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The application of a disjoint principal-components regression method to the analysis of sensor-array response 
patterns is demonstrated using published data from ten polymer-coated surface-acoustic-wave (SAW) sensors 
exposed to each of nine vapors. Use of the method for the identification and quantitation of the components of 
vapor mixtures is shown by simulating the 36 possible binary mixtures and 84 possible ternary mixtures under the 
assumption of additive responses. Retaining information on vapor concentrations in the classification models allows 
vapors to be accurately identified, while facilitating prediction of the concentrations of individual vapors and the 
vapors comprising the mixtures. The effects on the rates of correct classification of placing constraints on the 
maximum and minimum vapor concentrations and superimposing error on the sensor responses are investigated. 
Introduction 
The use of sensor arrays coupled with pattern-recog- 
nition analysis constitutes an effective approach to en- 
hancing the selectivity and range of applications of 
chemical sensors. It has been demonstrated for several 
gas/sensor technologies that a single sensor array can 
provide unique response patterns for a number of 
different individual species or mixtures of species [l-9]. 
However, few reports have addressed the problem of 
determining both the identity and concentration of the 
components of gas/vapor mixtures [7-91. 
We are interested in the development of portable 
instrumentation based on microfabricated chemical sen- 
sors for monitoring personnel exposures to toxic or- 
ganic solvent vapors in the industrial environment. The 
use of polymer-coated surface-acoustic-wave (SAW) 
sensor arrays has several potential advantages for this 
application. First, SAW devices respond with high sen- 
sitivity to changes of surface mass and, as a result, can 
be used for a wide range of potential analytes [IO]. 
Secondly, the amount of vapor sorbed by the sensor 
coating on the device is typically a linear function of the 
vapor concentration over the useful concentration 
range (i.e., less than a few hundred parts per million by 
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volume). Thirdly, efficient operation is possible at ambi- 
ent temperatures. Indeed, vapor sorption decreases ex- 
ponentially with increasing temperature, so higher sen- 
sitivity is obtained at lower temperatures. Finally, since 
the response to a given vapor will depend strongly on 
the functional groups incorporated into the structure of 
the polymer, judicious selection of polymers can lead to 
significant differences in the response patterns for differ- 
ent vapors [I I]. 
Various methods have been developed for correlating 
the pattern of responses from an array of chemical 
sensors with the identity or class of a given ana- 
lyte [ 12- 141. Typically, principal-component analysis 
(PCA) and cluster analysis (CA) are performed on the 
concentration-normalized matrix of sensor responses to 
assess qualitatively the uniqueness of the response pat- 
tern for each species. Ideally, responses for different 
analytes will cluster in different regions of n-dimen- 
sional space, where n is the number of sensors used. 
One of several classification methods can then be used 
to identify an unknown, provided that its sensor re- 
sponses are contained in the calibration set (also re- 
ferred to as the training set). Criteria for classification 
are established using supervised learning methods such 
as the K-nearest-neighbor (KNN) technnique or the 
linear learning machine (LLM). For mixtures, re- 
sponses will usually trace a locus of points between 
those of the individual components [2, 51. For an un- 
known mixture to be correctly identified it is necessary 
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to have previously defined the spatial locations associ- 
ated with the mixture over the range of component 
concentrations. 
Once the identity of an unknown is determined, a 
second analysis, such as multiple linear regression 
(MLR), partial least squares (PLS) or principal-compo- 
nent regression (PCR), is performed to determine the 
concentration(s) of the analyte(s) [7, 141. For sensors 
exhibiting non-linear responses with concentration, the 
data can be transformed in order to linearize the re- 
sponses [3,8]. Use of MLR on matrices containing 
redundant or collinear sensor responses may lead to 
large quantitation errors, whereas PLS and PCR are 
less sensitive to collinearity [ 141. 
Disjoint principal-components modelling [ 151 and its 
more familiar derivative SIMCA (soft independent 
modelling of class analogy) [ 12, 13, 161 incorporate sev- 
eral features of PCR. In these methods, principal-com- 
ponents models are developed for individual groups 
within a data set. Classification of an unknown is based 
on the goodness of fit of its response vector to each of 
the models. This approach differs from standard PCR, 
where principal components are derived from the data 
matrix as a whole. Although these methods have been 
used for classification in a number of analytical chemi- 
cal applications [ 17- 191, they have not been applied to 
the analysis of data from sensor arrays. 
As will be shown here, the concepts underlying these 
methods can be extended to permit identification of 
both individual vapors and the components of vapor 
mixtures from the sensor response patterns. In this 
extended disjoint principal-components regression 
(EDPCR) method advantage is taken of the integration 
of the qualitative and quantitative aspects of the sensor 
responses. Since information on the vapor concentra- 
tions is retained in the classification models, misclassifi- 
cation can be minimized and estimation of vapor 
concentrations is facilitated. In addition, by using a 
single model for the responses to each vapor, the data 
matrix can be summarized by a series of equations and 
the computational burden is reduced. 
This paper describes the implementation of 
EDPCR for sensor-array analysis using previously re- 
ported data from an array of polymer-coated SAW 
sensors exposed to each of several vapors. Experimen- 
tal responses to the individual vapors are combined to 
simulate all possible binary vapor mixtures and predic- 
tions are then made of both the identities and concen- 
trations of vapors. Misclassification rates are examined 
with and without constraints placed on the vapor con- 
centrations and then with varying amounts of Gaus- 
sian error superimposed on the sensor responses. 
Finally, the accuracy of classification is determined for 
the case where all possible ternary mixtures are in- 
cluded in the test set. 
Data description 
The data used here were published by Rose-Pehrsson 
et al. [5] and consist of the responses of ten polymer- 
coated SAW sensors to each of nine vapors. The vapors 
examined were dimethylmethylphosphonate (DMMP), 
dimethylacetamide (DMAC), dichloroethylene (DCE), 
diethyl sulfide (DES), water (H,O), isooctane (ISO), 
toluene (TOL), 1-butanol (IBTL), and 2-butanone 
(2BTN). The original report contains the structures of 
the polymer coatings, which are designated here only as 
Pl -PlO. 
Sensor responses are presented in Table 1 as the 
equilibrium frequency shifts caused by exposure to the 
vapors, Af (in Hz), divided by the frequency shifts 
caused by initial deposition of the polymer coating on 
each sensor, Af (in kHz). Presenting the data in this 
manner accounts for the differences in response arising 
from variations in the amount of polymer deposited on 
each sensor [5]. 
The relationship between the airborne vapor concen- 
tration, C,, and the sensor response is given by 
(1) 
where p, is the polymer density, K is the polymer/air 
partition coefficient of the vapor and k, is a constant 
reflecting the potential role of changes in the polymer 
modulus on the response of the sensor [20]. 
The data matrix consists of sensor responses to each 
of four or eight concentrations of each vapor. Each row 
can be represented as a response vector composed of 
the ten sensor responses to a given concentration of a 
given vapor. For the purpose of analysis, we define a 
group as the set of response vectors (rows) for a given 
vapor over all concentrations. 
In the original study a number of binary mixtures 
was also examined, but the mixture responses were not 
published and therefore could not be incorporated into 
our analyses. However, the authors state that the re- 
sponses to vapor mixtures were additive (i.e., linear 
combinations of the pure vapor responses) or approxi- 
mately additive in all but a few cases. Thus, the simula- 
tion of mixtures performed here under the assumption 
of additivity has a reasonable foundation. 
Since the measured responses consisted of difference 
frequencies between the coated sensors and uncoated 
reference sensors, positive values reflect a reduction in 
the coated-sensor frequency. For most of the vapors the 
difference-frequency responses were positive, as ex- 
pected for the increase in mass and/or softening of the 
polymer coating accompanying vapor sorption. For a 
few vapor/polymer pairs negative frequency shifts were 
observed, due either to significant vapor adsorption on 
the uncoated surface of the reference sensor or to an 
alternative response mechanism operating on the coated 
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TABLE 1. Sensor responses in Hz/kHz [5] and linear regression correlation coefficients 
Group Vapor Cow. Polymer coatings 
( pg/l) 










81 67.10 9.10 
40 57.00 7.00 
20 33.94 3.27 
11 18.83 1.69 
(r3 (0.846) (0.903) 
2230 257.62 90.66 
1100 207.48 56.64 
559 160.80 31.99 
372 142.23 24.28 
137 128.81 20.50 
84 102.79 13.44 
52 83.89 8.51 
29 58.70 4.54 
(r’) (0.873) (0.979) 
176000 35.59 56.62 
88600 19.35 30.51 
45700 8.98 14.34 





















(I’) (0.999) (0.995) 
129ooO 13.43 0.54 
64300 5.90 0.06 
33100 2.52 0.04 

































3.97 - 0.68 2.60 3.32 
2.97 -0.39 1.26 1.91 
1.54 -0.24 0.55 0.93 
0.81 -0.17 0.28 0.54 
(0.921) (0.999) (0.999) (0.993) 
38.94 -2.64 45.25 44.84 
25.05 -2.25 24.92 24.07 
14.44 -1.88 14.11 11.48 
10.84 -2.01 11.48 8.01 
8.31 -1.45 7.02 3.90 
5.53 - 1.15 4.97 2.32 
4.02 -0.84 3.62 1.53 
2.33 -0.62 2.44 0.80 
(0.979) (0.715) (0.996) (0.998) 
113.18 16.99 47.49 115.79 
72.07 8.05 23.44 55.64 
39.72 3.80 11.03 27.12 
24.75 2.49 7.78 18.45 
(0.979) (0.999) (0.999) (0.999) 
48.54 5.86 17.02 66.28 
33.85 2.14 8.50 32.46 
18.40 0.85 4.13 15.63 
12.94 0.32 2.80 10.96 
(0.961) (0.994) (0.999) (0.999) 
2.44 35.23 1.99 1.95 
0.46 12.85 0.32 0.28 
0.02 4.91 -0.28 -0.01 
-0.03 2.86 -0.38 -0.13 
(0.961) (0.992) (0.989) (0.958) 
7.33 0.82 1.48 21.25 
4.78 0.61 0.74 10.78 
2.67 0.45 0.38 5.10 
1.98 0.13 0.29 3.57 
(0.982) (0.818) (0.999) (0.999) 
40.07 3.22 17.94 69.59 
29.82 1.28 8.67 33.95 
17.24 0.56 4.11 16.52 
12.11 0.17 2.91 Il.58 
(0.938) (0.998) (0.999) (0.999) 
19.37 3.46 8.92 13.68 
Il.29 1.64 5.25 6.71 
6.05 0.91 2.98 4.29 
4.43 0.50 2.37 2.84 
(0.994) (0.998) (0.997) (0.997) 
55.67 10.36 41.18 67.73 
35.05 5.69 19.57 35.52 
18.91 2.80 9.68 15.83 
12.62 1.49 6.88 9.73 
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sensor (e.g., stiffening of the polymer film). Regardless, 
all data were used in the analyses presented below. 
Method of analysis 
The first step in the method is the application of PCA 
to each group of sensor responses (i.e., the collection of 
sensor responses to all concentrations of a single va- 
por). The response vectors for that vapor are then 
modelled using the most significant principal compo- 
nent( s). Rather than normalizing the response vector by 
its magnitude (i.e., concentration normalization) or 
autoscaling, as is commonly performed prior to PCA 
[4,5], the only preprocessing that is performed is mean- 
centering (i.e., subtraction of the mean response vector 
from the individual response vectors for a group). 
Therefore, information about the concentrations of the 
vapors is accessible during classification. 
The model used to classify vapor i is given by 
N 
r = m, + 1 tli, n~i, n + E 
n=I 
(2) 
where r is the response vector for the vapor at a given 
concentration, m, is the mean response vector deter- 
mined from all of the calibration concentrations mea- 
sured for that vapor, CQ n is the projection coefficient 
corresponding to the location of each response vector 
along the nth principal component represented by the 
unit vector v,, n, E is the residual error vector of the 
model for the vapor at the measured concentration, and 
N is the number of principal components. 
Where it is unclear how many principal components 
should be included, a cross-validation method can be 
used to obtain the optimal number [12]. The accuracy 
of the model can be assessed merely by inspection of 
the residual error or by construction of confidence 
intervals. 
Provided that at least some of the sensors in the 
array respond differently to a given vapor, each vapor 
will be represented by a unique response model. The 
response vector from a given concentration of an un- 
known vapor (r,) can be tested for its goodness of fit to 
each of the models established during calibration by 
replacing r by rU in eqn. (2) and solving for c(, so that 
11e1]2 is minimized (see Appendix 1). The identity of the 
unknown is determined from the model for which the 
smallest //cl]Z is obtained. Additional criteria can be 
imposed by constraining the residual error vector 
within a certain range, which would be more appropri- 
ate when there is no prior knowledge about the nature 
of the unknown vapor (i.e., where it may not belong to 
any of the vapors in the calibration set). 
Once the identity of the vapor has been established, 
its concentration can be readily determined by interpo- 
Fig. 1. Graphical representation of a one-principal-component 
model for an individual vapor showing the four calibration re- 
sponses (filled symbols), the residual error from projection onto 
the principal component v (represented by EJ. and the projection 
of a hypothetical unknown belonging to this class (open symbol). 
The vapor concentration is proportional to the distance along the 
principal component. 
lation or by linear regression of c+ versus concentration, 
because the projection of the response vector along the 
line (one-principal-component model) is directly related 
to its concentration when sensor responses are linearly 
related to concentration. Although this condition gener- 
ally holds for low concentrations of most organic sol- 
vent vapors measured with polymer-coated SAW 
sensors [5], certain vapors may exhibit non-linear re- 
sponse characteristics. Transformation would then be 
necessary for accurate quantitation. Figure 1 illustrates 
the classification and quantitation processes with this 
approach. 
For mixtures of two components whose responses are 
additive, the response vector can be projected onto the 
plane bounded by the pure-vapor response vectors. 
Each binary mixture can then be thought of as an 
additional group consisting of two pure vapors, i and j, 
in some combination of concentrations. A classification 
model for a binary mixture can be established using the 
following equation (note: a one-principal-component 
model is assumed and the subscript n = N = 1 has been 
omitted for simplicity): 
r = mi + mj + aivi + a,vj + 6 (3) 
where r represents the response vector for the mixture 
of i and j and the remaining variables are defined as 
above for the pure-vapor case. For each combination of 
vapor concentrations there will be specific values of a, 
and aI. Here again, the smallest residual error obtained 
by fitting an unknown response vector to all possible 
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Fig. 2. Graphica! representation of a one-principal-component 
model for a binary mixture and the projections used to determine 
the concentration of each component (see Appendix I). 
The response vector for the binary mixture can be 
projected onto the principal component of each vapor 
and the concentrations can be obtained from the cali- 
bration data for the individual vapors. Note that the 
principal component for one vapor may not be orthog- 
onal to that of the other vapor and this must be taken 
into account in determining the vapor concentrations 
(see Fig. 2 and Appendix 1). Models analogous to eqn. 
(3) can be used for ternary or more complex mixtures. 
Use of the concentration predictions in the classifica- 
tion scheme can aid in minimizing classification errors. 
Misclassification can arise from the intersection of the 
vector corresponding to one vapor (or vapor mixture) 
with those of other vapors. Where the response vectors 
extend to infinite concentration, there is an increased 
likelihood of intersection. In practical situations there is 
a limit to the concentrations encountered. In fact, stan- 
dard quality-control protocols demand that an instru- 
ment detector be calibrated over a concentration range 
that brackets the range to be encountered during nor- 
mal operation. Measurements obtained outside the cali- 
bration range are not strictly valid. 
Criteria for establishing the maximum values for 
hazardous vapors might be based on some multiple of 
the allowable exposure limit (e.g., the Threshold Limit 
Value [21] or Permissible Exposure Limit [22]). Con- 
straints on the minimum response would logically be 
based on the limit of quantitation attainable with the 
sensor array which, in turn, would be determined by the 
signal-to-noise ratio. Since the range of possible con- 
centrations is rendered finite, the probability of misclas- 
sification is reduced. For a binary mixture, such 
constraints would result in a ‘box’ such as that shown 
in Fig. 3, which accounts for the possibility that resid- 
ual errors would place the sample vector above or 
below the ideal mixture plane. An unknown sample 
initially classified into this group but falling outside 
Fig. 3. Binary-mixture classification space with constraints placed 
on the maximum and minimum concentrations of both vapors in 
the mixture. 
these concentration limits would be reclassified to the 
group for which the next-lowest residual error is ob- 
tained and for which the concentration falls within the 
permitted range. 
All computations described here were performed by 
one of the authors (TSP.) either on a DEC.5000 
workstation using programs written in PV _ WAVE@ 
(Precision Visuals, Inc., Boulder, CO) or on a personal 
computer using programs written in MATLAB@ 
(Mathworks, Inc., Natick, MA). 
Results and diiussion 
Classification of individual vapors 
PCA was performed on each group in Table 1. Table 
2 shows that the percentage of the total variance ex- 
plained by the first principal component for each group 
TABLE 2. Variance explained by the first principal component of 
responses to each vapor and the residual errors of the classifica- 
tion models 










DMAC 99.4 2.53 2.1 
DMMP 99.0 20.6 7.4 
DCE 99.4 5.16 7.0 
DES 98.9 5.39 7.8 
Hz0 99.9 0.59 6.5 
IS0 99.9 0.57 2.5 
TOL 99.7 2.41 4.8 
I BTL 99.1 2.45 5.2 
2BTN 99.9 3.44 1.8 
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was very high. Therefore, a oneprincipal-component 
model of the form shown in eqn. (2) with N = I was 
adopted for subsequent analyses. 
The four response vectors for each vapor (or eight 
for DMMP) were regressed with the principal compo- 
nents to determine values of ai and c for each concen- 
tration of each vapor i. Table 2 presents the mean 
residual error of the model for each group in absolute 
and relative terms, where the relative errors are the 
averages of the ratios of the residual-error vectors to 
the response vectors. The relative errors are low 
( ~8%) in all cases, however, the absolute error for 
DMMP is signiticantly larger than those for the other 
vapors. The larger absolute error obtained for DMMP 
can be attributed to the larger absolute sensor responses 
and to non-linearities in the responses of several of the 
sensors as a function of vapor concentration. Linear 
regression correlation coefficients (r*) were calculated 
for each of the sensor responses and are presented in 
Table 1. Although most sensor responses are linear 
(a) Conceatralion WL x IO’) 
1BTL 
Coacaotrntion hen x 10’) 
functions of the vapor concentrations, exceptions are 
Seen for nearly all vapors. Deviations from linearity are 
most apparent with DMMP, for which seven of the ten 
? values are below 0.99. Inspection of the individual 
sensor-response curves (not shown) conkns the exccp- 
tional behavior of DMMP. The small r2 value obtained 
for IS0 with the PlO sensor has a negligible effect on 
the fit to the model, apparently because of the very low 
response for this specific sensor. 
Plots of the projection coefficients (a,) versus concen- 
tration were linear (?>0.992) for all but three of the 
vapors. Those for the exceptional vapors are shown in 
Fig. 4(a)-(c) (note: each point represents the projec- 
tion of the ten-sensor response vector onto the principal 
component for that vapor at the indicated concentra- 
tion). Linear plots for most of the vapors would be 
expected because the projection coefhcients are esti- 
mated from combinations of the individual (linear) 
sensor responses. The predominance of the non-linear 
Sensor responses to DMMP is retlected in Fig. 4(a). 
0 2 4 6 8 
(b) concentration (cgn y 10) 
Fig. 4. Plot of vapor concentration vs. projection coet%ient, ai, 
for (a) DMMP, (b) DMAC, and (c) IBTL. The line and r’ value 
in each plot were determined by linear regression. 
Surprisingly, the plots for DMAC (Fig. 4(b)) and 
1BTL (Fig. 4(c)) are also clearly non-linear. For 
DMAC, most of the individual sensors gave linear 
responses. The shape of the curve in Fig. 4(b) reflects 
the influence of a minority of sensors (Pl-P3 and P7) 
that gave large non-linear responses. Similarly, for 
1BTL the shape of Fig. 4(c) reflects that of the sensor 
giving the highest response (P7) to this vapor. 
That a few sensors can have such a large influence on 
the overall response pattern arises from the fact that the 
response vectors were not autoscaled prior to mod- 
elling. Thus, sensors providing higher responses have a 
greater influence on the group response vector. The 
skewness created by the dominant sensors could be 
reduced by applying weighting factors to the sensor 
responses, but this was not performed for the analyses 
here. 
DMMP and DMAC are both high-boiling ( > 160 “C) 
solvents containing polar functional groups. The shapes 
of Fig. 4(a) and (b) reflect the influence of these factors 
on their interactions with several of the sensor coatings. 
The plateaus in the responses at the intermediate-to- 
high concentrations indicate interactions with, and sat- 
uration of, specific sorption sites in the polymers. The 
subsequent inflection point for DMMP denotes the 
onset of another mode of sorption at higher concentra- 
tions. The DMAC curve suggests adherence to a Lang- 
muir or Freundlich sorption model, while the DMMP 
curve resembles that of a BET sorption model [ 231. For 
IBTL, no such physical interpretation is possible and it 
is suspected that the non-linearity is the result of an 
error in calibration for the third-highest concentration. 
Despite the non-linearities in their responses, the resid- 
ual errors for the DMAC and 1BTL models are still 
quite small (Table 2). 
Table 3 presents the normalized mean residual errors 
obtained by fitting the responses from one group to 
each of the other groups, The mean residual error for 
the correct group was used as the basis for normaliza- 
tion. Each row contains the error obtained on attempt- 
ing to fit the vapor corresponding to that row to the 
models for the vapors listed at the top of each column. 
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As expected, the between-group errors are larger than 
the within-group errors in all cases. Note, however, that 
for DMMP the errors obtained in attempting to classify 
it into the other groups are invariably smaller than those 
for the other vapors. This further confirms that the 
DMMP data are more scattered about the model values 
than the data for the other vapors. It also indicates that 
the response vectors for DMMP fall in fairly close 
proximity to those for several of the other vapors. 
ClassiJication jquantitation of individual vapors and 
vapor-mixture components 
To examine the use of EDPCR for classifying the 
pure vapors and their binary mixtures, a test set was 
created using the response vector for the third-highest 
concentration from each group. Response vectors were 
then calculated for all possible binary mixtures by 
combining the responses for the individual vapors. This 
yielded 45 ‘unknown’ response vectors consisting of the 
nine individual vapors and the 36 binary mixtures. The 
limited amount of data available precluded the use of 
separate data for the test set. Each of these unknown 
vectors was then tested for goodness of fit to all possi- 
ble groups using eqns. (2) and (3). 
With no constraints placed on the concentrations of 
the vapors, 36 of the 45 unknowns (80%) were correctly 
classified. The classification test was repeated with the 
added constraint that the predicted concentrations had 
to be greater than zero. In this case the correct classi- 
fication rate was 38/45, or 84%. Most misclassifications 
(six out of seven) involved DMMP: pure DMMP was 
misclassified as a mixture of DMMP with DMAC; and 
in four of the five remaining misclassifications involving 
DMMP the error resulted from assignment of the un- 
known as a mixture of DMAC with another vapor rather 
than DMMP with another vapor. The misclassifications 
are consistent with the data in Table 3, which show that 
the residual between-group:within group error ratio for 
classification of DMMP as DMAC is quite small (2.2 Hz/ 
kHz). 
The residual errors for these six misclassifications 
were relatively large ( z 7- 16 Hz/kHz) compared to 
TABLE 3. Ratios of within-group to between-group residual errors 
Vapor DMAC DMMP DCE DES Hz0 IS0 TOL IBTL 2BTN 
DMAC 1 17 44 24 10 17 28 6.6 21 
DMMP 2.2 1 6.4 4.3 3.2 3.8 4.8 3.2 3.0 
DCE 23 67 1 11 5.4 8.2 6.9 12 37 
DES 14 42 13 1 4.4 5.7 6.1 6.8 21 
Hz0 180 564 182 141 1 70 120 96 337 
IS0 194 595 163 101 35 1 69 106 345 
TOL 45 138 21 17 9.3 11 1 23 16 
1 BTL 12 38 41 20 8.7 17 26 I 17 
2BTN 5.4 30 34 18 12 17 24 5.7 1 
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those for the 38 correctly classified samples (generally 
< 5 Hz/kHz). This suggests that a limit could be placed 
on the maximum allowable residual error as a threshold 
for classification. The same test set was analyzed again 
with the further constraint that the minimum and max- 
imum vapor concentrations could not exceed those in 
the calibration set. In this case, the correct classification 
rate increased to 43/45, or 96%. The two misclassifica- 
tions involved mixtures of DMMP with other vapors. 
The increase in correct classifications as increasing con- 
straints are placed on the concentrations of the vapors 
illustrates the advantage of retaining and utilizing con- 
centration information in the classification analysis. 
For the above analyses, the test set used to examine 
the classification models was extracted from the calibra- 
tion set. To represent practical conditions more accu- 
rately, where sensors might exhibit random fluctuations 
about their true values, tests of classification were re- 
peated with the addition of varying amounts of Gaus- 
sian error to the sensor responses. For each level of 
superimposed error, 100 simulations were performed. 
The rates of correct classification are presented in Table 
4. Standard deviations were less than 6.3%, indicating 
that the estimation procedure was reasonably stable. 
The correct classification rate is seen to decline fairly 
rapidly with added error. To put these results into 
perspective, a second classification method based on the 
K-nearest-neighbor technique (K = 1) was applied to 
the data (after normalizing the data matrix). Table 4 
also presents the classification rates using the KNN 
technique. Note that, by definition, the classification 
rate with the KNN method was 100% for the case of no 
superimposed error, because the samples used in the 
test set were identical to those in the calibration set. 
Comparing the results for the two methods shows that 
as the error increases, the correct classification rates 
are virtually the same for both methods. The slightly 
lower rates obtained with the EDPCR method reflect 
modelling error; however, this is offset by the reduction 
in the number of computations involved in classifica- 
tion relative to the KNN method. 
Concentrations were then predicted for the 43 sam- 
ples correctly classified with the EDPCR method under 
the last test condition (i.e., maximum and minimum 
bounds). 77 predictions were made, corresponding to 68 
binary-mixture components (i.e., 2 x 34 correctly 
classified binary-mixture components) and 9 individual 
vapors. Projection coefficients were determined as de- 
scribed in Appendix 1 and concentrations were then 
predicted by linear regression using the relationship 
between the projection coefficients (UJ and the vapor 
concentrations discussed above. The results showed 
that 66 of the 77 (86%) values were within 20% of the 
actual concentration values and most were within 10%. 
Of the 11 concentrations that were not accurately pre- 
dicted, 8 of these involved IBTL. In fact, none of the 
concentration predictions for 1BTL was accurate. As 
can be seen in Fig. 4(c), this is an artifact of having 
chosen the third-highest concentration for IBTL, which 
is well above the regression line. Since the prediction for 
pure 1BTL was in error, the predictions of IBTL 
concentrations in the mixtures were also in error. The 
other three concentrations that were not predicted accu- 
rately involved mixtures of DMMP and DMAC with 
each other or with other solvents. 
In practice, the approach taken above for concentra- 
tion predictions would likely be modified. That is, for 
those vapors giving linear plots of concentration versus 
a,, the concentration values obtained from linear regres- 
sion would be used to create a calibration curve that 
would account for the slight deviations of the individual 
points from the overall linear trend. This approach would 
reduce the errors obtained with 1BTL and would also 
improve the concentration predictions for most of the 
other vapors. For DMAC and DMMP, whose projection 
coefficients vary non-linearly with concentration, a log 
TABLE 4. Correct classification rates (based on 100 trials) as a function of superimposed Gaussian error applied to the sensor responses 













0 95.5 0 100 0 
5 XX.6 3.6 91.9 3.5 
10 78.7 4.5 80.6 4.7 
15 6X.9 5.2 70.8 5.2 
20 60.2 6.3 61.7 5.9 
25 52.4 6.2 53.9 5.8 




r* q  0.993 
I I I I 
1.0 1.5 1.0 2.5 3.0 3.5 
(8) Log Concentration 
DMAC 
1.0 1.2 1.4 1.6 1.8 2.0 
(b) Log Concentration 
Fig. 5. Plots of log concentration vs. projection coefficient for (a) 
DMMP (highest concentration omitted) and (b) DMAC. The line 
and rz value in each plot were determined by linear regression. 
transformation could be performed prior to quantita- 
tion. Figure 5(a) and (b) shows that plots of log 
concentration versus a, for these vapors (omitting the 
highest DMMP concentration) describe the data better 
than the regression lines in Fig. 4(a) and (b). Commen- 
surate improvements in the accuracy of predicted con- 
centrations would be expected. 
A final analysis was performed by including all possi- 
ble ternary mixtures in the test set. Correct classifica- 
tion rates using the third sample from each of the 
individual response vectors from a group were 67, 71 
and 85% for the unconstrained, partially constrained 
(i.e., positive values only) and fully constrained (maxi- 
mum and minimum bounds) conditions, respectively. 
For the last condition, 18 of the 19 misclassifications 
involved DMMP and 15 of these involved DMMP in 
ternary mixtures with other vapors. Correct classifica- 
tions were obtained for the remaining 110 vapors and 
vapor mixtures. 
Summary and conclusions 
The EDPCR method described here is an alternative 
to other methods that have been used for analyzing 
sensor-array responses. It is particularly well suited for 
arrays of polymer-coated SAW sensors where the re- 
sponses to individual vapors are linear and responses 
to mixtures of vapors are additive. Deviations from 
linearity can be tolerated without adversely affecting 
the classification outcomes, but in extreme cases lin- 
earizing transformations may be required as a pre-pro- 
cessing step. Accommodation for non-additive mixture 
responses should also be possible with this method, 
provided that some proportionality in responses is 
maintained between the mixture components over the 
relevant concentration ranges. 
The EDPCR method takes advantage of the inherent 
structure of the response data in both the classification 
and quantitation procedures, which improves the com- 
putational efficiency. Additional samples are easily 
incorporated into the data set, since the principal- 
components models are based on the individual vapor 
responses. 
Due to limitations on the data available, the test set 
examined here was derived from the calibration set and 
mixture responses were simulated rather than generated 
experimentally. Work is currently underway to generate 
a data set for a wide range of organic vapors using 
several different polymer coatings that will yield sepa- 
rate calibration and test samples. Mixture responses are 
also being collected to test the validity of the additivity 
assumption further. EDPCR analyses of these data will 
be the topic of a subsequent report. 
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Appendix 1 
The procedure for determining the projection co- 
efficients used to fit an unknown response vector rU to 
models based on pure vapor i or a mixture of vapors i 
and j using a one-principal-component model is de- 
scribed. From eqn. (2), classification of ru as a specific 
vapor i is indicated if 
ru = m, + Qvi + E, (Al) 
and the Euclidean distance ll~~ll is small. From the 
orthogonality principle [24], 11~~ 11is minimized when E, 
is orthogonal to v,, which means that the inner product 
of E, and vi is zero, i.e., (E”, vi) = 0. Therefore, taking the 
inner product of eqn. (Al) with v, and solving for clui, 
we have 
q=(r,-mi,vi) (AZ) 
Similarly, if r,, consists of a mixture of vapors i andj, ru 
can be expressed as 
ru = m, + mj + ti,fVi + ““jvj + E, (A3) 
and, again, JlcuII has to be small. In this case, E, has to 
be orthogonal to vi and v,, i.e., (E”, vi) = 0 and (E,, vj) = 
0. Taking the inner product of eqn. (A3) with vi and vi 
separately, 
(r,, -mi -mj, vi) =U.,i + u”,(vj3 Vi) 
and 
(AW 
(r, - mi - mi, vi) = uUi(vj, vi) + ciUj 
one can derive, in matrix notation, 
(AW 
1 (v,, v,) -’ (r, - mi - mj, vi) tvi2 ‘j) lI[ (r, - 4- mj, vj) 1(A3 
Inversion of the matrix is performed to account for the 
fact that vi and vj may not be orthogonal. 
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