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Machine translation is an emerging filed focusing on automatic translation from one 
natural language into another. Nowadays, it has gone through several technical 
development and now neural machine translation is the most popular and powerful 
algorithm for such tasks. Neural machine translation often utilizes recurrent neural 
networks (RNN). This article explores the performance of one of the RNN network - 
LSTM on English-French translation tasks, in addition to that, it also deployed word 
embedding to improve model performance with Python Keras package. After model 
training, a web machine translation application based on trained model is developed to 
provide instant language translation  
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Machine translation (MT) originated from the 1930s, which utilizes computer programs 
to translate source language into target language without human interpreters. It has 
undergone many major theoretical breakthroughs since then. At first, machine translation 
was more focused on science and technology field, therefore it did not need to take much 
consideration of cultural differences and linguistic contexts compared to less scientific 
translation of literature, daily conversation and legal text (Hutchins, 1995).  
 
Later, machine translation expanded to many areas, which increased the demand for more 
context-based translation model. Statistical machine translation (SMT) has been a 
primary solution for many years, with new approaches constantly being introduced to 
increase accuracy and efficiency, then deep learning came into power, and Neural 
machine translation (NMT) became the most powerful solution for this task. 
 
Not all kinds of neural network are suitable for machine translation job. Even though the 
common convolutional neural network has excellent performance on tasks such as image 
classification, it fails at translation and speech recognition because it could not take into 
account previous inputs. For tasks like language translation, the previous contexts are 
extremely important. Therefore, recurrent neural network is a better solution for this kind 
of problems. Recurrent neural network (also known as RNN) could look beyond the 
current time and generate results based on both previous and current inputs.  
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However, the simple RNN suffers from one problem, which is called ‘vanishing 
gradient’. This is because neural networks’ error function depends on backpropagation to 
find the optimal weight for the network parameters. If we go back to 10 or more steps 
before, the contribution of such information would decrease geometrically, thus 
contribute only a small part of final weight optimizations, which means it could not 
effectively affect final results.  
 
In order to address vanishing gradient problem, long short-term memory (also known as 
LSTM) was developed.  Unlike the simple RNN, LSTM is able to  
‘construct an architecture that allows for constant error flow through special, self-
connected units without the disadvantages of the naive approach’ (Hochreiter and 
Schmidhuber, 1997).  
 
Nowadays, LSTM is applied in many real-word natural language translation applications. 
It can be used to automatically generate video transcripts, recognize speeches and 
translate from one language to another with higher accuracy compared to traditional 
models. Google translation also uses LSTM with an encoder-decode structure to achieve 
better translation results (Wu et al., 2016). This paper would build RNN machine 
translation model with LSTM layer and further improve model accuracy by adding other 
performance improvement methods. Finally, this paper will explore options to deploy the 
final recurrent neural network model online, then build a full-stack web application that 
take user input and return translation results.
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LITERATURE REVIEW 
1. History of Machine Translation 
Machine Translation (MT) represents  
“computerized systems responsible for the production of translations from one 
natural language into another, with or without human assistance” (Hutchins and 
Somers, 1997).  
 
There are three main types of machine translation paradigm: 
1.1 Rule-Based Machine Translation 
Rule-based machine translation is often used in the early ages to translate scientific and 
technology texts. Rule-based machine translation is often word-based and does not 
consider the sequence probability as statistical machine translation does. Instead, it 
requires pre-specified linguistic resources, such as lexical data, grammars and transfer 
rules in order to automatically parse and tag source sentence and translate into target 
language (Hutchins and Somers, 1997). Though this method is straightforward and does 
not need many computational powers to run, it fails to deal with ambiguity and the output 
is somewhat ‘mechanical’ (Forcada et al., 2011). 
1.2  Statistical Machine Translation 
Statistical machine translation can generate more natural translation compared to rule-
based machine translation. It requires a previously-translated text, which is also called 
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“parallel corpus” to conduct machine learning algorithm on and generate estimated 
parameters that are used for future translation (Lopez, 2008).  
 
The theory behind statistical machine translation is probability, and Bayes Theorem is the 
most frequently used one, as it produces great performance score when dealing with 
natural language processing tasks. However, it needs a large amount of training data to 
ensure model performance, and more computational powers are needed to process data 
and tune model parameters. 
1.3  Neural Machine Translation 
Neural machine translation began to gain popularity with the development of neural 
network theory. It is able to maximize model performance through complicated neural 
networks. With the development of LSTM, the problem of temporal dependencies was 
also solved. Followed with that, more and more techniques are proposed for further 
improve model performance. Encoder-Decoder structure (Bahdanau et al., 2014) is one of 
them. The encoder will encode source sentence into a word vector, and the decoder will 
output translation results. Both the encoder and decoder are neural networks with several 
hidden layer to process the vector.  
 
Other concepts are also being adopted in recent years to further improve neural machine 
translation performance, such as attention mechanism, which is used to selectively 
focusing on some part of source sentence when conducting translation tasks (Luong et al., 
2015a). Word embedding is another example. It differs from traditional count-based word 
representation method by representing a single word as a vector, where word similarities 
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can be calculated by cosine similarities, which means words with identical meanings will 
be closer to each other than other words in vector space (Levi et al., 2015). 
2. General Theories of Neural Machine Translation 
In order to understand the concept of neural machine translation, it is important to know 
the underlying techniques of it. Neural machine translation usually builds on recurrent 
neural networks, a subset of deep learning. From LeCun et al.(2015), deep learning can 
generate multiple levels of abstraction to process data, and it has been proved to be very 
effective at discovering intricate structures in high-dimensional data.  
 
Collobert et al.(2011) proposed that deep learning is extremely useful for research areas 
like natural language processing, such as sentiment analysis, spam message detection and 
machine translation. Deep learning uses neural network as base model. According to 
Schmidhuber (2015), a standard neural network (NN) consists of many simple, connected 
processors called neurons, each producing a sequence of real-valued activations 
(Schmidhuber et al., 2015). Backpropagation algorithm is applied to adjust neuron 
parameters in current layer based on model performance calculated from pervious layers. 
 
Deep learning includes many types of neural networks, such as convolutional neural 
networks and recurrent neural networks. As mentioned before, Convolutional networks 
are great with tasks which do not need to consider past inputs, such as image processing, 
while recurrent networks are more suitable for dealing with sequence data, especially 
texts. It outperforms other models in areas like generating texts or predicting words in 
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sequence (Sutskever et al.,2011 and Mikolov et al., 2013). Therefore, neural machine 
translation always applies recurrent neural networks as the base model. 
 
3. Neural Machine Translation Model Structure 
According to Bahdanau et al. (2015), neural machine translation is to fit a parameterized 
model to find the target sentence which maximize the conditional probability of sentence 
pairs using a dataset of multi-language sentence pairs. Once model parameters are 
determined, the translation systems will produce a target sentence with maximum 
conditional probability. Previous researches showed that neural machine translation can 
achieve close to the state-of-the-art performance on an English-to-French translation task 
(Luong et al., 2015) and as well as English-to-German task (Jean et al., 2015).  Therefore, 
it became a wildly accepted model in machine translation tasks. 
 
There are several ways to represent raw words into model input, such as encoder-decoder 
and word-embedding. The Encoder-Decoder neural machine translation model can 
consist two parts: encoder and decoder. The encoder is responsible for converting raw 
text into word vector, which brings semantic into model. The decoder is responsible for 
generating target sentences. Both encoder and decoder are recurrent neural networks. 
Another way to represent the words is word embedding.  
 
Word embedding is another way to represent words. By using word embedding, model 
accuracy can be improved because the vector-based models encode continuous 
similarities between words as distance or angle between word vectors in a high-
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dimensional space (Maas et al., 2011), which can help model to recognize more patterns 
in inputs. Before word vector, the standard approach of language modeling is N-gram 
(Bengio el at.,2001). As LeCun et al. (2015) pointed out,  
“N-grams treat each word as an atomic unit, so they cannot generalize across 
semantically related sequences of words, whereas neural language models can 
because they associate each word with a vector of real valued features, and 
semantically related words end up close to each other in that vector space”.  
 
 
Another reason that neural machine translation is widely adopted is the minimum 
requirement of domain knowledge (Luong et al., 2015a). What is more, the model 
requires less memory and the decoders are less complicated than those of standard 
machine translation models ((Koehn et al., 2003). 
 
However, problems have be reported for storing information from past inputs to establish 
long-term dependencies in basic recurrent neural network models (Bengio et al., 1994). 
The solution for such problem is long short-term memory (LSTM). LSTM networks 
internal architecture provides “a basis for bridging very long-time lags” (Hochreiter and 
Schmidhuber, 1997). 
 
 Some research showed that LSTM had poor performance on long sentence translation, 
while Sutskever et al. (2014) reported that “We were initially convinced that the LSTM 
would fail on long sentences due to its limited memory. And yet, LSTMs trained on the 
reversed dataset had little difficulty translating long sentences”. 
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4. Machine Translation Model Evaluation 
To perform comparison of model performance, we need to establish a formal way to 
evaluate machine translation results. Past researchers have developed several ways to 
evaluate translation quality, both qualitative and quantitative. 
4.1  Qualitative Evaluation 
Hutchins (1960) mentioned several metrics to evaluate translation results: 
- fidelity or accuracy, representing how much he translated sentence contains the same 
information as original sentence 
- intelligibility or clarity, how easily can others understand the translated text 
- style, how much the translation uses the language appropriately to the context 
4.2  Quantitative Evaluation 
BLEU is a widely accepted criteria for evaluating machine translation results. The 
underlying idea of BLEU is  
“the closer a machine translation is to a professional human translation, the better 
it is” (Papineni et al., 2002).  
 
It will compare the model output against reference translations and generate match score. 
The website of machine translation(http://www.statmt.org/)  also provides free BLEU 





1. Initial System Design 
According to Hutchins and Somers (1997), there are several initial decisions to make 
when designing a machine translation system.  
1.1  Is it multilingual or bilingual? 
Multilingual systems are able to translate source sentence into more than 2 languages 
while bilingual systems can only translate source language into just one target language. 
Due to the limitation of data source, this paper is going to build a bilingual model which 
can translate English sentence to French.  
1.2  What computational environment as a whole 
Deep learning tasks always require much memory and are CPU intensive, especially 
when dealing with language tasks, where the input are word vectors representing all 
unique words from training data. Considering the computational power needed by this 
task, cloud service will be used to speed up this process. During model training, cloud 
service will be applied to run algorithms through GPU mode, which would be help 
accelerate model running. 
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2. Data Collection 
This research requires data containing a large number of bilingual sentence pairs for 
model training purpose. This research will use the same dataset from Kaggle 
(https://www.kaggle.com/harishreddy18/english-to-french) to build the model. This 
dataset contains about 138,000 English-French sentence pairs, which is sufficient for 
model training. It is a modified version of the original dataset, which is from 
http://www.statmt.org/. This website contains a wide range of resource regarding to 
machine translation, from parallel language corpora to translation evaluation tools and 
publications. This research will use the Kaggle modified version of data to conduct text 
preprocessing and build the final neural network. 
 
The reason for using this particular dataset is that it contains a large number of 
conversations with a relatively small number of unique vocabularies. Even though 
sentences in this dataset share similar features and the unique words in this dataset is 
relatively small, which could affect the model’s ability to generalize on other data, it is 
efficient to use such data for initial model selection.  For dataset with over 10,000 unique 
words, the model structure is fairly complicated, the training time is much longer and 
computers could easily run out of GPU space.  
 
Moreover, this dataset contains sentences with roughly the same number of words each 
sentence, which is also helpful for model training. For dataset with sentence’ lengths vary 
much, the model would happily predict short sentence as none, thus resulting in 
inaccurate model prediction results. By experimenting on dataset with small vocabulary 
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and short sentence length, we could find the optimal model and then apply it on a broader 
dataset and then change model loss function or tune other parameters to further train the 
selected model.  
 
3. Model and Evaluation 
This model will be constructed using Recurrent Neural Network with Long-Short Term 
Memory (LSTM). Words embedding will also be applied to further improve model 
performance. Jupyter Notebook will be used as running environment and Python as 
primary programming language.  There are many python packages we could use for data 
cleaning and deep learning tasks. For this research, Pandas and Keras will be used to 
preprocess data, build RNN and train model in batches.  
 
After successfully building the model, the next important part is to determine how well 
the model output is. Model performance will be evaluated by accuracy, which can be 
derived by comparing final translation results with original training data. The sentences 
can be treated as word vectors, so model accuracy can be calculated based on how much 
these vectors match. Compared to other evaluation methods, this is more direct and 
require less human evaluation.  
 
Another evaluation method would be comparing model translation results to current 
translation tools. The translation applications chosen are Google Translate and Bing 
Translator by Microsoft. The results yield from these translation applications could serve 
as another evaluation metric for this model. 
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4. Web Application Development 
Final step of this research is to build a web application where user can type in English 
sentences and the model will return the output of French translation on screen. This will 
be a full-stack web application with front-end developed in HTML, CSS, JavaScript and 
Bootstrap. The backend of this application will be created using Flask framework. This 
RNN model will be turned into RESTful API that can receive request, feed it to the 














MODEL BUILDING AND ANALYSIS 
1. Data Overview 
In the original CSV files, each sentence is padded into several columns so that each 
column would contain no more than 8 words. For our tasks, we do not want to use 8 as 
sentence length. Therefore, we imported the data by specifying the separator to ‘\t’ to get 
non-separated sentences. The final data frame has only one column of sentences with 
column name ‘sentence’. The sample details of imported data are shown as below. 
 
After getting a general idea of how the data looks like, this paper further explored the 
internal characteristics of training data.  First of all, it is helpful to know how many 
vocabularies in each corpus in total and how many unique words each corpus have. After 
processed through Python functions, we get the English and French words counter 
dictionary as well as two lists containing all the words of French and English 
vocabularies.  The detailed structure of each dataset was generated through sorting the 




From the output, we can get a general idea of the top 5 frequent words in English and 
French. Even though the total words in English and French corpus are large, the unique 
words number is only around 200-350 for both corpora. When calculating total and 
unique words, some preprocessing methods are applied. Punctuations are removed and all 
words are all converted into lower cases. The max length of English and French sentence 
is 15 and 21 respectively. This number would be helpful for following model building 
process when deciding the length for padding the sequences.   
 
2. Data preprocessing 
To convert data into the format that neural network requires, we need to first convert each 
word into tokens that are represented by ids. Then we need to pad each sentence to make 
sure each sentence is the same length, per model input requirements. To perform tokenize 
and padding, this paper utilized Keras.preprocessing API to simplify this process. This 
tokenizer will take care of tokenizing as well as convert words into ids. The results of 
tokenizing and padding are shown as follow. 
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After tokenizing and padding, each word is converted into ids and each sentence is 
padded into a fixed length. The number of unique words and maximum length of 
sentence is shown as below. There is a slight difference between number of unique words 
in French from previous result, which might result from different rules for removing 
punctuation. From the result, for English text, the maximum sentence length is 15, while 
for French the maximum length is 21. For sentence with length smaller than that number, 
0 was added to their sequences. 
 
The output results of model will also be word ids. To transfer the indexes back to words, 
we could use Keras Tokenizer’s word_index feature to build a dictionary with id as key 
and corresponding word as value. By using this dictionary, we could easily match the 
indexes back to original words.  For word index of 0, we could specify it as ‘<PAD>’. 
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3. Model Training 
3.1  Simple LSTM model 
After data preprocessing, the next step is to train the model. At first, this paper used only 
LSTM layer without other boosting methods such as word embedding to get a baseline 
model accuracy. To build the model, keras.models.Model is used, with layer specified as 
LSTM and metrics as accuracy.  Because of Keras model requirements, the preprocessed 
French words should be reshaped into three dimensions then feed into the model as target 
variable. Processed English texts should be padded again to French sentence length then 
be fed into the model as predictor variable. The model input sequence length should also 
be specified as output variable length, which in this case is the maximum length of 
French sentence.  
 
For simple LSTM model, we need to provide the input sequence shape and unique 
French vocabulary number as dense layer size, then specifying LSTM layers, optimizer, 
loss function and activation method. Finally, we can start fit the model to data with 80% 
data as training set and 20% data as validation set. The training result is shown as below. 
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From the result, we can see the accuracy score after 10 epochs of training is around 0.57. 
The accuracy is calculated by comparing the original word indexes to predicted ones. If 
we increase the number of epochs, the accuracy score will keep increasing as it has not 
reached the point where model loss stays stable. 0.57 is not high accuracy, therefore, 
when comparing prediction results to original French sentence, it is clear there lies a 
number of problems.  
 
By closely looking at one prediction results, the original French sentence ‘new jersey est 
parfois calme pendant l' automne , et il est neigeux en avril ’ was predicted as ‘new jersey 
est est parfois en en et il il en en en <PAD> <PAD> <PAD> <PAD> <PAD> <PAD> 
<PAD> <PAD>’ with a lot of ‘en’,’est’ and ‘il’, which happens to be the top three most 
common words in French sentences. This result is far from satisfactory. To increase 
accuracy, the epoch was set to 20 and model was rerun, which yield the result below.  
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It can be observed that the increasing rate from 10 to 20 epochs are far less than that from 
1 to 10 epochs, indicating the loss function might have reached local minimum. 
Therefore, it is safe to assume the final accuracy of simple LSTM model is around 0.6.  
3.2  LSTM with Word Embedding 
To improve the performance of previous model, this paper applied word embedding as a 
way of word representation. It maps each individual word into a vector in n-dimensional 
space, where words with similar meanings are close to each other and words with 
different meanings are far from each other. The more different two words are, the far 
away they are in this vector space. By assign vectors to words, it helps the neural network 
to learn from the data and improve model accuracy. The model result after adding 
embedding layer is shown as below.  
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As we can see, with 10 epochs, word embedding model reached an accuracy of 0.8, 
which is about 30% higher than that of simple LSTM model. By observing the loss over 
time, we can conclude that the loss function has not reached local minimum yet, so we 
can increase the epoch to 20 to estimate final model accuracy.  
 
By printing out the prediction results of word embedding LSTM model, we got the 
following results. This prediction result makes much more sense than the simple LSTM 
one, with more corresponding words from original sentence and less common words such 
as ‘et’ and ‘il’.   
 
The final model accuracy is around 0.85, and the prediction result seems reasonable. 




4. Model Implications and Evaluation 
The results showed that model with word embedding outperform simple LSTM model by 
30%.  Quantitative and qualitative measures are both used to evaluate model 
performance.   
 
This model is mainly evaluated through Keras.metrics, where the metric is defined as 
‘accuracy’. To get accuracy, it calculates how the prediction results, in our case would be 
the predicted word indexes, match the original label, which are the original word indexes. 
Since words are converted to indexes to feed into the model, it would be relatively easy 
to calculate the similarity between two arrays. The final LSTM word embedding model 
accuracy is around 0.85, meaning on average the prediction can matches 85% of original 
sentence. 
 
Besides using accuracy, the translation results are also being compared to translation 
from online translators, namely Google Translate, deepL Translate and Bing Translator. 
For instance, the model translation and original sentence for “the United States is usually 
chilly during July, and it is usually freezing in November” is as follow: 
 
The Google translation result is “les états-unis sont généralement frais en juillet et il gèle 
généralement en novembre”. Bing translation result is “les États-Unis sont généralement 
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froids en juillet, et il gèle habituellement en novembre”. We can see the model performs 
well on this sentence, and the result does not vary much from online translators. 
 
However, there is a possibility that the model does well on training data but might not be 
able to generalize well on sentence that it has not seen before. We could generate a 
sentence that is not in the original dataset and compare the translation results. The model 
output is shown below. 
 
The Google translation result is “mon fruit préféré est le citron, mais votre préféré est la 
mangue” and Bing translation output “mon fruit préféré est le citron, mais votre préféré 
est la mangue”, both in consistency with model output.  
 
Another example is as below, for which the google translation is “J'ai l'intention de visiter 
la France l'hiver prochain” and Bing results is “J’ai l’intention de visiter la France l’hiver 
prochain”, which are identical. These two are slightly different from model output, which 




A table on model performance with training dataset and test dataset in comparison with 
Google translate is provided at the Appendix part, which could help provide more 
insights on how to further improve model performance. 
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5. Model Limitations 
First of all, this model is trained on dataset with only a small number of unique 
vocabularies, there are only 199 unique English words and 344 unique French words.  In 
real world, the number of vocabularies will definitely exceed this amount. When this 
model encounter words not in this training set, it could not recognize them and could not 
give back desirable results.  
 
Meanwhile, since the model is built on training data containing English and French daily 
conversation, where conversation contexts and vocabularies used are different from 
academic papers and political speeches, it could not generalize well into other areas and 
its performance on such data will not be as higher as it is expected to be. What’s more, 
the output length is set as the maximum length of sentence in French corpus, which is 21. 
This is not realistic in real world case. If users type in a really long sentence, this model 
will fail to give an accurate translation result, as the model output would not exceeds 21 
words.  
 
Finally, in this model we only used LSTM with word embedding, but there are other 
layers and structures of neural network that might have better performance, such as 
encoder-decoder and GRU.  Each model has different level of performance depends on 
the data we feed to the model. It is better to try out several models and decided which one 
suits the current translation task best.  
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WEB APPLICATION DEVELOPMENT 
1. Front end design 
For front end development, HTML, CSS, JavaScript will be used. HTML (HyperText 
Markup Language) is contains information that browsers can understand and use to 
render webpages. CSS (cascading style sheet) is used to add styling to webpages. It 
determines how to pages are presented to users. 
 
Besides HTML and CSS, Bootstrap, Font Awesome and Google Font will also be applied 
for further styling the webpage. Bootstrap is an open source CSS library that provides 
several common-used CSS layout and component frameworks. By using Bootstrap, we 
can simplify the complexity of CSS code and build more modern-style web applications. 
Font Awesome is an icon library that provides a wide range of icons to use in webpages, 
and Google Font is a font library that offers a variety of fonts. These two tools could help 
improve user experience on this web application.  
 
JavaScript will be used to send request to back end and update webpages after getting 
translation results. Evens handler will be written in JavaScript to capture user click events 
when they click the ‘translate’ button. Then JavaScript will send POST request to the 
backend to retrieve response. After getting the results back, we do not need to update the 
whole webpage, but only the translation part we requested, which will help reduce page 
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reloads and provide a smoother user experience.  The final design of web page is shown 
as below.  
 
 
2. Back end design 
2.1  Web Framework 
The first step of back end development is to store the final model into Pickle file for later 
prediction tasks. If we do not save the model parameters, we have to rerun the model 
every time a request is sent, which is highly inefficient. After successfully saving the 
model, Flask could be used to develop API endpoints to feed user input into model and 
send back model prediction results.  Flask is a web development framework written in 
Python. The reason for choosing Flask is that our prediction model is also written in 
Python, which makes it easier to access model use the same language.  
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2.2  RESTful API 
REST means Representational State Transfer, a widely accepted web service design 
principle. It specifies how clients and servers should transfer resources through HTTP 
requests and responses.  According to Rodriguez 2018, REST  
“asks developers to use HTTP methods explicitly and in a way that's consistent 
with the protocol definition. This basic REST design principle establishes a one-
to-one mapping between create, read, update, and delete (CRUD) operations and 
HTTP methods.” 
 
Referring to this standard, requests should be one of the following types: PUT, DELETE, 
GET and POST. GET is used when clients want to retrieve some information from the 
server. POST is also used when requesting some resource, but it differs from GET that 
the information requested is sent as parameter to the server, while for GET the 
information is appended to the URL. As a result, POST is a better way to send sensitive 
information to the server, such as passwords.  
 
The back end of machine translation application will have a POST endpoint where it 
receives English sentence users type in the form, feeds the sentence to model and send 




This paper focuses on the development of machine translation. It first introduces the 
history of machine translation and different theories behind machine translation, such as 
statistical machine translation and neural machine translation. It then further explores the 
underlying mechanics of neural machine translation by going through the advantages and 
disadvantages of convolutional neural network, simple recurrent neural network and long 
short-term memory.  
 
After introducing the theories of machine translation, it builds two machine translation 
models, one with simple LSTM and the other is LSTM with word embedding, to compare 
their performance. The result shows word embedding can boost model accuracy by over 
30%.  LSTM model with word embedding is then selected to provide prediction result for 
final automatic English to French online translation application. Model accuracy is 
calculated by comparing how original word indexes match the predicted word indexes. 
According to Keras website: 
“if y_true is [1, 2, 3, 4] and y_pred is [0, 2, 3, 4] then the accuracy is 3/4 or .75. If 
the weights were specified as [1, 1, 0, 0] then the accuracy would be 1/2 or .5.” 
 
By applying the same method, translation accuracy is calculated for model evaluation. 
 
Besides quantitative measures, this paper also use a combination of quantitative and 
qualitative method to evaluate model translation results. By comparing translation output 
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to results from Google translate and Bing translator, this paper established an 
understanding on how well the model performs in general. More importantly, it helps to 
see how well the model generalizes when encountering sentences not exists in the 
training set.   
 
This paper also further explores how the translation accuracy differs from data used to 
train and data the model have not seen before. It first subset 100 sentences from training 
set and calculate the translation accuracy against original data, which gave back an 
average score of 0.85. The maximum score is 1 and the minimum is 0.24. Then it 
sampled 100 sentences from test set, which was not used to train and compared the 
prediction results to Google Translate. By tokenizing and padding the translation results, 
accuracy score can also be calculated between model prediction and Google results. This 
time the average score is 0.51, with maximum as 1 and minimum as 0.06. It is clear that 
the average is not as high as before, but the maximum is the same.  
 
By looking at the translation with minimum score, we could see that the model did get 
some phrase right. The reason for low score is that the order of vocabularies differs in 
those translations, while accuracy score is calculated based on exact match. Therefore, it 
is safe to assume the model performance is decent based on test set.  
The final evaluation ran 20 samples of sentences with one or two words not exists in 
original dataset and compared the results to Google Translate. The final average score is 
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around 0.48, which is slightly lower than the performance on test set with words all exist 
in training set. The maximum score is 0.84 and the minimum is 0.21. The minimum score 
is almost the same as using the training set while larger than that of using testing set, 
indicating the model still could capture the structure of the sentence despite the unknown 
words. (Reference the Appendix for full evaluation results) 
 
From the model evaluation results, we could conclude that overall the model performs 
well, but there are still limitations in this model. When put into real production, some 
changes could be made to improve model performance. First of all, when comparing to 
online translators, the model performance on sentence not in the dataset is lower than that 
on existing sentences. Therefore, it is better to train model on dataset with different topics 
and with large vocabulary size, so the final model would not overfit on a particular 
dataset but is able to generalize. Secondly, when preprocessing data, the maximum length 
of sentence should be adjusted based on user inputs. For current model, it sets the 
maximum output sentence length based on the dataset, which is not realistic in real world 
settings.  Last but not least, it would be helpful to try out other neural network structures 
such as encoder-decoder, which may offer better prediction accuracy.  
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Appendix 






Translation results sample on a subset of training data 
minimum score: 0.23809523809523808 



























Translation results sample on a data not used to train the model 
minimum score: 0.058823529411764705 




























Translation results sample on a data with one or two words not contained in 
original dataset 
minimum score: 0.21052631578947367 
mean score: 0.47619047619047616 
max score: 0.84210526315789469 
 
