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Abstract: We investigate a natural variant of kernel density estimation on a large
class of symmetric spaces and prove a minimax rate of convergence as fast as the
minimax rate on Euclidean space. We make neither compactness assumptions on the
space nor Ho¨lder-class assumptions on the densities. A main tool used in proving the
convergence rate is the Helgason-Fourier transform, a generalization of the Fourier
transform for semisimple Lie groups modulo maximal compact subgroups. This paper
obtains a simplified formula in the special case when the symmetric space is the 2-
dimensional hyperboloid.
1. Introduction
Data, while often expressed as collections of real numbers, are often more naturally regarded
as points in non-Euclidean spaces. To take one example, radar systems can yield the data
of bearings for planes and other flying objects; those bearings are naturally regarded as
points on a sphere [9]. To take another example, diffusion tensor imaging (DTI) can yield
information about how liquid flows through a region of the body being imaged; that three-
dimensional movement can be expressed in the form of symmetric positive definite (3 ×
3)-matrices [9]. To take yet another example, the nodes of certain hierarchical real-world
networks can be regarded as having latent coordinates in a hyperboloid [5, 1]. In all such
examples, the spaces can be regarded as subsets of Euclidean space, but Euclidean distances
between data points do not reflect the true distances between the points. Ordinary kernel
density estimators applied to the sample data, expressed as points in Euclidean space,
generally will not be optimal in terms of the L2-risk with respect to the volume measure on
the non-Euclidean manifold.
The literature offers some generalizations of kernel density estimation for (Riemannian)
manifolds. One example for compact manifolds [7] requires that the kernels have small
enough supports. Another example for compact manifolds [2] requires that the kernels gen-
erally vary at each point and the true density satisfies a Sobolev condition. A minimax
rate in terms of a Sobolev parameter is proven. Moreover, that generalized kernel does not
vary when the compact manifold is symmetric [2]. Another example for complete mani-
folds requires that analogues of kernels have to be chosen at each point [4]. A minimax
convergence rate in terms of a Ho¨lder class exponent and the differentiability of the true
density is proven [4]. It is also noted in [2] that harmonic techniques, used to prove minimax
convergence rates in terms of a Sobolev parameter in the compact case, extend to general
symmetric spaces and in particular unify kernel density estimations on Euclidean space and
compact manifolds.
The goal of this paper is to investigate kernel density estimation on a large class of sym-
metric spaces manifolds, describing the construction in detail and proving a minimax rate
of convergence with no requirements that the space be compact, no requirements that the
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kernel vanish outside of a neighborhood, no Ho¨lder class assumptions, and no requirement
that the kernel be defined for each point of the space. The idea of kernel density estimation
is to smooth out, or convolve, an empirical estimator with some noise K so as to obtain a
smooth estimate of the true density on Rn. Noise is a random translation of points on Rn.
Thus while K is also a density on Rn, we should really think of K as a density on the space
of translations of Rn (which is usually identified with Rn itself.) On a general Riemannian
manifold X, noise is generally a density on a more general space G of symmetries of X –
and generally G cannot be identified with X. For example, noise on a hyperboloid H2 of
uniform curvature −1 can be regarded as a density on the space SL2 of (2 × 2)-matrices
with determinant 1: each such matrix determines a distance-preserving smooth map from
the hyperboloid to itself.
Thus the class of manifolds X on which we define our estimator are certain symmetric
spaces, manifolds equipped with spaces of symmetries. In particular, the symmetric spaces
we consider are quotientsX = G/K of a semisimple Lie groupGmodulo a maximal compact
subgroup K. An example of such a symmetric space is the (non-compact) hyperboloid of
uniform curvature −1, which can be regarded as the quotient SL2/SO2 of the group SL2
of (2× 2)-matrices with determinant 1 by the group SO2 of (2× 2)-rotation matrices with
positive determinant.
We define a G-kernel density estimator
fˆ
(n,h,T )
xˆ1,xˆ2,...,xˆn
: X→ R,
an estimator for a density on the space X defined in terms of samples xˆ1, xˆ2, . . . , xˆn ∈ X,
a bandwidth parameter h, and a cutoff parameter T . The G-kernel used to define our
estimator is a density on G. An example of a G-kernel is a generalized Gaussian, a solution
to the heat equation on G. Under smoothness assumptions, we bound the risk of the G-
kernel density estimator in terms of h, T , n, and the sum of the restricted roots of X
[Theorem 3.1]. Optimizing h and T in terms of n, we obtain a minimax rate of
n−2α/(2α+dimX),
where α is a smoothing parameter, under natural assumptions on the density space and
generalized kernel (D.1)-(D.5) [Corollary 3.4]. We then obtain a simplified formula (3), that
can be easily implemented on a computer, for the special case where X is the hyperboloid.
2. Background
The main contribution of this paper is to use a specific extension of Harmonic Analysis
to investigate kernel density estimation in detail for a large class of symmetric spaces,
including non-compact symmetric spaces. Therefore we briefly recall the basic theory of
Helgason-Fourier Analysis and fix some relevant notation for use throughout the paper. We
refer the reader to [10] for a detailed treatment of the theory, and to [3] for an example of
how the theory is applied to the deconvolution of noise.
2.1. Convolution
The convolution of densities on Rn, necessary both to deconvolve noise and to smooth out
empirical observations to obtain density estimators, is defined as follows. For a pair f, g of
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densities on Rn, define the density f ∗ g on Rn by the rule
(f ∗ g)(t) =
∫
Rn
f(t− x)g(x) dµX,
where dµX denotes the Lebesgue measure. Convolution, which involves the operation of
subtraction, generalizes to symmetric spaces defined as follows. A Lie group is a manifold
G consisting of invertible matrices such that multiplication and inversion are smooth maps
· : G×G→ G, (−)−1 : G→ G.
We take a G-space X to be a Riemannian manifold X equipped with an action
G×X→ X
of a Lie group G, a function whose restriction to a function X → X for each g ∈ G is an
isometry.
For a Lie group G with Haar measure µG and G-space X with volume measure µX, let
∗ : L2(G, µG)× L2(X, µX)→ L2(X, µX)
be the linear map sending a pair (f, g) of functions to the function f ∗ g defined by the rule
(g ∗ f)(t) =
∫
G
g(x)f(x−1t) dµG.
Convolutions allow us to define ordinary kernel density estimators on Rn and more general
G-kernel density estimators on certain spaces X with symmetries described by a group G.
Just as Fourier analysis is useful for indirectly constructing and analyzing convolutions
of densities on Rn, a more general Helgason-Fourier Analysis will allow us to indirectly
construct and analyze convolution of densities on more general manifolds. We define all
relevant spaces, define the transform, and give an explicit formula for the inverse transform.
2.2. The symmetric space
Fix a semisimple Lie group G and maximal compact connected Lie subgroup K. Let
X = G/K.
Let A,N be the respectively Abelian and nilpotent subgroups of G such that G = KAN,
the Iwasawa decomposition of G. Let g, k, a, n represent the Lie algebras of G,K,A,N,
respectively. We define ax ∈ A and nx ∈ N so that x gets sent to the product axnx for each
x ∈ X under the natural isomorphism
G/K ∼= AN.
Define a norm | − | on the vector space g by
|v| =
√
trace([v,−] ◦ [v,−]).
and let | − | also denote the induced norm on g∗. Let M be the centralizer of A in K. Let
µG denote the Haar measure on G and µX denote the volume measure on X. We also write
c for the Harish-Chandra function on a∗; we refer the reader to [10] for suitable definitions.
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2.3. Helgason-Fourier Transform
For f ∈ C∞c (X), the Helgason-Fourier transform, written H, is a linear map
L2(X, dµX)→ L2(a
∗ ×K/M,
dµλ
|c(λ)2|
dµK/M)
sending a function f to the function Hf defined by the rule
(Hf)(s, kM) =
∫
G/K
f(x)es(log ak(x)) dµX, (s, kM) ∈ (a
∗ ⊗ C)×K/M,
where we take s = iλ+ ρ for λ ∈ a∗ and ρ is half of the sum of restricted roots of G.
Like in the classical Fourier case, we have the Plancherel identity∫
G/K
|f(x)|2dµX =
∫
λ∈a∗
∫
kM∈K/M
|Hf (iλ+ ρ, kM)|2
dµλ
|c(λ)2|
dµK/M. (1)
The Helgason-Fourier transform H sends convolutions to products in the following sense.
Call a density f on G K-invariant if f(k1xk2) = f(x) for all k1, k2 ∈ K and x ∈ X. A
K-invariant density f onG induces a well-defined density on G/K sending each element gK
to f(g). Hence we define H[f ] for such f as the Helgason-Fourier transform of the induced
density on X. For each f1 ∈ L2(G, dµG) and f2 ∈ L2(X, dµX) with f1 K-invariant,
H[f1 ∗ f2] = H[f1]H[f2].
The inverse Helgason-Fourier transform, written H−1, is given by
f(x) =
∫
λ∈a∗
∫
kM∈K/M
Hf(iλ+ ρ, kM)e(iλ+ρ)(log ak(x))
dµλ
|c(λ)2|
dµK/M
3. The G-kernel density estimator
In Euclidean space, kernel density estimation smooths out the empirical distribution by
adding a little bit of noise (distributed according to the kernel) around each observation.
Formally, the ordinary kernel density estimator fn,h satisfies
fn,h = F−1
[
φˆF [Kh]
]
,
where F denotes the ordinary Fourier transform, φˆ denotes the empirical characteristic func-
tion of the samples, K denotes a kernel, h denotes a bandwidth parameter, and F [Kh](s) =
F [K](hs).
Define the G-Kernel Density Estimator f (n,T,h) by
f (n,T,h) = H−1
[
φˆHKhI(−T,+T )
]
where we abuse notation and treat HKh as the function sending (iλ+ρ, kM) to HK(h(iλ+
ρ),M), I(−T,+T ) as the function sending (iλ+ ρ, kM) to 1 if |λ| 6 T and 0 otherwise, and
φˆ(s, kM) =
1
n
n∑
i=1
es(log ak(Xi)) (2)
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for observed samples X1, . . . , Xn ∈ X and density K on G invariant under left and right
multiplication by K.
Let X denote a symmetric space such that for fixed semisimple Lie group G X = G/K
for a maximal complete subgroup K. Let fX denote a density on X with respect to the
standard volume measure dµX. Let K denote a density on G with respect to the Haar
measure dµG.
First of all, we assume our densities are L2.
(D.1) Assume fX ∈ L
2(X, dµX) and K ∈ L
2(G, dµG).
Second of all, we need to restrict K to guarantee that its Helgason-Fourier transform is
well-defined. Thus we assume K is K-invariant in the following sense.
(D.2) Assume K(acb) = K(c) for c ∈ G a, b ∈ K.
Third of all, we make assumptions on the smoothness of the true density fX . The operator
∆k defined below in terms of the Helgason-Fourier transform, generalizes the kth derivative
operator from integers k to non-negative real numbers k.
(D.3) There exist α > 1 and Q > 0 such that
fX ∈ Fα(Q) = {fX ∈ L
2(X, dµX) : ‖∆
α/2fX‖
2
6 Q},
where ∆α/2fX denotes the unique function h ∈ L
2(X, dµX) such that
Hh(s, kM) = (s(s− 2ρ))
α/2
HfX(s, kM)
Last of all, we make assumptions on the smoothness of the kernel K.
(D.4) There exist constants β, γ, C1, C2 > 0 such that
C1e
− |s|
β
γ 6 |HK(s,M)| 6 C2e
− |s|
β
γ
for all s ∈ a∗ ⊗ C.
(D.5) For some α > 1, there exist a constant A > 0 such that
ess sup
s∈a∗⊗C
|HK(s,M)− 1|
|s|α
6 A
3.1. Main theorems
Proofs of the following main results can be found in section 5.
Theorem 3.1. Assume (D.1)-(D.5). Then for a density fX on a symmetric space X,
E‖f
(n,T,h)
X − fX‖
2
6 QA2h2α +QT−2α + C
T dimX
n
e[−(2/γ)(h|ρ|)
β].
for some constant C > 0 not dependent on T, α,Q, n.
By choosing a smooth enough kernel density K, an optimal cutoff of T and optimal
bandwidth h, we obtain the following rate of convergence.
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Corollary 3.2. Assume (D.1)-(D.5). Then
E‖f
(n,T,h)
X − fX‖
2
6 Cn−2α/(2α+dimX)
for some constant C > 0 not dependent on T, α,Q, n and
T =
[
2αQn
dimXC
e[−(2/γ)(h|ρ|)
β]
]1/(2α+dimX)
h ∈ O(n−1/(2α+dimX)).
The convergence rate for the upper bound is matched by the lower bound, as shown
below.
Theorem 3.3. Assume (D.3). There exists a constant C > 0 such that
inf
g(n)
sup
fX∈Fα(Q)
E‖g(n) − fX‖
2
> Cn−2α/(2α+dimX)
where the infimum is taken over all estimators g(n).
By the previous results, we obtain our minimax rate below for our adapted kernel density
estimator.
Corollary 3.4. If fX and K satisfy (D.1)-(D.5), the minimax rate for f
(n,T,h)
X is n
−2α/(2α+dimX).
4. A special case: H2
Hyperbolic spaces provide a logical, generative model for real-world networks [1, 5]. The
simplest example of a hyperbolic space is the 2-dimensional hyperboloid H2 of constant
curvature −1. Other examples are the nodes of hierarchical, tree-like networks under the
minimum path length metric. In fact, sampling points from H2 according to a node density
and assigning edges based on geodesic distances generates networks sharing strikingly similar
global and local features (e.g. clusterability, power law distributions, significant clustering
coefficients, exchangeability) of real-world hierarchical networks (e.g. online social networks,
the Internet) [5]. The inference of a generative density on H2 from sample networks pro-
vides a succinct description of the large-scale geometric structure of the samples. Efficient
non-parametric density estimation on H2 should provide important foundational tools for
capturing large-scale geometric structure from a broad class of hierarchical networks [1].
4.1. 2-dimensional hyperboloid
For this paper, we regard the hyperboloid H2 as the Poincare´ half-plane
H2 = {z ∈ C | Im(z) > 0},
equipped with the Riemannian metric
ds2 = y−2(dx2 + dy2).
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The space H2 is isometric to the quotient space
H2 = SL2/SO2.
Under this identification, the matrices in SL2 act on H2 by Mo¨bius transformations :(
a b
c d
)
(z) =
az + b
cz + d
.
Our density estimator is defined on H2 because SL2 is a semisimple Lie group admitting an
Iwasawa decomposition as SL2 = SO2AN, where A is the group of diagonal (2×2)-matrices
in SL2 with non-negative entries and N is the group of upper triangular (2 × 2)-matrices
with 1’s along the diagonal. For each z ∈ H2, nz and az are characterized by
(nz)1,2 = Re(z), (az)1,1 = Im(z)
1/2.
The Harish-Chandra c-function satisfies the formula
c(λ)−2 =
1
8pi2
λ tanh(piλ).
There exists a unique restricted root of H2 = SL2/SO2. Under the natural identification of
A with the Lie group of multiplicative non-negative real numbers and hence an identification
of a∗ with R, we identify the unique restricted root (taking a (2×2)-matrix to the difference
in its diagonal elements) with 1 and hence ρ with 1/2.
4.2. Hypergaussian kernel
We can also choose our kernelK to be the Hypergaussian, an analogue of a Gaussian density
on Euclidean space defined as follows in [3]. Just as ordinary Gaussians are characterized
as solutions to the heat equation, we define K to be the unique (SO2-invariant solution) to
the heat equation on H2, lifted to a function on SL2. Concretely,
H[K](s, kM) ∝ es(s−1)
and hence K satisfies the assumptions (D.1), (D.2), and (D.4) for β = 2 and γ = 1.
4.3. Simplified formula
Under these simplifications, our SL2-kernel density estimator takes the form:
f (n,T,h)(z) ∝
1
n
n∑
i=1
∫ +T
−T
∫ 2pi
0
Im(kθ(Zi))
1
2−iλe−(
h2
4 +h
2λ2)(Im(kθ(z)))
1
2+iλ
λ tanh(piλ)
8pi2
dθ dλ,
(3)
where kθ denotes the rotation matrix associated to the angle θ.
5. Proofs of the Main Results
In the proofs that follow, we only use the following property of the Harish-Chandra c-function
as observed in [6].
Lemma 5.1. For each λ ∈ a∗, |c(λ)|−2 6 (1 + |λ|)dim n.
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5.1. Upper bound: Proof of Theorem 3.1
We use the mean integrated squared error to measure the performance of our generalized
estimator. We break the mean integrated squared error into two parts, variance and squared
bias, and bound each part separately. Proofs here adapt some techniques in [3] for decon-
volution on the hyperboloid to convolution on a large class of symmetric spaces.
5.1.1. Variance
We bound the variance from above as follows.
E
∥∥∥f (n,T,h)X − E[f (n,T,h)X ]
∥∥∥2 = E
∫
G/K
∣∣∣f (n,T,h)X − E[f (n,T,h)X ]
∣∣∣2 dµX
The below equality follows by the Plancherel identity (1),
E
∫
G/K
∣∣∣Hf (n,T,h)X − E[Hf (n,T,h)X ]
∣∣∣2 dµX = E
∫
G/K
∣∣∣HKhφˆI(−T,+T ) −HKhHfX
∣∣∣2 dµX.
The above expression, by the Fubini-Tonelli theorem, equals
E
∫
|λ|<T
∫
kM∈K/M
|HKh|
2
∣∣∣φˆ−HfX
∣∣∣2 dµλ
|c(λ)2|
dµK/M
=
∫
|λ|<T
∫
kM∈K/M
|HKh|
2
E
[
|φˆ|2 + |HfX |
2 − 2〈φˆ,HfX〉
] dµλ
|c(λ)2|
dµK/M.
Deducing from (2) that
E
∣∣∣φˆ(λ + iρ, kM)
∣∣∣2 = |HfX(λ+ iρ, kM)|2 + E[|ak(X)|2ρ]− |HfX(λ+ iρ, kM)|
2
n
,
the previous expression is bounded by
∫
|λ|<T
∫
kM∈K/M
|HKh|
2
[
|HfX |
2 +
E[|ak(X)|
2ρ]− |HfX |
2
n
+ |HfX |
2 − E[2〈φˆ,HfX〉]
]
dµλ
|c(λ)2|
dµK/M
=
∫
|λ|<T
∫
kM∈K/M
|HKh|
2
[
2|HfX |
2 +
E[|ak(X)|
2ρ]− |HfX |
2
n
− 2|HfX |
2
]
dµλ
|c(λ)2|
dµK/M
=
∫
|λ|<T
∫
kM∈K/M
|HKh|
2
[
E[|ak(X)|
2ρ]− |HfX |
2
n
]
dµλ
|c(λ)2|
dµK/M
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∫
|λ|<T
∫
kM∈K/M
|HKh|
2
[
E[|ak(X)|
2ρ]
n
]
dµλ
|c(λ)2|
dµK/M.
In addition, E[|ak(X)|
2ρ] = HfX(2s, kM) implies that for some constant D1 > 0,∫
kM∈K/M
E[|ak(X)|
2ρ]dµK/M =
∫
kM∈K/M
|HfX(2s, kM)|dµK/M 6 D1
Thus the previous expression is in turn bounded by
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D1
n
sup
|λ|<T
|HKh(iλ+ ρ)|
2
∫
|λ|<T
∫
kM∈K/M
dµλ
|c(λ)2|
dµK/M
By Lemma 2.1, |c(λ)|−2 6 (1 + |λ|)dim n. Therefore for some constant D2 > 0,∫
|λ|<T
dµλ
|c(λ)2|
6 (2T )dima sup
|λ|<T
(1 + |λ|)dim n = (2T )dima(1 + T )dimn 6 D2T
dimX
Thus the previous expression is in turn bounded as follows for a constant C by (D.4).
D1D2T
dimX
n
sup
|λ|<T
|HK(h(iλ+ ρ))|2 6
CT dimX
n
e[−(2/γ)(h|ρ|)
β]
5.1.2. Squared bias
We now bound the squared bias from above. Note that
∥∥∥Ef (n,T,h)X − fX
∥∥∥2 =
∫
G/K
∣∣∣Ef (n,T,h)X − fX
∣∣∣2 dµX
The below equality follows by the Plancherel identity (1) and the Fubini-Tonelli theorem,∫ ∞
−∞
∫
kM∈K/M
∣∣∣EHf (n,T,h)X −HfX
∣∣∣2 dµλ
|c(λ)2|
dµK/M
=
∫
|λ|<T
∫
kM∈K/M
∣∣∣EHf (n,T,h)X −HfX
∣∣∣2 dµλ
|c(λ)2|
dµK/M
+
∫
|λ|>T
∫
kM∈K/M
∣∣∣EHf (n,T,h)X −HfX
∣∣∣2 dµλ
|c(λ)2|
dµK/M
the last equality following from Hf
(n,T,h)
X compact on |λ| < T . Then the above expression
equals∫
|λ|<T
∫
kM∈K/M
|HfXHKh −HfX |
2 d
dµλ
|c(λ)2|
dµK/M +
∫
|λ|>T
∫
kM∈K/M
|HfX |
2 dµλ
|c(λ)2|
dµK/M
=
∫
|λ|<T
∫
kM∈K/M
|HK(h(iλ+ ρ))− 1|
2
|HfX(ıλ + ρ)|
2 dµλ
|c(λ)2|
dµK/M
+
∫
|λ|>T
∫
kM∈K/M
|(iλ+ ρ)(iλ− ρ)|
−α
|(iλ+ ρ)(iλ− ρ)|
α
|HfX(iλ+ ρ)|
2 dµλ
|c(λ)2|
dµK/M
By assumption (D.5), the previous expression equals
6
∫
|λ|<T
∫
kM∈K/M
A2h2α |(iλ+ ρ)(iλ− ρ)|α |HfX(iλ+ ρ)|
2 dµλ
|c(λ)2|
dµK/M
+ sup
|λ|>T
|(iλ+ ρ)(iλ− ρ)|
−α
∫
|λ|>T
∫
kM∈K/M
|(iλ+ ρ)(iλ− ρ)|
α
|HfX(iλ+ ρ)|
2 dµλ
|c(λ)2|
dµK/M
By assumption (D.3), the previous expression is bounded by
QA2h2α +Q(T 2 + |ρ|2)−α 6 QA2h2α +QT−2α.
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5.2. Optimal upper bound: Proof of Corollary 3.2
By the previous part, we have obtain an upper bound of
E‖f
(n,T,h)
X − fX‖
2
6 QA2h2α +QT−2α + C
T dimX
n
e[−(2/γ)(h|ρ|)
β].
The optimal cutoff of T that minimizes the upper bound is of the form
T (n) =
[
2αQn
dimXC
e[−(2/γ)(h|ρ|)
β]
]1/(2α+dimX)
yielding the following upper bound for positive constants D1, D2.
E‖f
(n,T,h)
X − fX‖
2
6 D1h
2α +D2n
−2α/(2α+dimX).
The upper bound converges at the fastest possible rate when we choose the bandwidth
h such that
h2α = n−2α/(2α+dimX),
giving us a convergence rate of n−α/(α+1). Thus, the bandwidth h optimizing the upper
bound is
h(n) = n−1/(2α+dimX).
Consequently, the above cutoff T and bandwidth h give the inequality
E‖f
(n,T,h)
X − fX‖
2
6 Cn−2α/(2α+dimX),
where C is a positive constant neither dependent on n nor T . The right side is the optimal
rate of convergence for the upper bound term.
5.3. Lower bound: Proof of Theorem 3.3
Let U be a normal and convex neighborhood in X, isometric to Euclidean space. Then the
Sobolev ball of L2-functions on U with smoothing parameter α lies in the Sobolev ball of
L2-functions on X with smoothing parameter α, by extending functions f : U → R to X by
setting f(x) = 0 for all x ∈ X−U by the discussion on Sobolev spaces in [8] on page 7. The
minimax rate, n−2α/(2α+dimX) [11, Theorem 24.4], for Euclidean kernel density estimators
on RdimX thus lower bounds the convergence rate for G-kernel density estimators.
6. Conclusion
We have introduced a new density estimator on a large class of symmetric spaces, and
have proven a minimax rate of convergence identical to the minimax rate of convergence
for a Euclidean kernel density estimator. We then specialize our generalized kernel density
estimator to the hyperboloid, motivated by applications to network inference. Future work
will explore adaptivity, optimizations in implementation, and applications to symmetric
spaces other than the hyperboloid.
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