Abstract. A cycle C in a graph is called stable if there exist no other cycle D in the same graph such that V (C) ⊆ V (D). In this paper we study stable cycles in snarks and based on our findings we are able to show that if a cubic graph G has a cycle of length at least |V (G)| − 9 then it has a cycle double cover. We also give a construction for an infinite snark family with stable cycles of constant length and answer a question by Kochol by giving examples of cyclically 5-edge connected cubic graphs with stable cycles.
Introduction
In this paper a cycle is a connected 2-regular subgraph. A cycle double cover (usually abbreviated CDC) is a multiset of cycles covering the edges of a graph such that each edge lies in exactly two cycles. The following is a famous open conjecture in graph theory.
Conjecture 1.1 (CDCC). Every bridgeless graph has a cycle double cover.
The conjecture is often attributed to Seymour and Szekeres but is probably older. For a survey see [11] or [16] . The conjecture has been proved for some large classes of graphs such as planar graphs and 4-edge-connected graphs. It is also well known that if the conjecture holds for cubic graphs, then it is true for all graphs. Furthermore there are a number of properties a counterexample G to Conjecture 1.1 with the smallest number of edges must have if it exists:
• It is a snark (simple, cubic, χ (G) = 4, girth at least 5 and cyclically 4-edge connected) ( [11] ).
• It has girth at least 12 ([8] ).
• It has oddness at least 6 ( [7] ), where oddness is the minimum number of odd cycles in any 2-factor.
• It has no hamiltonian path ( [15, 9] ).
There are various stronger versions of the CDCC. The one we are primarily concerned with in this paper is the following by Goddyn [6] . Conjecture 1.2 (Strong Cycle Double Cover Conjecture (SCDCC)). Let G be a bridgeless graph. Then for every cycle C in G there is a CDC that contains C.
It is easy to see that this holds for 3-edge-colourable cubic graphs, where we in fact even can extend any 2-regular subgraph to a CDC (here it is convenient to consider a 2-regular subgraph as a set of disjoint cycles). Let H be a 2-regular subgraph of a 3-edge-colourable graph G. If {M 1 , M 2 , M 3 } are the perfect matchings in a 3-edge-colouring of G, then let C i = G − M i for i = 1, 2, 3. Now {H∆C 1 , H∆C 2 , H∆C 3 , H} is a CDC. Using standard reductions it is also quite easy to see that a minimal counterexample to the SCDCC must be a snark (see e.g. [13] for details).
There are not many families of snarks where the SCDCC is known to be true. One example of a family for which the conjecture is true is the hypohamiltonian snarks for which Fleischner and Häggkvist have shown the following theorem.
In the same paper they also show that any cycle that misses at most one vertex can be part of a CDC. ) we have generated all snarks on at most 32 vertices. In an upcoming paper [2] an improved snark generator is described and the snarks on 34 vertices are studied.
Extensions and stable cycles
Let G be a bridgeless cubic graph with a cycle C. We say that C has an extension if there exists a cycle C distinct from C such that V (C) ⊂ V (C ). If a cycle has no extension then it is called a stable cycle. A graph that contains stable cycles is called a stable graph. Extensions and stable cycles were studied in e.g. [3] and [13] and the following observation show the connection with the SCDCC. Proposition 2.1. Let (G, C) be a minimal counter example to SCDCC. Then G is a snark and C is a stable cycle.
Proof. We have already seen that G must be a snark and therefore it must be 3-connected. Assume that C has an extension D and consider H = G − (E(C) \ E(D)). H is now a 2-connected graph which contains D. This implies that there is a cycle cover of H that cover E(D) once and all other edges twice. By adding the cycles from C∆D we get a cycle cover of G that cover the edges of C once and the rest twice. Table 1 . Number of small stable snarks compared to the total number of snarks and the length of the shortest stable cycle among the stable snarks of a given order.
Fleischner gave the first construction of a cubic graph with stable cycles [4] . However, his construction does not give rise to snarks since all resulting graphs have cyclic 3-edge cuts. The smallest cubic 3-edge-colourable nonhamiltonian graph (the graph can be found in [14] ) is another example of a stable graph, which also happens to be cyclically 4-edge connected, but is of course not a snark. The first example of a snark with stable cycles was given by Kochol in [13] where he gives a construction that yields an infinite family of stable snarks. The smallest snark his construction can produce has 34 vertices and Kochol notes that it has in fact 2 stable cycles. Using a computer search we found another 50 stable cycles in the same graph. In the same paper Kochol gives the following problem: Construct cyclically 5-or 6-edge connected snarks with stable cycles. Using a computer search we were able to show the following. The four snarks are shown in figure 1 and can also be found in the appendix.
By computer search we tested all snarks on less than 34 vertices for the presence of stable cycles. The number of stable snarks of a given order can be found in Table 1 . We have also verified that each of the stable cycles is part of some CDC. Using the fact that the SCDCC holds for all graphs on less than 34 vertices it is easy to show that if a graph has a cycle of length n − 9 or longer, where n is the number of vertices, then it must have a CDC. Note that all graphs are the same except for the fact that the endpoints of two edges changes places. The graphs can also be found in the appendix where they are represented in Brendan McKay's graph6-format. Theorem 2.5. Let G be a bridgeless cubic graph of order n. If G has a cycle of length at least n − 9 then G has a CDC.
Proof. Assume that G has a cycle C such that |C| > n − 10. If there exists a vertex v ∈ V (G) \ V (C) such that N G (v) ⊂ V (C), then we let H be the subgraph of G induced by the vertices of C and v. It follows from theorem 1.4 that there is a CDC D in H such that D C. Now consider the graph G where we remove all the chords of C and the vertex v with incident edges and then contract one of the edges incident to each of the 2-valent vertices on the cycle (the endpoints of the removed chords and the edges incident to v). G is now a cubic graph with an induced cycle C and |C | = |∂(V (G) \ (V (C) ∪ {v}))| ≤ 24 since G is cubic and
If no such vertex v exists we have that |∂(V (G) \ V (C))| < 16 and we can choose H = G[C] which is of course hamiltonian and therefore has a CDC D C and we construct G as before by removing all the chords in C and contracting one edge incident to each of the 2-valent vertices.
Since |V (G )| ≤ 32, using corollary 2.4 we get a CDC D of G where D C . Subdivide the edges in G to get G minus the chords of C and let D be the corresponding CDC. Now (D ∪ D ) \ C is the desired CDC of G.
What we in fact show in the proof is something slightly stronger than the statement of the theorem: if |∂ G (V (G) \ V (C))| + |V (G) \ V (C)| ≤ 32 then G has a CDC and if there is a vertex with all neighbours on the cycle then
In [8] Huck shows that the girth of the smallest counterexample to CDCC is at least 12. His proof is heavily based on computers for checking reducible configurations. There are constructions for snarks with high girth [12] . It is worth noticing that all known constructions for snarks with high girth give quite large graphs. It might be possible to improve Huck's result using more computational power, but it would require some effort.
The authors are not aware of any snark construction that can simultaneously give high girth and low circumference and therefore pose the following problem.
Problem 1. Give a construction that produces snarks of girth at least g and circumference at most n − g where g is a constant.
Short stable cycles
As we can see in Table 1 , there are quite short stable cycles in some snarks. By using Isaac's dot product construction [10] on a snark with a non-dominating stable cycle (see fig 2) , we were able to show that in fact there is an infinite family of snarks with stable cycles of length 24.
Theorem 3.1 (Isaacs [10] ). Let G 1 and G 2 be two snarks with edges
Then the cubic graph obtained by deleting e 1 and e 2 from G 1 and the vertices v 1 and v 2 from G 2 and then adding the edges {x 1 u 1 , x 2 u 2 , x 3 u 3 , x 4 u 4 } is a snark.
Let G be the graph depicted in figure 2 and C be the stable non-dominating cycle of length 24. Remove the edge v 1 v 2 (the dotted edge) and its end vertices and let G be the resulting graph. We now have 4 vertices of degree 2: {u 1 , u 2 , u 3 , u 4 }. Adding edges u 1 u 2 and u 3 u 4 cannot give rise to any new extensions of C since that would also correspond to an extension in G. If we instead add edges {u 1 u 4 , u 2 u 3 } or {u 1 u 3 , u 2 u 4 } it is not as obvious that we do not get any any extensions of C but by careful case analysis either by hand or by computer it is possible to see that this is indeed the case.
Take a copy of the Petersen graph (or some other snark for that matter) and remove two independent edges x 1 x 2 and x 3 x 4 . Now x 1 , x 2 , x 3 and x 4 are vertices of degree 2. Connect the two graphs by adding the edges D = {u 1 x 1 , u 2 x 2 , u 3 x 3 , x 4 u 4 }. We call the resulting graph H. By theorem 3.1 we know that H is a snark. Since adding edges in some way between the Figure 2 . A snark on 28 vertices with a stable cycle of length 24 that is not dominating.
vertices of degree 2 in G to form a cubic graph did not give rise to any extension of C, we cannot get any extension over the edge cut D either. Hence C must also be a stable cycle in H. By iteratively using theorem 3.1 on some edges that do not lie on the same side of the edge cut D as C does, we can construct even bigger snarks where C is still a stable cycle. We get the following theorem:
There is an infinite family of snarks with stable cycles of length 24.
Note that this construction does not work for all non-dominating stable cycles and all edges with no endpoint on the cycle. If we start with the edge v 2 u 4 instead, deleting this edge and its endpoints and then adding the appropriate edges to get a new cubic graph we get in fact an extension of C.
Semiextensions
It was shown by Esteva and Jensen in [3] that a minimum counter example to SCDCC must also satisfy a stronger condition than having stable cycles. Let C be a cycle in a graph G. We say that C has a semiextension if there exists another cycle D = C in G such that for every path P = xv 1 v 2 . . . v k y where x ∈ V (C) \ V (D), y ∈ V (C) ∪ V (D) and v 1 , . . . , v k ∈ V (G) \ (V (C) ∪ V (D)) we have another x − y-path P where E(P ) ⊂ E(C)∆E(D). A cycle with no semiextension is called a superstable cycle.
Theorem 4.1 (Esteva and Jensen [3] ). Let (G, C) be a minimal counterexample to SCDCC. Then C must be a superstable cycle.
They also give the following conjecture.
Conjecture 4.2. There are no 2-connected cubic graphs with superstable cycles.
Using a computer we have verified this conjecture for all snarks of order at most 32. We also note that the short stable cycle in the graphs from Theorem 3.2 will always have semiextensions.
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