The optimally of multidimensional perceptual categorization performance with unequal base rates and payoffs was examined. In Experiment 1, observers learned simultaneously the category structures and base rates or payoffs. Observers showed conservative cutoff placement when payoffs were unequal and extreme cutoff placement when base rates were unequal. In Experiment 2, observers were trained on the category structures before the base-rate or payoff manipulation. Simultaneous base-rate and payoff manipulations tested the hypothesis that base-rate information and payoff information are combined independently. Observers showed (a) small suboptimalities in base-rate and payoff estimation, (b) no qualitative differences across base-rate and payoff conditions, and (c) support for the hypothesis that base-rate and payoff information is combined independently. Implications for current theories of base-rate and payoff learning are discussed.
Categorization is a primary component of many behaviors of all organisms. Rats categorize bits of food as "large" or "small," with small pieces being eaten immediately and large pieces being hoarded (Wishaw, 1990; Wishaw & Tomie, 1989) . The red-bellied stickleback categorizes prey by color and pattern, with certain patterns being pursued and others being avoided (Alcock, 1989) . Humans categorize speech sounds and handwritten characters to facilitate communication. Medical doctors categorize X-rays to determine whether a tumor is present or absent and to make diagnoses by examining patterns of symptoms or test results. All organisms divide objects and events into separate categories. If they did not perform these tasks with some measure of success, they would die and their species would become extinct. In light of this fact, it is reasonable to hypothesize that in many domains, human (and other organisms*) categorization performance is very nearly optimal . Although optimality can be defined in many ways, a common definition is performance that maximizes long-run reward (Green & Swets, 1966) .
To examine rigorously the optimality of categorization performance, one must identify the basic properties of everyday categorization problems. First, the stimulus can be decomposed into a set of values along multiple basic W. Todd Maddox and Corey J. Bohil, Department of Psychology, University of Texas at Austin.1 Second, the stimulus dimensions typically are continuous valued, as opposed to binary valued. Each of these dimensions can take on one of a nearly infinite number of values, as opposed to one or two. For example, the pattern of dark and light on an X-ray varies continuously, with certain patterns being more or less indicative of a tumor. Third, most categories overlap. For example, two fish might have nearly identical colors and patterns, even though one is a member of a species that is generally pursued by the stickleback, whereas the other is a member of a species that is generally avoided. With overlapping categories, error-free performance is impossible. Fourth, most categories contain a large, often infinite, number of exemplars. The characteristics of a spoken word may vary greatly across speech tokens, even though each token is a member of the same word category. Fifth, the rule that optimally separates categories may be highly complex and generally cannot be verbalized. Finally, categories differ in their prevalence (or base rate), and categorization problems differ in the costs and benefits associated with various categorization responses. For example, two diseases might have overlapping symptoms, but one disease might be much more prevalent in the general population. In addition, a diagnosis of cancer, prompted by a spot appearing on an X-ray, might lead to further testing, which is costly. The cost of dismissing the spot, however, could be far greater. To adequately assess the optimality of human categorization performance, it is important to use categories with these common properties. In the studies presented in this article, we used overlapping categories that were composed of a large number of continuous-valued, multidimensional stimuli. In addition, we manipulated the category base rates and benefits associated with each categorization response (the costs were held fixed at zero).
The second step toward a rigorous examination of the optimality of categorization performance is to determine the behavior of the optimal classifier (i.e., the hypothetical device that maximizes long-run reward or payoff; Green & Swets, 1966; Morrison, 1990; Stevenson, Busemeyer, & Naylor, 1991) . Consider an experiment involving two categories, A and B, whose exemplars vary continuously along two perceptual dimensions. The optimal classifier perfectly records the perceptual representation for each Stimulus i, denoted by the vector Xi = [x H x^]'. In other words, given a fixed physical input, the optimal classifier will show no variability in the perceptual representation. 2 The optimal classifier has perfect knowledge of the form of the category distributions and the parameters that describe the distribution. This information is used to construct the optimal decision function, which is determined by the likelihood ratio of the two category distributions, / o (x) = f(x|A)/f(x|B), (1) where /(x|i) denotes the likelihood of perceptual effect x given Category i. The optimal classifier has perfect knowledge of the category base rates and the costs and benefits associated with each categorization response. This information is used to construct the optimal decision criterion, (2) where V aA and V bB denote the reward (or value) associated with correct responses, V^ and V^ denote the cost associated with incorrect responses, and P(A) and P(B) denote the Category A and B base rates. The optimal classifier uses l o (x) and p 0 to construct the optimal decision rule:
If l o (x) > [J o , then respond "A," otherwise respond "B." (3) When P(A) = P(B) = .5, V^ = V bB , V bA = V*, (i.e., when the base rates are equal and the payoff matrix is unbiased), and [S o = 1. In other words, the decision criterion is placed where the likelihood ratio is equal to 1. When P(B) > P(A), or when V^ > V^, Po > 1. Likewise, when P(B) < P(A), or when V bB < V^, Ashby and colleagues (Ashby & Gott, 1988; Ashby & Maddox, 1990 examined the optimality of human categorization performance when base rates were equal and the payoff matrix was unbiased (i.e., when (3 O = 1). In short, the data overwhelmingly rejected the hypothesis that human performance is equal to that of the optimal classifier. This result held for a wide range of stimulus attributes and optimal decision bounds. However, in many cases, performance was very close to optimal, and performance approached that of the optimal classifier as the observers gained experience with the task. Although the optimal classifier can be rejected as a valid description of human performance, the existence of a well-defined optimal classifier allows one to test hypotheses about potential suboptimalities in human categorization performance and to isolate the locus of any observed suboptimality. Recently, Ashby and colleagues (e.g., Ashby, 1992a; Ashby & Lee, 1991; Ashby & Perrin, 1988; Ashby & Townsend, 1986; ; R. D. Thomas, 1995) proposed a decision bound theory of categorization that allows one to test specific hypotheses about the locus of performance suboptimalities.
Within the framework of decision bound theory, suboptimalities can be specified at several levels. Decision bound theory argues that two suboptimalities are inherent in humans (and all other organisms) and are by-products of a neurally based perceptual and cognitive system. At the perceptual level, decision bound theory takes as its principle axiom that there is trial-by-trial variability in the perceptual information associated with each stimulus; that is, perceptual noise exists. A major cause of perceptual noise is spontaneous activity within the central nervous system. Let the vector Xj represent the observer's mean perceptual effect for Stimulus i. Because of perceptual noise, the observer's percept of Stimulus i, on any trial, is given by
where ep is a random variable that represents the effects of perceptual noise. Thus, each stimulus is represented perceptually by a multivariate probability distribution (generally assumed to be multivariate normal).
3 At the cognitive level, decision bound theory assumes that there is trial-by-trial variability in the observer's memory for the decision criterion (termed criterial noise). Let ($ represent the observer's average decision criterion. Because of criterial noise, the decision criterion used on any trial is given by c = P
where e c is a random variable that represents the effects of criterial noise (assumed to be univariate normally distrib-2 Of course, there may be random variation in the physical input to the perceptual system from a fixed stimulus. For example, the photon emission of a fixed light source is Poisson distributed (Ashby & Lee, 1993; Geisler, 1989) .
3 Throughout this article, and in many applications of decision bound theory, it is assumed that the perceptual covariance matrix, pi -°p 2 l-Under these assumptions, the perceptual covariance matrix for each stimulus is identical. This is called a stimulusinvariant perceptual representation. In addition, this assumes perceptual independence and that the perceptual variance along each dimension is a constant. Clearly, in most cases these assumptions are incorrect (e.g., see Alfonso-Reese, 1996; Ashby & Lee, 1991; Maddox & Ashby, 1996 . However, with high contrast, response-terminated displays, and fairly simple stimuli, as in the present study, this is often a reasonable assumption. With stimulus dimensions that yield complex perceptual representations, such as hue, saturation, and brightness, or with brief stimulus displays, these assumptions would be unsatisfactory. uted). Decision bound theory assumes that perceptual and criterial noise are always operative, and thus the goal of maximizing long-run reward is not attainable. Even so, decision bound theory assumes that the observer attempts to use the same strategy as the optimal classifier but with less success due to the effects of perceptual and criterial noise (and other possible suboptimalities). Hence, the simplest decision bound model, and the one that predicts the highest level of performance, is the optimal decision bound model. The optimal decision bound model is identical to the optimal classifier (Equation 3) except that perceptual and criterial noise are incorporated into the decision rule. Specifically,
otherwise respond "B." (6) It is important to note that the optimal decision bound model often predicts performance that is very nearly optimal. For example, in many cases, perceptual noise will be quite small, and the perceptual representation will be close to veridical. In addition, experience with a task and certain types of decision criteria can minimize the effects of criterial noise. Despite this fact, it is important to acknowledge these inherent sources of noise and, more important, to account for them within theories of categorization.
Whereas perceptual and criterial noise are assumed to be operative always, Ashby and colleagues (Ashby & Gott, 1988; Ashby & Maddox, 1990 conducted a series of studies to determine whether suboptimalities might exist in category distribution knowledge. They reasoned that the observer might incorrectly infer the form of the category distribution, the associated parameter values, or both. Thus, instead of using the optimal decision function l o , the observer might use a suboptimal decision function, /. Ashby and colleagues observed suboptimalities in category distribution knowledge but found that the magnitude of the suboptimality decreased as the observers gained experience with the categories.
In this article, we extend the investigations of Ashby and colleagues to cases in which the category base rates and payoffs are manipulated. This research is unique because it bridges the gap between traditional studies of categorization that focus on the processes involved in category structure learning and studies in decision making that focus on the processes involved in base-rate and payoff learning. The advantage of the current approach is that both sets of issues can be studied within a single unified theoretical framework. Contrary to the anecdotal evidence that humans are excellent categorizers, a large body of research in decision making suggests that observers underutilize or completely ignore base-rate and payoff information (Balla, 1982; Balla, Elstein, & Gates, 1983; Casscells, Schoenberg, & Graboys, 1978; Edwards, 1968; Edwards, Lindman, & Phillips, 1965; Kahneman & Tversky, 1973; Tversky & Kahneman, 1974 ,1980  however, see Gigerenzer & Murray, 1987; Wallsten, 1981) . Nearly all of this research presented base-rate and payoff information explicitly, with base rates being presented as probabilities or percentages and payoffs being presented in matrix form.
A number of investigators have argued that accurate base-rate and payoff knowledge is gained implicitly through experience, and that under these conditions, human observers are sensitive to category base-rate and payoff information. This may explain why base-rate and payoff neglect was observed in the studies described above. A large body of research supports this claim (e.g., Edgell et al., 1996; Edgell & Hennessey, 1980; Estes, Campbell, Hatsopolous, & Hurwitz, 1989; Friedman, Massaro, Kitzis, & Cohen, 1995; Gigerenzer, 1996; Gigerenzer & Hoffrage, 1995; Gluck & Bower, 1988; Holyoak & Spellman, 1993; Koehler, 1996; Kruschke, 1996; Lindeman, Van Den Brink, & Hoogstraten, 1988; Manis, Dovalina, Avis, & Cardoze, 1980; Medin & Edelson, 1988; Nosofsky, Kruschke, & McKinley, 1992; Spellman, 1993; Weber, Bockenholt, Hilton, & Wallace, 1993) . However, many of these studies used categories that lack some of the basic properties of everyday categories. For example, the stimulus dimensions were often binary valued, the categories contained only a few exemplars, and the categories did not overlap, so no single decision strategy was optimal. Of course, an examination of optimality was not the goal of these studies.
Some experiments have been conducted that used a large number of continuous-valued stimuli from overlapping categories in which the optimal decision rule was unique (e.g., Busemeyer & Myung, 1992; Green & Swets, 1966; Healy & Kubovy, 1981; Kubovy & Healy, 1977; Lee & Janke, 1964 Lee & Zentall, 1966; Ulehla, 1966) . All of these studies used unidimensional stimuli, and most focused on base-rate manipulations, with only a few examining payoff manipulations. Comparisons of the optimal decision criterion with the observer's decision criterion (estimated under the assumption that there was no perceptual or criterial noise) suggested that observers used a criterion that was more conservative than the optimal decision criterion. For example, if the base rates or payoffs were such that fi o = 3, then observers tended to use a {3 between 1 and 3. This was termed conservative cutoff placement.
These studies offer a first step in the study of human categorization performance when base rates and payoffs are manipulated, but several improvements and extensions are warranted. First, it is unclear whether observers' performance had reached asymptote in many of these studies. For example, Healy and Kubovy's (1981) observers completed only 60 trials, and no objective criterion was used to determine whether performance reached asymptote. Under certain conditions, several hundred trials are required to reach asymptote (Ashby & Maddox, 1992) . Second, data were often averaged across observers prior to data analysis. Averaging can change the qualitative structure of the data and thus might lead to incorrect inferences about human performance (Ashby, Maddox, & Lee, 1994; Estes, 1950; Maddox, in press; . Third, stimuli were unidimensional, whereas most real-world stimuli are multidimensional. When the category exemplars are multidimensional, the optimal decision function can range in complexity from a simple linear to a highly nonlinear function. Fourth, with the exception of a study by Healy and Kubovy (1981) , none of the studies varied base rates and payoffs across conditions or within a condition while holding the experimental context fixed (i.e., for the same stimulus dimensions, category distribution parameters, and payment schedule). Base-rate and payoff manipulations within a fixed experimental context are critical for a rigorous evaluation of the optimality of categorization performance and, most important, provide data rich enough so modelbased procedures can be used to identify the locus of potential suboptimalities. Finally, with a couple of exceptions (most notably Busemeyer & Myung, 1992) , the only form of suboptimality that was examined was suboptimality in the placement of the decision criterion. This is partially due to the methodological weaknesses described above but is also due to the fact that no rigorous models, such as the decision bound models, had been developed. Maddox (1995) and Maddox and Bohil (1998) examined the optimality of human categorization performance for multidimensional stimuli and unequal base rates. Observers completed a large number of sessions to ensure that performance had reached asymptote. The analyses were conducted at the level of the individual observer and centered around the application of a series of decision bound models, each of which incorporated explicitly the effects of perceptual and criterial noise (see Equations 4 and 5) and instantiated different forms of suboptimality in category distribution and base-rate knowledge. Maddox (1995) examined base-rate sensitivity when the optimal decision bound was linear and the base rates were equal (the baseline condition), when one category was twice as likely to be presented (1:2 base-rate ratio), or when one category was three times as likely to be presented (1:3 base-rate ratio). Maddox and Bohil (1998) extended Maddox (1995) to a case in which the optimal decision bound was highly nonlinear. To summarize, many observers learned the optimal decision function and base rates by their final experimental session (albeit in the presence of perceptual and criterial noise). However, observers were more likely to learn the optimal decision function when it was linear than when it was nonlinear. When suboptimalities in the decision criterion emerged, the most likely finding was extreme cutoff placement (i.e., a decision criterion that was more extreme than the optimal criterion) rather than conservative cutoff placement, as was found in much previous research. These findings were unexpected given the overwhelming support for conservative cutoff placement in the previous literature. (We elaborate on these discrepant findings later.)
In this article, we report the results of two categorization experiments that extend our examination of the optimality of human categorization performance to cases in which both base rates and payoffs were unequal. The overriding goal was (a) to determine whether observers show optimal or suboptimal sensitivity to category base-rate and payoff manipulations; (b) when suboptimal, to determine whether the nature and magnitude of suboptimalities were similar for base-rate and payoff manipulations; and (c) to determine whether these two sources of information were combined optimally (i.e., using Equation 2) or suboptimally. Experiment 1 extended Maddox's (1995) study to cases in which base rates or payoffs were manipulated. In Experiment 2, we examined further base-rate and payoff sensitivity by including conditions in which base rates and payoffs were manipulated simultaneously. Including these conditions allowed us to test rigorously the hypothesis that observers combine base-rate and payoff information optimally (i.e., using Equation 2). Although a fundamental assumption of the optimal classifier, few empirical tests of this hypothesis have been conducted (however, see Stevenson et al., 1991) .
Experiment 1
Experiment 1 replicated and extended Maddox's (1995) study by using the same base-rate conditions and linear optimal decision bounds and by including analogous payoff conditions. A total of five conditions were investigated: a 1:1 baseline (equal base rates and unbiased payoff matrix), 1:2 base-rate, 1:3 base-rate, 1:2 payoff, and 1:3 payoff conditions. In all conditions, observers were instructed to maximize reward (in the form of points) rather than to respond quickly. Observers completed several experimental sessions to ensure high levels of experience, and analyses were conducted at the single-observer level.
A series of decision bound models were developed, each of which tested a specific hypothesis. The models were "nested," in the sense that some of the models could be derived from another model by setting some of the parameters of the more general model to constants. The nested structure of the models is depicted in Figure 1 optimal with respect to the category distributions, base-rates, and payoffs, but that they do not perform at the level of the optimal classifier because of perceptual and criterial noise. TTie suboptimal base-rate (S-O base-rate) and the suboptimal payoff (S-O payoff) models test the hypothesis that the observer was optimal with respect to the category distributions (albeit in the presence of perceptual and criterial noise) but was suboptimal with respect to the base-rate or payoff information, respectively. The general linear classifier (GLC) tests the hypothesis that the observer was suboptimal with respect to the category distributions, base rates, and payoffs (again in the presence of perceptual and criterial noise). Two additional models were applied to the data. These included the general quadratic classifier, which tested a more general form of suboptimality in the category distributions, and the equal base-rate or payoff model, which assumed complete insensitivity to the base-rate or payoff manipulations. Both of these models were rejected by the data and are not discussed further.
Method Observers
All observers were volunteers from the Arizona State University community. All observers claimed to have 20/20 vision or vision corrected to 20/20. There were 3 observers in each of 10 conditions (2 [stimulus types] X 5 [base-rate/payoff assignments]), for a total of 30 observers. Two additional observers completed the experiment but were excluded from subsequent analyses because of poor performance. All observers completed five experimental sessions, with the following exceptions: Observer 1, in the equal base-rate, dot stimuli condition, who missed Session 3, and Observer 1, in the 1:2 base-rate, dot stimuli condition, who completed only a portion of Session 1 (the incomplete session data were excluded from analyses). Observers were paid a base salary of $5 per session (each lasting approximately 1 hr) and were eligible for a daily bonus based on their point totals. Most observers received bonuses in the range of $l-$3.
Stimuli and Stimulus Generation
There were two sets of two-dimensional stimuli. Observers saw either a line (L) that varied in length and orientation or a single dot (D) that varied in vertical and horizontal location (see Figure 2) . The stimuli were computer generated and displayed on a super video graphics adapter (SVGA) monitor in a dimly lit room.
There were two categories, A and B, each defined by a bivariate normal distribution. The parameters for each category are displayed in Table 1 . A set of 240 stimuli were sampled randomly from the category distributions, with the constraint that the number drawn from each distribution reflected the population category base rates for each of the five conditions (e.g., 120 from each distribution in the 1:1,1:2, and 1:3 payoff conditions; 80 from Category A and 160 from Category B in the 1:2 base-rate condition; and 60 from Category A and 180 from Category B in the 1:3 base-rate condition). Scatter plots of the stimuli used in the baseline and payoff conditions (i.e., 1:1, 1:2, and 1:3 payoff), 1:2 base-rate condition, and 1:3 base-rate condition are depicted in Figures 3a-c (for lines) or vertical position (for dots) equal to the y coordinate. Because the dimensions of the line stimuli are measured in different units, it was necessary to equate length and orientation units to determine the optimal bound. In an attempt to equate length and orientation discriminability, 1 unit of length was made equal to ir/700 radians. Within a condition, the same stimuli, in a different random order, were presented during each experimental session.
On the basis of the category populations, the optimal classifier predicts 80%, 82%, 84%, 78%, and 75% accuracy for the baseline, 1:2 base-rate, 1:3 base-ra^e, 1:2 payoff, and the 1:3 payoff conditions, respectively. The analogous values for the Figure 3 stimuli were 79%, 82%, 85%, 79%, and 77%. In the 1:1, 1:2, and 1:3 base-rate conditions, the payoff associated with a correct response was 6 arbitrary points (i.e., VaA = V bB = 6 points). In the 1:2 payoff condition, V^ = 4 points and V bB = 8 points. In the 1:3 payoff condition, V^ -3 points and V ra = 9 points. In all conditions, V^ = V^ = 0 points. On the basis of a sample of 240 stimuli, the optimal classifier would earn 1,152, 1,179, and 1,214 points in the 1:1, 1:2, and 1:3 conditions. In other words, performance of the optimal classifier was identical in the 1:2 base-rate and 1:2 payoff conditions and was identical in the 1:3 base-rate and 1:3 payoff conditions. The optimal bounds associated with the five conditions are depicted in the column of Figure 4 entitled "Maximize Long-run Reward" (for now, ignore the right-most column with the heading "Maximize Long-run Accuracy").
Procedure
Observers were told that perfect performance was impossible. However, an optimal level of performance was specified as a goal (in the form of desired point totals). Observers were instructed to maximize points and not worry about speed of responding. A typical trial proceeded as follows. A stimulus was presented on the screen and remained until a response was made. The observer's task was to classify the presented stimulus as a member of Category A or B by pressing the appropriate button. Following a response, the screen went blank for a period of 500 ms. Next, feedback was presented for 500 ms in the center of the screen in the form of points awarded for the response. Finally, the screen went blank again for an intertrial interval of 500 ms, followed immediately by the next stimulus presentation. Each experimental session consisted of three parts: 60 warm-up trials, 240 practice trials, and 240 experimental trials. Observers were given periodic breaks during the practice and experimental trials. At each break during the experimental session, each observer's accumulated point total was displayed.
Results and Theoretical Analysis Final Session Analyses
Point totals. Each observer's final session point totals are displayed in Table 2 . The results can be summarized as follows. First, point totals did not differ across stimulus types, f(28) = 0.207, p > .05. Second, averaged across observers, performance was closer to optimal in the 1:3 conditions (optimal -observed: base rate = 26, payoff = 49) than in the 1:2 conditions (optimal -observed: base rate = 58, payoff = 74). Third, performance in the base-rate conditions was more nearly optimal than in the analogous payoff conditions.
Model-based analyses. The decision bound models outlined in Figure 1 were applied to each observer's final session data by using a maximum likelihood parameter estimation procedure (see Ashby, 1992b; Maddox, 1995; Wickens, 1982) . The GLC has three free parameters: a slope parameter, an intercept parameter, and one parameter for the sum of the perceptual and criterial noise, denoted cr t . In the GLC, the separate effects of perceptual and criterial noise are nonidentinable (Ashby, 1992a; , only their sum can be estimated. The S-0 base-rate and S-0 payoff models both assume that the observer is using the optimal decision function but estimates the observer's base-rate or payoff knowledge by leaving (J from Equation 5 as a free parameter. In addition, o-t is left as a free parameter, for a total of two parameters. The OPT model has one free parameter, o-t , and assumes the optimal decision function and optimal decision criterion (see Equation 6 ). Because the decision bound models are "nested," a series of G 2 tests were performed to determine the most parsimonious model, that is, the model with the fewest number of free parameters that is not "significantly" improved upon by a more general model (Ashby, 1992b; Wickens, 1982) . The most parsimonious model for each data set is displayed in Table 2 .
Optimal base-rate/payoff estimation. The first possibility to test is that observers used the optimal decision rule, that is, had accurate knowledge of the category distributions, base rates, and payoffs. If so, the OPT model should provide the most parsimonious account of the data. Four observers showed this pattern of responding (L/2, D/l, and D/3 from the 1:3 base-rate condition and D/3 from the 1:3 payoff condition). Suboptimal base-rate/payojf estimation. The second possibility is that observers had accurate knowledge of the category distributions but showed suboptimal base-rate or payoff knowledge. The S-0 base-rate and S-O payoff models tested this possibility. For 6 of the 20 observers from the unequal base-rate and payoff conditions, the S-0 baserate or S-0 payoff model provided the most parsimonious account of the data. The final possibility is that observers showed suboptimalities in category distribution, base-rate, and payoff knowledge. This possibility was instantiated by the GLC, which provided the most parsimonious account of the remaining 14 observers' data.
Cutoff placement for suboptimal unequal base-rate and payoff observers. Of particular importance is to determine whether suboptimal observers exhibited conservative or extreme cutoff placement. This determination was made by examining the |J estimates from the S-O base-rate or S-O payoff model for the 20 suboptimal observers (these values are displayed in Table 2 ).
4 If (3 < p o , then conservative cutoff placement is supported. If p > p 0 , then extreme cutoff placement is supported.
In line with previous research (Green & Swets, 1966; Healy & Kubovy, 1981; Ulehla, 1966) , suboptimal observers in the payoff conditions displayed conservative cutoff placement (1:2 payoff condition: p o = 2, average [} = 1.77; 1:3 payoff condition: 0 O = 3, average (3 = 2.02). All but 2 of the 11 suboptimal observers in the payoff conditions (1:2 4 The most rigorous test of conservative and extreme cutoff placement would require the S-O base-rate or S-O payoff model to provide the most parsimonious account of the data. However, data for only 6 of the 20 suboptimal observers were most parsimoniously accounted for by one of these models. Even so, we decided to include all 20 observers in our subsequent analyses for the following reasons. First, for the 14 GLC observers, the S-0 base-rate or S-O payoff model and the GLC fits were similar (average fit for the appropriate S-O model = 66.80; average fit for GLC = 59.45). Second, the best fitting slope averaged across 13 of the 14 GLC observers was 0.96, which is very close to 1.00, the slope predicted by the two suboptimal models. The 14th observer was excluded from this average because this observer's slope of 8.40 was several standard deviations removed from all other GLC observers. 
Line avg. 3.00 Note. The p estimates are those from the S-O base-rate model or the S-O payoff model, if either of these models or the GLC provided the most parsimonious account of the data. When the OPT model provided the most parsimonious account of the data, the optimal value of p was reported. L = line stimuli; D = dot stimuli; GLC = general linear classifier; S-O = suboptimal; avg. = average; OPT -optimal decision bound model. payoff condition, Observer L/3's (3 = 3.59; 1:3 payoff condition, Observer D/l's |3 = 3.81) showed conservative cutoff placement. Conversely, but in agreement with Maddox (1995; Maddox & Bohil, 1998) , suboptimal observers in the base-rate conditions exhibited extreme cutoff placement (1:2 base-rate condition: p o = 2, average p = 2.66; 1:3 base-rate condition: (J o = 3, average fi = 4.14). All but 3 of the 9 suboptimal observers in the base-rate conditions (1:2 base-rate condition, Observer L/l's P = 1.86,L/3's(3 = 1.88, and D/3's P = 1,64) showed extreme cutoff placement. Figure 5 displays plots of the responses for a representative observer from each condition, along with the optimal decision bound and the best fitting S-O base-rate or S-O payoff bound.
The (3 estimates were derived from a version of decision bound theory. Thus, their validity is intimately tied to the validity of decision bound theory. Decision bound theory provides a reasonable description of performance in this task and suggests a qualitative difference in performance between the base-rate and payoff conditions. Even so, it would be advantageous to use a "model-free" estimate of the observer's decision criterion to determine whether conservative cutoff placement exists in the payoff conditions and whether extreme cutoff placement exists in the base-rate conditions. We develop a "model-free" index next. By "model-free" we simply mean an index that is not derived by fitting some model of human performance to the data.
Observed percentage of "high base-rate" or "high payoff" responses across regions of the stimulus space. A model-free index of the observer's cutoff was obtained by dividing the stimulus space into six nonoverlapping regions and estimating the percentage of "high base-rate" or "high payoff' responses (in this case Category B) in each region. The regions were bounded by lines of unit slope in steps of 10 intercept units. This procedure is depicted in the top panel of Figure 6 . For the 1:2 base-rate and payoff conditions, an observer using the optimal decision criterion should show small "B" response percentages for Regions 1-2 and large percentages for Regions 4-6, with a value near 50% for Region 3. For the 1:3 base-rate and payoff conditions, an observer using the optimal decision criterion should show small "B" response percentages for Regions 1-3 and large percentages for Regions 5-6, with a value near 50% for Region 3. Conservative cutoff placement would be sup- ported if the shift from small to large percentages occurred in a lower numbered region, and extreme cutoff placement would be supported if the shift occurred in a higher numbered region. The observed percentages (averaged across observers) for each region are presented in the middle (1:2 conditions) and bottom (1:3 conditions) panels of Figure 6 . The results are clear. In the 1:2 and 1:3 payoff conditions, die shift from small to large percentages occurred in Region 2, supporting a conclusion of conservative cutoff placement. In the 1:2 and 1:3 base-rate conditions, the shift occurred in Regions 3 and 6, respectively, supporting a conclusion of extreme cutoff placement. To summarize, both the modelbased analyses of the p estimates and the model-free analyses of the response percentages suggested that observers used a conservative criterion in the payoff conditions and an extreme criterion in the base-rate conditions.
Performance Changes Across Sessions
A number of results suggest that performance became more optimal as observers gained experience with the categories, although performance did appear to asymptote at a suboptimal level. Point totals and accuracy rates for each session, as well as the optimal values, are displayed in Figure 7 . The left column provides information about the 1:2 conditions, and the right column provides information about the 1:3 conditions. Observer L/2 from the 1:3 payoff condition performed below chance during the first experimental session, so for this observer, only the data from the Sessions 2-5 were included in the subsequent analyses. The point totals showed a general increase from the first to the last experimental session. The 1:3 base-rate and payoff conditions evidenced larger gains in point totals over sessions than did the 1:2 base-rate and payoff conditions (average increase for 1:2 base rate = 44 points, 1:2 payoff = 28 points, 1:3 base rate = 71 points, and 1:3 payoff = 87 points). Similarly, the accuracy rates showed a general increase from the first to the last experimental session, although the increase in accuracy was smaller in the payoff conditions (average increase for 1:2 base rate = 3%, 1:2 payoff =2%, 1:3 base rate = 5%, and 1:3 payoffs 1%).
To further examine the effects of experience, we fit the Figure 1 models to the data from each session for each observer. The results can be summarized as follows. First, the fits for all models were better in the last session than in the first. This probably indicates less variability in the decision criterion and criterial noise in the final session. In support of this hypothesis, the criterial noise parameter, cr t , Percentage of high base-rate and payoff responses (for each response region) for the final experimental session averaged across observers for the (b) 1:2 and (c) 1:3 conditions. The solid lines denote data from the base-rate conditions, and the broken lines denote data from the payoff conditions. The vertical lines denote the crossover points from high base-rate or payoff percentages below to above 50% for each condition.
associated with each observer's best fitting model was smaller during their final session than during their first session (average o* t first session = 1.93; average 07 final session = 1.00). Second, the fits of all the models were very similar when applied to the final session's data but were much less similar when applied to the first sessions data. Third, the optimal decision bound model evidenced the largest improvement in fit from first to last experimental session, further supporting the hypothesis that responding becomes more optimal with experience.
To examine the time course of conservative and extreme cutoff placement, we examined the p estimates from the two suboptimal models for each of the five sessions. Figure 7 plots the p estimates for each session separately for the 1:2 and 1:3 conditions. In the base-rate conditions, the p estimates were more extreme in the first than in the last experimental session. Across sessions, the p estimates became less extreme but reached asymptote at a value greater than that predicted by the optimal classifier. A similar pattern held in studies by Maddox (1995) and Maddox & Bohil (1998) . In the payoff conditions, the p estimates remained relatively unchanged across sessions, at least after the second session, and especially in the 1:2 payoff condition. The magnitude of conservative cutoff placement decreased somewhat in the 1:3 payoff condition but slightly increased in the 1:2 payoff condition. In both cases, the p estimates suggest that observers* performance reached asymptote at a suboptimal level.
Discussion
In Experiment 1, several base-rate and payoff ratios were combined factorially with two qualitatively different sets of two-dimensional stimuli. Each observer completed several experimental sessions to ensure adequate levels of experience, and all analyses were conducted at the level of the individual observer. Over sessions, observers* performance became more optimal. However, the majority of observers reached asymptote at a level of performance that was suboptimal, characterized by a strong qualitative difference in performance across the base-rate and payoff conditions. Replicating the findings of Maddox (1995) and Maddox and Bohil (1998) , observers in the base-rate conditions showed extreme cutoff placement that decreased in magnitude across sessions but persisted after performance reached asymptote. Observers in the payoff conditions, on the other hand, showed conservative cutoff placement that remained fairly constant in magnitude across sessions. This conclusion is supported by extensive model-based analyses of the observers' decision criteria, as well as by several model-free indices of performance, such as point totals, accuracy rates, and estimates of the response percentages in different regions of the stimulus space. We turn now to possible explanations for the Experiment 1 findings.
"Uncertainty-Driven " Response Bias
The optimal classifier integrates all relevant task information to generate categorization responses that maximize long-run reward. The optimal classifier performs this task by computing the optimal decision function, comparing it with the optimal decision criterion, and applying the optimal decision rule (see Equations 1-3). To perform this task, the optimal classifier must be provided with information about the category structure (i.e., Che fact that the categories are bivariate normally distributed, along with the category means, and covariance matrices), the category base-rates, and the category payoffs. All of this information must be provided prior to the start of the categorization experiment in order for the optimal classifier to maximize long-run reward.
Consider the situation facing a human observer who wishes to maximize long-run reward. On each trial of the experiment, the observer is presented with a randomly sampled category exemplar. The observer must process the exemplar information and generate a categorization response. Following the response, the observer is provided with feedback in the form of points earned on that trial. Unlike the optimal classifier, the observer is provided with no information about the category structure, category base rates, and category payoffs prior to the experiment. This information must be gained from trial-by-trial exposure to category exemplars and point total feedback. Accurate knowledge of the category structure often requires several hundred trials of experience (Ashby & Maddox, 1990 . Because the perceived category structure takes time to develop, the observer will often be uncertain about the category membership of a presented exemplar. A categorization response is still required, so the observer will be likely to "guess." When the base rates are equal and the payoff matrix is unbiased, there is no objective reason to show a "guessing" bias, and so on average, half of the guesses will be of one category, and half will be of the other category. However, in Experiment 1, the base rates or the payoffs were unequal. Under these conditions, an observer who is aware of the base-rate or payoff difference (whether they know the exact base-rate or payoff ratios) can make a "sophisticated guess" when uncertain and always choose the category label associated with the high base-rate or high payoff category. In fact, one could argue that this is the optimal strategy when the observer is uncertain. At the level of the data, this uncertainty-driven response bias will lead to an increase in the number of high base-rate and high payoff responses (Maddox & Bohil, 1998) . When the S-O base-rate or S-0 payoff model is applied to these data, the model will account for this response bias (i.e., this increase in the number of high base-rate or high payoff responses) by inflating the estimate of the observer's decision criterion. As the observer gains knowledge of the category structure, uncertainty about trial-by-trial category membership should decrease, fewer sophisticated guesses will result, and the estimate of the observer's decision criterion should become more veridical. Thus, over sessions we expect to see a decrease in the number of high base-rate and high payoff responses and an associated decrease in the estimated decision criterion toward the optimal value.
In the base-rate conditions, both of these predictions are supported by the data. Table 3 displays the percentage of high base-rate and high payoff responses across sessions (averaged across observers), along with the percentage predicted by the optimal classifier. Notice that the percentage is larger than the optimal in all cases but decreases to a nearly optimal level by the final experimental session. In addition, as Figure 7 suggests, the estimated decision criterion also decreases in magnitude across sessions. Thus, it is possible that observers did gain accurate knowledge of the category base-rates but that an uncertainty-driven response bias partially masked this fact and led to overestimates of the observer's decision criterion. However, this pattern was not observed in the payoff conditions. The decision criterion changed little or increased slightly over sessions but in nearly every case was smaller than that predicted by the optimal classifier. Similarly, the percentage of high payoff responses remained fairly constant or increased slightly but remained well below the percentage predicted by the optimal classifier. One possibility is that an uncertainty-driven response bias results when base-rates differ but not when payoffs differ. We find this unlikely. Another possibility is that a response bias does exist in the payoff conditions but that it is masked by some other mechanism. Future research is needed to test between these 
A Competition Between Reward and Accuracy Maximization
In short, we suggest that observers might have other goals besides reward maximization. In particular, both reward and accuracy maximization might be important to the observer In developing this hypothesis, we begin by examining the decision bounds that maximize reward and accuracy in each condition. The decision bounds that maximize reward are depicted in the left column of Figure 4 , and the decision bounds that maximize accuracy are depicted in the right column of Figure 4 . Three points are critical. First, the decision bound that maximizes reward is identical in the analogous base-rate and payoff conditions (compare the two panels in the left column of Figure 4) . Second, in the unequal base-rate conditions, the decision bound that maximizes reward is identical to the decision bound that maximizes accuracy (compare the two panels in the top row of Figure  4 ). Third, in die unequal payoff conditions, the decision bound that maximizes reward is different from the decision bound that maximizes accuracy (compare the two panels in the bottom row of Figure 4 ). In fact, the decision bound that maximizes reward in the 1:2 and 1:3 payoff conditions leads to a reduction in predicted accuracy (as shown by the dashed lines in the bottom, right panel). Similarly, the decision bound that maximizes accuracy is identical in the 1:1, 1:2, and 1:3 payoff conditions. Because the reward and accuracy maximization bounds are identical in the base-rate conditions, an observer can simultaneously maximize accuracy and reward. In the payoff conditions, on the other hand, different decision bounds are required for reward and accuracy maximization, and so a competition between these two goals is possible. Any differential weighting of these two goals will lead to the use of an intermediate decision bound.
5
One obvious question is why might an observer attempt to maximize accuracy when instructed (and paid) to maximize reward. There are at least three reasons to believe that accuracy might be important to the observers. First, to 5 There are several ways in which the weighting hypothesis might be instantiated. For example, it is possible that observers store two different decision bounds: one for accuracy maximization and one for reward maximization. On each trial, the two decision bounds might compete with one another for the opportunity to generate the categorization response. This competition could be modulated by a weighting function that emphasizes one goal more than the other (similar proposals have been offered by Ashby, Alfonso-Reese, Turken, & Waldron, 1998; Maddox & Estes, 1996) . Another possibility is that the weighting function results in a single decision bound that is intermediate between that for accuracy maximization and that for reward maximization. A third possibility is mat observers are attempting to maximize expected utility (e.g., Stevenson et al., 1991) . A rigorous comparison of these possibilities is beyond the scope of this article. For the present purpose, and for ease of exposition, we develop our hypothesis by assuming that a single decision bound is generated.
construct the optimal decision function (Equation 1), the observer must gain knowledge (perhaps implicitly) about the category distributions. This requires knowledge of the correct category label. Second, there is evidence that observers are more concerned about being accurate than they are about gaining a small amount of money (e.g., Pitz & Reinhold, 1968; Stevenson et al., 1991) . Third, the nature of the trial-by-trial feedback is such that accuracy information is much more salient than information about reward, especially in the payoff conditions. On each trial, the observer received feedback regarding the number of points earned on that particular trial. In base-rate conditions, this "local" information provides the relevant data needed for reward and accuracy maximization. In the payoff conditions, on the other hand, the local information provides the relevant data only for accuracy maximization. The observer does not get explicit information about the number of points they would have received had they made the other response. To maximize reward, this information is necessary. Research on causal reasoning suggests that participants have difficulty attending to payoff information that is not present in the feedback display (e.g., Cheng & Novick, 1992) . Thus, the information needed to maximize reward is present in the feedback display for the base-rate condition but is not adequate for reward maximization in the payoff condition.
This competition between reward and accuracy maximization hypothesis has intuitive appeal but at this point is tentative. 6 We are currently developing a competition between reward and accuracy maximization (COBRA) model. Preliminary tests suggest that COBRA can capture the qualitative trends observed in the data from Experiment 1. The model postulates a response bias mechanism and mechanisms devoted to reward and accuracy maximization that enter into a competition for the opportunity to generate the response on a particular trial. At this stage, the model assumes that the decision function and decision criterion are updated on each trial from the trial-by-trial feedback. Much theoretical and empirical work has been conducted that examines the nature of criterion learning (e.g., Busemeyer & Myung, 1992; Dorfman & Biderman, 1971; Dusoir, 1980; Kac, 1962; Kubovy & Healy, 1977; Stevenson et al., 1991; E. A. C. Thomas, 1975) . Two models that have received extensive testing are the error correction model (e.g., Dusoir, 1980) and the rule competition model (Busemeyer & Myung, 1992) . The error correction model assumes that changes in the criterion occur only following an error and that the magnitude of the change is constant across trials. Kubovy and Healy (1977) found violations of both of these predictions. Busemeyer and Myung (1992) compared the error correction and rule competition models and found support for the latter. The rule competition model consists of two modules; one module is an adaptive network that learns to select from a set of decision rules, and the second module is a hill-climbing module that learns the appropriate criterion for each decision rule. In the future, we hope to incorporate these mechanisms into COBRA.
COBRA makes three predictions that are supported by the data. The first prediction is that conservative cutoff placement will result in the payoff conditions and that extreme cutoff placement will result in the base-rate conditions. Because the reward and accuracy maximization decision criteria are different, an observer in the payoff condition who allocates some weight to both goals will use an intermediatevalued decision criterion (even in the presence of a moderate response bias) and will show conservative cutoff placement. Because reward and accuracy maximization require the same decision function and because a response bias exists in the base-rate conditions, the observer will show extreme cutoff placement. This prediction is supported by the data (see Table 2 and Figures 5 and 7) . The second prediction is that individual differences in performance should be larger in the payoff than in the base-rate conditions. The idea is simply that differential weighting of accuracy and reward across observers will lead to the use of different decision criteria and thus to individual differences in performance. To test this hypothesis, we computed the range of the p estimates, point totals, and accuracy rates for the base-rate and payoff conditions. As predicted, the range for each of these measures was smaller in the base-rate than in the payoff conditions for both the 1:2 and 1:3 conditions. The third prediction is that the (i estimates, total points, and accuracy rates should be affected more by changes in the base-rate ratio (i.e., from 1:1 to 1:3) than by similar changes in the payoff ratio. Basically, this prediction results because the decision criterion that maximizes accuracy is identical in the three payoff conditions but is different in the three base-rate conditions (see Figure 4) . When accuracy maximization is given some weight in the payoff conditions, it will lead to smaller changes in performance as the payoff ratio changes from 1:1 to 1:3. Thus, we predict an increase in p estimates and total points as the payoff ratio increases from 1:1 to 1:3 but an increase that is much smaller than that observed for the base-rate conditions. Also, we expect a slight decrease or no change in accuracy rate as the payoff ratio increases. As predicted, the [S estimates increased in the payoff conditions but by a much smaller amount than in the base-rate conditions (observed change in p estimate from 1:1 to 1:3 condition: payoff = 1.13 units; base rate = 2.51 units). Also as predicted, the point totals increased by a smaller amount than in the base-rate conditions (observed change in point totals from 1:1 to 1:3 condition: payoff = 93; base rate = 116). Finally, the accuracy rates remained fairly constant across conditions, showing no change from the 1:1 to the 1:2 payoff condition and a slight increase of 2% in the 1:3 payoff condition.
The notion that a response bias or competition between different goals might be operative has implications for human categorization in general. For example, if a patient evidences symptoms that are partially consistent with several diseases, the physician might be "biased" to diagnose the patient as suffering from the disease with the highest base rate, even if one of the other (lower base-rate) diseases was the correct diagnosis. The trade-off between the accu-racy of categorization responses and long-run reward is likely to affect nearly all categorization problems. For example, a medical doctor faces two (often competing) goals. One is to accurately diagnose each patient. The second is to achieve the first without adversely affecting the profit margin. The profit margin is driven by the goal to maximize long-run reward, whereas accurate diagnosis is driven by the goal to maximize long-run accuracy. When the pattern of symptoms is such that the correct diagnosis is obvious, few costly tests are needed, and accuracy and reward can be achieved simultaneously. On the other hand, when costly tests are necessary to secure an accurate diagnosis, it is possible that long-run reward may need to be sacrificed. The rise in health care costs and the proliferation of health maintenance organizations have increased the likelihood of this sort of accuracy-reward competition in medical decision making.
Experiment 2
The main goal of Experiment 2 was to test the hypothesis that base-rate and payoff information are combined in the same manner as the optimal classifier (see Equation 2) by including conditions in which base rates and payoffs are manipulated simultaneously. Although a critical assumption of the optimal classifier, we know of only one test of this hypothesis using categorization data (Stevenson et al., 1991) . Stevenson et al. (1991) reanalyzed data from Healy and Kubovy's (1981) study and found weak support for the independence assumption. We examined five conditions: 1:3 base-rate only, 1:3 payoff only, 1:3 base-rate/l:3 payoff, 1:3 base-rate/3:l payoff, and 3:1 base-rate/l:3 payoff conditions. To test specific hypotheses about the optimality of base-rate and payoff knowledge, as well as to test the Equation 2 assumption, we used a within-observer design. In addition, to increase the stability of the decision criterion estimates for across condition comparisons, at the end of each experimental condition we included a series of transfer trials in which no feedback was provided. Observers were instructed to use a fixed decision strategy during the transfer phase.
One way to examine the optimality of performance in Experiment 2 would be to apply the models from Figure 1 and determine which model provided the most parsimonious account of the data. Consider for illustrative purposes the 1:3 base-rate/l:3 payoff condition. In this condition,
. Suppose the OPT model provided the most parsimonious account of the data from this condition. In this case, we would conclude that the observer obtained accurate estimates of the base-rate and payoff ratios and combined this information by using Equation 2. On the other hand, suppose that the suboptimal model provided the most parsimonious account of the data. This model assumes that the decision criterion, (3, is suboptimal. Unfortunately, under these conditions, we would not be able to determine whether the suboptimality was due to (a) inaccurate estimates of base-rates or payoffs, (b) a violation of the Equation 2 assumption, or (c) both. To address this problem, we took a different approach. Specifically, we developed a set of nested decision bound models, each of which was applied simultaneously to the data from each of the five experimental conditions. This approach has several strengths. First, it took full advantage of the within-observer design by accounting for all of the data from a single observer within a single modeling framework. Second, it allowed us to reduce the number of free parameters. For example, whereas separate fits of the five experimental conditions would require five criterial noise estimates, simultaneous fits required only one. Finally, and most important, it allowed us to distinguish among four patterns of responding: (a) optimal base-rate and payoff knowledge with independence (Equation 2); (b) optimal base-rate and payoff knowledge with nonindependence; (c) suboptimal base-rate, or payoff knowledge with independence, or both; and (d) suboptimal base-rate and payoff knowledge with nonindependence. The assumptions of the models and their nested structure are outlined in Figure 8 (the arrows point to a more general model).
The optimal decision bound model assumes that the observer had accurate knowledge of the base rates and payoffs and that the observer combined this information independently when base rates and payoffs were manipulated simultaneously. In other words, this model assumed that the observer's decision criterion was optimal in each condition. This is the most restricted model tested and contains only the criterial noise parameter. Two 2-parameter models were tested. The suboptimal base-rate, independence model assumes that the observer combined base-rate and payoff information independently when base rates and payoffs were manipulated simultaneously, but it assumes base-rate knowledge was inaccurate, whereas payoif knowledge was accurate. The sub-optimal payoff, independence model is identical except that this model assumes base-rate knowledge was accurate, whereas payoff knowledge was inaccurate. One 3-parameter model was tested. The suboptimal base-rate, suboptimal payoff, independence model assumes that the observer combined base-rate and payoff information independently when base rates and payoffs were manipulated simultaneously. However, this model assumes a suboptimal estimate of both the base-rate and payoff information. Four 4-parameter models were tested. The optimal base-rate, optimal payoff, nonindependence model assumes optimal base-rate and payoff knowledge in the 1:3 base-rate and 1:3 payoff conditions, but it assumes that this information was combined in some way that violated independence. To instantiate this model, we allowed the decision criteria in the 1:3 base-rate/l:3 payoff, 1:3 base-rate/3:l payoff, and 3:1 base-rate/l:3 payoff conditions to be free parameters (plus the noise parameter makes four free parameters). The remaining three 4-parameter models assume suboptimal base-rate and payoff knowledge; however each of these models allows for one violation of independence. For example, the suboptimal base-rate, suboptimal payoff, highhigh nonindependence model is identical to the suboptimal base-rate, suboptimal payoff, independence model except that independence is violated in the 1:3 base-rate/l:3 payoff condition. The suboptimal base-rate, suboptimal payoff, high-low nonindependence model assumes independence Figure 8 . Nested relationship among the decision bound models applied to the Experiment 2 data. The arrow points to a more general model. OPT = optimal decision bound model; S-O = suboptimal; HH = high base rate/high payoff condition; HL = high base rate/low payoff condition; LH -low base rate/high payoff condition.
was violated in the 1:3 base-rate/3:l payoff condition, and the suboptimal base-rate, suboptimal payoff, low-high nonindependence model assumes independence was violated in the 3:1 base-rate/l:3 payoff condition. The most general model contains six free parameters. The suboptimal baserate, suboptimal payoff, nonindependence model assumes suboptimal estimates of both base-rate and payoff information and assumes that the observer did not combine base-rate and payoff information independently when base-rates and payoffs were manipulated simultaneously. Essentially, the decision criterion in each of the five conditions was a free parameter. It is important to be clear that any of the models that assumes independence and also assumes suboptimality in either base-rate or payoff knowledge predicts a suboptimal decision criterion in the 1:3 base-rate/l:3 payoff, 1:3 base-rate/3:l payoff, and 3:1 base-rate/l:3 payoff conditions. If the base-rate or payoff estimate is inaccurate but is combined independently, then suboptimality is predicted in the simultaneous base-rate/payoff manipulation conditions. The advantage of this model-based approach, over traditional approaches, is that this form of responding can be identified uniquely.
Notice that all of the Figure 8 models assume that the observer had knowledge of the category structures and thus used the optimal decision function [i.e., l(x) = / 0 (x)]. We made this assumption to ensure that tests of the important hypotheses about base-rate and payoff knowledge would be manageable. If we had allowed for suboptimalities in category distribution knowledge, the endeavor could have become unwieldy. To ensure that this was a reasonable assumption, we included several sessions at the beginning of the experiment in which no base-rate or payoff manipulation was present. We refer to this as the baseline condition. Observers were trained in the baseline condition until performance reached asymptote and the OPT model (see Figure 1) provided the most parsimonious account of the data. In addition, all observers completed one baseline session prior to each of the five experimental conditions to ensure accurate knowledge of the category structures and to minimize any within-observer carry-over effects from one experimental condition to the next. Another advantage of this procedure is that it is likely to minimize the influence of an uncertainty-driven response bias because during category structure learning, there is no reason to show a bias toward one response over the other.
Some might argue that pretraining on the category structures is artificial and limits the generalizability of this work. Clearly, there are many everyday categorization problems in which people learn about the category structures and base-rates and payoffs simultaneously. However, there are likely to be other categorization problems, perhaps many that are complex, in which we are first exposed to the basic structure of the category, and once we master that, we are exposed to the intricacies such as base-rate and payoff differences. One example is medical diagnosis. The medical student may first learn about the symptoms associated with particular diseases, then later learns about the base rates for each disease and about the cost and benefits of various diagnoses. Although we are unaware of any studies that directly address this issue, it is likely that in certain domains asymptotic performance is more nearly optimal when these sources of information are separated during training, perhaps, because biases are less likely to develop. Clearly, this is a fruitful avenue for future research that we plan to pursue. Even so, our ability to test rigorously several hypotheses about the nature of base-rate and payoff knowledge within a single controlled experiment, a feat that to our knowledge has not been attempted before, far outweighs any potential loss of generalizability.
Two additional procedural changes were made in Experiment 2. First, whereas observers in Experiment 1 were paid a base salary plus a bonus that was based on performance (similar to the procedure used by Healy & Kubovy, 1981; Lee & Zentall, 1966; Maddox, 1995; Maddox & Bohil, 1998) , in Experiment 2, each point received in the experiment earned the observer one cent. In addition, three sources of feedback were presented on each trial. These included (a) the monetary reward earned on the trial, (b) the monetary reward that could have been earned on that trial (notice that following a correct response these values would be identical), and (c) the cumulative monetary reward to that point in the Experiment. From a reward maximization standpoint, this is a superior approach because each response has a direct effect on the observer's final payment, and all of the information necessary for reward maximization in both the base-rate and payoff conditions was present on each trial (e.g., Busemeyer & Myung, 1992; Ulehla, 1966) . Second, the category discriminability was increased from d' = 1.68 (Experiment 1) to d ' -2.155 . A large body of theoretical work has been conducted that has examined the relationship between the decision criterion and expected reward (call this the objective reward function). One factor that has a large effect on the steepness of the objective reward function is d'. von Winterfeldt and Edwards (1982; see also Busemeyer & Myung, 1992) have showed that the objective reward function is steepest when d' is between 2 and 3. If the observer uses trial-by-trial exemplar information to learn the optimal decision criterion (as suggested by many criterion learning models, e.g., Dusoir, 1980; Kubovy & Healy, 1977; E. A. C. Thomas, 1975) , then a steeper reward function should facilitate learning. It is worth mentioning that most of the unidimensional categorization studies that examined base-rate and payoff sensitivity (reviewed earlier) used categories with ad' = 1. Thus the objective reward function was quite flat. We suggest later that this might partially explain the consistent finding of conservative cutoff placement in these studies.
Method Observers
Four observers were solicited from the Arizona State University community. Observers were paid on the basis of their day-to-day performance in the task. All observers claimed to have 20/20 vision or vision corrected to 20/20.
Stimuli and Stimulus Generation
The dot stimuli (see Figure 2) and specifics of the stimulus presentation from Experiment 1 were used in Experiment 2. There were two categories, A and B, each defined by a specific bivariate normal distribution. The parameters that describe the categories are presented in Table 1 . Prior to the experiment, three sets of stimuli were sampled randomly from the category distributions, with the constraint that the number drawn from each distribution reflected the appropriate category base rates. The warm-up phase of each session consisted of 60 stimuli, the training phase consisted of 420 stimuli, and the transfer phase consisted of 120 stimuli.
In the baseline and unequal base-rate conditions, where the payoff matrix was unbiased, the payoff associated with a correct response was 2 points. In the biased payoff conditions, the value of a correct high payoff-category response was 3 points, and the value of a correct low payoff-category response was 1 point. In all conditions, the value of an incorrect response was 0 points. Each point earned the observer one cent. The point totals predicted by the optimal classifier (i.e., the classifier that maximizes long-run reward) for the training trials were 722,745,745,983,542, and 542 in the baseline, 1:3 base-rate, 1:3 payoff, 1:3 base-rate/l:3 payoff, 1:3 base-rate/3:1 payoff, and 3:1 base-rate/l:3 payoff conditions, respectively. The optimal point totals for the transfer trials (in the same order) were 206, 212, 212, 281, 154, and 154 . The optimal accuracy rates (in the same order) were 86%, $9%, 83%, 87%, 86%, and 86% in the baseline, 1:3 base-rate, 1:3 payoff, 1:3 base-rate/l:3 payoff, 1:3 base-rate/3:l payoff, and 3:1 base-rate/l:3 payoff conditions, respectively. In the baseline, 1:3 base-rate/3:l payoff, and 3:1 base-rate/l:3 payoff condition, p o = 1. In the 1:3 base-rate and 1:3 payoff conditions, p 0 = 3, and in the 1:3 base-rate/l:3 payoff condition, p 0 = 9,
Procedure
The procedures were identical to those from Experiment 1 with the following exceptions. First, following the warm-up and training trials, a 120-trial transfer phase was included during each session. To more accurately estimate the observer's decision bound, we included no trial-by-trial feedback during the transfer trials. Second, the trial-by-trial feedback presented during the warm-up and training trials was modified and enhanced. Specifically, three lines of feedback information were presented on each trial. The top line indicated the amount of money the observer earned for the response. The next line indicated the potential earnings for a correct response on each trial. The third line indicated the amount of money that the observer had accumulated up to that point in the session.
During the first week of testing, each observer completed a five-session baseline condition in which the base-rates were equal and the payoff matrix was unbiased. During the second and third weeks of testing, each observer completed a 1:3 base-rate and a 1:3 payoff condition. The order of these two conditions was counterbalanced. During the fourth week of testing, each observer completed a 1:3 base-rate/1:3 payoff condition. During the fifth and sixth weeks of testing, each observer completed a 1:3 base-rate/3:l payoff condition and a 3:1 base-rate/l:3 payoff condition. The order of these two conditions was counterbalanced. Each condition required 5 days of testing. Testing always occurred on consecutive days and as much as possible was conducted from Monday to Friday. All observers completed one session in the baseline condition during the first of the five experimental sessions to ensure accurate knowledge of the category structures before exposure to the base-rate or payoff manipulation, and to minimize any withinobserver carry-over effects from one experimental condition to the next. The next four sessions of each experimental condition included the appropriate base-rate, or payoff manipulation, or both.
Results and Theoretical Analysis
All model-based and other analyses were performed on both the training and transfer data. We focus our discussion on the transfer data, but the conclusions drawn from the training data were very similar to those drawn from the transfer data. We begin with a discussion of baseline condition performance and provide evidence that observers were able to learn the category distributions and use the optimal decision bound. We then turn to a discussion of the experimental conditions.
Baseline Condition
The baseline condition was included to ensure that observers had accurate knowledge of the category distributions prior to any base-rate or payoff manipulation. If this goal was achieved, the OPT model should provide the most parsimonious account of the observer's data, and accuracy rates and point totals should asymptote at values very near those predicted by the optimal classifier. The optimal classifier obtained 86% correct and 206 points during the transfer phase. Averaged across observers, accuracy increased from 82% during the first experimental session to 85% during the final session, only 1% below optimal. Similarly, the point totals increased from 197 points during the first session to 204 points during the final session, only 2 points below optimal. More important, for 3 of the 4 observers, the OPT model provided the most parsimonious account of the final-session transfer data. For the remaining observer, the OPT model provided the most parsimonious account of the final-session training data. In addition, averaged across observers, the OPT model accounted for 95.9% of the responses. Taken together, the accuracy, point total, and model-based analyses suggest that observers learned the category distributions and used the optimal decision bound by their final session.
Experimental Conditions
Recall that the initial session of each experimental condition was a replication of the baseline condition. We included this session to ensure that each observer was using the optimal decision bound from the baseline condition prior to each experimental manipulation and to minimize carryover effects from one experimental condition to another. All observers were required to obtain at least 84% accuracy and 200 points during the transfer phase before being exposed to the experimental manipulation (the optimal values were 86% and 206 points). In 18 of the 20 cases (5 experimental conditions X 4 observers), this performance criterion was met by the end of a single session. The remaining 2 cases required a second session of the baseline condition before switching to the appropriate experimental condition. Thus, it was safe to conclude that observers were using the optimal decision bound from the baseline condition prior to each experimental condition and that carryover was minimized.
Initially, we performed the model-based and other analyses separately for each of the four experimental sessions and examined performance changes over sessions (as in Experiment 1). From these analyses (and an examination of accuracy rates and point totals), it became clear that performance reached asymptote after only a single session and remained stable across the remaining three sessions. To increase power and to improve the estimates of base-rate and payoff knowledge in each experimental condition, we performed the analyses again on the data collapsed across all four sessions. It is the collapsed data that we turn to now.
Separate Model Fits for the 1:3 Base-Rate and 1:3 Payoff Conditions and Summary Statistics for All Experimental Conditions
In this section, we examine performance in the 1:3 base-rate and the 1:3 payoff conditions and compare performance with that from the same conditions in Experiment 1. Table 4 presents the point totals, accuracy rates, the most parsimonious of the Figure 1 models, and the (J estimates from the most parsimonious model for each observer and for the optimal classifier. To facilitate a comparison of the results from Experiments 1 and 2, Table 4 also presents point Note. Experiment 1 results are given in parentheses for comparison. OPT = optimal decision bound model; GLC = general linear classifier, S-O = suboptimal. totals, accuracy rates, and P estimates (averaged across observers) for both the 1:3 base-rate and 1:3 payoff conditions of both experiments. The observed values are also presented as a percentage of the optimal value by dividing the observed by the optimal value. For the point totals and accuracy rates, percentages above and below 100% represent performance that is above and below optimal, respectively, p percentages below 100% represent conservative cutoff placement, and percentages above 100% represent extreme cutoff placement. Several interesting results emerge. First, in both the base-rate and payoff conditions, point totals were closer to optimal in Experiment 2. Second, in both experiments, point totals were closer to optimal in the base-rate conditions than in the payoff conditions. Third, accuracy rates were within one percentage point of optimal in both conditions of both experiments. However, one critical difference emerged between the two experiments. In Experiment 1, the observed accuracy rate was one percentage point below optimal in the base-rate condition but was one percentage point above optimal in the payoff condition. In Experiment 2, on the other hand, the observed accuracy rate was one percentage point below optimal in both conditions. Earlier, we suggested that observers in the payoff condition of Experiment 1 placed some weight on accuracy maximization and, as a result, were more accurate than predicted by the optimal classifier. The procedural changes made in Experiment 2 appeared to decrease this tendency, resulting in similar findings for both the base-rate and payoff conditions. Fourth, the average p estimates were more nearly optimal in Experiment 2. Finally, whereas Experiment 1 suggested a consistent trend toward conservative cutoff placement in the payoff condition and extreme cutoff placement in the base-rate condition, no such trend exists in the data from Experiment 2. In the base-rate condition of Experiment 2,3 of the 4 observers showed optimal base-rate knowledge and the 1 suboptimal observer showed conservative cutoff placement. In the payoff condition of Experiment 2, 2 observers showed conservative cutoff placement and 2 observers showed extreme cutoff placement. Table 4 also includes point totals and accuracy rates for the 1:3 base-rate/1:3 payoff, 1:3 base-rate/3:l payoff, and 3:1 base-rate/1:3 payoff conditions, along with the values predicted by the optimal classifier. As in the 1:3 base-rate and 1:3 payoff conditions, these values are uniformly high and nearly optimal. In addition, in no case were the observed accuracy rates higher than those predicted by the optimal classifier. If observers were placing significant weight on accuracy maximization, we might have found accuracy rates that were higher than those predicted by the optimal classifier. As an examination of Table 4 suggests, this did not result in any of the four Experiment 2 conditions in which payoffs were unequal.
Simultaneous Model Fits of All Experimental Conditions
Each of the Figure 8 models was applied to the data from each observer. The most parsimonious model and predicted decision criteria by condition and observer are summarized in Table 5 . In addition, when independence (i.e., Equation 2) was violated, the Equation 2 decision criterion is included in parentheses. Several interesting results emerge. First, the estimated 1:3 base-rate and 1:3 payoff decision criteria from the separate and simultaneous fits are similar (compare Tables 4 and 5), suggesting that both approaches converge on the same general conclusion, namely that observers had more accurate estimates of base-rates than payoffs (a finding that is consistent with that in the literature; e.g., Healy & Kubovy, 1981) and that in general the estimates were very close to optimal but when suboptimal tended to be conservative. Second, the optimal classifier prediction that base-rate and payoff information is combined independently was supported. In 9 of the 12 (4 observers X 3 conditions) cases, independence was satisfied. Even so, for 3 of the 4 observers, independence was violated in one condition.
General Discussion
In this article, we report the results of two experiments in which we examined the optimality of human categorization performance. The categories contained many of the basic properties of everyday categories. For example, each category contained a large number of stimuli that varied along a set of simple continuous-valued stimulus dimensions. The categories overlapped (with mean separations of d' = 1.68 and d' = 2.155 in Experiments 1 and 2, respectively), and thus perfect performance was impossible. Finally, the categories varied in their base rates and the benefits associated with each categorization response (while the costs were held fixed at zero). Observers completed a large number of experimental sessions to ensure performance had reached asymptote. The data were analyzed at the level of the individual observer by applying a series of decision bound models, each of which instantiated a specific hypothesis ). 3 = decision criterion. 1:3 B = 1:3 base-rate condition; 1:3 P = 1:3 payoff condition; 1:3/1:3 ~ 1:3 base-rate, 1:3 payoff condition; 1:3/3:1 = 1:3 base-rate, 3:1 payoff condition; 3:1/1:3 = 3:1 base-rate, 1:3 payoff condition. HH = the suboptimal base-rate, suboptimal payoff, high-high nonindependence model; HL = the suboptimal base-rate, suboptimal payoff, high-low nonindependence model; P = the suboptimal payoff independence model. about the nature of responding. In particular, the models were used to identify the locus of any suboptimalities in category learning, such as suboptimalities in category structure, base-rate, or payoff knowledge. Unlike most models of categorization, the decision bound models acknowledge, and incorporate explicitly, the effects of perceptual and criterial noise on categorization performance.
Summary of Experimental Results
In Experiment 1, observers were required to learn simultaneously the category structures along with either a base-rate or payoff manipulation. When base-rates were unequal, observers showed extreme cutoff placement. When payoffs were unequal, observers showed conservative cutoff placement. In Experiment 2, observers were pretrained on the category structures prior to any base-rate or payoff manipulations. In addition, conditions were included in which base-rates and payoffs were manipulated simultaneously, thus allowing a test of the hypothesis that base-rate and payoff information is combined independently (see Equation  2 ). Observers did not show a qualitative difference in performance across the base-rate and payoff conditions. Rather, observers* decision criteria were close to the optimal values, and when sub-optimal, the tendency was toward conservative cutoff placement. In general, observers combined base-rate and payoff information independently in line with the optimal classifier. Finally, across both experiments, base-rate performance tended to be closer to optimal than payoff performance.
Category Structure Pretraining and the Prevalence of Extreme Cutoff Placement
The finding of suboptimal base-rate and payoff knowledge in Experiment 1 was not surprising. What was unexpected was the qualitative difference in the nature of the suboptimality. Within the framework of the optimal classifier, base-rate and payoff differences have similar effects. Thus, a reasonable hypothesis was that any observed suboptimalities in base-rate and payoff knowledge would be of the same sort, that is, conservative cutoff placement or extreme cutoff placement. In previous studies, this hypothesis was supported, and conservative cutoff placement was found consistently. It is possible that observers overestimate base-rate differences, but we believe that a more likely explanation is that observers were biased toward the high base-rate response. Specifically, when uncertain about the category membership of a particular exemplar, the observer is likely to give the response associated with the high base-rate category. Two aspects of the data support this hypothesis. First, observers' decision criteria become less extreme over sessions (see Figure 7 ). This result is likely if uncertainty decreases as the observer gains experience with the category structures. Second, and perhaps more important, no evidence for extreme cutoff placement was obtained in Experiment 2. Because observers received extensive training on the categories prior to any base-rate or payoff manipulations, response uncertainty, because of lack of knowledge of the category structures, was minimized, and the data allowed a more veridical estimate of the observer's decision criterion.
Of course. Experiments 1 and 2 also differed in the category level d\ so it is possible that extreme cutoff placement would not have resulted in Experiment 1 had we used the larger d'. We addressed this issue in two ways. First, we collected pilot data from 4 observers in the 1:3 base-rate and 1:3 payoff conditions of Experiment 2 who were not given pretraining and from 5 observers in a 1:3 base-rate condition with d' = 1 and no pretraining. In short, the qualitative results mirrored those from Experiment 1 with extreme cutoff placement when base-rates were unequal and conservative cutoff placement when payoffs were unequal. Second, we collected pilot data from several observers in which the category level d' -1, 1.68, and 2.155 in a 1:3 base-rate condition with pretraining (in this case the stimuli were unidimensional). Three observers participated in each d! condition. In every case, conservative cutoff placement was observed. Thus, for three different levels of d' (1, 1.68, and 2.155), observers showed extreme cutoff placement when required to learn category structure and base-rate information simultaneously, and they showed conservative cutoff placement when the category structures were pretrained. Clearly, more work is needed to determine whether and how other factors influence the prevalence of extreme cutoff placement. Even so, the results provide strong evidence that one important determinant is a lack of category structure pretraining.
Experiment 2 provides one of the most rigorous tests to date of the optimality of human categorization performance when base rates and payoffs are manipulated simultaneously. A major goal of Experiment 2 was to test the hypothesis that observers combine base-rate and payoff information in the same way as the optimal classifier. To achieve this goal, we developed a model-based procedure that allowed us to isolate suboptimalities in base-rate and payoff knowledge separate from suboptimalities in the rule for combining these two sources of information. In general, observers' base-rate and payoff knowledge was close to optimal, with a tendency toward conservative cutoff placement. In addition, observers appeared to combine base-rate and payoff information in a manner consistent with that of the optimal classifier.
Category-Level d' and the Prevalence of Conservative Cutoff Placement
Recall that nearly all of the previous research used &d' = 1, whereas in Experiment 2, d' = 2.155. As discussed earlier, the steepness of the objective reward function is affected by d'. Specifically, the objective reward function is steepest when d' is between 2 and 3 and flattens out as one moves away from this range in either direction (Busemeyer & Myung, 1992; von Winterfeldt & Edwards, 1982) . If observers adjust their decision criterion on the basis of rewards that they accrue in the task (e.g., Dusoir, 1980; Kubovy & Healy, 1977; E. A. C. Thomas, 1975) , then it is likely that observers will stop adjusting their criterion when they reach the fiat portion of the reward function. Thus, one hypothesis is that observers will show conservative cutoff placement of a larger magnitude when d! -1 than when d r = 2.155. This "flat-maxima" problem has been offered as an explanation for conservative cutoff placement in the past (e.g., Busemeyer & Myung, 1992; Stevenson et al., 1991) , but no rigorous test has been performed (however, see Busemeyer & Myung, 1992) . Our pilot data from the 1:3 base-rate condition with three different levels of d' provides a preliminary test of this hypothesis. In support of this hypothesis, the average p values were 1.10, 1.66, and 1.43 for d' = 1, 1.68, and 2.155, respectively. We are currently running a much larger study in which we manipulate category level d' to more fully test this hypothesis. Although conditions exist in which extreme cutoff placement is observed, this results only when category structure and base-rate learning must occur simultaneously, and it is likely to be an artifact of uncertainty during category structure learning. Assuming this inference is correct, two general findings emerge from an examination of all the relevant data. First, responding is more nearly optimal when base rates are manipulated then when payoffs are manipulated. Second, when suboptimal, the tendency is toward conservative cutoff placement. Several explanations for conservative cutoff placement have been offered in the literature. For example, one hypothesis is that conservative cutoff placement is caused by a systematic misconception of the shape of the underlying distributions (e.g., Kubovy, 1977; Kubovy & Healy, 1980; Maloney & Thomas, 1991) . This is a reasonable hypothesis, but the process that leads to the misconception would need to be formalized to determine whether it could account for the effects of d' on the magnitude of conservative cutoff placement and whether it could predict superior performance for unequal base-rates than for unequal payoffs. Another hypothesis that has received some discussion is the probability-matching hypothesis (E. A. C. Thomas & Legge, 1970) . In short, this hypothesis assumes that the observer matches his or her response probabilities to the base rates. The basic hypothesis is that an observer in a 1:3 base-rate condition would give a "B" response on 75% of the trials, respectively. In the 1:3 base-rate condition of Experiment 2, the "B" response was given 78% of the time, respectively. Thus, the probabilitymatching hypothesis only slightly underpredicts the observed response probabilities. Healy and Kubovy (1981) argued for a generalized probability-matching rule in which the response probability was equal to the base rate plus some constant. This might account for the data, but we speculate that the observed response probabilities might be better predicted by the response probabilities of the optimal classifier, at least when observers are pretrained on the categories and are exposed to category structures that yield steep reward functions. For example, in Experiment 2, the probability of responding "B" predicted by the optimal classifier was .78, .62, .86, .68, and .32 in the 1:3 base-rate, 1:3 payoff, 1:3 base-rate/l:3 payoff, 1:3 base-rate/3:l payoff, and 3:1 base-rate/l:3 payoff conditions, respectively. The observed values, in the same order, were .75, .58, .83, .68, and .33. A rigorous comparison of these two hypotheses awaits further research.
We believe that there are at least two factors that account for the prevalence of conservative cutoff placement, and the finding that base-rate performance is generally superior to payoff performance. As outlined above, we postulate that the category level d' affects the magnitude of conservative cutoff placement through its effect on the steepness of the objective reward function. Specifically, category d' values in the 2 to 3 range should yield more nearly optimal performance (conservative cutoff placement of a small magnitude) than category d' values outside of this range. In addition, we argue for a competition between reward and accuracy maximization. The idea is that observers attempt to maximize reward, as instructed, but also place some importance on the accuracy of their responding. When payoffs are unequal, both goals cannot be achieved simultaneously because the decision rule that maximizes accuracy is different from the decision rule that maximizes reward (see Figure 4) . The decision rule that maximizes accuracy uses a decision criterion of 1 (i.e., £ o = 1). Thus, an observer who places importance on both goals will show conservative cutoff placement. When base rates are unequal, both goals can be achieved simultaneously because the decision rule that maximizes reward is the same as the decision rule that maximizes accuracy (see Figure 4) . Thus, an observer has a better chance of showing optimal performance when base rates are unequal. Future research should focus on an empirical examination of the effects of d' on base-rate and payoff learning and on theoretical development of learning models, such as our COBRA model, and other powerful models, such as the rule competition model (Busemeyer & Myung, 1992) .
Limitations of Current Research
Although these studies are of theoretical and empirical importance and have implications for many everyday categorization problems, it is important not to overgeneralize. Several factors that might affect base-rate and payoff learning were not examined. First, Maddox and Bohil (1998) investigated the effects of category complexity on base-rate learning and found that base-rate sensitivity was similar for simple and complex categories. Even so, further research is needed to determine the effects of category complexity on payoff learning. Second, it is possible that these findings are specific to the types of categorization problems studied here (although a great number of real-world categories have similar properties). The common finding across many categorization problems has been an apparent underutilization of base-rate and payoff information that results in conservative cutoff placement. In the social psychology literature, in particular in the stereotyping literature (e.g., Funder, 1995) , the common finding is for an overutilization of this type of information leading to something analogous to extreme cutoff placement. Although tentative, perhaps stereotyping results when category structure and base-rate information must be learned simultaneously. Under these conditions, we find extreme cutoff placement in our task that is similar to a stereotype effect. One exciting direction for future research might be to attempt to model stereotype effects as a response bias that results when category structure and base-rate information are learned simultaneously. In addition, perhaps stereotype effects could be reduced if observers were first educated about the basic characteristics (i.e., the category structure) of the stereotyped category.
Third, a large body of literature suggests that gains and losses are treated differently by human observers. For example, the studies that form the basis of Kahneman and Tversky's (1979) prospect theory suggest that people weight losses more heavily than gains. Similarly, in the social psychology literature, people's motivations in gain situations appear to be different from their motivations in loss situations (Higgins, 1987) . To simplify matters in the current study, incorrect responses resulted in no gain but did not result in any loss. Clearly, a more general understanding of the effects of payoff manipulations on human performance will require experimental conditions in which both gains and losses can be accrued.
