The solution existence of finite horizon optimal economic growth problems is studied by invoking Filippov's Existence Theorem for optimal control problems with state constraints of the Bolza type from the monograph of L. Cesari [Optimization Theory and Applications, Springer-Verlag, New York, 1983]. Our results are obtained not only for general problems but also for typical ones with the production function and the utility function being either the AK function or the Cobb-Douglas one. Some open questions and conjectures about the regularity of the global solutions of finite horizon optimal economic growth problems are formulated in this paper.
Introduction
Models of economic growth have played an essential role in economic and mathematical studies since the 30s of the twentieth century. Based on different consumption behavior hypotheses, they allow ones to analyze, plan, and predict relations between global factors, which include capital, labor force, production technology, and national product, of a particular economy in a given planning interval of time. Principal models and their basic properties have been investigated by Ramsey [17] , Harrod [9] , Domar [8] , Solow [19] , Swan [20] , and others. Details about the development of the economic growth theory can be found in the books by Barro and Sala-i-Martin [3] and Acemoglu [1] .
Along with the analysis of the global economic factors, another major issue regarding an economy is the so-called optimal economic growth problem, which can be roughly stated as follows: Define the amount of consumption (and therefore, saving) at each time moment to maximize a certain target of consumption satisfaction while fulfilling given relations in the growth model of that economy. This optimal consumption/saving problem was first formulated and solved to a certain extent by Ramsey [17] . Later, significant extensions of the model in [17] were suggested by Cass [4] and Koopmans [13] .
Characterizations of the solutions of optimal economic growth problems (necessary optimality conditions, sufficient optimality conditions, etc.) have been discussed in the books [21, Chapter 5] , [16, Chapters 5, 7, 10, and 11] , [6, Chapter 20] , [1, Chapters 7 and 8] , and some papers cited therein. However, results on the solution existence of these problems seem to be quite rare. For infinite horizon models, some solution existence results were given in [1, Example 7.4 ] and [7, Subsection 4.1] . For finite horizon models, our careful searching in the literature leads just to [7, Subsection 4.1 and Corollary 1] and [15, Theorem 1] . This observation motivates the present investigations.
This paper considers the solution existence of finite horizon optimal economic growth problems of an aggregative economy; see, e.g., [21, Sections C and D in Chapter 5] . It is worthy to stress that we do not assume any special saving behavior, such as the constancy of the saving rate as in growth models of Solow [19] and Swan [20] or the classical saving behavior as in [21, p. 439 ]. Our main tool is Filippov's Existence Theorem for optimal control problems with state constraints of the Bolza type from the monograph of Cesari [5] . Our new results on the solution existence are obtained under some mild conditions on the utility function and the per capita production function, which are two major inputs of the model in question. The results for general problems are also specified for typical ones with the production function and the utility function being either the AK function or the Cobb-Douglas one (see, e.g., [3] and [21] ). Some interesting open questions and conjectures about the regularity of the global solutions of finite horizon optimal economic growth problems are formulated in the final part of the paper. Note that, since the saving policy on a compact segment of time would be implementable if it has an infinite number of discontinuities, our concept of regularity of the solutions of the optimal economic growth problem has a clear practical meaning.
The solution existence theorems herein for finite horizon optimal economic growth problems cannot be derived from the above cited results in [7, Subsection 4.1 and Corollary 1] and [15, Theorem 1] , because the assumptions of the latter are more stringent and more complicated than ours. For solution existence theorems in optimal control theory, apart from [5] , the reader is referred to [14] , [2] , and the references therein.
The rest of this paper is organized as follows. Section 2 presents the modeling of the finite horizon optimal economic growth problems and some background materials including the above-mentioned Filippov's theorem. Results on the solution existence for general and typical problems are addressed, respectively, in Section 3 and 4. Further discussions about the assumptions on the per capita production function and about the regularity of the global solutions are given in Section 5.
Preliminaries
This section collects some notations, definitions, and results that will be used in the sequel. The emphasis will be made on optimal economic growth problems.
By IR (resp., IR + , and IN) we denote the set of real numbers (resp., the set of nonnegative real numbers, and the set of positive integers). The Euclidean norm in the n-dimensional space IR n is denoted by . . The Sobolev space W 1,1 ([t 0 , T ], IR n ) (see, e.g., see [10, p. 21] ) is the linear space of the absolutely continuous functions x : [t 0 , T ] → IR n equipped with the norm
It is well known (see, e.g., [12] ) that any absolutely continuous function x : [t 0 , T ] → IR n is Fréchet differentiable everywhere on [t 0 , T ], that is the set of t ∈ [t 0 , T ] at which the derivativė x(t) does not exist has the Lebesgue measure 0. Moreover, the functionẋ(·) is integrable on [t 0 , T ] with the integral being understood in the Lebesgue sense. The space W 1,1 ([t 0 , T ], IR) is vital for us, because the capital-to-labor ratio function k(·) (see Subsection 2.1 below) in the economic growth models is sought in that space.
Optimal Economic Growth Models
Following Takayama [21, Sections C and D in Chapter 5] , we consider the problem of optimal growth of an aggregative economy. Suppose that the economy can be characterized by one sector, which produces the national product Y (t) at time t. Suppose that Y (t) depends on two factors, the labor L(t) and the capital K(t), and the dependence is described by a production function F . Namely, one has
It is assumed that F : IR 2 + → IR + is a function defined on the nonnegative orthant IR 2 + of IR 2 having nonnegative real values, and that it exhibits constant returns to scale, i.e.,
for any (K, L) ∈ IR 2 + and α > 0. For every t ≥ 0, by C(t) and I(t), respectively, we denote the consumption amount and the investment amount of the economy. The equilibrium relation in the output market is depicted by
(This means that, at any time, the national product equals to the sum of the consumption amount and the investment amount.) Assuming that the initial capital stock is K(0) and the investment function I(t) is continuous, one can compute the capital stock K(t) at time t by the formula
where the integral is Riemannian. It follows thaṫ
So, the rate of increase of the capital stockK(t) at every time moment t exists and it is equal to the investment I(t) at the time t (see, e.g., [6, pp. 465-466] ). If the initial labor amount is L 0 > 0 and labor growth rate is a constant σ > 0 (i.e.,L(t) = σL(t) for all t ≥ 0), then the labor amount at time moment t is
For any t ≥ 0, as L(t) > 0, from (2.1) we have
By introducing the capital-to-labor ratio k(t) := K(t) L(t) and the function φ(k) := F (k, 1) for k ≥ 0, from the last equality we have
Due to (2.5), one calls φ(k(t)) the output per capita at time t and φ(·) the per capita production function. Since F has nonnegative values, so does φ. Combining the continuous differentiability of K(·) and L(·), which is guaranteed by (2.3) and (2.4), with the equality defining the capital-to-labor ratio, one can asserts that k(·) is continuously differentiable. Thus, from the relation K(t) = k(t)L(t) one obtainṡ
Dividing both sides of the above equality by L(t) and recalling thatL(t) = σL(t), we geṫ
Similarly, dividing both sides of the equality in (2.3) by L(t) and using (2.2), we havė
So, by considering the per capita consumption c(t) := C(t) L(t) of the economy at time t and invoking (2.5), one obtainsK
Combining this with (2.6) yieldṡ
The amount of consumption at time t is
with s(t) ∈ [0, 1] being the propensity to save at time t (thus, 1 − s(t) is the propensity to consume at time t). Then, by dividing both sides of (2.8) by L(t) and referring to (2.5), one gets
Thanks to (2.9), one can rewrite (2.7) equivalently aṡ
In the special case where s(·) is a constant function, i.e., s(t) = s > 0 for all t ≥ 0, relation (2.10) is the fundamental equation of the neo-classical aggregate growth model of Solow [19] . One major concern of the planners is to choose a pair of functions (k, c) (or (k, s)) defined on a planning interval [t 0 , T ] ⊂ [0, +∞], that satisfies (2.7) (or (2.10)) and the initial condition k(t 0 ) = k 0 , to maximize a certain target of consumption. Here k 0 ≥ 0 is a given value. As the target function one may choose is T t 0 c(t)dt, which is the total amount of per capita consumption on the time period [t 0 , T ]. A more general kind of the target function is T t 0 ω(c(t))e −λt dt, where ω : IR + → IR is a utility function associated with the representative individual consumption c(t) in the society and e −λt is the time discount factor. The number λ ≥ 0 is called the time discount rate. Clearly, the former target function is a particular case of the latter one with ω(c) = c being a linear utility function and the time discount rate λ = 0. For more discussions about the length of the planning interval, the choice the utility function ω(·) (it must be linear, or it can be nonlinear? ), as well the choice of the time discount rate (one must have λ = 0, or one can have λ > 0? ), we refer the reader to [21, pp. 445-447] .
The just mentioned planning task is a state constrained optimal control problem. Interpreting k(t) as the state trajectory and s(t) as the control function, we can formulate the problem as follows.
Let there be given a production function F : IR 2 + → IR + satisfying (2.1) for any (K, L) from IR 2 + and α > 0. Define the function φ(k) on IR + by setting φ(k) = F (k, 1). Assume that a finite time interval [t 0 , T ] with T > t 0 ≥ 0, a utility function ω : IR + → IR, and a time discount rate λ ≥ 0 are given. Since c(t) = (1 − s(t))φ(k(t)) by (2.9), the target function can be expressed via k(t) and s(t) as
So, the problem of finding an optimal growth process for an aggregative economy is the following one:
(2.12)
This problem has five parameters: t 0 , T, λ, σ > 0, and k 0 ≥ 0. The optimal control problem in (2.11)-(2.12) will be denoted by (GP ). According to [5] , (GP ) is an finite horizon optimal control problem of the Lagrange type.
To make (GP ) competent with the given modeling presentation, one has to explain why the state trajectory can be sought in W 1,1 ([t 0 , T ], IR) and the control function is just required to be measurable. If one assumes that the investment function I(·) is continuous on [t 0 , T ], then (2.3) implies that K(·) is continuously differentiable; hence so is k(·). However, in practice, the investment function I(·) can be discontinuous at some points t ∈ [t 0 , T ] (say, the policy has a great change, and the government decides to allocate a large amount of money into the production field, or to cancel a large amount of money from it). Thus, the requirement that k(·) is differentiable at these points may not be fulfilled. To deal with this situation, it is reasonable to assume that the state trajectory k(·) belongs to the space of continuous, piecewise continuously differentiable functions on [t 0 , T ], which is endowed with the norm k = max
Since the latter space is incomplete one embeds it into the space
, which possesses many good properties (see [12] ). In that way, tools from the Lebesgue integration theory and results from the conventional optimal control theory can be used for (GP ). Now, concerning the control function s(·), one has the following observation. Since the derivativek(t) exists almost everywhere on [t 0 , T ] andk(·) is a measurable function, for the fulfillment of the relationk(t) = s(t)φ(k(t)) − σk(t) almost everywhere on [t 0 , T ], it suffices to assume that s(·) is a measurable function. Recall that a function ϕ :
Filippov's Existence Theorem for State Constrained Bolza Problems
To recall a solution existence theorem for finite horizon optimal control problems with state constraints of the Bolza type, we will use the notations and concepts given in the monograph of Cesari [5, Sections 9.2, 9.3, and 9.5]. Let A be a subset of IR × IR n and U : A ⇒ IR m be a set-valued map defined on A. Let
. . , f n ) be functions defined on M. Let B be a given subset of IR × IR n × IR × IR n and g(t 1 , x 1 , t 2 , x 2 ) be a real valued function defined on B. Let there be given an interval [t 0 , T ] ⊂ IR. Consider the problem of minimizing the function
(2.14)
Such a pair (x, u) is called a feasible process. The optimal control problem (2.13)-(2.14), which is a state constrained Bolza problem, will be denoted by B.
If (x, u) is a feasible process for B, then x is said to be a feasible trajectory, and u a feasible control. The set of all the feasible processes for B is denoted by Ω. A feasible process (x,ū) is said to be a global minimizer for B if one has I(x,ū) ≤ I(x, u) for any feasible process (x, u).
Let A 0 be the projection of A on the t−axis, i.e.,
The forthcoming statement is known as Filippov's Existence Theorem for Bolza problems.
Theorem 2.1 (see [5, Theorem 9.3 .i, p. 317, and Section 9.5]). Suppose that Ω is nonempty, B is closed, g is lower semicontinuous on B, f 0 and f is continuous on M and, for almost every t ∈ [t 0 , T ], the sets Q(t, x), x ∈ A(t), are convex. Moreover, assume either that A and M are compact or that A is not compact but closed and contained in a slab [t 1 , t 2 ] × IR n with t 1 and t 2 being finite, and the following conditions are fulfilled:
There is a compact subset P of A such that every feasible trajectory x of B passes through at least one point of P ;
(c) There exists c ≥ 0 such that
Then, B has a global minimizer.
Clearly, condition (b) is satisfied if the initial point (t 0 , x(t 0 )) or the end point (T, x(T )) is fixed. As shown in [5, p. 317 ], the following condition implies (c):
In the next two sections, several results on the solution existence of optimal economic growth problems will be derived from Theorem 2.1.
General Optimal Economic Growth Problems
Our first result on the solution existence of the finite horizon optimal economic growth problem (GP ) in (2.11)-(2.12) is stated as follows. Proof. To apply Theorem 2.1, we have to interpret (GP ) in the form of B. For doing so, we let the variable k (resp., the variable s) play the role of the phase variable x in B (resp., the control variable u in B). Then, (GP ) has the form of B with n = m = 1,
Setting s(t) = 0 and k(t) = k 0 e −σ(t−t 0 ) for all t ∈ [t 0 , T ], one can easily verify that the pair (k(·), s(·)) is a feasible process for (GP ). Thus, the set Ω of the feasible processes is nonempty. It is clear that B is closed, g is continuous on B and, by the assumed continuity of ω(·) and φ(·), f 0 and f are continuous on M. Besides, the formula for A implies that A 0 = [t 0 , T ] and A(t) = IR + for all t ∈ A 0 . In addition, by the formulas for f 0 , f and U, one has for any (t, k) ∈ A the following:
Let us show that, for any t ∈ [t 0 , T ] and k ∈ A(t) = IR + , the set Q(t, k) is convex. Indeed, given any (z 0 1 , z 1 ), (z 0 2 , z 2 ) ∈ Q(t, k) and µ ∈ [0, 1], one can find s 1 , s 2 ∈ [0, 1] such that
Therefore, it holds that (3.15) and
Setting s µ = µs 1 + (1 − µ)s 2 , one has s µ ∈ [0, 1] and it follows from (3.16) that
Clearly, the concavity of ω(·) on IR + yields
Hence, by (3.15) we obtain
which together with (3.17) implies that µ(z 0 1 , z 1 ) + (1 − µ)(z 0 2 , z 2 ) ∈ Q(t, k). Now, although A = [t 0 , T ] × IR + is noncompact, the fact that A is closed and contained in a slab [t 1 , t 2 ] × IR with t 1 and t 2 being finite is clear. It remains to check the conditions (a)-(c) in Theorem 2.1.
For any ε ≥ 0, the set M ε is compact because
So, condition (a) is satisfied. As To prove (c ′ 0 ), observe that the estimates
hold for any (k, s) ∈ IR + × [0, 1]. Furthermore, thanks to the assumption (c 1 ), we can find a constant c ≥ 0 such that φ(k) ≤ (c − σ)k + c for all k ∈ IR + . Since the last inequality can be rewritten as φ(k) + σk ≤ c(k + 1), from (3.18) we get (c ′ 0 ). Since our problem (GP ) in the interpretation given above satisfies all the assumptions of Theorem 2.1, we conclude that it has a global solution.
In Theorem 3.1, it is not required that φ(·) is concave on IR + . It turns out that if the concavity of φ(·) is available, then there is no need to check (c 1 ). Since the assumption saying that the per capita production function φ(k) := F (k, 1) is concave on IR + is reasonable in practice, next theorem seems to be interesting. For c := max{0, σ − a, φ(k) + ak}, one has c ≥ 0 and
Combining (3.19) and (3.20) , one can assert that condition (c 1 ) in Theorem 3.1 is fulfilled. Thus, the assumed continuity of ω(·) and φ(·) together with the concavity of ω(·) allows us to apply Theorem 3.1 to conclude that (GP ) has a global solution.
The next proposition reveals the nature of condition (c 1 ), which is essential for the validity of Theorem 3.1. 
Therefore, one has φ(k) ≤ (c − σ)k + c for every k ≥ 0, which justifies (c 1 ).
Remark 3.1. There are many continuous functions φ : IR + → IR + that are nonconcave on IR + but satisfy condition (c 1 ) in Theorem 3.1. Indeed, suppose that the valuesk > 0, φ 0 ≥ 0, and a > 0 are given arbitrarily. Setting
one has a function φ, that is continuous and nonconcave on IR + . But, since the coercivity condition (3.21) is fulfilled, this φ satisfies (c 1 ). More generally, the continuous function
where α ∈ (0, 1] is a constant and φ : [0,k] → IR + is a continuous function, also satisfies (c 1 ) because (3.21) is fulfilled. Clearly, there are many ways to choose φ 1 (k) such that this function φ in nonconcave on IR + .
Economic growth problems with utility functions ω(·) and production functions F (·) of two typical types will be the subject of our consideration in next section.
Typical Optimal Economic Growth Problems
As observed by Takayama [21, p. 450] , the production function given by
where a > 0 is a constant representing the capital-to-output ratio, is of a great importance. This function is in the form of the AK function (see, e.g., [3, Subsection 1.3.2]) with the diminishing returns to capital being absent, which is a key property of endogenous growth models. The function in (4.22) is also referred to in connection with the Harrod-Domar model of which a main assumption is that the labor factor is not explicitly involved in the production function (see, e.g., [21, Footnote 5, p. 464] ). In the notations of Subsection 2.1, by (4.22) one has
So, the differential equation in (2.12) becomeṡ
Now, if the production function F is the Cobb-Douglas function (see, e.g., [3, p. 29]), i.e.,
where the level of the technology A > 0 and a constant α ∈ (0, 1) are a given, then F exhibits diminishing returns to capital and labor (see, e.g., [21, p. 433] ). The latter means that the marginal products of both capital and labor are diminishing (see, e.g., [1, p. 29] ). The presence of diminishing returns to capital, which plays a very important role in many results of the basic growth model (see, e.g., [1, p. 29] ), distinguishes the production given by Since (4.22) can be written in the form of (4.23) with α := 1 and A := 1/a, one can combine the above two types of production functions in a general one by considering (4.23) with A > 0 and α ∈ (0, 1]. This means that one has deal with the model (4.24)-(4.25), where A > 0 and α ∈ (0, 1] are given constants. In the same manner, concerning the utility function ω(·), the formula ω(c) = c β , ∀c ≥ 0 (4.26)
with β ∈ (0, 1] can be considered. For β = 1, ω(·) is a linear function. For β ∈ (0, 1), it is a Cobb-Douglas function.
In the rest of this section, for the problem (GP ), we assume that φ(·) and ω(·) are given respectively by (4.24) and (4.26). Then, the target function of (GP ) is
Thus, we have to solve the following equivalent problem:
with T > t 0 ≥ 0, λ ≥ 0, A > 0, σ > 0, and k 0 ≥ 0 being given parameters. The forthcoming result is a consequence of Theorem 3.2.
Theorem 4.1. For any constants α ∈ (0, 1] and β ∈ (0, 1], the optimal economic growth problem in (4.27)-(4.28) possesses a global solution.
Proof. By the assumptions A > 0, α ∈ (0, 1], and β ∈ (0, 1], the functions φ(k) = Ak α and ω(c) = c β are continuous on IR + . The concavity of φ(·) on (0, +∞) follows from the fact that φ ′′ (k) = Aα(α − 1)k α−2 < 0 for every k ∈ (0, +∞) (see, e.g., [18, Theorem 4.4] ). As φ(·) is continuous at 0, we can assert that φ(·) is concave on IR + . The concavity of φ(·) on IR + is verified similarly. Since both functions ω(·) and φ(·) are continuous and concave on IR + , Theorem 3.2 assures the solution existence for the problem (4.27)-(4.28).
Depending on the displacement of α and β on (0, 1], we have four types of the model (4.27)-(4.28):
• "Linear-linear": φ(k) = Ak and ω(c) = c (both the per capita production function and the utility function are linear);
• "Linear-nonlinear": φ(k) = Ak and ω(c) = c β with β ∈ (0, 1) (the per capita production function is linear, but the utility function is nonlinear);
• "Nonlinear-linear": φ(k) = Ak α and ω(c) = c with α ∈ (0, 1) (the per capita production function is nonlinear, but the utility function is linear);
• "Nonlinear-nonlinear": φ(k) = Ak α and ω(c) = c β with α ∈ (0, 1) and β ∈ (0, 1) (both the per capita production function and the utility function are nonlinear).
Although the problem in question of each type has a global solution by Theorem 4.1, the above classification arranges the difficulties of solving (4.27)-(4.28), say, by the Maximum Principle given in [22, Theorem 9.3.1] . Obviously, problems of the first type are the easiest ones, while those of the fourth type are the most difficult ones.
Further Discussions
In this section, first we discuss some assumptions used for getting Theorems 3.1 and 3.2. Then we will look deeper into these theorems and the typical optimal economic growth problems in Section 4 by raising some open questions and conjectures about the uniqueness and the regularity of the global solutions of (GP ).
The asymptotic behavior of φ and its concavity
The results in Section 3 were obtained under certain assumptions on the per capita production function φ, which is defined via the production function F (K, L) by the formula
with k := K L signifying the capital-to-labor ratio. We want to know: How the assumptions made on φ can be traced back to F ? Proof. Suppose that (c 1 ) is satisfied, i.e., there exists c ≥ 0 such that φ(k) ≤ (c − σ)k + c for all k ∈ IR + . Then, given any K ≥ 0 and L > 0, by substituting k = K L into the last inequality and using (5.29), one gets
This justifies (c ′ 1 ). Conversely, suppose that F (K, L) ≤ (c − σ)K + cL holds for all K ≥ 0 and L > 0, where c ≥ 0 is a constant. Then, letting L = 1 and K = k, where k ≥ 0 is given arbitrarily, one gets the inequality φ(k) ≤ (c − σ)k + c. Thus, (c 1 ) is fulfilled. Proof. Firstly, suppose that F is concave on IR + × (0, +∞). Let k 1 , k 2 ∈ IR + and λ ∈ [0, 1] be given arbitrarily. The concavity of F and (5.29) yield
. This justifies the concavity of φ. Now, suppose that φ is concave on IR + . If F is not concave on IR + × (0, +∞), then there exist (K 1 , L 1 ), (K 2 , L 2 ) in IR + × (0, +∞) and λ ∈ (0, 1) such that
By (5.29) , it holds that F (K, L) = Lφ K L for any (K, L) ∈ IR + × (0, +∞). Therefore, we have
Dividing both sides of this inequality by λL 1 + (1 − λ)L 2 gives
, µ ∈ (0, 1), and
Thus, (5.31) means that
This contradicts to the assumed concavity of φ on IR + and completes the proof.
We have seen that the assumption on the concavity of φ used in Theorem 3.2 can be verified directly on F .
Regularity of the optimal economic growth processes
Solution regularity is an important concept which helps one to look deeper into the structure of the problem in question. One may have deal with Lipschitz continuity, Hölder continuity, and degree of differentiability of the obtained solutions. We refer to [22, Chapter 11] for a solution regularity theory in optimal control and to [11, Theorem 9.2, p. 140 ] for a result on the solution regularity for variational inequalities.
The results of Sections 3 and 4 assure that, if some mild assumptions on the per capital function and the utility function are satisfied, then (GP ) has a global solution (k,s) with k(·) being absolutely continuous on [t 0 , T ] ands(·) being measurable. Since the saving policys(·) on the time segment [t 0 , T ] cannot be implemented if it has an infinite number of discontinuities, the following concept of regularity of the solutions of the optimal economic growth problem (GP ) appears in a natural way.
Definition 5.1. A global solution (k,s) of (GP ) is said to be regular if the propensity to save functions(·) only has finitely many discontinuities of first type on [t 0 , T ]. This means that there is a positive integer m such that the segment [t 0 , T ] can be divided into m subsegments
, and the one-sided limit lim t→τ i +s (t) (resp., lim t→τ i −s (t)) exists for each i ∈ {0, 1, . . . m − 1} (resp., for each i ∈ {1, . . . m}).
In Definition 5.1, ass(t) ∈ [0, 1] for every t ∈ [t 0 , T ], the one-sided limit lim t→τ i +s (t) (resp., lim t→τ i −s (t)) must be finite for each i ∈ {0, 1, . . . m − 1} (resp., for each i ∈ {1, . . . m}). Proposition 5.4. Suppose that the function φ is continuous on [t 0 , T ]. If (k,s) is a regular global solution of (GP ), then the capital-to-labor ratiok(t) is a continuous, piecewise continuously differentiable function on the segment [t 0 , T ]. In particular, the functionk(·) is Lipschitz on [t 0 , T ].
Proof. Since (k,s) is a regular global solution of (GP ), there is a positive integer m such that the segment [t 0 , T ] can be divided into m subsegments [τ i , τ i+1 ], i = 0, . . . , m − 1, and all the requirements stated in Definition 5.1 are fulfilled. Then, for each i ∈ {0, . . . , m − 1}, from the first relation in (2.12) we havė k(t) =s(t)φ(k(t)) − σk(t), a.e. t ∈ (τ i , τ i+1 ).
(5.32)
Hence, by the continuity of φ on [t 0 , T ] and the continuity ofs(·) on (τ i , τ i+1 ), we can assert that the derivativek(t) exists for every t ∈ (τ i , τ i+1 ). Indeed, fixing any pointt ∈ (τ i , τ i+1 ) and using the Lebesgue Theorem [12, Theorem 6, p. 340] for the absolutely continuous functionk(·), we havek (t) = t tk (τ )dτ, ∀t ∈ (τ i , τ i+1 ), (5.33) where integral on the right-hand-side of the equality is understood in the the Lebesgue sense.
Since the Lebesgue integral does not change if one modifies the integrand on a set of zero measure, thanks to (5.32) we havē As the integrand of the last integral is a continuous function on (τ i , τ i+1 ), the integration in the Lebesgue sense coincides with that in the Riemanian sense, (5.34) proves our claim that the derivativek(t) exists for every t ∈ (τ i , τ i+1 ). Moreover, taking derivative of both sides of the equality (5.33) yieldsk (t) =s(t)φ(k(t)) − σk(t), ∀t ∈ (τ i , τ i+1 ). (5.35) So, the functionk(·) is continuously differentiable of (τ i , τ i+1 ). In addition, the relation (5.35) and the existence of the finite one-sided limit lim t→τ i +s (t) (resp., lim t→τ i −s (t)) for each i ∈ {0, 1, . . . m − 1} (resp., for each i ∈ {1, . . . m}) implies that the one-sided limit lim t→τ i +k (t) (resp., lim t→τ i −k (t)) is finite for each i ∈ {0, 1, . . . m − 1} (resp., for each i ∈ {1, . . . m}. Thus, the restriction ofk(·) on each segment [τ i , τ i+1 ], i = 0, . . . , m − 1, is a continuously differentiable function. We have shown that the capital-to-labor ratiok(t) is a continuous, piecewise continuously differentiable function on the segment [t 0 , T ].
We omit the proof of the Lipschitz property of on [t 0 , T ] ofk(·), which follows easily from the continuity and piecewise continuously differentiablity of the function by using the classical mean value theorem.
We conclude this subsection by two open questions and three independent conjectures, whose solutions or partial solutions will reveal more the beauty of the optimal economic growth model (GP ).
Open question 1: The assumptions of Theorem 3.1 are not enough to guarantee that (GP ) has a regular global solution?
Open question 2: The assumptions of Theorem 3.2 are enough to guarantee that every global solution of (GP ) is a regular one?
Conjectures: The assumptions of Theorem 4.1 guarantee that (a) (GP ) has a unique global solution;
(b) Any global solution of (GP ) is a regular one; (c) If (k,s) is a regular global solution of (GP ), then the optimal propensity to save functions(·) can have at most one discontinuity on the time segment [t 0 , T ].
