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implementací a dosaženými výsledky. Výstupem práce je systém realizující návrh obra-
zových filtrů podle definovaných parametrů.
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ABSTRACT
This diploma thesis deal with tree genetic programming algorithm. This idea is applied
for solving symbolic regression tasks as well designs image filters. At first are introduced
a basic concept of genetic programming and reduction of solution space. The next part
presents own implementation and achieved results. Result of this work is modular system
for making image filters define by specific parameters.
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ÚVOD
Genetické programování je systematická metoda řešení problému, kdy na začátku
algoritmu je znám výsledek a hledá se řešení, jak dosáhnout daného výsledku apli-
kováním operátorů, podobným genetickým operátorům vyskytujícím se v přírodě,
na populaci programů. Výstupem genetického programování je počítačový program.
Tento program bývá nejčastěji reprezentován jako stromová struktura. Genetické
programování má uplatnění například při návrhu analogových a číslicových obvodů
v robotice,chemii či při návrhu filtrů pro obrazové zpracování.
Klasickým přístup v oblasti návrhu obrazových filtrů, je statický návrh člověkem.
Nevýhodou tohoto přístupu je časová náročnost a možnost uvíznutí u nevyhovujícího
řešení.
Cílem této práce je navrhnout systém, který by řešil úlohy symbolické regrese
a automatizovaného návrhu obrazových filtrů. Na základě prostudované teorie jsou
implementovány dvě metody pro omezení prohledávacího prostoru, které přispívají
k hledání smysluplných řešení.
První metodou je omezení na základě gramatiky, kdy je implementována bez-
kontextová gramatika. Na tomto principu je implementována metoda pro inicializaci
populace a dva operátory. Jeden operátor křížení a jeden operátor mutace.
Druhá metoda je založená na sémantickém omezení, kdy operace křížení a mutace
jsou prováděny na základě sémantické stejnosti nebo podobnosti.
Pro každou z úloh řešených tímto systémem jsou vytvořeny příkladové funkce.
Je ukázáno, že systém je schopný řešit úlohy symbolické regrese. Pro oblast návrhu
filtrů je příkladem detekce tepny v ultrazvukovém obraze.
Pro urychlení výpočtů jsou v systému jsou implementovány dvě úrovně parale-
lizace. Paralelizace systému přinesla výrazné urychlení především pro návrh filtrů.
Je paralelizovaná inicializace populace a operace křížení a mutace.
Práce je strukturována následovně - nejprve je čtenář seznámen s teorií stro-
mového genetického programování, gramatikou řízeným genetickém programování
a sémantikou ovlivněnými genetickými operátory. V další části jsou popsány sou-
části systému. Následují části věnované prezentaci dosažených výsledků. Poslední
části je pak diskuze dosažených výsledků.
13
1 GENETICKÉ PROGRAMOVÁNÍ
Genetické programování (GP, Genetic Programming) je jedna z evolučních výpo-
četních technik (ECT, Evolutionary Computing Technique), která slouží k řešení
optimalizačních problémů pomocí počítačů, založená na zjednodušeném Darwinově
principu evoluce. Tento princip vychází z tvrzení, že lépe adaptovaní jedinci mají
větší pravděpodobnost přežití a reprodukce. Genetická výbava jedinců se může lišit
a její změna se děje převážně náhodně. V GP je genetická výbava jedince označována
jako genotyp a je reprezentována jeho kódem (programem). Interpretací genotypu
je fenotyp, což je výsledek vyhodnocení programu.[9][19]
GP pracuje s populací jedinců. Každý jedinec představuje možné řešení daného
problému. Ve většině případů bývá jedinec reprezentován jedním chromozomem.
Chromozom je hierarchicky strukturovaný počítačový program. Nejčastěji bývají
struktury založeny na abstraktním datovém typu strom (ADT, Abstract Data Type)
nebo na orientovaných acyklických grafech.[19]
Za zakladatele GP je považován britský vědec John R. Koza, který ve svých
pracích položil teoretické základy GP a také definoval testovací příklady pro ověření
funkčnosti GP. Jako příklad lze uvést problém umělého mravence nebo příklady
z oblasti symbolické regrese. S rozvojem výpočetní techniky nachází GP uplatnění
v mnoha oblastech, například v medicíně, ekonomii, v oblasti komunikačních tech-
nologií, vojenských technologií, biochemii a mnoha jiných.[14]
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2 STROMOVÉGENETICKÉ PROGRAMOVÁNÍ
Pro popis struktury programu stromového genetického programování (TGP, Tree
Genetic Programming) se používá syntaktický strom skládající se z uzlů, které obsa-
hují terminály (proměnné a konstanty) a neterminály (funkce). V GP je pro nalezení
problému potřeba vložit vstupní data, také označovaná jako trénovací data, která
si lze představit jako množinu dvojic hodnot na vstupu a očekávanou (požadova-
nou) hodnotou na výstupu. Dále se definuje množina neterminálů N , kam mohou
například patřit aritmetické operace, logické funkce, matematické funkce a další
a množina terminálů T , kterými je možné vytvořit syntaktický strom a daný úkol
řešit. Příklad syntaktického stromu je zobrazen na obrázku 2.1.[12]
Obr. 2.1: Syntaktický strom výrazu 𝑥− 𝑧 + 𝑥
2.1 Požadavky uzavřenosti a postačitelnosti
Podle [12][6] musí množina terminálů a neterminálů splňovat požadavky uzavřenosti
a postačitelnosti.
Požadavek uzavřenosti říká, že všechny neterminály z množiny N musí přijmout
jako vstup jakýkoliv jiný neterminál nebo terminál z této množiny. To znamená,
že jakýkoliv prvek z množiny terminálů T nebo množiny neterminálů N může být
potomkem uzlu v syntaktickém stromu. Tímto omezením se dosáhne vždy spustitel-
ného jedince.[12][6]
Pro celou řadu aplikací genetického programování není možné nebo výhodné
zachovat požadavek uzavřenosti množiny terminálů a neterminálů. Tento problém
řeší silně typové genetické programování (STGP, Strongly Typed Genetic Program-
ming), případně použití bezkontextové gramatiky (CFG, Context-Free Grammar).
STGP pracuje na principu přiřazení typu každému neterminálu a terminálu. Tento
typ pak určuje typ výstupních dat. Dále je nutné pro neterminály specifikovat počet,
typy a pořadí vstupů.[6]
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Požadavek postačitelnosti vyžaduje, aby bylo pomocí množiny terminálů T a mno-
žiny neterminálů N možné vyjádřit řešení daného problému.[12]
2.2 Inicializace populace
Jedinci počáteční populace jsou vytvářeni náhodným výběr terminálů a neterminálů
z definovaných množin T a N . Pro generování syntaktických stromů počáteční
populace existují tyto dvě základní metody:
• Úplná metoda (FULL) - všechny stromy mají definovanou maximální hloubku.
Maximální hloubka je délka cesty od kořene stromu k nejvzdálenějšímu termi-
nálu. Pokud se generuje uzel v hloubce, která je menší než maximální hloubka,
náhodně se vybírá pouze z množiny neterminálů N . Pokud se generuje uzel
v hloubce, která je rovna maximální, náhodně se vybírá jen z množiny T . Tato
metoda generuje úplný strom. Na obrázku 2.2 je zobrazen syntaktický strom
s maximální hloubkou 𝐻𝑚𝑎𝑥 = 3 generovaný touto metodou.[14]
Obr. 2.2: Uplný strom s 𝐻𝑚𝑎𝑥 = 3
• Růstová metoda (GROW) - u této mody je také definovaná maximální hloubka.
Na rozdíl od úplné metody se generuje uzel v hloubce, která je menší než
maximální hloubka náhodným výběrem z množiny F . Množina F vznikne
sjednocením T a N . Pokud se tedy vybere terminál, je generování větve ukon-
čeno, přestože nebylo dosaženo maximální hloubky. Růstová metoda generuje
stromy, které mají nepravidelný tvar. Obrázek 2.3 zobrazuje syntaktický strom
s maximální hloubkou 𝐻𝑚𝑎𝑥 = 3 generovaný touto metodou.[14]
Při řešení dané úlohy není známo, jak bude syntaktický strom vypadat. Zda
bude úplný nebo neúplný. Dle [14] navrhl Koza metodu Půl-na-půl (Ramped half-
and-half). Tato metoda je kombinací úplné a růstové metody. Polovina populace je
generována růstovou a polovina úplnou metodou. Generování populace je odstupňo-
vané podle hloubky stromu. Je-li maximální hloubka 6 pak 20% jedinců bude mít
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Obr. 2.3: Neúplný strom s 𝐻𝑚𝑎𝑥 = 3
hloubku 2, 20% bude mít hloubku 3, 20% bude mít hloubku 4 a stejné to bude i pro
hloubky 5, 6.[14][19]
Za výhodu těchto metod lze považovat jejich snadnou implementovatelnost. Na-
proti tomu mají několik nevýhod [15]:
• algoritmy vybírají všechny terminály a neterminály se stejnou pravděpodob-
ností. Pokud je při řešení úlohy některý terminál nebo neterminál více prav-
děpodobný, není možné jej preferovat.
• algoritmy neposkytují kontrolu nad vytvářenou syntaktickou strukturou.
• algoritmy jsou vázány na maximální hloubku. To neposkytuje možnost vytvá-
řet stromy předem určené průměrné velikosti nebo hloubky.
Nevýhody růstové a úplné metody řeší pravděpodobnostní vytváření stromů
(PTC, Probabilistic Tree-Creation) 1 a 2. Tyto algoritmy umožňují definovat jak ma-
ximální hloubku, tak i pravděpodobnost výběru terminálu nebo neterminálu. PTC1
je modifikace růstové metody. Umožňuje definovat pravděpodobnost výběru termi-
nálu nebo neterminálu. Parametry při vytváření stromu jsou maximální hloubka
a očekávaná velikost stromu. To zaručuje, že v průměru budou stromy očekávané
velikosti. Nevýhodou PTC1 oproti PTC2 je skutečnost, že PTC1 neposkytuje kon-
trolu nad rozptylem velikostí stromů.[15]
2.3 Ohodnocení jedince
Poté co je populace vytvořena, je třeba určit kvalitu jednotlivých jedinců. K tomuto
ohodnocení se používá fitness funkce. Metoda měření kvality jedince je důležitým
faktorem pro konvergenci algoritmu k přijatelnému výsledku. Zároveň se jedná o nej-
problematičtější část procesu adaptace v GP, protože je nutné zajistit objektivní
hodnocení jedinců. Základní způsoby jak určit fitness v GP jsou tyto [22]:
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• čistá fitness (raw fitness) - měření kvality jedince se často provádí na tréno-
vací množině, kterou si lze představit jako množinu dvojic hodnot na vstupu
a očekávanou (požadovanou) hodnotou na výstupu. Výsledná fitness hodnota
je dána vztahem 2.1
𝑓𝑖 =
𝑁∑︁
𝑛=1
|𝐻𝑣(𝑖, 𝑛)−𝐻𝑝(𝑛)| , (2.1)
kde 𝐻𝑣(𝑖, 𝑛) je vypočítaná hodnota i-tého jedince pro n-tou sadu trénovacích
hodnot a 𝐻𝑝(𝑛) je očekávaná hodnota n-té sady. Čím je hodnota fi menší, tím
kvalitnější řešení daný jedinec představuje.[22]
• standardizovaná fitness (standardized fitness) - je přepočet čisté fitness na re-
ferenční hodnotu. Například, je–li čistá fitness jedince 𝑓𝑖 = 35, maximální
fitness (tedy přesný výsledek) je například 100, pak je standardizovaná fitness
100− 35 = 65 podle vztahu 2.2
𝑠𝑖 = 𝑟𝑚𝑎𝑥 − 𝑓𝑖, (2.2)
kde 𝑓𝑖 je čistá fitness a 𝑟𝑚𝑎𝑥 je referenční hodnota fitness.[22]
Dalšími typy fitness funkcí jsou upravená a normalizovaná fitness. Tyto funkce
jsou popsány v [22]. Nejčastěji se používá čistá fitness.[14][19][22]
2.4 Selekce
Po vytvoření populace a ohodnocení jedinců fitness funkcí jsou jedinci vybrání k re-
produkci do další generace. Budou popsány čtyři nejčastější mechanizmy selekce.
2.4.1 Ruletový mechanismus (Roulette wheel selection)
Tato metoda je jednou z implementací pravděpodobnostního výběru jedince podle
jeho fitness ohodnocení (fitness-proportionate selection). Pravděpodobnost p𝑖, že
bude i-tý jedinec vybrán je dána rovnicí:
𝑝𝑖 =
𝑓𝑖∑︀𝑁
𝑛=1 𝑓𝑖
, (2.3)
kde N je počet jedinců v populaci. Z rovnice vyplývá, že jedinci s vyšší hodnotou
fitness mají větší pravděpodobnost výběru. Ruletové kolo se vytvoří tak, že sečteme
všechny fitness hodnoty jedinců a v poměru k hodnotě jedince určíme jeho velikost
na kruhové výseči.[8][18]
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2.4.2 Výběr podle pořadí (Rank selection)
Výhodou této metody je skutečnost, že předchází uváznutí v lokálním maximu,
protože výseče na ruletovém kole nejsou rozděleny úměrně podle hodnoty fitness
funkce. V tomto případě jsou jedinci seřazeni podle velikosti ohodnocení a poté jim
je podle jejich pořadí přidělena výseč na ruletovém kole. Pravděpodobnost, že bude
𝑖-tý jedinec vybrán, je dána vztahem:
𝑝𝑖 =
𝑖∑︀𝑁
𝑛=1 𝑛
= 2× 𝑖
𝑁 × (𝑁 + 1) , (2.4)
kde N je velikost populace a 𝑖 ∈ {1, . . . ,N}. V případě kdybychom měli čtyři
jedince, potom by přiřazené výseče byly podle pořadí od nejlépe ohodnoceného je-
dince: 40%, 30%, 20% a 10%. Výhoda tohoto mechanismu spočívá v tom, že pomáhá
udržovat selektivní tlak i ke konci evoluce, kdy už v populaci převládají silní jedinci
a rozdíl v jejich ohodnocení je velmi nepatrný. Problém může nastat v situaci, kdy
v populaci nejsou žádní výrazní jedinci a jejich rozptyl ohodnocení je nepatrný.
V tom případě budou rozdíly mezi jedinci zveličeny a rozdíl v ohodnocení nejlepšího
a nejhoršího jedince bude N -násobný.[8]
2.4.3 Turnajová selekce (Tournament selection)
Při turnajové selekci se náhodně vybere n jedinců. Nejlépe ohodnocený z vybra-
ných jedinců je vybrán k reprodukci. Takto se turnaj opakuje, dokud není vybrán
potřebný počet jedinců k reprodukci. Pokud by bylo n příliš vysoké, rozdíl mezi
vybranými jedinci by byl malý. To může vést k uváznutí algoritmu GP v lokálním
maximu. Podrobněji je tento způsob výběru popsán v [8].
2.4.4 Elitizmus
Tento způsob výběru umožňuje genetickému programu ponechat si n nejlepších je-
dinců z aktuální populace a bez jakéhokoliv výběru je převést do další generace. Bez
použití elitizmu by tito jedinci nemuseli být vybráni pro postup do další generace.
Pokud by byl počet jedinců vybraných touto metodou příliš veliký, mohlo by se stát,
že by algoritmus GP uvázl v lokálním maximu.[1][8][18]
2.5 Genetické operátory
Jedinci vybraní některou z metod selekce postoupí k reprodukci. Mezi dva základní
genetické operátory patří: křížení a mutace.
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2.5.1 Operátor křížení
Křížení je prováděno tak, že v každém rodičovském syntaktickém stromě se náhodně
zvolí uzel křížení. Poté se vymění podstromy zvolených uzlů. Příklad operátoru kří-
žení je na obrázku 2.4. Z obrázku je patrná změna hloubky syntaktického stromu.
Přestože oba rodičové byli hloubky tři, je jeden z potomků hloubky čtyři. Takto by
mohla vznikat řešení o velkých hloubkách syntaktických stromu. Je vhodné ome-
zit maximální hloubku nově vznikajících potomků. Pokud by křížením byl vytvořen
syntaktický strom, který nesplňuje povolenou hloubku, nebude přidán do nové po-
pulace. Místo něj může být přidán jeden z rodičů.[12]
Obr. 2.4: Operátor křížení v TGP
2.5.2 Operátor mutace
Operátor mutace provádí náhodnou změnu syntaktické struktury stromu. Operátor
náhodně vybere uzel stromu a celý podstrom, který z něj vychází je nahrazen ná-
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hodně vygenerovaným podstromem. Příklad operátoru mutace je na obrázku 2.5.
Mutace přináší do populace rozmanitost a brání tak uvíznutí v lokálním maximu
řešeného problému. Oproti tomu velká míra mutace může populaci degradovat.[12]
V literatuře [9] jsou uvedeny další možnosti mutace:
• Uzlová mutace (point mutation) - dochází k nahrazení neterminálního uzlu ne-
terminálem, který má stejný počet argumentů, nebo k nahrazení terminálního
uzlu jiným terminálem.
• Vyzvedávající mutace (hoist mutation) - nahrazuje celý syntaktický strom ně-
kterým z jeho podstromů.
• Smršťující mutace (shrink mutation) - nahradí náhodně vybraný podstrom
jediným terminálem.
Obr. 2.5: Operátor mutace v TGP
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3 GRAMATIKOU ŘÍZENÉ GENETICKÉ PRO-
GRAMOVÁNÍ
Gramatikou řízené genetické programování (GGGP, Grammar-Guided Genetic Pro-
gramming) je rozšíření klasického GP. Cílem GGGP je zmenšit prohledávací prostor,
ve kterém se může hledané řešení nacházet. Dále řeší problém uzavřenosti, o kterém
již bylo psáno a také problém vytváření spustitelných jedinců. Pro splnění pod-
mínky uzavřenosti používá GGGP bezkontextové gramatiky (CFG, Context-Free
Grammar). CFG se stanoví formální definice syntaktického omezení řešeného úkolu
a jeho možných řešení. Každý jedinec vytvořený GGGP představuje derivační strom,
který reprezentuje jedno z možných řešení a patří do jazyka definovaného CFG.[4]
3.1 Bezkontextová gramatika
CFG G je definována jako čtveřice G = (𝑆,∑︀𝑁 ,∑︀𝑇 , 𝑃 ), kde S představuje kořenový
(startovací) symbol gramatiky, ∑︀𝑁 představuje abecedu neterminálních symbolů,∑︀
𝑇 představuje abecedu terminálních symbolů a P množinu pravidel, která jsou
zapsána v Backusově-Naurově formě (BNF, Backus-Naur Form).[4]
Na základě této gramatiky je každý jedinec populace definován jako derivační
strom, kde jeho kořenový uzel je symbol S , vnitřní uzly jsou tvořeny jen neterminál-
ními symboly a koncové uzly jsou tvořeny pouze terminálními symboly. Derivační
strom představuje řadu kroků, které představují rozepisování pravidel. Ukázka de-
finice gramatiky [4]:
G = (𝑅𝑂𝑂𝑇,∑︀𝑁 ,∑︀𝑇 , 𝑃 ) , kde∑︀
𝑁 = {𝑆,𝐸, 𝐹,𝑁}∑︀
𝑇 = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9,+,−,=}
𝑃 = { 𝑆 ::= 𝐸 = 𝑁 ;
𝐸 ::= 𝐸 + 𝐸|𝐸 − 𝐸|𝐹 + 𝐸|𝐹 − 𝐸|𝑁 ;
𝐹 ::= 𝑁 ;
𝑁 ::= 0|1|2|3|4|5|6|7|8|9 }
3.2 Gramatikou řízená inicializace populace
Dle [4] si otázka inicializace populace v literatuře věnující se GP velkou pozornost
nezískala. V literatuře [16] jsou porovnány algoritmy zmíněné i v této práci. Dle
[4] je pro GGGP běžně používaný přístup generování počáteční populace náhodné
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generování pravidlem gramatiky. Toto generování zajistí platné jedince, ale neu-
možňuje kontrolovat velikost stromu. Termín velikost stromu je významově totožný
s hloubkou stromu.[4]
Gramatikou řízená inicializace (GBIM, Grammar-Based Initialization Method)
je metoda, která patří do nové generace inicializačních metod GGGP. Tato metoda
generuje platné jedince, kteří nejsou větší, než je definovaná povolená velikost. V li-
teratuře [4] je GBIM porovnávána se základními metodami. Důležitými rysy této
metody jsou dobrá rozložení stromu co do velikosti stromu tak co do zastoupení
jedinců v prohledávacím prostoru. Dále výzkum dokázal, že systémy založené na
GGGP dosahují rychlejší konvergence při použití této metody. Generování platných
jedinců, kteří splňují povolenou hloubku, přispívá ke snížení výpočetní náročnosti
z hlediska času a paměti a to především ve velkých populacích.[4]
Metoda GBIM přijímá tři parametry. Jsou to:
1. K - počet jedinců v populaci
2. D - maximální povolená hloubka
3. G - gramatika, definovaná jako G = (𝑆,∑︀𝑁 ,∑︀𝑇 , 𝑃 )
GBIM je popsána třemi kroky [[4]]:
1. Prvním krokem je výpočet délky všech pravidel gramatiky G.
Platí A ::= 𝛼 ∈ 𝑃 , A ∈ ∑︀𝑁 , 𝛼 ∈ ∑︀* : ∑︀ = ∑︀𝑁 ⋃︀∑︀𝑇 . Z toho vyplývají
následující čtyři definice.
Definice 1. Délka pravidla terminálního symbolu a ∈ ∑︀𝑇 je 0. To se zapíše
jako L(a) = 0.
Definice 2. Délka pravidla, které generuje jenom terminální symbol, je 1. To
se zapíše jako L(A ::= a) = 1, kde ∀A ∈ ∑︀𝑁 a ∀a ∈ ∑︀𝑇*.
Definice 3. Délka pravidla A ::= 𝛼 je závislá na délkách pravidel symbolů,
které tvoří toto pravidlo. To se zapíše jako L(A ::= 𝛼.)
Definice 4. Délka pro neterminální symbol A je minimální délka z délek všech
jeho pravidel. To se zapíše jako L(A).
2. Druhým krokem je výpočet délky L(S) = 𝑑. Tato délka se stanoví jako mini-
mální velikost derivačního stromu, který je tato gramatika schopna vytvořit
tak, aby 𝑑 ≤ D, kde D je maximální povolená hloubka stromu.
3. Třetím krokem je vytvoření stromu podle pravidel.
(a) Symbol S je označen jako aktuální neterminál A a aktuální velikost (CS,
Current Size) je nastavena na hodnotu 0.
(b) A se bude generovat pravidlem A ::= 𝛼, které splňuje CS+L(A ::= 𝛼) ≤
D. Toto pravidlo je vybráno náhodně.
(c) Pro každý neterminál B ∈ 𝛼, se B označí jako aktuální neterminál, zvýší
se CS o jedničku a jsou opakovány kroky b, c.
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V tabulce 3.1 jsou zobrazeny pravidla definovaná gramatikou a jejich minimální
délka, která je spočítána podle definic 1–4.
Tab. 3.1: Definovaná pravidla p a jejich minimální délky Lp [4]
Pravidlo p Délka pravidla Lp
S::=E=N 3
E::=E + E 3
E::=E - E 3
E::=F + E 3
E::=F - E 3
E::=N 2
F::=N 2
N::=0,1,2,3,4,5,6,7,8,9 1
3.3 Gramatikou řízené křížení
Gramatikou řízené křížení (GBC, Grammar-Based Crossover) je operátor navržený
pro GGGP. Tento operátor má tři důležité vlastnosti [3]:
• předchází bobtnání (bloat) stromů
• poskytuje dostatečnou schopnost prohledávat stavový prostor
• za nejdůležitější vlastnost lze považovat schopnost zvýšit rychlost konvergence,
ve smyslu počtu generací, které jsou třeba k dosažení konvergence, při použití
nejednoznačné gramatiky.
GBC vytváří vždy spustitelné jedince. Postup křížení bude popsán ve dvanácti
krocích [3]:
1. Pro každý uzel v derivačním stromu, který obsahuje neterminální symbol se
určí n-tice N = (Z , 𝑠𝑜𝑢ř), kde Z je neterminální symbol a 𝑠𝑜𝑢ř je pozice
uzlu v derivačním stromě. Označíme jeden ze dvou derivačních stromů jako
prvního rodiče a vytvoříme množinu neterminálních symbolů NT , která je
tvořena označenými uzly prvního rodiče.
2. Pokud NT ̸= 0, vybereme z této množiny náhodně jeden symbol, který ozna-
číme jako uzel křížení CN1 (crossover node). Pokud by NT = 0, potom křížení
není možné. Do nové populace se přidají dva potomci, kteří jsou totožní s ro-
diči.
3. Dalším krokem je získání rodičovského uzlu pro uzel křížení. Pro tento uzel
existuje minimálně jedno pravidlo, podle kterého lze rozgenerovat daný symbol
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a podle kterého byli generování potomci tohoto uzlu. Všechna tato pravidla
obsahuje R. Proto R = [𝐸 + 𝐸,𝐸 − 𝐸,𝐹 + 𝐸,𝐹 − 𝐸,𝑁 ].
4. Je vytvořena n-tice T = (𝑙, 𝑝, 𝛼), kde 𝛼 je pravidlo, které generoval rodičovský
uzel uzlu CN1, 𝑙 je délka pravidla, definována jako počet terminálních a neter-
minálních symbolů, které pravidlo obsahuje, 𝑝 je pozice CN1 v pravidle. Tedy
T = (3, 1, 𝐸 + 𝐸).
5. Z R jsou odebrána všechna pravidla, která mají jinou délku, než je l. Potom
R = [𝐸 + 𝐸,𝐸 − 𝐸,𝐹 + 𝐸,𝐹 − 𝐸].
6. Každý symbol pravidla z R je porovnán se symboly pravidla 𝛼, kromě symbolu
na pozici 𝑝. Z 𝑅 jsou odstraněna všechna pravidla, která jsou rozdílná. Tedy
pravidla 𝐸 − 𝐸 a 𝐹 − 𝐸 jsou odebrána z R, protože se terminální symbol −
nevyskytuje v pravidle 𝛼. Pak R = [𝐸 + 𝐸,𝐹 + 𝐸].
7. Vytvoříme množinu X , která bude obsahovat všechny neterminální symboly
pravidel z R, které se v těchto pravidlech vyskytují na pozici 𝑝. V tomto
případě 𝑋 = [𝐸,𝐹 ].
8. Pokud bude 𝑋 ̸= 0 potom je náhodně vybrán symbol CS . Dále je vytvořena
množina P. P bude obsahovat všechny uzly z druhého rodiče, které obsahují
symbol CS . Pokud by 𝑋 = 0 pak není možné určit uzel křížení ve druhém
rodiči a křížení není možné. Proto se z NT odebere symbol obsažený v CN1
a přejde se zpět ke kroku 2. V tomto případě bude náhodně CS vybrán z X .
Takže CS = 𝐹 . Vytvoří se množina PN obsahující všechny uzly druhého ro-
diče, obsahující neterminální symbol F . Potom PN = {(𝐹, (1, 1, 1))}.
9. Pokud je PN ̸= 0 je CN2 vybrán z PN náhodně. V případě, že PN = 0, potom
bude CS odebrán z množiny X a přejde se zpět ke kroku 8. V ukázce je jediná
možná volba pro výběr CN2 a to CN2 = (𝐹, (1, 1, 1)).
10. Vypočítá se P1 jako součet hloubky, ve které se nachází uzel CN1 a hloubky
podstromu, který má kořenový uzel CN2. Podobně je P2 rovno součtu hloubky,
ve které se nachází uzel CN2 a hloubky podstromu, kterou má kořenový uzel
CN1. Pokud je P1 nebo P2 větší než maximální povolená hloubka D, je CN2
odebrán z množiny PN a přejde se zpět ke kroku 9. V tomto případě je P1 =
2 + 2, P2 = 3 + 2 a D = 6 proto P1 ,P1 < 6.
11. Pokud neterminální symboly obsažené v uzlech CN1 a CN2 jsou stejné, je
možné provést křížení výměnou podstromů, kde kořeny podstromů jsou CN1
a CN2. Výměnou vzniknou dva noví potomci.
12. V opačném případě dochází ke změně symbolu na pozici uzlu CN2 a je nutné
ověřit, zda pro rodičovský uzel uzlu CN2 existuje pravidlo, odpovídající pravi-
dlu, které generovalo CN2 s tím rozdílem, že na pozici p musí být neterminální
symbol CS , tedy symbol obsažený v CN1. V případě, že je takové pravidlo na-
lezeno, bude zachována syntaktická správnost a je možné provést křížení výmě-
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nou podstromů, kde kořeny podstromů jsou CN1 a CN2. Výměnou vzniknou
dva noví potomci. V případě, že takové pravidlo nebylo nalezeno, se odebere
CN2 z množiny PN a přejde se zpět ke kroku 9.
3.4 Gramatikou řízená mutace
Gramatikou řízená mutace (GBM, Grammar-based mutation) patří mezi operátory
mutace vytvořené pro GGGP. Důležitou vlastností, kterou se tento operátor odli-
šuje od ostatních, je změna neterminálního symbolu uzlu mutace (MN, Mutation
Node). To vede ke zvětšení schopnosti prohledávat stavový prostor a ke snížení prav-
děpodobnosti uváznutí v lokálním maximu. Vstupem tohoto operátoru je maximální
povolená hloubka D mutovaného jedince a gramatika s vypočítanými minimálními
délkami pravidel tak, jak je to ukázáno v 3.2. Princip toho operátoru bude popsán
ve čtrnácti krocích. Prvních sedm kroků je totožných jako u operátoru GBC, a proto
zde nebudou znovu uvedeny. V sedmém kroku se vytvoří množina X obsahující ne-
terminální symboly, které jsou možnými kandidáty na neterminální symbol MN.
Následují další kroky [3]:
8. Pokud bude X ̸= 0, potom je náhodně vybrán symbol CS . Pokud by 𝑋 = 0,
pak není množné určit uzel mutace. Proto se z NT odebere symbol obsažený
v MN a přejde se zpět ke kroku 2. V tomto příkladu je náhodně vybrán CS =
𝐹 .
9. Je určena hloubka mutace (ML, Mutation Length) jako rozdíl mezi maximální
povolenou hloubkou D a hloubkou, ve které je MN. V tomto případě je MN
v hloubce 2 a D = 6. Proto ML = 6− 2 = 4.
10. Aktuální hloubka (CD, Current Depth) se nastaví na hodnotu 0.
11. Je vytvořena množina pravidel PP obsahující všechna pravidla splňující CD+
L (CS ::= 𝛼) ≤ ML, kde 𝛼 ∈ ∑︀* : ∑︀ = ∑︀𝑁 ⋃︀∑︀𝑇 . Pokud je PP = 0, pak
není možné vytvořit mutací potomka, který by byl validní s hloubkou menší
než D a je nutné odebrat CS z množiny X a pokračovat od kroku 8.
12. V tomto případě je ale podmínka splněna a náhodně je vybráno jedno pravidlo.
Vybrané pravidlo je F ::= N . Podle vybraného pravidla bude dále pokračovat
generování podstromu.
13. Pro všechny neterminály B ∈ 𝛼,B ∈ ∑︀𝑁 určíme pravidla B ::= 𝛽, 𝛽 ∈ ∑︀*,
taková, která splňují (CD+ 1) + L (B ::= 𝛽) ≤ ML. Rekurzivním opakováním
kroku 13 je vytvořen podstrom, který nepřesahuje D.
14. Podstrom, jehož kořenem je uzel mutace, je nahrazen podstromem vytvořeném
v krocích 11–13.
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4 SÉMANTIKOUOVLIVNĚNÉGENETICKÉ PRO-
GRAMOVÁNÍ
Sémantika obecně je disciplína zabývající se významem slov a znaků. Netýká se tedy
jen programování, ale výrazně se uplatňuje například v lingvistice či logice. V TGP
je většina genetických operátorů zaměřena především na syntaktickou správnost
a sémantický význam stromu je uvažován pouze při ohodnocení jedince, kdy jeho
výsledek představuje sémantický význam. Přestože bylo prokázáno, že tato kombi-
nace je účinná, je neobvyklá z pohledu klasických počítačových programů. Při změně
počítačového programu by se měla věnovat pozornost změně jeho významu a nespo-
léhat jen na syntaktickou správnost. Počítačové programy nejsou tedy jen omezeny
syntaxí, ale i sémantikou.[24]
V [23][24][25][2] byly prezentovány celkem čtyři genetické operátory řízené sé-
mantikou. Tyto operátory lze rozdělit do dvou skupin:
• První skupina pracuje na principu určení zda dva podstromy jsou sémanticky
ekvivalentní.
• Druhá skupina pak na principu zda dva podstromy jsou sémanticky podobné.
V oblasti reálných čísel spadá určení sémantického významu podstromu do sku-
piny NP-úplných problémů [23][24][5]. Pro výpočet se používá aproximované určení
sémantiky, kdy se počítá sémantický význam pro náhodně zvolené body z dané
oblasti problému. Tuto sémantiku nazvěme vzorkovaná sémantika (SS, Sampling
Semantics).[23]
Formálně je vzorkovaná sémantika definováno takto [23]:
Nechť funkce 𝐹 je vyjádření stromu(podstromu) 𝑇 na dané oblasti problémů 𝐷.
Nechť 𝑃 je množina bodů z dané oblasti. 𝑃 = {𝑝1, 𝑝2, . . . , 𝑝𝑁}. Pak vzorkovaná sé-
mantika stromu(podstromu) 𝑇 na množině bodů 𝑃 je množina 𝑆 = {𝑠1, 𝑠2, . . . , 𝑠𝑁},
kde 𝑠𝑖 = 𝐹 (𝑝𝑖), 𝑖 = 1, 2, . . . , 𝑁 .
Určení hodnoty 𝑁 je závislé na řešeném problému. Pokud bude 𝑁 malé, nemusí
být vzorkovaná sémantika přesná. Pokud bude 𝑁 příliš vysoké, bude vzorkovaná
sémantika přesná, ale časově náročnější na výpočet.[23]
Na základě vzorků sémantiky je definována mezi dvěma stromy(podstromy) vzor-
kovaná sémantická vzdálenost (SSD, Sampling Semantics Distance). Nechť 𝑅 =
{𝑟1, 𝑟2, . . . , 𝑟𝑁} je množina vzorků stromu(podstromu) 𝑆𝑡1 a 𝑄 = {𝑞1, 𝑞2, . . . , 𝑞𝑁} je
množina vzorků stromu(podstromu) 𝑆𝑡2 na stejné množině vzorkovacích bodů, pak
SSD mezi 𝑆𝑡1 a 𝑆𝑡2 je definována rovnicí
𝑆𝑆𝐷(𝑆𝑡1, 𝑆𝑡1) = |𝑟1 − 𝑞1|+ |𝑟2 − 𝑞2|+ . . .+ |𝑟𝑁 − 𝑟𝑁 | .[23] (4.1)
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V dalším části práce bude pod pojmem sémantika uvažována právě vzorkovaná
sémantika.
4.1 Určení sémantické ekvivalence
Dva podstromy jsou ekvivalentní (SE, Semantically Equivalent) pokud jsou si do-
statečně sémantiky podobné v závislosti na parametru nazývaném sémantická citli-
vost(semantic sensitivity). Formálně zapsáno takto :
𝑆𝐸(𝑆𝑡1, 𝑆𝑡1) = if 𝑆𝑆𝐷(𝑆𝑡1, 𝑆𝑡1) < 𝜖 then true
else false,
kde parametr 𝜖 je sémantická citlivost.[23]
4.2 Určení sémantické podobnosti
Dva podstromy jsou si podobné pokud jejich SSD leží v zadaném intervalu. Formálně
zapsáno takto :
𝑆𝑆(𝑆𝑡1, 𝑆𝑡1) = if 𝛼 < 𝑆𝑆𝐷(𝑆𝑡1, 𝑆𝑡1) < 𝛽 then true
else false,
kde parametr 𝛼 je dolní sémantické citlivosti a 𝛽 je horní hranice sémantické
citlivosti.[23]
4.3 Operátory založené na ekvivalenci
V [23][24][25][2] jsou uvedeny dva operátory založené na tomto principu. Sémantikou
vědomé křížení (SAC, Semantics aware crossover) a sémantikou vědomá mutace
(SAM, Semantics aware mutation).
SAC se při křížení snaží předejít výměně dvou podstromů, které jsou sémanticky
ekvivalentní. Tyto podstromy mohou být syntakticky různé, ale jejich křížení vytvoří
potomky, kteří budou významově stejní jako rodiče. Pokud nejsou dva náhodně
vybrané podstromy sémanticky ekvivalentní, je křížení provedeno a do populace se
přidají dva nově vytvoření potomci. Pokud jsou ekvivalentní, křížení je zastaveno
a do populace se přidají rodiče.[23][24]
SAM se snaží aby podstrom, jehož kořenem je uzel mutace, nebyl sémanticky
ekvivalentní s nově vytvořeným podstromem. Důvod je stejný jako u SAC. Mutace
je provedena v případě, kdy nejsou sémanticky ekvivalentní. V případě, že jsou, je
nově vybrán uzel mutace, nově vygenerován podstrom a mutace je provedena bez
ohledu na sémantickou ekvivalenci.[2][25]
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4.4 Operátory založené na podobnosti
V [23][25][2] jsou uvedeny dva operátory založené na tomto principu. Na séman-
tické podobnosti založené křížení (SSC, Semantic similarity-based crossover) a na
sémantické podobnosti založená mutace (SSM, Semantic similarity-based mutation).
SSC je rozšíření operátoru SAC. SSC se snaží při křížení předejít výměně dvou
podstromů, které jsou sémanticky ekvivalentní, ale také se snaží aby vyměněné pod-
stromy nebyly příliš sémanticky odlišné. Příliš velká sémantická odlišnost může mít
za následek stav, kdy kvalita jedinců nemá vzestupnou tendenci ale mění se sko-
kově. Další odlišnost od SAC spočívá v opakování pokusu provést křížení, pokud
nejsou dva podstromy sémanticky podobné. V případě že dojde k vyčerpání pokusů
o provedení křížení pomocí sémantické podobnosti je provedeno náhodné křížení.
Podrobněji tento algoritmus popisuje 1.[23]
Algoritmus: SSC
1 vyber prvního rodiče 𝑃1;
2 vyber druhého rodiče 𝑃2;
3 Pocitadlo = 0 ;
4 while Pocitadlo < MaxPocetPokusu do
5 vyber náhodně bod křížení v 𝑃1 a získej podstrom 𝑆𝑡1;
6 vyber náhodně bod křížení v 𝑃2 a získej podstrom 𝑆𝑡2 ;
7 vygeneruj body 𝑃 ;
8 spočítej 𝑆𝑆𝐷(𝑆𝑡1, 𝑆𝑡2);
9 if 𝑆𝑡1 je podobný 𝑆𝑡2 then
10 proveď křížení ;
11 přidej potomky do populace;
12 ukonči;
13 else
14 Pocitadlo = Pocitadlo + 1;
15 end
16 end
17 if Pocitadlo = MaxPocetPokusu then
18 vyber náhodně bod křížení v 𝑃1 a získej podstrom 𝑆𝑡1;
19 vyber náhodně bod křížení v 𝑃2 a získej podstrom 𝑆𝑡2 ;
20 proveď křížení ;
21 přidej potomky do populace;
22 ukonči;
23 end
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SSM pracuje na stejném principu jako SSC, jen provádí mutaci. Detailně postup
mutace popisuje algoritmus 2.[2]
Algoritmus: SSM
1 vyber rodiče 𝑃 ;
2 Pocitadlo = 0 ;
3 while Pocitadlo < MaxPocetPokusu do
4 vyber náhodně bod mutace v 𝑃 a získej podstrom 𝑆𝑡1;
5 vygeneruj náhodně podstrom 𝑆𝑡2 ;
6 vygeneruj body 𝑃 ;
7 spočítej 𝑆𝑆𝐷(𝑆𝑡1, 𝑆𝑡2);
8 if 𝑆𝑡1 je podobný 𝑆𝑡2 then
9 proveď mutaci nahrazením 𝑆𝑡2 za 𝑆𝑡1;
10 přidej potomka do populace;
11 ukonči;
12 else
13 Pocitadlo = Pocitadlo + 1;
14 end
15 end
16 if Pocitadlo = MaxPocetPokusu then
17 vyber náhodně bod mutace v 𝑃 a získej podstrom 𝑆𝑡1;
18 vygeneruj náhodně podstrom 𝑆𝑡2 ;
19 proveď mutaci nahrazením 𝑆𝑡2 za 𝑆𝑡1;
20 přidej potomka do populace;
21 ukonči;
22 end
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5 IMPLEMENTACE SYSTÉMU
Na základě získaných teoretických poznatků byl implementován systém, který vy-
užívá jak GGGP tak sémantikou ovlivněné genetické operátory. Cílem bylo udělat
systém co nejvíce modulární tak, aby při použití na jiných příkladech se musel sys-
tém co nejméně měnit. Je zřejmé, že části pro výpočet fitness funkce či příkladová
funkce, jejíž význam bude vysvětlen v dalším textu, se budou muset vždy vytvořit
podle dané úlohy.
Systém bude otestován na příkladu symbolické regrese a detekci artérie v ultra-
zvukovém obraze. Pro tyto úlohy byly třídy počítající fitness a třídy reprezentující
daný příklad udělány na míru.
Následující kapitoly popisují dílčí části systému a jejich vzájemné souvislosti. Ve
velké části tříd či metod vystupuje jako parametry třída ConfigurationEM. Tato
třída načítá z konfiguračního souboru konfigurační parametry a některé parame-
try je možné měnit i v kódu. Konkrétní nastavení parametrů bude uvedeno až při
prezentaci dosažených výsledků.
5.1 Chromozom a jeho části
Chromozom představuje základní prvek populace a skládá se z množiny genů. Gen
je ve stromové struktuře reprezentován uzlem.Každý uzel obsahuje funkci, kterou
daný uzel ve stromové struktuře vykonává.
5.1.1 Neterminály a terminály
Implementované neterminální a terminální symboly budou popsány v dalších kapi-
tolách. Neterminální symboly jsou odvozeny od třídy NonTerminal a terminální od
třídy Terminal. Obě tyto třídy jsou odvozeny od abstraktní třídy Function. Vzá-
jemné vztahy mezi těmito třídami jsou zobrazeny na diagramu 5.1.
Konstruktor třídy Function přijímá tři parametry:
• aIsTerminal - Specifikuje zda se jedná o terminál.
• aKey - Určuje klíč podle kterého se funkce vyhledávají a porovnávají.
• aDescription - Jedná se o popis pro případné grafické zobrazení.
Dále tato třída definuje dvě abstraktní metody. Tyto metody implementují třídy,
které jsou odvozeny od této třídy. Metoda DeepCopy vytváří hlubokou kopii daného
objektu a metoda ExecuteOperation provádí vykonání dané funkce. Vykonání celého
programu je postaveno na hierarchickém volání této metody. Tedy zavolá se vykonání
uvedené metody u potomků daného uzlu a pak je provedena daná operace.
Třída NonTerminal přijímá pomocí konstruktoru následující parametry:
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Obr. 5.1: Diagram vazeb mezi třídami Function, Terminal a NonTerminal
• aArita - Určuje kolik vstupů má daná funkce.
• anonTerminalType - Určuje, zda se jedná o neterminál, který je použit jen
v kořenovém uzlu.
• další parametry jsou totožné s třídou Function.
Význam parametrů konstruktoru třídy Terminal je jako u konstruktoru třídy
Function.
5.1.2 Uzel
Uzel stromu představuje třída Node. Každý uzel obsahuje funkci kterou provádí.
Vazbu mezi třídami Node a Function zobrazuje diagram 5.2.
Třída Node má následující vlastnosti:
• depth - Určuje v jaké hloubce se uzel nachází.
• sequenceNumber - Představuje pořadové číslo uzlu. Použito při ukládání chro-
mozomu jako obrázku třídou DOT.
• parent - Rodič uzlu.
• childern - Seznam potomků daného uzlu.
• nodeFunction - Funkce uzlu.
Metoda DeepCopy vytváří hlubokou kopii daného objektu a metoda Calculate zavolá
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Obr. 5.2: Diagram vazeb mezi třídami Node a Function
metodu ExecuteOperation vlastnosti nodeFunction a vrátí její výsledek.
5.1.3 Chromozom
Chromozom reprezentuje třída Chromosome. Chromozom reprezentován stromovou
strukturou. Kořen stromové struktury představuje vlastnost root. Nyní budou po-
psány vlastnosti této třídy:
• maxPermittedDepth - Maximální povolená hloubka stromu.
• sequenceNumber - Poslední vygenerované pořadové číslo. Toto číslo se nasta-
vuje do nově přidaného uzlu a poté inkrementuje o jedničku. Tak je zajištěno,
že každý uzel bude mít jiné pořadové číslo.
• maxAchievedDepth - Dosažená hloubka stromu.
• calculatedFitness - Vypočítaná fitness hodnota chromozomu.
• index - Určuje pořadí chromozomu v populaci, poté co je populace seřazena
podle fitness hodnoty.
• configuration - Představuje konfiguraci systému.
• dataInputs - Seznam všech terminálů chromozomu, které jsou v daném chro-
mozomu použity.
• root - Kořenový uzel stromu.
Diagram této třídy a vztah ke třídě Node je zobrazen na diagramu 5.3. Diagram
zobrazuje i implementované metody, některé budou popsány:
• Calculate - Provede výpočet stromu. Zavolá metodu ExecuteOperation vlast-
nosti root a ta provede další volání. Vrací výsledek daného výpočtu.
• UpdateDataInputs - Projde celý strom a provede aktualizaci seznamu všech
terminálů. Používá se po provedení křížení nebo mutace, kdy dochází ke změně
struktury.
• Check - Provede kontrolu chromozomu. Kontroluje dosaženou hloubku a také
provádí přegenerování pořadových čísel a aktualizaci seznamu všech terminálů.
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Volá se po provedení křížení, mutace a případně po provedení hluboké kopie.
• UpdateMaxDepth - Provede aktualizaci maximální dosažené hloubky.
• GetEntryPointsForDataByTerminal,GetEntryPointsForDataByKey - Tyto me-
tody vrací terminál podle předaného terminálu nebo podle předaného klíče.
Pokud se předá terminál volá se metoda GetEntryPointsForDataByKey, která
provádí hledání terminálu podle klíče v seznamu všech terminálů daného chro-
mozomu. Důvod, proč je třeba získat konkrétní terminál daného chromozomu,
spočívá v přiřazení konkrétní hodnoty danému terminálu.
Obr. 5.3: Diagram třídy Chromosome a vztah k třídě Node
5.2 Implementované neterminály a terminály pro
úlohu symbolické regrese
Celkem bylo pro tuto úlohu implementováno sedm neterminálů a jeden terminál.
Pro úplnost je zde uveden přehled názvů tříd implementovaných neterminálů a ter-
minálů. Z názvu je zcela zřejmé, jakou provádí operaci. Bylo implementováno:
• ROOT - Představuje kořenový neterminál každého stromu. Má jeden vstup
a jeden výstup. Operace, kterou provádí, je převzetí výsledku od neterminálu,
který je ve stromu jeho potomkem a předání tohoto výsledku na výstup.
• Plus - Má dva vstupy a jeden výstup. Operace, kterou provádí, je součet čísel,
které získal od potomků.
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• Minus - Má dva vstupy a jeden výstup. Operace, kterou provádí, je rozdíl čísel,
které získal od potomků.
• Times - Má dva vstupy a jeden výstup. Operace, kterou provádí, je součin
čísel, které získal od potomků.
• Division - Má dva vstupy a jeden výstup. Operace, kterou provádí, je podíl
čísel, které získal od potomků.
• SIN - Má jeden vstup a jeden výstup. Operace kterou provádí, je výpočet
funkce sin. Výpočet je proveden pomocí knihovny programovacího jazyka Java.
V metodě ExecuteOperation je voláno Math.sin(2*Math.PI*iValue), kde iValue
je hodna získána ze vstupu.
• DataInput - Má jeden vstup a jeden výstup. Operace, kterou provádí, je pře-
vzetí vstupní hodnoty od terminálu Number.
• Number - Jedná se o terminál, který je vstupem pro číselné hodnoty.
5.3 Implementované neterminály a terminály pro
úlohu detekce tepen v ultrazvukovém obraze
Celkem bylo pro tuto úlohu implementováno čtrnáct neterminálů a dva terminály.
Konkrétní implementace byla převzata z [10][11]. Popis obrazových filtrů bude uve-
den ve stručnosti, protože to nebylo náplní práce.
• Blur - Jedná se o Gaussovo rozostření. Jde o filtry typu dolní propust.[21]
• Close - Uzavření je kombinace dilatace a eroze. Nejprve je provedena dilatace
a poté eroze.[7]
• Dilate - Představuje dilataci. Dilatace skládá body dvou množin. Jde o body
množiny snímků a o body jádra pomocí vektorového součtu.[7]
• EntropyThreshold - Typ prahování, u kterého se hodnota prahu volí podle
jasu jednotlivých pixelů z histogramu.[7]
• Erode - Eroze je opačná operace k dilataci, ale nejsou navzájem inverzní. Po-
užívá vektorový rozdíl dvou množin.[7]
• Gauss - Jedná se o Gaussovo rozostření. Jde o filtry typu dolní propust. Od-
lišnost od Blur je v tom, že k implementaci je využita knihovna ImageJ.[20]
• HoughCircle - Houghova transformace je metoda pro hledání objektů v obraze
jakými jsou přímky, kružnice, elipsy. Při implementaci je třeba znát analytický
popis tvaru hledaného objektu. Hlavní výhodou této metody je robustnost vůči
nepravidelnostem a porušení hledané křivky. Časová náročnost detekce je zá-
vislá na předzpracování obrazu. V průběhu testování se ukázalo jako nezbytné
implementovat přímo to tohoto neterminálu operaci, která provede invertování
obrazu.[13]
35
• ImageOutline - Slouží ke zvýraznění obrysů v obraze.[10][11]
• Laplace - Laplacián je operátor, který zvýrazňuje nespojitosti v obraze a po-
tlačuje jas v oblastech, kde se hodnoty jasu mění pomalu. Výsledný obraz má
hrany a nespojitosti světlé a plochy s konstantním jasem tmavé.[21]
• Logarithm - Logaritmická jasová transformace provede expanzi malého rozsahu
nízkých hodnot jasu do širokého rozsahu hodnot vysokého jasu.[21]
• Negative - Provede negaci všech hodnot jasu v obraze.[10]
• Open - Otevření, jedná se o kombinaci eroze a dilatace. Nejprve je provedena
eroze a poté dilatace.[7]
• Threshold - Jedná se o prahování. Patří mezi metody segmentace obrazu. Vyu-
žívá se pro oddělení objektů od pozadí. Hodnoty menší než prahovací hodnota
jsou nulovány a hodnoty vyšší jsou nastaveny na jedničku. Důležitým faktorem
je zde volba prahu.[7]
• ImageReader - Terminál jako výstup poskytuje obraz. Obraz může být načtený
přímo z disku, podle cesty zadané metodou setFileName. Druhou možností je
nastavení obrazu externě, voláním metody setImage.
• IntegerInterval - Terminál reprezentující interval hodnot celých čísel. Z předané
dolní a horní hranice intervalu náhodně vybere číslo, které poté vrací jako
výstup. Ukázalo se, že je výhodné při provádění hluboké kopie znovu náhodně
vybrat číslo z daného intervalu. Zvýšila se rozmanitost stromů.
5.4 Generátory neterminálů a terminálů
V předchozí kapitole byly popsány implementované terminály a neterminály. V této
kapitole bude popsáno jak systému zadat, které ze všech možných terminálu po-
užít pro danou úlohu. K tomuto účelu slouží generátory neterminálů a terminálů.
V systému byly implementovány celkem tři generátory. Každý z těchto generátorů
rozšiřuje třídu GeneratorTerminalsNonTerminals, která je abstraktní a je základní
třídou pro tyto generátory. Vztah mezi generátory a jejich metodami zobrazuje di-
agram 5.4.
Metody AddNonTerminal a AddEntryPointForData třídy GeneratorTerminals-
NonTerminals provádí přidání neterminálu respektive terminálu do seznamu possi-
bleNonTerminals a do dataInputs. Metoda AddSupportedTerminalToAllNonTermi-
nals přidá předaný terminál do seznamu podporovaných terminálů u všech netermi-
nálů, které jsou v generátoru.
Každý ze tří definovaných generátorů provádí přidání povolených neterminálů
a terminálů ve svém konstruktoru. Systém je navržen tak, že pro každou další řeše-
nou úlohu stačí vytvořit případně rozšířit některý z implementovaných generátorů
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Obr. 5.4: Diagram tříd generátorů neterminálů a terminálů
a tím se definují povolené neterminály a terminály.
5.5 Gramatika a pravidla
Při použití GGGP v systému je potřeba definovat bezkontextovou gramatiku a její
pravidla. Gramatiku představuje třída Grammer a pravidlo třída Rule. Diagram 5.5
zobrazuje vztahy mezi těmito třídami, jejich metody a vlastnosti.
Z diagramu je patrná vazba na generátor terminálů a neterminálů. Vlastnost
rootSymbol definuje pomocí metod SetRootSymbol jaký neterminál bude kořenovým
prvkem gramatiky. Ve vlastnosti usedRulesSymbols jsou pro jednotlivé neterminály
přiřazena pravidla. Pravidla pro neterminální symbol lze přidat pomocí metod Ad-
dRuleForSymbol a AddRulesForSymbol. Prvně zmíněná metoda přidá jedno pravidlo
pro daný neterminál, druhá uvedená metoda přidá seznam pravidel. Příklad přidání
více pravidel je na obrázku 5.6.
Metoda ReturnRuleThedGeneratedChildern vrací, které z předaných pravidel vy-
tvořilo předaný uzel. Tato metoda byla použita v genetických operátorech řízených
gramatikou. Metoda ReturnRuleForSymbolOfLimitedLength hledá pro daný neter-
minál možná pravidla která splňují zadanou hloubku.
Metoda Initialize provede inicializaci gramatiky. Projde pravidla a pro každé určí
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Obr. 5.5: Diagram třídy Grammer a Rule
jeho minimální délku. Následně vypíše vytvořená pravidla pomocí metody Write-
Rule.
Třída Rule má tři metody pro vytvoření pravidla. Každá z metod je pro jiný
případ užití. Pro odlišení metod bude pro popis použita definice metod i se vstupním
parametrem:
• CreateRule(aSymbols : String ...) - Tato metoda je použita pro vytvoření zá-
kladního pravidla gramatiky. Příklad užití je zobrazen na obrázku 5.6. Slouží
výhradně k tomuto účelu. Provádí kontrolu zdvojení pravidel. Pokud najde
stejné pravidlo, vrátí jej.
• CreateRule(aSymbols : Function ...) - Tato metoda je určena k vytvoření pra-
vidla u registrace vstupů pro příklady symbolické regrese.
• CreateRule(aSymbols : Vector<Function>) - Tato metoda je použita u grama-
tikou řízené mutace.
Třída RegressionGrammer má v metodě CreateRegressionGrammer připravenou
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Obr. 5.6: Diagram třídy Grammer a Rule
gramatiku použitou pro příklad symbolické regrese. Třída ImageGrammer má v me-
todě CreateRegressionGrammer připravenou gramatiku pro návrh filtrů pro detekci
tepny v ultrazvukovém obraze. Použitá gramatická pravidla byla převzata z [11].
Vycházelo se z expertních znalostí Ing. Radka Beneše.
5.6 Generátory stromů
V předchozích kapitolách této části práce byly popsány všechny dílčí části potřebné
k vytvoření chromozomu. Vytváření chromozomů provádí v systému generátory
stromů. Byly vytvořeny dva generátory. Generátor, který generuje strom růstovou
metodou, která byla popsána v části 2.2, reprezentuje třída GROWTreeGenerator.
Druhý generátor, který je reprezentován třídou GBIMTreeGenerator generuje strom
metodou GBIM, která byla popsána části práce 3.2. Jak je zobrazeno na diagramu
5.7 obě třídy implementují rozhraní ITreeGenerator. Implementací uvedeného roz-
hraní vyplývá povinnost pro zmíněné třídy implementovat metodu GenerateTree,
která vrací vygenerovaný chromozom.
Výčtový typ EExampleType určuje pro jaký typ úlohy se daný strom generuje.
5.7 Operátory křížení a mutace
V systému je celkem implementováno osm operátorů. Operátory křížení implemen-
tují rozhraní IGeneticCrossoverOperator a operátory mutace rozhraní IGeneticMu-
tationOperator. Diagram 5.8 popisuje zmíněná rozhraní. Operátory lze rozdělit do
tří skupina:
• standardní operátory - Do této skupiny patří operátor křížení reprezentovaný
třídou SC a operátor mutace SM. Tyto operátory provádí klasické křížení
a klasickou mutaci, které byly popsány v části 2.5.
• operátory řízené gramatikou - Do této skupiny patří operátor křížení reprezen-
tovaný třídou GBC a operátor mutace GBM. Tyto operátory provádí mutaci
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Obr. 5.7: Diagram popisující generátory stromů
a křížení podle definované gramatiky. Operátor křížení byl popsán v kapitole
3.3 a operátor mutace v kapitole 3.4.
• sémantikou ovlivněné operátory - Do této skupiny patří operátory křížení re-
prezentované třídami SAC a SSC a dále operátory mutace reprezentované tří-
dami SAM a SSM. Operátory SAC a SAM porovnávají zda dva podstromy
jsou sémanticky stejné. Princip operátorů byl popsán v kapitole 4.3. Operá-
tory SSC a SSM jsou založeny na sémantické podobnosti a jejich princip byl
popsán v části 4.4. Sémantické operátory rozšiřují třídu BaseSemantic. V této
třídě jsou metody pro určení sémantické podobnosti a sémantické stejnosti.
Pro úlohu symbolické regrese je určení podobnosti či stejnosti jednoduché.
Jedná se o práci s reálnými čísly. Pro porovnání dvou obrazů pro část detekce
tepny byl zvolen způsob, kdy se sčítá absolutní hodnota rozdílů pozic středů
potencionálních kružnic, které vrací Houghova transformace.
5.8 Příkladové funkce
Pod označením příkladová funkce si lze představit třídu, která představuje úlohu
řešenou systémem. Příkladová funkce mimo jiné obsahuje metody, generující tréno-
vací a testovací data. Metody, které pro příklady kde se nevyužívá GGGP přiřazují
použitým neterminálům možné terminály. Pro případ, kdy budou v systému použity
sémantikou ovlivněné operátory, tedy nebude použita gramatika, bylo třeba zajistit
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Obr. 5.8: Diagram popisující rozhraní pro genetické operátory
významovou správnost generovaných stromů a také typovou bezpečnost.
Významová správnost je zaručena právě přiřazením konkrétního terminálu kon-
krétnímu neterminálu. Tím se bude zajištěno že např. terminál reprezentující polo-
měr kruhu nebo při generování stromu přiřazen neterminálu, který provádí například
prahování.
Pro dodržení typové bezpečnosti je třeba zajistit, aby typ výstupu terminálu byl
akceptovatelný jako typ vstupu pro neterminál, a také aby typ výstupu neterminálu
byl akceptovatelný jako typ vstupu jiného neterminálu. Z tohoto důvodu každá
funkce v systému má seznam inputTypes, ve kterém je definováno jaký typ výstupu
mohou mít jeho potomci ve stromu. Dále každá funkce má vlastnost outputType kde
definuje svůj výstupní typ.
Tyto poznatky nebyly záměrně uvedeny v části popisující terminály a netermi-
nály a ani v části zabývající se generátory stromů. Pro úplnost musí být pozname-
náno, že třída GROWTreeGenerator generuje jak typově bezpečné tak významově
správné stromy. Jinou možností bylo vytvořit validační metodu, která by daný strom
zkontrolovala, ale v tomto případě by to znamenalo, že vygenerovaný strom by ne-
musel projít validací a nebyl by použit.
V systému byly implementovány celkem čtyři příkladové funkce pro příklady
symbolické regrese a jedna příkladová funkce pro detekci tepen v ultrazvukovém
obraze.
5.8.1 Příkladové funkce pro symbolickou regresy
Příkladové funkce pro symbolickou regresy implementují rozšiřují abstraktní třídu
BaseRegressionFunction, která implementuje rozhraní IRegressionFunction. Kon-
krétně se jedná o třídy RegressionFunctionA, RegressionFunctionB, Regression-
FunctionC, RegressionFunctionD. Na diagramu 5.9 jsou zobrazeny třídy BaseRe-
gressionFunction a RegressionFunctionA spolu s rozhraním IRegressionFunction.
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Obr. 5.9: Diagram popisující třídy BaseRegressionFunction a RegressionFunctionA
a jejich vztak k rozhraní IRegressionFunction
Nyní bude následovat charakteristika metod, které definuje rozhraní IRegressi-
onFunction:
• GenerateTrainingValues - Generuje data, pro která bude následně v evolučním
cyklu hledán předpis funkce, který daná data nejlépe aproximuje. Příklad ge-
nerování dat je zobrazen na obrázku 5.10. V ukázce jsou generovány hodnoty
mocninné funkce 𝑦 = 𝑥2.
• ReturnCountInputValues - Vrací počet vygenerovaných vzorků.
• RegisterInputsToGrammar - Používá se v případě, kdy je v systému použita
gramatika. V příkladech symbolické regrese může být různý počet proměnných
případně konstant, které ovlivňují hledanou funkci. Proto, aby se při vytvo-
ření nového příkladu symbolické regrese nemusela upravovat gramatika, byl
vymyšlen tento způsob jak předat gramatice informace o vstupních terminá-
lech. Dále byla vytvořena gramatická pravidla pro symbolickou regresy tak, že
jedině neterminál reprezentovaný třídou DataInput bude mít na svém vstupu
terminál. Ukázka implementace této metody je na obrázku 5.11.
• RegisterInputs - Používá se v případě, kdy v systému není použita gramatika.
V takovém případě může každý neterminál pro příklady symbolické regrese
mít na svém vstupu terminál nebo další neterminál.
• ReturnDescription - Vrací popis funkce, kterou daná třída reprezentuje. Např. 𝑥2.
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Pro úplnost bude uvedeno jakou matematickou funkci dané příkladové funkce pro
symbolickou regresy reprezentují:
• RegressionFunctionA - Představuje mocninou funkci 𝑦 = 𝑥2.
• RegressionFunctionB - Představuje goniometrickou funkci 𝑦 = sin 𝑥.
• RegressionFunctionC - Představuje goniometrickou funkci 𝑦 = B× sin(𝑥)+A,
kde A a B jsou konstanty. A = 6, B = 2, 5.
• RegressionFunctionD - Představuje mocninou funkci 𝑦 = 𝑥6 + 𝑥5 + 𝑥4 + 𝑥3 +
𝑥2 + 𝑥.
Obr. 5.10: Ukázka metody GenerateTrainingValues
Obr. 5.11: Ukázka metody RegisterInputsToGrammar
5.8.2 Příkladová funkce pro automatizovaný návrh obrazo-
vých filtrů
Pro použití systém pro automatizovaný návrh obrazových filtrů byla vytvořena
jedna příkladová funkce, kterou zastupuje třída ImageFunction. Tato třída rozši-
řuje abstraktní třídu BaseExampleFunction, která implementuje rozhraní IExam-
pleFunction. Koncept těchto tříd a rozhraní je odlišný od konceptu příkladových
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funkcí pro symbolickou regresy. Na diagramu jsou zobrazeny zmiňované třídy a roz-
hraní spolu s jejich vlastnostmi a metodami.
Obr. 5.12: Diagram vazeb příkladové funkce pro návrh obrazových filtrů
Nyní budou popsány některé metody třídy ImageFunction:
• Initialize - Provede inicializaci objektu. Tato metoda musí být volána jako
první. Parametr aUseIMT určuje s jakou databází obrazů se bude pracovat.
Tato třída je uzpůsobena pro práci s databází obrazů IMT a UltrasonixTrain.
• setFolder - Provádí nastavení cesty k obrazovým databázím.
• setCrossValidation - Určuje použití principu metody křížové validace. Para-
metr aCrossValidationCount říká, v jakém poměru budou data pro testování
a data pro hledání nejlepšího jedince. Data pro hledání nejlepšího jedince bu-
dou v dalším textu označována jako data trénovací. Data trénovací množiny
tvoří 1/aCrossValidationCount ze všech dat.
• setLastCrossValidation - Nastavuje jaká 1/aCrossValidationCount dat bude
použita pro trénování. Například, když aCrossValidationCount = 5, celkem
by bylo 20 obrazů a metodou setLastCrossValidation by bylo předáno číslo 2,
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tak by pro trénování byly vybrány obrazy s pořadovými čísly 5, 6, 7, 8.
• GenerateTrainingValues a GenerateTestingValues - Metodu GenerateTrainin-
gValues je nutné volat před metodou GenerateTrainingValues, protože na zá-
kladě parametrů určených výše popsanými metodami provádí rozdělení dat na
trénovací a testovací. Obě metody provádí volání metody CreateData, která
provede zpracování předané množiny dat. Výstupem je seznam prvků typu Da-
taStructure. Třída DataStructure je zobrazena na digramu 5.13. Názvy vlast-
ností a metod je výstižný a popisuje přesně co daná metoda dělá či co daná
vlastnost reprezentuje. Z tohoto důvodu nebude uveden detailní popis.
• AssignTerminalToNonTerminals - Používá se v případě, kdy v systému není
použita gramatika. Určuje, které terminály budou použity v systému a dále
jaký terminál je povolený pro daný neterminál.
Obr. 5.13: Diagram třídy DataStructure
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5.9 Fitness funkce
Systém obsahuje implementaci dvou fitness funkcí. Třída RegressionFitness předsta-
vuje fitness funkci pro příklad symbolické regrese a třída ImageFitness pro automati-
zovaný návrh obrazových filtrů. Obě třídy implementují rozhraní IFitnessEvaluator.
Na diagramu 5.14 jsou zobrazeny uvedené třídy s jejich vlastnostmi a metodami. Je
třeba zdůraznit, že obě fitness funkce jsou minimalizační. To znamená, že čím menší
hodnota fitness, tím je řešení kvalitnější.
Obr. 5.14: Diagram fitness funkcí systému
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5.9.1 Fitness funkce pro příklady symbolické regrese
Fitness funkce je reprezentována třídou RegressionFitness, která je zobrazena na
diagramu 5.14. Nyní budou popsány její metody:
• CalculateChromosomeFitnessValue - Provádí výpočet fitness hodnoty předa-
ného chromozomu. Jedná se o čistou fitness, která je popsána v teoretické části
2.1. Výpočet fitness hodnoty byl proveden podle následující rovnice:
fi =
𝑁∑︁
𝑛=1
⃒⃒⃒
y𝑛 − y ′𝑛
⃒⃒⃒
, (5.1)
𝑘𝑑𝑒 fi je výsledná fitness hodnota i–tého jedince,
y𝑛 je požadovaná hodnota výstupu chromozomu pro n–tou hodnotu
vstupních dat,
y ′𝑛 je vypočítaná hodnota výstupu chromozomu pro n–tou hodnotu
vstupních dat.
Implementace je popsána následujícím algoritmem 3.
Algoritmus: Výpočet fitness hodnoty pro symbolickou regresi
Vstup : chromozom chromosome, data pro danou funkci regrese testValues
Výtup: suma vypočítaná fitness hodnota
1 suma = 0 ;
2 for 𝑖 = 0 to 𝑖 < 𝑝𝑜č𝑒𝑡 𝑣𝑠𝑡𝑢𝑝𝑛í𝑐ℎ 𝑑𝑎𝑡 do
3 for 𝑗 = 0 to 𝑗 < 𝑝𝑜č𝑒𝑡 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑜𝑣𝑎𝑛ý𝑐ℎ 𝑡𝑒𝑟𝑚𝑖𝑛á𝑙ů do
4 do terminal přiřaď z registrovaných vstupů terminál s indexem j;
5 do terminalyPodleTypu přiřaď
chromosome.GetEntryPointsForDataByTerminal(terminal);
6 foreach pro každý prvek terminalyPodleTypu do
7 nastav prvku hodnotu testValues[i][j+1];
8 end
9 end
10 spočítej chromosome;
11 spočítej rozdíl mezi vypočítanou hodnotou a hodnotou v testValues[i][0];
12 k suma přičti absolutní hodnotu rozdílu;
13 end
14 Přiřaď do chromosome vypočítanou fitness hodnotu suma;
15 return suma
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Registrované vstupy jsou dostupné přes regressionFunction.getNonTerminalsTerminals.
Struktura vlastnosti testValues je dána implementací příkladové funkce.
• CalculateFitnessValue - Provede výpočet fitness hodnoty pro všechny jedince
z předané populace.
• GetResponseIndividualInput - Předaný chromozom reprezentuje nalezenou funkci.
Tato metoda spočítá pro každou vstupní hodnotu testovacích dat (data, pro
která byl hledán předpis funkce) výstupní hodnotu chromozomu. To je pou-
žito při zobrazení v grafu, kdy je zobrazen průběh hledané funkce a průběh
nalezené.
5.9.2 Fitness funkce pro příklady automatizovaného návrhu
obrazových filtrů
Fitness funkce je reprezentována třídou ImageFitness, která je zobrazena na dia-
gramu 5.14. Nyní budou popsány některé její metody:
• CalculateChromosomeFitnessValue - Provádí výpočet fitness hodnoty předa-
ného chromozomu. Jedná se o čistou fitness která je popsána v teoretické
části 2.1. Metoda ExecuteOperation třídy HoughCircle vrací mimo jiné seznam
bodů kde byla detekována kružnice a také seznam poloměrů daných kružnic.
Tyto hodnoty jsou porovnávány se správnými hodnotami, které jsou externě
načtené. První implementace fitness funkce byla založena na součtu hodnot,
které byly dány následující rovnicí
fi =
𝑁∑︁
𝑛=1
⃒⃒⃒
xn − x ′n
⃒⃒⃒
+
⃒⃒⃒
yn − y ′n
⃒⃒⃒
+
⃒⃒⃒
rn − r ′n
⃒⃒⃒
, (5.2)
𝑘𝑑𝑒 fi je výsledná fitness hodnota i–tého jedince,
xn je požadovaná hodnota pozice bodu na ose x , pro n–tý trénovací
obrázek,
x ′n je určená hodnota pozice bodu na ose x , pro n–tý trénovací
obrázek,
yn je požadovaná hodnota pozice bodu na ose y, pro n–tý trénovací
obrázek,
y ′n je určená hodnota pozice bodu na ose y, pro n–tý trénovací
obrázek,
rn je požadovaná hodnota poloměru, pro n–tý trénovací obrázek,
r ′n je určená hodnota poloměru pro n–tý trénovací obrázek.
48
Tento výpočet fitness hodnoty se při testování ukázal jako nevyhovující. Při
testovaní se ukázalo, že použití poloměru má negativní vliv na výslednou kva-
litu jedince. Proto byl výpočet upraven na tvar
fi =
𝑁∑︁
𝑛=1
⃒⃒⃒
xn − x ′n
⃒⃒⃒
+
⃒⃒⃒
yn − y ′n
⃒⃒⃒
. (5.3)
Tento způsob výpočtu se ukázal jako vyhovující a byl použit při získávání
výsledků. Možnost použít i poloměr při výpočtu se dá zapnout pomocí konfi-
guračního souboru, kde se jedná o parametr useRadius. Implementace fitness
funkce je popsána algoritmem 4.
• CalculateFitnessValue - Provede výpočet fitness hodnoty pro všechny jedince
z předané populace.
• GetResponseIndividualInput - Provádí detekci na předaných datech. Určuje
počet skutečně pozitivních detekcí daného chromozomu na základě hodnot
získaných z detekce kružnice a správných hodnot načtených externě. Klíčovou
částí této metody je posouzení, zda se jedná o skutečně pozitivní nebo falešně
pozitivní detekci. Posouzení provádí metoda IsGoodDetection. Klíčovou úlohou
bylo zvolit, jaké parametry použít pro určení zda se jedná o skutečně pozitivní
nebo falešně pozitivní detekci a jakou zvolit toleranci mezi detekovanou pozicí
a skutečnou pozicí.
Při testování se ukázalo jako nejlepšími parametry pro určení, zda se jedná
o skutečně pozitivní nebo falešně pozitivní detekci, zvolit stejné parametry jaké
vystupují při výpočtu fitness hodnoty. Tedy souřadnice nalezeného a správ-
ného bodu spolu s parametrem tolerance. Pokud toleranci označíme jako 𝛿,
správnou hodnotu pozice pro osu x jako 𝑃𝑥 a získanou jako pro osu x jako 𝑃
′
𝑥,
pak pokud bude platit 𝛿 >
⃒⃒⃒
𝑃𝑥 − 𝑃 ′𝑥
⃒⃒⃒
a zároveň to samé bude platit pro osu
y, pak je detekce prohlášena za správně pozitivní. V opačném případě za fa-
lešně pozitivní. Jednotkou 𝛿 jsou obrazové body. Konkrétní hodnoty nastavení
tohoto parametru se budou odvíjet od požadované míry přesnosti. Pro účely
otestovaní systému byla zvolena hodnota 𝛿 = 12. V konfiguračním souboru je
tento parametr označen jako positionCircleTolerance.
• GetResponseIndividualAllValues - Pro detekci je použito hledání schody de-
tekovaných bodů z více chromozomů. Opět je zde použita metoda IsGood-
Detection popsaná výše a navíc je tu použita metoda IsEqualsPoints, která
určuje zda dva body jsou stejné. Opět se zde pracuje s tolerancí stejně jak
bylo popsáno v předchozím odstavci. Ve třídě ImageFitness je tento parametr
pod názvem pointTolerance a jeho hodnota byla zvolena na hodnotu 10.
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Algoritmus: Výpočet fitness hodnoty pro obrazové filtry
Vstup : chromozom chromosome, příkladová funkce symbolické regrese
regressionFunction, data pro danou funkci regrese testValues
Výtup: suma vypočítaná fitness hodnota
1 suma = 0 ;
2 for 𝑖 = 0 to 𝑖 < 𝑝𝑜č𝑒𝑡 𝑣𝑠𝑡𝑢𝑝𝑛í𝑐ℎ 𝑑𝑎𝑡 do
3 do image přiřaď z chromosome terminál typu ImageReader ;
4 nastav v image soubor ve kterém bude probíhat detekce ;
5 spočítej výstup chromozomu;
6 spočítej součet absolutních hodnot odchylek jednotlivých parametrů;
7 k suma přičti absolutní hodnotu součtu;
8 end
9 Přiřaď do chromosome vypočítanou fitness hodnotu suma;
10 return suma
5.10 Populace
V předchozích kapitolách byly popsány dílčí části potřebné pro vytvoření populace.
Populaci v systému reprezentuje třída Population. Mezi nejdůležitější metodu patří
CreateFirstPopulation. Jak je z názvu patrné, metoda vytvoří počáteční populaci.
Tato metoda doznala během implementace řady rozšíření. Především se jedná o pod-
poru paralelního vytváření jedinců. Více o tomto rozšíření se pojednává v části 5.12.
Zde bude popsána základní varianta.
Metoda CreateFirstPopulation vytváří jedince pomocí generátorů stromů popsa-
ných v části 5.6. Vygenerovaný strom je přidán do populace metodou AddIndividual-
sToPopulationIfItIsNot. V této metodě probíhá kontrola jestli jedinec již v populaci
není. Porovnávání probíhá na základě struktury stromů. Pokud v populaci není, tak
je proveden výpočet fitness hodnoty a jedinec je přidán do populace. Takto probíhá
generování, dokud není dosaženo maximální povoleného počtu jedinců v populace.
Dále třída Population obsahuje metody pro seřazení jedinců podle fitness.
5.11 Evoluce
Celý systém řídí tzv. evoluční modul. V systému představuje evoluční modul třída
TGPBaseEvolutionaryModule. Tuto třídu v systému rozšiřují třídy:
• TGPGrammerEvolutionaryModule - Pro gramatikou řízenou evoluci. Pro ini-
cializaci populace byla použita metoda GBIM a jako operátory GBC a GBM.
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• TGPSemanticSimilarityEvolutionaryModule - Evoluční modul, kde jsou po-
užity operátory využívající sémantickou podobnost. Pro inicializaci populace
byla použita růstová metoda generování stromů a jako operátory byly použity
SSC a SSM.
• TGPSemanticEquivalentEvolutionaryModule - Evoluční modul, kde jsou pou-
žity operátory využívající sémantickou stejnost. Pro inicializaci populace byla
použita růstová metoda generování stromů a jako operátory byly použity SAC
a SAM.
Metoda Evolve pak provede samotnou evoluci. Blokově je tato metoda zobrazena
na diagramu 5.15. Popis jednotlivých bloků:
• Inicializace populace - Tento blok vytvoří počáteční populaci jedinců. Je pou-
žita metoda CreateFirstPopulation třídy Population.
• Do počtu evolučních cyklů - Evoluce probíhá do předem určeného počtu evo-
lučních cyklů.
• Elitizmus - To, zda bude aplikována metoda výběru nejlepších jedinců, záleží
na parametrech určujících procento křížení a procento mutace. Tyto parametry
jsou celá čísla. Například pokud bude vlastnost crossoverRate = 70 znamená
to, že 70% jedinců bude přidáno do nově vznikající populace metodou křížení.
Z toho vyplývá, že pokud by vlastnost muttationRate byla rovna hodnotě 30,
tak se elitizmus aplikovat nebude.
• Vyber jedince pro křížení a Proveď křížení - v těchto dvou blocích probíhá nej-
prve výběr dvou jedinců metodou turnajové selekce. Dále následuje samotné
křížení genetickým operátorem. Tyto kroky se opakují dokud není křížením vy-
tvořen potřebný počet jedinců. Genetický operátor je dán použitým evolučním
modulem.
• Vyber jedince pro mutaci a Proveď mutaci - v těchto dvou blocích probíhá nej-
prve výběr dvou jedinců metodou turnajové selekce. Dále následuje samotná
mutace genetickým operátorem. Tyto kroky se opakují dokud není mutací vy-
tvořen potřebný počet jedinců. Genetický operátor je dán použitým evolučním
modulem.
• Seřaď jedince v nově vzniklé populaci podle fitness - Pokud platí, že čím je
fitness hodnota menší, tím kvalitnější je nalezené řešení, provede se řazení me-
todou SortByFitnessMinToMax třídy Population. Pokud je tomu naopak, tak
metodou SortByFitnessMaxToMin. To zda je hledána minimální či maximální
hodnota fitness určuje vlastnost useMin.
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Obr. 5.15: Diagram metody Evolve
5.12 Paralelní zpracování
Při testování systému na příkladu detekce tepen v ultrazvukovém obraze bylo zjiš-
těno, že tato úloha je časově mnohem náročnější než úloha symbolické regrese. Z to-
hoto důvodu bylo vyvíjeno úsilí o urychlení doby trvání evoluce. Jako možnost se
jevilo použít paralelizmu při některých úlohách, které systém vykonává. Jako kan-
didáti pro pro paralelní zpracování byly vybrány tyto části systému:
• inicializace populace
• část provádějící operaci křížení.
• část provádějící operaci mutace.
V systému jsou implementovány dvě úrovně paralelizmu. První úroveň nazvaná
„částečná“ a druhá nazvaná „úplná“:
• částečná - Princip bude popsán na generování jedinců do populace. Na začátku
se vybere počet jedinců daný parametrem aParallel, který je předán při volání
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metody CreateFirstPopulation. U těchto jedinců je zaručeno že nejsou v popu-
laci a tedy nenastane stav, kdy po provedení jedince a nastavení fitness bude
jedinec zahozen. Poté jsou jednotliví jedinci předání metodě AddIndividualsTo-
PopulationParallel třídy Population. V této metodě je vytvořeno tolik instancí
třídy PopulationThread, kolik je předaných jedinců. Třída PopulationThread
reprezentuje vlákno. Je odvozena od třídy BaseThread a ta je odvozena od
třídy Thread. V metodě start je pak vykonán jedinec a je nastavena jeho fit-
ness. Po spuštění všech vláken se čeká až všechna vlákna dokončí činnost.
Tento cyklus je opakován, dokud není vytvořen potřebný počet jedinců. Stej-
ného principu je použito i při křížení a mutaci. V každém vláknu je pomocí
turnajového výběru vybrán daný počet jedinců a provedena operace křížení či
mutace. Opět se čeká až všechna vlákna dokončí svoji operaci. Pro křížení je
použita třída ParallelCrossover a pro mutaci ParallelMutation. Na diagramu
5.16 je tento popsaný postup naznačen.
• úplná - Ta se liší od předchozí varianty v tom, že se nečeká až všechny operace
jsou dokončeny. V okamžiku, kdy je dokončena některá operace je signalizo-
váno že je možnost vytvořit další vlákno a provádět výpočet. První fáze je
stejná, vytvoří se potřebný počet vláken a jsou spuštěna. Po spuštění se hlavní
vlákno programu uvedeno do stavu čekání. V okamžiku kdy je vytvořen daný
počet jedinců, hlavní vlákno pokračuje ve vykonávání programu. Na diagramu
5.17 je tento prostup naznačen. Tohoto principu je využito i pro operace mu-
tace a křížení.
Obr. 5.16: Diagram průběhu částečné paralelizace
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Obr. 5.17: Diagram průběhu úplné paralelizace
To jaká možnost bude použita určuje parametr useFullParallel v konfiguračním
souboru. Pokud bude nastaven ve smyslu použít, je použita úplná paralelizace bez
ohledu na parametr parallel. V případě, kdy je useFullParallel nastaven ve smyslu
nepoužít, pak rozhoduje parametr parallel, zda bude použita částečná paralelizace.
Níže prezentované výsledky byly provedeny pro GGGP. V grafu 5.18 je zobrazen
vliv paralelizace na dobu inicializace první populace. Je patrné, že podle předpokladů
paralelizace výrazně zkrátila potřebnou dobu. Inicializace populace byla prováděna
pro 50 jedinců.
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Obr. 5.18: Vliv paralelního zpracování na inicializaci populace
V grafu 5.19 je zobrazen vliv paralelizace na dobu běhu evolučního cyklu. Opět
je patrný pokles doby běhu při využití částečné paralelizace. Měření proběhlo pro 5
evolučních cyklů o 50 jedincích v populaci.
Obr. 5.19: Vliv paralelního zpracování na dobu běhu evolučního cyklu
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6 SYMBOLICKÁ REGRESE
V této části práce budou prezentovány výsledky z oblasti symbolické regrese. Sym-
bolická regrese je považována za jednu ze základních úloh k otestování systému
založeného na GP. Úkolem symbolické regrese je najít takovou funkci, která dokáže
nejlépe aproximovat předaná vstupní data. V části 5.8.1 byly popsány příkladové
funkce pro symbolickou regresy. Pro každou příkladovou funkci bude následovat
prezentace dosažených výsledků pro GGGP a pro operátory pracující na principu
sémantické podobnosti a stejnosti.
6.1 Příkladová funkce RegressionFunctionA
Tato příkladová funkce hledá předpis funkce, která nejlépe aproximuje data reprezen-
tující funkci 𝑦 = 𝑥2. Na grafu 6.2 je zobrazen průběh hledané funkce 𝑦 = 𝑥2. U této
funkce jak GGGP, tak operátory pracující na principu sémantické podobnosti a stej-
nosti dosáhly stejného výsledku. Byl nalezen přesný předpis hledané funkce. V grafu
6.3 je vidět, že se hledaná s nalezenou funkcí překrývá. Na obrázku 6.1 je zobrazen
výsledný strom pro GGGP. Strom na obrázku 6.4 byl stejný, pro operátory pracující
na principu sémantické podobnosti a stejnosti.
Obr. 6.1: Výsledný syntaktický strom kvadratické funkce 𝑦 = 𝑥2 při použití GGGP
56
Obr. 6.2: Hledaná kvadratická funkce 𝑦 = 𝑥2
Obr. 6.3: Porovnání průběhů nalezené a hledané kvadratické funkce 𝑦 = 𝑥2
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Obr. 6.4: Výsledný syntaktický strom kvadratické funkce 𝑦 = 𝑥2
6.2 Příkladová funkce RegressionFunctionB
Tato příkladová funkce hledá předpis funkce, která nejlépe aproximuje data repre-
zentující funkci 𝑦 = sin 𝑥. Na grafu 6.6 je zobrazen průběh hledané funkce 𝑦 = sin 𝑥.
U této funkce jak GGGP, tak operátory pracující na principu sémantické podobnosti
a stejnosti dosáhly stejného výsledku. Byl nalezen přesný předpis hledané funkce.
V grafu 6.7 je vidět, že se hledaná s nalezenou funkcí překrývá. Na obrázku 6.8
je zobrazen výsledný strom pro GGGP. Je třeba zdůraznit, že pro GGGP nebylo
definováno pravidlo, která by umožňovalo vygenerovat strom, který je zobrazen na
obrázku 6.5. Proto má strom generovaný pomocí GGGP uvedenou strukturu. Je
zřejmé, že výsledky obou uvedených stromů jsou totožné.
Obr. 6.5: Výsledný syntaktický strom goniometrické funkce 𝑦 = sin 𝑥 při použití
sémantiky
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Obr. 6.6: Hledaná goniometrické funkce 𝑦 = sin 𝑥
Obr. 6.7: Porovnání průběhů nalezené a hledané goniometrické funkce 𝑦 = sin 𝑥
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Obr. 6.8: Výsledný syntaktický strom goniometrické funkce 𝑦 = sin 𝑥 při použití
GGGP
6.3 Příkladová funkce RegressionFunctionC
Tato příkladová funkce hledá předpis funkce která, nejlépe aproximuje data reprezen-
tující funkci 𝑦 = B× sin(𝑥)+A, kde A a B jsou konstanty. A = 6, B = 2, 5. Na grafu
6.9 je zobrazen průběh hledané funkce 𝑦 = B× sin(𝑥)+A. U této funkce jak GGGP,
tak operátory pracující na principu sémantické podobnosti a stejnosti dosáhly stej-
ného výsledku. Byl nalezen přesný předpis hledané funkce. V grafu 6.10 je vidět, že
se hledaná s nalezenou funkcí překrývá. Strom na obrázku 6.11 byl stejný jak pro
GGGP, tak pro operátory pracující na principu sémantické podobnosti a stejnosti.
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Obr. 6.9: Hledaná goniometrické funkce 𝑦 = B× sin(𝑥) + A
Obr. 6.10: Porovnání průběhů nalezené a hledané goniometrické funkce 𝑦 = B ×
sin(𝑥) + A
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Obr. 6.11: Výsledný syntaktický strom goniometrické funkce 𝑦 = B× sin(𝑥) + A
6.4 Příkladová funkce RegressionFunctionD
Tato příkladová funkce hledá předpis funkce, která nejlépe aproximuje data repre-
zentující funkci 𝑦 = 𝑥6 + 𝑥5 + 𝑥4 + 𝑥3 + 𝑥2 + 𝑥. Na grafu 6.12 je zobrazen průběh
hledané funkce 𝑦 = 𝑥6+𝑥5+𝑥4+𝑥3+𝑥2+𝑥. U této funkce jak GGGP, tak operátory
pracující na principu sémantické podobnosti a stejnosti dosáhly stejného výsledku.
Byl nalezen přesný předpis hledané funkce. V grafu 6.13 je vidět, že se hledaná s na-
lezenou funkcí překrývá. Strom na obrázku 6.14 byl stejný jak pro GGGP, tak pro
operátory pracující na principu sémantické podobnosti a stejnosti.
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Obr. 6.12: Hledaná funkce 𝑦 = 𝑥6 + 𝑥5 + 𝑥4 + 𝑥3 + 𝑥2 + 𝑥
Obr. 6.13: Porovnání průběhů nalezené a hledané funkce 𝑦 = 𝑥6+𝑥5+𝑥4+𝑥3+𝑥2+𝑥
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Obr. 6.14: Výsledný syntaktický strom goniometrické funkce 𝑦 = 𝑥6+𝑥5+𝑥4+𝑥3+
𝑥2 + 𝑥
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7 DETEKCE ARTÉRIE
Jako ukázka automatizovaného návrhu obrazových filtrů byl zvolen příklad detekce
tepny v ultrazvukovém obraze. Jak bylo popsáno v části 5.3 pro detekci tepny, která
má ve většině případů tvar kruhu, byla použita Houghova transformace. Možné filtry,
které byly v systému k dispozici byly taktéž popsány. Detekce tepny je založena na
detekci středu tepny. Od toho se odvíjí i výpočet fitness hodnoty nalezeného řešení,
a taktéž následné určení zda se jedná o skutečně pozitivní nebo falešně pozitivní
detekci. Tyto principy výpočtů byly uvedeny v části 5.9.2. V první části budou
prezentovány výsledky dosažené pomocí GGGP. V druhé části pak budu představeny
výsledky z aplikace sémantických operátorů.
7.1 Výsledky dosažené použitím gramatiky
Tato část bude pojednávat o výsledcích dosažených GGGP. Použitá gramatika je
definována třídou ImageGrammer, která byla představena v části 5.5. Evoluční al-
goritmus měl nastavené parametry uvedené v tabulce 7.1. Pro trénovaní i otestování
byla použita databáze IMT. Konkrétně pro trénování bylo použito 18 obrázků. Pro
otestování 55. Je třeba podotknout že trénovací data jsou jiná než testovací. Nejlepší
řešení je hledáno pouze na trénovací množině. Tedy testovací data lze prohlásit za
nezávislá. Evoluční proces je spustitelný ve třídě ImageTestovaciMain.
Tab. 7.1: Parametry evoluce pro GGGP
Parametr Hodnota
Počet evolučních cyklů 20
Počet jedinců v populaci 300
Maximální hloubka stromu 15
Míra křížení 70
Míra mutace 25
Výsledkem evolučního cyklu byl chromozom, jehož struktura a jednotlivé para-
metry terminálů jsou zobrazeny na obrázku 7.1. Fitness hodnota výsledného chro-
mozomu byla 616.
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Obr. 7.1: Struktura chromozomu
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Tabulka 7.2 prezentuje správnost detekce na trénovacích a testovacích datech.
Správnost říká, kolik procent z detekovaných tepen je skutečně hledaná tepna. Správ-
nost je označena symbolem P (precision). Na obrázcích 7.2 a 7.3 je možno vidět
správnou detekci. Na obrázcích 7.4 a 7.5 je možné vidět špatné detekce.
Tab. 7.2: Správnost detekce GGGP
Sada P[%]
Trénovací 66,66
Testovací 69,10
a) b)
Obr. 7.2: Výsledná detekce: a) originální obrázek s detekcí b) obrázek po průchodu
filtry s detekovanou tepnou.
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a) b)
Obr. 7.3: Výsledná detekce: a) originální obrázek s detekcí b) obrázek po průchodu
filtry s detekovanou tepnou.
a) b)
Obr. 7.4: Výsledná detekce: a) originální obrázek s chybnou detekcí b) obrázek po
průchodu filtry s chybně detekovanou tepnou.
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a) b)
Obr. 7.5: Výsledná detekce: a) originální obrázek s chybnou detekcí b) obrázek po
průchodu filtry s chybně detekovanou tepnou.
Ze zobrazených výsledků je patrné, že správnost detekce není nikterak vysoká.
Jednou z možností jak zvýšit úspěšnost, je pustit evoluci znovu. Zvýšit parametr
Počet evolučních cyklů. Je nutné poznamenat, že pro nastavení uvedené v tabulce
7.1 běžel evoluční cyklus 3 dny a to i při úplné paralelizaci. Z tohoto důvodu nebylo
možné se vydat směrem zvyšování doby běhu a byla hledána jiná alternativa, která
by vedla k vyšší správnosti detekce.
Jako možnost zvýšit úspěšnost byla použita metoda křížové validace. Databáze
obrázků byla rozdělena na pětiny a vždy jedna pětina byla použita jako trénovací
sada a zbylá data jako sada testovací. Tak byl hledán jedinec s největší úspěšností
na dané databázi. Parametry evolučního cyklu byly nastaveny podle tabulky 7.1.
Výsledkem bylo pět jedinců Ch1, Ch2, Ch3, Ch4, Ch5. Jejich úspěšnost je zobrazena
v tabulce 7.3.
Tab. 7.3: Správnost detekce při použití metody křížové validace
Sada Ch1 - P[%] Ch2 - P[%] Ch3 - P[%] Ch4 - P[%] Ch5 - P[%]
Trénovací 100 100 100 92,86 100
Testovací 57,63 64,41 76,27 64,41 49,15
Je zřejmé, že při těchto evolučních cyklech se výslední jedinci lépe adaptovaly na
trénovací sadu než jedinec prezentovaný v úvodu. Také je patrné, že metodou kří-
žové validace byl nalezen jedinec, který dosáhl správnosti detekce 76, 27%. V tomto
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případě se metoda křížové validace ukázala jako možné řešení, jak najít na databázi
ultrazvukových obrazů jedince s vyšší správností detekce.
Dále byli jedinci získaní metodou křížové validace použiti pro detekci tepny sou-
běžně. Bylo využito shodné detekce dvou a více jedinců. Pro daný obrázek byly,
určeny čtyři body kde se může nacházet kružnice. Za výsledný bod detekce je pro-
hlášen bod splňující následující kritéria:
• Počet shodných bodů k danému bodu je větší, než doposud nalezený maximální
počet shodných bodů.
• V případě, kdy je nalezen stejný počet shodných bodů jako doposud nalezený
maximální počet shodných bodů, je rozhodnutí, který z bodů bude brán za
výsledek detekce založen na výpočtu soustřednosti bodů, které byly prohlášeny
za stejné k danému bodu. Soustřednost bodů znamená spočítat, jak velká je
odchylka pozic jejich středů. Bod s největší soustředností a tedy s nejmenší
odchylkou je prohlášen za bod detekce.
• Pokud je soustřednost stejná je provedena kontrola, jestli se nejedná o body
podobné. Je potřeba si totiž uvědomit, že pokud například bude nalezena
shoda bodu prvního jedince a třetího, tak v kole, kdy bude hledána shoda
třetího jedince s nějakým jiným, bude právě nalezena shoda s prvním jedincem.
V takovém případě nedojde ke změně výsledného bodu detekce.
Výsledný bod detekce je pak následně předán k určení, zda je jedná správně
pozitivní nebo falešně pozitivní detekci. V situaci kdy nebude nalezena žádná shoda
bodů nebo bude nalezen stejný počet shodných bodů a nebude se jednat o stejné
body je detekce prohlášena za falešně pozitivní.
Test byl proveden na databázi UltrasonixTrain, protože na databázi IMT, na
které byli jedinci učeni, by byly výsledky zkreslené. Databáze obsahovala celkem 37
obrázků. Tabulka 7.4 zobrazuje výsledky použitých čtveřic chromozomů získaných
křížovou validací. Kombinace K1, K2, K3, K4, K5 představuje následující kombinaci
jedinců:
• K1 - Kombinace jedinců Ch1, Ch2, Ch3, Ch5.
• K2 - Kombinace jedinců Ch1, Ch2, Ch3, Ch4.
• K3 - Kombinace jedinců Ch1, Ch2, Ch4, Ch5.
• K4 - Kombinace jedinců Ch1, Ch3, Ch4, Ch5.
• K5 - Kombinace jedinců Ch5, Ch2, Ch3, Ch4.
Tab. 7.4: Správnost detekce při použití více jedinců
Sada K1 - P[%] K2 - P[%] K3 - P[%] K4 - P[%] K5 - P[%]
Testovací 75,68 75,68 64,86 64,86 70,27
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Přestože byli jedinci získání na jiných datech kombinace K1 a K2, ukázala rela-
tivně dobré výsledky, například při srovnání s detekcí jednotlivců na databázi IMT.
Další možnost, jak zvýšit úspěšnost detekce, byla založena na použití více kruž-
nic v kombinaci použití více chromozomů najednou. Houghova transformace vrací
na výstupu definovaný počet kružnic. Při testování se ukázalo, že v případě kdy
u první kružnice se jednalo o falešně pozitivní detekci, tak druhá byla správně pozi-
tivní. Tento jev je zobrazen na obrázku 7.6. Použití dvou kružnic se opírá o fakt, že
Houghova transformace vrací body kružnic v pořadí, v jakém je pro danou rovnici
kružnice nalezená shoda bodů ležících na kružnici. Z toho vyplývá že může nastat
situace kdy první kružnice má jen o jednotky větší shodu bodů ležících na dané
kružnice. Tabulka 7.5 pak zobrazuje výsledky použití dvou kružnic a více jedinců
současně.
Obr. 7.6: Pozice dvou kružnic při detekci
Tab. 7.5: Správnost detekce při použití více jedinců a dvou kružnic
Sada K1 - P[%] K2 - P[%] K3 - P[%] K4 - P[%] K5 - P[%]
Testovací 78,39 86,49 72,97 70,27 75,68
Z výsledků vylývá, že takovéto použití bylo velice účinné a byla dosažena správ-
nost detekce 86, 49%.
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7.2 Výsledky dosažené použitím sémantických ope-
rátorů
Prezentované výsledky této části budou pro operátory založené na sémantické ekvi-
valenci. Evoluční algoritmus měl nastavené parametry uvedené v tabulce 7.6. Pro
trénovaní i otestování byla použita databáze IMT. Konkrétně pro trénování bylo
použito 18 ultrazvukových obrázků. Pro otestování bylo použito 55 ultrazvukových
obrázků. Je třeba podotknout, že trénovací data jsou jiná než testovací. Nejlepší
řešení je hledáno pouze na trénovací množině. Tedy testovací data lze prohlásit za
nezávislá. Evoluční proces je spustitelný ve třídě ImageTestovaciMain.
Tab. 7.6: Parametry evoluce pro sémantikou ovlivněné TGP
Parametr Hodnota
Počet evolučních cyklů 20
Počet jedinců v populaci 150
Maximální hloubka stromu 15
Míra křížení 70
Míra mutace 25
𝛿 216
Pro nastavení parametru 𝛿 neexistuje přesná metoda. Hodnota byla zvolena jako
počet trénovacích obrázků vynásobený tolerancí, která byla popsána v části 5.9.2.
Výsledky evoluce jsou zobrazeny v tabulce 7.7. Na obrázku 7.7 je zobrazena detekce
v originálním ultrazvukovém obrázku a v obrázku po průchodu filtry. Z obrázku je
patrné, že výsledek transformace zbavil obrázek veškeré struktury, na které by mohla
být provedena detekce. Po detailním zkoumání výsledného obrázku bylo zjištěno, že
se v obrázku vyskytují pixely, jejíž hodnota je odlišná od ostatních. Je také zřejmé
že tento výsledek není vhodný pro praktické použití. Pro úplnost je na obrázku 7.8
zobrazena struktura stromu.
Tab. 7.7: Správnost detekce pro sémantikou ovlivněné TGP
Sada P[%]
Trénovací 61,11
Testovací 65,45
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a) b)
Obr. 7.7: Výsledná detekce: a) originální obrázek s detekcí b) obrázek po průchodu
filtry s detekovanou tepnou.
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Obr. 7.8: Struktura chromozomu
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8 DISKUZE VÝSLEDKŮ
V přecházejících třech kapitolách byl prezentován systém a výsledky dosažené systé-
mem. V závěrečné části prezentace systému bylo ukázáno jaký vliv má paralelizace
na dobu vykonávání jednotlivých akcí systémem. Je potřeba zdůraznit, že s kon-
ceptem paralelizace nebylo počítáno od začátku. Tato myšlenka byla do systému
dodělána v době, kdy systém měl již konečnou strukturu. Paralelizace zaznamenala
velký rozvoj a bylo by zajímavé implementovat operace prováděné systémem tak,
aby je bylo možné provádět na grafickém akcelerátoru.
Bylo ukázáno, že vytvořený systém je schopný řešit jak úlohy symbolické regrese,
tak i úlohy z oblasti obrazového zpracování. Na úlohách symbolické regrese bylo pro
každou z funkcí nalezeno řešení, které odpovídá hledané funkci. Na tomto místě je
třeba podotknou, že prezentovaná řešení jsou výsledkem více pokusů. GP je založeno
na principu náhody. Proto není zaručeno, že evoluce dopadne pokaždé se stejným
výsledkem. Z prezentovaných výsledků to není patrné, ale experimentálně bylo zjiš-
těno že pro úlohy symbolické regrese, sémantikou ovlivněná evoluce mnohem rychleji
a častěji konvergovala k hledanému řešení. Pro přesné hodnoty rychlosti a četnosti
konvergence by bylo vhodné provádět evoluční cyklus iterativně, například pro sto
iterací a následně provést vyhodnocení.
Při úloze detekování pozice tepny v ultrazvukovém obraze, bylo ukázáno, že
systém je schopný najít kombinaci filtrů, které provedou adekvátní předzpracování.
Prezentovaný jedinec v části 7.1 nedosáhl nikterak vysoké úrovně správnosti detekce.
Pro získání kvalitativně lepšího řešení by bylo třeba evoluční cyklus několikrát opa-
kovat nebo změnit parametry evoluce. Možností nastavit větší počet evolučních cyklů
nebo upravit parametry míru mutace a křížení. Optimální nastavení parametrů míry
křížení a míry mutace lze získat experimentálně, případně vytvořit v systému modul,
který by tyto parametry měnil dynamicky. Dynamická změna by mohla být prová-
děna na základě počtu výskytů jedinců se stejnou fitness hodnotou. V případě, kdy
by počet jedinců se stejnou hodnotou fitness dosáhl určité úrovně, zvýšila by se míra
mutace. Tím by se do populace vnesla větší rozmanitost. Je potřeba pohlídat, aby
změna jedinců nebyla příliš velká. To by vedlo k odklonu od hledaného řešení.
Časová náročnost evolučního cyklu v úloze detekce tepny pro GGGP se pohy-
bovala ve dnech. Proto nebylo technicky možné spustit evoluci například pro sto
evolučních cyklů. Bylo ale prezentováno řešení využívající více jedinců a více kruž-
nic k detekci. Zde se ukázalo, že použití více jedinců natrénovaných na jiných datech,
než na kterých byly otestování spolu s využitím dvou kružnic od každého jedince,
je řešení jak dosáhnout vyšší úrovně správnosti detekce.
Při použití sémantikou ovlivněného TGP nebylo nalezeno řešení, které by bylo
kvalitativně srovnatelné s řešením získaného pomocí GGGP. Sémantikou ovlivněné
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TGP se ukázalo časově náročnější na výpočet než TGP. Důvody mohou být násle-
dující:
• Pro GGGP je posloupnost filtrů, které lze za sebe řadit dána gramatikou. Tím
je dáno, že pořadí filtrů, které jsou za sebe skládány je logicky správné. Pro
sémantikou ovlivněné TGP byla použita růstová metoda generování stromů,
která logickou správnost nezaručuje. Tak jsou na vstup Houghovy transformace
přiváděny obrazy, které jsou nedostatečně předzpracovány a detekce je proto
časově náročná.
Jedním z řešení může být použití metody GBIM pro inicializaci populace.
Následně podle typu sémantický zjistit, zda dané podstromy jsou sémanticky
stejné nebo podobné. A poté provést křížení či mutaci pomocí GBC nebo
GBM.
• Určení, zda dva obrazy jsou sémanticky stejné či sémanticky podobné, bylo
řešeno pomocí detekce středů kružnic a následném výpočtu uvedeném v teore-
tické části. Tato detekce byla pro operaci křížení nebo operaci mutace prová-
děna tolikrát, jak byla velká testovací sada. To znamená, že pro jednu operaci
křížení bylo například 17 krát provedena detekce pomocí Houghovy transfor-
mace pro jednoho jedince. Celkově to tedy znamená 34 krát provést detekci.
Řešením tohoto problému by mohlo být snížení počtu obrázků, na kterých by
se určovalo, zda jsou dva podstromy sémanticky stejné případně podobné. Je
však otázkou do jaké míry by bylo porovnání objektivní. Dalším řešením by
mohl být použít Houghovu transformaci jen na určitou část vstupního obrazu.
Z důvodu velké časové náročnosti tohoto přístupu, nebylo možné opakovat evoluci
několikrát, případně pro větší počet jedinců v populaci. Výsledný jedinec není pro
praktickou detekci vhodný. Bylo ale ukázáno, že systém funguje i na sémanticky
založených operátorech.
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9 ZÁVĚR
V této práci byly popsány teoretické principy stromového genetického programování.
Na základě těchto poznatků byl implementován systém na principu stromového ge-
netického programování. V systému byly implementovány dvě metody pro omezení
prohledávacího prostoru. První metoda byla založená na gramatickém omezení. Bylo
využito bezkontextové gramatiky. Druhá metoda byla založena na sémantickém po-
rovnávání dvou podstromů. Byly vytvořeny příkladové funkce pro úlohy symbolické
regrese. Dále byla vytvořena příkladová funkce pro detekci tepny v ultrazvukovém
obrazu. Bylo ukázáno, že systém je schopný řešit jak úlohu symbolické regrese, tak
úlohu návrhu obrazových filtrů.
V části návrhu obrazových filtrů pro detekci tepny v ultrazvukovém obrazu byl
prezentován filtr, který byl schopný detekovat tepnu v ultrazvukovém obraze. Byl
hledán způsob jak zvýšit úspěšnost detekce. Byl použit princip metody křížové vali-
dace, kterým bylo získáno pět jedinců. Ukázalo se, že tato metoda přinesla zlepšení
detekce. Jedinci získaní metodou křížové validace pak byli použiti ve skupině. Prin-
cip použití ve skupina byl založen na potvrzované detekci, kdy jako výsledek detekce
byla označena tepna, která byla nejvíce zastoupena jako výsledek jednotlivých je-
dinců. Uvedená metoda byla aplikována na jinou databázi ultrazvukových obrazů,
než na které byli jedinci trénováni. Potvrzovaná detekce přinesla výrazné zlepšení
detekce. Ovšem za cenu delší doby detekce.
Při použití sémantických operátorů se ukázala jejich časová náročnost, která byla
vetší než pro gramatikou řízené stromové genetické programování. Pro sémantikou
ovlivněné genetické programování byl prezentován jedinec jehož procentuální úspěš-
nost byla srovnatelná s jedince vytvořeným pomocí gramatiky. V části diskuze pak
bylo poukázáno na nedostatky sémantického řešení, zejména na časovou náročnost.
Byly navrženy možnosti, které by mohly vést k řešení daných nedostatků.
Samotnou částí byla paralelizace některých úloh systému. Jednalo se o inicializaci
populace a operace křížení a mutace. Ukázalo se významné snížení doby potřebné
pro inicializaci populace a doby potřebné pro průběh evoluce. Paralelizace se dostává
do popředí zájmu při implementaci systémů. Přináší způsob jak urychlit výpočet
některých algoritmů. Rozšířením implementovaného systému paralelizace by mohla
být paralelní implementace některých obrazových filtrů. Případně implementovat
operace prováděné systémem pro grafický akcelerátor.
Systém byl použit pro skládání Haarových příznaků. Ale kvůli vysoké falešně
pozitivní detekci nebyly výsledky prezentovány. Tato aplikace systému může být
dalším námětem na rozšíření tohoto systému a navázáním na tuto práci.
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BNF Backus-Naur Form
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CFG Context-Free Grammar
CN Crossover Node
CS Current Size
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GBM Grammar-based mutation
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GP Genetic Programming
ML Mutation Length
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SS Sampling Semantics
SSC Semantic similarity-based crossover
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SSM Semantic similarity-based mutation
STGP Strongly Typed Genetic Programming
TGP Tree Genetic Programming
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