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I. INTRODUCTION
A CCURATE registration of remotely sensed images is required in many applications such as land cover/use change detection and environmental monitoring. Two types of registration models are distinguished to do so, i.e., physical models and empirical models [1] , [2] . Physical models, such as collinearity equations, can achieve high positioning accuracy based on a minimal number of pairs of control points (CPs), but they require a precise satellite ephemeris. Empirical models use statistical relations with parameters estimated on the basis of collected CPs. As the physical parameters and prior sensor information cannot be accessed easily, empirical models are widely used, e.g., polynomial functions, rational functions, and splines. In particular, polynomial regression models are commonly applied in image registration.
In a polynomial regression model, the coordinates of reference CPs (RCPs, i.e., CPs extracted from reference images) used as explanatory variables are assumed to be error-free, whereas the errors in the coordinates of target CPs (TCPs, i.e., CPs extracted from distorted images) used as response variables are assumed to be independent and identically distributed. The coordinates of RCPs, however, are usually not free of errors as they are mainly obtained from geographic information systems and remotely sensed images [3] , [4] . In this situation, the use of the ordinary least squares (LS) estimator will result into the biased estimation of the coefficients of the polynomials because errors in the RCP coordinates are ignored [4] . In [4] , we introduced a consistent adjusted LS (CALS) estimator and proposed a relaxed CALS (RCALS) estimator to partly overcome such a problem.
Recently, the total LS (TLS) estimator [5] - [9] and the scaled TLS (STLS) estimator [10] have been devised on the basis of error-in-variables (EIV) modeling to handle the errors in the explanatory variable data. The assumptions in CALS and RCALS estimators are partly relaxed. Their basic concept is to estimate the parameters of the EIV model by minimizing the orthogonal distance from the measured data of the explanatory variable and the response variable to the fitted EIV model [5] - [11] . In [11] , we introduced the STLS estimator to correct the errors contained in the RCPs. However, it is found that this method is inadequate when it works with real data. A homoscedastic error structure is required for the STLS estimator with the EIV model, which means that the variances of the errors in the data of the explanatory variable and of the response variable are equal [7] , [10] , [11] . In image registration, however, the CPs may have varying accuracy values. Their measured errors commonly have a nonidentical distribution. For instance, some RCPs are obtained from fine-scale maps and others from coarse-scale maps. Collecting RCPs from multiple reference images may lead to RCPs with different accuracy values. As the measurement errors in the data of the explanatory variable and the response variable are of different sizes, the homoscedasticity assumptions in the TLS and STLS estimators are violated by the real error statistics of RCPs. Therefore, estimations using the TLS and STLS methods are not reliable.
General robust methods have been successively proposed to handle heteroscedastic data [12] - [14] . For example, [14] proposed a novel robust estimation algorithm, i.e., the generalized projection-based M -estimator, which does not require the user to specify any scale parameters on the application of robust regression. To deal with heteroscedastic data in the EIV 0196-2892 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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model, the weighted TLS (WTLS) estimator was proposed by Markovsky et al. [15] . In this approach, the different accuracy values of the explanatory variable and the response variable are taken into account, and their error structures are relaxed into a more general relationship. Estimation by this method can be then done by minimizing the weighted orthogonal distance [16] . In this way, the WTLS estimator unifies the LS, weighted LS (WLS) [17] , TLS, and STLS estimators, and is thus more realistic in practical applications. As an application-oriented method, this estimator has been recently used in various applications [18] - [21] . The EIV-model-based WTLS method is suited to situations in which the CPs from remotely sensed imagery are corrupted by noise with nonidentical probability distributions. Hence, this paper introduces a WTLS-based iteratively reweighted TLS (IRTLS) method into remotely sensed imagery registration. The novelty of the proposed methodology with regard to previously developed methods [1] , [2] is that it can jointly take the different-sized errors in the RCPs and TCPs into account. The effect of low-accuracy and high-accuracy CPs on registration can be distinguished by the weights in the estimator. Furthermore, to guarantee its practicability, a two-sided adaptively weighting scheme is derived to determine the weights of RCPs and TCPs during registration. In this way, the limitations of conventional estimators can be overcome, and the robustness and accuracy of remotely sensed imagery registration is potentially improved. To show its performance, this paper is illustrated with a simulation experiment and two experiments on different types of remote sensing images. During these experiments, the performance of our IRTLS method is compared with the common LS, TLS, STLS, and WLS estimators.
II. WTLS ESTIMATOR FOR IMAGE REGISTRATION
The focus of this paper is the measurement errors in RCPs and TCPs. Let the observed coordinates of an RCP in the reference image be denoted by g = (g x , g y ), and let the observed coordinate of a TCP in the distorted image be denoted by u = (u x , u y ). A second-order polynomial regression model to explain the true coordinates on the basis of RCPs can be represented by [22] - [25] 
where
T are the unknown model
T ; and ε = (ε x , ε y ) is the measurement error of the TCP. For the observed coordinates of RCPs containing measurement errors, the EIV model is introduced to the image registration [4] , [11] . For a second-order linear EIV registration model, the unobserved "true" coordinates U = (U x , U y ) and G = (G x , G y ) of a TCP and an RCP are related by the following model:
Because of measurement errors ε = (ε x , ε y ) and δ = (δ x , δ y ), we can only observe u = (u x , u y ) and g = (g x , g y ), i.e.,
Here
where Σ ς and Σ μ are the covariance matrices of the errors of CPs, σ 2 0 is a variance scalar factor, and P ς and P μ are the cofactor matrices. Thus, for n pairs of independently collected CPs, we write
where diag(·) is a diagonal matrix whose diagonal elements are contained in a vector. Then, the matrix form of the linear EIV registration model can be written as
Let the properties of errors be characterized by
where vec(·) denotes the columnwise vectorization of a matrix [26] . In this model, cofactor matrices P μ and P ς can be expressed as P μ = P 0,μ ⊗P ε and P ς = P 0,ς ⊗P δ , respectively, where P 0,μ and P 0,ς are matrices that are proportional to diagonal matrices whose diagonal elements are the variances of each dimension in explanatory variable v and response variable u, respectively; ⊗ is the Kronecker product; and
are the cofactor matrices of covariance matrices Σ ε = σ
respectively. According to the polynomial structure and variance-covariance propagation law [22] , we have 
T , and g y = (g y 1 , g y 2 , . . . , g y n )
T . The linear EIV model (4) is equivalent to the polynomial regression model if Σ ς = 0 [27] - [30] . In the homoscedastic case of (4), it is assumed that P ε = I and that P δ = I. Under these assumptions, the EIV-based TLS [5] - [9] and STLS estimators [10] , [11] can provide consistent estimations of the unknown parameters, i.e., the estimations converge to the true values as the number of samples tends to infinity. The LS estimator, however, is inconsistent and asymptotically biased if errors exist in both the response and explanatory variables. In the registration, the size of measurement errors δ in the coordinates of RCPs g used as an explanatory variable may differ owing to human errors, instrumental errors, and other reasons. Additionally, the error ε in the coordinates of response variable u may also vary owing to observation errors. Therefore, the assumptions underlying the use of the TLS and STLS estimators are violated.
To deal with these problems of varying accuracy values, the WTLS estimator was introduced by Markovsky et al. [15] . This estimator assumes that the error structure differs at each data point, irrespective of response variable u or explanatory variable g. Their relative sizes are determined by covariance matrices Σ ε and Σ δ . That is, cofactor matrices P ε and P δ are used to characterize the accuracy of the data for both explanatory variable g and response variable u. The optimal weight matrices for this estimator are defined as
where 
is called the WTLS solution of the EIV model [15] .
Unlike the LS and WLS estimators, the WTLS estimator has no analytic closed-form solution in the general case, and numerical iterative optimization methods are therefore employed to find the solution. This problem is discussed in more detail in [15] , and [31] - [33] . To guarantee convergence to the global solution, the solution in this paper is solved using the iterative algorithm in [32] . For a comprehensive introduction to the WTLS theory, algorithms, and some of its applications, we refer to the work in [31] .
III. EXPERIMENTS WITH SIMULATION IMAGES
In the remainder of this paper, we apply the WTLS estimator to improve the accuracy and robustness of image registration. Using images and errors with simple but well-defined properties is helpful to better understand the characteristics and effects of the proposed methodology on the improvement of the registration. Therefore, a simulation experiment is designed to investigate the performance of the WTLS method. This adjustable experiment environment is convenient to control the model parameters and the environment settings.
A. Design of Simulation Experiments 1) Preparation of Images for Experiments:
A 1200 × 1200-pixel thematic raster map with three classes in equal proportions is simulated as the reference image. The pixel values of the three classes are set at 0, 51, and 128, respectively, as shown in Fig. 1 . The spatial resolutions of the three bands are assumed to be
The corresponding distorted image is artificially generated from the reference image by resampling, introducing a system distortion, and introducing random location errors [11] . As shown in Fig. 2(a) , the resampled reference image of 400 × T . Other distortions could be also applied to introduce a system distortion in this simulation, such as affine transformations or perspective transformations [34] . After obtaining Fig. 2(b) , random location errors are introduced to the coordinates of each point in the images. The scheme for adding errors will be detailed in the following section. Finally, resampling is used to reconstruct the new image with a random error distortion as the distorted image. We refer to [11] for further details of the artificially generated images.
2) Adding Errors in CPs and Determining Weights:
The RCPs with coordinates G = (G x , G y ) evenly obtained from a reference image are taken as error-free RCPs, as shown in Fig. 1 . To test the ability of the WTLS estimators to rectify deviation, we add random errors to the RCPs according to the following scheme:
where rn denotes a random number generated from the standard normal distribution N (0, 1). Thus, the errors of the RCPs in the x and y directions conform to normal distributions
, respectively. The standard deviations in each direction σ δ x and σ δ y are determined by σ δ and θ δ , respectively, i.e.,
where σ δ and θ δ are generated using the uniform random number ru at interval [0, 1], i.e.,
In ( that the directions of errors are random, whereas the maximal standard deviation of σ δ,max = 0.5 pixel limits the errors at points G = (G x , G y ). Similarly, using a maximal standard deviation σ ε,max = 1 pixel, we can implement the addition of random errors in the error-free TCPs U = (U x , U y ) and obtain the error-added TCPs u = (u x , u y ).
According to the optimal weights in the WTLS estimator, the weights of the error-added pairs of CPs u = (u x , u y ) and g = (g x , g y ) are calculated, respectively, as
where the variance scalar equals σ 2 0 = 1 in our study. Table I presents two examples of CPs and validation points (VPs, i.e., the points are not involved in the estimation process and are used to verify the outcomes of estimations) in one realization using the spatial relationship of the data, including the observed (i.e., error-added) data, the true (i.e., error-free) data, the errors, the standard deviations, and the normalized weights of the explanatory and response variables. This example illustrates how to create simulated x and y coordinates and how to determine weights with the artificial added random errors.
3) Model Estimation and Image Registration: After collecting the pairs of points u and g, we centralize these erroradded data and their corresponding weights
, and then, we enter them into the EIV registration model to estimate model coefficientsβ = (β x ,β y ). Performances are compared after model estimation, and the corresponding registered images can be obtained by employing correcting technologies.
4) Accuracy Assessment:
In the experiment, two aspects of assessments are adopted to quantitatively evaluate the performances of registration, i.e., coefficient estimation and registration errors.
a) Coefficient estimations:
We compare coefficient estimatesβ in terms of their variance, bias, and MSE. These quantities can, respectively, assess the precision, accuracy, and robustness of the estimations [11] . 
b) Registration errors:
In addition to directly comparing the coefficient estimation, the root MSE (RMSE) metric of the VPs is commonly used during image registration. Fig. 3 shows a distribution of 32 VPs with a stratified simple random sampling. The errors in both the x and y directionsδ = (δ x ,δ y ) at these VPs are used to calculate the RMSE as follows:
denotes the root square error (RSE) of each VP, and (ĝ x ,ĝ y ) is the estimated coordinates of the reference VPs (RVPs) G = (G x , G y ). Low RMSE values correspond with a precise registration. Another metric of accuracy assessments to estimate errors in the entire image is the spatial mean error (SME) [35] , [36] , i.e.,
where H is the number of strata, n is the number of VP pairs in the image, n h is number of VPs in stratum h, and
is the mean RSE of the VPs in stratum h. According to the sampling of VPs in Fig. 3 , the parameters in (14) are equal to H = 16, n h = 2, and n = 32. In addition, the spatial variance (SV) of the estimated SME can be examined, without bias, as
where SV h is the estimated SV of SME h , i.e.,
The SV is an important metric to assess the performance of the registration for remotely sensed images. Note that low SV values correspond with more uniform registration errors in the corrected image.
B. Results of Simulation Experiments
This section presents the simulation results to demonstrate the performance of the proposed method. By employing the setups in Section III-A, comparisons are made between the performances of the LS, WLS, TLS, STLS, and WTLS estimators, which are based on Monte Carlo simulations. Monte Carlo simulations explicitly represent uncertainties by specifying inputs as probability distributions [37] . To obtain a reliable estimation result, 10 000 Monte Carlo simulations for error addition and weight determination are carried out by generating random numbers from a specified probability distribution. Two problems are investigated in these simulations. First, we compare the performances of the unweighted estimators of the LS, TLS, and STLS methods, and the weighted estimators of the WLS and WTLS methods in estimating the model coefficients. Second, the simulation study demonstrates the difference in the registration errors of these estimators. Table II presents the mean values and standard deviations of the coefficient estimations from the Monte Carlo simulations. Fig. 4 shows the variance, bias, and MSE of the estimated coefficient vectorsβ x andβ y using different estimators. Table II and Fig. 4 illustrate the following.
1) Coefficient Estimation Analysis:
The variances obtained with the WTLS estimation are equal to 0.1837 and 0.1905 m 2 in the x and y directions, respectively, whereas the variances of the other estimations are all above 0.6 m 2 . This indicates that the WTLS estimator is more robust in estimating model parameters. Apparently, the variances of the LS, TLS, and STLS estimators are fairly close to each other. In addition, we find that the variances in the x and y directions of the WLS coefficient estimation (0.6557 and 0.6380 m 2 , respectively) are slightly larger than those obtained by LS (0.6034 and 0.6290 m 2 , respectively), TLS (0.6038 and 0.6292 m 2 , respectively), and STLS (0.6036 and 0.6291 m 2 , respectively). This suggests that the one-sided weighted scheme of the WLS approach could not guarantee the robustness of parameter estimation when both the coordinates of the RCPs and the TCPs contain errors with different sizes.
The bias in the WTLS estimates is equal to 0.0008 and 0.0034 m in the x and y directions, respectively. These values are smaller than those from the other estimators. The reason is that the LS and WLS estimators are inconsistent and asymptotically biased if the RCP coordinates contain errors, whereas the TLS and STLS estimators assume that the errors obey a homoscedastic structure. Unfortunately, if there are points in the data set whose errors follow different probability distributions, the homoscedastic error structure assumption of TLS and STLS cannot be satisfied, and they show poor performance. In contrast, the heteroscedastic error structure assumption and the two-sided weighted scheme of the WTLS estimator can guarantee low bias to a certain extent. Therefore, the WTLS estimator is more accurate in terms of parameter estimation.
Combining the effects of the variance and bias, we notice that the WTLS coefficient estimation has the lowest MSE. This is attributed to the robust coefficient estimates of the WTLS estimator that are not unduly affected by outliers or other small departures from the model assumptions. In summary, the WTLS estimator provides better coefficient estimations.
2) Error Analysis: To further investigate the performance of image registration, we next evaluate the accuracy metrics corresponding to registration errors, including the RMSE, the SME, and the SV of the SME.
Figs. 5, 6, and 7 present the RMSE, the SME, and the SV values collected from 10 000 Monte Carlo simulations at intervals of 200, respectively. Fig. 8 shows the mean RSE for each VP. The results of 10 000 Monte Carlo simulations are summarized in Table III . The following can be observed.
From the results in Figs. 5 and 8 , and the quantitative statistical results in Table III , we observe that the RMSE and mean RSE of the WTLS method are smaller than those of the others. These differences illustrate large advantages of the WTLS estimator in reducing the registration error. Thus, in terms of registration accuracy, WTLS clearly outperforms the unweighted LS, TLS, STLS, and one-sided weighted WLS methods. Meanwhile, the accuracy values of the LS, TLS, and STLS estimators are approximately equal to each other. Fig. 6 and Table III show that the mean value of the SME obtained with WTLS equals 1.0693 m, whereas the mean values from using the other estimators are above 1.4 m. This suggests Clearly, the SV of the WTLS estimator in Fig. 7 and Table III is smaller than those of the other estimators. It indicates that the WTLS estimator produces errors that are more stable and more evenly distributed than the error produced with the other estimators. The spatial distribution of the registered errors using the WTLS estimator is more uniform in the entire image.
The results in Figs. 5 and 6 illustrate that the WLS method does not always perform better than the LS method if the coordinates of the RCPs contain errors. largest among these methods, indicating that the registration errors of the WLS estimator are more widely spread apart and less uniformly distributed over the entire registered image. The one-sided weighted scheme, therefore, is not always effective in improving the registration when both the coordinates of the RCPs and the TCPs have noise of a different size. The results reveal that the WLS estimator cannot provide a globally uniform spatial pattern for image registration. To further investigate the RCPs' residuals' distribution characteristics, we now discuss one particular realization among the Monte Carlo simulations. After the registration, the residuals for each RVP are shown in Fig. 9 . The black, pink, green, blue, and red arrows represent the residuals obtained from the LS, TLS, STLS, WLS, and WTLS estimators, respectively, with the arrow length and the direction representing the magnitude and direction of the RVP residuals, respectively.
To evaluate the differences in these residuals, for the mean and variance of the residuals from estimators E 1 and E 2 , we have the following hypotheses:
Z-statistics and F -statistics are then computed for the aforementioned two types of hypotheses as follows:
where γ and S are the mean and standard deviation of the CPs' residuals, respectively, and n is the number of CP pairs. Hence, H 10 holds if and only if
are given critical values. Since α = 0.05 and n E 1 = n E 2 = 64, the critical values are Z 0.025 (63) = 1.671 and F 0.025 (63, 63) = 1.534, respectively. Under these conditions, the hypotheses that the mean and variance of the residuals from WTLS are smaller than those from the others are accepted by comparing the quantitative Z-statistics and F -statistics with the critical values. These support the assertion that the residuals of WTLS are smaller and distributed more unevenly than those obtained with other estimators.
3) Sensitivity Analysis:
To assess the robustness of the registration using the method proposed in this paper, a sensitivity analysis is further carried out by changing the predetermined values of the maximal standard deviations σ δ,max and σ ε,max in simulations. With a different pair of σ δ,max and σ ε,max , the distribution of generating the random error added in CPs is accordingly different from each other and, then, makes the accuracy of the registration vary in size. By the aforementioned simulations, the effects of the uncertainties in the CPs' measured coordinates on the stability of the registration with different estimators can be investigated.
The plots of the mean RMSE during 10 000 Monte Carlo simulations versus σ δ,max and σ ε,max are then analyzed in Fig. 10 . Table IV presents the averages of the relative change rates of the RMSE with the intervals Δσ δ,max = Δσ ε,max = 0.1. The result shows that the WTLS estimator provides a lower and more stable RMSE than those from other methods as the maximal standard deviations increase. In addition, it can be found that the WTLS-based registration method is insensitive to the choice of the distribution of random errors in CPs.
In summary, the WTLS estimator is more accurate and robust than the other estimators for simulated image registration. The LS and WLS estimators cannot effectively deal with the errors existing in RCPs, whereas TLS and STLS obtain similar results with LS when heteroscedastic errors exist in the measured CPs.
IV. EXPERIMENTS WITH REMOTELY SENSED IMAGES
Compared with simulated images, the geometric distortion of remotely sensed images is more complex. For example, feature points in images are often difficult to identify and match, particularly in images with different spatial resolutions. The geometric distortion may result in RCPs with different accuracy values that consequently influence the accuracy obtained during image registration. Furthermore, in practical applications, the acquisition of an entire reference image for registration may be difficult and costly. It might be more convenient to collect pairs of CPs from multiple reference images than from a single reference image. This may then lead to measurement errors in the coordinates of CPs that are of different sizes; thus, the accuracy of CPs is different from each other. This section describes the performance of the WTLS-based registration approach for remotely sensed images. 
A. Experiments Using Remotely Sensed Images 1) Image Description: a) Data set A:
We first analyze images from the Beijing-1 (BJ-1) small satellite. The BJ-1 small satellite, as one component of the Disaster Monitoring Constellation, was put into use in 2005 and has been widely used in China. It carries two payloads that provide high-resolution (4 m) panchromatic images alongside medium-resolution (32 m) three-band multispectral images with an ultrawide 600-km imaging swath [38] . Its panchromatic imager is of the push-broom type. In order to ensure true utility for its satellite data, geometric precise rectification is a key component to deal with. Fig. 11 • 6 11.63 N, respectively. Less than 1/20 of this study area is covered with mountains, and the elevation range of this area is from 38 to 189 m. It indicates that this region is generally flat; thus, it can be supposed that no distortion problems are caused by terrain effects.
To match the area of the distorted image (see Fig. 11 ), seven regions of reference images are obtained from multiple sources, including four types of remotely sensed images, as described in Table V . These reference images have different spatial resolutions and overlap areas on the distorted image. The cover areas of these images over the distorted image are also shown in Fig. 11 .
b) Data set B:
The second data set contains remote sensing images from Tianjin Port along the coast of the Bohai Sea. This data set is used to investigate the performance of the WTLS estimator. Tianjin Port is a major transport hub in the thriving Chinese economy. With the rapid increase in import and export throughput, land use at this trade port has dramatically changed over the last five years. Since the change of land use can influence sectors such as housing, infrastructure, and development space, it is crucial to quickly monitor its changes. Change detection techniques with remotely sensed images are often used to monitor land-use changes over a period of time. There is, however, a recurrent distortion between remote sensing images from different phases that may affect the drawing of correct conclusions. Hence, before carrying out a change detection analysis, geometric registration must be implemented. In particular, an absolute registration of multiple images by geometric correction in the same geographic coordinate system is important for monitoring a change trend over a long period.
In this experiment, two BJ-1 multispectral images with three channels acquired over a same area in Tianjin Port on November 25, 2010 and May 15, 2011 are taken as uncorrected remotely sensed data (see Fig. 12 ). The sizes of the images are 1975 × 2017 and 1941 × 1950 pixels, respectively. For the absolute registration, five precise geocorrected images and a series of observed points obtained by GPS precise point positioning are taken as reference data (see Table VI ). The reference data of the ETM, TM 5, and TM 8 images can cover the whole distorted image. The GPS observed points in this experiment can be uniformly distributed over the uncorrected data. The cover area of the Système Probatoire d'Observation de la Terre 5 (SPOT 5) image is located in the lower-right corner of the distorted image, whereas the Zi Yuan 3 (ZY 3) image is located in the opposite direction (see Fig. 12 ). Note that the study area of this data set lies on the coast of the Bohai Sea. Hence, no terrain distortion is considered as the land flattens out near the coast.
2) Image Registration With IRTLS: Similar to the simulation study, the registration of remotely sensed images mainly comprises the following four steps. a) Model selection: An appropriate model should be selected first. Considering the relative flatness in the study area and the deformation characteristics in Figs. 11 and 12 , we adopt a second-order EIV model to correct the geometric deformation of the distorted images.
b) CPs' collection and weight determination: Point pairs are collected in the multiple reference images and the distorted image. In Figs. 11 and 12 , the point pairs with their types of satellites are also shown. The accuracy of each of these points is unequal to each other, and their relative importance for registration is accordingly different and weighted. In the simulation experiments, the differences in the accuracy of the RCPs and that of the TCPs are known. In this remotely sensed image experiment, however, they cannot be available or accurate even if available. Thus, the appropriate variance values σ 2 ε and σ 2 δ , and the exact weights are unknown. The estimated weights for WTLS should be then used. Consequently, a method for adaptively optimizing and determining weights in the WTLS estimator is developed to guarantee its practicability.
Iteratively reweighted LS (IRLS) is used to determine the weights for the WLS estimator [39] - [41] . It adaptively estimates the weights of a response variable and thus obtains an accurate regression result. We generalize this concept to the WTLS estimator for determining both the weights of response variables and those of the explanatory variables.
In the initialization step, identical weights are set to each pair of CPs to perform WTLS. In the update step, similar to the optimization in IRLS, a reweighting scheme for both the explanatory and response variables is designed to estimate the weights. Its core idea is that squared residual regression is resorted to estimate the weights for the next step after extracting the residuals of the coordinates of the RCPs and the TCPs. First, the squared residualsε 2 andδ 2 in the TCPs and the RCPs are computed. The actual unknown squared errors ε 2 and δ 2 are then estimated by regressingε 2 andδ 2 using LS. After that, the estimated values of squared errorsε 2 andδ 2 are used to fit variancesσ (23) and used in the next iteration step. This is repeated until convergence is reached, which usually happens after only a few iterations. Note that the weights for the RCPs and the TCPs are adaptively recomputed by this iterative scheme in which each step involves solving a WTLS problem. As an approach to deal with the heteroscedasticity in the EIV model, we call this algorithm the IRTLS. A detailed description of the iteratively reweighted scheme can be found in [40] and [41] .
c) Model estimation and image registration: The LS, IRLS, and IRTLS approaches are used to estimate the parameters of a second-order EIV model. To do so, 20 iterations are run in the loop of the IRTLS algorithm. Based on the estimations by this approach, resampling technologies are employed to perform image registration.
d) Accuracy assessment: The statistical evaluation of the registration is generalized based on VPs. For the accuracy assessment metrics in the simulation experiment, the prerequisite is the availability of the true values of coefficients β = (β x , β y ) or the true coordinates G = (G x , G y ) of the RVPs. For remotely sensed images, however, such prior information is unknown. The observed coordinates g = (g x , g y ) of the RCPs are commonly used to replace true coordinates G = (G x , G y ) to obtain the RMSE. That is, the RSE of each VP in (12) is calculated as
Nevertheless, the objective of the LS estimator is to minimize the sum of the squares of residual errors, which is consistent with the minimization of the RMSE using (24) . Therefore, if the differences between the observed coordinates g = (g x , g y ) and the true coordinates G = (G x , G y ), i.e.,
are insufficiently small, the approximation in (24) for computing the RMSE cannot be justified to compare the accuracy of LS with that of the other methods. To overcome this problem, we selected 98 pairs of VPs from the 248 pairs of points for data set A. The residuals of these VPs are requested to be less than one pixel. The remaining 150 pairs of points are employed as CPs for estimations. That is, among the 248 pairs of points, the more accurate points are employed as VPs, the less accurate points are used to calculate the parameters of models. The distributions of the RCPs and the RVPs are shown in Fig. 13 . Following similar principles and procedures, we selected 163 pairs of CPs and 83 pairs of VPs for the experiment with Image I in data set B. We collected Figs. 15 and 16 compare the RMSE and SV of these different approaches with different numbers of CPs. These figures show that an increase in the number of CPs has a positive effect on the registration accuracy to a varying degree. For IRTLS, the changes in the RMSE and the SV from 10 to 80 CPs are equal to 160.2131 m and 288.3127 m 2 , respectively, whereas the improvement in the RMSE and the SV from 80 to 150 CPs only equals 7.6 m and 2.1032 m 2 , respectively. Furthermore, the IRTLS method is more effective under a large-sample theory. As shown in Figs. 15 and 16 , the results of IRTLS are poor when the quantity of CPs is below 40. The RMSE and SV of the IRTLS estimator, however, fall at a fast rate as the number of CPs increases. Higher accuracy of IRTLS will be more pronounced as the quantity of CPs increases. When the quantity of CPs is larger than 40, IRTLS performs better than the other estimators in terms of the RMSE and the SV. More samples would be needed to guarantee its consistency. We conclude that the number of CPs affects registration accuracy and that it is important to only use IRTLS with a sufficiently large number of CPs. Clear dominance of this estimator over others is apparent for a large number of CPs. Other estimators cannot estimate the model parameters at high precision since they heavily rely on assumptions that cannot be met in this application.
Subsequently, the results of using 150 CPs are presented to further evaluate the methods. Fig. 17 presents the final corrected image using IRTLS with nearest neighbor resampling. The coordinate systems is World Geodetic Survey 1984, and the map projection is the Universal Transverse Mercator projection. Fig. 18 shows the distribution of the residuals of the RVPs. Based on Fig. 18 , hypothesis tests between the IRTLS estimator and the other estimators support the claim that the residuals from IRTLS are smaller and are more evenly distributed than the other two methods. That is, the residual errors throughout the entire registered images are more homogeneous with the IRTLS method. The effect of the residuals on subsequent operations such as multisource data fusion and change detection can be reduced.
2) Data Set B: The registration process of data set B is similar to that of data set A. Comparative results are also presented with this data set. Table VIII shows the results of the registrations and specifies that there are decreases of 14.8534% (Image I) and 19.7299% (Image II) in the RMSE by comparing IRTLS with IRLS and decreases of 22.6946% (Image I) and 28.3495% (Image II) in the RMSE by comparing IRTLS with LS. Meanwhile, IRTLS obtains lower SV values on this data set, which suggests that the registration errors contained in the corrected image (see Fig. 19 ) using the IRTLS estimator are more likely to follow a uniform distribution, i.e., residuals are more homogeneous when applying IRTLS throughout the entire registration period of the images. Consequently, less error will propagate to the results of change detection between the two images, and a more accurate land-use change of the area is monitored over the study period.
C. Discussions
In this experiment, the proposed IRTLS method was validated as a reliable registration method for remotely sensed images. The cause is that the error structure in the IRTLS method relaxes into a heteroscedastic pattern. Based on this, two-sided weights can be used to describe the varying importance of RCPs and TCPs that are of different accuracy.
We note that the spatial resolution of an uncorrected image equals 32 m, whereas the spatial resolution of the reference images varies from 0.5 to 15 m. When manually collecting CPs, the locations of RCPs corresponding to TCPs are difficult to accurately determine owing to the different resolutions between the distorted images and the reference images. Therefore, positioning errors are still introduced even under the assumption that all correspondences are correct (i.e., no mismatch is considered), which will influence the registration results to a certain degree. Then, the errors in the residuals of the RCPs might propagate from the positioning errors to the entire registered images. If the scales of the spatial resolution are similar, it is relatively convenient to accurately locate pairs of CPs from distorted images and reference images. If the difference of spatial resolutions is large, however, it is relatively difficult to accurately fix the positions of RCPs from reference images. Such positioning errors would reduce the accuracy of model estimation. The two-sided weighted scheme in our IRTLS method partly reduces the effect of CPs' positioning errors. Positioning errors from multiscale reference images are worthy to be further investigated, particularly their influences on the registration results and the analysis on how robust our approach is to mismatches. In addition, at this stage, it is unknown whether the techniques can be expanded to other types of images, such as high-resolution images, oblique images, or SAR images. We plan to do further research on these data sets in the future.
It was assumed that all CPs are independently collected in the experiments. Because of spatial autocorrelation in the remotely sensed imagery, however, covariance and weight matrices differ from diagonal matrices. Therefore, a general IRTLS method to handle CPs with spatial autocorrelation needs to be developed in the near future.
V. CONCLUSION
This paper has introduced the EIV-model-based IRTLS estimator into image registration for RCPs and TCPs of which the coordinates contain heteroscedastic errors. By comparing the variance, bias, and MSE of the coefficient estimations obtained from Monte Carlo simulations, this paper has demonstrated that the coefficient estimates obtained by the WTLS-based estimator were more accurate and robust than those obtained by the LS, WLS, TLS, and STLS estimators if both the coordinates of RCPs and TCPs contain errors of different sizes. The registration errors from the WTLS-based estimation were lower in magnitude and more uniform in distribution, as expressed by the RMSE, the SME, and the SV. By employing a novel adaptive weight determination scheme, a reliable registration for remotely sensed images was achieved. The quantity of CPs was validated as a critical factor that affects the use of the estimator in registration applications. The results showed that, for a large number of CPs, the proposed IRTLS method has a superior performance over the general methods in terms of registration accuracy and residual uniformity. With these attributes, the IRTLS method is considered an effective and reliable technique for image registration when the coordinates of RCPs and TCPs contain heteroscedastic errors. Therefore, it is recommended that our presented approach is further expanded and used in the registration of remotely sensed imagery in order to obtain higher accuracy and greater reliability.
