Recent mobile devices are capable of creating and storing a large amount of multimedia data, but sharing those data with others is still challenging. This paper presents Cocktail, a new gesture-based mobile interaction system that exploits bartenders' motions. Like a bartender who pours drinks to a glass, a user can pour (transfer) multimedia data to other device. The user can also mix music files and pictures into a music video by shaking the mobile device, as a bartender does to make a cocktail. We have implemented a prototype of Cocktail system with Ultra Mobil Personal Computers and a touch-screen monitor and demonstrate its usability.
INTRODUCTION
Most advanced mobile devices are capable of creating new multimedia data. For example, mobile phones are equipped with high resolution cameras, allowing users to take pictures or make movies anytime, anywhere. However, sharing those data with others is still challenging. Transferring the taken pictures from one mobile phone to another one usually takes several steps of inconvenient user intervention, including manipulating buttons to execute the file exchange program, enabling radio interfaces (e.g., Bluetooth) followed by wait time for identifying the target's network address (e.g., Bluetooth MAC address), selecting pictures to be sent, and pressing 'transmit' button. Therefore, it is essential to devise novel solutions for exchanging multimedia data in more user-friendly ways to enhance usability of mobile devices.
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MobileHCI'09 September 15-18, 2009, Bonn, Germany ACM 978-1-60558-281-8. This paper describes a gesture-based mobile interaction system, Cocktail, which is designed for intuitive data transfer and contents creation. Motivated from bartenders who mix drinks to make cocktails, our system uses their gestures for mobile interaction: a user can pour (transfer) data in her mobile phone to other device, like a bartender who pours drinks to a shaker. The user can mix her pictures and music files into a music video by shaking the mobile phone, as a bartender does to mix drinks into a new cocktail. In addition, our system includes a touch-screen-based table-like computer system called SmartTable which support 'pushing' interaction with stationary devices, such as a TV, or printer. In the same way that a bartender pushes glasses or bills to customers on a table, users can push icons on SmartTable towards the stationary devices to transfer the data. Table 1 compares the gestures used in a cocktail bar and our system. Figure 1 shows the overall Cocktail system. It consists of mobile devices (e.g., mobile phones), a touch-screen called SmartTable, and several types of stationary devices (e.g., Those devices shown in Figure 1 are mapped to the objects in a real cocktail bar: a mobile device is mapped to a bottle, multimedia data in the mobile device represents drink in the bottle, and SmartTable is mapped to a table in the bar. In this enviroment, mobile users become digital bartenders handling multimedia data in their mobile phones.
COCKTAIL SYSTEM

Overview
Our system provides three types of interactions: (1) data transfer from a mobile device to another device (including both mobile and stationary devices), (2) creating new contents, and (3) data transfer from SmartTable to stationary devices. All three interactions are based on gestures used by bartenders.
First, in order to transfer data in a mobile device to another device, we use the sprinkling gesture (which is similar to the pouring gesture). Like a bartender pours drink from a bottle to a glass, a mobile user can transfer data, such as pictures, in her mobile phone to another device, such as her friend's phone, by sprinkling her device above the target device. Then, our system automatically finds the target, establishes a connection, and begins the data transfer. Section 2.2 discusses the sprinkling interaction in detail.
Seconds, like a bartender who makes a new cocktail by mixing various drinks, a mobile user can create new contents by shaking her mobile phone. Then the contents (music or pictures) in her mobile phone are mixed into a new contents (music video). This interaction is described in Section 2.3.
Finally, we have designed the SmartTable interaction to support intuitive data transfer to stationary devices. SmartTable is a touch-screen-based computer system. A user can transfer data in the mobile phone to SmartTable with the sprinkling gesture, i.e., by sprinkling the mobile phone above the touch-screen. Then, an icon that represents the received data appears on the touch-screen. In addition to this, SmartTable allows the user to transfer data from SmartTable to nearby stationary devices, such as a TV, printer, or computer, by pulling the icon to the direction of the target device. The details about the SmartTable interaction are given in Section 2.4. Figure 2 shows the concept of data transfer with the sprinkling gesture: a user transfers data from her device to other device by sprinkling her device upon the target device like sprinkling salt on fish. Note that the target device can be both mobile devices (like a friend's phone) and stationary devices (like SmartTable or a printer). To realize the sprinkling interaction, we need to answer to two fundamental questions: (1) how to determine the target? and (2) how to recognize the sprinkling events?
Sprinkling Interaction
Several previous works have explored the idea of using gestures for file transfer. Toss-It [1] uses the 'tossing' gesture to transfer a file from the mobile device to a remote target in the line-of-sight. iThrow [2] allows users not only to transfer data but also to control remote targets using gestures. These approaches, however, require real-time high-resolution location tracking systems to identify the position of each user and the target device.
Adopting the sprinkling gesture alleviates the requirement of location tracking because this gesture forces the sending device to be placed above the target device. Therefore, we can use high-resolution cameras in recent mobile phones and well-studied image processing techniques [4] for target detection, as shown in Figure 2(a) . First, if the receiving device becomes ready, it displays its connection information as an encoded code (like a marker) on its screen. Then, the sending device extracts the information from the marker and establishes a connection. Finally, the user sprinkles her device to initiate data transfer. Figure 2 (b) shows a simpler approach using Received Signal Strength Index (RSSI) for target detection: the receiving device first broadcasts HELLO messages containing connection information when it becomes ready. The sending device can extract needed information from the HELLO message. Using RSSI, sending device can identify the target which is closest to itself. However, when the sending device is surrounded by many other devices, the distance may not be sufficient to identify the target among them. Therefore, in our system, the receiving device should stay (almost) horizontal to the ground, i.e., only devices which has zero roll and pitch are looked up when target identification is ongoing. This reduces ambiguity of target identification, but not completely avoids it. Therefore, we pop up a list of detected targets when multiple devices are searched. In our implementation, we use the second approach because of its simplicity. We use 3-axes accelerometers to answer the second question. We can extract the features of sprinkling gestures (as well as shaking gestures) as shown in Figure 3 . The original accelerometer outputs include some obstacles due to the unintentional noises and hand trembles. They can be reduced by passing the outputs through low pass filters. From the filtered signals, we can define the feature of the sprinkling gesture as several points that exceed 2-g in x-and z-axis.
Shaking Interaction
The shaking interaction is designed for contents creation. Figure 4 illustrates the concept of shaking interaction. First, user C receives a music file and a picture from users A and B via sprinkling interaction. Next, user C shakes her device up and down. Then, the received music file and picture are mixed into a music video.
Support of creating new contents by mixing existing data will increase the usability of mobile devices, but this is a hard work for a hand-held device, whose computing power is limited. In order to avoid the extensive computations in- side the mobile device, we apply an offloading technique: the computations are done in the other powerful machine, such as SmartTable. When a user takes pictures or records songs, the contents are transferred from her mobile device to the powerful machine. Then, if the user makes shaking action, the powerful machine starts to generate a new content rapidly, and sends it to the shaken device.
SmartTable Interaction
This section describes SmartTable that provides touchscreen-based interaction with stationary devices, such as a printer or TV. To do so, SmartTable manages virtual icons of physical stationary devices which surround it. The virtual icons are located in an edge of a display from the center of a display toward stationary devices. SmartTable can manage a map which includes location information of virtual icons. Therefore, we can easily interact with stationary devices using these virtual icons. Figure 5 shows an example of SmartTable interaction with a printer, a computer, and a TV. Each device is mapped to an edge of SmartTable as if a virtual icon. Therefore, a user can easily store, print, and display a picture in Smart- Table by dragging it to a location of a virtual icon. For example, we map a printer to a location, (20, 60). If a user want to print a picture, he/she drags a picture to a location (20,60). If a user wants to register a new device to Smart- Table, he/she has only to update a map. The main difference between SmartTable and MS Surface [3] is that SmartTable can interact with surrounding devices. MS Surface has many operations using a multi-touch-screen. However, it cannot interact with surrounding devices, but only in its own fixed display. In contrast to MS Surface, SmartTable is expanded into a physical space which includes various devices. Iconic Map [5] introduced a similar concept, but the main contribution of our work is providing the bartender-like natural interface for mobile interaction.
Bottle-like Graphical User Interface
Our GUI is composed of pictures and Background. Pictures represent the contents such as images, songs, movies and etc. The operation of GUI is specialized for the available gestures -rubbing, pouring, shaking and sprinkling. The pictures can move as if it is in the real world since the physical model including gravity, friction and torque is used to implement the motion of pictures. Figure 6 illustrates the various motions according to the gestures. Figure 6 rub a picture, the picture has velocity determined by rubbing speed. Then, the picture follows uniformly negativeaccelerated motion which acceleration is made by friction force. In case of pouring, it has same motion but the acceleration is determined by gravity. Figure 6 (b) describes bumping motion of a picture. Too much force on a picture can move it away from the screen. So, the Background captures the picture which wants to escape, and invert the velocity of opposite axis direction of the border line capturing the picture. The motion due to shaking is illustrated in Figure 6(c) . Actually, the shaking in here and the shaking in the above section are recognized as different gestures. When users do the shaking of this section, the pictures getting together are spread out. So, the users can see the part of the pictures which is hidden by other pictures. Sprinkling functions to transfer the picture in the device to the other device. When sprinkling occurs, the pictures in the sender are eliminated from the screen one by one and the pictures are created in the receiver's screen one by one to indicate that the transfer is going well.
DEMONSTRATION
We have implemented the prototype of Cocktail (Figure 7 ) using two Ultra Mobile Personal Computers (UMPC) [6] as mobile devices, a touch-screen monitor for SmartTable, and a printer as a stationary device, to demonstrate the usability of the proposed system. We have also implemented a tiny sensor module that consists of a 3-axes accelerometer [7] for motion sensing and a CC2430 ZigBee transceiver [8] for RSSI measurement. It is attached to the back of each UMPC as shown in Figure 8 . The sensor module is directly connected to the UMPC via a USB cable. RSSI-based target detection approach discussed in Section 2.2 is used. One can see our demonstration video on http://core.kaist.ac.kr/cocktail/.
CONCLUSION AND FUTURE WORK
This paper has presented Cocktail, a new mobile interaction system using bartenders' gestures, and demonstrated its usability using the real prototype. Although our prototype implementation includes additional sensor modules for motion and RSSI sensing, we expect that our system can be easily integrated into most advanced mobile phones without hardware extension because recent mobile phones are increasingly equipped with gesture and wireless communication (e.g., Bluetooth) modules. Our future works include the implementation of Cocktail on mobile phones, performance evaluation, and user studies.
