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Abstract
The Shi arrangement is an affine arrangement of hyperplanes con-
sisting of the hyperplanes of the Weyl arrangement and their paral-
lel translations. It was introduced by J.-Y. Shi in the study of the
Kazhdan-Lusztig representation of the affine Weyl groups. M. Yoshi-
naga showed that the cone over every Shi arrangement is free. In this
paper, we construct an explicit basis for the derivation module of the
cone over the Shi arrangements of the type Bℓ or Cℓ.
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1 Introduction
Let E be an ℓ-dimensional real Euclidean space. Let Φ be an irreducible root
system and Φ+ denote the set of positive roots of Φ. The Weyl arrange-
ment of the type Φ is denoted by A(Φ):
A(Φ) = {Hα | α ∈ Φ+}, where Hα = {v ∈ E | α(v) = 0}.
Let
Hα,1 = {v ∈ E | α(v) = 1}.
Then the Shi arrangement is given by
A(Φ) ∪ {Hα,1 | α ∈ Φ+} =
⋃
α∈Φ+
{Hα, Hα,1}.
∗Research Fellow of the Japan Society for the Promotion of Science.
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Embed the ℓ-dimensional space E into V = Rℓ+1 by adding a new coordinate
z such that E is defined by the equation z = 1 in V . Then, as in [5, Definition
1.15], we have the cone S(Φ) over the Shi arrangement. It is a central
arrangement in V defined by
Q(S(Φ)) = z
∏
α∈Φ+
α(α− z) = 0.
Let S be the algebra of polynomial functions on V and let Der(S) be the
module of derivations of S to itself
Der(S) = {θ : S → S | θ isR-linear and θ(fg) = fθ(g)+gθ(f) for any f, g ∈ S}.
The derivation module D(S(Φ)) is defined by
D(S(Φ)) = {θ ∈ Der(S) | θ(z) is divisible by z, θ(α) is divisible by α
and θ(α− z) is divisible by α− z for any α ∈ Φ+}.
We say that S(Φ) is free if D(S(Φ)) is a free S-module.
Let x1, . . . , xℓ be an orthonormal basis for the dual space E
∗. In this paper
we explicitly choose root systems ΦB and ΦC , and positive root systems ΦB+
and ΦC+ of the types Bℓ and Cℓ respectively as follows:
ΦB := {±xi,±xp ± xq ∈ E
∗ | 1 ≤ i ≤ ℓ, 1 ≤ p < q ≤ ℓ},
ΦB+ := {xi, xp ± xq ∈ Φ
B | 1 ≤ i ≤ ℓ, 1 ≤ p < q ≤ ℓ},
ΦC := {±2xi,±xp ± xq ∈ E
∗ | 1 ≤ i ≤ ℓ, 1 ≤ p < q ≤ ℓ},
ΦC+ := {2xi, xp ± xq ∈ Φ
C | 1 ≤ i ≤ ℓ, 1 ≤ p < q ≤ ℓ}.
We express the cones over the Shi arrangements of the types Bℓ and Cℓ by
S(Bℓ) and S(Cℓ) respectively.
In the study of the Kazhdan-Lusztig representation theory of the affine
Weyl groups, J.-Y. Shi introduced the Shi arrangements for the type Aℓ in
[6]. Later a good number of articles, including [1, 2, 4, 8, 10], study the
Shi arrangements. M. Yoshinaga proved in [10] that the cone over the Shi
arrangement is a free arrangement by settling the Edelman-Reiner conjecture
in [2] which asserts that the generalized Shi and Catalan arrangements are
free. However, even in the case of the cone over the Shi arrangement of
the type Aℓ, no basis was constructed explicitly at that time. Recently
a basis for the cone over the Shi arrangement of the type Aℓ is constructed
explicitly in [9] and of the type Dℓ in [3]. In those papers the most important
ingredients of their recipes are the Bernoulli polynomials Bk(x) and their
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relatives Br,s(x). In the present paper, we construct bases for the cones over
the Shi arrangements of the types Bℓ and Cℓ by using new Bernoulli-like
polynomials BBr,s(x) and B
C
r,s(x).
The organization of this paper is as follows: in Section 2, we will construct
ℓ derivations ϕB1 , . . . , ϕ
B
ℓ belonging to D(S(Bℓ)). In Section 3, we will prove
that they, together with the Euler derivation, form a basis of D(S(Bℓ)). In
Section 4, we present a similar construction of a basis for D(S(Cℓ)) for the
type Cℓ.
2 A basis construction for the type Bℓ
Definition 2.1. For (r, s) ∈ Z>0 × Z≥0, define a polynomial B
B
r,s(x) in x
satisfying the following two conditions:
(i) BBr,s(x+ 1)− B
B
r,s(x) =
(x+ 1)r − (−x)r
(x+ 1)− (−x)
(x+ 1)s(−x)s,
(ii) BBr,s(0) = 0.
Note that (x+1)
r−(−x)r
(x+1)−(−x)
is a polynomial either of degree r − 1 (when r is
odd) or of degree r − 2 (when r is even). It is thus easy to see that BBr,s(x)
uniquely exists and
degBBr,s(x) =
{
r + 2s if r is odd,
r + 2s− 1 if r is even.
Lemma 2.2. BBr,s(x) is an odd function.
Proof. Replacing x with −x− 1 in 2.1 (i), we have
BBr,s(−x)− B
B
r,s(−x− 1) =
(−x)r − (x+ 1)r
(−x)− (x+ 1)
(−x)s(x+ 1)s
= BBr,s(x+ 1)− B
B
r,s(x).
Then we get F (x) = F (x + 1) where F (x) := BBr,s(x) + B
B
r,s(−x). Thus we
obtain
F (n) = F (n− 1) = · · · = F (0) = 0 (n ∈ Z≥0)
and
BBr,s(x) +B
B
r,s(−x) = F (x) = 0.
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Definition 2.3. The homogenization B
B
r,s(x, z) of B
B
r,s(x) is defined by
B
B
r,s(x, z) := z
r+2sBBr,s(x/z).
Let 1 ≤ j ≤ ℓ. Define
I
(j)
1 = {x1, . . . , xj−1}, I
(j)
2 = {xj}, I
(j)
3 = {xj+1, . . . , xℓ}
Let σk(y1, y2, . . . ) (k ∈ Z≥0) denote the elementary symmetric polynomials
in y1, y2, . . . of degree k. Then define
σ
(2,j)
k := σk(xj), τ
(3,j)
k := σk(x
2
j+1, . . . , x
2
ℓ).
Definition 2.4. Let ∂i (1 ≤ i ≤ ℓ) and ∂z denote ∂/∂xi and ∂/∂z respec-
tively. Define the Euler derivation
θE := z∂z +
ℓ∑
i=1
xi∂i
and the following homogeneous derivations
ϕBj := (−1)
j
ℓ∑
i=1
{ ∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xtz)
)
∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)k2+k3σ
(2,j)
k2
τ
(3,j)
k3
B
B
r,s(xi, z)
}
∂i,
where
r := 2ℓ−2j−k2−2k3+2 ≥ 1, s := |I
(j)
1 \(N1∪N2)| = (j−1)−|N1|−|N2| ≥ 0
for 1 ≤ j ≤ ℓ.
It is easy to see that each ϕBj is homogeneous derivation of degree 2ℓ which
is equal to the Coxeter number for Bℓ. We will prove that the derivations θE
and ϕB1 , . . . , ϕ
B
ℓ form a basis for D(S(Bℓ)). First we will verify the following
Proposition 2.5. Let ε ∈ {−1, 0, 1}. Then we have the following congruence
relations:
B
B
r,s(xp, z) + εB
B
r,s(xq, z) ≡ 0 mod (xp + εxq),
B
B
r,s(xp, z)+εB
B
r,s(xq, z) ≡ (xp+εxq)
xrp − (εxq)
r
xp − εxq
(xp·εxq)
s mod (xp+εxq−z).
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Proof. The first congruence follows from Definition 2.1 (ii) and Lemma 2.2.
Let the congruent notation ≡ in the following calculation be modulo the ideal
(xp + εxq − z). By Definition 2.1 and Lemma 2.2, we have
B
B
r,s(xp, z) + εB
B
r,s(xq, z) = B
B
r,s(xp, z) +B
B
r,s(εxq, z)
= zr+2s{BBr,s
(xp
z
)
+BBr,s
(εxq
z
)
}
≡ (xp + εxq)
r+2s
{
BBr,s
(
xp
xp + εxq
)
+BBr,s
(
εxq
xp + εxq
)}
= (xp + εxq)
r+2s
{
BBr,s
(
xp
xp + εxq
)
− BBr,s
(
−
εxq
xp + εxq
)}
= (xp + εxq)
r+2s
(
xp
xp+εxq
)r
−
(
εxq
xp+εxq
)r
xp
xp+εxq
− εxq
xp+εxq
(
xp
xp + εxq
)s(
εxq
xp + εxq
)s
= (xp + εxq)
xrp − (εxq)
r
xp − εxq
(xp · εxq)
s.
Proposition 2.6. The derivations ϕBj (1 ≤ j ≤ ℓ) belong to the module
D(S(Bℓ)).
Proof. By Proposition 2.5, we first have
ϕBj (xp + εxq) = (−1)
j
∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xtz)
)
∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)k2+k3σ
(2,j)
k2
τ
(3,j)
k3
(B
B
r,s(xp, z) + εB
B
r,s(xq, z))
≡ 0 mod (xp + εxq)
for 1 ≤ j ≤ ℓ. Thus we conclude that ϕBj (xp), ϕ
B
j (xp ± xq) are divisible by
xp, xp ± xq for 1 ≤ p ≤ ℓ, 1 ≤ p < q ≤ ℓ respectively.
Let the congruent notation ≡ in the following calculation be modulo the
ideal (xp + εxq − z). By Proposition 2.5, for 1 ≤ j ≤ ℓ, we also have
ϕBj (xp + εxq − z) = ϕ
B
j (xp + εxq)
= (−1)j
∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xtz)
)
∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)k2+k3σ
(2,j)
k2
τ
(3,j)
k3
(B
B
r,s(xp, z) + εB
B
r,s(xq, z))
≡ (−1)j
∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xt(xp + εxq))
)
∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)k2+k3σ
(2,j)
k2
τ
(3,j)
k3
(xp + εxq)
xrp − (εxq)
r
xp − εxq
(xp · εxq)
s
= (xp + εxq)
∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xt(xp + εxq))
)
(xp · εxq)
s
(−1)ℓ+1
xp − εxq
{ ∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)ℓ−j+1−k2−k3σ
(2,j)
k2
τ
(3,j)
k3
xrp
−
∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)ℓ−j+1−k2−k3σ
(2,j)
k2
τ
(3,j)
k3
(εxq)
r
}
.
Here, ∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xt(xp + εxq))
)
(xp · εxq)
s
=
j−1∏
t=1
(x2t − (xp + εxq)xt + xp · εxq) =
j−1∏
t=1
(xt − xp)(xt − εxq)
and∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)ℓ−j+1−k2−k3σ
(2,j)
k2
τ
(3,j)
k3
xrp
= xp
1∑
k2=0
σ
(2,j)
k2
(−xp)
1−k2
ℓ−j∑
k3=0
τ
(3,j)
k3
(−x2p)
ℓ−j−k3 = xp(xj − xp)
ℓ∏
t=j+1
(x2t − x
2
p).
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If 1 ≤ p ≤ j − 1, then
j−1∏
t=1
(xt − xp)(xt − εxq) = 0.
If j ≤ p < q ≤ ℓ, then
xp(xj − xp)
( ℓ∏
t=j+1
(x2t − x
2
p)
)
= εxq(xj − εxq)
( ℓ∏
t=j+1
(x2t − (εxq)
2)
)
= 0.
Therefore
ϕBj (xp + εxq − z)
≡ (−1)ℓ+1
xp + εxq
xp − εxq
j−1∏
t=1
(xt − xp)(xt − εxq)
{
xp(xj − xp)
( ℓ∏
t=j+1
(x2t − x
2
p)
)
− εxq(xj − εxq)
( ℓ∏
t=j+1
(x2t − (εxq)
2)
)}
= 0
for all pairs (p, q) with 1 ≤ p < q ≤ ℓ and ε ∈ {−1, 0, 1}. Hence ϕBj ∈
D(S(Bℓ)) for 1 ≤ j ≤ ℓ.
3 The W -equivariance
Recall that A(Φ) is the Weyl arrangement in E corresponding to the irre-
ducible root system Φ. Then we may identify
S := S/zS ≃ R[x1, . . . , xℓ]
with the algebra of polynomial functions on E. In [7] L. Solomon and H.
Terao studied the S-module
D(A(Φ), 2) := {θ ∈ Der(S) | θ(αH) ∈ Sα
2
H , H ∈ A(Φ)},
which was denoted by E(A) in [7]. Let h be the Coxeter number for Φ.
Define
D(A(Φ), 2)h := {θ ∈ D(A(Φ), 2) | deg θ = h} ∪ {0},
which is a real vector space. Note that the Weyl group W corresponding
to Φ naturally acts on D(A(Φ), 2) and D(A(Φ), 2)h. We also define an S-
submodule
D0(S(Φ)) := {ϕ ∈ D(S(Φ)) | ϕ(z) = 0}
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of D(S(Φ)). Then D(S(Φ)) has a decomposition
D(S(Φ)) = D0(S(Φ))⊕ SθE
over S. Let
D0(S(Φ))h := {ϕ ∈ D0(S(Φ)) | degϕ = h} ∪ {0},
which is a real vector space. If ϕ ∈ D0(S(Φ)), then ϕ(αH) ∈ αH(αH − z)S
for any H ∈ A(Φ). Let ϕ := ϕ|z=0 be the restriction of ϕ to z = 0. Then
ϕ(αH) ∈ α
2
HS for any H ∈ A(Φ), hence ϕ ∈ D(A(Φ), 2).
Theorem 3.1. (1) (L. Solomon-H. Terao[7]) The S-module D(A(Φ), 2) is
a free module with a basis consisting of ℓ derivations homogeneous of degree
h. In other words, we have an isomorphism
D(A(Φ), 2) ≃ D(A(Φ), 2)h ⊗R S.
(2) (M. Yoshinaga[10]) The S-module D0(S(Φ)) is a free module with a
basis consisting of ℓ derivations homogeneous of degree h. In other words,
we have an isomorphism
D0(S(Φ)) ≃ D(S(Φ))h ⊗R S.
Also the restriction map
ρ : D0(S(Φ))h −→ D(A(Φ), 2)h
defined by ϕ 7→ ϕ = ϕ|z=0 is a linear isomorphism.
Suppose that Φ is of the type Bℓ in the rest of this section. Then we may
define an explicit R-linear map
Ψ : E∗ → D0(S(Bℓ))h
by
Ψ(xj) = ϕ
B
j (1 ≤ j ≤ ℓ)
using the derivations ϕB1 , . . . , ϕ
B
ℓ in Definition 2.4.
Theorem 3.2. Let Φ be a root system of the type Bℓ.
(1) The map
Ξ : E∗ → D(A(Bℓ), 2)h
defined by Ξ = ρ ◦Ψ is a W -equivariant isomorphism.
(2) The map
Ψ : E∗ → D0(S(Bℓ))h
is a linear isomorphism.
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Proof. (1) Since
B
B
r,s(xi, 0) =
{
(−1)sxr+2si /(r + 2s) (r : odd number)
0 (r : even number)
,
Ξ(xj)(xi) = (ρ ◦Ψ(xj))(xi) = ϕ
B
j (xi)|z=0
= (−1)jxj
∑
N1⊂I
(j)
1
( ∏
xt∈N1
x2t
) ℓ−j∑
k3=0
(−1)1+k3τ
(3,j)
k3
(−1)s
xr+2si
r + 2s
= (−1)jxj
j−1∑
m=0
∑
N1⊂I
(j)
1
|N1|=m
( ∏
xt∈N1
x2t
) ℓ−j∑
k3=0
(−1)1+k3τ
(3,j)
k3
(−1)s
xr+2si
r + 2s
= xj
j−1∑
m=0
τ (1,j)m
ℓ−j∑
k3=0
(−1)m+k3τ
(3,j)
k3
x2ℓ−2m−2k3−1i
2ℓ− 2m− 2k3 − 1
= xj
ℓ−1∑
k=0
(−1)kσk(x
2
1, . . . , x
2
j−1, x
2
j+1, . . . , x
2
ℓ)
x2ℓ−2k−1i
2ℓ− 2k − 1
.
Thus we obtain
Ξ(xj) = xj
ℓ−1∑
k=0
(−1)kσk(x
2
1, . . . , x
2
j−1, x
2
j+1, . . . , x
2
ℓ)
ℓ∑
i=1
(
x2ℓ−2k−1i
2ℓ− 2k − 1
)
∂i.
Since
ℓ∑
i=1
(
x2ℓ−2k−1i
2ℓ− 2k − 1
)
∂i
is a W -invariant derivation and the correspondence
xj 7→ xjσk(x
2
1, . . . , x
2
j−1, x
2
j+1, . . . , x
2
ℓ) (0 ≤ k ≤ ℓ− 1)
is W -equivariant for every k ∈ Z≥0, we conclude that Ξ is W -equivariant.
Therefore Ξ is bijective by Schur’s lemma.
(2) follows from (1) because the restriction map ρ is bijective by Theorem
3.1 (2).
Theorem 3.3. The derivations θE , ϕ
B
1 , . . . , ϕ
B
ℓ form a basis for D(S(Bℓ)).
Proof. It is enough to show that ϕB1 , . . . , ϕ
B
ℓ form a basis for D0(S(Bℓ)).
Recall that each Ψ(xj) = ϕ
B
j belongs to D0(S(Bℓ))h. Theorems 3.1 (2) and
3.2 (2) complete the proof.
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4 A basis construction for the type Cℓ
Definition 4.1. For (r, s) ∈ Z>0 × Z≥0, define a polynomial B
C
r,s(x) in x
satisfying the following two conditions:
(i) BCr,s(x+ 1)− B
C
r,s(x) = {(x+ 1)
r−1 + (−x)r−1}(x+ 1)s(−x)s,
(ii) BCr,s(0) = 0.
It is easy to see that BCr,s(x) uniquely exists and
degBCr,s(x) =
{
r + 2s if r is odd,
r + 2s− 1 if r is even.
The following lemma can be proved by a smilar argument to the proof of
Lemma 2.2:
Lemma 4.2. BCr,s(x) is an odd function.
Definition 4.3. The homogenization B
C
r,s(x, z) of B
C
r,s(x) is defined by
B
C
r,s(x, z) := z
r+2sBCr,s(x/z).
Definition 4.4. Define homogeneous derivations
ϕCj := (−1)
j
ℓ∑
i=1
{ ∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xtz)
)
∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)k2+k3σ
(2,j)
k2
τ
(3,j)
k3
B
C
r,s(xi, z)
}
∂i
where
r := 2ℓ−2j−k2−2k3+2 ≥ 1, s := |I
(j)
1 \(N1∪N2)| = (j−1)−|N1|−|N2| ≥ 0
for 1 ≤ j ≤ ℓ.
Note that ϕCj is exactly the same as ϕ
B
j with only one exception: the use
of BCr,s(xi, z) instead of B
B
r,s(xi, z). Thus each ϕ
B
j is homogeneous derivation
of degree 2ℓ which is equal to the Coxeter number for Cℓ. We will prove that
the derivations θE and ϕ
C
1 , . . . , ϕ
C
ℓ form a basis for D(S(Cℓ)). We first have
the following Proposition:
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Proposition 4.5. Let ε ∈ {−1, 0, 1}. Then we have the following conguru-
ence relations:
B
C
r,s(xp, z) + εB
C
r,s(xq, z) ≡ 0 mod (xp + εxq),
B
C
r,s(xp, z) + εB
C
r,s(xq, z) ≡ (xp + εxq){x
r−1
p + (εxq)
r−1}(xp · εxq)
s
mod (xp + εxq − z).
Proof. Imitate the proof of Proposition 2.5.
Proposition 4.6. The derivations ϕCj (1 ≤ j ≤ ℓ) belong to the module
D(S(Cℓ)).
Proof. By Proposition 4.5, we first have
ϕCj (xp + εxq)
= (−1)j
∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xtz)
)
∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)k2+k3σ
(2,j)
k2
τ
(3,j)
k3
(B
C
r,s(xp, z) + εB
C
r,s(xq, z))
≡ 0 (mod (xp + εxq))
for 1 ≤ j ≤ ℓ. Thus we conclude that ϕCj (2xp), ϕ
C
j (xp ± xq) are divisible by
2xp, xp ± xq for 1 ≤ p ≤ ℓ, 1 ≤ p < q ≤ ℓ respectively.
Let the congruent notation ≡ in the following calculation be modulo the
ideal (xp + εxq − z). By Proposition 4.5, for 1 ≤ j ≤ ℓ, we also have
ϕCj (xp + εxq − z) = ϕ
C
j (xp + εxq)
= (−1)j
∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xtz)
)
∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)k2+k3σ
(2,j)
k2
τ
(3,j)
k3
(B
C
r,s(xp, z) + εB
C
r,s(xq, z))
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≡ (−1)j
∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xt(xp + εxq))
)
∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)k2+k3σ
(2,j)
k2
τ
(3,j)
k3
(xp + εxq){x
r−1
p + (εxq)
r−1}(xp · εxq)
s
= (xp + εxq)
∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xt(xp + εxq))
)
(xp · εxq)
s
(−1)ℓ+1
{ ∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)ℓ−j+1−k2−k3σ
(2,j)
k2
τ
(3,j)
k3
xr−1p
+
∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)ℓ−j+1−k2−k3σ
(2,j)
k2
τ
(3,j)
k3
(εxq)
r−1
}
.
Here,
∑
N1,N2⊂I
(j)
1
N1∩N2=∅
( ∏
xt∈N1
x2t
)( ∏
xt∈N2
(−xt(xp + εxq))
)
(xp · εxq)
s
=
j−1∏
t=1
(x2t − (xp + εxq)xt + xp · εxq) =
j−1∏
t=1
(xt − xp)(xt − εxq),
and ∑
0≤k2≤1
0≤k3≤ℓ−j
(−1)ℓ−j+1−k2−k3σ
(2,j)
k2
τ
(3,j)
k3
xr−1p
=
1∑
k2=0
σ
(2,j)
k2
(−xp)
1−k2
ℓ−j∑
k3=0
τ
(3,j)
k3
(−x2p)
ℓ−j−k3 = (xj − xp)
ℓ∏
t=j+1
(x2t − x
2
p).
If 1 ≤ p ≤ j − 1, then
j−1∏
t=1
(xt − xp)(xt − εxq) = 0.
If j ≤ p < q ≤ ℓ and ε ∈ {−1, 1}, then
(xj − xp)
ℓ∏
t=j+1
(x2t − x
2
p) = (xj − εxq)
ℓ∏
t=j+1
(x2t − (εxq)
2) = 0.
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Therefore
ϕCj (xp + εxq − z)
≡ (−1)ℓ−j+1(xp + εxq)
j−1∏
t=1
(xt − xp)(xt − εxq)
{
(xj − xp)
( ℓ∏
t=j+1
(x2t − x
2
p)
)
+ (xj − εxq)
( ℓ∏
t=j+1
(x2t − (εxq)
2)
)}
= 0
for all pairs (p, q) with 1 ≤ p < q ≤ ℓ where ε ∈ {−1, 1}. When p = q, ε = 1,
ϕCj (xp + εxq − z) = ϕ
C
j (2xp − z)
≡ (−1)ℓ−j+1(2xp)
j−1∏
t=1
(xt − xp)
2
{
2(xj − xp)
ℓ∏
t=j+1
(x2t − x
2
p)
}
= 0
for 1 ≤ p ≤ ℓ. Hence ϕj ∈ D(S(Cℓ)) for 1 ≤ j ≤ ℓ.
We may define an explicit R-linear map
Ψ : E∗ → D0(S(Cℓ))h
by
Ψ(xj) = ϕ
C
j (1 ≤ j ≤ ℓ)
using the derivations ϕC1 , . . . , ϕ
C
ℓ in Definition 4.4.
Theorem 4.7. Let Φ be a root system of the type Cℓ.
(1) The map
Ξ : E∗ → D(A(Cℓ), 2)h
defined by Ξ = ρ ◦Ψ is a W -equivariant isomorphism.
(2) The map
Ψ : E∗ → D0(S(Cℓ))h
is a linear isomorphism.
Proof. Since
B
C
r,s(xi, 0) = 2B
B
r,s(xi, 0) =
{
(−1)s2xr+2si /(r + 2s) (r : odd number)
0 (r : even number)
,
we may prove this theorem in the same way as Theorem 3.2.
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Theorem 4.8. The derivations θE , ϕ
C
1 , . . . , ϕ
C
ℓ form a basis for D(S(Cℓ)).
Proof. Apply Theorems 4.7 (2) and and 3.1 (2) in the same way as the proof
of Theorem 3.3.
Remark 4.9. Since the W -equivariant isomorphism Ξ : E∗ → D(A(Bℓ), 2)h
in Theorem 3.2 (1) is unique up to a nonzero constant multiple by Schur’s
lemma, the derivations ϕB1 |z=0, . . . , ϕ
B
ℓ |z=0 coincide with the Solomon-Terao
basis in [7] up to a nonzero constant multiple. Therefore, our construction
of ϕB1 , . . . , ϕ
B
ℓ can be regarded as an explicit realization of the basis existence
theorem by M. Yoshinaga in [10]. This is also true for the type Cℓ.
Acknowledgment. The author is deeply grateful to Professor H. Terao
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