Abstract. We show that for every finitely generated closed subgroup K of a non-solvable Demushkin group G, there exists an open subgroup U of G containing K, and a continuous homomorphism τ : U → K satisfying τ (k) = k for every k ∈ K. We prove that the intersection of a pair of finitely generated closed subgroups of a Demushkin group is finitely generated (giving an explicit bound on the number of generators). Furthermore, we show that these properties of Demushkin groups are preserved under free pro-p products, and deduce that Howson's theorem holds for the Sylow subgroups of the absolute Galois group of a number field. Finally, we confirm two conjectures of Ribes, thus classifying the finitely generated pro-p M. Hall groups.
Introduction
An immediate consequence of M. Hall's work [31] is the virtual retraction of a free group on its finitely generated subgroups. In other words, given a finitely generated subgroup K of a free group F , there exists a finite index subgroup U ≤ F containing K, and a subgroup N ⊳ U such that KN = U and K ∩ N = {1} (K is a retract of U ). The virtual retraction property has been established also for surface groups by Scott in [69] , and is the subject of the work [88] by Wilton on limit groups. Generalizing Hall's result on free groups, Haglund has shown in [29] that quasi-convex subgroups of both right-angled Artin groups and hyperbolic right-angled Coxeter groups are virtual retracts. Furthermore, virtual retraction plays an important role in the works [6, 30] of Bergeron, Haglund and Wise, and its significance in geometric group theory is highlighted by the work [47] of Long and Reid. Moreover, as can be seen from [40, 52, 56, 65] , retractions are closely related to equations over groups and to other questions of group theory.
In this work we continue the study of virtual retraction in the prop setting. This study has been initiated in [51] , where Lubotzky established the virtual retraction property for finitely generated free pro-p groups. Lubotzky's result has been generalized in [66] to arbitrary free pro-p groups by Ribes. In light of the aforementioned results, virtual retraction has been proposed for pro-p surface groups (pro-p completions of fundamental groups of closed orientable surfaces) in [67, Open Question 9.5.9] .
Pro-p surface groups belong to a very important class of pro-p groups called Demushkin groups. These are finitely generated one-relator pro-p groups G for which the cup product (1.1)
∪ :
is non-degenerate. Demushkin groups arise also as Galois groups of maximal p-extensions of p-adic fields, and as maximal pro-p quotients of etale fundamental groups of projective curves. They were thoroughly studied by Demushkin, Serre, Labute and others (see [49] ), and explicit forms for their relations were obtained. Arithmetic and field theoretic aspects of Demushkin groups are treated in [23, 45, 48, 50, 57, 58, 61, 71, 89] , and as can be seen from [21, 41, 42, 43, 76, 80] , contemporary group theorists continue the study of these groups. We answer the aforementioned question on virtual retraction in pro-p surface groups in the affirmative, thus generalizing the results of Lubotzky and Ribes, and providing the first family of non-free (pro-p) groups with the virtual retraction property. Theorem 1.1. Let G be a Demushkin group of rank greater than 2, and let K be a closed topologically finitely generated subgroup of G. Then there exists an open subgroup U of G containing K such that K is a continuous retract of U .
The theorem says that every finitely generated subgroup of a Demushkin group (of rank > 2) is a semi-direct factor of some finite-index subgroup. Our assumption that the rank of G exceeds 2 is necessary, as shown by K · · = Z 3 in G · · = K ⋊ Z 3 with a nontrivial action.
One of the obstructions to virtual retraction in Demushkin groups is the existence of torsion in the abelianization of open subgroups. It is therefore a consequence of Theorem 1.1 that the image of K in the abelianization of U is torsion-free. In the course of the proof of Theorem 1.1 we develop a theory of symplectic forms over local rings, and give a simpler proof for the virtual retraction property in free pro-p groups (more generally, we establish the virtual retraction of projective profinite groups on certain finitely generated subgroups). One of the main tools in the proof of Theorem 1.1 is the dualizing module, and it is advisable to read the proof having in mind the case where G is the Galois group of the maximal p-extensions of Q p (ζ p ). In this case, many of our considerations acquire an arithmetic flavor. Apart from the general theory of Demushkin groups given in [49] , our proof uses and generalizes ideas from [80] . As a consequence of Theorem 1.1, we obtain a pro-p analogue of a theorem by Karrass and Solitar, variants of which are studied in [1, 37, 81] . Corollary 1.2. Let G be a Demushkin group of rank greater than 2, and let K be a closed topologically finitely generated subgroup of infinite index in G. Then there exists a nontrivial closed normal subgroup N of G that intersects K trivially.
We further enrich the family of pro-p groups possessing the virtual retraction property. Theorem 1.3. The virtual retraction property is preserved under free pro-p products.
We also give an example of a (non-free) pro-p group that has the virtual retraction property, but is not finitely generated. Corollary 1.4. A p-Sylow subgroup of the absolute Galois group of Q p has the virtual retraction property. This is proved using Theorem 1.1 and the structure theorem of such Sylow subgroups from [48] .
As shown by Lubotzky in [51] and Ribes in [66] , a property stronger than virtual retraction holds in free pro-p groups. Namely, every finitely generated subgroup is virtually a free factor. Groups with the latter property are called M. Hall groups. Motivated by the discrete analog considered in [7, 8, 9, 84, 85] and in other works, Ribes has shown in [66] that being M. Hall is preserved under forming finitely generated free pro-p products, and conjectured in [66, Conjecture 5.3 ] that his finite generation assumption is superfluous. Herein, we confirm his conjecture, thus obtaining a pro-p analog of [10, Theorem 1.1]. Theorem 1.5. The M. Hall property is preserved under free pro-p products.
In [66, Conjecture 5.2], Ribes suggests a converse to Theorem 1.5, saying that all the finitely generated pro-p M. Hall groups are given by free pro-p products of the 'basic' M. Hall groups. We prove this conjecture as well. Theorem 1.6. Every finitely generated pro-p M. Hall group is a free pro-p product of finite p-groups and procyclic pro-p groups.
Our proof relies on results and ideas from the recent work [86] on the pro-p analog of Stallings' decomposition theorem. In particular, we use [86, Corollary B] , saying that a finitely generated torsion-free pro-p group which is virtually a free pro-p product, is itself a free pro-p product. It should be noted that despite the attention devoted to the M. Hall property, there is no result analogous to Theorem 1.6 for discrete groups.
Let us now shift our attention to Howson's theorem from [33] , saying that the intersection of a pair of finitely generated subgroups of a free group is finitely generated. This theorem has been extended by Greenberg to surface groups in [28] , by Dahmani to limit groups in [16] , and to many other discrete groups (see for instance [4, 12, 13, 32, 38, 39, 63, 79] ). The pro-p sibling of Howson's theorem has been obtained for free pro-p groups by Lubotzky in [51] . More generally, we have the following. Proposition 1.7. Let G be an M. Hall group, and let H, K be finitely generated subgroups of G. Then H ∩ K is finitely generated.
Proof. There exists a finite index subgroup U of G containing H as a free factor. By the Kurosh subgroup theorem, K ∩ U ∩ H is a free factor of K ∩ U , so it is finitely generated. Since K ∩ U ∩ H is of finite index in K ∩ H we conclude that the latter is finitely generated, as required. Proposition 1.7 is valid for both discrete and pro-p groups, thus enlarging the family of groups satisfying Howson's theorem. The proof of Proposition 1.7 is a substantially simplified version of the original arguments by Howson and Lubotzky. Yet, this method for proving Howson's theorem fails for Demushkin groups (since these are not M. Hall as shown by Theorem 1.6), so we obtain the result using a different method. Theorem 1.8. Let A, B be closed topologically finitely generated subgroups of a Demushkin group. Then A ∩ B is topologically finitely generated. This is the first extension of Howson's theorem to pro-p groups that are not free. Our proof of Theorem 1.8, which relies on ideas from [73] , does not merely show that the intersection is finitely generated, but also gives a bound on the number of generators of A ∩ B that depends only on the numbers of generators of A and B. Such bounds are at the focus of the Hanna Neumann conjecture, that was studied in a plethora of works (see for example [11, 17, 18, 24, 27, 59, 60, 82, 83] ) until it was finally resolved by Friedman and Mineyev in [54, 55] and [26] respectively. Analogs of the conjecture for other discrete groups are considered in several works such as [14, 19, 34, 35, 77, 78, 90] . Giving any bound on the number of generators of the intersection in the free pro-p case was an open problem for more than 30 years (Lubotzky's argument does not provide a bound), until a breakthrough was made by Jaikin-Zapirain in [36] , leading also to a new proof of the original Hanna Neumann conjecture. In (3.1) we obtain such a bound for Demushkin groups, thus establishing Theorem 1.8.
Our arguments from the proof of Theorem 1.8 generalize to other pro-p groups. Furthermore, they can be used to reprove Howson's theorem for surface groups, and to obtain bounds on the number of generators of the intersection that are better than those previously known (see [14, 77, 78] ) in certain special cases (see Section 3).
We also establish the pro-p analogue of Baumslag's main result from [4] . Theorem 1.9. If Howson's theorem holds for pro-p groups G, H then it also holds for their free pro-p product G ∐ H.
Using Efrat's result from [22] that describes finitely generated pro-p subgroups of absolute Galois groups of global fields (of characteristic = p) as free pro-p products of subgroups of Demushkin groups, we immediately arrive at the following corollary of Theorem 1.8 and Theorem 1.9. For more studies of the Sylow subgroups of absolute Galois groups (motivated by a question of Serre) see for instance [3, 5, 48] .
Virtual retraction in Demushkin groups
Some parts of this section are based on arguments from [80] . In order to make these arguments suitable for our needs, they are presented here in a detailed and generalized form.
2.1. Symplectic forms. Let R be a (commutative unital) local ring, let m be its unique maximal ideal, let κ = R/m be its residue field, and let M be a nontrivial finitely generated free R-module. A bilinear form ω : M × M → R is called symplectic if it is skew-symmetric and nondegenerate. That is,
• For some (equivalently, every) basis c 1 , . . . , c n of M over R we have det ω(c i , c j ) ∈ R * .
Evidently, ω induces a symplectic bilinear form on the κ-vector space
We assume throughout that the rank n of M over R (which equals dim κ M κ ) is even and positive. For t · · = n 2 , we say that a sequence (a 1 , b 1 , . . . , a t , b t ) of elements of M is a symplectic basis for M , if it is a basis of M over R and if
We write S 1 ⌢ S 2 for the concatenation of the sequences S 1 and S 2 . The following observation allows us to construct symplectic bases.
In order to be able to apply Proposition 2.1 we need the following. Proposition 2.2. M κ has a 2-dimensional nondegenerate subspace.
Proof. Suppose that there exists a 0 = u ∈ M κ with ω(u, u) = 0. Nondegeneracy gives us a v ∈ M κ with ω(u, v) = 0 so we see that Span κ {u, v} is nondegenerate. Otherwise, taking any y, z ∈ M κ \ {0} with ω(y, z) = 0 we get that Span κ {y, z} is nondegenerate as ω(y, y), ω(z, z) = 0.
The following proposition bares resemblance to [46, Proof. We induct on n = dim κ M κ , so assume first that M κ = Span κ {u, v}. Nondegeneracy implies that U · · = Span κ {u} and U ⊥ are proper subspaces of M κ , so there is a z ∈ M κ avoiding both. Hence (u, ω(u, z) −1 z) is a symplectic basis. Assume now that n > 2, and use Proposition 2.2 to pick a nondegenerate 2-dimensional subspace L of M κ . By Proposition 2.1, L ⊥ is nondegenerate as well, so by induction, both L and L ⊥ have symplectic bases. Our basis is constructed by invoking Proposition 2.1.
Nondegeneracy alone gives the following.
Lemma 2.4. The dimension of any isotropic subspace of M κ is at most t.
Proof. Suppose that c 1 , . . . , c t+1 is a basis of an isotropic subspace of M κ . Completing it to a basis c 1 , . . . , c n of M κ , we see that the matrix ω(c i , c j ) has a (t + 1) × (t + 1) block of zeros on the upper-left. Hence, every generalized diagonal contains a zero, so the determinant vanishes.
Proposition 2.5. Let N be an isotropic subspace of M κ , and let 0 = b 1 ∈ N . Then there exists a symplectic basis
Proof. Let b 1 , . . . , b s be a basis for N over κ. By Lemma 2.4, we know that s ≤ t. We construct the elements a 1 , . . . , a s ∈ M κ inductively, so suppose that for some r ≤ s we have already selected a i ∈ M κ for all i < r such that
is an independent set, and
Since (2.4) is independent, nondegeneracy supplies an a r ∈ M κ such that
Note that by (2.5), the set (2.4) is orthogonal to b r , so a r is not in this set's span since ω(a r , b r ) = 1 by (2.6). We conclude that
is independent, and that (2.5) holds for r + 1. Induction implies that
is a symplectic basis for its span L. Using this basis one immediately verifies that det(ω| L ) = 1 so L is nondegenerate. By Proposition 2.1, L ⊥ is nondegenerate as well, so by Proposition 2.3 it has a symplectic basis
Appending (2.9) to (2.8) gives the desired basis (by Proposition 2.1).
We have a reduction mod m homomorphism of R-modules ρ : M → M κ induced by the homomorphism ρ : R → κ (an abuse of notation, of course). By definition, ρ respects the symplectic forms. That is,
, and suppose that
is a symplectic basis of M κ . Then B 1 can be completed to a symplectic basis
Proof. Take any basis
2) tells us that
Let us now 'symplectify' C without changing the fact that it is a basis of M that reduces to D mod m. Since R is a local ring, and by (2.13) we have ω(A 1 , B 1 ) / ∈ m, we know that ω(A 1 , B 1 ) ∈ R * so by replacing (2.14)
we assure that ω(A i , B 1 ) = ω(B i , B 1 ) = 0. We will now also make sure that
Since D is symplectic, ω is represented in this basis by a block matrix, with a 2 × 2 block in the upper-left and an (n−2)×(n−2) block T in the lower-right (recall that n = 2t). Nodegeneracy implies that T is invertible, so the lower-right (n − 2) × (n − 2) submatrix Λ of the matrix representing ω in the basis C is also invertible, as it reduces to T mod m. We can thus find a v = (α 2 , β 2 , . . . , α t , β t ) ∈ m n−2 such that
Upon replacing (2.16)
follows that L is nondegenerate, so by induction, we may assume that (A 2 , B 2 , . . . , A t , B t ) is a symplectic basis that reduces to (a 2 , b 2 , . . . , a t , b t ). Therefore (A 1 , B 1 , . . . , A t , B t ) is the required symplectic basis.
An immediate consequence of Proposition 2.3 and Proposition 2.6 is the following.
Corollary 2.7. Any invertible skew-symmetric 2t × 2t matrix over a local ring is congruent to a block matrix with t blocks of the form (2.17) * 1 −1 * on the main diagonal, and zeros at all the other entries.
The material in this section is standard for those concerned only with fields of characteristic different from 2, or with forms that are alternating (a condition stronger than skew-symmetry). However, we could not find a unified treatment of (not necessarily alternating) forms over rings with arbitrary residue characteristic in the literature, so we have included it in this section for the reader's convenience.
Profinite groups.
2.2.1. Generalities. We will be dealing with profinite groups, so all notions should be interpreted in the topological sense. For instance, subgroups are closed, and homomorphisms are continuous. Lemma 2.8. A finitely generated subgroup K of a profinite group G is a retract if and only if there exists a homomorphism λ :
is weakly solvable (that is, there exists a homomorphism µ : G → K that makes the diagram commutative).
Proof. If τ : G → K is a retraction, then by setting λ · · = ϕ • τ we get an extension of ϕ for which τ is a weak solution to our embedding problem. For the other direction, suppose that µ : G → K is a weak solution to our embedding problem (that is, λ = ϕ • µ). We have
we see that KN = G and since K is finitely generated, [67, Proposition 2.5.2] tells us that K ∩ N = {1}.
Recall that a finite group S is called supersolvable if all its chief factors are cyclic (for example, a nilpotent group). Accordingly, a profinite group S is said to be prosupersolvable, if it is an inverse limit of finite supersolvable groups. Prosupersolvable groups are studied, for instance, in [2, 62, 67, 74, 75] . Using Lemma 2.8, we generalize the virtual retraction property of free pro-p groups that follows from [67, Theorem 9.1.19] (see also [51, 66] ). Corollary 2.9. Let G be a projective profinite group, and let K be a finitely generated prosupersolvable subgroup whose order is divisible by only finitely many different primes. Then K is virtually a retract of G. 
is weakly solvable. By Lemma 2.8, K is a retract of U .
Subgroups K to which Corollary 2.9 is applicable (such as (free) pro-p groups) are provided by the following claim, whose proof is in [75] .
Proposition 2.10. Let D be a finite set of primes, let C be the family of finite supersolvable groups whose order is not divisible by primes not in D, and let K be a free pro-C group. Then K is projective.
Demushkin groups.
We will use throughout the theory of Demushkin groups as presented in [49] . It is advisable to consult [61] and [71] as well.
Let p be a prime number, let n = 2t be an even integer exceeding 2, let G be a pro-p Demushkin group with d(G) = n, and set q · · = q(G) (this is 0 if G ab is torsion-free, and otherwise equals the order of its torsion subgroup). We say that we are in the Galois case, if G is the Galois group of the maximal p-extension of a p-adic field E. In this case, q is the highest power of p for which E contains a primitive q-th root of unity ζ q .
Let Z p be the ring of p-adic integers, and let R be the local ring Z p /qZ p with residue field κ = F p . We have a presentation for G
where F is a free pro-p group on n generators, and L is generated (as a normal subgroup of
. As r ∈ F 2 , when q = 0 we can find an s ∈ F with
and set σ · · = e(s). The values η(σ) ∈ R for η ∈ M · · = H 1 (G, R) are independent of our choice of s. Cup product induces a symplectic form on the R-module M , so (when q = 0) there exists a χ σ ∈ M such that
In the Galois case, cup product corresponds to the Hilbert symbol. [49, Corollary to Proposition 3] tells us that (when q = 0)
so if we take a symplectic basis χ 1 , χ 2 . . . , χ n for M over R with
whose existence is guaranteed by [49, Proposition 4 (2)], then using (2.23) and (2.24) we can show that the functionals
coincide on the basis. Consequently, nondegeneracy implies that
Cup product also induces a symplectic form on the vector space (2.28)
Identifying these, we get a reduction homomorphism ρ : M → M κ respecting the symplectic forms (see (2.10)). Associated to G (or to its dualizing module) is a homomorphism where we think of q = 0 as p ∞ . Thus, when q = 0, reduction mod pq maps Im(χ) into the subgroup of (Z/pqZ) * given by
which is isomorphic to (κ, +) by 1 + tq → t. Hence, we get a homomorphism (2.32) τ : Im(χ) → (κ, +).
In the Galois case, χ maps each g ∈ G to the automorphism that g induces on the multiplicative group of roots of unity inĒ. Rephrasing [80, Lemma 6] we get a statement, the proof of which can also be found in [61, Corollary 3.9.17] and in the corollary to [49, Proposition 4] . Proposition 2.11. Let (A 1 , B 1 , . . . , A t , B t ) be a symplectic basis of M , and let α 1 , β 1 , . . . , α t , β t be dual generators of G. Let w 1 , z 1 , . . . , w t , z t be a basis of F with e(w i ) = α i , e(z i ) = β i for 1 ≤ i ≤ t. If q = 0, suppose in addition that B 1 = χ σ . Then Let w 1 , z 1 , . . . , w t , z t be a basis of F for which Then there exists a basis x 1 , y 1 , . . . , x t , y t of F and γ, δ ∈ Z p such that
The symplectic basis needed for Proposition 2.11 is provided by a combination of (2.27), Proposition 2.5, and Proposition 2.6 (alternatively, one can take the basis χ 1 , . . . , χ n from [49, Proposition 4 (2)] discussed above). Then, Proposition 2.11 and Proposition 2.12 provide a basis for F such that
so we have an explicit description of χ σ (as opposed to (2.23)). An explicit description of χ from (2.29) is given in the proof of [49, Theorem 4] . It follows from these descriptions that
In the Galois case, this means that the fixed field of Ker ρ(χ σ ) is E(ζ pq ).
Corollary 2.13. For every isotropic subspace N of M κ that contains ρ(χ σ ) (if q = 0), there exists a basis x 1 , y 1 , . . . , x t , y t of F and γ, δ ∈ Z p such that
Proof. By (2.27) and Proposition 2.5, there exists a symplectic basis
Using Proposition 2.6, we lift (2.39) to a symplectic basis
of M with B 1 = χ σ in case that q = 0. Let α 1 , β 1 , . . . , α t , β t be dual generators of G. This means that
Let w 1 , z 1 , . . . , w t , z t be a basis of F such that 
Consequently, for all 1 ≤ i, j ≤ t we have
so we are done in view of (2.40).
In the Galois case, the corollary means that one can find generators for G (that satisfy a Demushkin relation) with a prescribed action on carefully chosen elements ofĒ.
A proper open subgroup U of G is also a Demushkin group with
is even as well. We denote the invariants of U by
while the invariants of G will be denoted by 
which is obvious in the Galois case. We denote by res G U the restriction map from M G κ to M U κ . The subspace N to which we will apply Corollary 2.13 is given by the following.
Corollary 2.14. The image of res G U is isotropic. The validity of this statement follows at once from the vanishing of the restriction map in the cohomology of a Demushkin group for dimension 2 mentioned in [71, Exercise 4.5.5 (a)], and from [61, Proposition 1.5.3 (iii)] telling us that cup product commutes with the restriction map. We encourage the reader to translate Corollary 2.14 to the Galois case, thus obtaining a vanishing result for the Hilbert symbol.
In order to apply Corollary 2.13 when q = 0, we need the following claim. 
In light of our assumption on the number of generators, the subgroup (2.52)
is proper, so there exists a proper open subgroup U containing Q. By (2.50),
and thus Im(χ U ) = Im(χ G ). Therefore, q G = q U and τ G = τ U so we have
In the Galois case, the subgroup U corresponds to a finite extension E 0 of E contained in the fixed field of K, such that ζ pq / ∈ E 0 .
2.3.
The proof of Theorem 1.1. We may assume that d(G) is even, since this is always the case for q = 2, and otherwise follows from (2.47) after replacing G by a subgroup of index 2 containing K. Since K is a finitely generated pro-p group, its Frattini quotient K/Φ(K) is finite, so it follows from [25, Lemma 1.2.5 (c)] that (after passing to an open subgroup of G containing K) we can extend the quotient map ϕ : 
(2.56)
Using the fact that λ = θ| U and (2.55) we see that N ⊆ Im res G U ), so N is isotropic by Corollary 2.14. Hence, Corollary 2.13 gives us a presentation (2.57)
, y t ] = 1 for U , such that for every ψ ∈ Im(λ * ) and 1 ≤ i ≤ t we have ψ(x i ) = 0. This means that for every ξ ∈ H 1 (K/Φ(K), κ) we have (2.58)
A vector in K/Φ(K) killed by all functionals (elements of
By Lemma 2.8, in order to show that K is a retract of U , we need to find a weak solution µ to the following embedding problem
For all 1 ≤ i ≤ t define µ(x i ) to be 1 ∈ K and µ(y i ) to be an arbitrary element of ϕ −1 λ(y i ) . Then
so we can extend µ (uniquely) to a homomorphism from U to K. We have (2.60)
and we conclude that ϕ • µ = λ so µ is a weak solution. Proof. By induction, it suffices to take some {1} = A, B ⊳ c G and to show that they intersect nontrivially. Suppose on the contrary that A ∩ B = {1} and take some nontrivial a ∈ A, b ∈ B. It follows from ( 
Hence, N is a nontrivial normal subgroup of G intersecting K trivially.
We also prove Corollary 1.4.
Proof. Let G be the p-Sylow subgroup of the absolute Galois group of Q p , and let H be a finitely generated subgroup. It follows from [48] that
where each G n is a Demushkin group, and d(G n ) → ∞ as n → ∞. In view of (2.47), there exists an N ∈ N such that for every n ≥ N , the image of H in G n is of infinite index, and thus free. Theorem 3.1. Let p be a prime, let G be a pro-p Demushkin group, and let A, B ≤ c G be nontrivial finitely generated subgroups. Then 
We may thus assume that A and B are of infinite index in G, so there exist strictly descending chains {U k } ∞ k=0 and {V k } ∞ k=0 of open subgroups of G intersecting at A and B respectively. After refining the chains if necessary, we may assume that U 0 = V 0 = G, that U k+1 is a maximal subgroup of U k , and that V k+1 is a maximal subgroup of V k for every k ≥ 0. Hence,
If A is procyclic then (3.1) holds trivially, so we may assume that d(A) ≥ 2 and define
where the last inequality follows from our assumption that d(G) ≥ 3. If C was an open subgroup of G, we would have
contrary to (3.6). We conclude that [G : C] is infinite, so C is a free pro-p group. Applying [36, Theorem 1.1] (the Hanna Neumann Conjecture for free pro-p groups) to the nontrivial subgroups A 0 , B 0 ≤ c C we get that In the core of our proof, namely the case for the argument to work. In order to deduce Howson's theorem for G, we have used the fact that G is IF (that is, every finitely generated subgroup of infinite index is free pro-p). Thus, we have shown that IFgroups with positive rank gradient satisfy Howson's theorem. Examples of such groups are given in [76] , they are studied in [72] , and [67, Open Question 7.10.5] asks about their properties. Furthermore, our argument also applies with almost no changes to discrete finitely generated groups G that are IF and have positive rank gradient. We only need to further assume that G is LPF (that is, for every finitely generated subgroup A of infinite index in G, there exists an infinite strictly descending chain of finite index subgroups of G containing A -see [15, 73] ). In particular, we get a new proof of Howson's theorem for surface groups (for the first proof, see [28] ). The bound on the number of generators of the intersection provided by such a proof depends on the indices of the subgroups in the descending chains above the given finitely generated subgroups A and B. For instance, in case that A and B are closed in the pro-2 topology on G, inequality (3.1) holds with p = 2, so we obtain an improvement on the best known bound from [78] Lemma 4.1. Let A be a pro-p group, let B be a free pro-p group, and set G · · = A ∐ B. Let C be a subgroup of G such that the restriction to C of the projection from G to B is an isomorphism. Then G = A ∐ C.
Proof. A Frattini argument shows that A, C = G so by [53, Theorem 4.2] , it suffices to show that the map on homology (4.1)
Cor :
induced by corestrictions is surjective for q = 2 and injective for q = 1. The latter follows from a Frattini argument, and for the former we use [53, Theorem 4.1 (2)] saying that ∈ N, and let G 1 , . . . , G n be pro-p groups with the virtual retraction property (respectively, the M. Hall property). Then
possesses the virtual retraction property (respectively, the M. Hall property).
Proof. Let H be a finitely generated subgroup of G. By the Kurosh subgroup theorem (see [66, Theorem 2.1]),
where for each 1 ≤ i ≤ n the g i,j range over those representatives for the double cosets G i \G/H for which G g i,j i ∩ H = {1}, and F H is a finitely generated free pro-p group. Since H is finitely generated, the number of factors in (4.4) is finite (that is, ∀i r i < ∞), and these factors are finitely generated. There exists an open subgroup V of G containing H such that for every open subgroup U of V containing H we have
∩ H is a retract (respectively, a free factor) of G g i,j i ∩ U . According to [67, Theorem 9.1.9], we have the following Kurosh decomposition
For any K ≤ c G we define a closed subset and a (closed) subgroup by
We claim that if K is either finitely generated or open in G, and its Kurosh decomposition is given by
Indeed, for every 1 ≤ i ≤ n and g ∈ G there exists a j ∈ J i such that g = tα i,j k for some t ∈ G i and k ∈ K. Hence
so X k ⊆ Y k and our claim is established. We thus have
By (4.7), For that pick a homomorphism ϕ from G onto a finite group. Finiteness implies that there exists an L ≤ o V containing H such that
so (4.13) holds. It follows that
and we denote by η U : F H → F U the projections from the inverse limit.
Since F H is finitely generated, there is an 
is a free factor (and thus also a retract) of R. Taking N to be the preimage of R under the quotient map M → M/M = F M , we note that the surjection N → R factors through F N . We conclude that η N (F H ) is a retract (and thus also a free factor, by a Frattini argument) of F N , since the homomorphism F N → F M maps the former injectively onto a retract of the image of the latter. Hence (4.17)
for some (free pro-p subgroup) Q ≤ c F N . Set F 0 · · = F H ∪ Q and note that since the images of F H and Q under the projection N → N/Ñ ∼ = F N generate a free product, we must have
By Lemma 4.1, we can replace F N by F 0 in the Kurosh decomposition (4.6) of U = N , so that every factor in the decomposition (4.4) of H is a retract (respectively, a free factor) of a factor in the decomposition (4.6) of N . It follows that H is a retract (respectively, a free factor) of N .
The following is an immediate consequence of the proof of Theorem 4.2.
Corollary 4.3. Let G 1 , . . . , G n be pro-p groups, set
and let H be a finitely generated subgroup of G. Then there exists an open subgroup U of G containing H, and subgroups U 1 , . . . , U m of U such that
We shall need some auxiliary results for the proof of Theorem 1.9. The first is just a variant of Shapiro's lemma.
Proposition 4.4. Let G be a pro-p group acting continuously on a profinite space X, and let S ⊆ X be a finite subset for which the orbits {O s } s∈S are pairwise distinct. Then for the disjoint union T of these orbits we have
Proof. Applying Shapiro's lemma (see [67, Theorem 6 .10.8 (d)]) we get
Proposition 4.5. Let G be a pro-p group acting continuously on a profinite space X, and let R ⊆ X be a closed G-invariant subset. Then the natural inclusion R ֒→ X induces an embedding
Proof. Let U be a clopen G-invariant subset of X containing R. Then (4.24)
and in particular the inclusion U ֒→ X induces an embedding
By [67, Lemma 5.6.4 (a)], R is an intersection of clopen G-invariant subsets of X, so by [53, Lemma 3.2] (which says that homology commutes with inverse limits in the second variable) we have
where the limit is taken over the clopen G-invariant subsets of X containing R. It follows that η R is an inverse limit of injections, so it is an injection.
Lemma 4.6. Let G be a pro-p group acting on a profinite space X with finitely generated point stabilizers. Then H 1 (G, F p X ) is finite if and only if there are only finitely many G-orbits (in X) with a non-free G-action.
Proof. Let T ⊆ X be the set of points with non-trivial G-stabilizers, that is (4.28)
If G\T is finite then T is closed in X so by [67, Exercise 5.2.4 (b)] we have
and we denote this profinite [67] associates to the short exact sequence
a long exact sequence of homology
from which we conclude that (4.32)
Taking a section S of G\T in T , and applying Proposition 4.4 we find that (4.33)
and conclude that H 1 (G, F p X ) is finite since by assumption, S is finite and G s is finitely generated for each s ∈ S. Conversely, assume that there is an n ∈ N with |H 1 (G, F p X )| < n and toward a contradiction, suppose that there are n distinct G-orbits
with nontrivial point stabilizers. We denote by R the union of these orbits, and invoke Proposition 4.4 and Proposition 4.5 to obtain a contradiction:
In light of Corollary 4.3, it suffices to prove the following in order to establish Theorem 1.9. Theorem 4.7. Let G 1 , . . . , G n be pro-p groups satisfying Howson's property, and let H i ≤ c G i be finitely generated subgroups for 1 ≤ i ≤ n. Set
and let K be a finitely generated subgroup of G.
Proof. Consider the exact sequences 
The fact that the sequences start with a 0 follows from the freeness of the modules
Applying the functor H 0 (K ∩ H, −) to (4.37) and (4.38), and using the morphism
, we obtain the following commutative diagram
and we want to show that Ker(σ) and Ker(β) are finite. Exactness of (4.39) implies that Ker(δ) is an image of H 1 (K, F p ) so it is finite as K is finitely generated. Since α is an injection, it follows at once that Ker(δα) is finite as well. Commutativity tells us that Ker(δα) = Ker(βσ) so the latter is finite, and thus its subspace Ker(σ) is also finite. Furthermore,
Exactness of (4.40) implies that Im(σ) has codimension 1, so Ker(β)∩Im(σ) is of codimension at most 1 in Ker(β) and we conclude that the latter is finite. For each 1 ≤ i ≤ n consider the action of K on G/G i , and note that every point stabilizer is the intersection of K with a conjugate of G i , which by the Kurosh subgroup theorem, is a free factor of K and thus finitely generated. Moreover, the finiteness of H 1 (K, F p (G/G i ) ) follows from (4.39), so by Lemma 4.6, K acts freely on the complement of a finite set of orbits, and thus K ∩ H acts on this complement freely as well.
The fact that the fibers of β are finite implies that only finitely many K ∩ H-orbits in H/H i are mapped to each K-orbit in G/G i under the natural inclusion H/H i ֒→ G/G i , so we deduce that there are only finitely many H ∩K-orbits in H/H i with a non-free action. For every point stabilizer L for the action of
which is finitely generated since G i satisfies Howson's property. We can now invoke Lemma 4.6 to conclude that
Combining this with the finiteness of Ker(σ) and the exactness of (4.40), we see that H 1 (K ∩ H, F p ) is finite, as required.
4.2.
Finitely generated M. Hall groups. We begin by recalling from [66, Lemma 4.3] that the M. Hall property is hereditary.
Proposition 4.8. Let G be an M. Hall pro-p group, and let H be a finitely generated subgroup. Then H is M. Hall as well.
The proof of the following lemma shows that a pro-p M. Hall group satisfies the ascending chain condition on finite subgroups. Lemma 4.9. Any pro-p M. Hall group G has a maximal finite subgroup.
Proof. Let K be a nontrivial finite subgroup of G. Since G is M. Hall, there exists an open subgroup U of G such that U = K ∐ L for some L ≤ c U .
We claim that K is a maximal finite subgroup of U . Indeed, if M is a finite subgroup of U that contains K, then by the Kurosh subgroup theorem K is a free factor of M . Hence if toward a contradiction K M , the latter is a nontrivial free pro-p product, so it is infinite by [67, Theorem 9.1.6].
Therefore, if R is a finite subgroup of G containing K then R ∩ U = K. On our way to showing that finitely generated freely indecomposable infinite pro-p M. Hall groups are torsion-free, we need the following claim. Proposition 4.10. Let G be a finitely generated freely indecomposable infinite pro-p M.Hall group, and let Q be a nontrivial maximal finite subgroup. Then there exists a finitely generated freely indecomposable infinite subgroup K of G having a subgroup R of index p such that Q is a free factor of R.
Proof.
Take an open subgroup V of G containing Q as a free factor with [G : V ] as small as possible. Since G is freely indecomposable, V is a proper subgroup, so there exists an open subgroup U of G containing V as a subgroup of index p. We can write U as a free pro-p product , Q is conjugate to a subgroup of one of these factors, so we may assume that Q ≤ U 1 , and set K · · = U 1 . By our choice of V , we know that Q is not a free factor of U , so Q K and K is infinite as Q is maximal finite. Applying the Kurosh subgroup theorem to the subgroup R · · = K ∩ V of V , we see that Q is a free factor of R, as required.
We need the following more detailed formulation of [86, Theorem 3.6 ].
Theorem 4.11. Let G be a finitely generated pro-p group containing an open normal subgroup H that decomposes as a free pro-p product
where H i ≇ Z p are freely indecomposable pro-p groups for 1 ≤ i ≤ n, the group F is free pro-p, and either n ≥ 2 or F is nontrivial. Then there exists a finite connected graph of finitely generated pro-p groups (G, Γ) such that:
(1) There exists a vertex v 0 ∈ V (Γ) for which G ∼ = Π 1 (G, Γ, v 0 ).
(2) For every edge e ∈ E(Γ) we have H ∩ G(e) = {1}. (3) There exists a vertex v ∈ V (Γ) such that H 1 = H ∩ G(v).
With Theorem 4.11 at hand, we can finally prove the following.
Proposition 4.12. Let G be a finitely generated freely indecomposable infinite pro-p M. Hall group. Then G is torsion-free.
Proof. We assume toward a contradiction that G has torsion, and use Lemma 4.9 to obtain a nontrivial maximal finite subgroup Q of G. As G is M. Hall, there exists an open subgroup H of G such that H = Q∐L for some L ≤ c H. By Proposition 4.10 and Proposition 4.8 we may assume that [G : H] = p. Take the smallest Γ as in Theorem 4.11, and (using property 3) select a v ∈ V (Γ) such that Q = H ∩ G(v). It follows that G(v) is finite, so by maximality, Q = G(v). Choosing an e ∈ E(Γ) incident to v we see that (4.47) G(e) ≤ G(v) = Q ≤ H but H ∩ G(e) = {1} by property 2, so G(e) = {1}.
If e is a bridge, the minimality of Γ implies that the fundamental group of each of the connected components created by removing e is nontrivial, so we arrive at a contradiction to the indecomposability of G. If e is not a bridge, there exists a spanning tree of Γ avoiding e, so e contributes a free Z p factor to G, and we have the same contradiction once again.
We are now in a position to prove Theorem 1.6.
Proof. Let G be a finitely generated freely indecomposable infinite pro-p M. Hall group. Take K to be a nontrivial procyclic subgroup of G and let U be an open subgroup of G having K as a free factor. By Proposition 4.12, G is torsion-free, so U = K by [86, Corollary B] , and G is virtually free. By a theorem of Serre from [70] , G ∼ = Z p as required.
