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Abstract
1 The typical problem in (generalized) Ramsey theory is to find the
order of the largest monochromatic member of a family F (for example
matchings, paths, cycles, connected subgraphs) that must be present in
any edge coloring of a complete graph Kn with t colors. Another area
is to find the minimum number of monochromatic members of F that
partition or cover the vertex set of every edge colored complete graph.
Here we propose a problem that connects these areas: for a fixed positive
integers s ≤ t, at least how many vertices can be covered by the vertices
of no more than s monochromatic members of F in every edge coloring of
∗Research supported in part by the National Science Foundation under Grant No. DMS-
0968699.
1Apart from a footnote referring to Pokrovskiy [24], this manuscript was submitted to
Graphs and Combinatorics in May, 2011
1
Kn with t colors. Several problems and conjectures are presented, among
them a possible extension of a well-known result of Cockayne and Lorimer
on monochromatic matchings for which we prove an initial step: every t-
coloring of Kn contains a (t− 1)-colored matching of size k provided that
n ≥ 2k +
⌊
k − 1
2t−1 − 1
⌋
.
1 Introduction
The typical problem in (generalized) Ramsey theory is to find the order of the
largest monochromatic member of a family F (for example matchings, paths,
cycles, connected subgraphs) that must be present in any edge coloring of a
complete graph Kn with t colors. For easier reference these problems are called
Ramsey problems in this paper. Another well studied area, we call them cover
problems, is to find the minimum number of monochromatic members of F that
partition or cover the vertex set of every edge colored complete graph.
Here we propose a common generalization of Ramsey and cover problems.
For a fixed positive integer s, at least how many vertices can be covered by the
vertices of no more than s monochromatic members of F in every edge coloring
of Kn with t colors? A somewhat related problem was proposed by Chung and
Liu [4]: for a given graph G and for fixed s, t, find the smallest n such that in
every t-coloring of the edges of Kn there is a copy of G colored with at most s
colors.
Several problems and conjectures are formulated, among them a possible
extension of a well-known result of Cockayne and Lorimer on monochromatic
matchings [5]. Our main result (Theorem 2.3) is that every t-coloring of Kn
contains a (t− 1)-colored matching of size k provided that
n ≥ 2k +
⌊
k − 1
2t−1 − 1
⌋
.
This result is sharp. A simple consequence (Corollary 2.4) is that every t-colored
K2t−2 has a perfect matching missing at least one color. This is a special case
of a conjecture posed in [11].
1.1 Path and cycle covers
As far as path covers in infinite graphs are concerned, Rado [25] has a “perfect”
result stated here in an abridged form with its simplified original proof.
Theorem 1.1. The vertex set of any t-colored countable complete graph can
be partitioned into finite or one-way infinite monochromatic paths, each of a
different color.
Proof. Call a set C ⊆ {1, . . . , t} of k colors, 1 ≤ k ≤ t, perfect if there exists a set
P = {P1, . . . , Pk} of k vertex disjoint finite paths P1 = . . . x1, . . . , Pk = . . . , xk
with the following property: Pi is monochromatic in color ci and there is an
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infinite set Y of vertices such that Y is disjoint from the paths of P and for
each i ∈ {1, . . . , k} and for all y ∈ Y , xiy is colored with ci. A perfect color
set exists since any color c1 present on infinitely many edges of a star incident
to vertex x forms such a (one-element) set. Select a perfect set C of k colors
so that k is as large as possible (k ≤ t), this is witnessed by P and Y . Let u
be an arbitrary vertex not covered by P . Consider a color c such that uy has
color c for every y ∈ Y ∗ where Y ∗ ⊆ Y , is infinite. It follows from the choice
of k that c ∈ C. Now u can be added to the end of the c-colored path of P ,
either directly if u ∈ Y , or through a vertex v ∈ Y ∗ if u /∈ Y . The infinite set
witnessing the extension is either Y ∗ or Y ∗ \ {v}. Clearly the extensions can be
continued to place all vertices of the countable complete graph so that all paths
of P are finite or one-way infinite. 
There are several possibilities to “finitize” Theorem 1.1. The 2-color version
works perfectly as noted in a footnote in [8].
Proposition 1.2. The vertex set of any 2-colored finite complete graph can be
partitioned into monochromatic paths, each of a different color.
Proof. If P1 = ..., x1, P2 = ..., x2 are red and blue paths and v is uncovered
then either v can be placed as the last vertex of one of the paths Pi or one of the
bypasses P1, x2, v or P2, x1, v extends one monochromatic path (and shortens
the other). 
Lehel conjectured that Proposition 1.2 remains true if paths are replaced by
cycles (where the empty set, one vertex and one edge are accepted as a cycle).
Although the existence of a ‘near partition’ (where the two monochromatic
cycles intersect in at most one vertex) follows easily, see [10], it took a long time
until this was proved for large n in [21], [1]. Recently an elementary proof was
found by Bessy and Thomasse´ [3] that works for all n.
Theorem 1.3. ([3]) The vertex set of any 2-colored complete graph can be
partitioned into two monochromatic cycles of different colors.
In [16] and [6] several possible extensions of Proposition 1.2 were suggested.
It turned out that for 3 colors one can not except full partition by distinct
colors, the first example of this phenomenon is from Heinrich [18]. Recently
the asymptotic ratios of monochromatic path and cycle partitions with three
distinct colors was obtained in [13].
Theorem 1.4. ([13]) In every 3-colored Kn at least (
3
4 − o(1))n vertices can be
partitioned into monochromatic cycles of distinct colors.
We note that here the asymptotic ratio 34 is best possible. Nevertheless it
was conjectured in [6] that Proposition 1.2 and Theorem 1.3 carries over to any
number of colors if repetitions of colors are possible.
Conjecture 1.5. ([6]) The vertex set of every t-colored complete graph can be
partitioned into t monochromatic cycles.
2 The case of three colors was recently solved in asymptotic sense.
2Pokrovskiy [24] proved that Conjecture is not quite true for t = 3
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Theorem 1.6. ([13]) In every 3-colored Kn at least (1− o(1))n vertices can be
partitioned into three monochromatic cycles.
The proofs of Theorems 1.4, 1.6 rely on the Regularity Lemma and relax-
ations of cycles to connected matchings (see Subsection 1.2). The new problem
we propose here is the following.
Problem 1.7. Suppose 1 ≤ s ≤ t. What is the maximum number of vertices
that can be covered by s monochromatic cycles (paths) in every t-coloring of the
edges of Kn?
We do not have a general conjecture here, not even for the asymptotics (for
fixed s, t and large n). The case s = 1 is the path Ramsey number where the
case t = 3 ([12]) is the only evidence that perhaps n
t−1 is the true asymptotic
value (n
t
is an easy lower bound). The case s = t is in Conjecture 2.
The first interesting special case is t = 3, s = 2.
Conjecture 1.8. In any 3-colored Kn there are two vertex disjoint monochro-
matic paths (cycles) covering at least 6n7 vertices.
A weaker form (for matchings instead of paths) of Conjecture 1.8 follows
from Theorem 2.3 below (when t = 3).
1.2 Connected matchings.
One technique used recently in many papers (for example [7], [12],[15]) in Ram-
sey and in covering problems related to paths or cycles is to replace the paths
or cycles by a simpler structure, monochromatic connected matchings, and rely
on the Regularity and Blow-up Lemmas to create paths or cycles from them. A
connected monochromatic matching means that all edges of the matching are
in the same component of the subgraph induced by the edges in the color of the
matching.
Thus a natural step towards proving an asymptotic (or sharp for large enough
n) version of Conjecture 1.8 would be to prove it for connected matchings.
However, in the problem mentioned above we are a step behind, we could only
prove Conjecture 1.8 for matchings (without the connectivity condition). A
logical plan is to treat connected pieces and matchings separately, this is done
in Subsection 1.3 and in Section 2.
1.3 Covers by connected components
Since every connected component contains a spanning tree of the component,
we use here the somewhat simpler tree language. A special case of a conjecture
attributed to Ryser, (appearing in his student, Henderson’s thesis [19]) states
that every intersecting t-partite hypergraph has a transversal of at most t − 1
elements. Using the dual of the hypergraph of monochromatic components in a
t-coloring of complete graphs, one can easily see that the following form of the
conjecture (introduced in [9]) is equivalent.
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Conjecture 1.9. In every t-coloring of the edges of a complete graph, the vertex
set can be covered by the vertices of at most t− 1 monochromatic trees.
If Conjecture 1.9 is true then an easy averaging argument would easily extend
it as follows.
Conjecture 1.10. For every 1 ≤ s ≤ t − 1 and for every t-coloring of Kn at
least ns
t−1 vertices can be covered by the vertices of at most s monochromatic
trees.
Since Conjecture 1.9 is known to be true for 2 ≤ t ≤ 5, Conjecture 1.10 is
true for 1 ≤ s ≤ t ≤ 5. Also, the case s = 1 is known for arbitrary t (originally
in [9], [17] is a recent survey). Perhaps a good test case is to try to prove
Conjecture 1.10 for s = 2 (and for general t).
Since Ryser’s conjecture is extended further in [6] by changing cover to par-
tition in Conjecture 1.9, one may perhaps even require partition in Conjecture
1.10 as well.
1.4 Covers by copies of a fixed graph
It seems that to find the percentage of vertices that can be covered by monochro-
matic copies of a fixed graph H having at most s colors is a difficult problem.
Indeed, even the case when H is a single edge seems difficult. However, some-
what surprisingly, for any fixed connected non-bipartite graph H and for any
fixed t ≥ 3 and fixed s ≤ t, the percentage of vertices of Kn that can be covered
by vertex disjoint monochromatic copies having at most s colors can be rather
well approximated. In fact, the following theorem can be easily obtained from
the results of [22]. Let Rt(H) denote the smallest integer m such that in every
t-coloring of the edges of Kn there is a monochromatic copy of H .
Theorem 1.11. Suppose that t ≥ 3, 1 ≤ s ≤ t and H is a connected non-
bipartite graph. Then in every t-coloring of the edges of Kn, at least
s(n−Rt(H))
t
vertices can be covered by vertex disjoint monochromatic copies of H using at
most s colors. On the other hand, for any n that is divisible by t, the edges of
Kn can be t-colored so that at most
sn
t
vertices can be covered by vertex disjoint
monochromatic copies of H having at most s colors.
Proof. The first part follows by selecting successively monochromatic copies
of H , removing after each step the part covered so far. Clearly, the process
stops only when less than Rt(H) vertices remain. Then, an obvious averaging
argument gives that the copies in s suitable colors cover the claimed quantity.
The second part follows from the following construction. Partition V (Kn)
into t equal parts and color the edges within the parts with t different colors, say
within part i every edge gets color i. The crossing edges (going from one part
to another) are all colored with the same color between any fixed pair of parts.
There are two rules. On one hand, crossing edges of color i cannot be incident
to part i. On the other hand, the union of crossing edges of color i should span
a bipartite graph. It is easy to see that these rules can be easily guaranteed for
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t ≥ 3 (and impossible to meet for t = 2). Because H is connected, not bipartite
and crossing edges of color i are not adjacent to part i, each monochromatic
copy of H must be completely within a part. Therefore copies of H having at
most s colors are covered by the at most s parts, proving the second statement
of the theorem. 
2 Covers by matchings - how to generalize Cock-
ayne - Lorimer theorem?
Here we return to the most basic case, when we want to cover by copies of an
edge, i.e. by matchings. A matching in a t-colored complete graph is called an
s-colored matching if at most s colors are used on its edges. To describe easily
certain t-colorings of Kn we need, consider partition vectors with t positive in-
teger coordinates whose sum is equal to n. Assume that V (Kn) = {1, 2, . . . , n}.
Then [p1, p2, . . . , pt] represents the coloring obtained by partitioning V (Kn) into
parts Ai so that |Ai| = pi for i = 1, 2, . . . , t and the color of any edge e = (x, y)
is the minimum j for which {x, y} has non-empty intersection with Aj .
Problem 2.1. Suppose 1 ≤ s ≤ t. What is the size of the largest s-colored
matching that can be found in every t-coloring of the edges of Kn?
The Ramsey problem, the case s = 1 in Problem 2.1, was completely an-
swered by Cockayne and Lorimer [5]. Here we state its diagonal case only.
Theorem 2.2. ([5]) Assume n ≥ (t + 1)p + 2 and Kn is arbitrarily t-colored.
Then there is a monochromatic matching of size p+ 1.
Observe that Theorem 2.2 is sharp, the coloring [p, p, . . . , p, 2p+1] ofK(t+1)p+1
does not contain a monochromatic matching with p+ 1 edges.
Notice that the case s = t of Problem 2.1 is trivial, any perfect (or near-
perfect if n is odd) matching is obviously optimal. In this paper we settle the
case s = t − 1, by showing that the extremal coloring is close to the coloring
[p, 2p, 4p, . . . , 2t−1p]. More precisely we prove the following.
Theorem 2.3. Every t-coloring of Kn contains a (t − 1)-colored matching of
size k provided that
n ≥ 2k +
⌊
(k − 1)
2t−1 − 1
⌋
.
This is sharp for every t ≥ 2, k ≥ 1.
In case of t = 3 Theorem 2.3 gives Conjecture 1.8 in a weaker form. Noting
that for k < 2t−1 the second term is zero in Theorem 2.3, we get the following.
Corollary 2.4. Every t-colored K2t−2 has a perfect matching missing at least
one color.
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We note here that for t = 2, 3, 4 there are results stronger than Theorem 2.3.
Namely, not only a (t− 1)-colored matching of size k can be guaranteed, but a
(t− 1)-colored path on 2k vertices. For t = 2 this is a well-known result [8], for
t = 3 it was proved in [23] and for t = 4 in [20]. In fact, it was conjectured in
[20] that Theorem 2.3 holds also if the matching of size k is replaced by P2k.
For the case t = 4, s = 2 we suspect that the extremal coloring is essentially
[p, p, 2p, 4p]. That leads to
Conjecture 2.5. If n ≥ ⌊ 8k−23 ⌋ then every 4-coloring of Kn contains a 2-colored
matching of size k .
For the case s = 2, t = 5, the coloring [p, p, p, 2p, 4p] and the coloring
[p, p, p, p, 2p] that belongs to Theorem 2.2 give essentially the same parameters
so we do not risk a conjecture here. Moreover, for s = 2, t = 6 the latter col-
oring [p, p, p, p, p, 2p] is better than [p, p, p, p, 2p, 4p]. This leads to the dilemma
whether there are better coloring in this case or [p, p, p, p, p, 2p] is the extremal
one? The latter possibility would be similar to the phenomenon discussed in
Subsection 1.4, saying vaguely that in a 6-colored complete graph the size of
the largest 2-matching is twice the size of the largest monochromatic matching.
3 Large (t − 1)-colored matchings in t-colored
complete graphs.
Here we prove Theorem 2.3. To show that it is sharp, set N = 2k − 1 +⌊
(k−1)
2t−1−1
⌋
= 2k − 1 + p, where p =
⌊
N
2t−1
⌋
=
⌊
k−1
2t−1−1
⌋
. Consider the coloring
[p, 2p, 4p, . . . , 2t−2p, q] of KN with q = N − (2
t−1 − 1)p.
If a matching in this coloring misses color j 6= t then it misses at least
2j−1p −
∑
i<j 2
i−1p = p vertices from the vertex set to which color class j
is incident to. Thus at most N − p = 2k − 1 vertices are covered by this
matching so its size is smaller than k. A matching that misses color t has at
most
∑
i<t 2
i−1p = (2t−1 − 1)p ≤ k − 1 edges.
To prove the upper bound, consider a t-coloredKn where n = 2k+
⌊
(k−1)
2t−1−1
⌋
=
2k + p. Set V = V (Kn), let Gi denote the subgraph of Kn with vertex set V
and containing edges of colors different from color i, 1 ≤ i ≤ t. We are going to
show that for at least one i, Gi has a matching of size k. The proof is indirect:
if the maximum matching of Gi, ν(Gi), is at most k− 1 for each i, then for the
deficiency of Gi, def(Gi), defined as the the number of vertices uncovered by
any maximum matching of Gi, we have
def(Gi) ≥ n− 2ν(Gi) ≥ 2k + p− 2(k − 1) = p+ 2.
We apply the following well-known result, where co(G) is the number of odd
components of G.
Theorem 3.1. (Berge formula) def(G) = max{co(V (G) \ X) − |X | : X ⊂
V (G)}.
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Thus, for each i, there is a set Xi ⊂ V such that
co(V \Xi) ≥ |Xi|+ p+ 2. (1)
Assume w.l.o.g that |X1| ≤ . . . ,≤ |Xt| and observe that the edges between con-
nected components of Gi in V \Xi are all colored with color i. Let C
1
1 , . . . , C
1
m1
be the vertex sets of the connected components of G1 in V \X1, from (1) we
have m1 ≥ |X1|+ p+ 2.
Lemma 3.2. There is an index l ∈ {1, 2, . . . ,m1}, say l = 1, such that for
every j > 1, ∪i6=1C
1
i ⊂ Xj.
Proof. Suppose that v, w /∈ X2 where v ∈ C
1
q , w ∈ C
1
r and q 6= r. This
implies that the edges of color 1 form a complete multipartite graph M on
V \ (X1∪X2) with at least two partite classes. Therefore all vertices of M must
be in the same connected component of G2 in V \ X2. Thus G2 has at most
1 + |X1| ≤ 1 + |X2| < |X2| + p + 2 odd components in V \ X2, contradicting
(1). Thus X2 must cover all but at most one among the C
1
i -s, say C
1
1 can be
uncovered.
Next we show that for all j ≥ 2, we have ∪i6=1C
1
i ⊂ Xj . We have seen this
for j = 2, so assume j > 2. The argument of the previous paragraph gives that
Xj covers all but one C
1
i , say the exceptional one is C
1
l . Suppose l 6= 1, say
l = 2. The inequality |X2| ≤ |Xj | implies |X2 \Xj | ≤ |Xj \X2| and from this
|X1 ∩ (X2 \Xj)|+ |C
1
2 \Xj | ≤ |X1 ∩ (Xj \X2)|+ |C
1
1 \X2|. (2)
On the other hand, using (1),
|V \Xj| = |X1∩(X2\Xj)|+|X1\(X2∪Xj)|+|C
1
2 \Xj | ≥ co(V \Xj) ≥ |Xj |+p+2
≥ |X1 ∩ (Xj \X2)|+ |C
1
1 \X2|+ |Xj ∩C
1
2 |+ | ∪i≥3 C
1
i |+ p+ 2
which can be rearranged as
(|X1∩ (X2 \Xj)|+ |C
1
2 \Xj|)− (|X1∩ (Xj \X2)|+ |C
1
1 \X2|)+ |X1\ (X2∪Xj)| ≥
≥ |Xj ∩ C
1
2 |+ | ∪i≥3 C
1
i |+ p+ 2. (3)
Note that from (2)the left hand side of (3) is at most |(X2 ∪Xj)|. Thus from
(3) we get
|X1| ≥ |X1 \(X2∪Xj)| ≥ |Xj∩C
1
2 |+ |∪i≥3C
1
i |+p+2 ≥ m1−2+p+2 = m1+p
and this contradicts m1 ≥ |X1|+ p+2 and finishes the proof of the lemma. 
Call Ker1 = C
1
2 ∪ . . . ∪ C
1
m1
the first kernel. With this notation Lemma
3.2 claims that each Xj with j > 1 contains Ker1. We may iterate Lemma
3.2 to define the set Keri = C
i
2 ∪ . . . ∪ C
i
mi
, the i-th kernel, so that each Xj
with j > i contains Keri. Furthermore, these kernels are disjoint, since Xi+1
contains Keri, but Keri+1 is contained in V \Xi+1. This implies that we have
the following recursion on the sizes of the Xi’s.
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Claim 1. For every 2 ≤ i ≤ t we have
|Xi| ≥ |X1|+ . . .+ |Xi−1|+ (i− 1)(p+ 1).
Indeed, Xi contains all the disjoint kernels Ker1, . . . ,Keri−1 and thus using
(1) we get
|Xi| ≥
i−1∑
j=1
|Kerj| ≥
i−1∑
j=1
(c0(V \Xj)− 1) ≥
i−1∑
j=1
(|Xj |+ p+ 1),
as desired.
Claim 1 implies easily by induction the following
|Xi| ≥ (2
i−1 − 1)(p+ 1). (4)
But then, since the kernels are disjoint, using (1) again we get the following
contradiction
n ≥
t∑
i=1
|Keri| ≥
t∑
i=1
(c0(V \Xi)− 1) ≥
t∑
i=1
(|Xi|+ p+ 1) =
=
t∑
i=1
|Xi|+ t(p+ 1) ≥
t∑
i=1
2i−1(p+ 1) = (2t − 1)(p+ 1) > n.
Here for the last inequality we have to check
(2t − 1)(p+ 1) ≥ n+ 1 = 2k + p+ 1.
This is equivalent to
p+ 1 ≥
k
2t−1 − 1
, (5)
which is always true for our choice p = ⌊ k−12t−1−1⌋. Indeed,⌊
k − 1
2t−1 − 1
⌋
=
⌊
k
2t−1 − 1
⌋
(and so (5) is trivially true) for all cases except when k2t−1−1 is an integer, but
(5) is true in this case as well, finishing the proof of Theorem 2.3. 
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