Abstract. This paper presents an efficient zoning based method for recognition of handwritten Kannada characters using two sets of features, namely, crack codes (the line between the object pixel and background) and the density of the object pixels. A multi-level SVM is used for the classification purpose. The proposed method is implemented in two stages. In the first stage, similar shaped characters are combined into groups resulting in 22 classes instead of 49 classes, one class per character. Crack codes are used to assign the input character image to one of the groups. In the second stage, object pixel density is used to assign label to the input character image within that identified group. Experiments are performed on handwritten Kannada characters consisting of 24500 images with 500 samples for each character. Five-fold cross validation is used for result computation and average recognition rate of 91.02 % is obtained.
Introduction
Handwritten Character Recognition (HCR) is one of the important areas in pattern recognition field because it provides solution for document classifications, postal automation, bank check reading, automatic data entry, reading customer filled forms, etc. As a result of intensive research, several systems are available in many non-Indian scripts like Chinese, Arabic and English [1, 2, 3] . HCR is a challenging task as compared to recognition of printed characters due to unconstrained handwriting, touching of adjacent characters, broken strokes, poor binarization and noise. The task is more complicated for Indian languages due to complexity in the shape and number of characters compared to characters of non-Indian scripts like English and Chinese. A brief review of the work done towards the recognition of characters written in Indian scripts is presented below.
Related Works
A review on recognition of handwritten characters of south Indian scripts is presented in [4] and [5] . Printed and handwritten character recognition of Devanagari script using gradient features is presented in [6] . Gradient features are extracted using Sobel and Robert operators and fed to SVM classifier for recognition. Recognition of off-line Bangla handwritten compound characters using modified quadratic discriminant function (MQDF) is reported in [7] . Features used for recognition purpose are based on directional information obtained from the arc tangent of the gradient. A Robertss filter is applied on the normalized image to obtain gradient image. Next, the arc tangent of the gradient is initially quantized into 32 directions and the strength of the gradient is accumulated with each of the quantized direction. Finally, the frequencies of these directions are down sampled using Gaussian filter to obtain 392 dimensional feature vectors.
Recognition of handwritten Bangla basic characters is reported in [8] . The features are obtained by computing local chain code histograms of input image and the classification results are obtained after down sampling the histogram feature by applying Gaussian filter. Multilayer perceptrons (MLP) trained by back propagation (BP) algorithm is used for classification. Fuzzy model based recognition of handwritten Hindi characters is presented in [9] . Features consists of normalized distances obtained using the box approach. Pal et. al. [10] have proposed a quadratic classifier based scheme for the recognition of off-line handwritten characters of three popular south Indian scripts, namely, Kannada, Telugu, and Tamil. The bounding box of a character is segmented into blocks, and the directional features are computed in each block. These blocks are then down-sampled by a Gaussian filter, and the features so obtained are fed to a modified quadratic classifier for recognition. The mean accuracy of 90.34%, is reported for Kannada characters. FLD based unconstrained handwritten Kannada characters recognition is presented in [11] . The mean recognition accuracy of 68% is reported using Euclidean distance measure. In [12] , handwritten Kannada character recognition system based on spatial features viz stroke density, stroke length and the number of stokes is proposed. Using k-NN classifier, the average recognition accuracy of 90.1% is reported for vowel characters. In [13] , moment based features are used for recognition of Kagunita (the Kannada compound characters resulting from the consonant and vowel combination). These features are extracted using Gabor wavelets from the dynamically preprocessed original image. Multi-Layer Perceptron with Back Propagation Neural Networks are employed for character classification. Average recognition rate of 86% is reported for vowels and for consonants the average recognition reported is 65%. In [14] , features are extracted using Fourier Transform and PCA (Principal Component Analysis) and recognition accuracy of 68.89% is obtained using PNN. A Neural network based Kannada character recognition system with limited set of characters with an accuracy of 99.17 % is presented in [15] .
From the literature survey, it is clear that very few attempts have been made for handwritten Kannada characters with limited number of characters taken from the alphabet set (vowels and consonants). Further, the dataset used for performing experiments is limited to small number of samples as compared to number of samples available in standard dataset of other languages like English. This motivated us to propose an efficient method for handwritten Kannada character recognition by including the entire alphabet set and creating a large dataset for performing experiments. This is challenging task as it results in more number of classes to be labeled.
The rest of the paper is organized as follows. In Section 2, handwritten Kannada characters database creation is presented. Section 3 deals with the feature extraction and section 4 describe classification. The experimental results are presented in Section 5 and conclusion is given in section 6.
Database Creation
Kannada, the official language of the southern Indian state of Karnataka, is a Dravidian language. The Kannada alphabet was developed from the Kadamba and Chalukya scripts used between the 5th and 7th centuries AD. Under the influence of Christian missionary organizations, Kannada script was standardized at the beginning of the 19th century. The writing style is from left to right. Kannada is built up from a base character set of 49 characters: 15 vowels and 34 consonants. Fig. 1 present a listing of the characters (vowels and consonants) used in Kannada scripts. Since, the standard database for handwritten character images is not available in Kannada script; we created our own database for the proposed method. Dataset of handwritten Kannada characters (vowels and consonants) is created by collecting the handwritten documents from writers belonging to different professions. Sample image of Kannada handwritten vowels and consonants, in gray scale, is shown in Fig. 1(b) . The collected data sheets were scanned using a flatbed scanner at a resolution of 300 dpi and stored as grayscale images. The noise, due to erratic hand movements and inaccuracies in digitization, present in the image is removed by applying median filter three times. Image binarization is performed using Otsus method. The noise at isolated locations and spikes around the end of the characters are removed using morphological open and close operations. A minimum bounding box is then fitted to the character and the character is cropped. To bring uniformity among the handwritten characters, each image (located in bounding box) is size normalized to a size of 64 × 64 pixels. A total of 24500 binary digital images representing Kannada handwritten vowels are thus obtained. Each image represents a handwritten character (binary 1) that is unconstrained, isolated and clearly discriminated from the background (binary0).
Feature Extraction
The proposed method is implemented in two stages. In Kannada character set, certain characters are similar in shape and hence are prone to misclassification. Hence, it is essential to perform recognition of a character in two stages. Firstly, similar shape characters are grouped together as shown in Table1. This resulted in 22 classes as compared to original 49 classes [13] . For an input image, features are extracted using crack codes and fed to SVM classifier to classify the input character as to belong to one of these groups. In the second stage, pixel density of the input character is computed and fed to SVM classifier to label the character as to belong to one of the character in that group. In case, the input character belongs to a non-group character as shown in Table 1 , the second stage of classification is not performed. The details of feature extraction method are given below. 
Feature Extraction in the First Stage
The pre-processed character image is divided into non overlapping 64 zones of equal size. For each zone, compute crack code. Crack codes are efficient in representing the region borders. The crack belongs to the boundary that lies between foreground and background pixel. Encoding this line (a sequence of horizontal and vertical pixel edges) yields the crack code of the digitized object boundary (identified as the bold line in Figure 2 ). Codes are represented with 4 possible directions as shown in Fig. 2 . The crack code of the image is generated by traversing the character in each zone in anticlockwise direction. The method of computing the features using crack codes is presented in our earlier work [18] . The feature set of size 512 is obtained.
Feature Extraction in the Second Stage
To discriminate between similar shaped characters in the group (Table 1) , we employed the concept of object pixel density. As discussed in previous paragraph, characters are grouped based on their shape. In each group, we observe that the common part in the shape does not contribute to the discriminating features. Hence, we decided to eliminate such common parts from the character in that group and compute the features for the remaining part of the character. Examples of such characters are shown in Table 2 . Feature extraction is explained below.
Table 2. Character's groups after removal of common part
The common part of the character, for a specific group, is eliminated. Next, traversing the image column-wise from top left to bottom right in each zone, the occurrences of object pixel is counted which gives object pixel density for that zone. Obviously, certain zones have zero value. The feature vector of size 64 is obtained (Fig. 3) .
Classification
Basically, Support Vector Machines (SVM) [19] is defined for two-class problem and it finds the optimal hyper-plane which maximizes the distance, the margin, 
where x j are the set of support vectors and the parameters j and b have been determined by solving a quadratic problem. The linear SVM can be extended to a non-linear classifier by replacing the inner product between the input vector x and the SVs xj, through a kernel function K defined as
This kernel function should satisfy the Mercer's Condition. The performance of SVM depends on the kernel used. A number of simple kernels include polynomial SVM, Radial Basis Function (RBF) SVM, and Two-layer neural network SVM. We have chosen RBF (Gaussian) kernel due to its better performance compared to other kernels. A SVM based classifier contracts all the information contained in the training set relevant for classification, into the support vectors. This procedure reduces the size of the training set by identifying its most important points. The SVM is applied to our multiclass character recognition problem by using one-versus-rest type method. More detailed treatment on principles and applications of SVM can be found elsewhere [20] .
Experimental Results
Experiments are carried out on 24500 samples of handwritten Kannada characters. The database is divided in to train and test sets. Five-fold cross validation technique is used to test the performance of the proposed method. For each fold 19600 images are used for training and rests of the 4900 images are used for testing. Initially, character set consisting of entire 49 characters is considered and are labeled as 49 classes. Crack codes are used for feature extraction as explained in section 3 and the extracted features of the input character image are fed to trained SVM classifier for labeling the input character image. The average recognition accuracy of 87.24 % is obtained. The misclassification is mainly due to characters that are similar in shape. Taking into account of similar shaped characters, we then performed experiments in two stages as explained in section 3. Totally 9 groups are formed of 36 similar shaped characters and 13 individual classes of non-group characters, thus resulting in 22 classes instead of 49 classes as shown in Table 1 . In the first stage of classification we obtained 94.39% recognition accuracy for 22 classes. Once, the input character was classified to belong to a particular group, the pixel density features of the input character is fed to SVM classifier for character labeling in that group. An example of two stage feature extraction and subsequent classification for the first two vowel characters are shown in tables 3 to 6. It is clear from the tabulated results that, the method of grouping the characters and then implementing the character recognition in two stages provided acceptable recognition rate of 91.02% compared to that obtained without performing groups (Table 6 ). Further, to the best of our knowledge, results for the entire handwritten Kannada character set for the methods present in the literature are not available for comparison with our proposed method. Taking into account of similar shaped characters, we then performed experiments in two stages as explained in section 3. Totally 9 groups are formed of 36 similar shaped characters and 13 individual classes of non-group characters, thus resulting in 22 classes instead of 49 classes as shown in Table 1 . In the first stage of classification we obtained 94.39% recognition accuracy for 22 classes. Once, the input character was classified to belong to a particular group, the pixel density features of the input character is fed to SVM classifier for character labeling in that group. An example of second stage feature extraction and subsequent classification for for the first two vowel characters are shown in tables 3 to 6. It is clear from the tabulated results that, the method of grouping the characters and then implementing the character recognition in two stages provided acceptable recognition rate of 91.02% compared to that obtained without performing groups (Table 6 ). Further, to the best of our knowledge, results for the entire handwritten Kannada character set for the methods present in the literature are not available for comparison with our proposed method. 
Conclusion
In this paper we have presented a novel Kannada handwritten character recognition method using SVM classifier. Two types of feature extraction methods are proposed using used crack codes and pixel density. The proposed methodology is implemented in two stages and we have obtained encouraging results. The aim of the proposed system is to remove the confusions among similar shaped classes and thereby increase the recognition rate. This has been demonstrated by performing the experiments on the data set with and without grouping of characters. The proposed method can be extended for characters written in other scripts.
