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Abstract
When 3D-point clouds from overhead sensors are used as input to remote sensing data exploitation pipelines, a large amount of
effort is devoted to data preparation. Among the multiple stages of the preprocessing chain, estimating the Digital Terrain Model
(DTM) model is considered to be of a high importance; however, this remains a challenge, especially for raw point clouds derived
from optical imagery. Current algorithms estimate the ground points using either a set of geometrical rules that require tuning
multiple parameters and human interaction, or cast the problem as a binary classification machine learning task where ground and
non-ground classes are found. In contrast, here we present an algorithm that directly operates on 3D-point clouds and estimate the
underlying DTM for the scene using an end-to-end approach without the need to classify points into ground and non-ground cover
types. Our model learns neighborhood information and seamlessly integrates this with point-wise and block-wise global features.
We validate our model using the ISPRS 3D Semantic Labeling Contest LiDAR data, as well as three scenes generated using dense
stereo matching, representative of high-rise buildings, lower urban structures, and a dense old-city residential area. We compare
our findings with two widely used software packages for DTM extraction, namely ENVI and LAStools. Our preliminary results
show that the proposed method is able to achieve an overall Mean Absolute Error of 11.5% compared to 29% and 16% for ENVI
and LAStools.
Keywords: digital terrain model, LiDAR, deep learning, point cloud
1. Introduction
The last decade has seen dramatic improvements in the ca-
pacity to collect and interpret 3D data from Earth observing
(EO) platforms. First, advances in hardware such as Light De-
tection and Ranging (LiDAR) and Synthetic Aperture Radar
(SAR) have enabled rapid measurement of 3D coordinates di-
rectly. And second, advances in computing have revived his-
torical photogrammetry techniques, giving rise to scalable soft-
ware packages such as dense matching and Structure from Mo-
tion (SfM), which generate 3D data indirectly from stereo or
multiple-view optical imagery. This dramatic increase in the
availability of 3D Earth observation data has advanced a vari-
ety of applications such as: city planning (Deng et al., 2019),
agricultural surveying (Christiansen et al., 2017), post-disaster
recovery (Yang and Jahan, 2018), and flood flood mapping and
assessment (Kabite, 2017), to name a few.
The success of these applications hinges upon complex pro-
cessing in order to translate raw 3D point data into actionable
information products. Typical preprocessing pipelines for point
cloud data involve a series of stages such as noise filtering, fea-
ture extraction, and terrain ‘normalization’. Normalization in-
volves first estimating the bare Earth terrain; these values are
then subtracted from the z coordinates of the point cloud to
obtain height-above-ground. This is critical in order to ensure
the accuracy of subsequent applications that rely on classify-
ing points or measuring the height of features above ground, as
such algorithms are susceptible to false predictions introduced
by the bias of the varying Earth surface. (Yousefhussien et al.,
2018; Chen et al., 2018). Not to mention, there are numerous
applications that require the bare-Earth terrain directly.
Unfortunately modeling the Earth surface is a challenging
task for overhead sensors, which often can only observe the up-
permost surface. This is especially true for point clouds derived
using optical imaging. As a result, while the Digital Surface
Model (DSM)–that is, the Earth surface and all the objects that
are on top of it–is simple and straightforward to generate, the
so-called Digital Terrain Model (DTM) is not. The DTM in-
cludes only the bare-Earth surface and thus must exclude build-
ings, trees, cars, and other objects. The residual after subtract-
ing the DTM from the DSM is known as the normalized Digital
Surface Model (nDSM) or the Digital Height Model (DHM).
Note that these terms most commonly refer to raster surfaces;
however the same concepts apply to point data.
Many of the point cloud applications listed above require
that the DTM first be estimated so that they can operate on the
normalized data. With an eye towards supporting these down-
stream applications, this paper presents a new method to esti-
mate the DTM directly.
We introduce a flexible and simple deep learning framework
that directly estimates the DTM from 3D-point clouds obtained
using either LiDAR or optical imagery. We extend PointNet (Qi
et al., 2017a) to learn neighborhood features while preserving
the simple and elegant network architecture. For each point, the
algorithm estimates the bare Earth z-value directly, without the
need to pre-classify the data into ground and non-ground cover
types. This preserves the sparse form of the point cloud data
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and avoids the additional error arising from misclassification.
2. Related Work
In the past decades, researchers have presented a variety of
methods to generate the DTM, generally taking one of the fol-
lowing approaches: slope-based analysis, triangulated irregu-
lar network (TIN)-based analysis, morphological filtering of
a raster DSM, or more recently, machine learning. Given the
large body of research in this field, here we summarize a selec-
tion of prior contributions. We refer the reader to Meng et al.
(2010); Chen et al. (2017); Zhang and Men (2010); Sithole and
Vosselman (2003) for comprehensive reviews.
In Vosselman (2000), the author presented an algorithm to
classify ground points by analyzing the slope and distance re-
lationships between a pair of nearby points. Given a point pair,
the algorithm initially hypothesizes that a large height differ-
ence between them is unlikely to be caused by a steep slope in
the terrain, and asserts that the probability that the higher point
is ground should increase as the distance between the points
increases. Using this hypothesis, a set of geometric rules and
thresholds were designed to classify all points into ground and
non-ground classes.
In the same year, Axelsson (2000) introduced a method based
on an adaptive TIN model. Statistics such as minimum z-values
within a cell are collected to seed an initial coarse TIN. The TIN
model is then iteratively densified by including more points that
satisfy a set of thresholds until no further points meet these cri-
teria. The remaining points are considered non-ground points,
while the points included within the TIN model are classified
as ground. This method has become the base model for many
commercial software packages such as TerraScan1.
Rather than operating directly on the point cloud, other au-
thors have opted to use a raster DSM. Wack and Wimmer
(2002) presented a hierarchical multi-scale approach for the de-
tection of non-terrain ‘pixels’ in a DSM. First a raster image
with a large cell element is created. In this coarse representa-
tion, a Laplacian-of-Gaussian (LoG) filter is used as a blob de-
tector to remove large non-ground objects. Next, a finer raster
image is created with previously-detected non-ground objects
removed. The process is repeated, iteratively, until a desired
resolution; the resulting raster is the DTM.
A similar raster-based analysis was presented by Ma (2005).
Based on the hypothesis that smooth ground (e.g., pavement) is
present in urban and suburban areas, the author approximated
local regions within a window by a planar surface. This elim-
inated all irregular points (e.g., trees, shrubs) not belonging to
ground or rooftops. These planar surfaces were then analyzed
with a connected component analysis, after transforming the
point cloud into a 1m grid. Using an area threshold, smaller
connected regions were considered non-ground points while
larger components were classified as ground points and used
to interpolate a DTM. While this method may work in flat ar-
eas, the planar approximation doesn’t scale well for irregular
terrain.
1http://www.terrasolid.com/home.php
This idea was extended by Susaki (2012), who used planar
surface features and connectivity, along with local ‘low points’
to improve DTM extraction. Point cloud data are first ras-
terized, and then planar surfaces such as ground and rooftops
are detected. Local surface normals are analyzed to remove
pitched rooftops and other features, based on the assumption
that ground surfaces fall within a certain slope threshold. Sev-
eral heuristics are then applied, which add ground points to the
DTM model if local distance and slope relationships meet pre-
defined thresholds. This slope-based paradigm was extended
for photogrammetric point clouds by Debella-Gilo (2016), al-
though they required a low-resolution DTM to seed the ground
point detection.
In order to avoid heuristics based on slope or point-wise dis-
tances, another class of algorithms has proposed the use of mor-
phological operations. This approach casts the problem as a
image processing task, operating on a grayscale DSM ‘image’
representing the height information.
For example, Li et al. (2014b) proposed an algorithm to iden-
tify above-ground objects based on their size, height, and edge
characteristics. First, a DSM is created from the point cloud,
and then morphological gradients are calculated to analyze lo-
cal elevation changes. Small objects near the ground surface
are removed using a Modified White Top-Hat (MWTH) trans-
form with directional edge constraints and a height difference
threshold. This process is iterated at hierarchical levels with in-
creasing window size to eliminate progressively larger objects.
Li et al. (2014a) proposed a modification of the Top-Hat fil-
ter by introducing a sloped brim. The authors showed how
this modification makes the method more robust for complex
objects and terrain. Similar to the previous approach, internal
and external gradients where found using a fixed structural ele-
ment, and then a height-thresholded Top-Hat is used. For every
(row, column) in the DSM, a pixel is determined to be ground
if the difference between the original and the morphologically
‘opened’ heights are not larger than a predefined threshold.
Arefi et al. (2009) used morphological reconstruction to esti-
mate the DTM using geodesic dilation. This process used two
input images termed a ‘marker’ and ‘mask’. The reconstruc-
tion procedure suppresses unwanted regions of high intensity
(i.e. non-ground) while preserving the intensity of the regions
of interest; these are seeded with ‘markers’. The marker image,
generated by subtracting an offset from the DSM image, is di-
lated by an isotropic structuring element, while the mask acts
as a limit for the dilated output. After grayscale reconstruc-
tion, heights less than the offset values are removed, with the
remaining heights representing the final DTM.
Alternatively, Kraus and Pfeifer (2001) proposed a method
based on surface interpolation. A rough approximation of the
surface is computed, and then the residuals i.e. the oriented dis-
tances from the surface to the measured points, are computed.
Each point is weighted according to how far it is from the sur-
face, and then the surface is recomputed based on these weights.
A point with a high weight will attract the surface, resulting in a
small residual, whereas a point with a low weight will have lit-
tle influence on the surface. This process is repeated iteratively,
while simultaneously classifying points as ground/non-ground
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based on their distance from the surface.
While the methods summarized above successfully extracted
the DTM in the study areas given, they each required a set
of manually-tuned threshold values to achieve the final result.
While this might be tractable for a specific scene, it does not
scale efficiently for large amounts of data and when no prior
knowledge is given about the scene characteristics, such as the
noise, the largest object size, or the maximum terrain slope.
Recently, a new class of methods have tried to move away
from the manual fine-tuning of heuristic parameters. These
learning-based methods propose to estimate the DTM by con-
structing a binary classifier that can identify ground and non-
ground data, based on previously annotated scenes.
For example, Hu and Yuan (2016) used a Convolutional Neu-
ral Network (CNN) to classify pixels as ground/not ground.
Since CNN architectures are generally designed to work on
RGB raster imagery, the authors created training images as fol-
lows: For each point, a (128× 128) image patch was generated,
i.e., a DSM patch with each pixel having an intensity value cor-
responding to the z-value of that point. From each image patch,
three channels were created by subtracting from the DSM patch
the minimum, maximum, and mean z-values for that patch. The
results are treated as surrogate red, green, and blue channels for
a binary, deep CNN framework designed to determine whether
the point belongs to the ground or non-ground class. While
the network performed well, it required a very large amount of
training data (more than 17 million labeled samples). Further-
more, it involved a significant amount of overhead, since every
point was represented by a (128 × 128) window, and the label
for the window had to be transferred back to the corresponding
3D point.
Instead of classifying the input image into a ground and non-
ground cover types, Gevaert et al. (2018) formulated the prob-
lem of estimating the DTM as a semantic labeling task where
each pixel in the input RGB image is labeled (road, car, tree,
etc.). To create labeled training data, the corresponding DSM
image is used with a Top-Hat filter to generate labeled data.
Next, a Fully Convolutional Network (FCN) (Long et al., 2015)
framework is used for semantic labeling of the input. In order
to avoid downsampling the input image, the authors suggested
using dilation filters to capture the features at multiple scales.
Once an image is segmented into semantic labels, the ground
points are isolated and used to interpolate a DTM based on tra-
ditional methods, e.g., kriging.
Combining information from the DSM and corresponding
multi-specrtal images,Tapper (2016) trained a simple feed-
forward neural network to classify a scene into ground, vege-
tation, and man-made objects. The input was 23 features (rep-
resenting attributes such as color, texture, and geometrical de-
scriptors) feeding into 46 hidden units then to a three outputs
classifier. Using the classification labels, morphological opera-
tions is used to refine and filter ground regions. Next, the DTM
is interpolated using the refined ground points.
Finally, Luo et al. (2017) formulated the problem in an
encoder-decoder framework. The authors developed a sparse
autoencoder where the input is the original DSM and the output
is the DTM. From this perspective, the input is treated as ‘noisy’
data, whereas the DTM is considered to be the clean data. This
approach bypasses the classification stage to predict the DTM
directly from the input, similar to the approach we propose.
However, the input data are limited to a scanline from the DSM,
which doesn’t capture the surrounding two-dimensional neigh-
borhood information. Also, the autoencoder was constructed
using a fully-connected architecture, which by design, does not
capture local features.
Based on this summary of related work, we conclude that
there are still several limitations with respect to extracting the
DTM from point cloud data. First, traditional methods based on
slope-, TIN-, or morphological filtering rely on manually-tuned
heuristics and do not scale well to variable data sets. Second,
most of the available methods rely on first classifying the points
into ground and non-ground cover types; a potentially unneces-
sary step which adds complexity and computational cost. Third,
learning-based methods (while having the potential to address
the challenges above) are designed for 2D raster imagery, and
require a costly data transformation process in order to operate
on 3D point cloud data directly. Together, these limitations hin-
der the ability to efficiently, accurately, and objectively extract
DTMs from large-scale EO point cloud data for anywhere in
the world.
To meet this need, the goal of this research is to answer the
following questions: Given the task of extracting the DTM from
a 3D-point cloud,
1. Can we eliminate the dependency on multiple parameters,
while still incorporating spatial context, and thus reduce
the time and effort spent on manual tuning?
2. Is it possible to estimate the DTM without classifying
points into ground and non-ground cover types?
3. Can such a model operate directly on the point cloud in-
stead of relying on derivative representations created from
the data, such as images or TIN models?
2.1. Contribution
This paper makes the following contributions, as related to
the science questions (1)-(3) above.
(1) All of the existing methods agree on the importance of
using context within a neighborhood to decide whether a point
is ground or not. For example, slope-based methods examine
neighboring points to determine a height and a slope thresh-
old, while morphological methods rely on the coverage area
of the structural element to remove objects within a window.
However, they require manual tuning of several parameters to
achieve the desired results. Similarly, the learning-based meth-
ods define a window around the point of interest to capture con-
textual information before passing it to the network of choice.
In this paper, we extend our previous work (Yousefhussien
et al., 2018) to learn neighborhood information while preserv-
ing the simple and elegant architecture of the PointNet network
(Qi et al., 2017a).
(2) Although learning-based methods introduced the applica-
tion of deep learning to estimate the DTM, they typically cast
the problem as a binary classification task to distinguish be-
tween ground and non-ground points. In fact, a majority of
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existing methods rely on first classifying the points into ground
and non-ground cover types. Such methods rely heavily on la-
beled points (e.g., tree, car, pavement) to train the algorithms.
Here we design a learning-based method that bypasses the need
for classifying ground points, thus eliminating the need for la-
beled training data. Instead, our model is trained on truth DTMs
directly, and can subsequently be easily deployed on any point
cloud for inference.
(3) Learning-based methods operate on a transformed ver-
sion of the point cloud i.e. DSM images, in order to meet the
requirements of deep learning architectures that were designed
for 2D imagery. This transformation introduces unnecessary
overhead and may introduce a loss of information. For exam-
ple, if a DSM image is created from LiDAR points, one has to
decide which return to use at a given pixel, as well as finding
a way to fill in the void regions where data are missing. Simi-
larly, when using optical photogrammetry, multiple points may
exist at a given pixel; this requires a decision on which points
are used in constructing the DSM. Here, we operate on the in-
put point clouds directly, therefore respecting their unstructured
and unordered nature.
In summary, inspired by the success of methods that operate
directly on point clouds and allow the seamless integration of
geometric and spectral information (Yousefhussien et al., 2018;
Qi et al., 2017a), we make the following contributions:
• We design a learning-based method that bypasses the need
for classifying ground points.
• Our algorithm predicts the DTM value for each input point
within the 3D point cloud without the need for intermedi-
ate steps e.g. creating a TIN model.
• We operate on the input point clouds directly, therefore
respecting their unstructured and unordered nature.
• We extend PointNet to learn neighborhood information
while keeping the simple and elegant architecture of the
network.
• We eliminate the need for calculating handcrafted features
derived from the DSM or fine tuning parameters that are
scene-specific, i.e. Top-Hat’s structural element.
This paper is organized as follows: Section 3 will describe
the network used and the extension of PointNet to handle neigh-
borhood information. Sections 4 will present the evaluation of
our approach. Finally, Section 5 draws the conclusions and
presents our vision for future work.
3. Methodology
In this section we present a deep learning method that pre-
dicts the DTM value for each point in an input point cloud. Rec-
ognizing the importance of spatial context, our method is able
to learn point-level, neighborhood-level, and global features di-
rectly in an end-to-end fashion, rather than relying upon hand-
crafted features and hand-tuned parameters. The term ‘global’
in our case, represents the block-wise (i.e. the input set) fea-
tures, unless stated otherwise in the text.
This end-to-end learning operates directly on the point cloud,
without relying on derivative image-based representations (con-
tribution 3). We do this by extending the PointNet architecture.
Although one could design a simple, fully connected network
that accepts a single point at a time, such a design would be
limited in that it would only learn a single point-level feature
for each point. Instead, PointNet proposed an effective, yet
very simple, deep learning architecture that consumes ‘blocks’
of point cloud data and aggregates point-wise features into a
global feature vector that represents the entire input point set
(i.e. block-wise) features. This work showed promising results
when applied to tasks such as semantic labeling of aerial Li-
DAR data (Yousefhussien et al., 2018).
However, the aggregation of point-wise features to create a
global representation for the input block set suggests that the
network doesn’t capture the neighborhood contextual informa-
tion. Several attempts have been made to address this issue.
For example, Qi et al. (2017b) proposed PointNet++ where they
group a point set into smaller clusters, then apply PointNet re-
cursively on a nested partitioning of the input set. Unfortu-
nately, this modification to the architecture fails to preserve the
point-wise features in their object classification architecture and
the global features in their segmentation network.
In an attempt to retain the point-wise and global features of
PointNet, Shen et al. (2018) proposed the use of a kernel corre-
lation layer to exploit local geometric structures using a graph-
based approach. They construct K-nearest neighbor graphs
(KNNG) by considering each point as a vertex, with edges
connecting only nearby vertices. Using the graph information,
kernels were learned and applied to the vertices to capture lo-
cal information and concatenated with the point-wise and the
global vectors from the original PointNet network. However,
this method introduced unnecessary complexity and computa-
tional overhead.
Instead, we extend the original PointNet to allow the use of
the point-wise, neighborhood, and global features, while retain-
ing its simple, yet effective architecture (contribution 1). The
complete architecture of our network is shown in Figure 1.
3.1. Network Architecture
Our network takes as input a pair of blocks. The first is a
block X of N 3D-points, where X = {x1, x2, x3, ..., xN}. The
second set, however, is a N × K × F array representing the
neighborhood data within that block. Note that this is merely
an alternative structuring of X, just grouped and replicated in
such a way as to provide spatial context. Further details on the
neighborhood block will be explained in Section 3.2.
In addition to spatial coordinates, the points in block X poten-
tially have point-level feature attributes such as return number,
intensity and/or spectral information, such that xi is of length
F where F is the number of feature attributes per point, e.g.,
xi = Xi, Yi, Zi, Ri, Gi, Bi. Given the truth terrain height Y =
{y1, y2, y3, ..., yN} for the training set, the goal of DTM estima-
tion is to predict the z-value for the ground-level at every point
4
Figure 1: The network takes as input two representations of the points within a block. The first representation (center panel) is a set of size N × F used to learn
point-wise features and later pooled to generate a global features for that block. The second set (upper panel) is of size N × K× F and is used to learn neighborhood
features within that block, where K is the number of neighborhood points (see 3.2). Next, features learned from both sets are concatenated and passed though (1×1)
convolutional layers and then to a regressor to perform DTM prediction per point (lower panel), i.e. the N × 1 output. This can be repeated for each block within the
point cloud. Text in white indicates the filter size, while text in red indicates the layer’s output shape.
in the test set, i.e. Yˆ = {yˆ1, yˆ2, yˆ3, ..., yˆN}. For each input set,
the network ingests this N × F array of unordered data points
X, (along with an N × K × F array representing the neighbor-
hood data) and outputs a N × 1 array Yˆi where each entry is
the DTM prediction per input point. This can be repeated for
each input set (i.e. a block of data), with the results aggregated
so as to return the DTM estimates for each point in the entire
point cloud. For a given scene, we subdivide our training data
into overlapping blocks, thus increasing the number of training
samples.
Although the network is designed to flexibly accept inputs
with different numbers F of features, we demonstrate the net-
work using the following 10 features given the available data:
Each point xi is represented as a 10D-vector, containing the
block-wise centered coordinates (X, Y, Z) representing the nor-
malized coordinates with respect to the input block, spec-
tral data (IR,R,G), the Normalized Difference Vegetation In-
dex (Rouse Jr et al., 1974) (NDVI), and the normalized coor-
dinates (X¯, Y¯, Z¯) with respect the full extent of the scene.
To learn point-wise features, the N × F array of points from
each block of data is convolved with a set of 1D-filters of size
1 × F, i.e. the filters are applied across the the columns to cap-
ture the interactions between the point attributes as shown in
the central portion of Figure 1. It should be noted that this op-
eration can be carried out using a 2D-filter while making sure
that the filter is applied only in one dimension. This allows us
to define 1D-filters in the form on ND-filters, thus allowing a
simpler implementation, by ensuring that the convolution oper-
ation is applied on a specific axis. The output of this operation
is an N × F′ array with F′ representing the new point-wise fea-
tures. To capture an embedding that describes the whole input
set, i.e. the block, the point-wise features are aggregated us-
ing a pooling operation (e.g. maxpooling, average pooling, or
weighted average pooling) to a single vector. In this stage (cen-
ter panel in Figure 1), the network can only learn point-wise
features and a global feature vector per input block. Note the
similarity to PointNet.
3.2. Learning Neighborhood Features
It was pointed out in Section 2 that neighborhood relation-
ships are critical in estimating the DTM value at a given point
(Hu and Yuan, 2016; Li et al., 2014b). To allow our network to
capture neighborhood information, we need to first determine
which points are within a ‘neighborhood’. Several options ex-
ist. Using a Kd-tree search, one can either find the closest K
points to the query, or define a search area and collect all points
within that area. In the first case, while the number of neigh-
borhood points is fixed, the points themselves may be found
at varying distances from the query point. Alternatively, while
a predefined search area allows for neighborhoods at different
scales, the number of points found within a fixed search area
may be different from one point to another.
Recognizing these trade-offs, we take the following ap-
proach: For every point xi in the input set where i =
{1, 2, 3, ...,N}, we define the neighborhood as the set of K sam-
pled points found within a sphere centered at xi with a radius
R. This ensures that the total number of points within a fixed
radius will be the same for all points; we replicate points if the
available number of samples is less than K.
In this stage (upper panel in Figure 1), each individual input
point within the block can be represented by its neighborhood
points in the form of an N × K × F array. Recall that N is
the number of points within the input block, K is the number
of neighborhood points, and F is the number of attributes per
point within the neighborhood. Note that in PointNet++, the
algorithm first subsets the original input data before finding the
neighborhood; this results in an array of N′ × K × F where
N′ < N. However, as opposed to classical computer vision
tasks such as object classification, where fewer points can de-
scribe an object, estimating the DTM is done at every point in
the scene. Therefore, we choose not to exclude points from the
input data set.
Next, the N ×K × F input array is convolved with a set of F′
1D-filters along the feature dimension, i.e. a single filter shape
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is 1 × 1 × F as shown in Equation 1,
G(N,K,F′) = X(N,K,F) ∗ h(1x1xF) (1)
where G is the output of the convolution process with a shape
of N × K × F′, and F′ is the number of new features learned
(i.e. embeddings) for every point within the neighborhood. At
this stage, every point in the input array is still represented
by the corresponding features embedded in the collection of K
neighboring points.
In order to summarize this neighborhood information for ev-
ery input point, we aggregate/pool the information from all
neighboring points to form a single vector per-point that en-
codes the neighborhood information as follows:
G′ = max (0,G, axis = 1) (2)
where G′ is an array of size N × F′ and each input point is
now represented by the encoding of all the features within the
neighborhood using the max operation along the neighborhood
axis. The result from Equation 2 is then concatenated with both
the point-wise features and the global feature vector from the
original PointNet architecture as show in Equation 3
T = concat (P, B,G′) (3)
where P is the point-wise feature vector, B is the global fea-
ture vector, and G′ is the neighborhood vector. These are rep-
resented in Figure 1 as the orange, yellow, and green boxes,
respectively.
It should be noted that PointNet++ aggregates the informa-
tion from the neighborhood data only to produce the final rep-
resentation without including the point-wise and the global fea-
ture vectors found using the original PointNet architecture. Fig-
ure 2 shows the difference between our architecture and Point-
Net++ presented by Qi et al. (2017b). As shown, we learn
neighborhood information for every point within the block, in-
stead of for just a sampled set of the points from the block. In
addition, we learn point-wise and global features.
3.3. Inference
The output from Equation 3 is passed through a series of a
1×1 convolution layers and finally to a linear layer with a ReLU
activation as shown in Figure 1 (bottom panel). The ReLU ac-
tivation forces the outputs to be greater than or equal to zero.
This guarantees that all the DTM estimations are positive. This
design can be thought of as solving the following constrained
optimization task:
minimize
w
cost (Yi, fi(X;w))
subject to fi(X;w) ≥ 0
(4)
where Yi is the ground truth values, fi(X;w) is the network pre-
diction, X is the input array, and w are the network parameters
to be learned.
To train the network, two popular loss functions can be con-
sidered; Mean Squared Error (MSE) and Mean Absolute Error
(MAE). An advantage of using a MSE loss is the convex nature
of the function, which makes is easier to optimize with linear
derivatives. However, since the errors are squared, it is very
sensitive to outliers, which are common in LiDAR data due to
multiple scattering, or in optical point clouds due to imperfec-
tions in dense matching (e.g. spikes) from multi-view imagery.
To avoid biasing the prediction based on these outliers, while
ignoring other good samples, one can use the MAE loss func-
tion. However, since this loss function uses the absolute value
operator, it is not differentiable at zero, and the derivatives are
constant on both sides of the origin due to the linear nature of
the function. Seeking a trade-off between these loss functions,
we choose the logarithm of the hyperbolic cosine function as
shown in Equation 5, which offers a balance between the MSE
and MAE behaviors.
` =
N∑
i=1
log(cosh (Yi − Yˆi)) (5)
It is a convex function with a quadratic behavior at small val-
ues, allowing for non-constant derivatives in this range, while
providing a linear behavior at large values. This makes it insen-
sitive to outliers while remaining fully differentiable.
4. Evaluation
4.1. Dataset
For this paper, we use two different sources of point cloud
data, comprising 4 individual test sets. The first set is LiDAR
data provided by the ISPRS 3D-Semantic Labeling Contest, as
part of the urban classification and 3D-reconstruction bench-
mark2. The remaining three sets are sample point clouds de-
rived from dense stereo matching using multiple-view imagery
available from DigitalGlobe and processed by Vricon (Digital-
Globe, 2016).
The LiDAR data were acquired using a Leica ALS50 laser
scanner flown at a mean height of 500m above ground level
over Vaihingen, Germany. This resulted in a point density of
approximately 4 points/m2. Additionally, corresponding geo-
referenced IR-R-G imagery was provided, with a ground sam-
pling distance of 8cm and dimensions of 20250× 21300 pixels.
We used the image data to extract the spectral attributes for each
point in the LiDAR data.
The LiDAR coverage area was subdivided into two regions;
one for training and the other for testing, with a total of 753,859
and 411,721 points, respectively. The training area is com-
prised mostly of residential detached houses. It covers an area
of 399m × 421m. The test area, on the other hand, is located
at the center of the Vaihingen city proper, and is representa-
tive of complex urban structures. It covers an areal extent of
389m × 419m.
The dense optical point clouds were generated by Vri-
con, which employs a dense reconstruction from multiple-
view satellite imagery (Isaksson et al., 2015; Haglund et al.,
2https://goo.gl/6iTj6W
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Figure 2: The figure shows the difference between PointNet++ (a), and our network (b), in terms of the final feature representation. Our network combines all
point-wise, neighborhood, and global features from all input points, while PointNet++ only aggregates the information learned from a sampled set neighborhood to
create a final representation. The blue tile represents a block.
2017). High-resolution, multispectral imagery from Digital-
Globe’s constellation of WorldView satellites (Anderson and
Marchisio, 2012) provides a nominal post spacing of 0.5m with
spectral features in the R,G,B, and IR bands.
Three scenes were used, all based in in Tripoli, Libya. The
first scene, of size 1000m × 1300m, contains 3.7 million points
within an extra-urban area, with many high-rise buildings dis-
tributed about a large open area. The second scene, of size
1500m × 500m contains 3 million points and is representa-
tive of smaller urban structures with wide roadways. The last
scene covers the historic old town region of the city, with
densely-packed structures and very little ground visible except
in sparsely distributed areas. This scene covers an area of
650m× 450m with 1.1 million points. All of the image-derived
point clouds have a point density of 4 points/m2.
For the purposes of this study, we have subdivided these
scenes into training and testing areas, each containing 50% of
the data. Figure 3 shows the training data set including point
clouds and their corresponding DSM and ground-truth DTM
for all four scenes. Figure 4, likewise, shows the testing data
set.
The ground truth data were obtained as follows: For the
ISPRS data, we use the DTM generated by LAStools as our
ground reference. For the optical image-derived data, we use
a DTM of 0.5m resolution, provided by Vricon. We acknowl-
edge that there may be errors in both DTM sources, in particular
for the LAStools output which is not subject to production-level
quality control. However, both data sources add unique value to
this study: The ISPRS data are used due to its recent popularity
as a benchmark for the semantic labeling tasks, allowing us to
share our findings on a recent publicly available dataset. And
the Vricon data are used to evaluate the network on 3D data
obtained using optical photogrammetry, thus demonstrating the
feasibility for large-scale DTM extraction from EO satellites.
4.2. Preprocessing
During training and testing, we represent each point by its
10D-vector (X, Y, Z, IR, R, G, NDVI, X¯, Y¯, Z¯) (see Section 3 and
Figure 1 for details). For the LiDAR data, the spectral informa-
tion is extracted by interpolating the georeferenced IR-R-G im-
agery at the point locations for the LiDAR-derived point cloud.
For the optical point clouds extracted from multiple-view im-
agery, this spectral information is inherently defined for each
point.
The validation data are created by sampling the training
data. The training data are augmented by randomly rotating the
points to alter their geographic orientation around the z-axis.
We also add random noise to the coordinates after each rota-
tion. The additive noise is sampled from a zero-mean Gaus-
sian distribution with σ = 0.08m for the x, y coordinates and
σ = 0.04m for the z coordinates. These values were chosen
empirically such that the overall distribution of the data are sim-
ilar while adding sufficient noise. The original training data are
discarded and only the augmented data are retained to avoid
similarity between the training and validation data.
Since deep learning models require large amounts of train-
ing data, we subdivide the scenes into smaller blocks with 50%
overlap. Yousefhussien et al. (2018) showed that the size of the
blocks affects the classification quality due to the effect of the
global feature learned from each block. They used 2m × 2m,
5m × 5m, and 10m × 10m blocks to capture objects at small,
medium, and large scales. However, in the task of estimat-
ing the DTM, we are interested in a more synoptic view of
the scene to capture the changes in the terrain. Therefore, the
10m × 10m block size was chosen for all experiments. During
training, we instantiated each block with N=2,048 points sam-
pled from within each block for computational purposes. Note
that we operate on all 2,048 points, while PointNet++ selects a
smaller subset out of this input to learn the neighborhood infor-
mation. During testing, we use all the points within a block. By
fixing the block size, we are limiting the network to learn only
from the geographic area delineated by that fixed-size block. To
overcome this issue, our network is designed to accept neigh-
borhood information that complements the point-wise and the
global features learned from the blocks. The user has the flexi-
bility to choose the neighborhood radius, depending on the task.
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Figure 3: Training data sets, from top to bottom: ISPRS LiDAR data, Vricon high-rise area, lower extra-urban data, and historic old-city area. For each, we render,
from left to right: point cloud colored using the spectral attributes, the DSM (showing height information), and the ground-truth DTM.
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Figure 4: Testing data sets, from top to bottom: ISPRS LiDAR data, Vricon high-rise area, lower extra-urban data, and historic old-city area. For each, we render,
from left to right: point cloud colored using the spectral attributes, the DSM (showing height information), and the ground-truth DTM.
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4.3. Training Parameters
To generate the N×K×F array containing neighborhood rela-
tionships, we define a search radius R=25m and sample K=128
points from within each spherical region, thus creating an ar-
ray of dimensions 2, 048 × 128 × 10 where each of the original
2,048 points within a block is represented by 128 points from
its 25m neighborhood, each with a 10-dimensional feature vec-
tor. While sampling 128 points from the 25m radius area seems
very small, applying this for every point within the block suffi-
ciently covers the neighborhood when viewed together.
During the training process, we use the Adam opti-
mizer (Kingma and Ba, 2015) with an initial learning rate 0.001
and a momentum of 0.9. Since the inputs to the network are a
2048× 10 array and a 2048× 128× 10 array, we choose a batch
size of 12 due to memory limitations in our current computing
environment. The learning rate is linearly reduced after each it-
eration as a function of the current number of epochs. We train
the network for a total of 16 hours for 20 epochs and monitor
the progress of the validation loss to save the weights as the
loss improves. We train using an NVIDIA Tesla P40 GPU and
Keras (Chollet et al., 2015) with the Tensorflow backend.
4.4. DTM Results
For each of the four testing scenes, we estimate the DTM Yˆi
at every ith point within the scene and compare that to ground-
truth data Y , to generate an error map, |Y−Yˆ |. During testing, we
subdivide the data into 10m × 10m blocks, similar to training,
and report the DTM estimate for all input points. These sum-
mary results are shown in Figure 5; the bottom panel shows the
original DSM and colorized point cloud, for reference. Note
that these results are for a neighborhood radius of 25m. More
information on the impact of the neighborhood radius is pre-
sented in Section 5.1. It should be noted that our results were re-
ported without any post-processing, i.e.without smoothing the
predicted DTM. Although post-processing could improve the
results, our intent here is to present our findings in their origi-
nal form.
From these error maps, we calculate the mean absolute error
(MAE) and the standard deviation σ of the error between the
ground truth DTM values Y and the predictions obtained from
our network Yˆ . Quantitative results are summarized in the right-
most column of Table 1.
Furthermore, to benchmark our DTM extraction method
against alternative solutions, we also compute the MAE and
σ values for the results obtained from two widely-used soft-
ware packages for DTM extraction from point clouds, namely
ENVI (Exelis, 2018) and LAStools (Isenburg, 2018). These re-
sults are presented in the center columns of Table 1. Note that
this comparison is only done for the Tripoli scenes with Vricon
ground truth to avoid a circular comparison (the only available
ground truth for the LiDAR dataset was also from LAStools;
see Section 4.1). So although MAE and σ values are not pro-
vided for the LiDAR dataset, in Section 5.1 we will show how
the LiDAR dataset allows us to examine the effect of the neigh-
borhood size.
A note on the settings we used when evaluating the software
packages: Both LAStools and ENVI present the user with mul-
tiple tunable parameters. For example, with LAStools, various
parameters are required, including ‘step’ (i.e. wilderness, na-
ture, town or flats, city, and metropolis), ‘bulge’ (how high the
initial DTM estimate is allowed to bulge upwards during the re-
fining stage), ground point search (controlling the quality of the
initial ground points estimation, and represented by values such
‘fine, hyper, and ultra‘), and ‘spike’ (determining how promi-
nent a spike can extend). Similarly, ENVI presents the user with
multiple parameters, the three most important being: grid res-
olution, point filtering, and the variable sensitivity. We want to
compare our method against the best possible results from these
software packages. Therefore, we ran multiple parameter com-
binations in order to find the best-performing parameters for
each set of training data, and then used these best-performing
parameters on the corresponding test data.
Visual results comparing our method to LAStools and ENVI
are shown in Figures 6, 7, and 8 for the old-city, urban and high-
rise areas of Tripoli, respectively. Note that we have matched
the color scale of all predicted DTMs to the ground truth DTM;
although this saturates any predicted values that are beyond the
maximum of the ground truth, it allows us to visually compare
the changes with a common reference.
5. Discussion
For the old-city scene, the best parameters in LAStools were
obtained using ‘city or warehouses’, with ‘bulge’ is set to False,
ground point search set to ‘hyper’, and a 0.2m ‘spike’. For
ENVI, the best results were obtained using the default parame-
ters with the exception of setting the variable sensitivity option
to ‘flat’. As shown in Table 1, our method reported a MAE
of 1.17m, outperforming LAStools and ENVI, which obtained
results of 2.0m and 3.9m, respectively. This is a promising re-
sult given the challenging scene content, i.e. there are very few
regions in the scene where the bare-ground is visible, due to
the densely-packed structures. Methods that rely on slope- or
TIN-relationships, and on ground vs. non-ground classification
typically over-estimate the DTM in this sort of scene, due to
the likelihood of misclassification and the lack of abrupt sur-
face discontinuities. These blunders are most apparent in the
ENVI prediction.
Also, it is clear that both methods rely heavily on local min-
ima within the scene (see the error maps in Figure 6). This
results in triangulation artifacts during TIN creation. This is
most apparent in the LAStools error map where the final DTM
is created by ‘growing out’ from local minima in the form of
triangles. This has the effect of creating ramp-like triangles,
which may seem like a smoothing effect, but actually introduce
fake slopes that potentially tilt flat surfaces (i.e. rooftops).
On the other hand, our method bypasses the classification
stage and predicts a per-point DTM value utilizing the neigh-
borhood information. Therefore, our predictions and their cor-
responding errors are localized (i.e. point-wise), instead of be-
ing generated due to surface interpolation. This advantage al-
lows us to achieve the lowest standard deviation in this scene of
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Figure 5: For each of the four testing scenes, we show the estimated DTM Yˆi in comparison to ground-truth DTM Y . The difference gives an error map, |Y − Yˆ |. The
original DSM and colorized point cloud is shown in the bottom panel for reference.
Table 1: MAE in meters and the corresponding standard deviation (σ) of the error between the ground truth DTM values (Y) and the predictions obtained from our
network (Yˆ).
Scene Metrics LAStools ENVI Ours (25m)
Old-city MAE 2.00 3.90 1.17
σ 1.37 1.8 1.2
Urban MAE 1.80 2.0 1.91
σ 1.23 1.4 1.1
High-rise MAE 1.22 2.42 0.77
σ 1.1 3.02 0.72
ISPRS MAE - - 0.70
σ - - 0.75
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Figure 6: Comparison of results for the Tripoli old-city scene. The first row, from left to right, shows the original color point cloud and the corresponding DSM
and ground truth DTM. The second row shows the estimated DTM obtained using LAStools, ENVI, and our method. By subtracting these from the ground truth
(top-right) we obtain the corresponding error maps for each method (bottom row).
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1.2m compared to 1.37 and 1.8 for LAStools and ENVI respec-
tively.
Because of this point-wise approach, we see different behav-
ior in the top-left region of the scene (marked with a red box).
In particular, we see that our approach predicts a sharp height
transition, while LAStools and ENVI predict a slowly-varying
elevation profile due to their use of surface interpolation. How-
ever, this smooth transition in the ground truth DTM can not be
explained by manually investigating the input DSM: The lowest
DSM height values in the residential area adjacent to the road-
side are over 7m high; we have confirmed that these are true
ground surfaces by manually examining the DSM and spectral
imagery. However, the ground truth DTM as prepared by Vri-
con estimates a slowly-varying elevation profile, with height
values of 2-3m in this same area. While it is not clear how this
ground truth DTM was generated, this difference explains the
behavior of our method in this region. This observation also
explains the large error for all methods at the transition area.
For the urban scene (Figure 7), the scores for all three meth-
ods were relatively close to each other. Our method achieved a
MAE of 1.91m, only 11cm higher than LAStools with a MAE
of 1.8m. ENVI, on the other hand, scored a MAE of 2.0m, as
seen in the second row of Table 1. For LAStools, we obtained
the best results using ‘town or flats’ without bulge and a 0.2m
‘spike’. Similarly, for ENVI we used a 1m grid with urban fil-
tering, and with the variable sensitivity option turned off.
The results from both ENVI and LAStools exhibited
piecewise-linear predictions. This effect is more visible as
‘patches’ in the ENVI DTM result due to TIN interpolation.
Note that some areas are saturated due to the consistent color
scale with. However, the error maps show that LAStools and
ENVI exhibit large error values compared to ours. This is most
apparent at the top right corner and at the bottom of the scene.
We believe this is due to surface interpolation around misclas-
sified ground points. On the other hand, the errors from our
method exhibit lower error values due to the localized predic-
tions. This observation is supported by the standard deviation
values shown in Table 1. Our method achieved the lowest stan-
dard deviation of 1.1m, while LAStools and ENVI achieved
1.23m and 1.4m respectively. It is interesting to note that our
network was able to achieve low error values for points repre-
senting the roadways (see error map) without having to initial
classify them. This indicates that the network has the ability
to learn that road regions are good candidates for bare-Earth
points.
Finally, for the high-rise scene in Figure 8, we scored the
lowest MAE of 0.77m, outperforming LAStools and ENVI with
MAE values of 1.22m and 2.42m, respectively. The predicted
DTM maps for both LAStools and ENVI show large areas of
saturated values (i.e. values larger than the highest ground truth
value) compared to our predictions. The error maps show that
ENVI struggled most at the edges compared to LAStools and
our predictions, with ours showing the lowest error. The error
maps also show that both LAStools and ENVI exhibit high er-
ror values around unconventional structures (see arc-like build-
ings within the red box), while our method was able to achieve
a low error for the same region. The middle region (marked
by the black box) shows that our DTM predictions at the loca-
tions of the high-rise buildings are lower than the ground truth.
However, by examining the ground truth DTM, one can notice
that our estimated elevation for the building footprints actually
matches the surrounding areas within the ground truth DTM.
In summary, the results show that our method can achieve
an overall average prediction error of 11.5% (i.e. dividing the
MAE by the maximum value of the ground truth DTM) without
post-processing, while LAStools and ENVI achieved an error of
16% and 29%, respectively.
5.1. Effect of Neighborhood Size
In Section 3.2 we described the importance of choosing a
neighborhood radius R, in order to learn contextual informa-
tion. To evaluate the effect of neighborhood radius on DTM re-
sults, we trained four different networks, each with a different
neighborhood size: 5m, 12m, 18m, and 25m. Larger radii were
not included due to memory limitation. The quantitative results
for this experiment were reported without any post-processing
as well, to allow for a fair comparison and eliminate factors
that might bias the results. The quantitative results are shown
in Table 2.
Table 2: The effect of varying the neighborhood search radii on the correspond-
ing MAE and σ values using the ISPRS data.
Radius MAE σ
5m 3.0m 2.10m
12m 1.2m 0.92m
18m 1.0m 0.71m
25m 0.7m 0.75m
Figure 9, shows the predicted DTM for the different neigh-
borhoods radii, and the corresponding error map. The result
from the 5m radius contains the most noise among the differ-
ent neighborhood sizes. However, increasing the search radius
to 12m and 18m shows better predictions with much cleaner
results compared to the 5m neighborhood. Finally, the result
for the 25m radius shows the best overall prediction among all.
While the 5m setting showed the worst results, it very important
as it helps us interpret the network’s behavior.
Table 2 shows the MAE and the σ for each neighborhood
size. By examining Figure 9, the error map for the 5m radius
shows the highest overall error values in many regions with a
MAE of 3m. However, such regions are mostly buildings (see
Figure 5 for reference DSM and colorized point cloud). This is
interesting as it indicates that having a small radius is not suf-
ficient to capture the changes in the terrain. Instead, with such
a small radius, the neighborhood points will only describe the
surface they cover. Increasing the radius allows larger neigh-
borhoods to potentially include terrain points, as shown for the
12m and 18m radii, with MAE of 1.2m, and 1m respectively.
Using a 25m radius allow the neighborhood region to contain a
larger area than the 12m and 18m radii, therefore, resulting in
lower error values with a MAE of 0.7m.
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Figure 7: Comparison of results for the Tripoli urban scene. The first row, from left to right, shows the original color point cloud and the corresponding DSM
and ground truth DTM. The second row shows the estimated DTM obtained using LAStools, ENVI, and our method. By subtracting these from the ground truth
(top-right) we obtain the corresponding error maps for each method (bottom row).
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Figure 8: Comparison of results for the Tripoli high-rise scene. The first row, from left to right, shows the original color point cloud and the corresponding DSM
and ground truth DTM. The second row shows the estimated DTM obtained using LAStools, ENVI, and our method. By subtracting these from the ground truth
(top-right) we obtain the corresponding error maps for each method (bottom row). Red and black boxes are marked with ‘A‘ and ‘B‘ respectively for printing
purposes.
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Figure 9: In (a), the figure shows the original colored point cloud and the corresponding DTM map. In (b), the predicted DTMs are shown for 5m, 12m, 18m, and
25m radii. In (c), it shows the corresponding error maps.
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6. Conclusions
In the is paper, we introduced a method to estimate the DTM,
bypassing the classification stage and operating directly on the
point cloud. Our method extends previous work by learning
neighborhood information and seamlessly integrating this with
point-wise and block-wise global features. We achieved a lower
overall error compared two widely used software packages for
DTM extraction, namely LAStools and ENVI. Furthermore, we
showed that using a larger neighborhood area results in a lower
error as compared to a smaller neighborhood. Future work will
address the following remaining gaps: First, while our results
show promising performance, it is important to collect more
data in order to thoroughly test this approach. Furthermore, in-
corporating more data into the training process, will enable our
network to handle more diverse scenes. Our vision is to de-
velop a unified framework that can use a single network to infer
the DTM for solutions at scale. This will benefit both the aver-
age user and geoprocessing pipelines by eliminating the need to
manually adjust scene-specific parameters. Second, in this pa-
per, our network was trained using a direct mapping to a ground
truth DTM. We are currently investigating another loss function
that may improve our DTM estimation by introducing a correc-
tion factor using other point cloud products (e.g. nDSM). Fi-
nally, future work should study the effect of combining other
tasks (such as segmentation) with our DTM estimation frame-
work, as well as investigating the use of unsupervised learning
for terrain modeling.
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