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Time-frequency processing – Spectral properties
Tuomas Virtanen, Emmanuel Vincent, and Sharon Gannot
Many audio signal processing algorithms typically do not operate on raw time-
domain audio signals, but rather on time-frequency representations. A raw audio
signal encodes the amplitude of a sound as a function of time. Its Fourier spectrum
represents it as a function of frequency, but does not represent variations over time.
A time-frequency representation presents the amplitude of a sound as a function of
both time and frequency, and is able to jointly account for its temporal and spectral
characteristics (Gröchenig, 2001).
Time-frequency representations are appropriate for three reasons in our context.
First, separation and enhancement often require modeling the structure of sound
sources. Natural sound sources have a prominent structure both in time and fre-
quency, which can be easily modeled in the time-frequency domain. Second, the
sound sources are often mixed convolutively, and this convolutive mixing process
can be approximated with simpler operations in the time-frequency domain. Third
natural sounds are more sparsely distributed and overlap less with each other in the
time-frequency domain than in the time or frequency domain, which facilitates their
separation.
In this chapter we introduce themost common time-frequency representations used
for source separation and speech enhancement. Section 2.1 describes the proce-
dure for calculating a time-frequency representation and converting it back to the
time domain, using the short-time Fourier transform (STFT) as an example. It also
presents other common time-frequency representations and their relevance for sepa-
ration and enhancement. Section 2.2 discusses the properties of sound sources in the
time-frequency domain, including sparsity, disjointness, and more complex struc-
tures such as harmonicity. Section 2.3 explains how to achieve separation by time-
varying filtering in the time-frequency domain. We summarize the main concepts












Figure 2.1 STFT analysis.
2.1
Time-frequency analysis and synthesis
In order to operate in the time-frequency domain, there is a need for analysis meth-
ods that convert a time-domain signal to the time-frequency domain, and synthesis
methods that convert the resulting time-frequency representation back to the time
domain after separation or enhancement. For simplicity, we consider the case of a
single-channel signal (I = 1) and omit the channel index i = 1. In the case of mul-
tichannel signals, the time-frequency representation is simply obtained by applying
the same procedure individually to each channel.
2.1.1
STFT analysis
Our first example of time-frequency representation is the STFT. It is the most com-
monly used time-frequency representation for audio source separation and speech
enhancement due to its simplicity and low computational complexity in comparison
to the available alternatives. Figure 2.1 illustrates the process of segmenting and
windowing an audio signal into frames, and calculating the discrete Fourier trans-
form (DFT) spectrum in each frame. For visualization the figure uses the magnitude
spectrum |x(n, f)| only, and does not present the phase spectrum ∠x(n, f).
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The first step in the STFT analysis (Allen, 1977) is the segmentation of the input
signal into fixed-length frames. Typical frame lengths in audio processing vary be-
tween 10 and 120 ms. Frames are usually overlapping—most commonly by 50% or
75%. After segmentation, each frame is multiplied elementwise by a window func-
tion. The segmented and windowed signal x(n, t) in frame n ∈ {0, . . . , N − 1}
can be defined as
x(n, t) = x(t+ t0 + nM)ha(t), t ∈ {0, . . . , T − 1} (2.1)
where N is the number of time frames, T is the number of samples in a frame, t0
positions the first sample of the first frame,M is the hop size between adjacent frames
in samples, and ha(t) is the analysis window.
Windowing with an appropriate analysis window alleviates the spectral leakage
which takes place when the DFT is applied to short frames. Spectral leakage means
that energy from one frequency bin leaks to neighboring bins: even when the input
frame consists of only one sinusoid, the resulting spectrum is nonzero in other bins
too. The shorter the frame, the stronger the leakage. Mathematically, this can be
modeled as the convolution of signal spectrum with the DFT of the window function.
For practical implementation purposes, window functions have a limited support,
i.e., their values are zero outside the interval [0, T − 1]. Typical window functions
such as sine, Hamming, Hann, or Kaiser-Bessel are nonnegative, symmetric, and
bell-shaped, so that the value of the window is largest at the center, and decays to-
wards the frame boundaries. The choice of the window function is not critical, as
long as a window with reasonable spectral characteristics (sufficiently narrow main
lobe, and low level of sidelobes) is used. The choice of the frame length is more
important as discussed later in Section 2.1.3.





x(n, t)e−2πtf/F , f ∈ {0, . . . , F − 1} (2.2)
where F is the number of frequency bins, f is the discrete frequency bin, and  is the
imaginary unit. Typically, F = T . We can also set F larger than the frame length
T by zero-padding x(n, t) by adding a desired number of zero entries x(n, t) = 0,
t ∈ {T, . . . , F − 1}, to the end of the frame.
We denote the frequency in Hz associated to the positive frequency bins f ∈





with fs the sampling frequency. The STFT coefficients for f ∈ {bF/2c+1, . . . , F−
1} are complex conjugate of those for f ∈ {dF/2e − 1, . . . , 1} and are called
negative frequency bins. In the following chapters, the negative frequency bins are
often implicitly discarded, nevertheless equations are always written in terms of all
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frequency bins f ∈ {0, . . . , F − 1} for conciseness. Each term e−2πtf/F is a
complex exponential with frequency νf , thus the DFT calculates the dot product
between the windowed frame and complex basis functions with different frequencies.
The STFT has several useful properties for separation and enhancement:
• The frequency scale νf is a linear function of the frequency bin index f .
• The resulting complex-valued STFT spectrum allows to easily treat the phase
∠x(n, f) and the magnitude |x(n, f)| or the power |x(n, f)|2 separately.
• The DFT can be efficiently calculated using the fast Fourier transform.
• The DFT is simple to invert, which will be discussed in the next section.
2.1.2
STFT synthesis
Source separation and speech enhancement methods result in an estimate ĉ(n, f) or
ŝ(n, f) of the target source in the STFT domain. This STFT representation is then
transformed back to the time domain, at least if the signals are to be listened to. Note
that we omit the source index j for conciseness.
In the STFT synthesis process, the individual STFT frames are first converted to






ĉ(n, f)e2πtf/F , t ∈ {0, . . . , T − 1}. (2.4)
The inverse DFT can also be efficiently calculated.
The STFT domain filtering used to estimate the target source STFT coefficients
may introduce artifacts that affect all time samples in a given frame. These artifacts
are typically most audible at the frame boundaries, and therefore the frames are again
windowed by a synthesis window hs(t) as ĉ(n, t)hs(t). The synthesis windows are
also usually bell-shaped, attenuating the artifacts at the frame boundaries.
Overlapping frames are then summed to obtain the entire time domain signal ĉ(t),





ĉ(n, t− t0 − nM)hs(t− t0 − nM). (2.5)
The above procedure is referred to as weighted overlap-add (Crochiere, 1980). It
modifies the original overlap-add procedure of Allen (1977) by using synthesis win-
dows to avoid artifacts at the frame boundaries. Even though in the above formula the
summation extends over all time framesn, with practical window functionshs(t) that
are zero outside the interval [0, T−1], only those terms for which hs(t−t0−nM) 6=
0 need to be included in the summation.
The analysis and synthesis windows are typically chosen to satisfy the so-called













Figure 2.2 STFT synthesis.
ĉ(n, f) = x(n, f), the entire analysis-synthesis procedure needs to return the orig-
inal time-domain signal ĉ(t) = x(t). Since each frame is multiplied by both the
analysis and synthesis windows, perfect reconstruction is achieved if and only if
condition1)
∑N−1
n=0 ha(t − t0 − nM)hs(t − t0 − nM) = 1 is satisfied for all t.
A commonly used analysis window is the Hamming window (Harris, 1978), which
gives perfect reconstruction when no synthesis window is used (i.e., hs(t) = 1). Any
such analysis window that gives perfect reconstruction without a synthesis window
can be transformed to an analysis-synthesis window pair by taking a square root of
it, since effectively the same window becomes used twice, which cancels the square
root operation.
2.1.3
Time and frequency resolution
Two basic properties of a time-frequency representation are its time and frequency
resolution. In general, the time resolution is characterized by the window length and
the hop size between adjacent windows, and the frequency resolution is characterized
by the center frequencies and the bandwidths of individual frequency bins.
In the case of the STFT, the window length T is fixed over time and the hop sizeM
can be freely chosen, as long as the perfect reconstruction condition is satisfied. The
1) This expression simplified from the original by Portnoff (1980) assumes that the analysis and the syn-
thesis windows have equal lengths.
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frequency scale νf is linear so the difference between two adjacent center frequencies
νf+1−νf = fs/F is constant. The bandwidth of each frequency bin depends on the
used analysis window, but is always fixed over frequency and inversely proportional
to the window length T . The bandwidth in which the response of a bin falls by 6 dB
is on the order of 2fs/T Hz for typical window functions.
From the above we can see that the frequency resolution and the time resolution are
inversely proportional to each other. When the time resolution is high, the frequency
resolution is low, and vice-versa. It is possible to decrease the frequency difference
between adjacent frequency bins by increasing the number of frequency bins F in
(2.2). This operation called zero padding is simply achieved by concatenating a se-
quence of zeros after each windowed frame before calculating the DFT. It effectively
results in interpolating the STFT coefficients between frequency bins, but does not
affect the bandwidth of the bins, nor the capability of the representation to resolve
frequency components that are close to each other.
Due to its impact on time and frequency resolution, the choice of the window
length T is critical. Most of the methods discussed in this book benefit from time-
frequency representations where sources to be separated exhibit little overlap in the
STFT domain, and therefore the window length should depend on how stationary
the sources are (see Section 2.2). Methods using multiple channels and dealing with
convolutive mixtures benefit from window lengths longer from the impulse response
from source to microphone, so that the convolutive mixing process is well modeled
(see Section 3.4.1). In the case of separation by oracle binary masks, Vincent et al.
(2007, fig. 5) found that a window length on the order of 50 ms (e.g., T = 1024 at
fs = 16 kHz) is suitable for speech separation, and a longer window length (e.g.,
T = 4096 at fs = 44.1 kHz) for music, when the performance was measured by the
signal-to-distortion ratio (SDR). For other objective evaluations of preferred window




Alternatively to the STFT, many other time-frequency representations can be used
for source separation and speech enhancement. Adaptive representations (Mallat,
1999; ISO, 2005) whose time and/or frequency resolution are automatically tuned to
the signal to be processed have achieved limited success (Nesbit et al., 2009). We
describe below a number of time-frequency representations that differ from the STFT
by the use of a fixed, nonlinear frequency scale. These representations can be either
derived from the STFT or computed via a filterbank.
2.1.4.1 Nonlinear frequency scales
The Mel scale (Stevens et al., 1937; Makhoul and Cosell, 1976) and the equivalent
rectangular bandwidth (ERB) scale (Glasberg and Moore, 1990) are two nonlinear
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frequency scales motivated by the human auditory system2). TheMel scale is popular
in speech processing, while the ERB scale is widely used in computational methods
inspired by auditory scene analysis. A given frequency in Mel or ERB corresponds
to the following frequency in Hz:
ν(Hz) = 700× (eν(Mel)/1127 − 1) (2.6)
ν(Hz) = 229× (eν(ERB)/9.26 − 1). (2.7)
If frequency bins or filterbank channels are linearly spaced on theMel scale according
to νf (Mel) = fF−1νmax(Mel), f ∈ {0, . . . , F − 1}, where νmax(Mel) is the maxi-
mum frequency inMel, then their center frequencies νf (Hz) in Hz are approximately
linearly spaced below 700 Hz and logarithmically spaced above that frequency. The
same property holds for the ERB scale, except that the change from linear to logarith-
mic behavior occurs at 229 Hz. The logarithmic scale (Brown, 1991; Schörkhuber
and Klapuri, 2010)
νf (Hz) = νmin(Hz)× 2f/Foct (2.8)
with νmin(Hz) the lowest frequency in Hz and Foct the number of frequency bins
per octave, is also commonly used in music signal processing applications, since the
frequencies of musical notes are distributed logarithmically. It allows easy imple-
mentation of models where change in pitch corresponds to translating the spectrum
in log-frequency.
When building a time-frequency representation from the logarithmic scale (2.8),
the bandwidth of each frequency bin is generally chosen so that it is proportional to
the center frequency, a property known as constant-Q (Brown, 1991). More gener-
ally, for any nonlinear frequency scale, the bandwidth is often set to a small mul-
tiple of the frequency difference between adjacent bins. This implies that the fre-
quency resolution is narrower at low frequencies and broader at high frequencies.
Conversely, the time resolution is narrower at high frequencies and coarser at low
frequencies (when the representation is calculated using a filterbank as explained in
Section 2.1.4.3, not via the STFT as explained in Section 2.1.4.2). This can be seen
in Fig. 2.3, which shows example time-frequency representations calculated using
the STFT and Mel scale.
These properties can be desirable for two reasons. First, the amplitude of natu-
ral sounds varies more quickly at high frequencies. Integrating it over wider bands
makes the representation more stable. Second, there is typically more structure in
sound at low frequencies, that is beneficial to model by using a higher frequency res-
olution for lower frequencies. By using a nonlinear frequency resolution, the number
of frequency bins, and therefore the computational and memory cost of further pro-
cessing, can in some scenarios be reduced by a factor of 4 to 8 without sacrificing the
separation performance in a single-channel setting (Burred and Sikora, 2006). This
is counterweighted in a multichannel setting by the fact that the narrowband model of
2) The Mel scale measures the perceived frequency ratio between pure sinusoidal signals, while the ERB






























































Figure 2.3 STFT and Mel spectrograms of an example music signal. High energies are
illustrated with dark color and low energies with light color.
the convolutive mixing process (see Section 3.4.1) becomes invalid at high frequen-
cies due to the increased bandwidth. Duong et al. (2010) showed that a full-rank
model (see Section 3.4.3) is required in this case.
2.1.4.2 Computation of power spectrum via the STFT
The first way of computing a time-frequency representation on a nonlinear frequency
scale is to derive it from the STFT. Even though there are methods that utilize STFT-
domain processing to obtain complex spectra with nonlinear frequency scale, here
we resort to methodology that estimates the power spectrum only. The resulting
power spectrum cannot be inverted back to the time domain since it does not contain
phase information. It can however be employed to estimate a separation filter that is
then interpolated to the DFT frequency resolution and applied in the complex-valued
STFT domain.
In order to distinguish the STFT and the nonlinear frequency scale representation,
we momentarily index the frequency bins of the STFT by f ′ ∈ {0, . . . , F ′ − 1}
and the frequency bins of the nonlinear representation by f ∈ {0, . . . , F − 1}. The
computation consists of the following steps:
1) Window the signal into frames and calculate the DFT x(n, f ′) of each frame,
similarly to the STFT analysis in Section 2.1.
2) Compute the power spectrum |x(n, f ′)|2 in each frame.
3) Multiply this spectrum elementwise by a set of bandpass filter responses h(f, f ′)
that are linearly spaced on the chosen frequency scale.
4) Sumover f ′ to obtain the nonlinear spectrum |x(n, f)|2 = ∑F
′−1
f ′=0 h(f, f
′)|x(n, f ′)|2
for each f ∈ {0, . . . , F − 1}.
TheMel spectrum is usually computed using a set of triangular filter responses, as de-
picted in Fig. 2.4. In the multichannel case, the quantity |x(n, f ′)|2 can be replaced
by x(n, f ′)xH(n, f ′) which results in a quadratic time-frequency representation
(Gröchenig, 2001, chap. 4) as shown by Vincent (2006). In addition to to the power
spectrum, this spatial covariance matrix representation contains information about
the interchannel phase and level differences (IPDs and ILDs, respectively), which
are useful cues in multichannel processing.
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Figure 2.4 Set of triangular filter responses distributed uniformly on the Mel scale.
2.1.4.3 Computation via a filterbank
Alternatively, a time-frequency representation with phase information can be ob-
tained by filterbank analysis. A filterbank consists of a set of time-domain finite
impulse response (FIR) filters3) hf (τ), τ ∈ {−Tf/2, . . . , Tf/2} whose center fre-
quencies are linearly spaced on the desired scale and whose lengths Tf vary with
frequency and are inversely proportional to the desired bandwidth. These filters can
be generated by modulating and scaling a prototype impulse response (Burred and
Sikora, 2006). The input signal x(t) is convolved with each of the filters to obtain
a set of complex-valued subband signals xf (t) as xf (t) = hf ? x(t), which can
then be decimated by a factor M to get x(n, f) = xf (nM). For a more detailed
discussion of filterbank processing, see Vaidyanathan (1993).
The resulting representation can be approximately inverted back to the time do-
main by reverting the decimation operation by interpolation, convolving each sub-
band signal by a synthesis filter, and summing the filtered signals together (Slaney
et al., 1994). This process of inverting the representation is approximate and causes
some distortion to the signal. In many applications, the amount of distortion caused
by the inversion is much smaller than the artifacts caused by the separation process,
such that perfect reconstruction is not required.
Mathematically, time-frequency representations obtained via the STFT or filter-
banks are very similar (see Crochiere and Rabiner (1983) for a full proof). Indeed,
the STFT analysis process described in Section 2.1 can be written as x(n, f) =∑T−1
t=0 x(t + t0 + nM)ha(t)e
−2πtf/F for each f . This corresponds to convolv-
ing the signal x(t) with a time-reversed version of the FIR filter ha(t)e−2πtf/F
and decimating by a factorM . Thus, STFT analysis is essentially a special case of
filterbank analysis (Portnoff, 1980). Filterbanks can also be used to compute single-
channel power spectra or multichannel quadratic representations by integrating the
squared subband signals over time (Vincent, 2006).
3) In the general case infinite impulse response filters can also be used, but for simplicity we resort to FIR
filters in this chapter.
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2.2
Source properties in the time-frequency domain
Natural sound sources have several properties in the time-frequency domain which
can be exploited in source separation or speech enhancement methods. In this section




Audio sources are sparse in the time-frequency domain, which means that only a
small proportion of time-frequency bins have a significant amplitude. This is illus-
trated by the bottom left panel of Fig. 2.5, which shows that the vast majority of
STFT coefficients of an exemplary speech signal have very low magnitude, and only
a small fraction are large. This kind of distribution is termed as sparse.
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Figure 2.5 Independent sound sources are sparse in time-frequency domain. The top row
illustrates the magnitude STFT spectrograms of two speech signals. The bottom left panel
illustrates the histogram of the magnitude STFT coefficients of the first signal, and the
bottom right panel the bivariate histogram of the coefficients of both signals.
Sparsity leads to a related phenomenon called W-disjoint orthogonality (Yılmaz
and Rickard, 2004), which means that there is a small probability that two indepen-
dent sources have significant amplitude in the same time-frequency bin. This is illus-
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trated in the bottom right panel of Fig. 2.5, which shows the bivariate histogram of
the STFT magnitudes of two sources. Most observed magnitude pairs are distributed
along the horizontal or vertical axis, and only about 0.2% of them have a significant
amplitude in the same time-frequency bin.
W-disjoint orthogonality (Yılmaz and Rickard, 2004) is the foundation for single-
and multichannel classification or clustering based methods (see Chapters 7 and 12)
which predict the dominant source in each time-frequency bin and for multichannel
separation methods based on nongaussian source models (see Chapter 13). Further-
more, since only one source is assumed to be dominant in each time-frequency bin,
the phase of the mixture is typically close to that of the dominant source. This is one
motivation for assigning the phase of the mixture to the estimated dominant source
(see Chapter 5). It should be noted that reverberation decreases sparsity and there-
fore also W-disjoint orthogonality of sources, making these separation methods less
effective in reverberant spaces.
2.2.2
Structure
Natural sounds typically have structure in both time and frequency, which translates
to different entries of their time-frequency representations being dependent on each
other. In the simplest case, the spectrum of a highly stationary noise source changes
only very little over time, making the spectrum estimation task easier (see Chapter 6).
The structure can also be much more complex and present, e.g., at different time
scales. Joint modeling of different time-frequency parts of a sound allows separating
sources that overlap with each other in time and frequency, allowing to estimate more
accurately individual source statistics even from single-channel mixtures. For exam-
ple, the amplitude of a harmonic component (see discussion below about harmonic
sounds) that overlaps with another source can be predicted based on the amplitudes
of other harmonics of the source.
One specific type of structure is repetition over time. Natural sound sources of-
ten consist of basic units that are present multiple times over time. For example,
speech consists of phonemes, syllables, and words that are used to compose utter-
ances. Music consists of individual notes played by different instruments, that form
chords, rhythmic patterns, and melodies. When processing a long audio signal, a
single basic unit (e.g., phoneme, syllable, note) does not typically appear only once,
but there are multiple repetitions of the unit, which are similar to each other. There
exist various methods for finding repeating temporal structures (see Chapters 8, 9,
14, and 16).
Another specific type of structure within natural sound sources is harmonicity.
Harmonic sounds have resonant modes at approximately integer multiples of the
fundamental frequency of the sound, also called pitch, as shown in Fig. 2.6. Har-
monic sounds include vowels in speech, notes played by most pitched musical in-
struments, and many animal vocalizations. In the specific case of speech, harmonic
sounds are called voiced and other sounds are called unvoiced. Harmonicity has
motivated source separation and speech enhancement methods that constrain the es-
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Figure 2.6 Magnitude spectrum of an exemplary harmonic sound. The fundamental
frequency is marked with a cross. The other harmonics are at integer multiples of the
fundamental frequency.
timated source spectra to be harmonic (see Chapter 8), and two-step methods that
first track the pitch of a source over time and then predict which time-frequency bins
have significant energy by considering its harmonics (see Chapter 16).
Many natural sources such as speech consist of different types of elementary com-
ponents discussed above (e.g., noise-like, harmonic, or transient). Each source has
slightly different characteristics that make it unique and can be used to differentiate it
from other sources. Source-specific models accounting for these characteristics can
be trained with appropriate machine learning algorithms such as nonnegative matrix
factorization (NMF), as we shall see in, e.g., Chapters 8 and 9.
In order to take advantage of the structure of sounds discussed above, an appro-
priate representation of sound should be used. Time-domain representations often
do not have as clear structure as time-frequency representations, since the frequency
components of a source are generally not in phase lock and their phase is affected
by the room impulse response. In the time-frequency domain the phase values are
similarly quite stochastic and subject to different kinds of variabilities.
Therefore methods that exploit the structure of sounds in a single-channel setting
often discard the phase and model the magnitude spectrum only. In a multichannel
setting, the IPDs are extensively used since they bring essential information (see
Chapters 3, 10, 11, 12, 14, and 18) and they exhibit less variability in comparison to
the phase values as such.
2.3
Filtering in the time-frequency domain
Most source separation and speech enhancement methods apply a time-varying filter
to the mixture signal. Since the source signals and the convolutive mixing process
can both be modeled in the time-frequency domain, it is desirable to implement this
filter in the same domain. In other words, the objective of source separation and
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Figure 2.7 Example spectrograms of a stationary noise signal (top left), a note played by a
piano (top right), a sequence of drum hits (bottom left), and a speech signal (bottom right).
ĉ(n, f) and ŝ(n, f) from the mixture coefficients x(n, f).
2.3.1
Time-domain convolution as interframe and interband convolution
Let us consider how a time-domain FIR filter w(τ), τ ∈ {0, . . . , L − 1}, can be
implemented in the time-frequency domain. For simplicity, we consider w(τ) to be
time-invariant for the moment.
Time-domain convolution can be implemented as a complex-valued multiplication
in the STFT domain via either the overlap-savemethod (by removing the samples that
underwent circular convolution) or the overlap-add method (by properly designed
zero-padding of the analysis window) (Shynk, 1992). These methods are exact if
both the analysis and synthesis windows are rectangular with different lengths. If the
filter length L is longer than the window length, the linear convolution can still be
implemented, by partitioning the filters into blocks (Servière, 2003; Soo and Pang,
1990). They have been used in the context of source separation and speech enhance-
ment by, e.g., Gannot et al. (2001), Kellermann and Buchner (2003), Servière (2003),
and Mirsamadi et al. (2012) but the use of rectangular analysis and synthesis win-
dows severely limits their performance.
Using the conventional STFTwith arbitrary analysis window instead, time-domain
convolution translates into interframe and interband convolution (Gilloire and Vet-
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w(n′, f ′, f)x(n− n′, f ′). (2.9)
This expression simply stems from the linearity of the STFT analysis operation. It is
exact but computationally and memory intensive: w(n′, f ′, f) is nonzero for a few
values of n′ only (on the order of L/M ) but for all values of f ′ and f . Therefore,
for a given output frequency bin f , all input frequency bins f ′ need to be taken into
account. For more discussion about this, see Chapter 19.
2.3.2
Practical approximations
The computational complexity can be reduced by noting that w(n′, f ′, f) typically
decays with increasing frequency difference |f ′−f |, where the rate of decay is gov-
erned by the window shape. A first approximation is to assume thatw(n′, f ′, f) ≈ 0




w(n′, f)x(n− n′, f). (2.10)
In the limit when the filter length is much shorter than the analysis window length,
i.e., L T , one can further assume that w(n′, f) ≈ 0 for n′ 6= 0, which yields the
so-called narrowband approximation:
c(n, f) = w(f)x(n, f). (2.11)
This approximation is also valid for time-frequency representations computed by fil-
terbank analysis in the limit when L Tf .
The majority of source separation and speech enhancement techniques employ the
narrowband approximation even with a filter length equal to the frame size, namely
L = T . This approach is convenient since, contrary to assuming thatL < T , it does
not confine the vector of filter coefficients w(n) = [w(n, 0), . . . , w(n, F − 1)]T
to belong to an L-dimensional subspace. However, breaching the condition L T
typically results in cyclic convolution artifacts, namely wrapping of the frames due to
the filter application. These cyclic convolution effects can be alleviated by applying
frequency-domain smoothing to the frequency response of the filter, tapered analysis
and synthesis windows.
It should be noted that inmost source separation and speech enhancementmethods,





In this chapter, we showed how a time-domain signal can be transformed to the time-
frequency domain and back to the time domain, and how the time and frequency
resolution of this transform can be controlled. In addition we discussed how the
time-frequency coefficients of the target source can be approximately obtained by
narrowband filtering in the time-frequency domain. This will be exploited to design
single-channel and multichannel filters with various methods discussed in this book.
We also reviewed the main properties of the magnitude spectra of audio sources,
that will be used to derive spectral models in the remaining chapters. For advanced
readers, the properties of phase spectra and interframe and/or interband filtering tech-
niques are discussed in Chapter 19.
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