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Resumen
En este artı´culo proponemos un me´todo que permite mejorar la clasificacio´n de ima´genes. Considerando los mapas de prominen-
cia como mapas topogra´ficos y filtrando las caracterı´sticas del fondo de la imagen, se mejora la codificacio´n que realiza el modelo
de Bag of Visual Words (BoVW). Primero, evaluamos seis algoritmos para la generacio´n de mapas de prominencia, seleccionando
GBVS y SIM porque son los que retienen la mayor parte de la informacio´n del objeto. Despue´s, eliminamos los descriptores SIFT
extraı´dos pertenecientes al fondo mediante el filtrado de caracterı´sticas en base a ima´genes binarias obtenidas a diversos niveles
o capas de dichos mapas de prominencia. Por u´ltimo, evaluamos la fusio´n temprana de los descriptores SIFT filtrados en cinco
conjuntos de datos diferentes. Los resultados obtenidos indican que el me´todo propuesto mejora siempre al me´todo de referencia
cuando se combinan las dos primeras capas de GBVS o de SIM y el dataset contiene ima´genes con un u´nico objeto.
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Abstract
In this paper, we propose a method that improves the classification of images. Considering saliency maps as if they were
topographic maps and filtering the characteristics of the image’s background, the Bag of Visual Words (BoVW) coding is improved.
First, we evaluated six known algorithms to generate saliency maps and we selected GBVS and SIM because they are the ones that
retain most of the information of the object. Next, we eliminated the extracted SIFT descriptors belonging to the background by
filtering features based on binary images obtained at various levels of the selected saliency maps. We filtered the descriptors by
obtaining layers at various levels of the saliency maps, and we evaluated the early fusion of the SIFT descriptors contained in these
layers into five different datasets. The results obtained indicate that the proposed method always improves the reference method
when combining the first two layers of GBVS or SIM and the dataset contains images with a single object.
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1. Introduccio´n
Uno de los pasos crı´ticos en la clasificacio´n de ima´genes
es la extraccio´n de caracterı´sticas, o descripcio´n de las ima´ge-
nes. SIFT (del ingle´s Scale Invariant Feature Transform) (Lo-
we, 2004) es un descriptor que continu´a, au´n hoy, obteniendo
resultados del estado del arte (Gonza´lez-Castro et al., 2017; He
et al., 2018; Al-khafaji et al., 2018). Muchos trabajos recientes
usan SIFT como un esta´ndar para comparar con los resultados
de los me´todos que proponen (Trzcinski et al., 2015; Fidalgo
et al., 2016, 2017).
El modelo de la Bolsa de Palabras Visuales (BoVW, del
ingle´s, Bag of Visual Words) (Csurka et al., 2004) represen-
ta cada imagen como un vector de caracterı´sticas usando un
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diccionario visual creado previamente a partir de los descripto-
res mediante un proceso de agrupamiento, o clustering. Cada
componente de este vector de caracterı´sticas representa la fre-
cuencia con la que cada palabra visual del diccionario aparece
en la imagen (Biagio et al., 2014). BoVW todavı´a muestra un
rendimiento notable en procesos de clasificacio´n y de recupera-
cio´n de ima´genes (image retrieval). Los investigadores todavı´a
utilizan a menudo este me´todo para realizar eficazmente la re-
cuperacio´n de ima´genes representadas mediante caracterı´sticas
globales en ima´genes duplicadas (Chatzichristofis et al., 2013),
ca´lculo de diccionarios visuales mejorados (Zheng et al., 2014)
o esquemas de ponderacio´n (Zheng et al., 2013), y tambie´n
an˜aden informacio´n espacial a las palabras visuales (Chen et al.,
2014b). Para una revisio´n ma´s extensiva, Chen et al. (2014a)
presentan las tendencias actuales en recuperacio´n de ima´genes
usando el modelo BoVW.
Si se usan los descriptores de la imagen completa directa-
mente para crear el diccionario visual, se codifican vectores de
caracterı´sticas que contendra´n informacio´n tanto de los objec-
tos de intere´s en primer plano como del fondo, lo que puede
resultar en clasificaciones subo´ptimas (Borji and Itti, 2013).
Entre las diferentes estrategias para seleccionar automa´tica-
mente los objetos de intere´s, en este artı´culo nos hemos cen-
trado en las te´cnicas de prominencia visual (visual saliency),
es decir, la medida de los estı´mulos a bajo nivel que captan
la atencio´n humana en las primeras etapas del procesamiento
visual (Itti et al., 1998). Existen otras estrategias para locali-
zar objetos en una imagen, como las “propuestas de regiones”
(region proposals) (Saikia et al., 2017; Sepu´lveda et al., 2017;
Chaves et al., 2018; Saikia et al., 2018; Garcı´a-Olalla et al.,
2018), pero su revisio´n queda fuera del a´mbito de este artı´culo.
La representacio´n y medida de la prominencia visual es un tema
que ha sido atractivo para la comunidad de Visio´n por Compu-
tador (Borji and Itti, 2013). Lahouli et al. (2018) presentaron
un me´todo de deteccio´n de personas cuya primera etapa se ba-
sa en la obtencio´n de un mapa de prominencia visual. Por su
parte, Fang et al. (2017) propusieron un me´todo para el apren-
dizaje de la prominencia visual en ima´genes estereosco´picas,
que toma en cuenta la informacio´n de la profundidad. Jian et al.
(2018) desarrollaron un sistema para generar mapas de promi-
nencia visual mediante segmentacio´n basada en superpı´xeles.
Murray et al. (2013) intentaron introducir conocimiento a prio-
ri en el proceso de prominencia adaptando el modelo de induc-
cio´n de color de bajo nivel antes de predecir la prominencia.
Hou et al. (2012) aislaron el soporte del fondo en el domino
transformado de sen˜ales mezcladas en una imagen I y posterior-
mente lo transformaron de nuevo al dominio espacial calculado
la imagen reconstruida. Fidalgo et al. (2018) demostraron que
calcular los descriptores u´nicamente de los objetos de intere´s,
sin tener en cuenta el fondo de la imagen, produce informacio´n
ma´s discriminatoria, lo que mejora la tasa de acierto en tareas
de clasificacio´n de ima´genes.
Un mapa de prominencia se puede considerar como un ma-
pa topogra´fico que registra el nivel de prioridad de atencio´n vi-
sual. Ası´, encontramos que, dependiendo de la altura de un cor-
te imaginario en dicho mapa topogra´fico, se podrı´a obtener una
vista diferente, o nivel de informacio´n de la imagen analizada
tras la superposicio´n de los planos binarios correspondientes a
cada uno de los diferentes ocho bits de la representacio´n de una
imagen en escala de grises. Nos referiremos a estos planos a
una cierta altura en el mapa topogra´fico, es decir, en el mapa
de prominencia, como capas. La Figura 1 ilustra la propuesta
realizada en este artı´culo.
En este trabajo vamos a evaluar la influencia de la informa-
cio´n contenida en un mapa de prominencia en diferentes planos,
o capas binarias, de manera individual o combinadas con el mo-
delo BoVW. El uso de mu´ltiples capas en una imagen o en un
mapa de prominencia no es una idea nueva, aunque hasta donde
sabemos, sı´ lo es su uso combinado con el modelo BoVW para
la clasificacio´n de ima´genes. Yan et al. (2013) usaron mu´ltiples
capas de la imagen original. En primer lugar aplicaron Waters-
hed (Digabel and Lantue´joul, 1978; Beucher and Lantuejoul,
1979; Gonzalez and Woods, 2002) para obtener una imagen en
color sobre-segmentada y, posteriormente, fusionaron regiones
en tres escalas diferentes, una por capa, por lo que, para ca-
da escala, obtuvieron una imagen en color con regiones fusio-
nadas. Una vez obtenidas estas capas de color calcularon sus
prominencias basa´ndose en el contraste local y localizaciones
heurı´sticas. Finalmente, las combinaron para obtener el mapa
de prominencia utilizado. Margolin et al. (2013) presentaron un
me´todo basado en cortes a diferentes niveles de prominencia
modificando el para´metro H que controla la seleccio´n de los
pı´xeles altamente distintivos (HDP, del ingle´s Highly Distincti-
ve Pixels). En dicho trabajo, explicaron que las diferentes capas
contienen varios niveles de informacio´n, pero no extrajeron las
caracterı´sticas de dichas capas ni analizaron su contribucio´n a
un proceso de clasificacio´n de ima´genes. En nuestro u´ltimo tra-
bajo (Fidalgo et al., 2018), binarizamos el mapa de prominencia
obtenido mediante el me´todo de Hou et al. (2012), para crear
una ma´scara binaria que superpusimos con la imagen original
para filtrar las a´reas de atencio´n. Sin embargo, al binarizar el
mapa de prominencia no tuvimos en cuenta la informacio´n de
las otras capas que contenı´an los diferentes planos binarios.
En este trabajo, despue´s de revisar y seleccionar seis me´to-
dos que generan diferentes mapas de prominencia (Hou et al.,
2012; Harel et al., 2007; Itti et al., 1998; Murray et al., 2013;
Zhang et al., 2013; Vikram et al., 2012), aplicamos dichos ma-
pas a 40 ima´genes de dos subconjuntos de la base de datos Ima-
geNet (Russakovsky et al., 2015) y, tras un proceso de seleccio´n
cualitativo, elegimos dos de estos algoritmos para generar los
mapas que usamos con los distintos esquemas de codificacio´n
empleados para clasificar ima´genes. Dicho proceso de seleccio´n
se baso´ en un sistema de votacio´n sobre esas 40 ima´genes, don-
de se asigno´ un mayor nu´mero de votos al mapa de prominencia
que mejor seleccionaba los objetos de intere´s en la mayorı´a de
las ima´genes. Tras el proceso de seleccio´n, evaluamos la tasa
de acierto obtenida al clasificar ima´genes basa´ndonos en cada
uno de estos dos mapas de atencio´n. En primer lugar, para cada
uno de ellos calculamos el mapa de prominencia de la imagen.
A continuacio´n, binarizamos dichos mapas mediante el me´todo
de Otsu (Otsu, 1979), obteniendo la capa correspondiente a un
nivel de prominencia determinado. La ma´scara binaria obteni-
da resalta el primer plano de la imagen, del cual se extraen los
descriptores que se usan en el modelo BoVW. En este trabajo
se extrae informacio´n de cuatro niveles de prominencia diferen-
tes, seleccionados como un porcentaje del nivel de prominencia
obtenido mediante la binarizacio´n de Otsu. Se ha realizado este
proceso con cinco conjuntos de ima´genes pu´blicos, dos de los
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Figura 1: Esquema gra´fico de la seleccio´n de caracterı´sticas del mapa de prominencia por capas
cuales son subconjuntos de ImageNet. Tras evaluar la cantidad
de la informacio´n contenida en cada capa, combinamos la infor-
macio´n de cada capa antes de la construccio´n del diccionario,
usando un esquema de fusio´n temprana. De esta manera, eva-
luamos cua´nto contribuye la informacio´n de cada capa al mode-
lo final entrenado. Finalmente, combinamos la informacio´n de
los dos mapas de prominencia utilizados en forma de un des-
criptor para demostrar que la combinacio´n de capas o niveles
de informacio´n de diferentes mapas de prominencia se puede
utilizar para mejorar los resultados de referencia.
En resumen, las principales contribuciones de este trabajo
con respecto al estado del arte se pueden enumerar como sigue:
En el contexto de la clasificacio´n de ima´genes, se propo-
ne el uso de mapas de prominencia visual combinado con
su divisio´n en diferentes niveles para mejorar la descrip-
cio´n de los objetos de intere´s.
En particular, se usa el modelo BoVW, con SIFT como
descriptor de bajo nivel, para describir las ima´genes. Una
de las principales novedades de este trabajo es que, por
primera vez, los diccionarios del modelo BoVW se co-
difican u´nicamente con la informacio´n de la imagen que
esta´ contenida en los mapas de prominencia visual a di-
ferentes niveles. Esto permite que los diccionarios codi-
ficados de esta manera sean ma´s discriminativos y, por
ello, se obtengan mejores resultados en la clasificacio´n.
Adema´s, con el objetivo de que los descriptores ubicados
sobre los objetos resaltados por el mapa de prominencia
tengan un mayor peso en el ca´lculo del BoVW, se ob-
tienen diversas capas cortando el mapa de prominencia a
diferentes niveles, y luego se realiza la fusio´n temprana
de los descriptores obtenidos. De esta manera, se obtie-
ne una tasa de acierto superior a la que proporcionan los
descriptores SIFT de toda la imagen para codificar los
diccionarios.
El resto del artı´culo se organiza de la siguiente manera: en la
Seccio´n 2 se describen los seis mapas de prominencia estudia-
dos, ası´ como el proceso realizado para seleccionar dos de ellos
que fueron los utilizados posteriormente en el me´todo presenta-
do. En la Seccio´n 3 se explican co´mo se obtiene la informacio´n
de cada nivel de informacio´n o capa, ası´ como las diferentes
fusiones de descriptores evaluadas. A continuacio´n, en la Sec-
cio´n 5 se detallan los experimentos llevados a cabo y se realiza
una discusio´n de los resultados. Finalmente, las conclusiones y
perspectivas futuras se presentan en la Seccio´n 6.
2. Estudio y seleccio´n de mapas de prominencia
En esta Seccio´n, se presenta una breve descripcio´n de tres
mapas de prominencia inspirados biolo´gicamente (ver Seccio-
nes 2.1, 2.2, 2.3) y otros inspirados en aprendizaje automa´tico
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(ver Secciones 2.4, 2.5, 2.6), adema´s de una comparacio´n gra´fi-
ca entre ellos. A continuacio´n se muestra la seleccio´n de los dos
mapas de prominencia utilizados en nuestros experimentos.
2.1. Mapa de prominencia de Itti
Principalmente, hay dos tipos de aproximaciones para mo-
delar la prominencia en una imagen (Borji and Itti, 2013), unas
basada en modelos inspirados biolo´gicamente y otras en apren-
dizaje automa´tico. El mapa de prominencia propuesto por Itti
et al. (1998) se basa en los primeros, en concreto en la arqui-
tectura del sistema visual de los primeros primates. Se calculan
42 mapas de caracterı´sticas, seis para intensidad, 12 para color
y 24 para ubicacio´n usando una pira´mide Gausiana (Greenspan
et al., 1994) creada a partir de la imagen original. Despue´s, to-
dos ellos se combinan a trave´s de un operador de normalizacio´n,
que selecciona mapas con un pequen˜o nu´mero de altos picos de
actividad y no tiene en cuenta mapas con numerosas respuestas
de picos comparables. De forma resumida, el proceso que se si-
gue es el siguiente. Primero se normalizan a un rango fijo todos
los valores de los mapas. Luego se calcula el valor promedio de
todos los valores ma´ximos globales del mapa y, finalmente, el
mapa completo se multiplica por una determinada constante. A
partir de los mapas normalizados anteriores, se construyen tres
mapas de visibilidad, uno para la intensidad, otro para el color
y el u´ltimo para la ubicacio´n, a trave´s de la adicio´n a gran esca-
la, es decir, la reduccio´n de cada mapa a escala 4 y una adicio´n
punto por punto. Finalmente, los tres mapas de visibilidad se
suman y promedian para obtener el mapa de prominencia final,
al que haremos referencia en este trabajo como Itti.
2.2. Prominencia visual basada en grafos
Harel et al. (2007) propusieron un modelo de prominencia
que consiste en crear mapas de activacio´n en canales de ca-
racterı´sticas, luego normalizarlos para resaltar a´reas esenciales
y finalmente combinarlas con otros mapas. Los autores siguen
las etapas cla´sicas de los modelos de prominencia visual: pri-
mero extraen vectores de caracterı´sticas, luego forman un mapa
de activacio´n con estos vectores y finalmente lo normalizan. El
nu´cleo de este me´todo es la forma en que calculan el mapa de
activacio´n, a trave´s de un enfoque Markoviano, midiendo la di-
ferencia entre dos puntos. En este punto, los autores consideran
su aproximacio´n “o´rga´nica”, debido a que, biolo´gicamente, los
nodos del grafo (neuronas) se conectan a trave´s de una red (cor-
tex visual) y se comunican entre ellos (activaciones sina´pticas).
Al final, se resaltan los lugares importantes donde la imagen
tiene informacio´n de acuerdo con la fijacio´n humana. Nos refe-
riremos a este mapa de prominencias como GBVS.
2.3. Prominencia a trave´s de mecanismos de induccio´n
Los principales desafı´os de los mapas de prominencia ins-
pirados biolo´gicamente son: generar mapas o´ptimos de carac-
terı´sticas antes de estimar los mapas de prominencia (Kienz-
le et al., 2007), combinar la informacio´n de prominencia de
los mapas de caracterı´sticas (Zhao and Koch, 2012) y selec-
cionar los para´metros del modelo en todo el proceso (Pinto
et al., 2009), como las caracterı´sticas o coeficientes de filtros
para las funciones de activacio´n y normalizacio´n. Murray et al.
(2013) propusieron un mecanismo de induccio´n de prominen-
cia (SIM) basado en un modelo espacial-croma´tico de bajo ni-
vel. Esta propuesta intenta abordar los problemas mencionados
anteriormente en los mapas de prominencia inspirados biolo´gi-
camente adaptando el modelo de induccio´n de color de bajo
nivel antes de predecir la prominencia, como un conocimiento
previo insertado en el proceso que tambie´n ayuda con el ajuste
de para´metros. SIM utiliza gra´nulos geome´tricos (Mallat, 2009)
para obtener una representacio´n de la imagen final que resalte
las caracterı´sticas ma´s prominentes mientras suprime las menos
destacadas. Nos referiremos a este mapa de prominencia como
SIM.
2.4. Prominencia circundante de centros aleatorios
Vikram et al. (2012) propusieron calcular el mapa de pro-
minencia ayudados por las prominencias locales que aparecı´an
en regiones rectangulares de intere´s. Al igual que el algoritmo
SDSP (que se explicara´ en la Subseccio´n 2.6), se convierte la
imagen inicial en el espacio de color Lab y se trabaja indivi-
dualmente en cada canal, realizando una divisio´n aleatoria de
subventanas. El valor de prominencia de cada pı´xel se define
como la diferencia de la intensidad del pı´xel y la intensidad
media de la ventana secundaria que lo contiene. Por lo tanto,
el mapa de prominencia final tiene la misma dimensio´n que la
imagen original. Las coordenadas de las subventanas se gene-
ran a trave´s de una funcio´n de distribucio´n de probabilidad uni-
forme discreta. Durante nuestro trabajo, denominaremos a este
mapa de prominencia RCSS, y en e´l, el u´nico para´metro ajusta-
ble es el nu´mero de ventanas secundarias que se calculara´n por
canal.
2.5. Algoritmo de prominencia basado en la firma de la ima-
gen
En uno de nuestros trabajos previos (Fidalgo et al., 2018)
utilizamos el algoritmo de Hou et al. (2012) para demostrar
co´mo el uso de diferentes factores de desenfoque del algoritmo
afectaba la precisio´n obtenida en la clasificacio´n de ima´genes
utilizando BoVW. Este me´todo considera una imagen como la
suma de dos sen˜ales: de primer plano y de fondo y se basa en la
firma de la imagen, Isig, definida de la siguiente manera:
Isig = sign(DCT (I)), (1)
donde sign es la funcio´n de signo y DCT es la transformada dis-
creta del coseno. Nos referiremos a este mapa de prominencia
como Image Signature.
2.6. Deteccio´n de prominencia basada en combinar informa-
cio´n previa
Las personas tendemos a centrar nuestra visio´n en el centro
de una imagen, y nos resultan ma´s atractivos los colores ca´li-
dos que los frı´os. En funcio´n de co´mo el sistema visual humano
detecta las regiones de prominencia, Zhang et al. (2013) pro-
pusieron una deteccio´n de prominencia que resulta de la com-
binacio´n de informacio´n previa sobre la frecuencia, color y la
ubicacio´n. Partiendo del trabajo de Toet et al. (2009), calcu-
laron la frecuencia con un filtro de Gabor logarı´tmico (Field,
1987) en lugar de con la diferencia de Gaussianos como hicie-
ron Toet et al. (2009). Existen estudios (Shen and Wu, 2012)
que demuestran que los colores ca´lidos son ma´s llamativos pa-
ra el sistema visual humano que los frı´os. Basa´ndose en eso,
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Zhang et al. (2013) calcularon la informacio´n de color convir-
tiendo la imagen del espacio RGB al Lab, escalando los compo-
nentes entre [0,1] y asignando a 1 la mayorı´a de las regiones de
prominencia, y 0 el resto de ellas. Dado que se ha demostrado
que los objetos cercanos al centro de una imagen son ma´s atrac-
tivos para las personas (Tilke et al., 2009), Zhang et al. (2013)
propusieron que las ubicaciones cercanas al centro serı´an ma´s
prominentes que el resto de la imagen, por lo que modelan la
ubicacio´n con un mapa Gaussiano. El mapa de prominencia fi-
nal, al que a partir de ahora nos referiremos como SDSP, es el
producto de los tres antecedentes ya explicados.
2.7. Evaluacio´n y seleccio´n de los mapas de prominencia
En la Figura 2 y en la Figura 3 puede verse la representa-
cio´n visual del mapa de prominencias explicado en las subsec-
ciones anteriores sobre algunas muestras de ima´genes pertene-
cientes a dos subconjuntos extraı´dos del conjunto de datos Ima-
geNet. Los hemos denominado ImageNet-7Birds e ImageNet-
7Arthropods, presentando ma´s detalles sobre estos conjuntos en
la subseccio´n 4.1.
Figura 2: Ejemplo de imagen de ImageNet-7Birds (Fila 1), el mapa de calor
asociado al mapa de prominencia aplicado (Fila 2) y el mapa de prominencia
tras binarizarlo y superponerlo con la imagen original (Fila 3)
Figura 3: Imagen de ejemplo de ImageNet-7Arthropods despue´s de aplicar los
seis mapas de prominencia estudiados
Nuestro objetivo es la evaluacio´n de la influencia de la in-
formacio´n contenida a diferentes niveles de un mapa de promi-
nencia. Utilizando dichos mapas como filtros de caracterı´sticas,
vamos a tratar de mejorar la codificacio´n de caracterı´sticas en
el modelo BoVW y obtener resultados superiores a los que se
obtendrı´an sin utilizar dicha informacio´n extraı´da de diferentes
capas de mapas.
Con la intencio´n de establecer cua´les eran los mapas ma´s
apropiados para la anterior tarea, seleccionamos u´nicamente
dos de los seis mapas de prominencia presentados previamente.
Para ello, aplicamos los seis algoritmos anteriores a todas las
ima´genes de los subconjuntos ImageNet-7Birds y ImageNet-
7Arthropods, y visualizamos el resultado obtenido al superpo-
ner a la imagen original, tanto el mapa de prominencia, en la
primera fila, como una imagen binaria obtenida mediante el
me´todo de Otsu, en la segunda de las Figuras 2 y 3. Elegimos al
azar 40 ima´genes de cada uno de dichos conjunto de datos para
realizar una inspeccio´n visual detallada y aplicamos un sistema
de votacio´n que nos permitio´ seleccionar los dos me´todos ma´s
apropiados para este problema.
En este trabajo nos hemos centrado en el problema de la
clasificacio´n de ima´genes fino (en ingle´s, “fine-grained image
classification”). Por este motivo, se decidio´ realizar una selec-
cio´n cualitativa de mapas de prominencia, representada por una
decisio´n binaria para cada imagen sobre la presencia del obje-
to de intere´s en el mapa de prominencia, es decir la asignacio´n
de la etiqueta “va´lido” (1) o “no va´lido” (0), segu´n incluyera o
no, respectivamente, el objeto de intere´s. El motivo de realizar
este sistema de votacio´n, en lugar de un sistema de puntuacio-
nes por rango (por ejemplo), esta´ basado en nuestro intere´s de
determinar que´ capa o capas de un mapa de atencio´n, nu´mero y
posibles combinaciones aportan ma´s informacio´n a un proceso
de clasificacio´n de ima´genes y permiten superar unos resultados
de referencia obtenidos sin mapas de promiencia. Evaluar dife-
rentes niveles de calidad de resultados utilizando puntuaciones
en un rango queda fuera del alcance de este estudio.
En las Figuras 2 y 3 hemos presentado el resultado de apli-
car los seis mapas de prominencia en dos ima´genes de ejem-
plo. Visualizamos este efecto en las 40 ima´genes seleccionadas
y asignamos un voto positivo al mapa de prominencia u´nica-
mente cuando este contiene completamente el objeto de intere´s.
Por ejemplo, en las Figura 2, los algoritmos Image Signatu-
re, GBVS, SDSP y SIM marcan claramente zonas prominentes
dentro del objeto de intere´s, lo que permitirı´a seleccionar des-
criptores que pertenecerı´an al pa´jaro que esta´ siendo descrito.
Por ello, para esta imagen, dichos mapas de prominencia obtu-
vieron un voto positivo. Por el contrario, como puede verse en
la segunda fila de dicha figura, el uso de los descriptores ex-
traı´dos de las zonas marcadas por los mapas de Itti y RCSS, al
no abarcar completamente el objeto de intere´s, darı´a lugar a dic-
cionarios con palabras visuales que no incluirı´an algunas partes
del objeto, con lo que, en este caso, no se les asigno´ ningu´n vo-
to. En el caso de la Figura 3, GVBS y SIM conservan todos los
detalles del ciempie´s, con lo que se les asigno´ un voto positivo;
en cambio, el resto de mapas no resaltan diferentes partes del
objeto, por lo que no recibieron ningu´n voto.
Para nuestra experimentacio´n, decidimos trabajar con los
mapas GBVS y SIM, al ser los que obtuvieron las puntuaciones
mayores.
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3. Seleccio´n de capas y su combinacio´n
Con los mapas de prominencia seleccionados de GBVS y
SIM, nuestro objetivo consistio´ en evaluar en que´ medida los
niveles de informacio´n contenidos en diferentes capas del ma-
pa de prominencias afectan a la clasificacio´n de ima´genes.
3.1. Creacio´n de capas individuales
Inspirado por nuestro trabajo previo (Fidalgo et al., 2018),
binarizamos el mapa de prominencia de GBVS y SIM em-
pleando el umbral proporcionado por el me´todo de Otsu (Otsu,
1979), obteniendo una imagen binaria donde la zona de aten-
cio´n corresponde con los pı´xeles de color blanco.
S Mbin = Otsu(S Mσ) (2)
Considerando el mapa de prominencia como un mapa to-
pogra´fico (Figura 1), realizamos varios cortes a diferentes ni-
veles, siendo el corte superior el indicado por el valor obteni-
do de la Ecuacio´n (2). De esta manera, obtenemos una imagen
binaria para cada corte que utilizamos como ma´scara, superpo-
nie´ndola a la imagen original. Esto nos permite seleccionar las
caracterı´sticas relevantes para dicho corte y enmascarar las no
prominentes.
Cuando al obtener los puntos caracterı´sticos de la imagen, la
localizacio´n de un descriptor esta´ dentro de una regio´n blanca,
se etiqueta como descriptor de primer plano o zona de atencio´n;
de lo contrario, se considera un descriptor de fondo.
Como se muestra en la Figura 1, cuanto ma´s bajos reali-
zamos los cortes en el mapa de prominencia, ma´s informacio´n
de la imagen original conservara´n dichas capas. Por el contra-
rio, cuanto ma´s alta se encuentre la capa, mas prominente sera´
la informacio´n recogida, aunque tambie´n puede darse el caso
de que se enmascararen detalles importantes. Seleccionamos el
valor de Otsu de la imagen como la capa superior para crear
el mapa de prominencia binaria debido a que con el uso de un
valor superior, 125 % del valor de Otsu, se creaba una ma´scara
que apenas tenı´a informacio´n del objeto de intere´s, mientras que
utilizando el umbral de Otsu se retenı´a gran parte de la informa-
cio´n del objeto. Dado que los descriptores contenidos en las ca-
pas superiores tambie´n se incluyen en las inferiores, el me´todo
propuesto permite construir un diccionario para BoVWs donde
los descriptores de los objetos que se encuentran en el primer
plano tienen una mayor frecuencia que los descriptores de fon-
do o que representan objetos menos relevantes segu´n el mapa
de atencio´n, por lo que, como se vera´ en los resultados obteni-
dos, en diversas situaciones se obtienen mejores resultados que
utilizar BoVWs sobre la imagen completa.
3.2. Combinacio´n y nu´mero de capas
Una vez que calculamos los resultados anteriores, combina-
mos los descriptores de los dos mapas de relevancia seleccio-
nados, es decir, GVBS y SIM, para evaluar su contribucio´n a
la precisio´n final. Para ello, creamos un nuevo conjunto de des-
criptores resultado de la concatenacio´n de los descriptores de
primer plano extraı´dos de cada capa antes de crear el dicciona-
rio de palabras visuales.
Figura 4: Esquema gra´fico de la seleccio´n de caracterı´sticas de las capas del
mapa de prominencia con 10 capas. Los mapas de prominencia binarios se ob-
tuvieron para los porcentajes del valor de Otsu indicados en la figura
Inicialmente, fusionamos los descriptores extraı´dos de las
capas 1 y 2, dado que en la experimentacio´n con capas indi-
viduales obtuvimos los mejores resultados para estas dos. El
objetivo de esta combinacio´n era crear un diccionario lo ma´s
discriminatorio posible. Despue´s, concatenamos la informacio´n
de las capas 1, 2, 3 y 4 para dar ma´s peso a las caracterı´sticas
de prominencia detectadas en cada mapa. En esta fase, tambie´n
probamos la concatenacio´n de los descriptores de las capas 1 y
2, y las capas 1, 2, 3 y 4 de ambos mapas de prominencia. Es-
tos resultados se muestran con el nombre de GBVS-SIM(1-2)
y GBVS-SIM(1-4) en la Tabla 2 resumen de los resultados ob-
tenidos. Por u´ltimo, evaluamos co´mo afectan las caracterı´sticas
extraı´das de estos mapas de prominencia cuando el nu´mero de
cortes aumenta a diez, realizando cortes en el mapa de promi-
nencia a diez niveles equidistantes diferentes, en todos los casos
utilizando el valor de Otsu como referencia.
En la Figura 4 se presenta un ejemplo de las diez capas ge-
neradas para una imagen de ImageNet-7Arthropods.
4. Experimentacio´n
4.1. Conjuntos de datos utilizados
La Tabla 1 resume las caracterı´sticas de los cinco conjun-
tos de datos utilizados, y la Figura 5 muestra algunos ejemplos,
ordenados por filas, de las ima´genes de cada dataset.
Tabla 1: Conjuntos de datos utilizados en la experimentacio´n
DATASETS Ima´genes Clases Entrenamiento/Pruebas
Soccer 280 7 62.5/37.5
Birds 600 6 75/25
ImageNet-7Arthropods 1400 7 75/25
ImageNet-7Birds 1400 7 75/25
TOIC 698 7 75/25
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Figura 5: Soccer (primera fila), Birds (segunda fila), ImageNet-7Arthropods
(tercera fila), ImageNet-7Birds (cuarta fila) y TOIC (quinta fila)
Tres de los conjuntos de datos usados pueden considerarse
pequen˜os pero difı´ciles: Birds (Lazebnik et al., 2005), con seis
especies de aves en su entorno natural; Soccer (van de Weijer
and Schmid, 2006), contiene siete categorı´as que corresponden
a diferentes equipos de fu´tbol que se mezclan con otras carac-
terı´sticas prominentes, como el pu´blico, la pelota o el a´rbitro;
TOIC (Fidalgo et al., 2017), contiene los productos ma´s comu-
nes vendidos en la red oscura Tor (Al-Nabki et al., 2017) agru-
pados en cinco categorı´as.
Para verificar la validez de nuestra experimentacio´n en
conjuntos de datos ma´s grandes, utilizamos el subconjunto
ImageNet-7Arthropods propuesto por Fidalgo et al. (2018) y
seleccionamos un nuevo conjunto de ImageNet (Russakovsky
et al., 2015) al que denominamos ImageNet-7Birds. Ambos
conjuntos tratan de reproducir las condiciones de Birds, pero
con un conjunto de datos reciente y ma´s exigente.
4.2. Configuracio´n experimental
El me´todo propuesto fue desarrollado en MATLAB,
toma´ndose como referencia los resultados obtenidos con el mo-
delo del BoVW (Csurka et al., 2004) y descriptores SIFT ex-
traı´dos densamente (Lowe, 2004) y calculados sobre toda la
imagen. Para los conjuntos de datos Soccer, Birds, TOIC e
ImageNet-7Arthropods se han tomado como resultados de re-
ferencia los publicados en nuestros trabajos previos (Fidalgo
et al., 2016, 2017; Gangwar et al., 2017; Biswas et al., 2017;
Fidalgo et al., 2018).
El proceso seguido consistio´ en calcular inicialmente los
mapas de relevancia de GBVS y SIM, para despue´s binarizarlos
y obtener las combinaciones explicadas en la seccio´n 3. Hemos
utilizado la librerı´a VLFeat (Vedaldi and Fulkerson, 2010) para
calcular los descriptores SIFT extraı´dos densamente de toda la
imagen con paso y taman˜o 7, filtra´ndose mediante las ma´sca-
ras los mapas de prominencia analizadas en cada capa. Usamos
un diccionario de 2048 palabras y construimos los vectores de
caracterı´sticas de BoVW con una codificacio´n “dura”.
Cada conjunto de datos se dividio´ en dos subconjuntos, en-
trenamiento y pruebas, segu´n los porcentajes indicados en la
Tabla 1, utiliza´ndose en la clasificacio´n una Ma´quina de Vec-
tores de Soporte (SVM, del ingle´s, Support Vector Machine),
(Vapnik, 2000; Cervantes et al., 2017) con un kernel lineal.
5. Discusio´n de resultados
5.1. Evaluacio´n de capas individuales
En la Figura 6 se observa co´mo utilizando u´nicamente los
descriptores obtenidos mediante el modelo de BoVW a trave´s
del filtrado realizado por algunas capas en los mapas de pro-
minencia de GBVS y SIM, se superan los resultados de refe-
rencia. Tambie´n puede observarse dos tipos de comportamien-
to. En el primero, que se puede apreciar en Birds e ImageNet-
7Arthropods, los resultados procedentes de filtrar los descrip-
tores con cualquiera de las cuatro capas de los mapas GBVS y
SIM superan los resultados de referencia. En ambos conjuntos
de datos, GBVS mejora 14.80 y 10.57 puntos, con una precisio´n
del 82,27 ± 2,24 % y 48,86 ± 2,44 %, respectivamente.
En cambio, se observa tambie´n que tanto SIM en Soccer,
GBVS en TOIC, y ambos SIM y GBVS en ImageNet-7Birds
no obtuvieron una precisio´n superior a la de referencia en todas
las capas. Puede verse que la capa 1 obtiene la mejor precisio´n,
aumentando 3.05, 3.71 y 1.79 los resultados de referencia, con
51,05 ± 4,55 % y 73,33 ± 1,57 % en Soccer e ImageNet-7Birds
con el mapa GBVS, y con 87,17 ± 4,20 % en TOIC con SIM.
Por ello consideraremos que, en general, las capas de GBVS 1
y 2 son las que retienen la mayor cantidad de informacio´n del
objeto de intere´s.
La Figura 7 representa una muestra del comportamiento de
los mapas de prominencia GVBS y SIM despue´s de extraer los
diferentes niveles de informacio´n. Usaremos esta Figura para
constatar los resultados obtenidos en los escenarios descritos
anteriormente.
Por un lado, en la Figura 7 podemos observar co´mo en am-
bos ejemplos, aunque todas las capas del mapa de prominencia
de SIM contienen el objeto a detectar, tambie´n contienen una
parte importante del fondo. Por otro lado, solo las capas uno y
dos de GBVS contienen de forma completa el objeto de intere´s
y tienen menos informacio´n de fondo que SIM. Esa es la razo´n
por la que las secciones de GBVS uno y dos obtienen las ma-
yores mejoras sobre los resultados de referencia. Para terminar,
se incorporan los resultados de la Figura 6 en la Tabla 2, lo que
permitira´ al lector comparar los resultados de la Secciones 5.1
y 5.2.
5.2. Evaluacio´n de las combinaciones de las capas y de su
nu´mero
En esta seccio´n, presentamos los resultados de las com-
binaciones descritas en la Seccio´n 3.2. Hemos denominado
GBVS(1-2) y SIM(1-2) a los resultados obtenidos utilizando el
conjunto de descriptores provenientes de las dos primeras ca-
pas de cada mapa de prominencia, GBVS(1-4) y SIM(1-4) a
la combinacio´n de la informacio´n de primer plano de las cua-
tro capas analizadas, GBVS-SIM(1-2) y GBVS-SIM(1-4) a la
concatenacio´n de las dos primeras y las cuatro capas de am-
bos mapas de prominencia y GBVS (1-10) y SIM (1-10) a la
combinacio´n de las diez capas extraı´das de un mismo mapa.
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Figura 6: Precisio´n obtenida en la evaluacio´n por capas individuales para cada conjunto de datos y su comparacio´n con los resultados de referencia o Baseline
Figura 7: Ejemplo de capas extraı´das de los mapas de prominencia GBVS y
SIM en los conjuntos de datos ImageNet-7Birds e ImageNet-7Arthropods
En la Figura 8 se puede comprobar como todos los resulta-
dos obtenidos superan a los resultados de referencia, excepto las
combinaciones de GBVS en el conjunto de datos TOIC y Soc-
cer. Debido a la complejidad de ambos conjuntos de datos, don-
de las ima´genes presentan mucha informacio´n prominente no
relacionada con la clase de la imagen, es decir, con la categorı´a
ilegal en TOIC y la identificacio´n del equipo de fu´tbol, respec-
tivamente. Ello provoca que las regiones binarias de GBVS de
las diferentes capas retengan informacio´n de elementos no rela-
cionados con dicha clase, penalizando los resultados obtenidos.
Excepto en el conjunto de datos de Soccer y TOIC con GBVS,
podemos concluir que las diferentes combinaciones de capas
implican una mejora en la precisio´n en comparacio´n con los
resultados de referencia.
Adicionalmente, queremos resaltar nuestras observaciones
sobre el nu´mero de capas y la combinacio´n de dichas capas
entre los dos mapas de prominencia. Por un lado, cuando se
combinan capas en el mapa de prominencia de SIM se mejora
la precisio´n obtenida al aumentar el nu´mero de cortes de dos a
diez, es decir, SIM(1-2), SIM(1-4) y SIM(1-10), en los conjun-
tos de datos Soccer, Birds y TOIC. Sin embargo, en los subcon-
juntos de ImageNet mejora en SIM(1-2) y SIM(1-4), pero dis-
minuye la precisio´n significativamente al aumentar el nu´mero
de capas a 10. Queremos resaltar que la combinacio´n de las dos
primeras capas, es decir, SIM(1-2) y GBVS(1-2) obtiene una
mayor precisio´n en todos los casos si se comparan con el uso
de la informacio´n extraı´da de cada capa por separado, excepto
en el conjunto de datos Soccer. La explicacio´n puede encontrar-
se nuevamente en el ejemplo mostrado en la Figura 7. Como
estamos seleccionando las capas que retendrı´an todo el primer
plano y descartando principalmente la informacio´n de fondo, el
diccionario agrupado contendrı´a palabras visuales o´ptimas para
que la codificacio´n posterior sea ma´s eficiente.
Por otro lado, la combinacio´n de la informacio´n ex-
traı´da de las capas de GBVS no presenta un comporta-
miento uniforme cuando aumenta el nu´mero de capas, pe-
ro obtiene la mejor precisio´n para los conjuntos de datos
ImageNet-7Arthropods, ImageNet-7Birds, con precisiones de
50.66±5.62 % y 76.00±2.00 %, lo que representa 12.37 y 6.48
puntos de mejora con respecto a sus resultados de referen-
cia. Cuando se combina informacio´n de capas procedentes
de los dos mapas de relevancia, es decir, GBVS+SIM(1-2) y
GBVS+SIM(1-4), se obtienen los mejores resultados para los
conjuntos de datos de Soccer, Birds y TOIC, con 52.38±3.93 %,
84.27±1.01 % y 88.32±4.26 %, es decir, una precisio´n de 4.38,
16.80 y 2.54 puntos superior, respectivamente. En estos tres
conjuntos de datos, el hecho de que las dos primeras capas re-
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Figura 8: Resultados de las diferentes combinaciones de capas: (1-2) primeras dos capas; (1-4) primeras cuatro capas; (1-10) diez capas; X+X(1-2) combinacio´n de
las dos primeras capas de ambos mapas de prominencia; X+X(1-4) combinacio´n de las cuatro capas.
tengan informacio´n de los objetos de intere´s da como resultado
una mejor precisio´n. Al incluir la informacio´n de la tercera y
cuarta capa de GBVS y SIM se obtiene el mejor resultado para
Birds, pero no para Soccer y TOIC con solo las dos primeras
capas.
Para finalizar, en la Tabla 2 se presentan de forma resumida
todos los resultados obtenidos en la experimentacio´n realizada,
lo que permite revisar los resultados comentados.
6. Conclusiones y trabajos futuros
El objetivo de los mapas de prominencia es resaltar las a´reas
de atencio´n de una imagen ayudando de esta forma a localizar
los objetos de intere´s. La informacio´n contenida en un mapa
de prominencia podrı´a representarse como una superficie to-
pogra´fica con diferentes niveles de informacio´n. En este trabajo,
inicialmente calculamos los descriptores SIFT extraı´dos densa-
mente para toda la imagen. Hemos demostrado que utilizando
cuatro niveles diferentes de este a´rea topogra´fica, que hemos
denominado capas, es posible seleccionar un conjunto de des-
criptores que mejoran la precisio´n en la clasificacio´n de ima´ge-
nes. Despue´s de binarizar las cuatro capas extraı´das del mapa
de prominencia, utilizamos la ma´scara resultante para seleccio-
nar un subconjunto de los descriptores SIFT y crear un modelo
de BoVW. Al analizar la precisio´n obtenida por los descripto-
res de cada capa en la clasificacio´n de ima´genes, utilizando para
ello ma´quinas de vectores de soporte, hemos observado que si
la capa retiene la mayorı´a de la informacio´n relacionada con el
objeto, la precisio´n obtenida es mayor que con el me´todo de re-
ferencia, es decir, usando todos los descriptores SIFT de toda la
imagen. Cuando esto no sucede, los descriptores extraı´dos no
retienen informacio´n suficiente para superar los resultados de
referencia.
Despue´s de evaluar la informacio´n retenida por cada capa
en base a co´mo afecta a la clasificacio´n, decidimos fusionar los
descriptores de forma temprana. Esta fusio´n se basa en adicio-
nar al modelo los descriptores filtrados en cada una de las capas
consideradas, lo que produce un efecto de ponderacio´n de las
caracterı´sticas -sus descriptores- presentes en ma´s de una ca-
pa, antes de la generacio´n del diccionario visual en el modelo
BoVW. De esta manera, obtuvimos una codificacio´n optimiza-
da del vector de caracterı´sticas en el BoVW y conseguimos su-
perar la precisio´n obtenida individualmente por los descriptores
de cada capa.
Dentro de un mismo mapa de prominencia, combinamos
los descriptores de las dos y de las cuatro primeras capas, res-
pectivamente. Tambie´n evaluamos los resultados obtenidos al
dividir el mapa de prominencia en diez capas combina´ndolas
posteriormente. Excepto en los conjuntos de datos de Soccer y
TOIC, podemos concluir que las diferentes combinaciones de
capas analizadas obtienen una precisio´n superior al me´todo ba-
se, donde se crea el diccionario con descriptores provenientes
de la imagen completa. Nuestra propuesta funciona peor en es-
tos dos datasets porque ambos conjuntos presentan mu´ltiples
objetos prominentes dentro de una misma imagen, algunos de
los cuales no pertenecen a la categorı´a a clasificar. Dicha situa-
cio´n implica que las diferentes capas almacenan informacio´n
no relevante que penaliza los resultados. En los dos subcon-
juntos de datos procedentes de ImageNet, obtuvimos la mejor
precisio´n cuando combinamos las diez capas extraı´das del ma-
pa de prominencia GBVS. En base a estos experimentos, hemos
determinado que al aumentar el nu´mero de capas que se com-
binan, desde dos hasta diez, para el mapa de prominencia de
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Tabla 2: Resumen de los resultados obtenidos en los cinco conjuntos de datos. Baseline se refiere a los resultados de referencia
Experimento Soccer Birds ImageNet-7Arthropods ImageNet-7Birds TOIC
Baseline 48.00±3.66 % 67.47±2.96 % 38.29±1.63 % 69.62±1.44 % 85.78±4.25 %
SIM Capa 1 42.67±2.81 % 77.60±1.74 % 40.48±2.88 % 70.67±3.73 % 87.17±4.20 %
SIM Capa 2 44.38±4.40 % 76.53±2.08 % 43.52±1.15 % 68.10±1.57 % 86.94±5.76 %
SIM Capa 3 40.00±3.63 % 77.20±1.79 % 43.24±1.29 % 71.90±1.00 % 85.66±4.79 %
SIM Capa 4 37.33±4.73 % 76.00±3.56 % 42.67±2.59 % 68.29±1.48 % 83.93±4.52 %
SIM (1-2) 50.29±4.78 % 78.13±2.47 % 44.00±1.25 % 69.81±3.43 % 86.59±5.16 %
SIM (1-4) 51.43±4.57 % 78.53±3.75 % 45.90±2.59 % 71.90±2.07 % 86.82±4.16 %
SIM (1-10) 52.19±5.06 % 79.20±3.84 % 42.76±1.67 % 71.71±2.62 % 87.28±4.70 %
GBVS Capa 1 51.05±4.55 % 81.87±0.73 % 46.76±2.01 % 73.33±1.57 % 73.76±5.43 %
GBVS Capa 2 49.71±3.77 % 82.27±2.24 % 48.86±2.44 % 73.24±1.57 % 74.22±3.71 %
GBVS Capa 3 48.00±1.28 % 81.73±1.01 % 46.19±2.43 % 69.24±1.47 % 73.18±4.22 %
GBVS Capa 4 47.24±6.05 % 81.07±3.90 % 47.24±0.72 % 64.48±1.72 % 74.22±4.24 %
GBVS (1-2) 44.38±4.02 % 82.40±1.53 % 50.00±2.00 % 76.00±2.00 % 73.64±4.36 %
GBVS (1-4) 41.90±0.67 % 80.67±2.45 % 50.10±0.87 % 74.57±1.74 % 73.18±4.22 %
GBVS (1-10) 41.33±4.79 % 82.13±3.18 % 50.66±5.62 % 76.00±1.03 % 75.26±3.82 %
GBVS+SIM (1-2) 52.38±3.93 % 83.87±2.18 % 47.65±2.95 % 73.90±2.78 % 88.32±4.26 %
GBVS+SIM (1-4) 51.62±1.95 % 84.27±1.01 % 47.90±1.08 % 75.34±0.83 % 88.09±3.13 %
SIM se produce un aumento en la precisio´n. En cambio, para
el mapa de prominencia de GBVS, la combinacio´n de capas
no presenta un comportamiento uniforme en cuanto a la preci-
sio´n resultante. Por u´ltimo, cuando hemos combinado las dos
y cuatro primeras capas de los mapas de atencio´n de GBVS y
SIM, hemos obtenido los mejores resultados en los datasets de
Soccer, Birds y TOIC.
En resumen, podemos concluir que la fusio´n temprana de
descriptores SIFT, utilizando capas obtenidas segu´n el modelo
propuesto de los mapas de prominencia GBVS y SIM mejo-
ran la clasificacio´n de ima´genes en conjuntos que no presentan
mu´ltiples objetos por imagen, frente a los resultados obtenidos
con el modelo BoVW cla´sico.
En el futuro, trabajaremos en la seleccio´n automa´tica de las
capas que pueden contener la mayor parte de la informacio´n del
objeto de intere´s y en la aplicacio´n de esta propuesta en conjun-
tos de datos con mu´ltiples objetos por imagen.
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