Using the hyperboloidal foliation method, we establish stability results for a coupled wave-Klein-Gordon system with quadratic nonlinearities. In particular, we investigate quadratic wave-Klein-Gordon interactions in which there are no derivatives on the massless wave component. By combining hyperboloidal energy estimates with appropriate transformations of our fields, we are able to show global existence of solutions for sufficiently small initial data.
Introduction
Systems of wave equations and Klein-Gordon equations are of great importance in mathematics and physics. Examples in the field include the Dirac-Proca equations, the KleinGordon-Zakharov equations, and the dispersion of a massive scalar field on, and its interaction with, a curved background. In this paper we will study the following semilinear coupled wave-Klein-Gordon system using the hyperboloidal foliation method of LeFloch-Ma [20] . Consider:
− u = uv + u∂ t v,
with initial data prescribed on the time slice t = 2 u, ∂ t u (t = 2, ·) = u 0 , u 1 ,
Our aim is to prove that initial data, sufficiently small in some norm, yield global-intime solutions that decay back to the trivial solution. The main difficulty is that there are no derivatives on the wave component u on the right-hand-side terms of equation (1.1), and thus the nonlinearities appear to decay insufficiently fast.
Before we discuss our techniques for treating (1.1), let us briefly discuss some previous work in the literature. Recall, for example in a counterexample by John [10] , that there exist wave equations with certain quadratic nonlinearities that do not admit global-intime solutions. Nonetheless, a broad class of wave equations with quadratic nonlinearities satisfying the null condition, as shown independently by Klainerman [16] and Christodoulou [4] , do admit global-in-time solutions. The vector field method, due to Klainerman, and the conformal method, due to Christodoulou, have been two major approaches to studying wave equations.
By contrast, the Klein-Gordon equation requires a different analysis from the wave equation. One key obstruction is that the scaling vector field S = t∂ t + x a ∂ a does not commute with the Klein-Gordon operator − + 1. Pioneering works by Klainerman using the vector field method in [14] , and by Shatah employing a normal form transformation in [34] , led the way in treating a wide class of Klein-Gordon-type equations.
Furthermore our study of the PDE (1.1) was motivated by other coupled wave-KleinGordon systems in the literature. For example, Tsutsumi and collaborators have studied the Dirac-Proca system in [36] and the Klein-Gordon-Zakharov system in [32] . Katayama has also investigated a coupled wave-Klein-Gordon system with a large class of quadratic nonlinearities in [11] . As mentioned, our aim is to utilise the hyperboloidal foliation developed by LeFloch and Ma in [22] where the authors studied a quasilinear coupled waveKlein-Gordon system. See also the work of Wang for other efforts in this direction [37] .
Returning to our system (1.1), we find that we can treat the uv nonlinearity in the wave equation of u in (1.1) by transforming the variable u in a similar way to the work of Tsutsumi in [36] . Note this is at the expense of bringing a null form into the new wave equation. As for the nonlinear term u∂ t v, we rewrite it as two terms u∂ t v = ∂ t (uv) − ∂ t uv, in which the former is a total derivative and the latter is easier to deal with. Then following [11] , we split the wave equation into two new wave equations, and the strategy for handling the uv-type nonlinearity applies once more. To treat the uv term appearing in the KleinGordon equation, we move the term to the left hand side and treat v as a Klein-Gordon field with varying mass m = √ 1 − u. This enables us to apply the techniques in [22] . We remind one that a similar wave-Klein-Gordon system to ours has been studied by Tsutsumi, Ozawa and Tsutaya using the normal form transformation method [32] .
We are now ready to state the main theorem.
Theorem 1.1 (Nonlinear stability of a wave-Klein-Gordon model). Consider the system (1.1) and let N be a sufficiently large integer. Then there exists ǫ 0 > 0 such that for all ǫ ∈ (0, ǫ 0 ) and all compactly supported initial data (u 0 , u 1 , v 0 , v 1 ) satisfying the smallness condition
the initial value problem (1.1)-(1.2) admits a global-in-time solution (u, v) with
For the proof of the main theorem, we employ the strategy introduced by LeFloch and Ma in [22] , which allows us to obtain very robust pointwise decay for both wave and KleinGordon components. We also apply a hyperboloidal conformal-type energy estimate for the wave component, which was first introduced by Ma and Huang in [31] . This enables us to obtain very good L 2 -type bound for the wave component u. All together, our proof is simpler and yields better energy bounds for both wave and Klein-Gordon components compared to those in [22] .
One can also easily show, though for demonstration purposes we will not do so here, that Theorem 1.1 is also true for the following more general system − u = Q 1 (u; v, ∂v),
where we used the short-hand notation Q(· · · ; · · · ) to denote quadratic nonlinearities involving interactions between one term from each side of the semicolon. But for the simplicity of demonstration, we only conduct the proof for the model (1.1). It is speculated in [20] that certain nonlinear interaction terms, including the ones we treat, may lead to finite time blow-up. Thus this article partially answers their question showing that certain terms do not lead to finite time blow-up. The rest of this article is organised as follows. In Section 2, we revisit the basics of the hyperboloidal foliation method; next, the estimates for commutators and null forms are given in Section 3; later on, we illustrate the techniques obtaining pointwise decay estimates for wave and Klein-Gordon components in Section 4; in Section 5, by initialising the bootstrap method, we provide some basic estimates needed afterwards; we then derive refined estimates for Klein-Gordon and wave components in Section 6 and Section 7 respectively; in the last section, we close the bootstrap method and demonstrate the proof of the main theorem.
2 Basics of the hyperboloidal foliation method
Hyperboloidal foliation of Minkowski spacetime
In order to introduce an energy functional for wave or Klein-Gordon components on hyperboloids, we first need to recall some notation from [20] concerning the hyperboloidal foliation method. We adopt the signature (−, +, +, +) in the (3 + 1)-dimensional Minkowski spacetime, and we denote the point (t, x) = (x 0 , x 1 , x 2 , x 3 ) in Cartesion coordinates, with its spatial radius r := |x| = (x 1 ) 2 + (x 2 ) 2 + (x 3 ) 2 . We write ∂ α (for α = 0, 1, 2, 3) for partial derivatives and
represent the Lorentz boosts. Throughout the paper, we consider functions defined in the interior of the future light cone K := {(t, x) : r < t − 1}, with vertex (1, 0, 0, 0). We consider hyperboloidal hypersurfaces H s := {(t, x) : t 2 − r 2 = s 2 } with s > 1. Also
; r < t − 1} is used to denote subsets of K limited by two hyperboloids H s 0 and H s ! with s 0 ≤ s 1 .
The semi-hyperboloidal frame is defined by
Note that the vectors ∂ a generate the tangent space to the hyperboloids. We also introduce the vector field ∂ ⊥ := ∂ t + (x a /t)∂ a , which is orthogonal to the hyperboloids. For the semi-hyperboloidal frame above, the dual frame is given by θ 0 := dt − (x a /t)dx a and θ a := dx a . The (dual) semi-hyperboloidal frame and the (dual) natural Cartesian frame are connected by the relation 
(2.5)
Energy estimates on hyperboloids
Following [22] , we first introduce the energy E m , in the Minkowski background, for a function φ defined on a hyperboloid H s : 6) in which Ω ab := x a ∂ b − x b ∂ a the rotational vector field, ∂ ⊥ := ∂ t + (x a /t)∂ a the orthogonal vector field, and we denote E(s, φ) := E 0 (s, φ) for simplicity. In the above, the integral in
Next, we adapt the energy estimates to our situation.
Proposition 2.1 (Energy estimate for wave equation). For all s ≥ 2, it holds that
for every sufficiently regular function u, which is defined and supported in the region K [2,s] .
For the proof, one refers to [22] . 
which can also be regarded as a Klein-Gordon equation with varying mass 1 − u
defined and supported in the region K [2,s] , and u is a sufficiently regular function defined and supported in the same region K [2,s] , which is assumed to be small
Then the energy on the hyperboloid H s can be controlled by either
The energy estimate (2.13) is better than (2.12) in the cases where ∂ t u decays faster than u, which is the case when u is a solution to some wave equation.
Proof. The proof of the energy estimate (2.12) is standard and we omit it. In order to prove the energy estimate (2.13), we first test the equation (2.10) by the multiplier ∂ t v and write the resulting equation in the following favorable form
We then integrate the identity (2.14) over the region K [2,s] and do integration by parts to arrive at
Next by recalling the assumption that |u| ≤ 1/10, we have
which leads to
and finally (2.13).
Conformal-type energy estimates on hyperboloids
We now introduce a conformal-type energy which is adapted to the hyperboloidal foliation setting, which is due to Ma and Huang in [31] . This lemma will be key to a robust estimate of the L 2 -type norm for the wave component u.
Lemma 2.3. Define the conformal-type energy of a sufficiently regular function u, which is supported in the region K = {(t, x) : |x| < t − 1}, by
in which we used the notation of the weighted inverted time translation
Then it holds
Sobolev-type and Hardy-type inequality
We first state a Sobolev-type inequality adapted to the hyperboloids, which is of vital importance for proving sup-norm estimates for both wave and Klein-Gordon components. For the proof, one refers to either [20] or [22] for details.
Lemma 2.4. For all sufficient smooth functions u = u(t, x) supported in {(t, x) : |x| < t − 1} and for all s ≥ 2, one has
in which the symbol L denotes the Lorentz boosts and J is a multi-index. We will also frequently make use of the following identity which follows from (2.19) and standard commutator estimates: sup 20) In order to control the L 2 -type of norm for the wave component u, we need the following Hardy-type inequality on the hyperboloidal foliation, see [20] for instance.
Lemma 2.5. Assume the function u is defined and supported in the region {(t, x) : |x| < t − 1} and is sufficiently regular, then for all s ≥ 2, one has
3 Estimates for commutators and null forms
Commutator estimates
We state the estimates for the commutators, which are proven in [20] and [22] .
Lemma 3.1. Assume a function u defined in the region K is regular enough, then with the generic constant C(|I|, |J|), we have
Recall here that Greek indices α, β ∈ {0, 1, 2, 3} and Latin indices a, b ∈ {1, 2, 3}.
Null form estimates
Lemma 3.2. For the quadratic null term ∂ α u∂ α v with sufficiently regular functions u and v, one has
One refers to [20] for the proof.
4 Tools for pointwise estimates for wave and Klein-Gordon components
Sup-norm estimates for wave components
We recall the following lemma from [22] , which is essential in proving the sup-norm bound for wave components. An alternative proof of Lemma 4.1 is also found in [1] .
Lemma 4.1 (Pointwise estimates for wave components). Suppose u is a spatially compactly supported solution to the wave equation
with f spatially compactly supported and satisfying
for 0 < µ ≤ 1/2 and 0 < ν ≤ 1/2. Then we have
where C f is some constant.
Sup-norm estimates for Klein-Gordon components
Following the pointwise estimates for Klein-Gordon components in the hyperboloidal foliation setting, which were first introduced in [22] , we adapt it to our case where the mass of the Klein-Gordon field varies.
Proposition 4.2 (Pointwise estimates for Klein-Gordon components with varying mass).
Assume v is a sufficiently regular and spatially compactly supported solution to the KleinGordon equation
with the assumption |u| ≤ 1/10, then one has and
where
The proof of Proposition 4.2 is based on the decomposition result in Lemma 4.3 and an estimate of ODE in Lemma 4.4, both stated below. We refer to [22] for the detailed proofs, but give a simpler proof of Lemma 4.4 below, which provides a neater expression of the estimate for the ODE. then the following second-order ODE with respect to λ holds
in which k is assumed to be integrable, then we have the following pointwise estimate
, and then by multiplying z ′ (λ) in
In order to proceed, we divide Y (λ) in the above inequality and, integrate to get
Finally, we apply Gronwall-type inequality from Lemma 4.5 to end the proof.
We have used the following standard Gronwall inequality. 
Bootstrap method
Before beginning the bootstrap argument, we recall the theorem we will be proving.
Theorem 5.1. Consider the system
whose initial data are prescribed on the time slice t = 2
Let N be a sufficiently large integer, for example N ≥ 8 suffices. Then there exists ǫ 0 > 0 such that for all ǫ ∈ (0, ǫ 0 ) and all compactly supported initial data (u 0 , u 1 , v 0 , v 1 ) satisfying the smallness condition 
Bootstrap assumption
We assume that the following bootstrap assumptions hold in the interval [2,
in which C 1 is some big constant which is fixed once and for all, δ is some fixed small constant, i.e. 0 < δ ≪ 1, and s 1 is defined by
We recall that the fact s 1 > 2 follows from the local existence result, which is classical, see for example [20, Section 11] . And importantly, we note that C 1 and δ are independent of s 1 . In order to prove the stability result stated in Theorem 1.1, it suffices to demonstrate the refined energy bounds below
Note that the bounds in (5.6) indicate that s 1 cannot be of finite value, which thus completes the proof of a global-in-time solution stated in the main Theorem 1.1.
Direct estimates
Direct consequences of (5.5a) and (5.5d) are the following:
These follow from the Sobolev-type inequality of Lemma 2.4 and estimates for commutators in Lemma 3.1. Assumptions (5.5a)-(5.5c) also imply the following L 2 -type estimates
(5.8)
6 Refined estimates for the Klein-Gordon component
Refined energy estimates for v
We show here the refined estimates for the Klein-Gordon component, and we will see that the most difficult part is to get the refined ones for ∂ I v. The difficulty comes from the integral of 
and furthermore, we have
Proof. First note the expansion of the commutator
For the case of |J| ≥ 1, we conduct the following
and the L 2 -type estimates for u in (5.5) verifies
which leads to (6.1).
For the proof of (6.2), we proceed in the same way but pay attention to the fact that
Proposition 6.2 (Refined energy estimates for v).
Consider the Klein-Gordon equation in (1.1) and assume the bounds in (5.5) hold, then we have the following refined ones
Proof. We first act ∂ I L J on the Klein-Gordon equation in (1.1) to get
We then apply the energy estimate (2.13) for Klein-Gordon equations with varying masses and use Lemma 6.1 to show
Successively, in the case of |J| ≥ 1, it is true that
while in the case of |J| = 0, better estimates on ∂ I 1 u with |I 1 | ≥ 1 enable us to obtain
which finishes the proof.
Refined pointwise estimates for v
We now prove the refined sup-norm bounds for the Klein-Gordon component v,and we first prepare some lemmas which will be of help. Proof. We observe that
and, on the other hand, we have
Hence by recalling the pointwise bootstrap (5.5f) of u that
This implies that d dλ u(λt/s, λx/s)
and hence the completeness of the proof.
The proof can be found in [22] . One last ingredient is the commutator estimate stated below.
Lemma 6.5. The following estimates for the the commutator are valid
moreover, in the case of |J| = 0, one has
Proof. First recall the expansion of the commutator
Next recall the pointwise estimates in (5.5) and they give
which finishes the proof of (6.9). For the proof of (6.10), we proceed in the same way but recall the estimate below from (5.7)
We are in a position to give the proof of the refined sup-norm bounds for the KleinGordon component. Proposition 6.6 (Refined pointwise estimates for v). The following estimates are valid
We have
in which F (s) was defined in (4.8) in Proposition 4.2. Then by recalling the estimate (6.8) and the commutator estimates (6.10) from the previous two Lemmas, we have
which leads to the bound
As a consequence, we have 12) which is due to the following two identities (see also [22] ):
7 Refined estimates for the wave component
Overview of the strategy on treating u
If we deal directly with the nonlinearity uv for the wave equation in (1.1), it is very difficult to get either desired energy estimates or pointwise estimates. Due to this difficulty, we are motivated to do a transformation and seek for a new unknown which satisfies a wave equation with good nonlinearity, and which meanwhile is close to the original wave component u up a higher order correction term. The idea to treat the Klein-Gordon field is similar as the use of a normal form transformation by Shatah [34] combined with the technique used to deal with wave-wave interaction used by Tsutsumi [36] . But before we do the transformation, we find it necessary to first split the wave equation into two, which agrees with the special structure of the equation for u.
Proposition 7.1. Let (u, v) be a solution to the model problem (1.1)
then we can split u into the following form
in which U 1 and U 2 are solutions to the two wave equations below:
and − U 2 = uv,
We recall that this key observation of splitting as in (7.1) is due to Katayama [11] . Next, we do a transformation to make the nonlinearities in the U 1 and U 2 equations easier to deal with. Proposition 7.2. Consider the wave equations of U 1 and U 2 in Proposition 7.1, and set
then the new unknowns U 1 and U 2 satisfy wave equations with new nonlinearities, which are easy to handle, i.e.
4)
and
Proof. The proof follows by simple calculations. We only do it for U 2
then by utilising the equations in (7.3), we finally arrive at (7.5).
The following consequences follow immediately, which say about that U 's are very close to U 's. Lemma 7.3. Assume U 1 and U 2 are solutions to (7.2) and (7.3) respectively, and let the bootstrap assumptions in (5.5) hold, then it verifies for all s ∈ [2,
Proof. The proof follows by the fact that the difference between U p and U p is a quadratic term uv, which has very good decay property. Proposition 7.6 (Energy estimates for U 1 ). Consider the wave equation in (7.2) and assume the bounds in (5.5) hold, then we have the following energy estimates for U 1
Proof. Firstly, by (7.6), we know
Then recall the energy estimates (2.8) for wave equations and we easily obtain
in which the last inequality is due the estimate (7.9). By recalling the equivalence relation (7.6) between U 1 and U 1 we complete the proof.
The ideas of the proofs for the two propositions below are very similar to the one above, i.e. we can get good estimates for the auxiliary unknown U 1 easily, and then an application of the equivalence relation (7.6) in turn gives us good estimates of the unknown U 1 . And we omit the proofs for the following two propositions. Proposition 7.7 (Conformal-type energy estimates for U 1 ). The conformal-type energy introduced in Subsection 2.3 satisfies
Consequently, we have 13) which is due to the conformal-type bounds for U 1 above and the Hardy-type inequality (2.21).
Proposition 7.8 (Pointwise estimates for U 1 ). We have
14)
The proof of this Proposition clearly follows from Lemma 4.1 and the sup-estimate obtained in (7.10).
Estimates of the U 2 part
We state the following propositions about estimates of U 2 , but we do not provide proofs as they are either the same as or easier than those of U 1 . Proposition 7.9 (Energy estimates for U 2 ). Consider the wave equation in (7.3) and assume the bounds in (5.5) hold, then we have the following energy estimates for U 2
As a consequence, it gives us
ǫ + (C 1 ǫ) 3/2 , |I| + |J| ≤ N. (7.16) Proposition 7.10 (Pointwise estimates for U 2 ). We have
The proof of this Proposition clearly follows from Lemma 4.1 and the Sobolev embedding of Lema 2.4.
Refined estimates for u
We are now about to derive the refined estimates for u, which will be based on the analysis of the new unknown U . Proof. For |I| + |J| ≤ N − 1, we have
then the energy estimates of U 1 and U 2 and the commutators give the desired result. Next, for the case of |I| + |J| = N with |J| ≥ 1, we recall the original equation in (1.1) and have (7.19) Then by the energy estimates for wave components (2.8), it is true that
Successively, we arrive at
which is based on the estimates we already have obtained. The case of |I| = N can be treated in a similar way, and hence the proof is done. Proof. We simply have
, and finish the proof by recalling the estimates (7.13) and (7.16). Proof. It is true that
and the proof is done by the use of (7.14) and (7.17).
8 Closure of the bootstrap method and the proof of the stability result
By collecting all of the refined estimates for wave and Klein-Gordon components, which are stated in the propositions in Section 6 and Subsection 7.4, we choose large C 1 ≫ 1 and small ǫ ≪ 1 such that C 1 ǫ ≪ 1, then we arrive at the desired estimates in (5.6). Furthermore, as explained at the end of Subsection 5.1, we also have provided the proof of Theorem 1.1.
