This paper develops a fast tabu search algorithm to minimize makespan in a flow shop problem with blocking. We present a fast heuristic algorithm based on tabu search approach. In the algorithm the multimoves are used that consist in performing several moves simultaneously in a single iteration of algorithm and guide the search process to more promising areas of the solutions space, where good solutions can be found. It allow us to accelerate the convergence of the algorithm. Besides, in the algorithm a dynamic tabu list is used that assists additionally to avoid being trapped at a local optimum. The proposed algorithm is empirically evaluated and found to be relatively more effective in finding better solutions in a much shorter time.
INTRODUCTION
This paper considers the blocking flow shop problem to minimize makespan. The classical flow shop problem disregards the behavior of the jobs between two consecutive operations, i.e. it is assumed that intermediate buffers have infinite capacity and that a job can be stored for unlimited amount of time.
In a flow shop problem with blocking, there are no buffers between the machines and a job, having completed processing on a machine, remains on this machine and blocks it, until the next machine downstream becomes available for processing.
The flow shop problem with blocking has been studied by many researchers including (Abadi et al., 2000) , (Caraffa et al., 2001) , (Grabowski and Pempera, 2000) , (Hall and Sriskandarajah, 1996) , (Leistein, 1990) , (McCormick et al., 1989) , (Nowicki, 1999) , (Peng et al., 2004) , (Reddi and Ramamoorthy, 1972) , (Ronconi, 2004) , (Ronconi and Armentano, 2001 ), (Smutnicki, 1983) .
In this paper, we propose a new heuristic algorithm based on tabu search technique. The paper is organized as follows. In Section 2, the problem is defined and formulated. Section 3 presents the description of algorithm, moves, neighbourhood structure, search process and dynamic tabu list. Computational results are shown in Section 4 and compared with those taken from the literature.
PROBLEM DESCRIPTION AND PRELIMINARIES
The flow-shop problem with blocking can be formulated as follows. PROBLEM: Each of n jobs from the set J = {1, 2, . . . , n} has to be processed on m machines 1, 2, . . . , m in that order, having no intermediate buffers. Job j ∈ J, consists of a sequence of m operations O j1 , O j2 , . . . , O jm ; operation O jk corresponds to the processing of job j on machine k during an uninterrupted processing time p jk . Since the flow shop has no intermediate buffers, a job j, having completed processing of the operation O jk , can not leave the machine k, until the next machine k + 1 is free, k = 1, 2, . . . , m−1, j ∈ J. If the machine k+1 is not free, then job j is blocked on the machine k. We want to find a schedule such that the processing order of jobs is the same on each machine and the maximum completion time is minimal. Each schedule of jobs can be represented by permutation π = (π(1), . . . , π(n)) on set J. Let Π denote the set of all such permutations. We wish to find such permutation π * ∈ Π, that
where C max (π) is the time required to complete all jobs on the machines in the processing order given by π. It is known from literature (Ronconi, 2004) that C max (π) = D π(n)m , where the departure time D π(j)k of job π(j) on machine k can be found using the following recursive expressions:
The two-machine flow shop problem with blocking can be solved in O(nlogn) time (Reddi and Ramamoorthy, 1972 ) using an improved implementation by (Gilmore et al., 1985) of the algorithm of (Gilmore and Gomory, 1964) . For m > 2, the problem is unfortunately NP-hard.
It is useful to present the considered problem by using a graph (Grabowski and Pempera, 2000) . For the given processing order π, we create the graph
) with a set of nodes N and a set of arcs R ∪ F 0 (π) ∪ F − (π), where:
• N = {1, ..., n}×{1, ..., m}, where node (j, k) represents the k-th operation of job π(j). The weight of node (j, k) ∈ N is given by the processing time p π(j)k .
•
Thus, R contains arcs connecting consecutive operations of the same job.
Arcs from F 0 (π) connect jobs to be processed on the machines in the processing order given by π. Each arc of F 0 (π) has weight zero.
π) has weight minus p π(j),k+1 and ensures the blocking of job π(j + 1) (i.e. operation O π(j+1),k ) on the machine k, if the machine k + 1 is not free. The makespan C max (π) of the flow-shop problem with blocking is equal to the length of the longest (critical) path from node (1, 1) to (n, m) in G(π).
Each path from (1, 1) to (n, m) can be represented by a sequence of nodes, and let denote a critical path in G(π) by u = (u 1 , u 2 , . . . , u w ), where u i = (j i , k i ) ∈ N , 1 ≤ i ≤ w and w is the number of nodes in this path. Obviously, it has to be u 1 = (j 1 , k 1 ) = (1, 1), and u w = (j w , k w ) = (n, m). The critical path can naturally be decomposed into several specific subpaths and each of them contains the nodes linked by the same type of arcs, i.e. all arcs of the subpath belong either to F 0 (π) or to F − (π). The first type of subpaths is determined by a maximal sequence (u g , ..., u h ) = ((j g , k g 
. . , h− 1, g < h. Each such subpath determines the sequence of jobs
which is called the block of jobs in π. Jobs j g and j h in B gh are the first and last ones, respectively. A block corresponds to a sequence of jobs (operations) processed on machine k g without inserted idle time. Next, we define the internal block of B gh as the subsequence
. . , t−1, s < t. Each such subpath determines the sequence of jobs
which is called the antiblock of jobs in π. Similarly to in B gh , jobs j s and j t in A st are the first and last ones, respectively. An antiblock corresponds to blocked jobs. Note that operation
Similarly to in B gh , now we define the internal antiblock of A st as the subsequence A * st = A st − {j s , j t }. The critical path u can contain many different blocks and antiblocks, and let l B and l A denote, respectively, the numbers of blocks and antiblocks in u. Each of blocks (or antiblocks) can be characterized by the pair
be the set of the pairs denoting all blocks (or antiblocks) in u. Property 1 (Grabowski and Pempera, 2000) .
For any block B gh (or antiblock A st ) in π, let α be a processing order obtained from π by an interchange of jobs from the internal block B *
Immediately from Property 1, it results the following Theorem Theorem 1 .
Let π ∈ Π be any permutation with blocks B gh and antiblocks A st . If the permutation β has been obtained from π by an interchange of jobs that
Note that Theorem 1 provides the necessary condition to obtain a permutation β from π such that C max (β) < C max (π).
ALGORITHM TABU SEARCH WITH MULTIMOVE (TS+M)
Currently, tabu search (TS) approach, see (Glover, 1989) and (Glover, 1990) , is one of the most effective methods using local search techniques to find nearoptimal solutions of many combinatorial intractable optimization problems, such as the vast majority of scheduling problems. This technique aims to guide the search by exploring the solution space of a problem beyond local optimality. Since TS has not been applied to our problem, we propose a TS approach.
The main idea of this method involves starting from an initial basic job permutation and searching through its neighbourhood, a set of permutations generated by the moves, for a permutation with the lowest makespan. The search then is repeated starting from the best permutation, as a new basic permutation, and the process is continued. One of the main ideas of TS is the use of a tabu list to avoid cycling, overcoming local optimum, and to guide the search process to the solutions regions which have not been examined. The tabu list records the performed moves that, for a chosen span of time, have tabu status and cannot be applied currently (they are forbidden); that is they determine forbidden permutations in the currently analyzed neighbourhood. Usually, the algorithm TS terminates when it has performed a given number of iterations (Maxiter), time has run out, the neighbourhood is empty, a permutation with a satisfying makespan has been found, etc.
Moves and neighbourhood
One of the main components of a local search algorithm is the definition of the move set that creates a neighbourhood. A move changes the location of some jobs in a given permutation. The intuition following from Theorem 1 suggests that the "insert" type move should be the most proper one for the problem considered. Let v = (π(x), π(y)) be a pair of jobs in a permutation π, x, y ∈ {1, 2, ..., n}, x = y. The pair v = (π(x), π(y)) defines a move in π. This move consists in removing job π(x) from its original position x, and next inserting it in the position immediately after job π(y) (or before π(y)) in π if x < y (or x > y).
The neighbourhood of π consists of permutations π v obtained by moves from a given set M , and denoted as N (M, π) = {π v | v ∈ M }. The proper selection of M is very important to construct an effective algorithm.
For each job j we consider at most one move to the right and at most one to the left. Moves are associated with blocks and antibloks. Let us take the block B gh = (j g , j g+1 , . . . , j h−1 , j h )) in π. Now we define the sets of candidates
Each set E a gh (or E b gh ) contains the jobs in block B gh of π that are candidates for being moved to a position after (or before) all other jobs in this block.
For any block B gh in π, we define the following set of moves to the right
gh }, and the set to the left
Set RB gh contains all moves of jobs of E a gh to the right after the last job j h of block B gh . By analogy, set LB gh contains all moves of jobs of E b gh to the left before the first job j g of block B gh . It should be found that for each move v ∈ RB gh (or v ∈ LB gh ) , the necessary condition of Theorem 1 is satisfied to obtain a permutation π v from π such that C max (π v ) < C max (π). As a consequence, in algorithm, we will employ the set of moves
The similar considerations can be provided for the antiblocks A st , and we then obtain the set of moves
Finally, in our TS+M, we propose the following set of moves
which creates neighbourhood N (M, π). In order to accelerate the convergence of the algorithms to good solutions, we propose to use the multimoves. A multimove consists of several moves that are performed simultaneously in a single iteration of algorithm. The performances of the multimoves allow us to generate permutations that differ in various significant ways from those obtained by performing a single move and to carry the search process to hitherto non-visited regions of the solution space. Furthermore, in our algorithm, the multimoves have the purpose of guiding the search to visit the more promising areas, where "good solutions" can be found. In local search algorithms, the use of multimoves can be viewed as a way to apply a mixture of intensification and diversification strategies in the search process.
In the following we present a method that will be used in our TS algorithm to provide the multimoves.
For the blocks B gh , we consider the following sets of moves
Set RB * gh (or LB * gh ) contains all moves that insert the jobs from the internal block B * gh after the last job j h (or before the first job j g ) of this block (see Section Moves and neighbourhood).
Next, for the block B gh , the "best" move v R(gh) ∈ RB * gh and v L(gh) ∈ LB * gh are chosen (respectively):
and the following sets of moves are created
and BB = RB ∪ LB = {v 1 , v 2 , ..., v 2lB }.
be the set of the profitable moves of blocks B gh performing of which generates permutation π v "better" than π.
The similar consideration can be provided for the antiblocks A st , and we then obtain their the set of profitable moves
The main idea of a multimove is to consider a search which allows us several moves to be made in a single iteration and carry the search to the more promising areas of solution space, where "good solutions" can be found. In our algorithm, the set of promising moves can be defined as follows
From the definition of BM (−) it results that each move v ∈ BM (−) produces permutation π v "better" than π. Therefore, as a multimove, we took the set BM (−) . The use of this multimove consists in performing all the moves from BM (−) simultaneously, generating a permutation, denoted as π v , where v = BM (−) . To simplify, in the further considerations, multimove BM (−) will be denoted alternatively by v.
Search process
TS+M starts from an initial basic permutation π that implies the neighbourhood N (M, π). This neighbourhood is searched in the following manner.
First, the "best" move v * ∈ M that generates the permutation π v * ∈ N (M, π) with the lowest makespan is chosen, i.e.
is the best makespan found so far), then the move v * is selected for the search process. Otherwise, i.e. if C max (π v * ) ≥ C * , then the set of unforbidden moves (UF) that do not have the tabu status, is defined
Next, the "best" move v * ∈ U M that generates the permutation π v * ∈ N (U M, π) with the lowest makespan, i.e. C max (π v * ) = min v∈U M C max (π v ), is chosen for the search.
If the move v * is selected, then a pair of jobs corresponding to the move v * is added to the tabu list (see next section Tabu list and tabu status of move for details) and the resulting permutation π v * is created. Next, this permutation becomes the new basic one, i.e. π := π v * and algorithm restarts to next iteration.
We develop our algorithm tabu search by using the multimoves in some specific situations.If permutation π v is obtained by performing a multimove v, then the next one is made when Piter of the consecutive non-improving iterations will pass in TS+M. In other words, the multimove is used periodically, where Piter is the number of the iterations between the neighbouring ones.
If a multimove is performed, then a pair of jobs corresponding to the move v * ∈ v with the smallest value of C max (π v * ) is added to tabu list T . The Piter is a tuning parameter which is to be chosen experimentally.
Tabu list and tabu status of move
In our algorithm we use the cyclic tabu list defined as a finite list (set) T with length LengthT containing ordered pairs of jobs. The list T is a realization of the short-term search memory. If a multimove v is performed on permutation π, then, for the "best" move v * = (π(x), π(y)) ∈ v, the pair of jobs (π(x), π(x+1)) if x < y, or the pair (π(x−1), π(x))) if x > y, representing a precedence constraint, is added to T . Each time before adding a new element to T , we must remove the oldest one. With respect to a permutation π, a move (π(x), π(y)) ∈ M is forbidden, i.e. it has tabu status, if A(π(x)) ∩ {π(x + 1), π(x + 2), ..., π(y)} = ∅ if x < y, and B(π(x)) ∩ {π(y), π(y + 1), ..., π(x − 1)} = ∅ otherwise, where or set B(j) ) indicates which jobs are to be processed after (or before) job j with respect to the current content of the tabu list T .
As mentioned above, our algorithm uses a tabu list with dynamic length. This length is changed cyclically, as the current iteration number iter of TS+M increases, using the "pick" in order to avoid being trapped at a local optimum (see (Grabowski and Wodecki, 2004) for details). This kind of tabu list can be viewed as a specific disturbance and was employed on that very fast tabu search algorithm proposed by Grabowski and Wodecki (Grabowski and Wodecki, 2004) , where it was successfully applied to the classical flow shop problem.
COMPUTATIONAL RESULTS
In this section we report the results of empirical tests to evaluate the relative effectiveness of the proposed tabu search algorithm. So far the best heuristic algorithms for a permutation flow-shop problem with blocking were presented in papers by (Abadi et al., 2000) , (Caraffa et al., 2001) , (Leistein, 1990) , (McCormick et al., 1989) , (Nowicki, 1999) , (Ronconi, 2004) . It is showed that the best heuristic algorithm is that proposed by Nowicki (Nowicki, 1999) , denoted here as TSN. Therefore, we compare our algorithm TS+M with TSN which is also based on the tabu search approach.
Both algorithms TS+M and TSN were coded in C++, run on a PC with Pentium IV 1000MHz processor and tested on the benchmark instances provided by (Taillard, 1993) for the classic permutation flow shop, by considering all machines as the blocking constraints are required. The benchmark set contains 120 particularly hard instances of 12 different sizes, selected from a large number of randomly generated problems. For each size (group) n × m: 20 × 5, 20 × 10, 20 × 20, 50 × 5, 50 × 10, 50 × 20, 100 × 5, 100 × 10, 100 × 20, 200 × 10, 200 × 20, 500 × 20, a sample of 10 instances was provided.
The algorithms based on the tabu search method, needs an initial permutation, which can found by any method. In our tests, we use algorithm NEH (Nawaz et al., 1983) in its original version, which is considered to be the best one (champion) among simple constructive heuristics for flow-shop scheduling. In our tests, for each instance, TS+M algorithm is terminated after performing Maxiter = 1 000, 3 000 and 30 000 iterations, whereas TNS performed Maxiter = 30 000 iterations. The value of tuning parameter Piter is drawn from (Grabowski and Wodecki, 2004) equal to 3. The effectiveness of our algorithms was analyzed in both terms of CPU time and solution quality.
For each test instance, we collected the following values:
• P RI = 100%(C N EH − C A )/C N EH -the value of the percentage relative improvements of the makespan C A obtained by algorithm A = {T SN, T S + M } with respect to the makespan C N EH obtained by algorithm NEH.
• CP U -the computer time (in seconds).
Then, for each size (group) n × m, the following measures of the heuristic quality were calculated • AP RI -the average (for 10 instances) percentage relative improvements of the makespans.
• ACP U -the average (for 10 instances) computer time.
The computational results presented in Table 1 show that, in terms of APRI values, our algorithm TS+M, for M axiter =30 000 iterations, performs significantly better than TSN in comparable the CPU times. The TS+M found makespans with the overall average APRI equal to 3.05, whereas TSN found the ones with 2.21. The superiority of TS+M over TSN increases with the size of instances. And so, for the largest instances with n × m = 500 × 20, the TS+M found makespans with average APRI equal to 1.12, whereas TSN found the ones with APRI = 0.36. For the instances with n × m = 200 × 20, respective values are equal to 2.52 and 1.35.
Analysing the performance of our algorithm, we have observed that TS+M converges to the good solutions significantly faster, on the average, than TSN.
The APRI values for all instances equal to 2.21 was found by TSN in 30 000 iterations whereas for TS+M the respective number is 3 000 iterations. Furthermore, about 85 % improvements obtained by TS+M (i.e. APRI = 1,87 -for all instances) has been reached in 1 000 iterations.
Generally speaking TS+M produces better results than TSN in a significantly shorter time.
