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Abstract
For the massless Nelson model we provide detailed information about the dependence of the normalized
ground states ψˇP,σ of the fiber single-electron Hamiltonians HP,σ on the total momentum P and the infrared
cut-off σ. This information is obtained with the help of the iterative analytic perturbation theory. In particular,
we derive bounds of the form
‖∂PiψˇP,σ‖, ‖∂Pi∂P jψˇP,σ‖ ≤
c
σδλ0
,
for some constant c and a function of the maximal admissible coupling constant λ0 7→ δλ0 s.t. limλ0→0 δλ0 = 0.
These results hold both in the infrared-regular and infrared-singular case. They are exploited in part I of
this series to construct the two-electron scattering states in the infrared-regular massless Nelson model (in the
absence of an infrared cut-off) along the lines of Haag-Ruelle scattering theory. They should also be relevant for
the problem of scattering of two infraparticles in the infrared-singular Nelson model, whose solution is the goal
of this series of papers. Although a part of a larger investigation, the present work is written in a self-contained
fashion.
1 Introduction
In spite of tremendous progress in the mathematical description of scattering of light and matter in the frame-
work of non-relativistic QED [CFP07, DG04, Pi05, FGS04, Sp97, DK11], processes involving several massive
particles (‘electrons’) remained untreated. This important gap in our understanding can be traced back to seri-
ous conceptual and technical difficulties arising at the multi-electron level. On the conceptual side, it is essential
to follow the lines of relativistic scattering theory [Ha58, Ru62, Dy05], in spite of the fact that the ‘bare elec-
tron’, appearing in the model Hamiltonian, is a non-relativistic quantum-mechanical particle. In the presence
of a fixed infrared cut-off [Fr] and for massive photons [Al73] a suitable variant of Haag-Ruelle scattering
theory was found long time ago. However, only in our recent paper [DP12], this framework was generalized to
theories with non-trivial infrared structure. In [DP12] we constructed scattering states of two electrons in the
1
infrared-regular massless Nelson model (without an infrared cut-off) and proved their tensor product structure.
This result relies on detailed spectral properties of the ground states of the single-particle fiber Hamiltoni-
ans which encode localization of physical electrons in space. In the present paper and in [DP17.1] we prove
these properties using iterative analytic perturbation theory [Pi03, KM12, CFP09, BBP13]. Our spectral results
should also be useful for construction of scattering of several infraparticles in the infrared-singular massless
Nelson model, which is the goal of this series of papers.
Let H be the Hamiltonian of the massless Nelson model and HP be the usual fiber Hamiltonians at fixed
total momentum P defined in (2.2) below. The analysis of the spectrum of HP was initiated in [Fr73, Fr74]
and advanced in [Pi03] with the help of the iterative analytic perturbation theory. Interesting results on the
spectrum of the Nelson model with a slightly different form factor were also obtained in [AH12] by means of
different methods. The results of the present paper go much beyond the existing applications of the iterative
analytic perturbation theory. In order to elucidate these improvements let us now discuss our findings in non-
technical terms: Let HP,σ be the fiber Hamiltonians with an infrared cut-off σ > 0 which have normalized
ground state vectors ψˇP,σ, with phases fixed in Definition 5.2 , corresponding to isolated simple eigenvalues
EP,σ. The behaviour of the derivatives ∂
β
P
ψˇP,σ in the limit σ → 0 carries information about the localization of
the electron in space and therefore is of central importance for the problem of scattering of several particles. In
more technical terms, these derivatives enter the proof of existence of scattering states via the non-stationary
phase method [DP12].
The analysis of these derivatives, given in the present paper, proceeds as follows: With the help of the
unitary dressing transformation WP,σ, defined in (3.14) below, we obtain the following formula
∂PiψˇP,σ = W
∗
P,σ
1
HW
P,σ
− EP,σ
(ΓP,σ)iφˇP,σ, (1.1)
where HW
P,σ
= WP,σHP,σW
∗
P,σ
and φˇP,σ = WP,σψˇP,σ. The expression ΓP,σ, defined by the formula
ΓP,σ = ∇EP,σ −WP,σ(P − Pf)W∗P,σ, (1.2)
has the property 〈φˇP,σ, (ΓP,σ)iφˇP,σ〉 = 0 due to the Hellman-Feynman formula. The behaviour of the r.h.s. of
(1.1) as a function of σ can be controlled with the help of iterative analytic perturbation theory, and we obtain
in Corollary 5.6 that
‖ 1
HW
P,σ
− EP,σ
(ΓP,σ)iφˇP,σ‖ ≤ c
σδλ0
, (1.3)
where c is independent of σ and λ0 7→ δλ0 tends to zero as a function of the maximal admissible coupling
constant. Clearly, we have an analogous bound on the first derivative of the vector
‖∂PiψˇP,σ‖ ≤
c
σδλ0
. (1.4)
This preliminary result is within reach of existing applications of iterative analytic perturbation theory (see
e.g. [KM12, FP10] for estimates comparable to (1.3) in different models). However, it is not sufficient for
constructing scattering states of two electrons. For this purpose the second derivative is needed.
The analysis of the second derivative of ψˇP,σ is considerably more difficult. It starts with a derivation of a
formula which has the following form
∂Pi∂Pi′ ψˇP,σ = W
∗
P,σ
( Q⊥
P,σ
HW
P,σ
− EP,σ
(ΓP,σ)i′
1
HW
P,σ
− EP,σ
(ΓP,σ)iφˇP,σ + {i ↔ i′}
)
−W∗P,σφˇP,σ〈φˇP,σ, (ΓP,σ)i′
1
(HW
P,σ
− EP,σ)2
(ΓP,σ)iφˇP,σ〉, (1.5)
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where QP,σ = |φˇP,σ〉〈φˇP,σ|. The last term on the r.h.s. of (1.5) can be estimated using (1.3). To control the first
two terms we use iterative analytic perturbation theory to prove the following bound (cf. Corollary 5.6)
‖
Q⊥
P,σ
HW
P,σ
− EP,σ
(ΓP,σ)i
1
HW
P,σ
− EP,σ
(ΓP,σ)i′ φˇP,σ‖ ≤
c
σ2δλ0
, (1.6)
and consequently we obtain:
‖∂Pi∂Pi′ ψˇP,σ‖ ≤
c
σ2δλ0
. (1.7)
We emphasize that the proof of (1.6), which is the main technical result of this paper, is much more in-
volved than the proof of (1.3) and other applications of the iterative analytic perturbation theory available
in the literature. It requires extensive use of direct integral representations (cf. Subsection 3.4) and appli-
cation of novel maximal modulus principle arguments (cf. Subsection 3.5). Another complication are unex-
pected singular terms, which prevent simple power-counting arguments (we refer e.g. to B∗(G|n−1n )φP,n−1 and
b∗
(I|n−1n · g|n−1n )φP,n−1 in (4.201)). A more thorough discussion of these new ingredients is presented in Subsec-
tion 4.1. Here we merely remark that the analysis of derivatives of ψˇP,σ turns out to be much more difficult than
the study of derivatives of EP,σ. We hope that the progress from the present paper will enable other interesting
investigations of regularity of the ground state vectors in models of non-relativistic QED.
Our paper is organized as follows: In Section 2 we state our main result about regularity of the ground
states and discuss a corollary about regularity of wave functions, proven in [DP17.1]. In Section 3 we include
some preliminaries on Hamiltonians and their ground states, shift of the infrared cut-off, standard resolvent
bounds, direct integral representations and the maximal modulus principle. Section 4 is the core of the paper,
it includes the inductive proof of estimate (1.6). In Section 5 we derive formulas for the derivatives of ground
states and ground state energies, including (1.1), (1.5), and conclude the proof of our main result (Theorem 2.1),
including estimates (1.4), (1.7). In the main part of the paper, outlined above, the focus is on new results. In
the appendices we typically reestablish (under our assumptions and for the present model) relevant results from
the existing literature. Thereby the paper is essentially self-contained.
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supported by the NSF grant #DMS-0905988.
W.D. thanks the University of California Davis and the Hausdorff Research Institute for Mathematics, Bonn,
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DY107/1–1, DY107/2–1. Moreover, he would like to acknowledge the support of the Danish Council for
Independent Research, grant no. 09-065927 "Mathematical Physics", and of the Lundbeck Foundation. Last
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2 Results
In this section we state the main results of this paper which were announced already in Section 1.2 of [DP12].
Let hfi = L
2(R3, d3k) be the single-photon subspace in the fiber picture. Let F := Γ(hfi) be the symmetric
Fock space over hfi and let us denote the corresponding (improper) creation and annihilation operators by b
∗(k)
and b(k). The free fiber Hamiltonian of the massless Nelson model at a fixed total momentum P has the form
HP,free :=
1
2
(P − Pf)2 + Hf , where Hf :=
∫
d3k |k|b∗(k)b(k), Pf :=
∫
d3k kb∗(k)b(k), (2.1)
3
whereas the interacting fiber Hamiltonian is given by
HP :=
1
2
(P − Pf)2 + Hf +
∫
d3k vα(k) (b(k) + b
∗(k)). (2.2)
To define the form factor vα we need to introduce some notation: Let Br be the open ball of radius r > 0
centered at zero. Let χr ∈ C∞0 (R3) be a function which is rotationally invariant, non-increasing in the radial
direction, supported in Br and equal to one on B(1−ε0)r, for 0 < ε0 < 1. Let 0 < |λ| ≤ 1 be the coupling constant
and κ > 0 the ultraviolet cut-off which is kept fixed in our investigation. For simplicity of the presentation we
will set κ = 1. The form-factor is given by
vα(k) := λ
χκ(k)|k|α
(2|k|) 12
, (2.3)
where 1
2
≥ α ≥ 0 is a parameter which controls the infrared behaviour of the system. (For α = 0 we say that
the model is infrared singular, for α > 0 that it is infrared regular). This parameter is kept fixed.
An important role in the spectral analysis of the Hamiltonians HP is played by their counterparts HP,σ with
an infrared cut-off σ ∈ (0, κ]. They are given by
HP,σ :=
1
2
(P − Pf)2 + Hf +
∫
d3k vσ
α
(k) (b(k) + b∗(k)). (2.4)
The form-factor vσ
α
, which carries information both about the (sharp) infrared cut-off σ and (smooth) ultraviolet
cut-off κ, is defined as
vσ
α
(k) := λ
χ[σ,κ)(k)|k|α
(2|k|) 12
, (2.5)
where χ[σ,κ)(k) := 1B′σ(k)χκ(k), Br := { k ∈ R3 | |k| < r } and B′r = R3\Br. By the Kato-Rellich theorem, HP and
HP,σ are self-adjoint operators on D(HP,free).
As our analysis concerns the bottom of the spectrum of the fiber Hamiltonians, let us define
EP := inf σ(HP), EP,σ := inf σ(HP,σ), (2.6)
where σ denotes the spectrum. Since the model is non-relativistic, we are interested in small values of the total
momentum P for which the electron moves slower than the photons. For this reason we consider P from the set
S := { P ∈ R3 | |P| < Pmax } (2.7)
for Pmax = 1/3. Since we work in the weak coupling regime, we fix some sufficiently small λ0 > 0, specified
in Theorem 2.1, and restrict attention to |λ| ∈ (0, λ0].
In the following theorem, which is our main result, we collect the results concerning EP, EP,σ and the
corresponding ground state vector ψˇP,σ which are needed in the scattering theory of two electrons in [DP12].
Theorem 2.1. Fix 0 ≤ α ≤ 1/2 and let Pmax = 1/3. Then there exists λ0 > 0 s.t. for all |λ| ∈ (0, λ0] and
P ∈ S := BPmax the following statements hold:
(a) For σ ∈ (0, κ], EP,σ is a simple eigenvalue corresponding to a normalized eigenvector ψˇP,σ, whose phase
is fixed in Definition 5.2 below. S ∋ P 7→ EP,σ is analytic and strictly convex, for all σ ∈ (0, κ]. Moreover,
for some 0 < δλ0 < 1/4, specified below
|∂β1
P
EP,σ| ≤ c, |∂β2P EP,σ| ≤ c, |∂
β3
P
EP,σ| ≤ c/σδλ0 (2.8)
‖∂β
P
ψˇP,σ‖ ≤ c/σδλ0 (2.9)
for multiindices βi, β s.t. |βi| = i and 0 < |β| ≤ 2.
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(b) For σ ∈ (0, κ] the estimate
|EP − EP,σ| ≤ cσ (2.10)
holds true. Moreover, S ∋ P 7→ EP is twice continuously differentiable and strictly convex.
(c) For α > 0, EP is a simple eigenvalue corresponding to a normalized eigenvector ψˇP. Moreover, for a
suitable choice of the phase of ψˇP and σ ∈ (0, κ]
‖ψˇP − ψˇP,σ‖ ≤ c(α)−1/2σα. (2.11)
The constant c above is independent of σ, P, λ, α within the assumed restrictions. Clearly, all statements
above remain true after replacing λ0 by some λ˜0 ∈ (0, λ0]. The resulting function λ˜0 7→ δλ˜0 can be chosen s.t.
limλ˜0→0 δλ˜0 = 0.
We give the proof of this theorem in the last part of Section 5. The most innovative statements are the bound
on the third derivative of EP,σ in (2.8) and on the first and second derivative of ψˇP,σ in (2.9). Other items have
already been established in the Nelson model or in similar models: The fact that S ∋ P 7→ EP, S ∋ P 7→ EP,σ
are twice continuously differentiable and convex has been shown in non-relativistic and semi-relativistic QED
in [FP10, KM12, BCFS07] and in the Nelson model with a slightly different form-factor in [AH12]. The bound
in (2.10) can be extracted from [Pi03]. The first statement in (a) has been established already in [Fr74]. Part (c)
is implicit in [Pi03].
It turns out that the regularity of the vector ψˇP,σ, established in Theorem 2.1, is not sufficient for scattering
theory of two electrons. One also needs analogous bounds for the wave functions { f q
P,σ
}q∈N0 of ψˇP,σ. Although
these estimates are thoroughly discussed and proven in a companion paper [DP17.1], we state them here as
they constitute an interesting corollary of Theorem 2.1.
Clearly, each f
q
P,σ
is a square-integrable function symmetric in q variables from R3. We introduce the
following auxiliary functions:
g
q
σ(k1, . . . , kq) :=
q∏
i=1
cλχ[σ,κ∗)(ki)|ki |α
|ki|3/2
, κ∗ := (1 − ε0)−1κ, (2.12)
for some 0 < ε0 < 1, where c is a positive constant independent of q, σ, P and λ within the restrictions specified
above. Next, we introduce the notation
Ar1,r2 := { k ∈ R3 | r1 < |k| < r2 }, (2.13)
where 0 ≤ r1 < r2. Now we are ready to state the required properties of the functions f qP,σ:
Theorem 2.2. Fix 0 ≤ α ≤ 1/2, σ > 0, and let Pmax = 1/3. Then there exists λ0 > 0 s.t. for all P ∈ S = BPmax ,
λ ∈ (0, λ0] there holds:
(a) Let { f q
P,σ
}q∈N0 be the q-particle components of ψˇP,σ and let A
×q
σ,κ be defined as the Cartesian product of
q copies of the closure of the set Aσ,κ introduced in (2.13). Then, for any P ∈ S , the function f qP,σ is
supported inA×qσ,κ.
(b) The function
S ×A×qσ,∞ ∋ (P; k1, . . . , kq) 7→ f qP,σ(k1, . . . , kq) (2.14)
is twice continuously differentiable and extends by continuity, together with its derivatives, to the set
S ×A×qσ,∞.
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(c) For any multiindex β, 0 ≤ |β| ≤ 2, the function (2.14) satisfies
|∂β
kl
f
q
P,σ
(k1, . . . , kq)| ≤
1√
q!
|kl|−|β|gqσ(k1, . . . , kq), (2.15)
|∂β
P
f
q
P,σ
(k1, . . . , kq)| ≤ 1√
q!
(
1
σδλ0
)|β|
g
q
σ(k1, . . . , kq), (2.16)
|∂Pi′∂ki
l
f
q
P,σ
(k1, . . . , kq)| ≤
1√
q!
1
σδλ0
|kl|−1gqσ(k1, . . . , kq), (2.17)
where the function λ˜0 7→ δλ˜0 has the properties specified in Theorem 2.1 and g
q
σ is defined in (2.12).
We give the proof of Theorem 2.2 in a companion paper [DP17.1]. Parts (a), (b) and estimate (2.15) in
(c) can be extracted from [Fr73, Fr74, Fr] or proven using the methods from these papers. Estimate (2.16)
for |β| = 1 and (2.17) rely on the standard formula for the ground state wave functions from [Fr73, Fr74]
combined with the spectral ingredient (1.3). This latter ingredient is relatively well established in models of
non-relativistic QED [FP10, KM12] and proven for the Nelson model in the present paper (see Theorem 4.1
below). The key new result in Theorem 2.2 is the bound (2.16) for |β| = 2 which requires a novel, ‘infrared
safe’ formula for the wave functions, derived in [DP17.1] by solving a non-commutative recurrence relation.
This new formula is then combined with the spectral ingredient (1.6) which is the main technical result of the
present paper (see Theorem 4.3 below).
The infrared regular case (i.e. 0 < α ≤ 1/2) is meanwhile relatively well understood (see e.g. [GH09,
FFS14]). It is likely that in this situation the results from Theorems 2.1, 2.2 could be strengthened and their
proofs simplified. While this would suffice for scattering of two electrons in the infrared regular Nelson model,
described in [DP12], it would not help to control collisions of two infraparticles, which is the goal of this
project. In this context the iterative analytic perturbation theory, which we use and further develop in this
paper, appears to be the optimal approach.
Standing assumptions and conventions:
1. We denote by c, c′, c′′ numerical constants which may change from line to line. These constants are
universal in the sense that are independent of σ, P, λ, α, ǫ, within the assumed restrictions.
2. Upper or lower indices i, i′, iˆ, iˆ′ = 1, 2, 3 denote components of vectors in R3.
3. We denote by 〈ψ1, ψ2〉 the scalar product of two vectors ψ1, ψ2 in a Hilbert space.
4. The contour integrals are oriented counterclockwise. Moreover, we use the convention
− 1
2πi
∮
γ
≡
∮
γ
for a contour γ. With this convention
∮
γ
dz/z = −1 if γ is a circle centered at zero.
5. The symbol Br denotes the set { k ∈ R3 : |k| < r }.
6. χr ∈ C∞0 (R3) is a function which is rotationally invariant, non-increasing in the radial direction, supported
in Br and equal to one on B(1−ε0)r, for some fixed 0 < ε0 < 1.
7. The symbol
∫ˆ r2
r1
d3k stands for
∫
Br2\Br1
d3k χκ(k)|k|α, where κ = 1 is the UV cut-off.
8. The symbol
∫¯ r2
r1
d3k stands for
∫
Br2\Br1
d3k χκ(k)
2|k|2α.
9. We set σn := κǫ
n, where n ∈ N0 and 0 < ǫ ≤ 12 , κ = 1.
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10. We set A|n−1n := Aσn,σn−1 = { k ∈ R3 |σn < |k| < σn−1 }.
11. The symbol
∫ˆ
(A|n−1n )×md
3mk stands for
∫
Bσn−1\Bσn
d3k1 . . .
∫
Bσn−1\Bσn
d3km χκ(k1)|k1 |α . . . χκ(km)|km|α.
12. The symbol
∫¯
(A|n−1n )×md
3mk stands for
∫
Bσn−1\Bσn
d3k1 . . .
∫
Bσn−1\Bσn
d3km χκ(k1)
2|k1|2α . . . χκ(km)2|km|2α.
13. If X ≤ cY , we will write X = O(Y). If, furthermore, Y ≤ c′Z we will write X = O(Y) = O(Z).
14. The symbol N0 stands for N ∪ {0}.
3 Preliminaries
3.1 Hamiltonians and their ground states
This subsection concerns the ground states of physical, transformed and intermediate Hamiltonians, defined by
formulas (3.2), (3.16) and (3.17), respectively. One reason for introducing the transformed Hamiltonians is that
their ground states exist in the limit σ → 0 (cf. Corollary 5.1 below.)
First, we introduce a sequence of infrared cut-offs
σn := κǫ
n, n ∈ N0, 0 < ǫ ≤
1
2
(3.1)
and the corresponding cut-off Hamiltonians at fixed total momentum and fixed ultraviolet cut-off κ = 1, i.e.,
HP,σn =
(P − Pf)2
2
+ λ
ˆ∫ κ
σn
d3k
1√
2|k| {b(k) + b
∗(k)} + Hf . (3.2)
We will also write HP,n := HP,σn and EP,n := EP,σn . Since we work in the low-coupling regime, we will always
assume that |λ| ∈ (0, λ0]. Furthermore, we assume that ǫ ∈ (0, ǫ0] for some 0 < ǫ0 ≤ 1/2. The maximal
values λ0, ǫ0 will be reduced in the course of the argument, but will remain non-zero and depend only on
universal constants. (Until the end of Section 3 we will have ǫ0 = 1/2, then this parameter will be decreased in
Theorems 4.1 and 4.3). At any stage of the paper it is assumed that λ0 and ǫ0 are choosen small enough so that
all the preceding results hold.
For n ∈ N0, we define the bosonic Fock spaces for m ≤ n
F := Γ
(
L2
(
R
3, d3k
))
, (3.3)
Fn := Γ
(
L2
(
R
3 \ Bσn , d3k
))
, (3.4)
F |mn := Γ
(
L2
(
Bσm \ Bσn , d3k
))
. (3.5)
In all these Fock spaces we shall use the same symbol Ω to denote the vacuum vector. Clearly, Fn = Fn−1 ⊗
F |n−1n . For a vector ψ in Fn−1 and an operator O on Fn−1 we shall use the same symbol to denote the vector
ψ⊗Ω in Fn and the operator O ⊗ 1F |n−1n on Fn, respectively, where 1F |n−1n is the identity operator on F |n−1n (e.g.,∫ˆ κ
κǫn−1d
3k b(k) ↿ Fn ≡
∫ˆ κ
κǫn−1d
3k b(k) ⊗ 1F |n−1n ). For a given operator A on F we set ‖A‖Fn := ‖A ↿ Fn‖. The
Hamiltonians HP,n act on the Hilbert space F .
Proposition 3.1, stated below, provides a basis for our investigation. This result is standard, but in the
available literature (see [Pi03, BDP12, CFP09, KM12]) there are differences in terms of models and ranges of
parameters. Thus to make our work accessible to non-experts we provide a rather detailed proof in Appendix A.
Some intermediate results from Appendix A will also be used at later stages of our discussion (e.g., estimate
(A.26) enters into the proof of the resolvent bound (3.50) below).
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Proposition 3.1. Let |P| ≤ Pmax = 1/3, |λ| ∈ (0, λ0], ǫ ∈ (0, 1/2] and |λ| ≤ ǫ2. Then, for all n ∈ N0 the resolvent
(HP,n− z)−1 ↿ Fn is well-defined in (1/16)σn ≤ |EP,n−1− z| ≤ (1/3)σn. Furthermore, the Hamiltonian HP,n ↿ Fn
has a unique (unnormalized) ground state vector ψP,n, and the corresponding ground state energy coincides
with EP,n := inf σ(HP,n ↿ F ). ψP,n is defined iteratively from ψP,0 ≡ Ω by the following relation valid for n ≥ 1,
ψP,n :=
∮
γP,n
dwn
HP,n − wn
ψP,n−1, γP,n :=
{
wn ∈ C
∣∣∣ |wn − EP,n−1| = σn
3
}
. (3.6)
The following properties hold true: The function S ∋ P 7→ EP,n is analytic for any fixed n ∈ N0. Moreover,
EP−k,n − EP,n ≥ −
(
1
3
+ c|λ|
)
|k|, k ∈ R3, (3.7)
|∇EP,n| ≤ 1
3
+ c|λ|, (3.8)
EP,n ≤ EP,n−1, (3.9)
|EP,n−1 − EP,n| ≤ c∆Eλ2σn−1, (3.10)
Gap (HP,n ↿ Fn) := inf
φ⊥ψP,n ,φ∈Fn
〈 φ‖φ‖ , (HP,n − EP,n)
φ
‖φ‖ 〉 ≥
σn
3
, (3.11)
Gap (HP,n−1 ↿ Fn) ≥ σn
2
, (3.12)
where c, c∆E are universal constants.
Remark 3.2. It is clear from the above proposition that formula (3.6) implies
ψP,n =
∮
γP,n+1
dwn+1
HP,n − wn+1
ψP,n−1, (3.13)
as we modified the contour within the region of holomorphy. This variant will be more convenient for applica-
tions in this paper.
Next, we introduce the transformed Hamiltonians and some related formulas that will be needed in Lemma 3.11
and for the proof of Theorem 4.1. These definitions have been introduced in [Pi03].
Definition 3.3. Let us introduce the Weyl operators:
WP,n := exp(−λ
ˆ∫ κ
σn
d3k√
2|k| 32αP,n(kˆ)
{b(k) − b∗(k)}), (3.14)
W˜P,n := exp(−λ
ˆ∫ κ
σn
d3k√
2|k| 32αP,n−1(kˆ)
{b(k) − b∗(k)}) , (3.15)
where αP,n(kˆ) := (1 − kˆ · ∇EP,n). The transformed Hamiltonians and the intermediate Hamiltonians are given
by
HWP,n := WP,nHP,nW
∗
P,n, (3.16)
HˆWP,n := W˜P,nHP,nW˜
∗
P,n = W˜P,nW
∗
P,nH
W
P,nWP,nW˜
∗
P,n , (3.17)
respectively. The equalities are meant on D(HP,n) = D(HP,free) which is invariant under W
∗
P,n
, W˜∗
P,n
[Fr77].
(Equalities of unbounded operators in the remaining part of this section are meant on D(HP,free) unless stated
otherwise).
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Now we recall an iterative construction of ground states of the modified and transformed Hamiltonians
from [Pi03].
Corollary 3.4. Let |P| ≤ Pmax = 1/3, |λ| ∈ (0, λ0], ǫ ∈ (0, 1/2] and |λ| ≤ ǫ2. The ground state vectors φP,n and
φˆP,n of the Hamiltonians H
W
P,n
and HˆW
P,n
, respectively, are iteratively defined by
φˆP,n :=
∮
γP,n+1
dwn+1
HˆW
P,n
− wn+1
φP,n−1, φP,n := WP,nW˜∗P,nφˆP,n, φP,0 := Ω. (3.18)
They satisfy
|∇EP,n−1 − ∇EP,n| ≤ c1[λ2σn−1 + ‖
φˆP,n
‖φˆP,n‖
− φP,n−1‖φP,n−1‖
‖]. (3.19)
Proof. The contour integral in expression (3.18) is well defined by Proposition 3.1 and (3.13). Estimate (3.19),
which follows from the proof of Lemma A.2 of [Pi03], is verified in Lemma D.5. 
3.2 Shift of the cut-off from σn−1 to σn
In Subsection 3.1 we studied how the ground state energy EP,n and the ground state vectors ψP,n, φP,n, φˆP,n
behave under the change of the infrared cut-off by one step. In this subsection we determine the behaviour of
various relevant operator quantities. The most important relations are (3.25), (3.36), (3.40). We start with a
simple computational result.
Lemma 3.5. [Pi03] The transformed Hamiltonian has the form
HWP,n =
Γ2
P,n
2
+
∫
d3k αP,n(k)|k|b∗(k)b(k) + cσnP , (3.20)
where
ΓP,n := ΠP,n −
〈WP,nψP,n, ΠP,nWP,nψP,n〉
〈ψP,n, ψP,n〉
= ∇EP,n −WP,n(P − Pf)W∗P,n, (3.21)
ΠP,n := Pf − λ
ˆ∫ κ
σn
d3k k√
2|k| 32αP,n(kˆ)
{b(k) + b∗(k)}, (3.22)
c
σn
P
:=
P2
2
− 1
2
(P − ∇EP,n)2 − λ2
¯∫ κ
σn
d3k
2|k|2αP,n(kˆ)
. (3.23)
Furthermore, 〈φP,n, ΓP,nφP,n〉 = 0.
In Lemma 3.6 we will consider a new contour, namely
γ˜P,n := { zn ∈ C |Re zn = EP,n−1 + σn
3
}, (3.24)
which appears in the statements of Theorems 4.1 and 4.3. We stress that while the former theorem could be
proven with the standard contour γP,n, this does not seem to be the case for the latter theorem. The following
expansion is used in the first step of the proof of Theorem 4.1 and 4.3 .
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Lemma 3.6. [Pi03] For |P| ≤ Pmax = 1/3, |λ| ∈ (0, λ0], ǫ ∈ (0, 1/2] and |λ| ≤ ǫ4 the resolvent of the
intermediate Hamiltonian (3.17) satisfies
1
HˆW
P,n
− zn+1
=
1
HW
P,n−1 + ∆cP|n−1n − zn+1
∞∑
j=0
{−HWI |n−1n
1
HW
P,n−1 + ∆cP|n−1n − zn+1
} j, (3.25)
for zn+1 ∈ γP,n+1 ∪ γ˜P,n+1, where the equality is understood on Fn and
HWI |n−1n :=
1
2
(ΓP,n−1 · (L|n−1n + I|n−1n ) + h.c.) +
1
2
(L|n−1n + I|n−1n )2, (3.26)
L|n−1n := −λ
ˆ∫ σn−1
σn
d3k
k(b(k) + b∗(k))√
2|k|3/2αP,n−1(kˆ)
, (3.27)
I|n−1n := λ2
∫¯ σn−1
σn
d3k
k
2|k|3[αP,n−1(kˆ)]2
, (3.28)
∆cP|n−1n := −λ2
∫¯ σn−1
σn
d3k
2|k|2αP,n(kˆ)
. (3.29)
Remark 3.7. We warn the reader that HW
I
|n−1n depends on P, although this is not reflected by our notation.
Proof. By a standard computation we obtain HˆW
P,n
= HW
P,n−1 + ∆cP|n−1n + HWI |n−1n . The convergence of the series
follows from estimate (3.51) below. Also the restriction |λ| ≤ ǫ4 enters via this estimate. 
The following two lemmas are obtained again by standard computations. We remark that formula (3.31) below
enters into the proof of estimate (3.19) in Lemma D.5.
Lemma 3.8. [Pi03] We recall that ΠP,n is given by (3.22) and define
ΠˆP,n := W˜P,nW
∗
P,nΠP,nWP,nW˜
∗
P,n. (3.30)
There holds
ΠˆP,n − ΠP,n−1 = L|n−1n + λ2
¯∫ σn−1
σn
d3k
k(α2
P,n
(kˆ) − α2
P,n−1(kˆ))
2|k|3α2
P,n−1(kˆ)α
2
P,n
(kˆ)
. (3.31)
Lemma 3.9. [Pi03] We recall that ΓP,n is given by (3.21). We define
ΓˆP,n := W˜P,nW
∗
P,nΓP,nWP,nW˜
∗
P,n, (3.32)
∆ΓP|n−1n := ΓˆP,n − ΓP,n−1, (3.33)
∆′ΓP|n−1n := −∇EP,n−1 + ∇EP,n +L|n−1n . (3.34)
There holds
∆ΓP|n−1n = ∆′ΓP|n−1n + I|n−1n , (3.35)
or, in other words,
ΓˆP,n − ΓP,n−1 = −∇EP,n−1 + ∇EP,n +L|n−1n + I|n−1n . (3.36)
The reader should note that the difference ΓˆP,n − ΓP,n−1 in formula (3.36) is controlled by the difference
−∇EP,n−1 + ∇EP,n, which in turn depends on φˆP,n − φP,n−1 via estimate (3.19). These relations will be used
in the proof of Theorem 4.1 and 4.3.
In the last lemma of this subsection we analyse the ground state projections. This information will be used
in the first step of the proof of Theorem 4.3.
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Lemma 3.10. Recall from Remark A.8 that the ground state eigenvector of HP,n (defined on F ) is ψ(∞)P,n =
ψP,n ⊗Ω in F = Fn ⊗ F |n∞. We define the following projections on F
Q¯P,n :=
|ψ(∞)
P,n
〉〈ψ(∞)
P,n
|
‖ψ(∞)
P,n
‖2
, Q¯⊥P,n = 1 − Q¯P,n, (3.37)
QP,n := WP,nQ¯P,nW
∗
P,n, Q
⊥
P,n = 1 − QP,n, (3.38)
QˆP,n := W˜P,nW
∗
P,nQP,nWP,nW˜∗P,n, Qˆ⊥P,n = 1 − QˆP,n. (3.39)
Q¯P,n,QP,n, QˆP,n leave Fm invariant for m ≥ n. Furthermore, for |P| ≤ Pmax = 1/3, |λ| ∈ (0, λ0], ǫ ∈ (0, 1/2] and
|λ| ≤ ǫ4 there holds the following equality on Fn
Qˆ⊥P,n = Q
⊥
P,n−1 −
∮
γP,n+1
dwn+1
1
HW
P,n−1 + ∆cP|n−1n − wn+1
∞∑
j=1
{−HWI |n−1n
1
HW
P,n−1 + ∆cP|n−1n − wn+1
} j. (3.40)
Proof. Making use of Lemma 3.6, we write on Fn
Qˆ⊥P,n := W˜P,nW
∗
P,nQ⊥P,nWP,nW˜∗P,n
= 1 −
∮
γP,n+1
dwn+1
HˆW
P,n
− wn+1
= 1 −
∮
γP,n+1
dwn+1
1
HW
P,n−1 + ∆cP|n−1n − wn+1
∞∑
j=0
{−HWI |n−1n
1
HW
P,n−1 + ∆cP|n−1n − wn+1
} j. (3.41)
We conclude the proof by noting that on Fn
1 −
∮
γP,n+1
dwn+1
1
HW
P,n−1 + ∆cP|n−1n − wn+1
= 1 − (|ψP,n−1〉 ⊗ |Ω〉)(〈ψP,n−1| ⊗ 〈Ω|)‖ψP,n−1 ⊗Ω‖2
= Q⊥P,n−1. (3.42)
Here we need that the resolvent is well defined and the contour −∆cP|n−1n + γP,n+1 encloses no spectral point of
HW
P,n−1 except for the ground state energy. Since |∆cP|n−1n | ≤ cλ2σn−1, |EP,n−1−EP,n| ≤ c∆Eλ2σn−1, |wn+1−EP,n| =
σn+1
3
, and Gap (HP,n−1 ↿ Fn) ≥ σn2 , this can be achieved, uniformly in n, by choosing λ0 sufficiently small. Now
the first equality in (3.42) follows from Lemma A.7. 
3.3 Standard resolvent bounds
In this subsection we collect some standard bounds on the quantities introduced above which will be heavily
used in the proofs of Theorems 4.1 and 4.3. The proof of the following lemma is given in Appendix B.
Lemma 3.11. Define
HW+P,n−1 := H
W
P,n−1 + ∆cP|n−1n , (3.43)
(HWI |n−1n )mix :=
1
2
(
ΓP,n−1 · (L|n−1n + I|n−1n ) + h.c.
)
, (3.44)
∆(HWI |n−1n )mix := (HWI |n−1n )mix − (L|n−1n + I|n−1n ) · ΓP,n−1
=
3∑
i=1
1
2
[(ΓP,n−1)i, (L|n−1n )i], (3.45)
(HWI |n−1n )quad := HWI |n−1n − (HWI |n−1n )mix =
1
2
(L|n−1n + I|n−1n )2. (3.46)
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Let |P| ≤ Pmax = 1/3, |λ| ∈ (0, λ0], ǫ ∈ (0, 1/2] and |λ| ≤ ǫ4. Then, for zn+1 ∈ γ˜P,n+1 ∪ γP,n+1, the following
estimates hold true for universal constants c0, c2, c3, c4:
‖ 1
HW+
P,n−1 − zn+1
‖Fn ≤
c0
σn+1
, (3.47)
‖ 1
HW+
P,n−1 − zn+1
(ΓP,n−1)i‖Fn ≤
c0
σn+1
, (3.48)
‖ 1
HW+
P,n−1 − zn+1
(I|n−1n )i‖Fn ≤ c2|λ|
1
2 , (3.49)
‖ 1
HW+
P,n−1 − zn+1
(L|n−1n )i‖Fn ≤ c2|λ|
1
2 , (3.50)
‖ 1
HW+
P,n−1 − zn+1
(HWI |n−1n )‖Fn ≤ c2|λ|
1
2 , (3.51)
‖ 1
HW+
P,n−1 − zn+1
(HWI |n−1n )quad‖Fn ≤ c3|λ|σn−1, (3.52)
‖ 1
HW+
P,n−1 − zn+1
∆(HWI |n−1n )mix‖Fn ≤ c4|λ|
1
2σn−1. (3.53)
All estimates are uniform in zn+1 within the specified restrictions. The estimate in (3.50) still holds after replac-
ing (L|n−1n )i with its creation or annihilation parts (L|n−1n )(±)i . The estimate in (3.49) can readily be improved to
c2|λ|3/2 (cf. (B.11)), but it will be convenient to have the same bound in (3.49)–(3.51).
Remark 3.12. It will be convenient to assume in the following that
|EP,n−1 − EP,n| ≤
1
20
σn+1, (3.54)
|∆cP|n−1n | ≤
1
20
σn+1. (3.55)
By (3.29) and (3.10) this can be ensured by reducing λ0 and using |λ| ≤ ǫ4. Furthermore, we require that
c2|λ0|1/2 ≤ 1/2, c0c2|λ0|1/4 ≤ 1/2, (3.56)
where c0, c2 are universal constants appearing in Lemma 3.11. This is needed, in particular, in (C.3) below.
3.4 Direct integral representations
In this subsection we introduce direct integral representations of transformed Hamiltonians which simplify the
proof of Theorem 4.1 and are crucial for the proof of Theorem 4.3. The relevance of such representations for
iterative analytic perturbation theory was noticed in [KM12] (see e.g. Step 1 of proof of Lemma 6.1 of this
reference).
Let us first introduce the following auxiliary Hamiltonians, acting on the Hilbert space F , for k1, . . . , km s.t.
σn ≤ |kℓ | ≤ σn−1 and n ≥ 1:
[HW+P,n−1]k1,...,km := H
W+
P,n−1 +
m∑
ℓ=1
(kℓ · ΓP,n−1 + αP,n−1(kˆℓ)|kℓ|) +
(
∑m
ℓ=1 kℓ)
2
2
(3.57)
= WP,n−1HP−∑mℓ=1 kℓ ,n−1W∗P,n−1 + ∆cP|n−1n +
m∑
ℓ=1
|kℓ|, (3.58)
12
where the step from (3.57) to (3.58) uses (3.16), (3.21), and (3.43).
To exhibit the geometric meaning of these Hamiltonians we recall that Fn = Fn−1 ⊗ F |n−1n and F |n−1n
is the direct sum of m-particle subspaces (F |n−1n )(m), m ≥ 0. We have (F |n−1n )(1) := L2(A|n−1n , d3k) and
(F |n−1n )(m) := L2s ((A|n−1n )×m, d3mk), where the subscript s denotes symmetric subspace. Thus we have the
standard identifications
Fn−1 ⊗ (F |n−1n )(1) ≃
∫ ⊕
A|n−1n
d3kFn−1, (3.59)
Fn−1 ⊗ (F |n−1n )(m) ≃
[ ∫ ⊕
(A|n−1n )×m
d3mkFn−1
]
s
, (3.60)
where [. . .]s denotes the subspace of symmetric sections. In these terms we can write (e.g. in the sense of
functional calculus)
HW+P,n−1 ↿ (Fn−1 ⊗ (F |n−1n )(m)) ≃
∫ ⊕
(A|n−1n )×m
d3mk
(
[HW+P,n−1]k1 ,...,km ↿ Fn−1
)
, (3.61)
ΓP,n−1 ↿ (Fn−1 ⊗ (F |n−1n )(m)) ≃
∫ ⊕
(A|n−1n )×m
d3mk
(
(ΓP,n−1 +
m∑
ℓ=1
kℓ) ↿ Fn−1
)
. (3.62)
To justify (3.61) for m = 1 it suffices to write
HW+P,n−1 ↿ (Fn−1 ⊗ (F |n−1n )(1))
= WP,n−1
(
1
2
(
P − Pf |0n−1 ⊗ 1 − 1 ⊗ k|n−1n
)2
+ Hf |0n−1 ⊗ 1 + 1 ⊗ |k| |n−1n + λΦ|0n−1⊗1 + 1⊗∆cP|n−1n
)
W∗P,n−1,
(3.63)
where k|n−1n , |k| |n−1n are multiplication operators on L2(A|n−1n , d3k) and Φ|0n−1,Hf |0n−1, Pf |0n−1 are defined in (A.1)-
(A.3). The case m > 1 is treated analogously.
Example. To illustrate the above definitions we write the direct integral representation of the following expres-
sion which appears in Lemma 4.14 below:
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(L|n−1n )(+)i′ φP,n−1 (3.64)
≃ −λ
∫ˆ ⊕
A|n−1n
d3k√
2|k|3/2
ki′
αP,n−1(kˆ)
1
[HW+
P,n−1]k − zn+1
(ΓP,n−1 + k)i
1
[HW+
P,n−1]k − z′n+1
φP,n−1, (3.65)
where zn+1, z
′
n+1
∈ γ˜P,n+1 and we used definition (3.27):
(L|n−1n )(+)i′ := −λ
∫ˆ
A|n−1n
d3k√
2|k|3/2
ki′
αP,n−1(kˆ)
b∗(k). (3.66)
By standard properties of direct integrals, we also have
‖(3.64)‖ = |λ|
(∫¯
A|n−1n
d3k
2|k|3
k2
i′
αP,n−1(kˆ)2
‖ 1
[HW+
P,n−1]k − zn+1
(ΓP,n−1 + k)i
1
[HW+
P,n−1]k − z′n+1
φP,n−1‖2
)1/2
. (3.67)
There is a different way to do the above computations, which we only sketch, as it will not be used in the
following. Considering that for σn ≤ |k| ≤ σn−1
1
HW+
P,n−1 − zn+1
b∗(k) = b∗(k)
1
[HW+
P,n−1]k − zn+1
, ΓP,n−1b∗(k) = b∗(k)(ΓP,n−1 + k), (3.68)
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and referring to definition (3.66), we can simply commute (L|n−1n )(+)i′ to the left in (3.64), obtaining
(3.64) = −λ
∫ˆ
A|n−1n
d3k√
2|k|3/2
ki′
αP,n−1(kˆ)
b∗(k)
1
[HW+
P,n−1]k − zn+1
(ΓP,n−1 + k)i
1
[HW+
P,n−1]k − z′n+1
φP,n−1. (3.69)
This gives (3.67) by an obvious computation using [b(k), b∗(k′)] = δ(k − k′) and b(k)φP,n−1 = 0 for σn ≤ |k| ≤
σn−1. We remark that (3.65) can be seen as a rigorous implementation of (3.69).
In the following lemma we collect the relevant properties of [HW+
P,n−1]k1 ,...,km . We recall that they are under-
stood as operators on F .
Lemma 3.13. Suppose that |P| ≤ Pmax = 1/3, |λ| ∈ (0, λ0], ǫ ∈ (0, 1/2] and |λ| ≤ ǫ4. Then, for σn ≤
|k1|, . . . , |km| ≤ σn−1, n ∈ N and zn+1 ∈ γP,n+1 ∪ γ˜P,n+1
‖ 1
[HW+
P,n−1]k1 ,...,km − zn+1
‖ ≤ c|k1| + · · · + |km|
, (3.70)
‖ 1
[HW+
P,n−1]k1 ,...,km − zn+1
(ΓP,n−1)i‖ ≤
cm
|k1| + · · · + |km|
. (3.71)
Furthermore, for any φ ∈ Fn
‖ 1
[HW+
P,n−1]k1 ,...,km − zn+1
Q⊥P,n−1(ΓP,n−1)iφ‖ ≤ cm‖Q⊥P,n−1
1
HW+
P,n−1 − zn+1
(ΓP,n−1)iφ‖, (3.72)
where the r.h.s. is well defined by (3.48).
Proof. We treat only the case of zn+1 ∈ γ˜P,n+1 as the case of circle contours is analogous and simpler. Making
use of representation (3.58), we estimate
[HW+P,n−1]k1 ,...,km − Re zn+1 = WP,n−1(HP−∑mℓ=1 kℓ ,n−1 − EP−∑mℓ=1 kℓ ,n−1)W∗P,n−1
+(EP−∑mℓ=1 kℓ ,n−1 − EP,n−1) + (EP,n−1 − EP,n)
+(EP,n − Re zn+1) + ∆cP|n−1n +
m∑
ℓ=1
|kℓ |
≥ −(1/3 + c|λ|)∣∣∣ m∑
ℓ=1
kℓ
∣∣∣ − (1/3 + 1/10)σn+1 + m∑
ℓ=1
|kℓ|
≥ −(1/3 + c|λ|) m∑
ℓ=1
|kℓ| + (1/2)
m∑
ℓ=1
|kℓ|
+(1/2)(
m∑
ℓ=1
|kℓ |) − (1/2)(1/3 + 1/10)(1/m)(
m∑
ℓ=1
|kℓ|) ≥ c′(
m∑
ℓ=1
|kℓ|), (3.73)
for c′ > 0 and λ0 sufficiently small, both independent of m. Here we made use of Remark A.8, which tells
us that EP−∑m
ℓ=1 kℓ ,n−1 is the infimum of the spectrum of HP−
∑m
ℓ=1 kℓ ,n−1 over the full Fock space F . (Therefore
the norms in (3.70), (3.71) can be taken over F ). Furthermore, in (3.73) we used Proposition 3.1, restrictions
(3.54), (3.55) and σn+1 ≤ (1/2)σn ≤ (1/2)(1/m)
∑m
ℓ=1 |kℓ |. This gives the estimate in (3.70).
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Now we consider the bound in (3.71). We recall that by assumption σn ≤ |kℓ| ≤ σn−1 ≤ 1. Then, making
use of (3.58), (3.70) and |∇EP,n| ≤ 13 + c|λ| we have, setting A(zn+1) := HP−∑mℓ=1 kℓ ,n−1+∆cP|n−1n +∑mℓ=1 |kℓ| − zn+1,∥∥∥ 1
[HW+
P,n−1]k − zn+1
(ΓP,n−1)i
∥∥∥ = ∥∥∥A(zn+1)−1(−(P − Pf) + ∇EP,n)i∥∥∥
≤
∥∥∥A(zn+1)−1(P − m∑
ℓ=1
kℓ − Pf)i
∥∥∥ + O(m( m∑
ℓ=1
|kℓ |
)−1)
≤ c
∥∥∥A(zn+1)−1HP−∑m
ℓ=1 kℓ ,free
A(z¯n+1)
−1∥∥∥1/2 + O(m( m∑
ℓ=1
|kℓ|
)−1)
≤ c
∥∥∥A(zn+1)−1HP−∑m
ℓ=1 kℓ ,n−1A(z¯n+1)
−1∥∥∥1/2 + O(m( m∑
ℓ=1
|kℓ|
)−1)
, (3.74)
where in the last step we made use of Lemma A.3 and again of (3.70). By writing HP−∑mℓ=1 kℓ ,n−1 = A(zn+1) −
(∆cP|n−1n +
∑m
ℓ=1 |kℓ | − zn+1), considering separately the case |Im zn+1| ≤ 1 and |Im zn+1| ≥ 1, and making use
again of (3.70) we conclude the proof of (3.71).
To show estimate (3.72), we apply the resolvent expansion truncated at first order using representation (3.57)
of the Hamiltonian
1
[HW+
P,n−1]k1 ,...,km − zn+1
=
1
HW+
P,n−1 − zn+1
+
1
[HW+
P,n−1]k1 ,...,km − zn+1
[
−
m∑
ℓ=1
(
kℓ · ΓP,n−1 + αP,n−1(kˆℓ)|kℓ |
) − 1
2
( m∑
ℓ=1
kℓ
)2] 1
HW+
P,n−1 − zn+1
.
(3.75)
Now, using the bounds (3.70), (3.71) and the constraint σn ≤ |kℓ| ≤ σn−1 ≤ 1, we obtain
‖ 1
[HW+
P,n−1]k1 ,...,km − zn+1
Q⊥P,n−1(ΓP,n−1)iφ‖ ≤ cm‖Q⊥P,n−1
1
HW+
P,n−1 − zn+1
(ΓP,n−1)iφ‖. (3.76)
This concludes the proof of (3.72) and of the lemma. 
3.5 Maximal modulus principle arguments
We recall the standard maximal modulus principle:
Theorem 3.14. Let f be a holomorphic function of m complex variables with a bounded region of holomorphy
O ⊂ Cm, which extends by continuity to the boundary ∂O. Then
sup
z∈O
| f (z)| = sup
z∈∂O
| f (z)|. (3.77)
Now we state a simple application:
Lemma 3.15. Let F be a Hilbert space valued function of m complex variables, holomorphic in
γ˜−P,n := { z := (z1, . . . , zm) ∈ Cm |Re zi < EP,n−1 + σn/3, i = 1, . . . ,m }, (3.78)
which extends by continuity to the closure of this region. Suppose furthermore that
lim
R→∞
sup
z∈C×m
R,n
‖F(z)‖ = 0, (3.79)
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where CR,n := { z ∈ C | z = EP,n−1 + σn/3 + Reiφ, φ ∈ [π/2, 3π/2] }. Then, for any z ∈ γ˜−P,n,
‖F(z)‖ ≤ sup
z′∈γ˜×m
P,n
‖F(z′)‖, (3.80)
where γ˜P,n is defined in (3.24).
Proof. For any ψ ∈ H with ‖ψ‖ = 1 consider fψ(z) := 〈ψ, F(z)〉. We note that we cannot apply Theorem 3.14
directly to fψ, because the region γ˜
−
P,n
is unbounded. Let OR,n ⊂ C be the bounded region limited by the line
γ˜P,n and the half-circle CR,n. Given z ∈ γ˜−P,n we choose R large enough so that z ∈ O×mR,n. Then, by (3.77)
| fψ(z)| ≤ sup
z′∈∂O×m
R,n
| fψ(z′)| ≤ max
{
sup
z′∈γ˜×m
P,n
| fψ(z′)|, sup
z′∈C×m
R,n
| fψ(z′)|
}
= sup
z′∈γ˜×m
P,n
| fψ(z′)| ≤ sup
z′∈γ˜×m
P,n
‖F(z′)‖, (3.81)
where in the third step we took R sufficiently large and used (3.79). Now (3.80) follows by taking supremum
over ψ. 
4 Main technical result
In this section we state and prove our main technical result, which is Theorem 4.3 below. To our knowledge
this result goes beyond the existing applications of iterative analytic perturbation theory. The proof relies on
Theorem 4.1 stated below, which is proven in Appendix C. We recall that results comparable to Theorem 4.1
were obtained in [FP10, KM12] for different models but the case of the Nelson model was left aside.
Theorem 4.1. Let |P| ≤ Pmax = 1/3. Then, for any δ, with 14 > δ > 0, there exist ǫ(δ) > 0 and λ0 ≡ λ0(ǫ(δ)) > 0
with the following property: For any ǫ ∈ (0, ǫ(δ)] and |λ| ∈ (0, λ0] s.t. |λ| ≤ ǫ8 we have:
i)
sup
zn+1∈γ˜P,n+1
‖ 1
HW
P,n
− zn+1
(ΓP,n)iφP,n ‖ ≤ 1
σδn
, i = 1, 2, 3, (4.1)
ii)
‖φˆP,n+1 − φP,n‖ ≤ |λ|
1
4σ1−δn , (4.2)
iii)
‖φP,n+1‖ ≥ 1 − 2
n∑
j=0
{|λ| 14σ
1
4
j
} ≥ 1
2
. (4.3)
Remark 4.2. Making use of the auxiliary bounds (3.54), (3.55), it is easy to see that for zn+1 ∈ γ˜P,n+1, zn+2 ∈
γ˜P,n+2 we have Re zn+2 − ∆cP|nn+1 ≤ Re zn+1. Given this, it is an immediate consequence of claim i) of Theo-
rem 4.1 and the maximal modulus principle (Lemma 3.15) that the first estimate below holds.
sup
zn+2∈γ˜P,n+2
‖ 1
HW+
P,n
− zn+2
(ΓP,n)iφP,n‖ ≤
1
σδn
, sup
zn+1∈γ˜P,n+1
‖ 1
HW+
P,n−1 − zn+1
(ΓP,n−1)iφP,n−1‖ ≤
1
σδ
n−1
. (4.4)
Here the gap estimate (3.11) and the fact that ΓP,nφP,n is orthogonal to φP,n ensured the holomorphy in the
relevant region. The second inequality above follows analogously (for n ≥ 1) from claim i) for n → n − 1 and
thus it can be used in the inductive proof of Theorem 4.1. (It is also useful in the proof of Theorem 4.3 below).
Alluding again to the maximal modulus principle, we can replace γ˜P,n+2, γ˜P,n+1 with γP,n+2, γP,n+1 in (4.4).
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It may be demanding for the reader to scrutinize the proof of the following theorem. We suggest that he/she
opens two copies of the paper on a large computer screen to have both the main line of the argument and the
relevant auxiliary lemmas and definitions simultaneously in front of his/her eyes.
Theorem 4.3. Let |P| ≤ Pmax = 1/3. Then, for any δ, with 14 > δ > 0, there exist ǫ∗(δ) > 0 and λ∗0 ≡ λ∗0(ǫ∗(δ)) >
0 with the following property: For any ǫ ∈ (0, ǫ∗(δ)] and |λ| ∈ (0, λ∗
0
] s.t. |λ| ≤ ǫ8 we have:
sup
zn+1,z
′
n+1
∈γ˜P,n+1
‖
Q⊥
P,n
HW
P,n
− zn+1
(ΓP,n)i
1
HW
P,n
− z′
n+1
(ΓP,n)i′φP,n‖ ≤ 1
σ2δn
. (4.5)
Remark 4.4. Obviously, we have λ∗
0
∈ (0, λ0] and ǫ∗(δ) ∈ (0, ǫ(δ)], where λ0 and ǫ(δ) are the values fixed in
Theorem 4.1.
The remaining part of this section is devoted to the proof of Theorem 4.3 which is divided into several
subsections. The inequality in (4.5) is manifestly true for n = 0 because (ΓP,0)iφP,0 = 0. Therefore we can
assume that (4.5) is fulfilled for n − 1 (n ≥ 1) and prove that, consequently, it holds for n. Our induction
hypothesis has the form
sup
zn,z
′
n∈γ˜P,n
‖
Q⊥
P,n−1
HW
P,n−1 − zn
(ΓP,n−1)i
1
HW
P,n−1 − z′n
(ΓP,n−1)i′φP,n−1‖ ≤
1
σ2δ
n−1
. (4.6)
Remark 4.5. Similarly as in (4.4), with the help of the maximal modulus principle (Lemma 3.15), inequal-
ity (4.6) implies an estimate which is more convenient in applications:
sup
zn+1,z
′
n+1
∈γP,n+1∪γ˜P,n+1
‖
Q⊥
P,n−1
HW
P,n−1 − zn+1
(ΓP,n−1)i
1
HW
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1‖ ≤ 1
σ2δ
n−1
. (4.7)
We also remark that in the following discussion zn+1, z
′
n+1
belong to γ˜P,n+1 (or to γP,n+1 ∪ γ˜P,n+1 if explicitly
specified), whereas wn+1,w
′
n+1
belong to γP,n+1.
Proceeding to the inductive proof, we use the unitary operator W˜P,nW
∗
P,n
to switch in (4.5) from the given
expression to the corresponding expression with ‘hats’
‖
Q⊥
P,n
HW
P,n
− zn+1
(ΓP,n)i
1
HW
P,n
− z′
n+1
(ΓP,n)i′φP,n‖ = ‖
Qˆ⊥
P,n
HˆW
P,n
− zn+1
(ΓˆP,n)i
1
HˆW
P,n
− z′
n+1
(ΓˆP,n)i′ φˆP,n‖ (4.8)
where zn+1, z
′
n+1
∈ γ˜P,n+1. Using the definition in (3.43) and formulae (3.25), (3.33), and (3.40), we proceed
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with the full expansion of Qˆ⊥
P,n
, φˆP,n,
1
HˆW
P,n
−zn+1 , and (ΓˆP,n)i:
Qˆ⊥P,n
1
HˆW
P,n
− zn+1
(ΓˆP,n)i
1
HˆW
P,n
− z′
n+1
(ΓˆP,n)i′ φˆP,n (4.9)
=
{
Q⊥P,n−1 −
∞∑
r=1
∮
γP,n+1
dw′n+1{
1
HW+
P,n−1 − w′n+1
(−)HWI |n−1n }r
1
HW+
P,n−1 − w′n+1
}
× (4.10)
×
∞∑
l=0
{ 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }l
1
HW+
P,n−1 − zn+1
× (4.11)
× (ΓP,n−1 + ∆ΓP|n−1n )i × (4.12)
×
∞∑
l′=0
{ 1
HW+
P,n−1 − z′n+1
(−)HWI |n−1n }l
′ 1
HW+
P,n−1 − z′n+1
× (4.13)
× (ΓP,n−1 + ∆ΓP|n−1n )i′ × (4.14)
×
∞∑
l′′=0
∮
γP,n+1
dwn+1{ 1
HW+
P,n−1 − wn+1
(−)HWI |n−1n }l
′′ 1
HW+
P,n−1 − wn+1
φP,n−1. (4.15)
To manipulate this long expression we introduce some short-hand notations. We suppress the dependence on P
and n since these parameters do not change within the relevant part of the arguments, and set
R :=
1
HW+
P,n−1 − zn+1
, R′ :=
1
HW+
P,n−1 − z′n+1
, R′′ :=
1
HW+
P,n−1 − wn+1
, (4.16)
R′′′ :=
1
HW+
P,n−1 − w′n+1
, V := (−)HWI |n−1n . (4.17)
We also set
(Q⊥P,n−1)
q =
 Q⊥P,n−1 for q = 0,∑∞r=1 ∮γP,n+1 dw′n+1{R′′′V}rR′′′ for q = 1. (4.18)
Furthermore, we define for q = 0, 1
Iq := (Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′R′(ΓP,n−1 + ∆ΓP|n−1n )i′
×
∞∑
l′′=0
∮
γP,n+1
dwn+1{R′′V}l′′R′′φP,n−1, (4.19)
and note that (4.9) = I0 − I1. Thus to conclude the inductive argument, it suffices to show that ‖Iq‖ ≤ cσ−2δ
n−1 =
(cǫ2δ)σ−2δn and then set ǫ(δ) sufficiently small. We divide the argument into three cases studied in Subsec-
tions 4.2, 4.3, 4.4. This lengthy discussion is preceded by Subsection 4.1, which explains briefly the main
novel ingredients of the proof. Without further notice, in the estimates below we assume the constraints in
Remark 3.12 and use the results of Section 3.
4.1 Main novel ingredients of the proof
The overall strategy of the inductive proof of Theorem 4.3 is similar to proving claim i) in Theorem 4.1,
but there are several additional complications, which we would like to briefly explain in this subsection. To
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demonstrate various pitfalls of the present proof, we will state several plausible looking relations decorated by
‘?’. We believe that all these relations are incorrect (although we did not attempt to formally disprove them).
We hope that the remarks below will convince the reader that the proof of Theorem 4.3 is more than just a
tedious application of an existing method.
4.1.1 Singular terms b∗(gi|n−1n )φP,n−1, B∗(G|n−1n )φP,n−1
Let us consider the following contribution to (4.19), which will be studied systematically in the second part of
the proof, in Subsection 4.3,
I
q
N0,N,0
:= (Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′(R′V)R′(ΓP,n−1 + ∆ΓP|n−1n )i′φP,n−1. (4.20)
More specifically, we would like to look at the following part
I
q
N0 ,N,0
∋ (Q⊥P,n−1)q
∞∑
l=0
{RV}lR(ΓP,n−1)i
∞∑
l′=0
{R′V}l′(R′V)R′(ΓP,n−1)i′φP,n−1
∋ (Q⊥P,n−1)q
∞∑
l=0
{RV}lR(ΓP,n−1)i
∞∑
l′=0
{R′V}l′Q⊥P,n−1(R′V)R′(ΓP,n−1)i′φP,n−1, (4.21)
where ∋ means that we simply dropped the terms which are irrelevant for the present informal discussion. By
Lemma 3.11 (cf. also (4.60) below) we have in norm ‖ . . . ‖Fn
∞∑
l=0
{RV}l = O(1), R(ΓP,n−1)i = O(σ−1n+1),
∞∑
l′=0
{R′V}l′ = O(1). (4.22)
Thus in order to obtain the desired bound, namely (4.21) = O(σ−2δ
n−1), we have to control the factor R(ΓP,n−1)i,
for example by compensating the singularity σ−1
n+1
appearing in the second estimate in (4.22). One might try to
achieve this by establishing the following bound
Q⊥P,n−1(R
′V)R′(ΓP,n−1)i′φP,n−1 =? O(|λ|1/2σ1−2δn−1 ), (4.23)
and then using |λ| ≤ ǫ8 to estimate |λ|1/2σ−1
n+1
σ1−2δ
n−1 = |λ|1/2ǫ2σ−2δn−1 ≤ σ−2δn−1. At first sight (4.23) may seem
plausible: By Theorem 4.1 we have R′(ΓP,n−1)i′φP,n−1 = O(σ−δn−1). Furthermore, by (3.46),
V := HWI |n−1n = (L|n−1n + I|n−1n ) · ΓP,n−1 + ∆(HWI |n−1n )mix + (HWI |n−1n )quad, (4.24)
where by Lemma 3.11 and definition (3.28)
R′∆(HWI |n−1n )mix = O(|λ|1/2σn−1), R′(HWI |n−1n )quad = O(|λ|σn−1), |I|n−1n | ≤ cIλ2σn−1. (4.25)
Given this information we are seemingly close to establishing (4.23), since we can write
Q⊥P,n−1(R
′V)R′(ΓP,n−1)i′φP,n−1 = Q⊥P,n−1R
′(L|n−1n · ΓP,n−1)R′(ΓP,n−1)i′φP,n−1 + O(|λ|1/2σ1−2δn−1 ), (4.26)
where we also used the induction hypothesis (4.6) to treat the term involving I|n−1n .
Let us now pay close attention to the first term on the r.h.s. of (4.26), involving L|n−1n · ΓP,n−1. First, we
recall the definition of L|n−1n
L|n−1n := −λ
∫ˆ
A|n
n−1
d3k
k(b(k) + b∗(k))√
2|k|3/2αP,n−1(kˆ)
, (4.27)
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which easily gives L|n−1n φP,n−1 = O(|λ|1/2σn−1). One could hope that by combining this property with the
inductive hypothesis (4.6) the desired bound follows, i.e., that the following implication holds{
Q⊥P,n−1R
′(ΓP,n−1)iR′(ΓP,n−1)i′φP,n−1 = O(σ−2δn−1), L|n−1n φP,n−1 = O(|λ|1/2σn−1)
}
(4.28)
⇓?
Q⊥P,n−1R
′(L|n−1n · ΓP,n−1)R′(ΓP,n−1)i′φP,n−1 =? O(|λ|1/2σ1−2δn−1 ). (4.29)
It turns out, however, that both the implication in (4.28)-(4.29) and the bounds in (4.29), (4.23) resist verifica-
tion. The infrared regularity encoded in the (correct) estimates in (4.28) does not carry over by simple ‘power
counting’ to the expression on the l.h.s. of (4.29).
Let us now outline a correct treatment of the l.h.s. of (4.29), whose complete discussion is given in
Lemma 4.16 below. First, we note that only the creation part (L|n−1n )(+) has a non-zero contribution to (4.29),
i.e. we can write
Q⊥P,n−1R
′(L|n−1n · ΓP,n−1)R′(ΓP,n−1)i′φP,n−1 = R′((L|n−1n )(+) · ΓP,n−1)R′(ΓP,n−1)i′φP,n−1, (4.30)
where we also observed that the vector on the r.h.s. of (4.30) is automatically in the range of Q⊥
P,n−1. In
contrast to (4.30), for the induction hypothesis in (4.28) the projection Q⊥
P,n−1 is essential. Thus one could
doubt the implication in (4.28)-(4.29) already at the present stage. To understand better why this implication is
problematic, we compute, using the direct integral representations from Subsection 3.4,
R′((L|n−1n )(+) · ΓP,n−1)R′(ΓP,n−1)i′φP,n−1
:=
1
HW+
P,n−1 − z′n+1
((L|n−1n )(+) · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1 (4.31)
≃ − λ
ˆ∫ ⊕
A|n−1n
d3k√
2|k|3/2
ki
αP,n−1(kˆ)
×
× 1
[HW+
P,n−1]k − z′n+1
Q⊥P,n−1(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1 (4.32)
− λ
ˆ∫ ⊕
A|n−1n
d3k√
2|k|3/2
ki
αP,n−1(kˆ)
×
× 1
[HW+
P,n−1]k − z′n+1
QP,n−1(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1, (4.33)
where in the second step we inserted 1 = QP,n−1 + Q⊥P,n−1 inside the direct integral. The term in (4.32) can
indeed be treated using the induction hypothesis and the structure of L|n−1n (as we hoped to treat the whole
expression (4.31) in (4.28)-(4.29)). Using estimate (3.72), |ki| ≤ σn−1 and |λ|1/2 | ln ǫ|1/2 ≤ c we conclude that
(4.32) = O(|λ|1/2σ1−2δ
n−1 ).
But we are still left with (4.33). A careful analysis in Lemma 4.16 shows that there is a function gi′ |n−1n with
support in A¯|n−1n s.t.
(4.33) = b∗
(
gi′ |n−1n
)
φP,n−1 + O(|λ|1/2σ1−2δn−1 ) and |gi′(k)|n−1n | ≤ |λ|
c
|k|3/2σ
−δ
n−1, (4.34)
where b∗(gi′ |n−1n ) :=
∫
d3k gi′ (k)|n−1n b∗(k). As the estimate in (4.34) only gives b∗
(
gi′ |n−1n
)
φP,n−1 = O(|λ|1/2σ−δn−1),
we see no hope for establishing (4.29), (4.23). Instead the first relation in (4.34) should be substituted back
to (4.21) and treated using separate arguments (see Lemmas 4.17, 4.18 below) so that the desired estimate
(4.21) = O(σ−2δ
n−1) is eventually established.
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To conclude this discussion we remark that in the last part of the proof, in Subsection 4.4, also ‘two-photon’
singular terms of the following form appear
B∗(G|n−1n )φP,n−1 :=
∫
d3k1d
3k2G(k1, k2)|n−1n b∗(k1)b∗(k2)φP,n−1. (4.35)
Here G|n−1n is a function with support in A¯|n−1n × A¯|n−1n which satisfies the pointwise bound
|G(k1, k2)|n−1n | ≤ c|λ|2|k1|−3/2|k2|−3/2σ1−δn−1. (4.36)
This bound gives B∗(G|n−1n )φP,n−1 = O(|λ|σ1−2δn−1 ) which is less regular than the error term O(|λ|1/2σ2−2δn−1 ) in
relation (4.201) below, where (4.35) enters. The origin of (4.35), which will be briefly discussed in Subsec-
tion 4.1.2, is analogous to the origin of b∗
(
gi′ |n−1n
)
φP,n−1 above.
4.1.2 Straight-line contours γ˜P,n and the maximal modulus principle
Let us now consider the following contribution to (4.19), which will be studied systematically in the last part
of the proof, in Subsection 4.4
I
q
N0 ,N0,N
:= (Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′R′(ΓP,n−1 + ∆ΓP|n−1n )i′ ×
×
∞∑
l′′=0
∮
γP,n+1
dwn+1{R′′V}l
′′
R′′VR′′φP,n−1 (4.37)
∋ (Q⊥P,n−1)q
∞∑
l=0
{RV}lR(ΓP,n−1)i
∞∑
l′=0
{R′V}l′R′(ΓP,n−1)i′ ×
×
∞∑
l′′=0
∮
γP,n+1
dwn+1 f (wn+1){R′′V}l
′′
Q⊥P,n−1R
′′VR′′VφP,n−1. (4.38)
Here in the second step we dropped the terms proportional to ∆ΓP|n−1n , and the l′′ = 0 term in (4.37) as they will
not be relevant for the present discussion. We also noticed that R′′φP,n−1 = f (wn+1)φP,n−1, where the numerical
function f (wn+1) = O(σ−1n+1) will be compensated by the length of the integration contour γP,n+1 in (4.38). We
recall from (4.22), that simple-minded norm estimates of the factors R(ΓP,n−1)i, R′(ΓP,n−1)i′ , yield together a
singularity O(σ−2
n+1
), which has to be tamed by a proper treatment of Q⊥
P,n−1R
′′VR′′VφP,n−1. Lemma 4.23 gives
the following estimate
Q⊥P,n−1R
′′VR′′VφP,n−1 = B∗(G|n−1n )φP,n−1 + (I|n−1n )i′b∗
(
gi′ |n−1n
)
φP,n−1 + O(|λ|1/2σ2−2δn−1 ), (4.39)
where the summation over i′ = 1, 2, 3 is understood and the singular terms B∗(G|n−1n )φP,n−1, b∗
(
gi′ |n−1n
)
φP,n−1
were discussed in Subsection 4.1.1. The error term O(|λ|1/2σ2−2δ
n−1 ) cancels the O(σ−2n+1) singularity directly,
while the singular terms are substituted back to (4.38) and treated by separate arguments, in particular in
Lemmas 4.26, 4.24. Eventually, the desired bound (4.38) = O(σ−2δ
n−1) is established.
In the remaining part of this subsection we will have a closer look at one particular contribution to the
expression Q⊥
P,n−1R
′′VR′′VφP,n−1, namely (cf. definition (4.24))
R′′
(
(L|n−1n )(+) · ΓP,n−1
)
R′′
(
(L|n−1n )(+) · ΓP,n−1
)
φP,n−1, (4.40)
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where we dropped the projection Q⊥
P,n−1 as this vector is manifestly in its range. Making use of the direct
integral representations from Subsection 3.4, and recalling that R′′ = (HW+
P,n−1 − wn+1)−1, we obtain
(4.40) ≃ λ
2
√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2
(
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
1√
2|k2|3/2
k2, j′
αP,n−1(kˆ2)
×
× 1
[HW+
P,n−1]k1 ,k2 − wn+1
(ΓP,n−1 + k2) j
1
[HW+
P,n−1]k2 − wn+1
(ΓP,n−1) j′φP,n−1 + {1 ↔ 2}
)
(4.41)
∋ λ
2
√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2
(
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
1√
2|k2|3/2
k2, j′
αP,n−1(kˆ2)
×
× 1
[HW+
P,n−1]k1 ,k2 − wn+1
Q⊥P,n−1(ΓP,n−1) j
1
[HW+
P,n−1]k2 − wn+1
(ΓP,n−1) j′φP,n−1 + {1↔ 2}
)
(4.42)
+
λ2√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2
(
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
1√
2|k2|3/2
k2, j′
αP,n−1(kˆ2)
×
× 1
[HW+
P,n−1]k1 ,k2 − wn+1
QP,n−1(ΓP,n−1) j
1
[HW+
P,n−1]k2 − wn+1
(ΓP,n−1) j′φP,n−1 + {1↔ 2}
)
, (4.43)
where in the second step we skipped the term proportional to k2, j from (ΓP,n−1 + k2) j (as it will not be relevant
for the present discussion) and inserted 1 = QP,n−1 + Q⊥P,n−1 similarly as in (4.32)-(4.33). As one might expect
from this latter computation, (4.43) gives rise to the singular term B∗(G|n−1n )φP,n−1 in (4.39). Our main concern
here is, however, the term in (4.42), which will eventually contribute to the error term O(|λ|1/2σ2−2δ
n−1 ) in (4.39).
Our analysis of (4.42) starts from a declaration that the factor λ2k1, jk2, j′ , which satisfies λ
2|k1, j| |k2, j| ≤
λ2σ2
n−1 should contribute the |λ|1/2σ2n−1–part of the anticipated estimate O(|λ|1/2σ2−2δn−1 ). Thus for the remaining
part of (4.42) we need to establish a bound of order σ−2δ, possibly multiplied by some inverse power of ǫ. Given
the form of this bound and the structure of this remaining part, it is natural to try to relate it to the inductive
hypothesis (4.7).
To this end, we first use estimate (3.72) with φ := ([HW+
P,n−1]k2 − wn+1)−1(ΓP,n−1) j′φP,n−1, which gives for
σn ≤ |k1|, |k2| ≤ σn−1
‖ 1
[HW+
P,n−1]k1 ,k2 − wn+1
Q⊥P,n−1(ΓP,n−1) j
1
[HW+
P,n−1]k2 − wn+1
(ΓP,n−1) j′φP,n−1‖
≤ c‖Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1) j
1
[HW+
P,n−1]k2 − wn+1
(ΓP,n−1) j′φP,n−1‖. (4.44)
In Lemma 4.28 below we essentially replace [HW+
P,n−1]k2 with H
W+
P,n−1 by a suitable expansion of the resolvent. To
explain this argument, we first recall that
[HW+P,n−1]k := H
W+
P,n−1 + k · ΓP,n−1 +
|k|2
2
+ αP,n−1(kˆ)|k|. (4.45)
Next, we expand the resolvent of [HW+
P,n−1]k in (4.44) to the second order:
1
[HW+
P,n−1]k − wn+1
=
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − wn+1
(4.46)
+
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − wn+1
[−k · ΓP,n−1 −
|k|2
2
]
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − wn+1
(4.47)
+
1
[HW+
P,n−1]k − wn+1
{
[−k · ΓP,n−1 −
|k|2
2
]
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − wn+1
}2
. (4.48)
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We set w˜n+1 := wn+1 − αP,n−1(kˆ)|k| and consider the contribution of (4.46) to (4.44). We have
‖Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1) j
1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖
≤ sup
z′
n+1
∈γ˜P,n+1
‖Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1) j
1
HW+
P,n−1 − z′n+1
(ΓP,n−1) j′φP,n−1‖ ≤ σ−2δn−1, (4.49)
where we used that αP,n−1(kˆ)|k| ≥ 0, applied the maximal modulus principle and the inductive hypothesis via
relation (4.7). We refrain from a complete analysis of the higher order terms (4.47), (4.48) here, which give
contributions to (4.44) of order O(ǫ−4σ−2δ
n−1) and eventually lead to (4.42) = O(|λ|1/2σ2−2δn−1 ). However, we would
like to remark for future reference that an alternative expansion, related to (4.46)-(4.48) by
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − wn+1
→ 1
HW+
P,n−1 − wn+1
, (4.50)
[−k · ΓP,n−1 −
|k|2
2
] → [−k · ΓP,n−1 − αP,n−1(kˆ)|k| −
|k|2
2
], (4.51)
generates higher order terms which, substituted to (4.44), do not appear to behave as σ−2δ
n−1. Thus there is no
obvious alternative to expansion (4.46)-(4.48) and the use of variable w˜n+1 := wn+1 − αP,n−1(kˆ)|k| introduced
above.
We would like to stress that the use of the straight-line contour γ˜P,n+1 in the induction hypothesis (4.7) was
essential for estimate (4.49). If instead of (4.7) we only had
sup
w′
n+1
,w′′
n+1
∈γP,n+1
‖
Q⊥
P,n−1
HW
P,n−1 − w′n+1
(ΓP,n−1)i
1
HW
P,n−1 − w′′n+1
(ΓP,n−1)i′φP,n−1‖ ≤ σ−2δn−1, (4.52)
we could not conclude. Indeed, for wn+1 ∈ γP,n+1 the resulting variable w˜n+1 := wn+1 − αP,n−1(kˆ)|k| is always
outside of the circle γP,n+1 and the maximal modulus principle does not apply. (Using the larger circle γP,n, in
analogy to (4.6), does not help). A direct application of the Cauchy integral formula, which is a potential tool
to handle such problems, does not apply for the same reason. Also a shift of the resolvent as in (4.50), (4.51)
generates problematic error terms as mentioned above.
Finally we remark that for the induction hypothesis of Theorem 4.1 straight-line contours γ˜P,n+1 were not
essential. If instead of the induction hypothesis (4.4) we had
sup
wn+1∈γP,n+1
‖ 1
HW+
P,n−1 − wn+1
(ΓP,n−1)iφP,n−1‖ ≤ σ−δn−1, (4.53)
the induction would still close, yielding a weaker variant of Theorem 4.1 with γ˜P,n+1 replaced with γP,n+1. (This
variant would not suffice to prove Theorem 4.3, however).
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4.2 Contribution to Iq with l ∈ N0, l′ = 0, l′′ = 0
This contribution we analyse in this subsection is stated below. In (4.55)-(4.56) we make use of the identity∑∞
l=0{RV}l = 1 +
∑∞
l=0{RV}lRV .
I
q
N0,0,0
:= (Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(ΓP,n−1 + ∆ΓP|n−1n )iR′(ΓP,n−1 + ∆ΓP|n−1n )i′φP,n−1
= (Q⊥P,n−1)
q
∞∑
l=0
{RV}l(Q⊥P,n−1 + QP,n−1)R(ΓP,n−1 + ∆ΓP|n−1n )iR′(ΓP,n−1 + ∆ΓP|n−1n )i′φP,n−1
= (Q⊥P,n−1)
q
∞∑
l=0
{RV}lQ⊥P,n−1R(ΓP,n−1)iR′(ΓP,n−1)i′φP,n−1 (4.54)
+δq,1(Q
⊥
P,n−1)
qQP,n−1R(ΓP,n−1)iR′(ΓP,n−1)i′φP,n−1 (4.55)
+(Q⊥P,n−1)
q
∞∑
l=0
{RV}lRVQP,n−1R(ΓP,n−1)iR′(ΓP,n−1)i′φP,n−1 (4.56)
+(Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(∆ΓP|n−1n )iR′(ΓP,n−1)i′φP,n−1 (4.57)
+(Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(ΓP,n−1)iR′(∆ΓP|n−1n )i′φP,n−1 (4.58)
+(Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(∆ΓP|n−1n )iR′(∆ΓP|n−1n )i′φP,n−1= O(σ−2δn−1). (4.59)
To justify the last estimate we first recall that by (3.51) in Lemma 3.11
‖
∞∑
l=0
{RV}l‖Fn := ‖
∞∑
l=0
{ 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n
}l‖Fn ≤ 11 − |λ|1/2c2 . (4.60)
Now (4.59) follows from Lemmas 4.6– 4.12 below.
Lemma 4.6. (Control of (4.54)) Under the assumptions of Theorem 4.3 and the inductive hypothesis
Q⊥P,n−1R(ΓP,n−1)iR
′(ΓP,n−1)i′φP,n−1
:= Q⊥P,n−1
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1 = O(σ−2δn−1). (4.61)
Proof. This is the consequence of the inductive hypothesis stated in (4.7). 
Lemma 4.7. (Control of (4.55)) Under the assumptions of Theorem 4.3 and for q = 1
δq,1(Q
⊥
P,n−1)
qQP,n−1
:=
∞∑
r=1
∮
γP,n+1
dw′n+1{
1
HW+
P,n−1 − w′n+1
(−)HWI |n−1n }r
1
HW+
P,n−1 − w′n+1
QP,n−1 = O(|λ|1/2σ1−δn−1). (4.62)
Proof. We first note that
1
HW+
P,n−1 − w′n+1
QP,n−1 = f (w′n+1)QP,n−1, (4.63)
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where f (w′
n+1
) = O(σ−1
n+1
). Furthermore, by Lemma 4.9 below
1
HW+
P,n−1 − w′n+1
(−)HWI |n−1n QP,n−1 = O(|λ|1/2σ1−δn−1). (4.64)
Thus taking into account that by Lemma 3.11
‖ 1
HW+
P,n−1 − w′n+1
(−)HWI |n−1n ‖Fn = O(|λ|1/2), (4.65)
and that the length of the region of integration is proportional to σn+1, we have
δq,1(Q
⊥
P,n−1)
qQP,n−1 = O(|λ|1/2σ1−δn−1). (4.66)
This concludes the proof. 
Lemma 4.8. (Control of (4.55) and (4.56)) Under the assumptions of Theorem 4.3
QP,n−1R(ΓP,n−1)iR′(ΓP,n−1)i′φP,n−1
:= QP,n−1
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1 = O(σ−1n+1σ−δn−1) . (4.67)
Proof. Clearly, the expression from the statement of the lemma is bounded in norm by
c0
σn+1
‖QP,n−1(ΓP,n−1)i‖Fn−1
∥∥∥ 1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1
∥∥∥ ≤ c0
σn+1
‖QP,n−1(ΓP,n−1)i‖Fn−1
1
σδ
n−1
, (4.68)
where we applied estimate (3.47) of Lemma 3.11 and Theorem 4.1 (more precisely second formula in (4.4)).
To conclude the proof we note that (cf. formulas (3.21), (3.38), and (3.8))
‖QP,n−1(ΓP,n−1)i‖Fn−1 ≤ c + ‖Q¯P,n−1(P − Pf)i‖Fn−1 ≤ c + c′‖Q¯P,n−1HP,freeQ¯P,n−1‖1/2Fn−1 , (4.69)
which is bounded uniformly in n by Lemma A.3. 
Lemma 4.9. (Control of (4.56)) Under the assumptions of Theorem 4.3
RVQP,n−1 :=
1
HW+
P,n−1 − zn+1
(−)HWI |n−1n QP,n−1 = O(|λ|1/2σ1−δn−1). (4.70)
The same bound is true for zn+1 ∈ γP,n+1.
Proof. We recall from (3.46) that
HWI |n−1n := (L|n−1n + I|n−1n ) · ΓP,n−1 + ∆(HWI |n−1n )mix + (HWI |n−1n )quad. (4.71)
We consider the contributions from the respective terms on the r.h.s. of (4.71) to the expression in the statement
of the lemma. First, making use of Lemma 4.13, we obtain
1
HW+
P,n−1 − zn+1
L|n−1n · ΓP,n−1QP,n−1 = O(|λ|| ln ǫ|1/2σ1−δn−1) . (4.72)
Next, we have by (3.28)
|I|n−1n | ≤ cI |λ|2σn−1. (4.73)
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Thus we can write, applying Theorem 4.1,
1
HW+
P,n−1 − zn+1
I|n−1n ΓP,n−1QP,n−1 = O(|λ|2σn−1σ−δn−1). (4.74)
Finally, by Lemma 3.11,
1
HW+
P,n−1 − zn+1
(∆(HWI |n−1n )mix + (HWI |n−1n )quad)QP,n−1 = O(|λ|1/2σn−1). (4.75)
We conclude the proof making use of the fact that |λ|1/2 ≤ ǫ4. 
Lemma 4.10. (Control of (4.57)) Under the assumptions of Theorem 4.3
R(∆ΓP|n−1n )iR′(ΓP,n−1)i′φP,n−1 =
1
HW+
P,n−1 − zn+1
(∆ΓP|n−1n )i
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1 = O(σ−2δn−1). (4.76)
Proof. We recall that
∆ΓP|n−1n := −∇EP,n−1 + ∇EP,n + I|n−1n +L|n−1n . (4.77)
Making use of the facts that (cf. (3.19), claims ii), iii) of Theorem 4.1 and (3.28))
|∇EP,n−1 − ∇EP,n| ≤ c1[λ2σn−1 + 4|λ|1/4σ1−δn−1], |I|n−1n | ≤ cI |λ|2σn−1, (4.78)
we have
| − ∇EP,n−1 + ∇EP,n + I|n−1n | ≤ c|λ|1/4σ1−δn−1. (4.79)
Now, by Theorem 4.1, we can write
1
HW+
P,n−1 − zn+1
(−∇EP,n−1 + ∇EP,n + I|n−1n )i
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1
= O(|λ|1/4σ−1n+1σ1−δn−1σ−δn−1) = O(σ−2δn−1). (4.80)
Arguing similarly and making use of (3.50) in Lemma 3.11, we get
1
HW+
P,n−1 − zn+1
(L|n−1n )i
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1 = O(|λ|1/2σ−δn−1). (4.81)
This concludes the proof. 
Lemma 4.11. (Control of (4.58)) Under the assumptions of Theorem 4.3
R(ΓP,n−1)iR′(∆ΓP|n−1n )i′φP,n−1 :=
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(∆ΓP|n−1n )i′φP,n−1 = O(σ−2δn−1). (4.82)
Proof. We have ∆ΓP|n−1n := −∇EP,n−1 + ∇EP,n + I|n−1n +L|n−1n and we consider first the contribution of the first
three terms. Arguing as in the proof of Lemma 4.10, we have
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(−∇EP,n−1 + ∇EP,n + I|n−1n )i′φP,n−1
= O(|λ|1/4σ1−δn−1σ−1n+1σ−δn−1) = O(σ−2δn−1). (4.83)
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Now we consider the contribution proportional to L|n−1n . By Lemma 4.14 we have
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1 = O(|λ|1/2σ−δn−1), (4.84)
which concludes the proof. 
Lemma 4.12. (Control of l.h.s.(4.59)) Under the assumptions of Theorem 4.3
R(∆ΓP|n−1n )iR′(∆ΓP|n−1n )i′φP,n−1 :=
1
HW+
P,n−1 − zn+1
(∆ΓP|n−1n )i
1
HW+
P,n−1 − z′n+1
(∆ΓP|n−1n )i′φP,n−1 = O(σ−2δn−1). (4.85)
Proof. Recalling from (4.79) that ∆ΓP|n−1n = X|n−1n +L|n−1n , where X|n−1n := −∇EP,n−1+∇EP,n+I|n−1n is a vector
in R3 satisfying
|X|n−1n | ≤ c|λ|1/4σ1−δn−1, (4.86)
we write
l.h.s.(4.85) =
1
HW+
P,n−1 − zn+1
(X|n−1n )i
1
HW+
P,n−1 − z′n+1
(X|n−1n )i′φP,n−1 (4.87)
+
1
HW+
P,n−1 − zn+1
(X|n−1n )i
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1 (4.88)
+
1
HW+
P,n−1 − zn+1
(L|n−1n )i
1
HW+
P,n−1 − z′n+1
(X|n−1n )i′φP,n−1 (4.89)
+
1
HW+
P,n−1 − zn+1
(L|n−1n )(+)i
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1. (4.90)
+
1
HW+
P,n−1 − zn+1
(L|n−1n )(−)i
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1, (4.91)
where (L|n−1n )(±)i are the creation/annihilation parts of (L|n−1n )i. We have by (4.86), and Lemma 3.11
‖(4.87)‖ ≤ c|λ|1/2
(
σn−1
σn+1
)2 1
σ2δ
n−1
≤ c
′
σ2δ
n−1
. (4.92)
Now we analyse the terms involving L|n−1n . Clearly,
(4.88) = −λ
∫ˆ ⊕
A|n−1n
d3k√
2|k|3/2
ki′
αP,n−1(kˆ)
1
[HW+
P,n−1]k − zn+1
(X|n−1n )i
[HW+
P,n−1]k − z′n+1
φP,n−1, (4.93)
and therefore by Lemma 3.13, estimate (4.86), and |k|−1 ≤ σ−1n we have
‖(4.88)‖ ≤ c|λ|5/4σ1−δn−1| ln ǫ|1/2σ−1n ≤ c|λ|5/4
σn−1
σn
| ln ǫ|1/2 1
σδ
n−1
≤ c
′
σδ
n−1
. (4.94)
Now we consider (4.89). In the direct integral notation we have
(4.89) ≃ −λ
ˆ∫ ⊕
A|n−1n
d3k√
2|k|3/2
ki
αP,n−1(kˆ)
1
[HW+
P,n−1]k − zn+1
(X|n−1n )i′
HW+
P,n−1 − z′n+1
φP,n−1. (4.95)
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by Lemma 3.13 and (4.86) we obtain
‖(4.89)‖ ≤ c|λ|5/4σn−1
σn+1
| ln ǫ|1/2 1
σδ
n−1
≤ c
′
σδ
n−1
. (4.96)
Next, we consider (4.90). In the direct integral representation it has the form
(4.90) ≃ λ
2
√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2
1
[HW+
P,n−1]k1 ,k2 − zn+1
×
×
{
1√
2|k1|3/2
k1,i
αP,n−1(kˆ1)
1√
2|k2|3/2
k2,i′
αP,n−1(kˆ2)
1
[HW+
P,n−1]k2 − zn+1
φP,n−1 + {1 ↔ 2}
}
. (4.97)
Now making use of Lemma 3.13 we get ‖(4.90)‖ ≤ c|λ|2 | ln ǫ| ≤ c′. Finally we estimate (4.91). It is easy to see
that
(4.91) = λ2
1
HW+
P,n−1 − zn+1
¯∫
A|n−1n
d3k
1
2|k|3
kiki′
αP,n−1(kˆ)2
1
[HW+
P,n−1]k − z′n+1
φP,n−1
= O(λ2|ln ǫ|σn−1σ−1n+1) = O(|λ|), (4.98)
where we made use of Lemma 3.11 and (3.70). This concludes the proof. 
Lemma 4.13. Under the assumptions of Theorem 4.3 we have
1
HW+
P,n−1 − zn+1
L|n−1n · ΓP,n−1φP,n−1 = O(|λ|| ln ǫ|1/2σ1−δn−1) (4.99)
for zn+1 ∈ γP,n+1 ∪ γ˜P,n+1.
Proof. Making use of the direct integral representations from Subsection 3.4, we get
1
HW+
P,n−1 − zn+1
L|n−1n · ΓP,n−1φP,n−1 ≃ −λ
∫ˆ ⊕
A|n−1n
d3k√
2|k|3/2
ki
αP,n−1(kˆ)
1
[HW+
P,n−1]k − zn+1
ΓP,n−1φP,n−1
= O(|λ|| ln ǫ|1/2σ1−δn−1), (4.100)
where we applied (3.72) and Theorem 4.1. Here, the reader should note that (3.72) is used together with the
identity
1
[HW+
P,n−1]k − zn+1
ΓP,n−1φP,n−1 =
1
[HW+
P,n−1]k − zn+1
Q⊥P,n−1ΓP,n−1φP,n−1 (4.101)
which follows from the definition in (3.21). Furthermore, we first took the norm of the expression with the
direct integral in order to obtain an ordinary integral, then estimated |ki| ≤ σn−1 and only in the end computed
the integral. If we refrained from estimating |ki| ≤ σn−1, but computed the integral directly, we could avoid the
factor | ln ǫ|1/2. However, we find it more convenient to estimate as in (4.100). 
Lemma 4.14. Under the assumptions of Theorem 4.3 we have
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1 = O(|λ|1/2σ−δn−1), (4.102)
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(L˚|n−1n )φP,n−1 = O(|λ|1/2σ1−δn−1), (4.103)
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for zn+1, z
′
n+1
∈ γP,n+1 ∪ γ˜P,n+1. Here we denoted
(L˚|n−1n ) :=
3∑
i=1
[(ΓP,n−1)i, (L|n−1n )i] = λ
∫ˆ σn−1
σn
d3k
k2(b(k) − b∗(k))√
2|k|3/2αP,n−1(kˆ)
. (4.104)
Proof. Making use of the direct integral representation from Subsection 3.4, we have
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1
≃ −λ
ˆ∫ ⊕
A|n−1n
d3k√
2|k|3/2
ki′
αP,n−1(kˆ)
1
[HW+
P,n−1]k − zn+1
(ΓP,n−1 + k)i
1
[HW+
P,n−1]k − z′n+1
φP,n−1
= −λ
ˆ∫ ⊕
A|n−1n
d3k√
2|k|3/2
ki′
αP,n−1(kˆ)
1
[HW+
P,n−1]k − zn+1
(ΓP,n−1)i
1
[HW+
P,n−1]k − z′n+1
φP,n−1 (4.105)
+ O(|λ|| ln ǫ|1/2), (4.106)
where in the first step we made use of (3.62) and in the last step we applied (3.70). Since |λ| ≤ ǫ8, the error
term in (4.106) contributes to the r.h.s. of (4.102). To treat (4.105), we apply the following resolvent expansion
to the resolvent next to φP,n−1:
1
[HW+
P,n−1]k − z′n+1
=
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − z′n+1
(4.107)
+
1
[HW+
P,n−1]k − z′n+1
[−k · ΓP,n−1 − |k|
2
2
]
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − z′n+1
. (4.108)
This is well defined because for σn ≤ |k| ≤ σn−1, making use of (3.54), (3.55) and the definitions of γP,n+1, γ˜P,n+1,
we can state
|EP,n−1 + ∆cP|n−1n + αP,n−1(kˆ)|k| − Re z′n+1| ≥ c|k| (4.109)
for some c > 0. We first consider the contribution to (4.105) coming from (4.107). It has the form
−λ
∫ˆ ⊕
A|n−1n
d3k√
2|k|3/2
ki′
αP,n−1(kˆ)
1
[HW+
P,n−1]k − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − z′n+1
φP,n−1
= O(|λ|| ln ǫ|1/2σ−δn−1) = O(|λ|1/2σ−δn−1), (4.110)
where we made use of (4.109), (3.72) and Theorem 4.1. The contribution to (4.105) coming from the term in
(4.108) involving |k|2 is readily shown to be O(|λ|1/2) by (4.109), (3.70), and (3.71). Finally, the contribution to
(4.105) coming from the term in (4.108) involving k · ΓP,n−1 has the form
λ
ˆ∫ ⊕
A|n−1n
d3k√
2|k|3/2
ki′O(|k|−1)
αP,n−1(kˆ)
1
[HW+
P,n−1]k − zn+1
(ΓP,n−1)i
1
[HW+
P,n−1]k − z′n+1
(k · ΓP,n−1)φP,n−1, (4.111)
where the O(|k|−1) insertion comes from (4.109). This expression is O(|λ|1/2σ−δ
n−1| ln ǫ|1/2) by (3.71), (3.72)
and Theorem 4.1. This concludes the proof of (4.102). Noting that L˚|n−1n involves one additional power of k
compared to L|n−1n , we obtain (4.103) by a completely analogous argument. 
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4.3 Contribution to Iq with l ∈ N0, l′ ∈ N, l′′ = 0
In the following lemma we merely recall several facts which appeared in earlier parts of the paper and that will
be used repeatedly in the present section.
Lemma 4.15. Under the assumptions of Theorem 4.3
‖R(ΓP,n−1)i‖Fn := ‖
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i‖Fn = O(σ−1n+1), (4.112)
‖RV‖Fn := ‖
1
HW+
P,n−1 − zn+1
(−)HWI |n−1n ‖Fn = O(|λ|1/2), (4.113)
‖R(∆ΓP|n−1n )i‖Fn := ‖
1
HW+
P,n−1 − zn+1
(∆ΓP|n−1n )i‖Fn = O(σ−δn−1), (4.114)
‖R(ΓP,n−1)i′φP,n−1‖ := ‖ 1
HW+
P,n−1 − zn+1
(ΓP,n−1)i′φP,n−1‖ = O(σ−δn−1) (4.115)
and the same estimates hold for R replaced with R′,R′′,R′′′ (cf. definitions (4.16), (4.17)).
Proof. Estimates (4.112) and (4.113) come from Lemma 3.11. As for estimate (4.114), we recall that ∆ΓP|n−1n :=
−∇EP,n−1 +∇EP,n+I|n−1n +L|n−1n and refer to (4.79) and Lemma 3.11. The bound in (4.115) follows from The-
orem 4.1. 
The contribution studied in this subsection has the form
I
q
N0,N,0
:= (Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′(R′V)R′(ΓP,n−1 + ∆ΓP|n−1n )i′φP,n−1
= (Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′Q⊥P,n−1(R′V)R′(ΓP,n−1)i′φP,n−1 (4.116)
+(Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′QP,n−1(R′V)R′(ΓP,n−1)i′φP,n−1 (4.117)
+(Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′(R′V)R′(∆ΓP|n−1n )i′φP,n−1 (4.118)
= O(σ−2δn−1). (4.119)
To show this bound, let us first analyse (4.116). By (4.60), (Q⊥
P,n−1)
q∑∞
l=0{RV}l = O(1) and
∑∞
l′=0{R′V}l
′
= O(1),
thus we can write
(4.116) = O(1)R(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′
(
b∗
(
gi′ |n−1n
)
φP,n−1 + O(|λ|1/2σ1−2δn−1 )
)
= O(1)R(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′b∗(gi′ |n−1n )φP,n−1 + O(σ−2δn−1)
= O(1)R(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′R′Vb∗(gi′ |n−1n )φP,n−1 (4.120)
+O(1)R(ΓP,n−1 + ∆ΓP|n−1n )ib∗
(
gi′ |n−1n
)
φP,n−1 + O(σ−2δn−1) (4.121)
= O(σ−2δn−1),
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where gi′ |n−1n is a function defined in (4.135), cf. Lemma 4.16. Here, in the first step we used Lemma 4.16 and
in the second step Lemma 4.15. The term in (4.120) is estimated using Lemmas 4.17, 4.15. The term in (4.121)
is estimated using Lemmas 4.18, 4.19. Now we analyse (4.117):
(4.117) = O(1)R(ΓP,n−1 + ∆ΓP|n−1n )iQP,n−1(R′V)R′(ΓP,n−1)i′φP,n−1 (4.122)
+ O(1)R(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′(R′V)QP,n−1(R′V)R′(ΓP,n−1)i′φP,n−1 (4.123)
= O(σ−2δn−1).
Expression (4.122) was estimated using Lemma 4.15. Expression (4.123) was estimated using Lemmas 4.9,
4.15.
Finally (4.118) was bounded using Lemma 4.20 and Lemma 4.15.
Lemma 4.16. (Control of (4.116)) Under the assumptions of Theorem 4.3 and the inductive hypothesis
Q⊥P,n−1(R
′V)R′(ΓP,n−1)i′φP,n−1 := Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(−)HWI |n−1n
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1
= b∗
(
gi′ |n−1n
)
φP,n−1 + O(|λ|1/2σ1−2δn−1 ), (4.124)
where b∗(gi′ |n−1n ) :=
∫
d3kgi′(k)|n−1n b∗(k) with gi′ |n−1n a function with support in A¯|n−1n which satisfies the point-
wise bound
|gi′ (k)|n−1n | ≤ |λ|
c
|k|3/2σδ
n−1
. (4.125)
Proof. We recall that HW
I
|n−1n := (L|n−1n +I|n−1n )·ΓP,n−1+∆(HWI |n−1n )mix+(HWI |n−1n )quad and consider the respective
terms. First, by Lemma 3.11 and Theorem 4.1, we obtain that
Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(∆(HWI |n−1n )mix + (HWI |n−1n )quad)
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1 (4.126)
is O(|λ|1/2σn−1σ−δn−1) = O(|λ|1/2σ1−δn−1). Next, since |I|n−1n | ≤ cI |λ|2σn−1, we have
Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(I|n−1n · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1 = O(|λ|2σ1−2δn−1 ), (4.127)
where we applied the inductive hypothesis of Theorem 4.3. Finally, we observe that in vector (4.128) below
we can omit Q⊥
P,n−1 since this vector is manifestly in its range (cf. Lemma 3.10). Afterwards, we use the direct
integral representation and then insert QP,n−1 + Q⊥P,n−1 = 1 on Fn−1 inside the direct integral:
Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(L|n−1n · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1 (4.128)
≃ −λ
∫ˆ ⊕
A|n−1n
d3k√
2|k|3/2
ki
αP,n−1(kˆ)
×
× 1
[HW+
P,n−1]k − z′n+1
Q⊥P,n−1(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1 (4.129)
−λ
∫ˆ ⊕
A|n−1n
d3k√
2|k|3/2
ki
αP,n−1(kˆ)
×
× 1
[HW+
P,n−1]k − z′n+1
QP,n−1(ΓP,n−1)i
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1. (4.130)
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Now using estimate (3.72) we obtain
‖(4.129)‖ ≤ c|λ|σn−1 |ln ǫ|1/2
∥∥∥Q⊥P,n−1 1
HW
P,n−1 − zn+1
(ΓP,n−1)i
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i′φP,n−1
∥∥∥ ≤ c|λ|1/2σ1−2δn−1 ,(4.131)
where we made use of the induction hypothesis. As for (4.130), with the help of (4.107)-(4.108), (4.109),
Lemma 3.13 and Theorem 4.1, we can write
1
[HW+
P,n−1]k − z′n+1
φP,n−1 = g0(k)φP,n−1 + O(σ−δn−1), (4.132)
where g0 is a numerical function bounded by c|k|−1. We also note that by Theorem 4.1
gi,i′ :=
1
‖φP,n−1‖2
〈φP,n−1, (ΓP,n−1)i 1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′φP,n−1〉 = O(σ−δn−1). (4.133)
Making use of (4.132), (4.133), (4.131) we get
(4.130) = b∗
(
gi′ |n−1n
)
φP,n−1 + O(|λ|| ln ǫ|1/2σ1−2δn−1 ) = b∗
(
gi′ |n−1n
)
φP,n−1 + O(|λ|1/2σ1−2δn−1 ), (4.134)
where gi′ |n−1n is the following function from (F |n−1n )(1)
gi′(k)|n−1n := −λχκ(k)|k|α
1√
2|k|3/2
ki
αP,n−1(kˆ)
g0(k)gi,i′ . (4.135)
Clearly, it satisfies the pointwise bound |gi′ (k)|n−1n | ≤ |λ| c|k|3/2σδ
n−1
. 
Lemma 4.17. (Control of (4.120)) Under the assumptions of Theorem 4.3
R′Vb∗
(
gi′ |n−1n
)
φP,n−1 :=
1
HW+
P,n−1 − z′n+1
(−)HWI |n−1n b∗
(
gi′ |n−1n
)
φP,n−1 = O(|λ|σ1−2δn−1 ), (4.136)
where gi′ |n−1n was introduced in Lemma 4.16. The same bound holds for z′n+1 ∈ γP,n+1.
Proof. We recall that HW
I
|n−1n := (L|n−1n +I|n−1n )·ΓP,n−1+∆(HWI |n−1n )mix+(HWI |n−1n )quad and consider the respective
terms. First, by (3.52) and (3.53) in Lemma 3.11 and the fact that ‖gi′ |n−1n ‖2 = O(|λ|1/2σ−δn−1), we obtain that
1
HW+
P,n−1 − z′n+1
(∆(HWI |n−1n )mix + (HWI |n−1n )quad)b∗
(
gi′ |n−1n
)
φP,n−1 = O(|λ|σ1−δn−1). (4.137)
Next, making use of |I|n−1n | ≤ cI |λ|2σn−1, the identity in (4.101) combined with (3.72) in Lemma 3.13, Theo-
rem 4.1 and bound (4.125), we get
1
HW+
P,n−1 − z′n+1
(I|n−1n · ΓP,n−1)b∗
(
gi′ |n−1n
)
φP,n−1
≃ (I|n−1n ) j
ˆ∫ ⊕
A|n−1n
d3k gi
′
(k)|n−1n
1
[HW+
P,n−1]k − z′n+1
(ΓP,n−1 + k) jφP,n−1 = O(|λ|2σ1−2δn−1 ), (4.138)
where gi′ (k)|n−1n =: χκ(k)|k|αgi
′
(k)|n−1n , as we now indicate the factor χκ(k)|k|α by ‘hat’ over the integral. Now
we look at
1
HW+
P,n−1 − z′n+1
(L|n−1n · ΓP,n−1)b∗
(
gi′ |n−1n
)
φP,n−1 =
1
HW+
P,n−1 − z′n+1
((L|n−1n )(+) · ΓP,n−1)b∗
(
gi′ |n−1n
)
φP,n−1 (4.139)
+
1
HW+
P,n−1 − z′n+1
((L|n−1n )(−) · ΓP,n−1)b∗
(
gi′ |n−1n
)
φP,n−1. (4.140)
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The direct integral representation, an identity analogous to (4.101) combined with (3.72) of Lemma 3.13, and
Theorem 4.1 give
(4.139) ≃ − λ√
2
ˆ∫ ⊕
(A|n−1n )×2
d3k1d
3k2(
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
gi
′
(k2)|n−1n
1
[HW+
P,n−1]k1 ,k2 − z′n+1
(ΓP,n−1 + k2) jφP,n−1 + {1 ↔ 2}
)
= O(λ2| ln ǫ|σ1−2δn−1 ) = O(|λ|σ1−2δn−1 ). (4.141)
As for (4.140), we have by Lemma 3.11, Theorem 4.1 and |k| ≤ σn−1
(4.140) = −λ
∫¯
A|n−1n
d3k
1√
2|k|3/2
k j
αP,n−1(kˆ)
gi
′
(k)|n−1n
(
1
HW+
P,n−1 − z′n+1
)
(ΓP,n−1 + k) jφP,n−1, (4.142)
which is O(|λ|2σn−1(σ−δn−1 + ǫ−2)| ln ǫ|σ−δn−1) = O(|λ|σ1−2δn−1 ). 
Lemma 4.18. (Control of (4.121)) Under the assumptions of Theorem 4.3
R(ΓP,n−1)ib∗
(
gi′ |n−1n
)
φP,n−1 :=
1
HW+
P,n−1 − zn+1
ΓP,n−1b∗
(
gi′ |n−1n
)
φP,n−1 = O(σ−2δn−1), (4.143)
where gi′ |n−1n was introduced in Lemma 4.16.
Proof. We write using the direct integral representation
1
HW+
P,n−1 − zn+1
(ΓP,n−1)ib∗
(
gi′ |n−1n
)
φP,n−1
≃
∫ˆ ⊕
A|n−1n
d3k gi′(k)|n−1n
1
[HW+
P,n−1]k − zn+1
(ΓP,n−1 + k)iφP,n−1 = O(|λ|| ln ǫ|
1
2σ−2δn−1). (4.144)
where we made use of estimate (4.125), the identity in (4.101), (3.72) in Lemma 3.13, and Theorem 4.1. 
Lemma 4.19. (Control of (4.121)) Under the assumptions of Theorem 4.3
R(∆ΓP|n−1n )ib∗
(
gi′ |n−1n
)
φP,n−1 :=
1
HW+
P,n−1 − zn+1
(∆ΓP|n−1n )ib∗
(
gi′ |n−1n
)
φP,n−1 = O(σ−2δn−1), (4.145)
where gi′ |n−1n was introduced in Lemma 4.16.
Proof. We recall that ∆ΓP|n−1n = X|n−1n + L|n−1n , where X|n−1n := −∇EP,n−1 + ∇EP,n + I|n−1n is a vector in R3
satisfying
|X|n−1n | ≤ c|λ|1/4σ1−δn−1. (4.146)
Since ‖(HW+
P,n−1 − zn+1)−1‖Fn = O(σ−1n+1) and ‖gi′ |n−1n ‖2 = O(|λ|1/2σ−δn−1), we have
1
HW+
P,n−1 − zn+1
(X|n−1n )ib∗
(
gi′ |n−1n
)
φP,n−1 = O(|λ|1/2 |λ|1/4ǫ−2σ−2δn−1) = O(σ−2δn−1). (4.147)
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Next, we consider the contribution with L|n−1n
1
HW+
P,n−1 − zn+1
(L|n−1n )ib∗
(
gi′ |n−1n
)
φP,n−1 =
1
HW+
P,n−1 − zn+1
(L|n−1n )(+)i b∗
(
gi′ |n−1n
)
φP,n−1 (4.148)
−
(
λ
∫
A|n−1n
d3k
1√
2|k|3/2
ki
αP,n−1(kˆ)
gi′ |n−1n (k)
)
1
HW+
P,n−1 − zn+1
φP,n−1. (4.149)
To the r.h.s. of (4.148) we apply the direct integral representation
r.h.s.(4.148) ≃ − λ√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2(
1√
2|k1|3/2
k1,i
αP,n−1(kˆ1)
gi
′
(k2)|n−1n
1
[HW+
P,n−1]k1 ,k2 − zn+1
φP,n−1 + {1↔ 2}
)
, (4.150)
where gi
′ |n−1n was defined below (4.138). This gives the bound O(|λ|2 | ln ǫ|σ−δn−1) = O(|λ|σ−δn−1). Finally, the term
in (4.149) is clearly O(|λ|2| ln ǫ|ǫ−2σ−δ
n−1) = O(|λ|σ−δn−1). 
Lemma 4.20. (Control of (4.118)) Under the assumptions of Theorem 4.3
(R′V)R′(∆ΓP|n−1n )i′φP,n−1
:=
1
HW+
P,n−1 − z′n+1
(−)HWI |n−1n
1
HW+
P,n−1 − z′n+1
(∆ΓP|n−1n )i′φP,n−1 = O(|λ|1/2σ1−2δn−1 ). (4.151)
Proof. We recall that HW
I
|n−1n := (L|n−1n +I|n−1n ) ·ΓP,n−1+∆(HWI |n−1n )mix + (HWI |n−1n )quad with |I|n−1n | ≤ cI |λ|2σn−1
and ∆ΓP|n−1n = X|n−1n + L|n−1n with |X|n−1n | ≤ c|λ|1/4σ1−δn−1 and analyse the respective terms. First, we have by
(3.52) and (3.53) (in Lemma 3.11) and (4.114)
1
HW+
P,n−1 − z′n+1
(∆(HWI |n−1n )mix + (HWI |n−1n )quad)
1
HW+
P,n−1 − z′n+1
(∆ΓP|n−1n )i′φP,n−1
= O(|λ|1/2σ1−δn−1). (4.152)
Next, we consider
1
HW+
P,n−1 − z′n+1
(I|n−1n · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(X|n−1n )i′φP,n−1
= f (z′n+1)(I|n−1n ) j(X|n−1n )i′
1
HW+
P,n−1 − z′n+1
(ΓP,n−1) jφP,n−1 = O(|λ|2σ1−2δn−1 ), (4.153)
where f (z′
n+1
) := (EP,n−1 + ∆cP|n−1n − z′n+1)−1 = O(σ−1n+1) and we made use of Theorem 4.1. Next, we write,
making use of (4.102) in Lemma 4.14
1
HW+
P,n−1 − z′n+1
(I|n−1n · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1 = O(|λ|5/2σ1−δn−1). (4.154)
Now, making use of the direct integral representation, we obtain
1
HW+
P,n−1 − z′n+1
(L|n−1n · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(X|n−1n )i′φP,n−1
≃ f (z′n+1)(X|n−1n )i′ (−λ)
∫ˆ ⊕
A|n−1n
d3k
1√
2|k|3/2
k j
αP,n−1(kˆ)
1
[HW+
P,n−1]k − z′n+1
(ΓP,n−1) jφP,n−1
= O(|λ|5/4ǫ−2| ln ǫ|1/2σ1−2δn−1 ) = O(|λ|1/2σ1−2δn−1 ), (4.155)
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where we made use of (4.101) and (3.72) in Lemma 3.13, and Theorem 4.1. Finally, we obtain from Lemma 4.21
1
HW+
P,n−1 − z′n+1
(L|n−1n · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1 = O(|λ|σ1−δn−1). (4.156)
This concludes the proof. 
Lemma 4.21. Under the assumptions of Theorem 4.3
1
HW+
P,n−1 − zn+1
(L|n−1n · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1 = O(|λ|σ1−δn−1), (4.157)
1
HW+
P,n−1 − zn+1
(L|n−1n · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
L˚|n−1n φP,n−1 = O(|λ|σ2−δn−1) (4.158)
for zn+1, z
′
n+1
∈ γP,n+1 ∪ γ˜P,n+1. Here we denoted
(L˚|n−1n ) :=
3∑
i=1
[(ΓP,n−1)i, (L|n−1n )i] = λ
∫ˆ σn−1
σn
d3k
k2(b(k) − b∗(k))√
2|k|3/2αP,n−1(kˆ)
. (4.159)
Proof. We first consider (4.157). We write
1
HW+
P,n−1 − zn+1
(L|n−1n · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1 (4.160)
=
1
HW+
P,n−1 − zn+1
((L|n−1n )(+) · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1 (4.161)
+
1
HW+
P,n−1 − zn+1
((L|n−1n )(−) · ΓP,n−1)
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′φP,n−1. (4.162)
Making use of the direct integral representation, we have
(4.161) ≃ λ
2
√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2
(
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
1√
2|k2|3/2
k2,i′
αP,n−1(kˆ2)
×
× 1
[HW+
P,n−1]k1 ,k2 − zn+1
(ΓP,n−1 + k2) j
1
[HW+
P,n−1]k2 − z′n+1
φP,n−1 + {1↔ 2}
)
=
λ2√
2
ˆ∫ ⊕
(A|n−1n )×2
d3k1d
3k2
(
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
1√
2|k2|3/2
k2,i′
αP,n−1(kˆ2)
×
× 1
[HW+
P,n−1]k1 ,k2 − zn+1
(ΓP,n−1) j
1
[HW+
P,n−1]k2 − z′n+1
φP,n−1 + {1↔ 2}
)
+ O(|λ|2| ln ǫ|σn−1), (4.163)
where we made use of (3.70) of Lemma 3.13. Now making use of the resolvent expansion (4.107)-(4.108) we
can rewrite a part of the integrand above as follows
1
[HW+
P,n−1]k1,k2 − zn+1
(ΓP,n−1)i
1
[HW+
P,n−1]k2 − z′n+1
φP,n−1
= f1(k2)
1
[HW+
P,n−1]k1 ,k2 − zn+1
(ΓP,n−1)iφP,n−1
+ f1(k2)
1
[HW+
P,n−1]k1 ,k2 − zn+1
(ΓP,n−1)i
1
[HW+
P,n−1]k2 − z′n+1
[−k2 · ΓP,n−1 −
|k2|2
2
]φP,n−1
= O(|k2|−1σ−δn−1), (4.164)
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where we set f1(k2) := (EP,n−1 + ∆cP|n−1n + αP,n−1(kˆ2)|k2| − z′n+1)−1, made use of the fact that f1(k2) = O(|k2|−1)
by (4.109) and applied (3.70), (4.101) combined with (3.72) of Lemma 3.13, and Theorem 4.1. Consequently,
(4.161) = O(|λ|2| ln ǫ|σ1−δn−1) = O(|λ|σ1−δn−1). (4.165)
Next, we write
(4.162) = λ2
¯∫
A|n−1n
d3k
1
2|k|3
ki′k j
αP,n−1(kˆ)2
(
1
HW+
P,n−1 − zn+1
(ΓP,n−1 + k) j
1
[HW+
P,n−1]k − z′n+1
φP,n−1
)
= λ2
¯∫
A|n−1n
d3k
1
2|k|3
ki′k j
αP,n−1(kˆ)2
(
1
HW+
P,n−1 − zn+1
(ΓP,n−1) j
1
[HW+
P,n−1]k − z′n+1
φP,n−1
)
(4.166)
+O(|λ|2| ln ǫ|ǫ−2σn−1),
where we made use of (3.70) in Lemma 3.13 and (3.47) in Lemma 3.11. Now we rewrite a part of the integrand
in (4.166) using the resolvent expansion, analogously as in (4.164). We have
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
[HW+
P,n−1]k − z′n+1
φP,n−1
= f1(k)
1
HW+
P,n−1 − zn+1
(ΓP,n−1)iφP,n−1
+ f1(k)
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i
1
[HW+
P,n−1]k − z′n+1
[−k · ΓP,n−1 −
|k|2
2
]φP,n−1 = O(|k|−1ǫ−2σ−δn−1), (4.167)
where we used |k| ≤ σn−1, and Lemmas 3.13, 3.11, Theorem 4.1. Substituting (4.167) to (4.166), we obtain
(4.162) = O(|λ|2 | ln ǫ|ǫ−2σn−1) + O(|λ|2| ln ǫ|ǫ−2σ1−δn−1) = O(|λ|σ1−δn−1). (4.168)
This concludes the proof of (4.157). As for (4.158), we see from (4.159) that L˚|n−1n has one power of k more
than (L|n−1n )i. Thus by the same argument as above we obtain the bound by O(|λ|σ2−δn−1). 
4.4 Contribution to Iq with l ∈ N0, l′ ∈ N0, l′′ ∈ N
The contribution has the form
I
q
N0 ,N0,N
:= (Q⊥P,n−1)
q
∞∑
l=0
{RV}lR(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′R′(ΓP,n−1 + ∆ΓP|n−1n )i′ ×
×
∞∑
l′′=0
∮
γP,n+1
dwn+1{R′′V}l
′′
R′′VR′′φP,n−1
= O(1)R(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′R′(ΓP,n−1 + ∆ΓP|n−1n )i′
∮
γP,n+1
dwn+1R
′′VR′′φP,n−1 (4.169)
+ O(σ−1n+1)R′(ΓP,n−1 + ∆ΓP|n−1n )i′
∞∑
l′′=0
∮
γP,n+1
dwn+1(R
′′V)ℓ
′′
R′′VR′′VR′′φP,n−1, (4.170)
where after splitting
∑∞
l′′=0{R′′V}l
′′
= 1 +
∑∞
l′′=0{R′′V}l
′′
R′′V we have estimated
(Q⊥P,n−1)
q
∞∑
l=0
{RV}l = O(1) and (Q⊥P,n−1)q
∞∑
l=0
{RV}lR(ΓP,n−1 + ∆ΓP|n−1n )i
∞∑
l′=0
{R′V}l′ = O(σ−1n+1) (4.171)
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in (4.169) and (4.170), respectively, using Lemma 4.15. To proceed, we set f (wn+1) := (EP,n−1 + ∆cP|n−1n −
wn+1)
−1 = O(σ−1
n+1
) so that R′′φP,n−1 = f (wn+1)φP,n−1. We first analyse (4.169). Since we have ‖R′(∆ΓP|n−1n )i‖Fn =
O(σ−δ
n−1) , ‖R′(ΓP,n−1)i‖Fn = O(σ−1n+1) by Lemma 4.15, and Lemma 4.9 gives that R′′VφP,n−1 = O(|λ|1/2σ1−δn−1), we
obtain
(4.169) = O(1)
∮
γP,n+1
dwn+1 f (wn+1)R(ΓP,n−1)i
∞∑
l′=0
{R′V}l′R′(ΓP,n−1)i′R′′VφP,n−1 + O(σ−2δn−1), (4.172)
where we also exploited that the length of the integration contour compensates f (wn+1) = O(σ−1n+1). Using the
splitting 1 = Q⊥
P,n−1 + QP,n−1, we can write
(4.169) = O(1)
∮
γP,n+1
dwn+1 f (wn+1)R(ΓP,n−1)i
∞∑
l′=0
{R′V}l′Q⊥P,n−1R′(ΓP,n−1)i′R′′VφP,n−1 (4.173)
+O(1)
∮
γP,n+1
dwn+1 f (wn+1)R(ΓP,n−1)i
∞∑
l′=0
{R′V}l′R′VQP,n−1R′(ΓP,n−1)i′R′′VφP,n−1 (4.174)
+O(1)
∮
γP,n+1
dwn+1 f (wn+1)R(ΓP,n−1)iQP,n−1R′(ΓP,n−1)i′R′′VφP,n−1 + O(σ−2δn−1). (4.175)
We analyse (4.173). We have by Lemmas 4.22, 4.17, 4.18
(4.173) = O(1)
∮
γP,n
dwn+1 f (wn+1)R(ΓP,n−1)i
∞∑
l′=0
{R′V}l′R′Vb∗(g2,i|n−1n )φP,n−1 (4.176)
+O(1)
∮
γP,n
dwn+1 f (wn+1)R(ΓP,n−1)ib∗(g2,i|n−1n )φP,n−1 + O(σ−2δn−1) (4.177)
= O(σ−2δn−1).
Now we consider (4.174) and (4.175). We have by the ingredients stated above (4.172), namely R′′VφP,n−1 =
O(|λ|1/2σ1−δ
n−1) and ‖R′(ΓP,n−1)i‖Fn = O(σ−1n+1), together with ‖R′(ΓP,n−1)iφP,n−1‖ = O(σ−δn−1) of Lemma 4.15
(4.174) = O(σ−2δn−1), and (4.175) = O(σ−2δn−1). (4.178)
Thus altogether
(4.169) = O(σ−2δn−1). (4.179)
Nowwe analyse (4.170). Using the splitting 1 = Q⊥
P,n−1+QP,n−1 and
∑∞
l′′=0{R′′V}l
′′
= 1+
∑∞
l′′=0{R′′V}l
′′
R′′V ,
as well as the estimates ‖R′(ΓP,n−1)i‖Fn = O(σ−1n+1), ‖R′(∆ΓP|n−1n )i‖Fn = O(σ−δn−1) of Lemma 4.15, the expression
reads
(4.170) = O(σ−1n+1)R′(ΓP,n−1 + ∆ΓP|n−1n )i′
∞∑
l′′=0
∮
γP,n+1
dwn+1 f (wn+1)(R
′′V)ℓ
′′
Q⊥P,n−1R
′′VR′′VφP,n−1 (4.180)
+O(σ−1n+1)R′(ΓP,n−1 + ∆ΓP|n−1n )i′
∮
γP,n+1
dwn+1 f (wn+1)QP,n−1R′′VR′′VφP,n−1 (4.181)
+O(σ−2n+1)
∞∑
l′′=0
∮
γP,n+1
dwn+1 f (wn+1)(R
′′V)ℓ
′′
R′′VQP,n−1R′′VR′′VφP,n−1. (4.182)
Let us consider (4.181). By Lemmas 4.15 and 4.9, we have that
R′(ΓP,n−1 + ∆ΓP|n−1n )i′QP,n−1 = O(σ−δn−1), QP,n−1R′′VR′′VφP,n−1 = O(|λ|σ1−δn−1), (4.183)
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hence
(4.181) = O(σ−2δn−1). (4.184)
As for (4.182), recalling from Lemma 4.9 that R′′VQP,n−1 = O(|λ|1/2σ1−δn−1) and making use of the second
formula in (4.183) we get
(4.182) = O(σ−2δn−1). (4.185)
Now making use of Lemmas 4.23 and 4.15 combined with the splitting
∑∞
l′′=0{R′′V}l
′′
= 1+
∑∞
l′′=0{R′′V}l
′′
R′′V ,
we have
(4.180) =
{
O(σ−1n+1)R′(ΓP,n−1 + ∆ΓP|n−1n )i′
∞∑
l′′=0
∮
γP,n+1
dwn+1 f (wn+1)(R
′′V)ℓ
′′ ×
× (B∗(G|n−1n )φP,n−1 + b∗(I|n−1n · g|n−1n )φP,n−1)} + O(σ−2δn−1)
= O(σ−1n+1)R′(ΓP,n−1 + ∆ΓP|n−1n )i′B∗(G|n−1n )φP,n−1 (4.186)
+O(σ−2n+1)
∞∑
l′′=0
∮
γP,n+1
dwn+1 f (wn+1)(R
′′V)ℓ
′′
R′′VB∗(G|n−1n )φP,n−1 (4.187)
+O(σ−1n+1)R′(ΓP,n−1 + ∆ΓP|n−1n )i′b∗
(I|n−1n · g|n−1n )φP,n−1 (4.188)
+O(σ−2n+1)
∞∑
l′′=0
∮
γP,n+1
dwn+1 f (wn+1)(R
′′V)ℓ
′′
R′′Vb∗
(I|n−1n · g|n−1n )φP,n−1 (4.189)
+O(σ−2δn−1).
We have by Lemma 4.17, formula (4.60) and |I|n−1n | ≤ cI |λ|2σn−1 that (4.189) = O(σ−2δn−1). Similarly, by
Lemmas 4.18, 4.19 and |I|n−1n | ≤ cI |λ|2σn−1 we have (4.188) = O(σ−2δn−1). Furthermore, by Lemma 4.24 we have
(4.187) = O(σ−2δ
n−1) and by Lemmas 4.26, 4.25, we have (4.186) = O(σ−2δn−1). Thus altogether
(4.180) = O(σ−2δn−1), and (4.170) = O(σ−2δn−1). (4.190)
Thus the proof of Theorem 4.3 is complete, given the auxiliary lemmas listed below.
Lemma 4.22. (Control of (4.173)) Under the assumptions of Theorem 4.3 and the induction hypothesis
Q⊥P,n−1R
′(ΓP,n−1)i′R′′VφP,n−1 := Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′
1
HW+
P,n−1 − wn+1
(−)HWI |n−1n φP,n−1
= b∗(g2,i |n−1n )φP,n−1 + O(|λ|1/4σ1−2δn−1 ), (4.191)
where g2,i|n−1n is as specified in Lemma 4.31 and analogous to the one introduced in Lemma 4.16 (the only
difference being the inessential substitution γ˜P,n+1 ∋ z′n+1 7→ wn+1 ∈ γP,n+1).
Proof. We recall that HW
I
|n−1n := (L|n−1n +I|n−1n ) ·ΓP,n−1+∆(HWI |n−1n )mix + (HWI |n−1n )quad with |I|n−1n | ≤ cI |λ|2σn−1
and study the respective terms. We have
Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′
1
HW+
P,n−1 − wn+1
I|n−1n · ΓP,n−1φP,n−1 = O(|λ|2σ1−2δn−1 ) (4.192)
by the induction hypothesis (see Remark 4.5). Furthermore, by Lemma 4.31,
Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′
1
HW+
P,n−1 − wn+1
L|n−1n · ΓP,n−1φP,n−1 = b∗(g2,i|n−1n )φP,n−1 + O(|λ|1/4σ1−2δn−1 ), (4.193)
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where g2,i|n−1n is provided in this lemma. Next, in order to analyse the terms proportional to ∆(HWI |n−1n )mix and
(HW
I
|n−1n )quad, we recall that
∆(HWI |n−1n )mix :=
1
2
3∑
i=1
[(ΓP,n−1)i, (L|n−1n )i] =
λ
2
∫ˆ
A|n−1n
d3k
k2(b(k) − b∗(k))√
2|k|3/2αP,n−1(kˆ)
, (4.194)
(HWI |n−1n )quad :=
1
2
(L|n−1n + I|n−1n )2, (4.195)
and note that ∆(HW
I
|n−1n )mix has the same structure as L|n−1n (see (3.28)) but is by one power of k more regular.
To stress this fact we write L˚|n−1n := 2∆(HWI |n−1n )mix consistently with the notation in Lemmas B.2, 4.21. We
have by Lemma 4.14
Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′
1
HW+
P,n−1 − wn+1
L˚|n−1n φP,n−1 = O(|λ|1/2σ1−δn−1). (4.196)
Now we study the three terms coming from (HW
I
|n−1n )quad. We have by Lemma 4.30
Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′
1
HW+
P,n−1 − wn+1
L|n−1n · L|n−1n φP,n−1 = O(|λ|σ1−δn−1). (4.197)
Next, making use of |I|n−1n | ≤ cI |λ|2σn−1 and Lemma 4.14, we get
Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′
1
HW+
P,n−1 − wn+1
I|n−1n · L|n−1n φP,n−1 = O(|λ|5/2σ1−δn−1). (4.198)
Finally, by |I|n−1n | ≤ cI |λ|2σn−1 and Theorem 4.1
Q⊥P,n−1
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′
1
HW+
P,n−1 − wn+1
(I|n−1n )2φP,n−1 = O(|λ|3σ1−δn−1). (4.199)
This completes the proof. 
Lemma 4.23. (Control of (4.180) associated with (4.170)) Under the assumptions of Theorem 4.3 and the
inductive hypothesis
Q⊥P,n−1R
′′VR′′VφP,n−1
:= Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(−)HWI |n−1n
1
HW+
P,n−1 − wn+1
(−)HWI |n−1n φP,n−1 (4.200)
= B∗(G|n−1n )φP,n−1 + b∗
(I|n−1n · g|n−1n )φP,n−1 + O(|λ|1/2σ2−2δn−1 ), (4.201)
where gi|n−1n is a 3-tuple of functions with support in A¯|n−1n , G|n−1n is a function with support in A¯|n−1n × A¯|n−1n
and B∗(G|n−1n ) :=
∫
d3k1d
3k2G(k1, k2)|n−1n b∗(k1)b∗(k2). They satisfy the pointwise bounds:
|g(k)|n−1n | ≤ c|λ||k|−3/2σ−δn−1, (4.202)
|G(k1, k2)|n−1n | ≤ c|λ|2|k1|−3/2|k2|−3/2σ1−δn−1. (4.203)
Proof. We recall that HW
I
|n−1n := (L|n−1n +I|n−1n ) ·ΓP,n−1+∆(HWI |n−1n )mix + (HWI |n−1n )quad with |I|n−1n | ≤ cI |λ|2σn−1
and study the respective terms.
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Step 1: First, we consider
Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n + I|n−1n ) · ΓP,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n + I|n−1n ) · ΓP,n−1φP,n−1 (4.204)
= Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n )(+) · ΓP,n−1
1
HW+
P,n−1 − wn+1
L|n−1n · ΓP,n−1φP,n−1 (4.205)
+ Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n )(−) · ΓP,n−1
1
HW+
P,n−1 − wn+1
L|n−1n · ΓP,n−1φP,n−1 (4.206)
+ Q⊥P,n−1
1
HW+
P,n−1 − wn+1
L|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
I|n−1n · ΓP,n−1φP,n−1 (4.207)
+ Q⊥P,n−1
1
HW+
P,n−1 − wn+1
I|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
L|n−1n · ΓP,n−1φP,n−1 (4.208)
+ Q⊥P,n−1
1
HW+
P,n−1 − wn+1
I|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
I|n−1n · ΓP,n−1φP,n−1. (4.209)
We note that in (4.205), (4.207), (4.208) we can skip the projection Q⊥
P,n−1 as the respective vectors are mani-
festly in its range. Now we estimate the terms above:
(4.205) ≃ λ
2
√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2
(
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
1√
2|k2|3/2
k2, j′
αP,n−1(kˆ2)
×
× 1
[HW+
P,n−1]k1 ,k2 − wn+1
(ΓP,n−1 + k2) j
1
[HW+
P,n−1]k2 − wn+1
(ΓP,n−1) j′φP,n−1 + {1↔ 2}
)
(4.210)
=
λ2√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2
(
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
1√
2|k2|3/2
k2, j′
αP,n−1(kˆ2)
×
× 1
[HW+
P,n−1]k1 ,k2 − wn+1
Q⊥P,n−1(ΓP,n−1) j
1
[HW+
P,n−1]k2 − wn+1
(ΓP,n−1) j′φP,n−1 + {1↔ 2}
)
(4.211)
+
λ2√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2
(
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
1√
2|k2|3/2
k2, j′
αP,n−1(kˆ2)
×
× 1
[HW+
P,n−1]k1 ,k2 − wn+1
QP,n−1(ΓP,n−1) j
1
[HW+
P,n−1]k2 − wn+1
(ΓP,n−1) j′φP,n−1 + {1↔ 2}
)
(4.212)
+O(|λ|σ2−δn−1), (4.213)
where the error term in (4.213) comes from the part of (4.210) proportional to k2, j and is obtained using
Lemma 3.13 and Theorem 4.1. As for the term in (4.211), using (3.72) in Lemma 3.13 we can estimate a part
of the integrand as follows
‖ 1
[HW+
P,n−1]k1 ,k2 − wn+1
Q⊥P,n−1(ΓP,n−1) j
1
[HW+
P,n−1]k2 − wn+1
(ΓP,n−1) j′φP,n−1‖
≤ c‖Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1) j
1
[HW+
P,n−1]k2 − wn+1
(ΓP,n−1) j′φP,n−1‖ = O(ǫ−4σ−2δn−1), (4.214)
where in the last step we used Lemma 4.28. Consequently,
(4.211) = O(|λ|2| ln ǫ|ǫ−4σ2−2δn−1 ) = O(|λ|σ2−2δn−1 ). (4.215)
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Let us now consider the term in (4.212). Using the definition in (3.57), in Lemma 4.27 we show that
1
[HW+
P,n−1]k1 ,k2 − wn+1
φP,n−1 = G0(k1, k2)φP,n−1 + O(σ−δn−1), (4.216)
where G0(k1, k2) = O((|k1| + |k2|)−1) is a numerical function, symmetric under the exchange of variables. We
also note that by Lemma 3.13, the identity in (4.101), Theorem 4.1, and ‖(ΓP,n−1) jφP,n−1‖ ≤ c (cf. Appendix B)
we have
G j, j′(k) :=
1
‖φP,n−1‖2
〈φP,n−1, (ΓP,n−1) j
1
[HW+
P,n−1]k − wn+1
(ΓP,n−1) j′φP,n−1〉 = O(σ−δn−1). (4.217)
Making use of (4.216) and (4.217), we have
(4.212) = B∗(G|n−1n )φP,n−1 + O(|λ|2| ln ǫ|σ2−2δn−1 ) = B∗(G|n−1n )φP,n−1 + O(|λ|σ2−2δn−1 ), (4.218)
where G|n−1n is a symmetric function with support in A¯|n−1n × A¯|n−1n given by
G(k1, k2)|n−1n := λ2χκ(k1)χκ(k2)|k1 |α|k2|α
k1, j
|k1|3/2αP,n−1(kˆ1)
k2, j′
|k2|3/2αP,n−1(kˆ2)
×
×G0(k1, k2)1
2
(G j, j′ (k1) +G j, j′(k2)) (4.219)
and B∗(G|n−1n )φP,n−1 :=
∫
d3k1d
3k2G(k1, k2)|n−1n b∗(k1)b∗(k2)φP,n−1. Clearly, we have the pointwise bound
|G(k1, k2)|n−1n | ≤ |λ|2
c
|k1|3/2|k2|3/2
σ1−δn−1, (4.220)
where we used |k1||k2| ≤ |k1|1/2|k2|1/2(|k1| + |k2|) ≤ σn−1(|k1| + |k2|).
Now we consider (4.206). It has the form
(4.206) = Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n )(−) · ΓP,n−1
1
HW+
P,n−1 − wn+1
L|n−1n · ΓP,n−1φP,n−1
= λ2
¯∫
A|n−1n
d3k
1
2|k|3
kiki′
αP,n−1(kˆ)2
Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1 + k)i
1
[HW+
P,n−1]k − wn+1
(ΓP,n−1)i′φP,n−1.
(4.221)
The part of (4.206) proportional to k is O(λ2ǫ−2 | ln ǫ|σ2−δ
n−1) = O(|λ|σ2−δn−1) due to Lemma 3.13, identity (4.101),
Theorem 4.1 and (3.47) in Lemma 3.11. The remaining part of (4.206) is O(|λ|2| ln ǫ|ǫ−4σ2−2δ
n−1 ) = O(|λ|σ2−2δn−1 )
by Lemma 4.28. Thus altogether
(4.206) = O(|λ|σ2−2δn−1 ). (4.222)
Next we estimate (4.207). Proceeding as in the analysis of (4.128) and using |I|n−1n | ≤ cI |λ|2σn−1 we have
(4.207) = b∗
( 3∑
i′=1
(I|n−1n )i′g1,i′ |n−1n
)
φP,n−1 + O(|λ|5/2σ2−2δn−1 ), (4.223)
where g1,i′ |n−1n is a 3-tuple of functions with support in A¯|n−1n analogous to the one introduced in Lemma 4.16
(the only difference being the inessential substitution γ˜P,n+1 ∋ z′n+1 7→ wn+1 ∈ γP,n+1) which satisfy the pointwise
bound |g1,i′(k)|n−1n | ≤ |λ| c|k|3/2σδ
n−1
.
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Now we consider (4.208). We have by Lemma 4.31 and |I|n−1n | ≤ cI |λ|2σn−1
(4.208) = b∗
( 3∑
i′=1
(I|n−1n )i′g2,i′ |n−1n
)
φP,n−1 + O(|λ|2σ2−2δn−1 ), (4.224)
where g2,i′ |n−1n is a 3-tuple of functions with support in A¯|n−1n which satisfy the pointwise bound |g2,i′(k)|n−1n | ≤
|λ| c|k|3/2σδ
n−1
.
Since it is readily seen that (4.209) = O(|λ|4σ2−2δ
n−1 ) using |I|n−1n | ≤ cI |λ|2σn−1 and the inductive hypothesis,
our analysis of (4.204) is complete. Summing up, we have shown that
(4.204) =
{
B∗(G|n−1n ) + b∗
( 3∑
i′=1
(I|n−1n )i′g2,i′ |n−1n ) + b∗
( 3∑
i=1
(I|n−1n )ig1,i|n−1n
)}
φP,n−1 + O(|λ|σ2−2δn−1 ), (4.225)
where |G(k1, k2)|n−1n | ≤ c|λ|2|k1|−3/2|k2|−3/2σ1−δn−1 and {
∑3
i=1 |g#,i(k)|n−1n |2}
1
2 ≤ c|λ||k|−3/2σ−δ
n−1 with # = 1, 2.
Step 2: Now we consider the following contribution to the expression from the statement of the lemma
Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(∆(HWI |n−1n )mix + (HWI |n−1n )quad)
1
HW+
P,n−1 − wn+1
(L|n−1n + I|n−1n ) · ΓP,n−1φP,n−1 (4.226)
= O(|λ|1/2σn−1)
1
HW+
P,n−1 − wn+1
(L|n−1n · ΓP,n−1)φP,n−1 (4.227)
+ O(|λ|1/2σn−1) 1
HW+
P,n−1 − wn+1
(I|n−1n · ΓP,n−1)φP,n−1, (4.228)
where we made use of (3.52) and (3.53) in Lemma 3.11. Clearly (4.228) = O(|λ|5/2σ2−δ
n−1) due to |I|n−1n | ≤
cI |λ|2σn−1 and Theorem 4.1. Furthermore, we have by Lemma 4.13 that (4.227) = O(|λ|σ2−δn−1). Thus altogether
(4.226) = O(|λ|σ2−δn−1). (4.229)
Step 3: Next we consider the following contribution to the expression from the statement of the lemma
Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n + I|n−1n ) · ΓP,n−1 ×
× 1
HW+
P,n−1 − wn+1
(∆(HWI |n−1n )mix + (HWI |n−1n )quad)φP,n−1 (4.230)
= Q⊥P,n−1
1
HW+
P,n−1 − wn+1
I|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
∆(HWI |n−1n )mixφP,n−1 (4.231)
+ Q⊥P,n−1
1
HW+
P,n−1 − wn+1
L|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
∆(HWI |n−1n )mixφP,n−1 (4.232)
+ Q⊥P,n−1
1
HW+
P,n−1 − wn+1
I|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
(HWI |n−1n )quadφP,n−1 (4.233)
+ Q⊥P,n−1
1
HW+
P,n−1 − wn+1
L|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
(HWI |n−1n )quadφP,n−1. (4.234)
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To analyse these expressions, norm-bounds involving ∆(HW
I
|n−1n )mix, (HWI |n−1n )quad from Lemma 3.11 are not
sufficient and we have to recall the definitions:
∆(HWI |n−1n )mix :=
3∑
i=1
1
2
[(ΓP,n−1)i, (L|n−1n )i] =
λ
2
∫ˆ
A|n−1n
d3k
k2(b(k) − b∗(k))√
2|k|3/2αP,n−1(kˆ)
, (4.235)
(HWI |n−1n )quad :=
1
2
(L|n−1n + I|n−1n )2. (4.236)
We note that ∆(HW
I
|n−1n )mix has the same structure as L|n−1n but is by one power of k more regular. To stress this
fact we write L˚|n−1n := 2∆(HWI |n−1n )mix consistently with the notation in Lemmas B.2, 4.14, 4.21.
Thus we immediately get by Lemma 4.14 and |I|n−1n | ≤ cI |λ|2σn−1, that
(4.231) = O(|λ|5/2σ2−δn−1). (4.237)
Similarly, by Lemma 4.21 we obtain
(4.232) = O(|λ|σ2−δn−1). (4.238)
Now proceeding to (4.233), we write
2 × (4.233) = Q⊥P,n−1
1
HW+
P,n−1 − wn+1
I|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
(I|n−1n )2φP,n−1 (4.239)
+Q⊥P,n−1
1
HW+
P,n−1 − wn+1
I|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
(2I|n−1n · L|n−1n )φP,n−1 (4.240)
+Q⊥P,n−1
1
HW+
P,n−1 − wn+1
I|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n ) · (L|n−1n )φP,n−1. (4.241)
Using |I|n−1n | ≤ cI |λ|2σn−1, the fact that (HW+P,n−1 − wn+1)−1φP,n−1 = O(σ−1n+1) and Theorem 4.1, we have
(4.239) = O(|λ|6ǫ−2σ2−δn−1) = O(|λ|5σ2−δn−1). (4.242)
Next, by Lemma 4.14 and |I|n−1n | ≤ cI |λ|2σn−1
(4.240) = O(|λ|9/2σ2−δn−1). (4.243)
Now we consider (4.241). We have by Lemma 4.30 and |I|n−1n | ≤ cI |λ|2σn−1
(4.241) = O(|λ|3σ2−δn−1). (4.244)
Thus, altogether, we have
(4.233) = O(|λ|3σ2−δn−1). (4.245)
Finally, we consider (4.234). We have
2 × (4.234) = Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n )(+) · ΓP,n−1
1
HW+
P,n−1 − wn+1
(I|n−1n )2φP,n−1 (4.246)
+Q⊥P,n−1
1
HW+
P,n−1 − wn+1
L|n−1n · ΓP,n−1
1
HW+
P,n−1 − wn+1
(2I|n−1n · (L|n−1n )(+))φP,n−1 (4.247)
+Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n )(+) · ΓP,n−1
1
HW+
P,n−1 − wn+1
((L|n−1n )(+) · (L|n−1n )(+))φP,n−1 (4.248)
+Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n )(−) · ΓP,n−1
1
HW+
P,n−1 − wn+1
((L|n−1n )(+) · (L|n−1n )(+))φP,n−1 (4.249)
+Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(L|n−1n )(+) · ΓP,n−1
1
HW+
P,n−1 − wn+1
((L|n−1n )(−) · (L|n−1n )(+))φP,n−1. (4.250)
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Making use of |I|n−1n | ≤ cI |λ|2σn−1 and applying Lemma 4.13, we easily see
(4.246) = O(λ4σ2−δn−1). (4.251)
Next, applying Lemma 4.21 and using |I|n−1n | ≤ cI |λ|2σn−1, we have
(4.247) = O(|λ|3σ2−δn−1). (4.252)
Now we consider (4.248) where we can omit Q⊥
P,n−1. We can write
(4.248) ≃ (−λ)
3
√
3!
∫ˆ ⊕
(A|n−1n )×3
d3k1d
3k2d
3k3{
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
1√
2|k2|3/2
k2, j
αP,n−1(kˆ2)
1√
2|k3|3/2
k3, j′
αP,n−1(kˆ3)
×
× 1
[HW+
P,n−1]k1,k2 ,k3 − wn+1
(ΓP,n−1 + k1 + k2) j′
1
[HW+
P,n−1]k1 ,k2 − wn+1
φP,n−1 + {perm}
}
, (4.253)
where {perm} denotes all the remaining permutations of the variables k1, k2, k3 and summation over j, j′ is
understood. The part of (4.253) which is proportional to k1+k2 is O(|λ|3| ln ǫ|3/2σ2n−1) by (3.70) in Lemma 3.13.
Furthermore, we have by Lemmas 4.27, 3.13 and Theorem 4.1
1
[HW+
P,n−1]k1 ,k2,k3 − wn+1
(ΓP,n−1) j′
1
[HW+
P,n−1]k1 ,k2 − wn+1
φP,n−1
= G0(k1, k2)
1
[HW+
P,n−1]k1 ,k2,k3 − wn+1
(ΓP,n−1) j′φP,n−1 +
1
[HW+
P,n−1]k1 ,k2,k3 − wn+1
(ΓP,n−1) j′O(σ−δn−1)
= O(|k1|−1σ−δn−1). (4.254)
By substituting (4.254) to (4.253), we have
(4.248) = O(|λ|2σ2−δn−1). (4.255)
Next, we estimate (4.249). We have
(4.249) ≃ 2(−λ)3
∫ˆ ⊕
A|n−1n
d3k′
1√
2|k′|3/2
k′
j′
αP,n−1(kˆ′)
∫¯
A|n−1n
d3k
1
2|k|3
k j′k j
αP,n−1(kˆ)2
×
× 1
[HW+
P,n−1]k′ − wn+1
(ΓP,n−1 + k + k′) j
1
[HW+
P,n−1]k,k′ − wn+1
φP,n−1. (4.256)
We note that by Lemma 3.13 the term proportional to k + k′ in this expression is O(|λ|3| ln ǫ|3/2σ2
n−1). Further-
more, we have by Lemmas 4.27, 3.13 and Theorem 4.1,
1
[HW+
P,n−1]k′ − wn+1
(ΓP,n−1) j′
1
[HW+
P,n−1]k,k′ − wn+1
φP,n−1
= G0(k, k
′)
1
[HW+
P,n−1]k′ − wn+1
(ΓP,n−1) j′φP,n−1 +
1
[HW+
P,n−1]k′ − wn+1
(ΓP,n−1) j′O(σ−δn−1) = O(|k′|−1σ−δn−1).(4.257)
By substituting (4.257) to (4.256), we have altogether
(4.249) = O(|λ|2σ2−δn−1). (4.258)
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Finally, we consider (4.250). We have, making use of (4.311) and Lemma 4.13
(4.250) = O(|λ|2| ln ǫ|ǫ−2σn−1)
1
HW+
P,n−1 − wn+1
(L|n−1n )(+) · ΓP,n−1φP,n−1 = O(|λ|σ2−δn−1). (4.259)
Thus altogether
(4.234) = O(|λ|σ2−δn−1). (4.260)
Summing up,
(4.230) = O(|λ|σ2−δn−1). (4.261)
Step 4: Finally, we consider the following contribution to the expression from the statement of the lemma
Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(∆(HWI |n−1n )mix + (HWI |n−1n )quad) ×
× 1
HW+
P,n−1 − wn+1
(∆(HWI |n−1n )mix + (HWI |n−1n )quad)φP,n−1 = O(|λ|1/2σ2n−1), (4.262)
where we made use of (3.52) and (3.53) in Lemma 3.11. This concludes the proof. 
Lemma 4.24. (Control of (4.187) associated with (4.180)) Under the assumptions of Theorem 4.3
R′′VB∗(G|n−1n )φP,n−1 :=
1
HW+
P,n−1 − wn+1
(−)HWI |n−1n B∗(G|n−1n )φP,n−1 = O(|λ|3/2σ2−2δn−1 ), (4.263)
where B∗(G|n−1n ) appeared in Lemma 4.23.
Proof. We recall that HW
I
|n−1n := (L|n−1n + I|n−1n ) · ΓP,n−1 + ∆(HWI |n−1n )mix + (HWI |n−1n )quad and consider the
respective terms. First, by (3.52)-(3.53) in Lemma 3.11 combined with the fact that ‖G|n−1n ‖2 = O(|λ|σ1−δn−1) and
B
(
G|n−1n
)
φP,n−1 = 0, we obtain that
1
HW+
P,n−1 − wn+1
(∆(HWI |n−1n )mix + (HWI |n−1n )quad)B∗
(
G|n−1n
)
φP,n−1 = O(|λ|3/2σ2−δn−1). (4.264)
Next, making use of |I|n−1n | ≤ cI |λ|2σn−1, (3.72) in Lemma 3.13 combined with an identity analogous to (4.101),
Theorem 4.1, (3.70) in Lemma 3.13 (for the k1 + k2 term below), and the bound in (4.203), we get
1
HW+
P,n−1 − wn+1
(I|n−1n · ΓP,n−1)B∗
(
G|n−1n
)
φP,n−1
≃ (I|n−1n ) j
ˆ∫ ⊕
(A|n−1n )×2
d3k1d
3k2G
′(k1, k2)|n−1n
1
[HW+
P,n−1]k1 ,k2 − wn+1
(ΓP,n−1 + k1 + k2) jφP,n−1
= O(|λ|3σ2−2δn−1 ), (4.265)
where we defined G′|n−1n by G(k1, k2)|n−1n =: χκ(k1)χκ(k2)|k1|α|k2|αG′(k1, k2)|n−1n and accounted for the factor
χκ(k1)χκ(k2)|k1|α|k2|α by the ‘hat’ over the integral. Now we look at
1
HW+
P,n−1 − wn+1
(L|n−1n · ΓP,n−1)B∗
(
G|n−1n
)
φP,n−1
=
1
HW+
P,n−1 − wn+1
((L|n−1n )(+) · ΓP,n−1)B∗
(
G|n−1n
)
φP,n−1 (4.266)
+
1
HW+
P,n−1 − wn+1
((L|n−1n )(−) · ΓP,n−1)B∗
(
G|n−1n
)
φP,n−1. (4.267)
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The direct integral representation, (3.52), (3.72) in Lemma 3.13 combined with an identity analogous to (4.101),
Theorem 4.1, (3.70) in Lemma 3.13 (for the k2 + k3 term below) and the bound in (4.203), give
(4.266) ≃ − λ√
3!
∫ˆ ⊕
(A|n−1n )×3
d3k1d
3k2d
3k3
(
1√
2|k1|3/2
k1, j
αP,n−1(kˆ1)
G′(k2, k3)|n−1n ×
× 1
[HW+
P,n−1]k1 ,k2,k3 − wn+1
(ΓP,n−1 + k2 + k3) jφP,n−1 + {perm}
)
= O(|λ|3| ln ǫ|3/2σ2−2δn−1 ) = O(|λ|2σ2−2δn−1 ), (4.268)
where summation over j is understood. As for (4.267), we have by (3.70) in Lemma 3.13 (used only for the
term proportional to k + k′ below), (3.72) in Lemma 3.13 combined with the identity in (4.101), Theorem 4.1,
the bound in (4.203), and the constraint σn ≤ |k|, |k′| ≤ σn−1
(4.267) ≃ −2λ
ˆ∫ ⊕
A|n−1n
d3k′
∫¯
A|n−1n
d3k
1√
2|k|3/2
k j
αP,n−1(kˆ)
G′(k, k′)|n−1n × (4.269)
× 1
[HW+
P,n−1]k′ − wn+1
(ΓP,n−1 + k + k′) jφP,n−1
= O(|λ|3σ2−δn−1| ln ǫ|3/2(σ−δn−1 + 1 + ǫ−1)) = O(λ2σ2−2δn−1 ), (4.270)
which concludes the proof. 
Lemma 4.25. (Control of (4.186) associated with (4.180)) Under the assumptions of Theorem 4.3
R′(∆ΓP|n−1n )i′B∗(G|n−1n )φP,n−1 :=
1
HW+
P,n−1 − z′n+1
(∆ΓP|n−1n )i′B∗(G|n−1n )φP,n−1 = O(|λ|σ1−2δn−1 ), (4.271)
where B∗(G|n−1n ) appeared in Lemma 4.23.
Proof. We recall that ∆ΓP|n−1n = X|n−1n + L|n−1n , where X|n−1n := −∇EP,n−1 + ∇EP,n + I|n−1n is a vector in R3
satisfying
|X|n−1n | ≤ c|λ|1/4σ1−δn−1. (4.272)
Since ‖(HW+
P,n−1 − zn+1)−1‖Fn = O(σ−1n+1) and ‖G|n−1n ‖2 = O(|λ|2| ln ǫ|σ1−δn−1) = O(|λ|σ1−δn−1) (see (4.220)), we have
1
HW+
P,n−1 − zn+1
(X|n−1n )iB∗
(
G|n−1n
)
φP,n−1 = O(|λ|5/4ǫ−2σ1−2δn−1 ) = O(|λ|σ1−2δn−1 ). (4.273)
Next, we consider the contribution with L|n−1n . We have
1
HW+
P,n−1 − z′n+1
(L|n−1n )i′B∗(G|n−1n )φP,n−1 =
1
HW+
P,n−1 − z′n+1
(L|n−1n )(+)i′ B∗(G|n−1n )φP,n−1 (4.274)
+
1
HW+
P,n−1 − z′n+1
(L|n−1n )(−)i′ B∗(G|n−1n )φP,n−1. (4.275)
Making use of (3.70) in Lemma 3.13 and of (4.203), similarly as in (4.253), we have
(4.274) ≃ (−λ)√
3!
∫ˆ ⊕
(A|n−1n )×3
d3k1d
3k2d
3k3{
1√
2|k1|3/2
k1,i′
αP,n−1(kˆ1)
G′(k2, k3)|n−1n
1
[HW+
P,n−1]k1 ,k2,k3 − z′n+1
φP,n−1 + {perm}
}
,
= O(|λ|3| ln ǫ|3/2σ1−δn−1) = O(|λ|2σ1−δn−1), (4.276)
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where we recall that G(k1, k2)|n−1n =: χκ(k1)χκ(k2)|k1|α|k2|αG′(k1, k2)|n−1n . Next we write, similarly as in (4.256),
applying Lemma 3.13, (4.203) and the constraint σn ≤ |k|, |k′| ≤ σn−1
(4.275) ≃ 2(−λ)
ˆ∫ ⊕
A|n−1n
d3k′
∫¯
A|n−1n
d3k
1√
2|k|3/2
ki′
αP,n−1(kˆ)
G′(k, k′)|n−1n
1
[HW+
P,n−1]k′ − z′n+1
φP,n−1
= O(|λ|3| ln ǫ|3/2ǫ−1σ1−δn−1) = O(|λ|2σ1−δn−1). (4.277)
This concludes the proof. 
Lemma 4.26. (Control of (4.186) associated with (4.180)) Under the assumptions of Theorem 4.3
R′(ΓP,n−1)i′B∗(G|n−1n )φP,n−1 :=
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′B∗(G|n−1n )φP,n−1 = O(|λ|σ1−2δn−1 ), (4.278)
where B∗(G|n−1n ) appeared in Lemma 4.23.
Proof. Making use of the direct integral representation, of (3.72) in Lemma 3.13 combined with an identity
analogous to (4.101) and of (3.70) in Lemma 3.13 (for the k1 + k2 term below), we get
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i′B∗(G|n−1n )φP,n−1
≃
√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2G
′(k1, k2)|n−1n
1
[HW+
P,n−1]k1,k2 − z′n+1
(ΓP,n−1 + k1 + k2)i′φP,n−1
= O(|λ|2 | ln ǫ|σ1−2δn−1 ) = O(|λ|σ1−2δn−1 ), (4.279)
where we exploited (4.203) and G′ is defined below (4.276). This concludes the proof. 
Lemma 4.27. Under the assumptions of Theorem 4.3
1
[HW+
P,n−1]k1 ,k2 − zn+1
φP,n−1 = G0(k1, k2)φP,n−1 + O(σ−δn−1), (4.280)
where σn ≤ |k1|, |k2| ≤ σn−1, zn+1 ∈ γP,n+1 ∪ γ˜P,n+1 and G0(k1, k2) = O((|k1 | + |k2|)−1) is a symmetric numerical
function with support in A¯|n−1n × A¯|n−1n .
Proof. We recall that
[HW+P,n−1]k1 ,k2 := H
W+
P,n−1 + (k1 + k2) · ΓP,n−1 +
(k1 + k2)
2
2
+ αP,n−1(kˆ1)|k1 | + αP,n−1(kˆ2)|k2|. (4.281)
Set aP,n−1(k1, k2) := αP,n−1(kˆ1)|k1| + αP,n−1(kˆ2)|k2| and write the following resolvent expansion
1
[HW+
P,n−1]k1 ,k2 − zn+1
=
1
HW+
P,n−1 + aP,n−1(k1, k2) − zn+1
(4.282)
+
1
[HW+
P,n−1]k1 ,k2 − zn+1
[−(k1 + k2) · ΓP,n−1 − (k1 + k2)
2
2
] × (4.283)
× 1
HW+
P,n−1 + aP,n−1(k1, k2) − zn+1
. (4.284)
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The term G0(k1, k2)φP,n−1 in (4.280) originates from the first term on the r.h.s. of (4.282) i.e.
G0(k1, k2) := (EP,n−1 + ∆cP|n−1n + aP,n−1(k1, k2) − zn+1)−1. (4.285)
We have
|EP,n−1 + ∆cP|n−1n + aP,n−1(k1, k2) − Re zn+1|
≥ aP,n−1(k1, k2) − |EP,n−1 − EP,n| − |∆cP|n−1n | −
σn+1
3
≥ 1
3
(|k1 | + |k2|) − (1/6 + 1/20)(|k1 | + |k2|) ≥ c′(|k1| + |k2|), (4.286)
where c′ > 0. Here we made use of the definition αP,n−1(kˆ) := (1 − ∇EP,n−1 · kˆ), the bounds |∆cP|n−1n |, |EP,n−1 −
EP,n| ≤ (1/20)σn+1≤ (1/40)(|k1 | + |k2|), ∇EP,n ≤ (1/3) + c|λ| and |Re zn+1 − EP,n| ≤ σn+1/3≤ (1/6)(|k1 | + |k2|).
This proves that G0(k1, k2) = O((|k1| + |k2|)−1).
Let us now explain the error term in (4.280). We get from (4.283)-(4.284), (3.72) in Lemma 3.13 combined
with an identity analogous to (4.101), Theorem 4.1 and (4.286) that the part of the error term proportional to
(k1 + k2) · ΓP,n−1 is O(σ−δn−1). The part proportional to (k1 + k2)2 is O(1) by (3.70) in Lemma 3.13. 
Lemma 4.28. Under the assumptions of Theorem 4.3 and the inductive hypothesis
‖Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1) j
1
[HW+
P,n−1]k − wn+1
(ΓP,n−1) j′φP,n−1‖ = O(ǫ−4σ−2δn−1) (4.287)
for σn ≤ |k| ≤ σn−1.
Proof. To be able to use the induction hypothesis we expand the resolvent of [HW+
P,n−1]k in (4.287) to the second
order:
1
[HW+
P,n−1]k − wn+1
:=
1
HW+
P,n−1 + k · ΓP,n−1 + |k|
2
2
+ αP,n−1(kˆ)|k| − wn+1
=
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − wn+1
(4.288)
+
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − wn+1
[−k · ΓP,n−1 −
|k|2
2
]
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − wn+1
(4.289)
+
1
[HW+
P,n−1]k − wn+1
{
[−k · ΓP,n−1 −
|k|2
2
]
1
HW+
P,n−1 + αP,n−1(kˆ)|k| − wn+1
}2
. (4.290)
We set w˜n+1 := wn+1 − αP,n−1(kˆ)|k| and first consider the contribution of (4.288) to (4.287). We have
‖Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1) j
1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖
≤ sup
z′
n+1
∈γ˜P,n+1
‖Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1) j
1
HW+
P,n−1 − z′n+1
(ΓP,n−1) j′φP,n−1‖ ≤ σ−2δn−1, (4.291)
where we used that αP,n−1(kˆ)|k| ≥ 0, applied the maximal modulus principle and the inductive hypothesis via
relation (4.7).
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Now we consider the contribution of the term involving ΓP,n−1 in (4.289) to (4.287):
‖Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1) j
1
HW+
P,n−1 − w˜n+1
(k · ΓP,n−1)
1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖
= ‖Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1) jQ⊥P,n−1
1
HW+
P,n−1 − w˜n+1
(k · ΓP,n−1)
1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖ (4.292)
+ ‖Q⊥P,n−1
1
HW+
P,n−1 − wn+1
(ΓP,n−1) jQP,n−1
1
HW+
P,n−1 − w˜n+1
(k · ΓP,n−1) 1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖. (4.293)
With the help of (3.48) in Lemma 3.11, the constraint |k| ≤ σn−1, the maximal modulus principle, and the
inductive hypothesis, we have
(4.292) ≤ cǫ−2σ−2δn−1. (4.294)
Next, applying Theorem 4.1 (twice) in combination with the maximal modulus principle, Lemma 4.29 and
|k| ≤ σn−1 we obtain
(4.293) ≤ cǫ−2σ−2δn−1. (4.295)
Next, we consider the contribution of the term involving |k|2 in (4.289) to (4.287). By Theorem 4.1 com-
bined with the maximal modulus principle, Lemma 4.29 and (3.47) in Lemma 3.11, we obtain
‖Q⊥P,n−1
1
HW
P,n−1 − wn+1
(ΓP,n−1) j
1
HW+
P,n−1 − w˜n+1
|k|2
2
1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖ = O(ǫ−4σ−δn−1). (4.296)
Finally, we study the contribution of (4.290) to (4.287). Expression (4.290) consist of four terms which we
denote (kΓ, kΓ), (kΓ, k2), (k2, kΓ), (k2, k2) in the obvious order. The contribution of (kΓ, kΓ) to (4.287) can be
bounded by
O(σ−1n+1)‖
1
[HW+
P,n−1]k − wn+1
(k · ΓP,n−1) ×
× 1
HW+
P,n−1 − w˜n+1
(k · ΓP,n−1)
1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖ (4.297)
= O(σ−1n+1)‖
1
[HW+
P,n−1]k − wn+1
(k · ΓP,n−1) ×
× Q⊥P,n−1
1
HW+
P,n−1 − w˜n+1
(k · ΓP,n−1)
1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖ (4.298)
+O(σ−1n+1)‖
1
[HW+
P,n−1]k − wn+1
(k · ΓP,n−1)QP,n−1 ×
× QP,n−1 1
HW+
P,n−1 − w˜n+1
(k · ΓP,n−1) 1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖. (4.299)
Thus we have by (3.71) in Lemma 3.13, |k| ≤ σn−1, the maximal modulus principle, and the inductive hypoth-
esis
(4.298) ≤ cǫ−2σ−2δn−1. (4.300)
Now by Lemma 3.13, Theorem 4.1 combined with the maximal modulus principle, |k| ≤ σn−1 and Lemma 4.29,
(4.299) ≤ cǫ−4σ−2δn−1. (4.301)
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Thus altogether
(4.297) ≤ cǫ−4σ−2δn−1. (4.302)
Now the contribution of (kΓ, k2) to (4.287) has the form
O(σ−1n+1)‖
1
[HW+
P,n−1]k − wn+1
(k · ΓP,n−1) ×
× 1
HW+
P,n−1 − w˜n+1
|k|2
2
1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖ ≤ cǫ−3σ−δn−1, (4.303)
where we made use of Theorem 4.1 in combination with the maximal modulus principle, (3.71) in Lemma 3.13,
Lemma 4.29 and |k| ≤ σn−1.
Next, the contribution of (k2, kΓ) to (4.287) has the form
O(σ−1n+1)‖
1
[HW+
P,n−1]k − wn+1
|k|2
2
×
× 1
HW+
P,n−1 − w˜n+1
(k · ΓP,n−1) 1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖ ≤ cǫ−4σ−δn−1. (4.304)
where we made use of Theorem 4.1 in combination with the maximal modulus principle, (3.70) in Lemma 3.13,
|k| ≤ σn−1 and Lemma 4.29.
Finally, the contribution of (k2, k2) to (4.287) has the form
O(σ−1n+1)‖
1
[HW+
P,n−1]k − wn+1
|k|2
2
×
× 1
HW+
P,n−1 − w˜n+1
|k|2
2
1
HW+
P,n−1 − w˜n+1
(ΓP,n−1) j′φP,n−1‖ ≤ cǫ−4σ1−δn−1, (4.305)
where we made use of the same ingredients as in (4.304). Thus the proof is complete. 
Lemma 4.29. Under the assumptions of Theorem 4.3
‖ 1
HW+
P,n−1 − w˜n+1
‖Fn ≤
c
σn+1
, (4.306)
‖ 1
HW+
P,n−1 − w˜n+1
(ΓP,n−1)i‖Fn ≤
c
σn+1
, (4.307)
where w˜n+1 = wn+1 − αP,n−1(kˆ)|k|, σn ≤ |k| ≤ σn−1, wn+1 ∈ γP,n+1.
Proof. We show only (4.307) as the proof of (4.306) is analogous and simpler. We write
1
HW+
P,n−1 − w˜n+1
(ΓP,n−1)i =
1
HW+
P,n−1 − w˜n+1
QP,n−1(ΓP,n−1)i +
1
HW+
P,n−1 − w˜n+1
Q⊥P,n−1(ΓP,n−1)i. (4.308)
The term involving QP,n−1 is estimated by a computation using (4.109), (B.2), (B.12) and |k|−1 ≤ σ−1n ≤ σ−1n+1.
As for the term with Q⊥
P,n−1, making use of the maximal modulus principle and (3.48) in Lemma 3.11, we can
write
‖ 1
HW+
P,n−1 − w˜n+1
Q⊥P,n−1(ΓP,n−1)i‖Fn ≤ sup
zn+1∈γ˜P,n+1
‖ 1
HW+
P,n−1 − zn+1
Q⊥P,n−1(ΓP,n−1)i‖Fn ≤
c
σn+1
. (4.309)
This concludes the proof. 
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Lemma 4.30. Under the assumptions of Theorem 4.3
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i
1
HW+
P,n−1 − zn+1
L|n−1n · L|n−1n φP,n−1 = O(|λ|σ1−δn−1), (4.310)
where z′
n+1
, zn+1 ∈ γP,n+1 ∪ γ˜P,n+1.
Proof. First, we note that
(L|n−1n )(−) · (L|n−1n )(+)φP,n−1 = λ2
¯∫
A|n−1n
d3k
k2
2|k|3αP,n−1(kˆ)2
φP,n−1
= φP,n−1O(λ2| ln ǫ|σ2n−1). (4.311)
The first contribution to the expression from the statement of the lemma is therefore
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i
1
HW+
P,n−1 − zn+1
((L|n−1n )(−) · (L|n−1n )(+))φP,n−1
= O(λ2| ln ǫ|ǫ−2σ1−δn−1) = O(|λ|σ1−δn−1), (4.312)
where we made use of Theorem 4.1. The remaining contribution is
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i
1
HW+
P,n−1 − zn+1
(L|n−1n )(+) · (L|n−1n )(+)φP,n−1 (4.313)
≃ λ2
√
2
∫ˆ ⊕
(A|n−1n )×2
d3k1d
3k2
1√
2|k1|3/2
k1,i
αP,n−1(kˆ1)
1√
2|k2|3/2
k2,i
αP,n−1(kˆ2)
×
× 1
[HW+
P,n−1]k1 ,k2 − z′n+1
(ΓP,n−1 + k1 + k2)i
1
[HW+
P,n−1]k1 ,k2 − zn+1
φP,n−1. (4.314)
The part of (4.314) proportional to k1 + k2 is O(|λ|2| ln ǫ|σn−1) = O(|λ|σn−1) by (3.70) in Lemma 3.13. To
control the remaining part of (4.314), we write, making use of Lemma 4.27
1
[HW+
P,n−1]k1 ,k2 − z′n+1
(ΓP,n−1)i
1
[HW+
P,n−1]k1 ,k2 − zn+1
φP,n−1
= G0(k1, k2)
1
[HW+
P,n−1]k1 ,k2 − z′n+1
(ΓP,n−1)iφP,n−1
+
1
[HW+
P,n−1]k1,k2 − z′n+1
(ΓP,n−1)iO(σ−δn−1) = O((|k1 | + |k2|)−1σ−δn−1), (4.315)
where we applied (3.72) in Lemma 3.13 combined with an identity analogous to (4.101), Theorem 4.1 and the
fact that G0(k1, k2) = O((|k1 | + |k2|)−1). Substituting (4.315) to (4.314), we obtain altogether
(4.313) = O(λ2| ln ǫ|σ1−δn−1) = O(|λ|σ1−δn−1), (4.316)
which completes the proof. 
Lemma 4.31. Under the assumptions of Theorem 4.3
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i
1
HW+
P,n−1 − zn+1
(L|n−1n · ΓP,n−1)φP,n−1
= b∗(g2,i|n−1n )φP,n−1 + O(|λ|1/4σ1−2δn−1 ), (4.317)
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where z′
n+1
, zn+1 ∈ γP,n+1 ∪ γ˜P,n+1 and g2,i|n−1n is a 3-tuple of functions with support in A¯|n−1n which satisfy the
pointwise bound
|g2,i(k)|n−1n | ≤ |λ|
c
|k|3/2σδ
n−1
. (4.318)
Proof. We use the direct integral representation
1
HW+
P,n−1 − z′n+1
(ΓP,n−1)i
1
HW+
P,n−1 − zn+1
L|n−1n · ΓP,n−1φP,n−1
≃ (−λ)
ˆ∫ ⊕
A|n−1n
d3k√
2|k|3/2
ki′
αP,n−1(kˆ)
×
× 1
[HW+
P,n−1]k − z′n+1
(ΓP,n−1 + k)i
1
[HW+
P,n−1]k − zn+1
(ΓP,n−1)i′φP,n−1. (4.319)
By (3.72) combined with the identity in (4.101) Lemma 3.13 and Theorem 4.1, the part of (4.319) proportional
to k is O(|λ|| ln ǫ|1/2σ1−δ
n−1) = O(|λ|1/2σ1−δn−1). We write the remaining part as follows
(−λ)
ˆ∫ ⊕
A|n−1n
d3k√
2|k|3/2
ki′
αP,n−1(kˆ)
×
× 1
[HW+
P,n−1]k − z′n+1
Q⊥P,n−1(ΓP,n−1)i
1
[HW+
P,n−1]k − zn+1
(ΓP,n−1)i′φP,n−1 (4.320)
+(−λ)
ˆ∫ ⊕
A|n−1n
d3k√
2|k|3/2
ki′
αP,n−1(kˆ)
×
× 1
[HW+
P,n−1]k − z′n+1
QP,n−1(ΓP,n−1)i
1
[HW+
P,n−1]k − zn+1
(ΓP,n−1)i′φP,n−1. (4.321)
We have (4.320) = O(|λ|| ln ǫ|1/2ǫ−4σ1−2δ
n−1 ) = O(|λ|1/4σ1−2δn−1 ), where we made use (3.72) in of Lemma 3.13, and
of Lemma 4.28. The analysis of (4.321) is very similar to the discussion of (4.130), thus we can write
(4.321) = b∗
(
g2,i|n−1n
)
φP,n−1 + O(|λ|1/2σ1−2δn−1 ), (4.322)
where g2,i|n−1n is a 3-tuple of functions with support in A¯|n−1n which satisfy the pointwise bound |g2,i′ (k)|n−1n | ≤
|λ| c|k|3/2σδ
n−1
. This completes the proof. 
5 Proof of Theorem 2.1
5.1 Proof of Theorem 2.1 (c)
An immediate consequence of Theorem 4.1 (and its proof) is the convergence of the sequence {φP,n}n∈N0 to the
limiting non-zero vector φP, which is the ground state of the transformed Hamiltonian with removed infrared
cut-off HW
P,n=∞. To study the properties of this sequence, we define an antiunitary J on F as follows: for ϕ ∈ F
with momentum wave functions {ϕq(k1, . . . , kq)}q∈N0 we set
J{ϕq(k1, . . . , kq)}q∈N0 := {ϕq(k1, . . . , kq)}q∈N0 , (5.1)
where JΩ = Ω is understood. Now we prove the following corollary of Theorem 4.1.
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Corollary 5.1. Let {φP,n}n∈N0 be the sequence of vectors appearing in Theorem 4.1 and denote φˇP,n := φP,n/‖φP,n‖.
Then, under the assumptions of Theorem 4.1:
(a) ‖φP,n+1 − φP,n‖ ≤ 2|λ|1/4σ1/2n and ‖φˇP,n+1 − φˇP,n‖ ≤ 8|λ|1/4σ1/2n . Therefore, the sequence {φP,n}n∈N0 (resp.
{φˇP,n}n∈N0) is convergent as n→ ∞ to the non-zero limiting vector φP (resp. φˇP).
(b) 〈φˇP,n,Ω〉 > 1/2 (possibly after further reducing |λ0|).
(c) Let QP,n be the spectral projection on the ground state energy of H
W
P,n
. Then φˇP,n = QP,nΩ/‖QP,nΩ‖.
Proof. The estimates in part (a) follow from Theorem 4.1 ii), iii), and formulas (C.43), (C.46) in its proof. The
convergence of the sequences to non-zero vectors then follows by a telescopic argument and Theorem 4.1 iii).
To prove part (b), we recall that φP,0 := Ω and note that by part (a)
‖Ω − φˇP,n‖ ≤ 8|λ|1/4
∞∑
n=0
σ
1/4
n < 1 (5.2)
for |λ0| sufficiently small, we obtain Re〈φˇP,n,Ω〉 > 1/2. Noting that, by definition (3.18), JφˇP,n = φˇP,n we
complete the proof of part (b) of the corollary.
To prove part (c), we note that by 〈φˇP,n,Ω〉 > 1/2, the uniqueness of the ground state of HWP,n, and JQP,nΩ =
QP,nΩ we have that φˇP,n = s(n)QP,nΩ/‖QP,nΩ‖, where s(n) ∈ {±1}. Clearly, s(0) = 1. Suppose that s(n∗) = −1
for some n∗ ∈ N. Then
1 > ‖Ω − φˇP,n∗‖ ≥ 1 − 〈Ω, φˇP,n∗〉 = 1 + ‖QP,nΩ‖, (5.3)
which is a contradiction. 
Now we describe the passage from the discrete to the continuous infrared cut-off, following [Pi03]. For
any δ ∈ (0, 1/4) we fix a sequence of discrete cut-offs ρn := (ǫ∗(δ))n as specified in Theorem 4.3. Now for
any given (continuous) infrared cut-off σ ∈ (0, 1] there is exactly one nσ ∈ N0 s.t. ρnσ+1 < σ ≤ ρnσ . Defining
ǫσ := σ
1/nσ , we obtain a new sequence of discrete cut-offs σn := ǫ
n
σ with the property σnσ = σ. Clearly,
ǫ∗(δ)1+1/nσ < ǫσ ≤ ǫ∗(δ), hence ǫσ ∈ (ǫ∗(δ)2, ǫ∗(δ)] and ǫσ → ǫ∗(δ) for σ → 0. Now for any sequence {A(ǫ)n }n∈N
of quantities depending on the discrete cut-off (where we write the dependence on ǫ explicitly), we can set
Aσ := A
(ǫσ)
nσ . By applying this rule we recover HP,σ, introduced in (2.4), and also define WP,σ, H
W
P,σ
, EP,σ, ΓP,σ,
φP,σ, φˆP,σ, QP,σ, QˆP,σ, Q¯P,σ which will be used below. We cannot apply this rule to γP,n, since it depends both
on n and n − 1. Instead, we declare
γP,σ :=
{
w ∈ C
∣∣∣ |w − EP,σ| = σ
6
}
. (5.4)
As for the ground state vector of HP,σ, it will be convenient to set its phase as follows:
Definition 5.2. We define ψˇP,σ := W
∗
P,σ
φˇP,σ, where φˇP,σ := φP,σ/‖φP,σ‖, and φP,σ := φ(ǫσ)P,nσ was constructed in
Corollary 3.4. In view of Corollary 5.1 (c), φˇP,σ can equivalently be defined as
φˇP,σ :=
∮
γP,σ
dw 1
HW
P,σ
−wΩ
‖
∮
γP,σ
dw 1
HW
P,σ
−wΩ‖
. (5.5)
After this preparation, we proceed to the proof of Theorem 2.1 (c). To this end, we establish a counterpart
of Corollary 5.1 (a) for the continuous cut-off, that is show that ‖φˇP,σ¯ − φˇP,σ‖ ≤ 8|λ|1/4σ1/2 for 0 < σ¯ < σ ≤ 1.
We cannot apply the arguments from the proof of the corollary and Theorem 4.1 directly, because ǫσ , ǫσ¯
in general. Instead, we proceed as follows: we find n ∈ N0 s.t. σ¯ ∈ [σn+1, σn) and introduce a parameter
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η ∈ [1, ǫ−1) s.t. σ¯ = ησn+1 =: σ[n+1]η . Next, we define HˆWP,σ¯, QˆP,σ¯ as indicated above and set HˆWP,[n+1]η := Hˆ
W
P,σ¯
,
QˆP,[n+1]η := QˆP,σ¯. By adapting our considerations from Subsection 3.2, we can write
HˆP,[n+1]η = H
W
P,n + ∆cP|n[n+1]η + HWI |n[n+1]η , (5.6)
where
HWI |n[n+1]η := (L|n[n+1]η + I|n[n+1]η ) · ΓP,n + ∆(HWI |n[n+1]η )mix + (HWI |n[n+1]η )quad (5.7)
and the quantities L|n
[n+1]η
,I|n
[n+1]η
,∆cP|n[n+1]η ,∆(HWI |n[n+1]η )mix,∆(HWI |n[n+1]η )mix, (HWI |n[n+1]η )quad are obtained by
replacing σn+1 with σ[n+1]η in their counterparts from Section 3. Using that σ[n+1]η ≥ σn+1, it is easy to check
that these expressions satisfy the estimates from Lemma 3.11 and that considerations about direct integral
representations from Subsection 3.4 can be adapted to the present situation. Furthermore, the discussion from
Appendix D can be repeated for the modified cut-off as follows. We set
WP,[n+1]η := exp(−λ
∫ˆ κ
σ[n+1]η
d3k√
2|k| 32αP,[n+1]η(kˆ)
{b(k) − b∗(k)}), (5.8)
W˜P,[n+1]η := exp(−λ
∫ˆ κ
σ[n+1]η
d3k√
2|k| 32αP,n(kˆ)
{b(k) − b∗(k)}). (5.9)
and define by analogy with (3.18)
φˆ′P,[n+1]η := QˆP,[n+1]ηφP,n, φ
′
P,[n+1]η
:= WP,[n+1]ηW˜
∗
P,[n+1]η
φˆ′P,[n+1]η , (5.10)
where we use the prime to distinguish these vectors from φˆP,[n+1]η := φˆP,σ¯ and φP,[n+1]η := φP,σ¯ defined
above (5.4). Now we obtain by repeating the arguments from Lemmas D.4, D.5:
Lemma 5.3. Let |P| ≤ Pmax = 1/3 and |λ| ∈ (0, λ0]. Then
|∇EP,[n+1]η − ∇EP,n| ≤ c1[λ2σn + ‖
φˆ′
P,[n+1]η
‖φˆ′
P,[n+1]η
‖ −
φP,n
‖φP,n‖
‖], (5.11)
‖(WP,[n+1]ηW˜∗P,[n+1]η − 1)φˆ′P,[n+1]η‖ ≤ c|λ| |∇EP,[n+1]η − ∇EP,n| | lnσ[n+1]η | ‖φˆ′P,[n+1]η‖, (5.12)
‖(WP,[n+1]ηW∗P,n − 1)φˆ′P,[n+1]η‖ ≤ c|λ| |∇EP,[n+1]η − ∇EP,n| | lnσ[n+1]η | ‖φˆ′P,[n+1]η‖
+c|λ|(α)−1/2σαn ‖φˆ′P,[n+1]η‖, (5.13)
where (only) for (5.13) we assumed α > 0 and (5.12), (5.13) also hold after replacing φˆ′
P,[n+1]η
with φ′
P,[n+1]η
.
Now we are ready to prove the following proposition:
Proposition 5.4. Let |P| ≤ Pmax = 1/3 and |λ| ∈ (0, λ0]. Then
(a) For α ≥ 0, ‖φˇP,[n+1]η − φˇP,n‖ ≤ c|λ|1/4σ1/2n ,
(b) For α > 0, ‖ψˇP,[n+1]η − ψˇP,n‖ ≤ c|λ|1/8(α)−1/2σαn ,
where ψˇP,[n+1]η := W
∗
P,[n+1]η
φˇP,[n+1]η according to Definition 5.2.
Proof. Using the information in (5.6)-(5.12) and repeating the steps from the proof of Claim ii) and Claim iii)
of Theorem 4.1, we obtain for some 0 < δ < 1/4
‖φˆ′P,[n+1]η − φP,n‖ ≤ |λ|
1
4σ1−δn , ‖φ′P,[n+1]η − φˆ′P,[n+1]η‖ ≤ |λ|1/4σ
1/2
[n+1]η
, ‖φ′P,[n+1]η‖ ≥ (1/2). (5.14)
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(We note that the application of Claim i) of Theorem 4.1 within the above discussion is unproblematic, since
it relies on η-independent ingredients HW
P,n
and ΓP,n in (5.6)). Now setting φˇ
′
P,[n+1]η
:= φ′
P,[n+1]η
/‖φ′
P,[n+1]η
‖, we
immediately get
‖φˇ′P,[n+1]η − φˇP,n‖ ≤ 8|λ|1/4σ
1/2
n . (5.15)
Let us now prove that φˇ′
P,[n+1]η
= φˇP,[n+1]η: We recall from Corollary 5.1 that φˇP,n = QP,nΩ/‖QP,nΩ‖, where
QP,n is the ground state projection of H
W
P,n
. Since, by construction, Jφˇ′
P,[n+1]η
= φˇ′
P,[n+1]η
, we have φˇ′
P,[n+1]η
=
(±)QP,[n+1]ηΩ/‖QP,[n+1]ηΩ‖. Suppose there is a (−) sign in the last formula. Then, by (5.15) and Corollary 5.1 (b)
8|λ|1/4σ1/2n ≥
∥∥∥∥∥ QP,[n+1]ηΩ‖QP,[n+1]ηΩ‖ + QP,nΩ‖QP,nΩ‖
∥∥∥∥∥ ≥ |〈Ω, φˇP,[n+1]η〉| + |〈Ω, φˇP,n〉| > 1. (5.16)
As this is a contradiction (possibly after reducing |λ0|) we obtain that φˇ′P,σ¯ = QP,σ¯Ω/‖QP,σ¯Ω‖ = φˇP,σ¯. Together
with (5.15), this concludes the proof of part (a) of the proposition.
Proceeding to part (b), we write, making use of (5.15) and Lemma 5.3,
‖ψˇP,[n+1]η − ψˇP,n‖ ≤ ‖(WP,[n+1]ηW∗P,n − 1)φˇP,[n+1]η‖ + ‖φˇP,[n+1]η − φˇP,n‖
≤ c[λ2σn + 4|λ|1/4σ1−δn ]| lnσ[n+1]η | + c|λ|(α)−1/2σαn + 8|λ|1/4σ1/2n
≤ c|λ|1/8(α)−1/2σαn , (5.17)
where we used that 0 < α ≤ 1/2. This concludes the proof. 
Via the telescopic argument, Proposition 5.4 yields immediately the following corollary. Its second part gives
Theorem 2.1 (c).
Corollary 5.5. For |λ| ∈ (0, λ0] and 0 < σ¯ < σ ≤ 1 we have
(a) For α ≥ 0, ‖φˇP,σ¯ − φˇP,σ‖ ≤ c|λ|1/4σ1/4,
(b) For α > 0, ‖ψˇP,σ¯ − ψˇP,σ‖ ≤ c|λ|1/8(α)−1/2σα.
Consequently, the limits φˇP := limσ→0 φˇP,σ and ψˇP := limσ→0 ψˇP,σ exist. (The latter only for α > 0).
5.2 Proof of Theorem 2.1 (b)
By a straightforward modification of the discussion from Lemmas A.12-A.14 we obtain |EP,[n+1]η − EP,n| ≤
c|λ|2σn, which by the telescopic argument gives |EP,σ¯ − EP,σ| ≤ c|λ|2σ for 0 < σ¯ < σ ≤ 1. The statement about
convexity of S ∋ P 7→ EP is proven in Appendix E.
5.3 Proof of Theorem 2.1 (a)
We start with the following corollary of Theorems 4.1, 4.3.
Corollary 5.6. There is λ0 > 0 and δλ0 ∈ (0, 1/4) s.t. for all λ ∈ (0, λ0], σ ∈ (0, 1] and P ≤ Pmax = 1/3 the
following estimates hold true
‖ 1
HW
P,σ
− EP,σ
(ΓP,σ)iφˇP,σ‖ ≤
1
σδλ0
, (5.18)
‖
Q⊥
P,σ
HW
P,σ
− EP,σ
(ΓP,σ)i
1
HW
P,σ
− EP,σ
(ΓP,σ)i′ φˇP,σ‖ ≤ 1
σ2δλ0
. (5.19)
Clearly, (5.18), (5.19) remain valid after replacing λ0 by some λ˜0 ∈ (0, λ0]. The resulting function λ˜0 → δλ˜0
can be chosen s.t. limλ˜0→0 δλ˜0 = 0.
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Proof. We discuss only (5.19), since the treatment of (5.18) is analogous and simpler. Fix δ ∈ (0, 1/4),
ǫ∗(δ) and λ∗
0
(ǫ∗(δ)) as in Theorem 4.3. Now, as described above formula (5.4), for any σ ∈ (0, 1] we obtain
ǫσ ∈ (ǫ∗(δ)2, ǫ∗(δ)] and nσ ∈ N0 s.t. σ = ǫnσσ . Then, using also the maximal modulus principle, we obtain from
Theorem 4.3
‖
Q⊥
P,σ
HW
P,σ
− EP,σ
(ΓP,σ)i
1
HW
P,σ
− EP,σ
(ΓP,σ)i′ φˇP,σ‖ ≤
1
σ2δ
(5.20)
for all |λ| ≤ ǫ8σ, hence for all |λ| ≤ ǫ∗(δ)16. Now we define the function of λ˜0 > 0
δ(λ˜0) := inf{ δ ∈ (0, 1/4) | λ˜0 ≤ ǫ∗(δ)16 }. (5.21)
Since for any δ ∈ (0, 1/4) we can find a non-zero ǫ∗(δ) we have limλ˜0→0 δ(λ˜0) = 0. Thus setting e.g. δλ˜0 :=
δ(λ˜0) + λ˜0 (to account for the fact that the infimum may be outside of the set) we conclude the proof. 
Now we compute the first and the second derivative with respect to P of the normalized ground state vector
ψˇP,σ of the Hamiltonian HP,σ introduced in Definition 5.2. Since ψˇP,σ = Q¯P,σW
∗
P,σ
φˇP,σ/‖Q¯P,σW∗P,σφˇP,σ‖, the
families of operators {HP,σ}P∈R3 , {HWP,σ}P∈R3 are analytic of type A and the eigenvalue EP,σ is isolated on the
relevant subspaces (see Proposition 3.1), we conclude that the derivatives of ψˇP,σ w.r.t. P exist. We write
ψˇP,σ =
∮
γP,σ
dw
1
HW
P,σ
− w ψˇP,σ (5.22)
and note that the r.h.s is invariant under small changes of the integration contour. Thus we can write
∂iψˇP,σ =
∮
γP,σ
dw
1
HP,σ − w
(−)(P − Pf)i
1
HP,σ − w
ψˇP,σ + ψˇP,σ〈ψˇP,σ, ∂iψˇP,σ〉, (5.23)
where we set ∂i := ∂Pi. By normalization of ψˇP,σ we have ∂i‖ψˇP,σ‖2 = 0, i.e., Re〈ψˇP,σ, ∂iψˇP,σ〉 = 0. Moreover,
by Definition 5.2
〈ψˇP,σ, ∂iψˇP,σ〉 = 〈JψˇP,σ, J∂iψˇP,σ〉 = 〈ψˇP,σ, ∂iψˇP,σ〉, (5.24)
hence also Im〈ψˇP,σ, ∂iψˇP,σ〉 = 0. Thus we obtain
∂iψˇP,σ =
∮
γP,σ
dw
1
HP,σ − w
(−)(P − Pf)i 1
HP,σ − w
ψˇP,σ. (5.25)
Therefore
∂i′∂iψˇP,σ =
( ∮
γP,σ
dw
1
HP,σ − w
(−)(P − Pf)i′ 1
HP,σ − w
(−)(P − Pf)i 1
HP,σ − w
ψˇP,σ + {i↔ i′}
)
(5.26)
+
( ∮
γP,σ
dw
1
HP,σ − w
(−)(P − Pf)i
1
HP,σ − w
) ( ∮
γP,σ
dµ
1
HP,σ − µ
(−)(P − Pf)i′
1
HP,σ − µ
)
ψˇP,σ (5.27)
=
( ∮
γP,σ
dw
1
HP,σ − w
(−)(P − Pf)i′
1
HP,σ − w
(−)(P − Pf)i
1
HP,σ − w
ψˇP,σ + {i↔ i′}
)
(5.28)
+ψˇP,σ〈ψˇP,σ, (−)(P − Pf)i
Q¯⊥
P,σ
(HP,σ − EP,σ)2
(−)(P − Pf)i′ ψˇP,σ〉. (5.29)
In the first step of this computation we noted that when ∂i′ acts on the factor (P − Pf)i in (5.25), the resulting
integrand has a (trivial) pole of the second order with vanishing residuum. In the second step we inserted twice
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the decomposition 1 = Q¯P,σ+ Q¯
⊥
P,σ
, namely next to the two integral signs in (5.27). The (Q¯⊥
P,σ
, Q¯⊥
P,σ
)–term van-
ishes since the corresponding w-integrand is holomorphic inside γP,σ. The (Q¯
⊥
P,σ
, Q¯P,σ)–term vanishes since the
corresponding µ-integrand has a (trivial) pole of second order with vanishing residuum. The (Q¯P,σ, Q¯P,σ)–term
vanishes, since both the w- and µ-integrands have (trivial) poles of the second order with vanishing residuum.
The remaining (Q¯P,σ, Q¯
⊥
P,σ
)–term was evaluated using the Cauchy integral formula and is stated in (5.29).
Next, using the identity
WP,σ(−)(P − Pf)W∗P,σ = ΓP,σ − ∇EP,σ (5.30)
we rearrange the formulas (5.25) and (5.28)-(5.29). First, we write
WP,σ∂iψˇP,σ = WP,σ
∮
γP,σ
dw
1
HP,σ − w
(−)(P − Pf)i 1
HP,σ − w
ψˇP,σ (5.31)
=
∮
γP,σ
dw
1
HW
P,σ
− w (ΓP,σ − ∇EP)i
1
HW
P,σ
− w φˇP,σ (5.32)
=
1
HW
P,σ
− EP,σ
(ΓP,σ)iφˇP,σ, (5.33)
where the term proportional to ∇EP,σ gave a pole of second order with vanishing residuum, and to the term
proportional to ΓP,σ we applied the Cauchy integral formula. It was important here that ΓP,σφˇP,σ is in the range
of Q⊥
P,σ
, to ensure the required holomorphy. Second, we compute
WP,σ∂i′∂iψˇP,σ =
( ∮
γP,σ
dw
1
HW
P,σ
− w (ΓP,σ − ∇EP,σ)i
′
1
HW
P,σ
− w (ΓP,σ − ∇EP,σ)i
1
HW
P,σ
− w φˇP,σ + {i↔ i
′}
)
(5.34)
+φˇP,σ〈φˇP,σ, (ΓP,σ − ∇EP,σ)i
Q¯⊥
P,σ
(HP,σ − EP,σ)2
(ΓP,σ − ∇EP,σ)i′ φˇP,σ〉 (5.35)
=
( Q⊥
P,σ
HW
P,σ
− EP,σ
(ΓP,σ)i′
1
HW
P,σ
− EP,σ
(ΓP,σ)iφˇP,σ + {i↔ i′}
)
(5.36)
−φˇP,σ〈φˇP,σ, (ΓP,σ)i′ 1
(HW
P,σ
− EP,σ)2
(ΓP,σ)iφˇP,σ〉. (5.37)
Let us justify this computation: Making use of the fact that 〈φˇP,σ, (ΓP,σ)iφˇP,σ〉 = 0, we can write
(5.35) = φˇP,σ〈φˇP,σ, (ΓP,σ)i 1
(HP,σ − EP,σ)2
(ΓP,σ)i′ φˇP,σ〉, (5.38)
we note, however, the sign and (i ↔ i′) difference w.r.t. to (5.37). Let us now discuss (5.34): The (∇EP,σ,∇EP,σ)–
terms vanish as (trivial) poles of the third order with vanishing residua. Thus we can write
(5.34) =
( ∮
γP,σ
dw
1
HW
P,σ
− w (ΓP,σ)i
′
1
HW
P,σ
− w (ΓP,σ)i
1
HW
P,σ
− w φˇP,σ + {i ↔ i
′}
)
(5.39)
+
( ∮
γP,σ
dw
1
HW
P,σ
− w (ΓP,σ)i
′
1
HW
P,σ
− w (−∇EP,σ)i
1
HW
P,σ
− w φˇP,σ + {i ↔ i
′}
)
(5.40)
+
( ∮
γP,σ
dw
1
HW
P,σ
− w (−∇EP,σ)i
′
1
HW
P,σ
− w (ΓP,σ)i
1
HW
P,σ
− w φˇP,σ + {i ↔ i
′}
)
. (5.41)
Now we note that (5.40)+ (5.41) = 0. Indeed, by combining the explicitly stated term in (5.40) with the {i↔ i′}
term in (5.41) (and vice versa) we obtain
(5.40) + (5.41) = (−∇EP,σ)i
∮
γP,σ
dw
d
dw
(
1
HW
P,σ
− w (ΓP,σ)i
′
1
HW
P,σ
− w
)
φˇP,σ + {i ↔ i′} = 0, (5.42)
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where in the last step we used the fact that the derivative of a meromorphic function w.r.t. w can only have a
vanishing residuum, which follows by inspection of the Laurent series. Given this, we can come back to (5.39)
and compute
(5.34) =
( ∮
γP,σ
dw
1
EP,σ − w
Q⊥
P,σ
HW
P,σ
− w (ΓP,σ)i
′
1
HW
P,σ
− w (ΓP,σ)iφˇP,σ + {i ↔ i
′}
)
(5.43)
+
( ∮
γP,σ
dw
1
(EP,σ − w)2
φˇP,σ〈φˇP,σ, (ΓP,σ)i′
1
HW
P,σ
− w (ΓP,σ)iφˇP,σ〉 + {i↔ i
′}
)
(5.44)
=
( Q⊥
P,σ
HW
P,σ
− EP,σ
(ΓP,σ)i′
1
HW
P,σ
− EP,σ
(ΓP,σ)iφˇP,σ + {i↔ i′}
)
(5.45)
−
(
φˇP,σ〈φˇP,σ, (ΓP,σ)i′
1
(HW
P,σ
− EP,σ)2
(ΓP,σ)iφˇP,σ〉 + {i↔ i′}
)
, (5.46)
where we applied the Cauchy integral formula to (5.43) and computed the residuum of a meromorphic function
with a (non-trivial) pole of second order in (5.44). We remark that (5.46) can alternatively be obtained from the
Cauchy formula and∮
γP,σ
dw
d
dw
(
1
(EP,σ − w)
φˇP,σ〈φˇP,σ, (ΓP,σ)i′
1
HW
P,σ
− w (ΓP,σ)iφˇP,σ〉
)
= 0. (5.47)
Making use of (5.45), (5.46), (5.38) we justify the computation (5.34)-(5.46).
Now we proceed to the derivatives of the ground state energy up to third degree, starting from the identity
∂iEP,σ = 〈ψˇP,σ, (P − Pf)iψˇP,σ〉. (5.48)
We first compute
∂i′∂iEP,σ = δi,i′ + 2〈∂i′ ψˇP,σ, (P − Pf)iψˇP,σ〉 (5.49)
= δi,i′ − 2〈WP,σ∂i′ψˇP,σ, (ΓP,σ − ∇EP,σ)iφˇP,σ〉 (5.50)
= δi,i′ − 2〈φˇP,σ, (ΓP,σ)i′ 1
HW
P,σ
− EP,σ
(ΓP,σ)iφˇP,σ〉, (5.51)
where in the first step we used that JψˇP,σ = ψˇP,σ, in the second step we applied (5.30) and in the last step we
substituted (5.33) and used that 〈φˇP,σ, ΓP,σφˇP,σ〉 = 0.
Next, coming back to (5.49) and using 〈∂i′ ψˇP,σ, ψˇP,σ〉 = 0 and (5.30), we obtain
∂i′′∂i′∂iEP,σ = 2〈∂i′′∂i′ ψˇP,σ, (P − Pf)iψˇP,σ〉
+2〈∂i′ ψˇP,σ, (P − Pf)i∂i′′ ψˇP,σ〉
= −2〈WP,σ∂i′′∂i′ ψˇP,σ, (ΓP,σ − ∇EP,σ)iφˇP,σ〉 (5.52)
−2〈WP,σ∂i′ψˇP,σ, (ΓP,σ − ∇EP,σ)iWP,σ∂i′′ ψˇP,σ〉. (5.53)
Now making use of (5.33), we can write
(5.53) = −2〈 1
HW
P,σ
− EP,σ
(ΓP,σ)i′ φˇP,σ, (ΓP,σ − ∇EP,σ)i 1
HW
P,σ
− EP,σ
(ΓP,σ)i′′ φˇP,σ〉. (5.54)
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Furthermore, exploiting (5.34)-(5.46) we obtain
(5.52) = −2
(
〈
Q⊥
P,σ
HW
P,σ
− EP,σ
(ΓP,σ)i′′
1
HW
P,σ
− EP,σ
(ΓP,σ)i′ φˇP,σ, (ΓP,σ)iφˇP,σ〉 + {i′ ↔ i′′}
)
−2(∇EP,σ)i〈φˇP,σ, (ΓP,σ)i′′ 1
(HW
P,σ
− EP,σ)2
(ΓP,σ)i′ φˇP,σ〉. (5.55)
Noting that (ΓP,σ)i′ φˇP,σ = J(ΓP,σ)i′ φˇP,σ, we can swop the indices i
′, i′′ in (5.55), which then cancels with the
part of (5.54) proportional to (∇EP,σ)i. Thus, altogether,
∂i′′∂i′∂iEP,σ = −2
(
〈
Q⊥
P,σ
HW
P,σ
− EP,σ
(ΓP,σ)i′′
1
HW
P,σ
− EP,σ
(ΓP,σ)i′ φˇP,σ, (ΓP,σ)iφˇP,σ〉 + {i′ ↔ i′′}
)
−2〈 1
HW
P,σ
− EP,σ
(ΓP,σ)i′ φˇP,σ, (ΓP,σ)i
1
HW
P,σ
− EP,σ
(ΓP,σ)i′′ φˇP,σ〉
= −
(
〈φˇP,σ, (ΓP,σ)i 1
HW
P,σ
− EP,σ
(ΓP,σ)i′
1
HW
P,σ
− EP,σ
(ΓP,σ)i′′ φˇP,σ〉 + {perm}
)
, (5.56)
where {perm} denotes all the remaining permutations of the i, i′, i′′ indices and in the last step we made use
again of (ΓP,σ)i′ φˇP,σ = J(ΓP,σ)i′ φˇP,σ and of the fact that 〈φˇP,σ, ΓP,σφˇP,σ〉 = 0.
Making use of the formulas above and Corollary 5.6, we immediately obtain
|∂iEP,σ| ≤ c, |∂i′′∂i′∂iEP,σ|, ‖∂iψˇP,σ‖, ‖∂i′∂iψˇP,σ‖ ≤ c/σδλ0 , (5.57)
The remaining estimate |∂i′∂iEP,σ| ≤ c from Theorem 2.1 (a) and convexity statement is proven in Appendix E.
A Proof of Proposition 3.1
In the proof of Proposition 3.1, which is contained in Lemmas A.5, A.10, A.11, A.12, A.14 and formula (A.26)
below, we follow mostly [BDP12], but most ideas date back to [Pi03]. First, we define
Φ|mn :=
∫ˆ σm
σn
d3k
1√
2|k| {b(k) + b
∗(k)}, (A.1)
Hf |mn :=
∫
σn≤|k|≤σm
d3k |k|b∗(k)b(k), (A.2)
Pf |mn :=
∫
σn≤|k|≤σm
d3k |k|b∗(k)b(k), (A.3)
for m ≤ n as operators on (a domain in) F . To analyse these quantities we will often use the energy bounds
reported in Lemmata A.1-A.4 below:
Lemma A.1. [BDP12, formula (22)] Let f ∈ L2(R3) be s.t. the integrals on the r.h.s. below are well defined
and ψ ∈ D(H1/2
P,free
). Then, for m ≥ n,
‖
∫
σn≤|k|≤σm
d3k f (k)b(k)ψ‖ ≤
( ∫
σn≤|k|≤σm
d3k
∣∣∣∣∣ f (k)√|k|
∣∣∣∣∣2)1/2‖(Hf |mn )1/2ψ‖, (A.4)
‖
∫
σn≤|k|≤σm
d3k f (k)b∗(k)ψ‖ ≤
( ∫
σn≤|k|≤σm
d3k
∣∣∣∣∣ f (k)√|k|
∣∣∣∣∣2)1/2‖(Hf |mn )1/2ψ‖
+
( ∫
σn≤|k|≤σm
d3k | f (k)|2
)1/2
‖ψ‖. (A.5)
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Next, we fix values of various parameters:
0 < ǫ ≤ 1/2, |λ| ≤ ǫ2, (A.6)
θ = 1/12, 0 < ξ < 1/3, Cλ∇E = 1/3 + O(λ), (A.7)
where |O(λ)| ≤ c|λ|. We demand that
1 − θ −Cλ∇E ≥ 2ξ. (A.8)
We list some preparatory facts.
Lemma A.2. [Gro72, Theorem 8] E0,n ≤ EP,n, P ∈ R3.
Lemma A.3. [BDP12, Lemma 3.2] Let HP,free be the full free Hamiltonian defined in (2.1). Then there exists a
finite constant ca s.t. for all P ∈ R3
〈ψ,HP,freeψ〉 ≤ 1
1 − |λ|ca
[〈ψ,HP,nψ〉 + |λ|ca〈ψ, ψ〉] (A.9)
for |λ| ≤ 1, 1/ca and ψ ∈ D(H1/2P,free).
Proof. From the identity HP,n = HP,free + λΦ|0n where the last term denotes the interaction with cut-off σn, and
from Lemma A.1, we can write for ψ ∈ D(H1/2
P,free
)
〈ψ,HP,freeψ〉 = 〈ψ,HP,nψ〉 − 〈ψ, λΦ|0nψ〉 . (A.10)
Furthermore, the energy bounds of Lemma A.1 give
|〈ψ, λΦ|0nψ〉| ≤ |λ|ca(〈ψ,HP,freeψ〉 + 〈ψ, ψ〉) (A.11)
for some ca > 0. Altogether 〈ψ,HP,freeψ〉≤〈ψ,HP,nψ〉 + |λ|ca(〈ψ,HP,freeψ〉 + 〈ψ, ψ〉), which gives the claim. 
In the following we will assume that |λ| ∈ (0, λ0] for some 0 < λ0 ≤ 1/(2ca). The value of λ0 will be tacitly
reduced in the course of our discussion but it will remain non-zero.
Lemma A.4. [BDP12, Corollary 5.4] −|λ|ca ≤ EP,n ≤ 12P2, P ∈ R3, |λ| ∈ (0, λ0].
Proof. We note that EP,n ≤ 〈Ω,HP,nΩ〉 ≤ P2/2. Moreover, Lemma A.3 gives for ψ ∈ D(HP,n) ⊂ D(H1/2P,free)
0 ≤ (1 − |λ|ca) inf‖ψ‖=1〈ψ,HP,freeψ〉 ≤ inf‖ψ‖=1
[〈ψ,HP,nψ〉 + |λ|ca〈ψ, ψ〉] = EP,n + |λ|ca . (A.12)
Now we are ready to prove estimate (3.7) of Lemma 3.1.
Lemma A.5. EP−k,n − EP,n ≥ −Cλ∇E |k|, k ∈ R3, |P| ≤ Pmax = 1/3, |λ| ∈ (0, λ0].
Remark A.6. The bound |∇EP,n| ≤ Cλ∇E easily follows.
Proof. The argument follows closely [CFP09, Section 6] and [BDP12, Corollary 5.4]. By definition of EP,n :=
inf σ(HP,n),
EP−k,n − EP,n = inf‖ψ‖=1[〈ψ, (HP−k,n − HP,n)ψ〉 + 〈ψ,HP,nψ〉 − EP,n]
≥ inf
‖ψ‖=1
[ |k|2
2
− |k||〈ψ, (P − Pf)ψ〉| + 〈ψ,HP,nψ〉 − EP,n
]
, (A.13)
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where ψ ∈ D(H1/2
P,free
). By Lemma A.3
|〈ψ, (P − Pf)ψ〉|2 ≤ 2〈ψ,HP,freeψ〉 ≤
2
1 − |λ|ca
[〈ψ,HP,nψ〉 + |λ|ca〈ψ, ψ〉]. (A.14)
From (A.14) and (A.13) we get
EP−k,n − EP,n ≥ inf‖ψ‖=1
[ |k|2
2
− |k|
√
2√
1 − |λ|ca
√
〈ψ,HP,nψ〉 + |λ|ca + 〈ψ,HP,nψ〉 − EP,n
]
≥ inf
Λ≥0
[ |k|2
2
− |k|
√
2√
1 − |λ|ca
√
Λ + EP,n + |λ|ca + Λ
]
=: inf
Λ≥0
f (Λ). (A.15)
The infimum is either achieved at Λ∗ = 0 or at the point where the derivative of f vanishes i.e.
Λ∗ =
|k|2
4
2
1 − |λ|ca
− (EP,n + |λ|ca). (A.16)
Λ is by construction a nonnegative quantity. First we consider the case Λ∗ = 0. We have
f (0) ≥ −|k|
√
2√
1 − |λ|ca
√
EP,n + |λ|ca. (A.17)
By Lemma A.4, we get
EP,n + |λ|ca ≤
P2
2
+ |λ|ca ≤
P2max
2
+ |λ|ca =
1
2
(
1
3
)2
+ |λ|ca. (A.18)
Therefore
f (0) ≥ −|k|Pmax(1 + O(λ)). (A.19)
Now we look at the case of Λ∗ > 0 . We have
f (Λ∗) =
k2
2
(
1 − 1
1 − |λ|ca
)
− (EP,n + |λ|ca). (A.20)
We proceed as in [CFP09]: It is clear from Lemma A.4 that EP,n+ |λ|ca ≥ 0. From Λ∗ ≥ 0, we have (see (A.16))√
EP,n + |λ|ca ≤ |k|√
2
(1 + c|λ|). (A.21)
By combining (A.21) with (A.18), we have
EP,n + |λ|ca ≤ |k|√
2
(1 + c|λ|)
√
EP,n + |λ|ca ≤ |k|√
2
(1 + c|λ|)
√
1
2
(
1
3
)2
+ |λ|ca ≤ |k|
3
(1 + c′|λ|). (A.22)
Thus we get from (A.20), for |k| ≤ 1
f (Λ∗) ≥ −k2c|λ| − |k|
3
(1 + c′|λ|) ≥ −|k|
3
(1 + c′′|λ|). (A.23)
Recall that Pmax = 1/3. Therefore, using (A.19), we have altogether for |k| ≤ 1
EP−k,n − EP,n ≥ −Cλ∇E |k| (A.24)
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for Cλ∇E = 1/3 + O(λ). Now we consider the case |k| ≥ 1. We have by Lemma A.2
EP−k,n − EP,n = (EP−k,n − E0,n) + (E0,n − EP,n) ≥ (E0,n − EP,n)
≥ −Cλ∇E |Pmax| ≥ −Cλ∇E |k|, (A.25)
where in the last step we used (A.24) in the case k = P. 
The following statement is similar to [BDP12, Lemma 5.5], except that the we introduce the additional param-
eter η in order to suitably adjust our constants.
Lemma A.7. Let |λ| ∈ (0, λ0] and |P| ≤ Pmax = 1/3. Assume that for some 7/4 > η ≥ 1:
1. EP,n−1 is the non-degenerate eigenvalue of HP,n−1 ↿ Fn−1 with eigenvector ψP,n−1.
2. Gap(HP,n−1 ↿ Fn−1) ≥ ηξσn−1.
This implies that EP,n−1 is also the non-degenerate ground state energy of HP,n−1 ↿ Fn with eigenvector ψP,n−1⊗
Ω. Furthermore,
Gap(HP,n−1 ↿ Fn) ≥ infFn∋ψ⊥ψP,n−1⊗Ω〈HP,n−1 − 1 ⊗ θHf |
n−1
n − EP,n−1〉ψ ≥ 2ξσn, (A.26)
where 〈 · 〉ψ := 〈ψ, ·ψ〉〈ψ,ψ〉 and the infimum is taken over non-zero ψ ∈ D(HP,free).
Remark A.8. We recall that EP,n−1 := inf σ(HP,n−1 ↿ F ) according to the original definition in (2.6). It is
easy to show that the corresponding eigenvector is ψ
(∞)
P,n−1 = ψP,n−1 ⊗ Ω in F = Fn ⊗ F |n∞, where ψP,n−1 is
constructed in Lemma A.11 below. By Lemma A.11 and a slight generalization of the proof of Lemma A.7 we
obtain for any m ≥ n that EP,n−1 = inf σ(HP,n−1 ↿ Fm). Furthermore, it is a simple eigenvalue of HP,n−1 ↿ Fm
corresponding to the eigenvector ψ
(m)
P,n−1 = ψP,n−1 ⊗Ω in Fm = Fn ⊗ F |nm.
Remark A.9. From (A.34) and from Lemma A.5, it can be concluded that for (1 − θ −Cλ∇E) ≥ 0
inf
Fn∋ψ⊥ψP,n−1⊗Ω
〈HP,n−1 − 1 ⊗ θHf |n−1n − EP,n−1〉ψ ≥ 0 (A.27)
without assuming 1., 2..
Proof. Using 1. a computation gives HP,n−1(ψP,n−1 ⊗Ω) = EP,n−1(ψP,n−1 ⊗Ω) since the interaction (but not Hf ,
Pf inside of HP,n−1) is cut-off at σn−1. To prove the simplicity of the eigenvalue, we write
inf
Fn∋ψ⊥ψP,n−1⊗Ω
〈HP,n−1 − EP,n−1〉ψ ≥ infFn∋ψ⊥ψP,n−1⊗Ω〈HP,n−1 − 1 ⊗ θHf |
n−1
n − EP,n−1〉ψ (A.28)
which is the first inequality in (A.26). Set Pψ := (|ψP,n−1〉〈ψP,n−1|)/‖ψP,n−1‖2 and and P0 := |Ω〉〈Ω|. Note that
X := (Pψ ⊗ P0)⊥Fn is an invariant subspace of the operator A := HP,n−1 − 1 ⊗ θHf |n−1n − EP,n−1, thus we can
consider this operator on this subspace. Furthermore, (1⊗P0) commutes with (Pψ ⊗P0) and A, so we can write
r.h.s.(A.28) = inf σ(A ↿ X) = min
(
inf σ((1 ⊗ P0)A ↿ X), inf σ((1 ⊗ P0)⊥A ↿ X)
)
. (A.29)
By considering 〈(1⊗P0)A〉ψ for ψ =
∑
i,i′ ci,i′e
(1)
i
⊗e(2)
i′ , where the orthonormal bases {e
( j)
i
}i∈N0 are chosen so that
e
(1)
0
= ψP,n/‖ψP,n‖ and e(2)0 = Ω, it is easy to see that inf σ((1 ⊗ P0)A ↿ X) = Gap(HP,n−1 ↿ Fn−1). Let us now
analyse the second term: Let N be the number operator on F |n−1n and Pm its spectral projections corresponding
to eigenvalues m ∈ N0. Since 1 ⊗ Pm commute with A and (Pψ ⊗ P0), we can write
inf σ((1 ⊗ P0)⊥A ↿ X)) = inf
m≥1
inf σ((1 ⊗ Pm)(1 ⊗ P0)⊥A ↿ X)) ≥ inf
m≥1
inf σ((1 ⊗ Pm)A). (A.30)
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Now we can clearly write
(1 ⊗ Pm)A ≃
∫ ⊕
Km
d3mk (PmA)(k), (A.31)
(PmA)(k) :=
1
2
(
P − Pf −
m∑
j=1
k j
)2
+ Hf + λΦ|0n−1 + (1 − θ)
m∑
j=1
|k j| − EP,n−1, (A.32)
where Km := {(k1, . . . , km) ∈ R3m |σn ≤ |ki| ≤ σn−1 }. Consequently,
inf
m≥1
inf σ((1 ⊗ Pm)A) = inf
m≥1
inf
k∈Km
σ
(
(PmA)(k)
)
= inf
m≥1
inf
k∈Km
inf
ϕ∈Fn−1
〈(PmA)(k)〉ϕ. (A.33)
Thus we have
inf
k∈Km
inf
ϕ∈Fn−1
〈(PmA)(k)〉ϕ
≥ inf
ϕ,k j∈[σn,σn−1)
〈1
2
(
P − Pf −
m∑
j=1
k j
)2
+ Hf + λΦ|0n−1 + (1 − θ)
m∑
j=1
|k j| − EP,n−1
〉
ϕ
≥ inf
k j∈[σn,σn−1)
(
(1 − θ)
m∑
j=1
|k j| + EP−∑mj=1 k j ,n−1 − EP,n−1). (A.34)
Now we note that by Lemma A.5
EP−∑mj=1 k j ,n−1 − EP,n−1 ≥ −Cλ∇E
m∑
i=1
|ki|. (A.35)
Hence, by (A.8),
(A.34) ≥ inf
k j∈[σn,σn−1)
(
(1 − θ −Cλ∇E)
m∑
j=1
|k j|
)
≥ (1 − θ −Cλ∇E)σn ≥ 2ξσn. (A.36)
Summing up,
inf
Fn∋ψ⊥ψP,n−1⊗Ω
〈HP,n−1 − EP,n−1〉ψ ≥ min{Gap(HP,n−1 ↿ Fn−1), 2ξσn} = min(ηξσn−1, 2ξσn) ≥ 2ξσn. (A.37)
Here we made use of the fact that ǫ ≤ 1/2 and η ≥ 1. This also implies that: a) ψP,n−1 ⊗ Ω is the non-
degenerate ground state of HP,n−1 ↿ Fn since we looked at all the vectors orthogonal to it; b) Gap(HP,n−1 ↿
Fn) = infFn∋ψ⊥ψP,n−1⊗Ω〈HP,n−1 − EP,n−1〉ψ ≥ 2ξσn . 
Lemma A.10. [BDP12, Lemma 5.6] For n ≥ 1 and |λ| ∈ (0, λ0] the assumptions of Lemma A.7 imply that the
resolvent
1
HP,n − z
(A.38)
restricted to Fn is well-defined in the domain
1
4
ξσn ≤ |EP,n−1 − z| ≤ ηξσn. (A.39)
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Proof. We recall that HP,n ↿ Fn = HP,n−1 ↿ Fn + λΦ|n−1n . We note that by Lemma A.7 z is in the resolvent set of
HP,n−1 ↿ Fn. Thus for A(z) := HP,n−1 ↿ Fn − z we can define A(z)−1 and A(z)−1/2 (for some choice of the square
root). Setting B := λΦ|n−1n we can thus define the resolvent in (A.38) by
(A(z) + B)−1 := A(z)−1/2
∞∑
j=0
[A(z)−1/2BA(z)−1/2] jA(z)−1/2, (A.40)
provided that
‖A(z)−1/2BA(z)−1/2‖Fn < 1 (A.41)
within the specified restrictions. We denote by B(±) the creation and annihilation part of B. We have by the
energy bounds from Lemma A.1
‖B(−)A(z)−1/2‖Fn ≤ |λ|c((1 − ǫ)σn−1)1/2‖(Hf |n−1n )1/2A(z)−1/2‖Fn , (A.42)
‖A(z)−1/2B(+)‖Fn = ‖B(−)(A(z)−1/2)∗‖Fn ≤ c((1 − ǫ)σn−1)1/2‖(Hf |n−1n )1/2(A(z)−1/2)∗‖Fn , (A.43)
and we have ‖(Hf |n−1n )1/2(A(z)−1/2)∗‖Fn = ‖(Hf |n−1n )1/2(A(z)−1/2)‖Fn , since Hf |n−1n and HP,n−1 ↿ Fn commute. By
the same token
‖(Hf |n−1n )1/2(HP,n−1 − z)−1/2‖Fn
= θ−1/2‖(θH f |n−1n )1/2(HP,n−1 − θHf |n−1n − EP,n−1 + θHf |n−1n + EP,n−1 − z)−1/2‖Fn
≤ θ−1/2‖(θHf |n−1n )1/2(2ξσn − ηξσn + θHf |n−1n )−1/2‖Fn ≤ θ−1/2, (A.44)
where we made use of (A.26) of Lemma A.7 combined with the fact that θHf |n−1n effectively projects onto the
orthogonal complement of the ground state of HP,n−1 on Fn. Now using Lemma A.7, we get
‖A(z)−1/2‖2Fn = ‖(HP,n−1 − EP,n−1 + EP,n−1 − z)
−1/2‖2Fn
≤ max
{
1
(1/4)ξσn
,
1
(2 − η)(ξσn)
}
=
4
ξσn
, (A.45)
where (2−η)ξσn = 2ξσn−ηξσn comes from (A.26) and (A.39) and we note that (2−η) > 1/4. Thus altogether,
(A.41) ≤ c|λ|
(
σn−1
σn
)1/2
≤ c|λ|3/4 < 1, (A.46)
since |λ| ≤ ǫ2 and θ = 1/12 and the last inequality may require to reduce λ0. 
Now we choose η = 4/3 and ξ = 1/4 s.t. ηξ = 1/3 and define the contour
γP,n :=
{
z ∈ C
∣∣∣∣∣ |EP,n−1 − z| = 13σn
}
. (A.47)
Lemma A.11. [BDP12, Theorem 4.8] For all n ≥ 0 and |λ| ∈ (0, λ0] the following holds true:
i) EP,n := inf σ(HP,n ↿ F ) = inf σ(HP,n ↿ Fn) is the non-degenerate ground state energy of HP,n ↿ Fn.
ii) Gap(HP,n ↿ Fn) ≥ ηξσn = (1/3)σn.
iii) The vectors ψP,0 = Ω and ψP,n := Q¯P,nψP,n−1, where
Q¯P,n :=
∮
γP,n
dw
HP,n − w
, n ≥ 1 (A.48)
are well defined (as operators on Fn) and non-zero. The vector ψP,n is the unique (up to phase and
normalization) ground state of HP,n ↿ Fn.
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Proof. The proof is by induction. Statements i), ii), iii) for (n − 1) will be referred to as assumptions a-i), a-ii),
a-iii) while the same statements for n as claims c-i), c-ii), c-iii).
For n = 0 the claims can be verified as follows: We show that P2/2 is an isolated eigenvalue of HP,0 ↿ F0
with a gap larger than (1/3)σ0 = 1/3. We have
HP,0 =
1
2
(P − Pf)2 + Hf (A.49)
and we consider this operator on F0 := Γ(L2(R3\Bσ0), d3k). We note that Ω is an eigenvector and the corre-
sponding eigenvalue is P2/2. The gap on the m-particle subspace is determined by the following function of
|ki| ≥ 1:
f (k1, . . . , km) =
1
2
(P −
m∑
i=1
ki)
2 +
m∑
i=1
|ki| − 1
2
P2 ≥ −P ·
m∑
i=1
ki +
m∑
i=1
|ki|
≥ (1 − |Pmax|)
m∑
i=1
|ki| ≥ 2/3 = (2/3)σ0 ≥ (1/3)σ0. (A.50)
We also note that the above reasoning remains valid on F , except that f (k1, . . . , km) ≥ 0. Hence P2/2 =
inf σ(HP,0 ↿ F0) = inf σ(HP,0 ↿ F ) =: EP,0 and the gap on F0 is bounded as required.
Now we proceed with the inductive argument:
1. We have by a-i), a-ii) and Lemma A.7
Gap(HP,n−1 ↿ Fn) ≥ 1
2
σn. (A.51)
By Lemma A.10 we get that the resolvent (HP,n − z)−1 ↿ Fn is well defined for (1/16)σn ≤ |EP,n−1 − z| ≤
(1/3)σn. (Since the resolvent set is open, it actually must be well defined in a slightly larger set).
2. Now we use Kato perturbation theory: We note that HP,n ↿ Fn = HP,n−1 ↿ Fn + λ∗Φ|n−1n for λ∗ = λ. We
introduce auxiliary Hamiltonians Hλ
∗
P,n
defined as above with |λ∗| ≤ |λ|. We note that the corresponding
expression for the ground state projection Q¯λ
∗
P,n
is well-defined for small λ∗ by the analytic perturbation
theory and the bound (A.51) on the gap of the ‘unperturbed’ Hamiltonian. But by Lemma A.10 the
formula can be extended to λ∗ = λ. (Indeed, if some piece of the spectrum would hit the contour
of integration as |λ∗| increases, the norm of the resolvent would blow up. But this cannot happen by
Lemma A.10). Thus Kato theory gives that EP,n is an isolated, simple eigenvalue of HP,n. Since EP,n ≤
EP,n−1 by Lemma A.12 below, we also have that
Gap(HP,n ↿ Fn) ≥ (1/3)σn. (A.52)
due to the upper bound in (A.39).
3. It suffices to show that the vector ψP,n = Q¯P,nψP,n−1 is non-zero. We consider the difference
‖ψP,n − ψP,n−1‖ = ‖(Q¯P,n − Q¯P,n−1)ψP,n−1‖ (A.53)
Similarly as in the proof of Lemma (A.10) we set A(w) := (HP,n−1 ↿ Fn − w), B := λΦ|n−1n and write
(Q¯P,n − Q¯P,n−1) =
∮
γP,n
dw A(w)−1/2
∞∑
j=1
(
A(w)−1/2BA(w)−1/2
) j
A(w)−1/2. (A.54)
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Thus taking into account (A.46), (A.45) from the proof of Lemma A.10 and the length of the integration
contour, we obtain
‖(Q¯P,n − Q¯P,n−1)ψP,n−1‖ ≤ c|λ|3/4‖ψP,n−1‖, (A.55)
from which we conclude ‖ψP,n‖ ≥ (1 − c|λ3/4)‖ψP,n−1‖. 
Lemma A.12. [Pi03, Lemma 1.2] Recall that EP,n−1 := inf(HP,n ↿ F ), EP,n := inf(HP,n ↿ F ). Suppose
that HP,n−1 ↿ Fn−1 has an eigenvector ψP,n−1 and the corresponding eigenvalue coincides with EP,n−1. Then
EP,n−1 ≥ EP,n
Proof. The statement follows from
EP,n−1 =
〈ψP,n−1 ⊗Ω,HP,nψP,n−1 ⊗Ω〉
‖ψP,n−1 ⊗Ω‖2
≥ EP,n. (A.56)
Lemma A.13. [BDP12, Lemma 5.9] θHf |n−1n + λΦ|n−1n ≥ −λ2 cθσn−1.
Proof. The statement follows from the computation∫ σn−1
σn
d3k |k|θ(b∗(k)b(k) + λ|k|α√
2|k||k|θb(k) +
λ|k|α√
2|k||k|θb
∗(k)
)
=
∫ σn−1
σn
d3k |k|θ(b∗(k) + λ|k|α√
2|k||k|θ
)(
b(k) +
λ|k|α√
2|k||k|θ
) − ∫ σn−1
σn
d3k |k|θ
(
λ|k|α√
2|k||k|θ
)2
≥ −1
θ
λ2
∫ σn−1
σn
d3k |k|
( |k|α√
2|k||k|
)2
.  (A.57)
Lemma A.14. [Pi03, Lemma 1.2] Let |P| ≤ Pmax = 1/3 and |λ| ∈ (0, λ0]. Then |EP,n−1 − EP,n| ≤ c∆Eλ2σn−1.
Proof. We have:
EP,n = inf σ
(
HP,n−1 ↿ Fn + 1 ⊗ λΦ|n−1n
)
. (A.58)
Since by Lemma A.13 θHf |n−1n + λΦ|n−1n ≥ −λ2 cθσn−1, we get
EP,n ≥ inf σ
{
HP,n−1 ↿ Fn − 1 ⊗ θHf |n−1n − λ2
c
θ
σn−1
}
. (A.59)
Setting A := HP,n−1 ↿ Fn − 1 ⊗ θHf |n−1n − λ2 cθσn−1 and noting that ψP,n−1 ⊗ Ω is an eigenvector of A, we can
write
EP,n ≥ min{ 〈A〉ψP,n−1⊗Ω, infFn∋ψ⊥ψP,n−1⊗Ω〈A〉ψ}. (A.60)
Clearly, 〈A〉ψP,n−1⊗Ω = EP,n−1 − λ2 cθσn−1. As for the second quantity under the minimum
inf
Fn∋ψ⊥ψP,n−1⊗Ω
〈A〉ψ = infFn∋ψ⊥ψP,n−1⊗Ω〈HP,n−1 ↿ Fn − 1 ⊗ θHf |
n−1
n − EP,n−1〉ψ + EP,n−1 − λ2
c
θ
σn−1. (A.61)
The first term above is positive by (A.27). Thus we get
EP,n ≥ EP,n−1 − λ2 c
θ
σn−1. (A.62)
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B Proof of Lemma 3.11
We consider only the case zn+1 ∈ γ˜P,n+1 as the case of contours γP,n+1 is analogous and simpler. Let us start
with some general considerations. Let q ∈ {1/2, 1} and X be an operator on F which maps Fn → Fm for some
finite m, s.t.
‖(i + HWP,n−1)−qX‖Fn < ∞. (B.1)
We note for future reference that
‖QP,n−1X‖Fn = |i + EP,n−1|q ‖QP,n−1(i + HWP,n−1)−qX‖Fn ≤ c‖(i + HWP,n−1)−qX‖Fn < ∞, (B.2)
whereQP,n−1 was defined in (3.38). For z outside of the spectrum of HW+P,n−1 we consider the following expression
on Fn
r(z) :=
(
1
HW+
P,n−1 − z
)q
X =
(
1
E+
P,n−1 − z
)q
QP,n−1X + Q⊥P,n−1
(
1
HW+
P,n−1 − z
)q
(i + HWP,n−1)
q(i + HWP,n−1)
−qX, (B.3)
where E+
P,n−1 := EP,n−1 + ∆cP|n−1n . We call r1(z) and r2(z) the two terms on the r.h.s. of (B.3). Clearly,
‖r1(zn+1)‖Fn ≤
c
σ
q
n+1
‖(i + HWP,n−1)−qX‖Fn , (B.4)
since for sufficiently small λ0 we can ensure
|∆cP|n−1n |, |EP,n−1 − EP,n| ≤ (1/20)σn+1. (B.5)
Furthermore, we estimate
‖r2(zn+1)‖Fn ≤
∥∥∥Q⊥P,n−1( 1
HW+
P,n−1 − zn+1
)q
(i + HWP,n−1)
q
∥∥∥Fn ‖(i + HWP,n−1)−qX‖Fn ≤ cσqn ‖(i + HWP,n−1)−qX‖Fn , (B.6)
where we made use of the gap estimate (3.12). Summarizing the above discussion, we have∥∥∥ 1
HW+
P,n−1 − zn+1
X
∥∥∥Fn ≤ cσn+1 ‖(i + HWP,n−1)−1X‖Fn , (B.7)∥∥∥( 1
HW+
P,n−1 − zn+1
)1/2
X
∥∥∥Fn ≤ cσ1/2
n+1
‖(i + HWP,n−1)−1/2X‖Fn . (B.8)
These simple-minded estimates will yield some, but not all the bounds from the Lemma B.
Lemma B.1. Under the assumptions of Lemma 3.11
‖ 1
HW+
P,n−1 − zn+1
‖Fn ≤
c0
σn+1
, (B.9)
‖ 1
HW+
P,n−1 − zn+1
(ΓP,n−1)i‖Fn ≤
c0
σn+1
, (B.10)
‖ 1
HW+
P,n−1 − zn+1
(I|n−1n )i‖Fn ≤ c2|λ|3/2. (B.11)
67
Proof. The estimate in (B.9) follows from (B.7) with X = 1. Given (B.7), to verify (B.10), it suffices to check
that
‖(i + HWP,n−1)−1ΓP,n−1‖Fn ≤ c. (B.12)
Since ΓP,n−1 := ∇EP,n−1 −WP,n−1(P − Pf)W∗P,n−1, we have by (3.8)
‖(i + HWP,n−1)−1ΓP,n−1‖Fn ≤ ‖(i + HP,n−1)−1(P − Pf)‖Fn + c. (B.13)
Furthermore, by Lemma A.3
‖(i + HP,n−1)−1/2(P − Pf)‖2Fn ≤ c‖(i + HP,n−1)
−1/2HP,free((i + HP,n−1)−1/2)∗‖Fn ≤ c′. (B.14)
As for (B.11), we have by definition (3.28) that |(I|n−1n )i| ≤ c|λ|2σn−1, which gives together with (B.9) and
|λ| ≤ ǫ4 the required bound. 
Lemma B.2. Under the assumptions of Lemma 3.11
‖ 1
HW+
P,n−1 − zn+1
L|n−1n ‖Fn ≤ c2|λ|1/2. (B.15)
If L|n−1n is replaced with L′|n−1n := [Hf ,L|n−1n ] or L˚|n−1n =
∑3
j=1[(Pf) j, (L|n−1n ) j] the bounds can be improved to
c2|λ|1/2σn−1.
Proof. We set A := HP,n−1 + ∆cP|n−1n − zn+1. Since [WP,n−1,L|n−1n ] = 0, we have
‖ 1
HW+
P,n−1 − zn+1
L|n−1n ‖Fn = ‖A−1L|n−1n ‖Fn . (B.16)
By the energy bounds (Lemma A.1) and the fact that A−1/2 and (Hf |n−1n )1/2 commute we have
‖A−1/2L|n−1n ‖Fn = ‖L|n−1n (A−1/2)∗‖Fn ≤ |λ|cσ1/2n−1‖(Hf |n−1n )1/2A−1/2‖Fn + |λ|cσn−1‖A−1/2‖Fn
≤ |λ|cσ1/2
n−1 + |λ|c
σn−1
(σn+1)1/2
. (B.17)
In the last step we used (B.9) and spectral theorem which give ‖A−1/2‖Fn ≤ ‖A−1‖1/2Fn ≤ c(σn+1)
−1/2, and the
following computation similar to (A.44)
‖(Hf |n−1n )1/2A−1/2‖2Fn = ‖(Hf |
n−1
n )
(
(HP,n−1 + ∆cP|n−1n − Re zn+1)2 + (Im zn+1)2
)−1/2‖Fn ,
≤ ‖(Hf |n−1n )
(
HP,n−1 + ∆cP|n−1n − EP,n − σn+1/3
)−1‖Fn
≤ θ−1‖(θHf |n−1n )
(
HP,n−1 − θHf |n−1n − EP,n−1 + O(σn+1) + θHf |n−1n
)−1‖Fn
≤ θ−1‖(θHf |n−1n )
(
σn/2 + O(σn+1) + θHf |n−1n
)−1‖Fn ≤ c, (B.18)
where we made use of the fact that HP,n−1 − θHf |n−1n − EP,n−1 ≥ σn/2 on the subspace orthogonal to ψP,n−1 ⊗Ω
(cf. (A.26)). Since |O(σn+1)| := |EP,n−1 − EP,n + ∆cP|n−1n − σn+1/3| ≤ σn+1/2, we obtain the last estimate in
(B.18). Alluding again to the fact that ‖A−1/2‖Fn ≤ c(σn+1)−1/2 and using |λ| ≤ ǫ4 we conclude the proof of
(B.15). The remaining statements in the lemma follow from obvious modifications of the above discussion. 
Lemma B.3. Under the assumptions of Lemma 3.11
‖ 1
HW+
P,n−1 − zn+1
L|n−1n · ΓP,n−1‖Fn ≤ c2|λ|1/2. (B.19)
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Proof. Since ΓP,n−1 := ∇EP,n−1−WP,n−1(P−Pf)W∗P,n−1 and [WP,n−1,L|n−1n ] = 0, we note the following inequality
‖ 1
HW+
P,n−1 − zn+1
L|n−1n · ΓP,n−1‖Fn ≤ ‖
1
HP,n−1 + ∆cP|n−1n − zn+1
L|n−1n · (P − Pf)‖Fn (B.20)
+ ‖ 1
HP,n−1 + ∆cP|n−1n − zn+1
L|n−1n ‖Fn |∇EP,n−1|. (B.21)
By Lemma B.2, we have (B.21) ≤ c|λ|1/2. As for (B.20), we write
(B.20) = ‖ 1
HP,n−1 + ∆cP|n−1n − zn+1
L˚|n−1n ‖Fn (B.22)
+‖ 1
HP,n−1 + ∆cP|n−1n − zn+1
(P − Pf) · L|n−1n ‖Fn , (B.23)
where L˚|n−1n = −
∑3
j=1[(L|n−1n ) j, (Pf) j]. By the last statement in Lemma B.2 we have that (B.22) ≤ c|λ|1/2σn−1.
To (B.23) we apply the energy bounds (Lemma A.1). Setting A := HP,n−1 + ∆cP|n−1n − zn+1, we have
‖L|n−1n ·(P − Pf)A−1‖Fn = c|λ|σ1/2n−1‖(Hf |n−1n )1/2(P − Pf)A−1‖Fn + c|λ|σn−1‖(P − Pf)A−1‖Fn
≤ c|λ|
(σ1/2
n−1
σ
1/2
n+1
+
σn−1
σn+1
)
= c|λ|1/2. (B.24)
Here we made use of ‖(P − Pf)A−1‖Fn ≤ c/σn+1, which is shown using (B.7) and (B.14). Furthermore, using
that [Hf |n−1n , P − Pf] = [Hf |n−1n , A] = 0,
‖(Hf |n−1n )1/2(P − Pf)A−1‖Fn = ‖(P − Pf)A−1/2(Hf |n−1n )1/2A−1/2‖Fn
≤ ‖(P − Pf)A−1/2‖Fn‖(Hf |n−1n )1/2A−1/2‖Fn ≤
c
(σn+1)1/2
(B.25)
where in the last inequality we exploit (B.18) and (B.14) combined with (B.8). This completes the proof. 
Lemma B.4. Under the assumptions of Lemma 3.11
‖ 1
HW+
P,n−1 − zn+1
(L|n−1n )2‖Fn ≤ c|λ|3/2σn−1. (B.26)
Proof. We set as before A := HP,n−1 + ∆cP|n−1n − zn+1 and apply the energy bounds (Lemma A.1):
‖(L|n−1n )2A−1‖Fn ≤ c|λ|σ1/2n−1‖(Hf |n−1n )1/2L|n−1n A−1‖Fn + c|λ|σn−1‖L|n−1n A−1‖Fn . (B.27)
We first estimate the second term on the r.h.s. above applying again the energy bounds
c|λ|σn−1‖L|n−1n A−1‖Fn ≤ c|λ|2(σn−1)3/2‖(Hf |n−1n )1/2A−1‖Fn + c|λ|2(σn−1)2‖A−1‖Fn
≤ c|λ|2
(
(σn−1)3/2σ
−1/2
n+1
+ (σn−1)2σ−1n+1
)
≤ c|λ|3/2σn−1, (B.28)
where we made use of (B.18), ‖A−1/2‖Fn ≤ c(σn+1)−1/2 and |λ|1/2 ≤ ǫ2. Now we consider the first term on the
r.h.s. of (B.27):
‖(Hf |n−1n )1/2L|n−1n A−1‖2Fn = ‖(A
−1)∗L|n−1n Hf |n−1n L|n−1n A−1‖Fn
≤ ‖(A−1)∗L|n−1n L′|n−1n A−1‖Fn + ‖(A−1)∗L|n−1n L|n−1n Hf |n−1n A−1‖Fn
≤ c|λ|σn−1 + c‖(A−1)∗(L|n−1n )2‖Fn , (B.29)
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where L′|n−1n := [Hf ,L|n−1n ] and we applied Lemma B.2 and (B.18) in the last step. Thus altogether we get
‖(L|n−1n )2A−1‖Fn ≤ c|λ|σ1/2n−1
(|λ|σn−1 + ‖(A−1)∗(L|n−1n )2‖Fn)1/2 + c|λ|3/2σn−1. (B.30)
Set x := ‖(L|n−1n )2A−1‖Fn ) and shift the term c|λ|3/2σn−1 on the l.h.s. of (B.30). If x − c|λ|3/2σn−1 ≤ 0 then the
proof is complete. Otherwise, we can square both sides of the resulting inequality which implies the following
relation
x2 − c1|λ|3/2σn−1x − c2|λ|3σ2n−1 ≤ 0, (B.31)
with c1, c2 ≥ 0. This leads to x ≤ c|λ|3/2σn−1. 
Lemma B.5. Under the assumptions of Lemma 3.11
‖ 1
HW+
P,n−1 − zn+1
(HWI |n−1n )quad‖Fn ≤ c|λ|3/2σn−1. (B.32)
Proof. We recall that (HW
I
|n−1n )quad = 12 (L|n−1n + I|n−1n )2. Thus the statement follows from Lemmas B.1, B.2,
B.4, and from |(I|n−1n )i| ≤ c|λ|2σn−1. 
Lemma B.6. Under the assumptions of Lemma 3.11
‖ 1
HW+
P,n−1 − zn+1
∆(HWI |n−1n )mix‖Fn ≤ c|λ|1/2σn−1. (B.33)
Proof. We recall that ∆(HW
I
|n−1n )mix = 12
∑3
j=1[(ΓP,n−1) j, (L|n−1n ) j]. Thus (B.33) corresponds to the second result
of Lemma B.2. 
Lemma B.7. Under the assumptions of Lemma 3.11
‖ 1
HW+
P,n−1 − zn+1
(HWI |n−1n )‖Fn ≤ c|λ|1/2. (B.34)
Proof. Given that HW
I
|n−1n := (L|n−1n +I|n−1n ) · ΓP,n−1+ (HWI |n−1n )quad +∆(HWI |n−1n )mix, the statement follows from
Lemmas B.1, B.3, B.5, B.6 and |(I|n−1n )i| ≤ c|λ|2σn−1. 
C Proof of Theorem 4.1
First, we check that the hypotheses holds for n = 0. Statement i) is obvious since ΓP,0Ω = 0. As for ii), we have
φˆP,1 −Ω =
∮
γP,2
dw2
HˆW
P,1
− w2
Ω −Ω. (C.1)
We use the resolvent expansion (3.25):
1
HˆW
P,1
− w2
Ω =
1
HW
P,0
+ ∆cP|01 − w2
∞∑
j=0
{−HWI |01
1
HW
P,0
+ ∆cP|01 − w2
} jΩ, (C.2)
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for w2 ∈ γP,2. The j = 0 term gives zero contribution to (C.1) due to HWP,0Ω = EP,0Ω, |EP,0 − EP,1| ≤ (1/20)σ2,
∆cP|01 = (1/20)σ2 and |w2 − EP,1| = σ2/3. Thus we have
∥∥∥φˆP,1 −Ω∥∥∥ = ∥∥∥∮
γP,2
dw2
1
HW
P,0
+ ∆cP|01 − w2
∞∑
j=1
{−HWI |01
1
HW
P,0
+ ∆cP|01 − w2
} jΩ
∥∥∥
≤ σ2
c0
σ2
c2|λ|1/2
1
1 − c2|λ|1/2
≤ |λ|1/4σ1−δ0 , (C.3)
where we made use of estimates (A.1) and (A.3) from Lemma 3.11, (3.56) and σ0 = 1. Now iii) follows from
ii) via the inverse triangle inequality.
Now we proceed to the inductive argument. The claims in i), ii), and iii) are at the n + 1−th step by defi-
nition, and they will be denoted as c-i), c-ii), and c-iii), respectively. At the n−th step they will be denoted as
assumptions a-i), a-ii), and a-iii), respectively. All operator norms in the proof are meant on B(Fn) (the bounded
operators on Fn) unless stated otherwise.
Claim-i) (Here we show the implication: a-i), a-ii), a-iii)→ c-i))
We use the unitary operator W˜P,nW
∗
P,n
to switch from the given expression to the expression with ‘hats’
‖ 1
HW
P,n
− zn+1
(ΓP,n)iφP,n‖ = ‖W˜P,nW∗P,n
1
HW
P,n
− zn+1
(ΓP,n)iφP,n‖ = ‖
1
HˆW
P,n
− zn+1
(ΓˆP,n)iφˆP,n‖. (C.4)
In (C.4) we proceed with the full expansion of φˆP,n,
1
HˆW
P,n
−zn+1 , and (ΓˆP,n)i, i.e., we study
∞∑
l=0
∞∑
l′=0
∮
γP,n+1
dwn+1{
1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }l
1
HW+
P,n−1 − zn+1
(ΓP,n−1 + ∆ΓP|n−1n )i ×
×{ 1
HW+
P,n−1 − wn+1
(−)HWI |n−1n }l
′ 1
HW+
P,n−1 − wn+1
φP,n−1. (C.5)
By splitting ∆ΓP|n−1n into ∆′ΓP|n−1n + I|n−1n (see (3.34) and (3.35)) we can write
(C.5) =
∞∑
l=0
∞∑
l′=0
∮
γP,n+1
dwn+1{
1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }l
1
HW+
P,n−1 − zn+1
×
×(ΓP,n−1 + ∆′ΓP|n−1n )i{
1
HW+
P,n−1 − wn+1
(−)HWI |n−1n }l
′ 1
HW+
P,n−1 − wn+1
φP,n−1 (C.6)
+RP,n−1, (C.7)
where RP,n−1 is the term proportional to I|n−1n . Using Lemma 3.11 we can estimate
‖RP,n−1‖ ≤ σn+1 · 1
1 − c2|λ| 12
c2|λ|
1
2 · 1
1 − c2|λ| 12
· c0
σn+1
. (C.8)
(We recall that according to our notation the numerical factor − 1
2πi
is hidden in the symbol
∮
γP,n
). Next we split
the term in (C.6) into
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∞∑
l=0
{ 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }l
1
HW+
P,n−1 − zn+1
(ΓP,n−1 + ∆′ΓP|n−1n )iφP,n−1 (C.9)
+
∞∑
l=0
∞∑
l′=1
∮
γP,n+1
dwn+1{ 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }l
1
HW+
P,n−1 − zn+1
×
× (ΓP,n−1 + ∆′ΓP|n−1n )i{
1
HW+
P,n−1 − wn+1
(−)HWI |n−1n }l
′ 1
HW+
P,n−1 − wn+1
φP,n−1. (C.10)
Term (C.9)
We re-state this term:
∞∑
l=0
{ 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }l
1
HW+
P,n−1 − zn+1
(ΓP,n−1 + ∆′ΓP|n−1n )iφP,n−1. (C.11)
As for the part of (C.11) proportional to (∆′ΓP|n−1n )i:= (−∇EP,n−1 + ∇EP,n + L|n−1n )i, notice that:
1. In (L|n−1n )i only the term proportional to the creation operator, i.e., (L|n−1n )(+)i , gives a nonzero contribu-
tion. This contribution can be bounded by (see Lemma 3.11)
sup
zn+1∈γ˜P,n+1
{ ∞∑
l=0
||{ 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }‖l‖
1
HW+
P,n−1 − zn+1
(L|n−1n )(+)i φP,n−1‖
}
≤ 1
1 − c2|λ| 12
· c2|λ|
1
2 .(C.12)
2. The contribution coming from −∇EP,n−1 + ∇EP,n can be bounded by
sup
zn+1∈γ˜P,n+1
{ ∞∑
l=0
||{ 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }‖l|
1
EP,n−1 + ∆cP|n−1n − zn+1
|
}
c1[λ
2σn−1 + ‖
φˆP,n
‖φˆP,n‖
− φP,n−1‖φP,n−1‖
‖]
≤ 1
1 − c2|λ| 12
· c0
σn+1
· c1 · [λ2σn−1 + 4|λ|
1
4σ1−δn−1]. (C.13)
Here we have used (3.19), Lemma 3.11, and a-ii), a-iii). (Notice that ‖φˆP,n‖ = ‖φP,n‖ and ‖φP,n−1‖ ≥ ‖φP,n‖
because of the definitions in (3.18)).
As for the term in (C.11) proportional to ΓP,n−1, its norm is bounded by
∞∑
l=0
|| 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n ‖l‖
1
HW+
P,n−1 − zn+1
(ΓP,n−1)iφP,n−1‖
≤
∞∑
l=0
|| 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n ‖l sup
z′n∈γ˜P,n
‖ 1
HW
P,n−1 − z′n
(ΓP,n−1)iφP,n−1‖ ≤
1
1 − c2|λ| 12
1
σδ
n−1
, (C.14)
where in the first step we applied the maximal modulus principle (Lemma 3.15) after using the gap estimate
(3.11) and the fact that ΓP,n−1φP,n−1 is orthogonal to φP,n−1 (as well as (3.54), (3.55)) to ensure the holomorphy
of the expression. It was essential here that Re zn+1 − ∆cP|n−1n ≤ Re z′n. In the last step we used the induction
hypothesis a-i). (Cf. Remark 4.2 for a similar argument).
Summing up, we have
‖(C.9)‖ ≤ 1
1 − c2|λ| 12
· c2|λ|
1
2 +
1
1 − c2|λ| 12
· c0
σn+1
· c1 · [λ2σn−1 + 4|λ|
1
4σ1−δn−1] +
(
1
1 − c2|λ| 12
)
1
σδ
n−1
. (C.15)
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Term (C.10)
Firstly, we notice that the norm of the term proportional to ∆′ΓP|n−1n , i.e.,
∞∑
l=0
∞∑
l′=1
∮
γP,n+1
dwn+1{
1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }l
1
HW+
P,n−1 − zn+1
(∆′ΓP|n−1n )i ×
×{ 1
HW+
P,n−1 − wn+1
(−)HWI |n−1n }l
′−1 1
HW+
P,n−1 − wn+1
(−)HWI |n−1n
1
HW+
P,n−1 − wn+1
φP,n−1 (C.16)
is bounded by
σn+1
1
1 − c2|λ| 12
{ c0
σn+1
c1[λ
2σn−1 + ‖
φˆP,n
‖φˆP,n‖
− φP,n−1‖φP,n−1‖
‖] + c2|λ|
1
2 }
(
1
1 − c2|λ| 12
)
c2|λ|
1
2
c0
σn+1
≤ c0c2|λ|
1
2
(
1
1 − c2|λ| 12
)2
{ c0
σn+1
c1[λ
2σn−1 + 4|λ|
1
4σ1−δn−1] + c2|λ|
1
2 }, (C.17)
where we have used (3.19), a-ii), a-iii) and Lemma 3.11.
As for the term proportional to ΓP,n−1, i.e.,
∞∑
l=0
∞∑
l′=1
∮
γP,n+1
dwn+1{ 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }l
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i ×
×{ 1
HW+
P,n−1 − wn+1
(−)HWI |n−1n }l
′−1 1
HW+
P,n−1 − wn+1
(−)HWI |n−1n
1
HW+
P,n−1 − wn+1
φP,n−1 , (C.18)
for each summand in the series
∞∑
l′=1
{ 1
HW+
P,n−1 − wn+1
(−)HWI |n−1n }l
′−1 1
HW+
P,n−1 − wn+1
(−)HWI |n−1n
1
HW+
P,n−1 − wn+1
φP,n−1 (C.19)
consider the first operator HW
I
|n−1n from the right
HWI |n−1n =
1
2
(ΓP,n−1 · (L|n−1n + I|n−1n ) + h.c.) + (HWI |n−1n )quad. (C.20)
It can be re-written as
HWI |n−1n = (L|n−1n + I|n−1n ) · ΓP,n−1 + ∆(HWI |n−1n )mix + (HWI |n−1n )quad. (C.21)
The contribution proportional to ∆(HW
I
|n−1n )mix + (HWI |n−1n )quad in (C.18), i.e.,
∞∑
l=0
∞∑
l′=1
∮
γP,n+1
dwn+1{ 1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }l
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i ×
×{ 1
HW+
P,n−1 − wn+1
(−)(HWI |n−1n )}l
′−1 1
HW+
P,n−1 − wn+1
×
× (−){∆(HWI |n−1n )mix + (HWI |n−1n )quad}
1
HW+
P,n−1 − wn+1
φP,n−1 (C.22)
is bounded in norm by
σn+1
1
1 − c2|λ| 12
c0
σn+1
1
1 − c2|λ| 12
(c4|λ|
1
2 + c3|λ|)σn−1
c0
σn+1
≤ c20(c4 + c3)|λ|
1
2
σn−1
σn+1
(
1
1 − c2|λ| 12
)2
, (C.23)
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where we have used Lemma 3.11.
As for the contribution proportional to (L|n−1n + I|n−1n ) · ΓP,n−1, i.e.,
∞∑
l=0
∞∑
l′=1
∮
γP,n+1
dwn+1{
1
HW+
P,n−1 − zn+1
(−)HWI |n−1n }l
1
HW+
P,n−1 − zn+1
(ΓP,n−1)i ×
×{ 1
HW+
P,n−1 − wn+1
(−)HWI |n−1n }l
′−1 1
HW+
P,n−1 − wn+1
(−)(L|n−1n + I|n−1n ) · ΓP,n−1 ×
× 1
HW+
P,n−1 − wn+1
φP,n−1, (C.24)
we split it into two pieces. The norm of the summand proportional to I|n−1n · ΓP,n−1 can be easily estimated in
terms of
σn+1
1
1 − c2|λ| 12
· 1
1 − c2|λ| 12
· c0
σn+1
cI |λ|2σn−1
3∑
j=1
‖ 1
HW+
P,n−1 − wn+1
(ΓP,n−1) jφP,n−1‖
c0
σn+1
≤ c20
(
1
1 − c2|λ| 12
)2
·
(
σn−1
σn+1
)
· cI |λ|2 ·
3
σδ
n−1
, (C.25)
where we have used that |I|n−1n | ≤ cI |λ|2σn−1, cI being a universal constant, Lemma 3.11, maximal modulus
principle (Lemma 3.15 and Remark 4.2) and the induction hypothesis a-i). As for the other summand, making
use of the direct integral representations from Subsection 3.4 we can write
1
HW+
P,n−1 − wn+1
(L|n−1n · ΓP,n−1)
1
HW+
P,n−1 − wn+1
φP,n−1
≃ O(σ−1n+1)(−λ)
ˆ∫ ⊕
A|n−1n
d3k√
2|k|3/2
ki
αP,n−1(kˆ)
1
[HW+
P,n−1]k − wn+1
(ΓP,n−1)iφP,n−1, (C.26)
where O(σ−1
n−1) := (EP,n−1 + ∆cP|n−1n − wn+1)−1. Now by (3.72) and the induction hypothesis combined with
Remark 4.2 we get
‖(C.26)‖ ≤ c|λ|
(
σn−1
σn+1
)
| ln ǫ|1/2 1
σδ
n−1
. (C.27)
Hence the norm of the summand in (C.24) proportional to (L|n−1n · ΓP,n−1) is bounded by
σn+1
1
1 − c2|λ| 12
· 1
1 − c2|λ| 12
· c0
σn+1
c|λ|
(
σn−1
σn+1
)
| ln ǫ|1/2 1
σδ
n−1
= c0
(
1
1 − c2|λ| 12
)2
c|λ|
(
σn−1
σn+1
)
| ln ǫ|1/2 1
σδ
n−1
. (C.28)
The sum of all contributions (C.8), (C.15), (C.17), (C.23), (C.25), and (C.28), yields
σn+1 · 1
1 − c2|λ| 12
c2|λ|
1
2 · 1
1 − c2|λ| 12
· c0
σn+1
+
1
1 − c2|λ| 12
· |λ| 12 c2 +
1
1 − c2|λ| 12
· c0
σn+1
· c1 · [λ2σn−1 + 4|λ|
1
4σ1−δn−1] +
(
1
1 − c2|λ| 12
)
1
σδ
n−1
+c0c2|λ|
1
2
(
1
1 − c2|λ| 12
)2
{ c0
σn+1
c1[λ
2σn−1 + 4|λ|
1
4σ1−δn−1] + c2|λ|
1
2 }
+c20(c4 + c3)|λ|
1
2
σn−1
σn+1
(
1
1 − c2|λ| 12
)2
+ c20
(
1
1 − c2|λ| 12
)2
·
(
σn−1
σn+1
)
· cI |λ|2 · 3
σδ
n−1
+c0
(
1
1 − c2|λ| 12
)2
c|λ|
(
σn−1
σn+1
)
| ln ǫ|1/2 1
σδ
n−1
≤ C
(i)
σδ
n−1
(C.29)
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for some universal constant C(i), where we made use of |λ| ≤ ǫ8. (The power eight is needed in the second line
above in the term involving |λ|1/4). Thus, by setting ǫ(δ) := min{ 1
2
; (1/C(i)) 1δ } and choosing λ(i)
0
≡ λ(i)
0
(ǫ(δ)) > 0
(within all the earlier restrictions) such that
λ
(i)
0
≤ ǫ(δ)8, (C.30)
we have proven that c-i) is implied by a-i), a-ii), a-iii) for all |λ| ∈ (0, λ(i)
0
] and ǫ ∈ (0, ǫ(δ)] s.t. |λ| ≤ ǫ8.
Claim-ii) (Here we show the implication: c-i)→ c-ii))
We choose ǫ and λ as specified above. We set m := n + 1 and start from the difference
φˆP,n+1 − φP,n =
∞∑
j=1
∮
γP,m+1
dwm+1{
1
HW+
P,m−1 − wm+1
(−)HWI |m−1m } j−1 ×
× 1
HW+
P,m−1 − wm+1
(−)[(L|m−1m + I|m−1m ) · ΓP,m−1 + ∆(HW+I |m−1m )mix + (HWI |m−1m )quad] ×
× 1
HW+
P,m−1 − wm+1
φP,m−1. (C.31)
By Lemma 3.11, the contribution proportional to ∆(HW
I
|m−1m )mix + (HWI |m−1m )quad can be bounded in norm by
σm+1
1
1 − c2|λ| 12
· (c4|λ|
1
2 + c3|λ|)σm−1
c0
σm+1
. (C.32)
(Clearly, the operator norms involved in these estimates are on B(Fm) rather than on B(Fn)). We can rewrite
the rest as follows
−
3∑
i′=1
(I|m−1m )i′
∞∑
j=1
∮
γP,m+1
dwm+1
(
1
E+
P,m−1 − wm+1
)
{ 1
HW+
P,m−1 − wm+1
(−)HWI |m−1m } j−1 ×
× 1
HW+
P,m−1 − wm+1
(ΓP,m−1)i′φP,m−1 (C.33)
−
3∑
i′=1
∞∑
j=1
∮
γP,m+1
dwm+1
(
1
E+
P,m−1 − wm+1
)
{ 1
HW+
P,m−1 − wm+1
(−)HWI |m−1m } j−1 ×
× 1
HW+
P,m−1 − wm+1
(L|m−1m )(+)i′ (ΓP,m−1)i′φP,m−1, (C.34)
where E+
P,m−1 := EP,m−1 + ∆cP|m−1m . Using that |(I|m−1m )i′ | ≤ cI |λ|2σm−1 and applying the maximal modulus
principle (Lemma 3.15 and Remark 4.2) and c-i) to (C.33), we obtain
‖(C.33)‖ ≤ 3c0 · cI |λ|
2σm−1
1 − c2|λ| 12
1
σδ
m−1
. (C.35)
Next, arguing as in (C.26), (C.27) above and making use of c-i) we obtain∥∥∥ 1
HW+
P,m−1 − wm+1
(L|m−1m )(+)i′ (ΓP,m−1)i′φP,m−1
∥∥∥ ≤ c|λ|σm−1| ln ǫ|1/2 1
σδ
m−1
, (C.36)
and therefore
‖(C.34)‖ ≤ 3c0
1 − c2|λ| 12
c|λ|σm−1| ln ǫ|1/2
1
σδ
m−1
. (C.37)
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Summing up, we have
‖φˆP,n+1 − φP,n‖ ≤
c0
1 − c2|λ| 12
· (c4|λ|
1
2 + c3|λ|)σm−1
+
3c0 · cI |λ|2σm−1
1 − c2|λ| 12
1
σδ
m−1
+
3c0
1 − c2|λ| 12
c|λ|σm−1 | ln ǫ|1/2
1
σδ
m−1
≤ C(ii)|λ| 12σ1−δm−1 = C(ii)|λ|
1
2σ1−δn (C.38)
for some universal constant C(ii), and finally
‖φˆP,n+1 − φP,n‖ ≤ |λ|
1
4σ1−δn (C.39)
for |λ| ∈ (0, λ(ii)
0
], where λ
(ii)
0
≡ min{λ(i)
0
, [ 1C(ii) ]
4}.
Claim-iii) (Here we show the implication: c-ii) and a-iii)→ c-iii))
We choose ǫ and λ within the restrictions specified below formulas (C.30) and (C.39). By relation (3.18)
‖φP,n+1 − φˆP,n+1‖ = ‖
(
WP,n+1W˜
∗
P,n+1 − 1
)
φˆP,n+1‖. (C.40)
Using Lemma D.4 and relation (3.19), the norm of (C.40) can be estimated less than
c|λ||∇EP,n+1 − ∇EP,n|| lnσn+1| ‖φˆP,n+1‖
≤ c|λ|c1 | lnσn+1|[λ2σn + ‖
φˆP,n+1
‖φˆP,n+1‖
− φP,n‖φP,n‖
‖] ‖φˆP,n+1‖
≤ c|λ|c1 | lnσn+1|[λ2σn‖φˆP,n+1‖ + ‖φˆP,n+1 − φP,n‖ +
∣∣∣‖φP,n‖ − ‖φˆP,n+1‖∣∣∣]
≤ c|λ|c1 | lnσn+1|[λ2σn + 2|λ|
1
4σ1−δn ] ≤ C
′(iii) |λ| 54σ1−δn | lnσn+1|, (C.41)
where we made use of the fact that ‖φP,n+1‖ ≤ 1 and C′(iii) is some universal constant. Furthermore, we can
write
C′(iii) |λ| 54σ1−δn | lnσn+1| ≤ C
′(iii)|λ| 54 σ
1−δ
n+1
ǫ1−δ
| lnσn+1| = C
′(iii)(|λ|1/4σ1/4
n+1
)|λ|σ
3/4−δ
n+1
ǫ1−δ
| lnσn+1|
≤ C′(iii)|λ|1/2(|λ|1/4σ1/2
n+1
)
|λ|1/2
ǫ
σ
1/4
n+1
| lnσn+1| ≤ C(iii) |λ|1/2(|λ|1/4σ1/2n+1), (C.42)
where we used that |λ|
1
4
ǫ
≤ 1 and σ1/2
n+1
| lnσn+1| ≤ c. Altogether, we have by (C.40), (C.41), (C.42)
‖φP,n+1 − φˆP,n+1‖ ≤ C(iii) |λ|1/2(|λ|1/4σ1/2n+1). (C.43)
Thus we obtain by the inverse triangle inequality, (C.43) and c-ii)
‖φP,n+1‖ ≥ ‖φP,n‖ − ‖φP,n+1 − φˆP,n+1‖ − ‖φˆP,n+1 − φP,n‖ ≥ ‖φP,n‖ − (C(iii) |λ|1/2 + 1)|λ|
1
4σ
1/2
n . (C.44)
By iterating (C.44), we obtain
‖φP,n+1‖ ≥ 1 − (C(iii)|λ|1/2 + 1)
n∑
j=0
{|λ| 14σ1/2
j
} ≥ 1 − (C(iii) |λ|1/2 + 1) |λ|
1/4
1 − ǫ1/2 . (C.45)
We obtain from the last formula that c-ii) and a-iii) imply c-iii) provided that
|λ| ∈ (0, λ0], λ0 ≡ min
(
λ
(ii)
0
,
1
(C(iii))2 ,
(
1 − ǫ(δ)1/2
4
)4)
. (C.46)
This concludes the proof. 
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D A pull through identity and its consequences
We refer to (D.10) below as a pull through identity. It has several useful consequences which will be studied
in this appendix. The analysis of pull-through estimates dates back to [Fr73], but our treatment of technical
aspects also profited from [KM12]. We will use the domain
C∞(HP,free) :=
⋂
ℓ≥0
D(HℓP,free). (D.1)
By Lemma A.1, for ψ ∈ C∞(HP,free) we can define R3 ∋ k 7→ b(k)ψ as a vector-valued distribution on S (R3).
For some vectors ψ ∈ C∞(HP,free) we can also define b(k)ψ pointwise in k as follows: Let η ∈ C∞0 (R3) be s.t.
η ≥ 0, η(0) = 1,
∫
η(k′)d3k′ = 1, η(k) = η(−k) so that ηε
k
(k′) := ε−3η((k′− k)/ε−1) is an approximating sequence
of k′ 7→ δ(k′ − k) as ε → 0. Then we say that ψ ∈ C∞(HP,free) is in D(b(k)) (i.e. the domain of b(k)) if the
following limit exists in norm
[b(k)ψ] := lim
ε→0
b(ηεk)ψ (D.2)
and gives an element of C∞(HP,free). We also require that limε→0 b(gηεk)ψ exists and equals g(k)b(k)ψ for any
continuous function g. We will also use the domain of the product D(b(k1) . . . b(km)) which is defined iteratively.
Relation (D.2) is consistent with the above definition as a distribution. In fact:
Lemma D.1. Let f ∈ S (R3) and suppose that ψ ∈ D(b(k)) for all k ∈ supp f . Then∫
d3k f (k)[b(k)ψ] = b( f )ψ. (D.3)
Here the l.h.s is defined with the help of (D.2) and the r.h.s is the usual definition.
RemarkD.2. In the proof of this lemma we do not use the smoothness of f . Therefore it also holds, in particular,
for the functions hn+1 from the proof of Lemma D.4.
Proof. By a slight generalization of the energy bounds (A.4), we get
‖
∫
d3k f (k)b(ηεk)ψ − b( f )ψ‖ = ‖b(ηε(·) ∗ f − f )ψ‖
≤
( ∫
d3k′ |k′|−1|(ηε(·) ∗ f )(k′) − f (k′)|2
)1/2
‖(Hf)1/2ψ‖. (D.4)
We compute further
(ηε(·) ∗ f )(k′) − f (k′) =
∫
d3k ε−3η((k′ − k)/ε−1) f (k) − f (k′)
=
∫
d3k η(k)
(
f (k′ + εk) − f (k′))
= ε
∫ 1
0
dλ
∫
d3k η(k)∇ f (k′ + ελk) · k (D.5)
By substituting (D.5) to (D.4), making use of∣∣∣∣∣ ∫ 1
0
dλ
∫
d3k η(k)∇ f (k′ + ελk) · k
∣∣∣∣∣2 ≤ c∫ 1
0
dλ
∫
d3k
∣∣∣η(k)∇ f (k′ + ελk) · k∣∣∣2, (D.6)
(which follows from the compactness of the region of integration in k and λ), applying (D.2) and the vector
valued dominated convergence theorem we obtain the claim. 
In view of the above lemma we will simply write b(k)ψ for [b(k)ψ]. We will also use the notation k
m
:=
k1 + · · · + km and |k|m := |k1| + · · · + |km|. In the present paper we will only need Lemma D.3 for m = 1, but the
case m ≥ 1 will be needed in [DP17.1].
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Lemma D.3. [Fr73] Let |λ| ∈ (0, λ0], |P| ≤ Pmax = 1/3. Then, for k1, . . . , km ∈ R3\{0} the following bound
holds true ∥∥∥ 1
EP,n − |k|m − HP−km,n
∥∥∥ ≤ c|k|m . (D.7)
Furthermore, ψP,n ∈ D(b(k1) . . . b(km)) and the following equality holds true
b(k1) . . . b(km)ψP,n =
1
EP,n − |k|m − HP−km,n
n∑
i=1
vσ
α
(ki)b(k1) . . . iˇ . . . b(km)ψP,n. (D.8)
Proof. We note that HP−km,n − EP−km,n ≥ 0 and by (3.7) EP−km,n − EP,n + |k|m ≥
(
2/3 − c|λ|)|k|m > 0 for |k|m , 0
(cf. also Remark A.8). Therefore HP−km,n + |k|m − EP,n ≥ c′|k|m > 0 and (D.7) follows.
To prove (D.8), we first note that, by canonical commutation relations, for any ψ ∈ C∞(HP,free)
b(k˜)HP−k,σψ = (HP−k−k˜,σ + |k˜|)b(k˜)ψ + vσα (k˜)ψ, (D.9)
Given this, it is easy to show by induction that
b(km) . . . b(k1)HP,nψ = (HP−km,n + |k|m)b(km) . . . b(k1)ψ +
m∑
i=1
vσ
α
(ki)b(km) . . . iˇ . . . b(k1)ψ, (D.10)
where (D.9), (D.10) hold in the sense of distributions.
Now we set ψ ≡ ψP,n and proceed by induction. We suppose that ψP,n ∈ D(b(k1) . . . b(km−1)) for any
k1, . . . km−1 ∈ R3\{0} and we will conclude from this that ψP,n ∈ D(b(k1) . . . b(km−1)b(km)). (For m = 1 the
former condition is understood to be empty and thus trivially satisfied). To this end, we set
A(k′m) := (EP,n − |k|m−1 − |k′m| − HP−km−1−k′m ,n), (D.11)
Bm−1 := b(km−1) . . . b(k1), (D.12)
Bim−1 := b(km−1) . . . iˇ . . . b(k1) (D.13)
and for some km , 0 we rewrite (D.10) as follows
b( f )Bm−1ψP,n = 〈 f , vσnα 〉 A(km)−1Bm−1ψP,n + A(km)−1
m−1∑
i=1
vσ
α
(ki)b( f )B
i
m−1ψP,σ (D.14)
+
∫
d3k′m f (k
′
m)A(km)
−1(A(km) − A(k′m))b(k′m)Bm−1ψP,n, (D.15)
where we smeared both sides of (D.10) in one variable with a test-function vanishing near zero. Now we
analyze (D.15). For simplicity of notation we set in the following k := km, k
′ := k′m. First, we note that
A(k) − A(k′) = Lk(k′) + (P′ − Pf)Mk(k′), (D.16)
where P′ := P − km−1 and we defined the functions
Lk(k
′) := (|k′| − |k|) − 1
2
(k − k′)(k′ + k), Mk(k′) := (k − k′). (D.17)
With these definitions we can write
(D.15) = A(k)−1b(Lk f )Bm−1ψP,n + A(k)−1(P′ − Pf)b(Mk f )Bm−1ψP,n. (D.18)
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Substituting this back to (D.14)-(D.15), we have
b( f )Bm−1ψP,n = 〈 f , vσnα 〉 A(k)−1Bm−1ψP,n + A(k)−1
m−1∑
i=1
vσ
α
(ki)b( f )B
i
m−1ψP,σ (D.19)
+A(k)−1b(Lk f )Bm−1ψP,n + A(k)−1(P′ − Pf)b(Mk f )Bm−1ψP,n. (D.20)
We note that the two terms in (D.20), which will be ultimately error terms, can be rewritten by iteration of the
above formula:
A(k)−1b(Lk f )Bm−1ψP,n = 〈Lk f , vσnα 〉 A(k)−2Bm−1ψP,n (D.21)
+A(k)−2
m−1∑
i=1
vσ
α
(ki)b(Lk f )B
i
m−1ψP,σ (D.22)
+A(k)−2b(L2k f )Bm−1ψP,n (D.23)
+A(k)−2(P′ − Pf)b(LkMk f )Bm−1ψP,n, (D.24)
and similarly
A(k)−1(P′ − Pf)b(Mk f )Bm−1ψP,n = 〈Mk f , vσnα 〉 A(k)−1(P′ − Pf)A(k)−1Bm−1ψP,n (D.25)
+A(k)−1(P′ − Pf)A(k)−1
m−1∑
i=1
vσ
α
(ki)b(Mk f )B
i
m−1ψP,σ (D.26)
+A(k)−1(P′ − Pf)A(k)−1b(MkLk f )Bm−1ψP,n (D.27)
+A(k)−1(P′ − Pf)A(k)−1(P′ − Pf)b(M2k f )Bm−1ψP,n. (D.28)
We note that by (D.7) and Lemma A.3
‖A(k)−1‖ ≤ c|k|−1, ‖A(k)−1(P − Pf)‖ ≤ c(1 + |k|−1). (D.29)
Now we set f ≡ gηε
k
for ε sufficiently small (so that the support of ηε
k
does not contain zero) and g is some
continuous function. As for (D.21), (D.25), since ηε
k
(k′) → δ(k − k′) and Lk(k′),Mk(k′) vanish for k = k′, we
immediately get
lim
ε→0
〈gηεk, vσnα 〉 = g(k)v
σn
α
(k), lim
ε→0
〈Lkgηεk, vσnα 〉 = 0, limε→0〈Mkgη
ε
k, v
σn
α
〉 = 0, (D.30)
which is relevant for the first term on the r.h.s of (D.19) and for (D.21),(D.25). Next, by our induction hypothesis
lim
ε→0
A(k)−1
m−1∑
i=1
vσ
α
(ki)b(gη
ε
k)B
i
m−1ψP,σ = A(k)
−1
m−1∑
i=1
vσ
α
(ki)g(k)b(k)B
i
m−1ψP,σ (D.31)
and terms (D.22), (D.26) vanish in this limit. (The specification limε→0 b(gηεk)ψP,n = g(k)b(k)ψP,n from the
definition of D(b(k)) enters here). Finally, we note that a slight generalization of (A.4) gives
‖b(L2kgηεk)Bm−1ψP,n‖, ‖b(MkLkgηεk)Bm−1ψP,n‖, ‖b(M2kgηεk)Bm−1ψP,n‖ = O(ε1/2|k|−1/2). (D.32)
In fact, for ε s.t. ε|k′′| ≤ 1
2
|k| for k′′ ∈ supp η, we have
‖b(M2kgηεk)Bm−1ψP,n‖ ≤ c
( ∫
d3k′ |k′|−1|Mk(k′)2ηεk(k′)|2
)1/2
= cε1/2
( ∫
d3k′
ε3
|k′|−1
∣∣∣∣∣ (k − k′)2ε2 η
(
k − k′
ε
)∣∣∣∣∣2)1/2
= cε1/2
( ∫
d3k′′ |εk′′ + k|−1|(k′′)2η(k′′)|2)1/2 ≤ c′ε1/2|k|−1/2, (D.33)
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since g is bounded by a constant on a compact set, and similarly for the remaining expressions in (D.32).
(We point out that a similar reasoning applied to b(Mkη
ε
k
)ψP,n appearing in (D.20) would give a bound by
c′ε−1/2|k|−1/2 which is too weak for our purposes). Consequently (D.23), (D.24) and (D.27), (D.28) vanish in
the limit. Coming back to (D.19), the above considerations give
lim
ε→0
b(ηεk)Bm−1ψP,n = v
σn
α
(k)A(k)−1ψP,n + A(k)−1
m−1∑
i=1
vσ
α
(ki)b(k)B
i
m−1ψP,σ (D.34)
which concludes the proof. 
Lemma D.4. [Pi03] Let |P| ≤ Pmax = 1/3 and |λ| ∈ (0, λ0]. Then
‖(WP,n+1W˜∗P,n+1 − 1)φˆP,n+1‖ ≤ c|λ| |∇EP,n+1 − ∇EP,n| | lnσn+1| ‖φˆP,n+1‖, (D.35)
‖(WP,n+1W∗P,n − 1)φˆP,n+1‖ ≤ c|λ| |∇EP,n+1 − ∇EP,n| | lnσn+1| ‖φˆP,n+1‖ + c|λ|(α)−1/2σαn ‖φˆP,n+1‖, (D.36)
where (only) for (D.36) we assumed α > 0 and both estimates also hold after replacing φˆP,n+1 with φP,n+1.
Proof. We will prove the two estimates in parallel. Let us set
f˜ εn+1(k) := λχ[σn+1,κ)(k)|k|α
1√
2|k| 32αP,n(kˆ)
− ελχ[σn+1,σn](k)|k|α
1√
2|k| 32αP,n(kˆ)
, (D.37)
fn+1(k) := λχ[σn+1,κ)(k)|k|α
1√
2|k| 32αP,n+1(kˆ)
, (D.38)
where ε ∈ {0, 1} and define hε
n+1
:= fn+1 − f˜ εn+1. We estimate using spectral calculus
‖(e(b∗( fn+1)−b( fn+1))e−(b∗( f˜ εn+1)−b( f˜ εn+1)) − 1)φˆP,n+1‖ ≤ c‖(b∗(hεn+1) − b(hεn+1))φˆP,n+1‖
≤ c‖hεn+1‖ ‖φˆP,n+1‖ + c′‖b(hεn+1)φˆP,n+1‖, (D.39)
where the case ε = 0 (resp. ε = 1) corresponds to estimate (D.35) (resp. (D.36)). We recall the definitions
φˇP,n := φP,n/‖φP,n‖, φP,n := WP,nW˜∗P,nφˆP,n (cf. (3.18)) and note that ψˇP,n := W∗P,nφˇP,n differs at most by a complex
factor from ψP,n appearing in (D.8). From these relations we get φˆP,n+1 = ‖φˆP,n+1‖W˜P,n+1ψˇP,n+1. Next, we set
φˆ∗
P,n+1
:= φˆP,n+1/‖φˆP,n+1‖ and compute
b(hεn+1)φˆ
∗
P,n+1 = b(h
ε
n+1)W˜P,n+1ψˇP,n+1 = W˜P,n+1(b(h
ε
n+1) + 〈hεn+1, f˜ 0n+1〉)ψˇP,n+1, (D.40)
Making use of Lemma D.3, we estimate the first term on the r.h.s. above
‖b(hεn+1)ψˇP,n+1‖ ≤ ‖
ˆ∫ κ
σn+1
d3k h0n+1(k)
λ√
2|k|
1
EP,n+1 − |k| − HP−k,n+1
ψˇP,n+1‖
+ε‖
∫¯ σn
σn+1
d3k
1
αP,n(kˆ)
λ2
2|k|2
1
EP,n+1 − |k| − HP−k,n+1
ψˇP,n+1‖
≤ cλ2
¯∫ κ
σn+1
d3k
1
2|k|3
∣∣∣∣∣ 1
αP,n+1(kˆ)
− 1
αP,n(kˆ)
∣∣∣∣∣‖ψˇP,n+1‖ + cελ2(α)−1σ2αn
= cλ2
¯∫ κ
σn+1
d3k
1
2|k|3
∣∣∣∣∣ kˆ · (∇EP,n+1 − ∇EP,n)
αP,n+1(kˆ)αP,n(kˆ)
∣∣∣∣∣ + cελ2(α)−1σ2αn
≤ c|λ|2 |∇EP,n+1 − ∇EP,n| | lnσn+1| + cελ2(α)−1σ2αn . (D.41)
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Now we consider the second term on the r.h.s. of (D.40):
〈hεn+1, f˜ 0n+1〉 = λ2
∫¯ κ
σn+1
d3k
 1√
2|k| 32αP,n(kˆ)
− 1√
2|k| 32αP,n+1(kˆ)
 1√
2|k| 32αP,n(kˆ)
+ελ2
∫¯ σn
σn+1
d3k
 1√
2|k| 32αP,n(kˆ)
 1√
2|k| 32αP,n(kˆ)
. (D.42)
This satisfies again a bound of the form (D.41). Finally, we consider the first expression on the r.h.s. of (D.39):
‖hεn+1‖2 ≤ λ2
¯∫ κ
σn+1
d3k
∣∣∣∣∣∣∣ 1√2|k| 32αP,n(kˆ) − 1√2|k| 32αP,n+1(kˆ)
∣∣∣∣∣∣∣
2
+ ε2λ2
¯∫ σn
σn+1
d3k
 1√
2|k| 32αP,n(kˆ)
2
≤ c|λ|2|∇EP,n+1 − ∇EP,n|2| lnσn+1| + cε2λ2(α)−1σ2αn (D.43)
which again satisfies the required bounds. 
Lemma D.5. [Pi03] Let |P| ≤ Pmax = 1/3 and |λ| ∈ (0, λ0]. Then
|∇EP,n−1 − ∇EP,n| ≤ c1[λ2σn−1 + ‖
φˆP,n
‖φˆP,n‖
− φP,n−1‖φP,n−1‖
‖]. (D.44)
Proof. First, we recall the definitions ψˇP,n := W
∗
P,n
φˇP,n, φˇP,n := φP,n/‖φP,n‖ and φP,n := WP,nW˜∗P,nφˆP,n (cf. (3.18)
and Definition 5.2). Now by a standard computation and definition (3.22)
WP,nPfW
∗
P,n = Pf − λ
ˆ∫ κ
σn
d3k
k√
2|k|3/2αP,n(kˆ)
(b∗(k) + b(k)) + λ2
¯∫ κ
σn
d3k
k
2|k|3α2
P,n
(kˆ)
= ΠP,n + λ
2
∫¯ κ
σn
d3k
k
2|k|3α2
P,n
(kˆ)
. (D.45)
Thus we have by the Hellmann-Feynman theorem and formula (D.45)
∇EP,n = 〈ψˇP,n, (P − Pf)ψˇP,n〉 = 〈WP,nψˇP,n,WP,n(P − Pf)W∗P,nWP,nψˇP,n〉
= −〈WP,nψˇP,n,ΠP,nWP,nψˇP,n〉 + P − λ2
¯∫ κ
σn
d3k
k
2|k|3α2
P,n
(kˆ)
, (D.46)
∇EP,n−1 = −〈WP,n−1ψˇP,n−1,ΠP,n−1WP,n−1ψˇP,n−1〉 + P − λ2
¯∫ κ
σn−1
d3k
k
2|k|3α2
P,n−1(kˆ)
. (D.47)
Recalling that ΠˆP,n := W˜P,nW
∗
P,n
ΠP,nWP,nW˜
∗
P,n
, we can write
〈WP,nψˇP,n,ΠP,nWP,nψˇP,n〉 = 〈ψˇP,n, W˜∗P,nΠˆP,nW˜P,nψˇP,n〉 =
〈
φˆP,n
‖φˆP,n‖
, ΠˆP,n
φˆP,n
‖φˆP,n‖
〉
, (D.48)
where we used φˆP,n/‖φˆP,n‖ = W˜P,nψˇP,n. Denoting for any vector ψ its normalized counterpart by ψ∗ := ψ/‖ψ‖,
so that φˇP,n = φ
∗
P,n
, we obtain
〈φˆ∗P,n, ΠˆP,nφˆ∗P,n〉 − 〈φ∗P,n−1,ΠP,n−1φ∗P,n−1〉
= 〈φˆ∗P,n, ΠˆP,n(φˆ∗P,n − φ∗P,n−1)〉 + 〈φˆ∗P,n, (ΠˆP,n − ΠP,n−1)φ∗P,n−1〉 + 〈(φˆ∗P,n − φ∗P,n−1),ΠP,n−1φ∗P,n−1〉. (D.49)
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Now we recall formula (3.31)
ΠˆP,n − ΠP,n−1 = L|n−1n + λ2
¯∫ σn−1
σn
d3k
k(α2
P,n
(kˆ) − α2
P,n−1(kˆ))
2|k|3α2
P,n−1(kˆ)α
2
P,n
(kˆ)
, (D.50)
and we get
∇EP,n−1 − ∇EP,n = 〈φˆ∗P,n, ΠˆP,n(φˆ∗P,n − φ∗P,n−1)〉 + 〈(φˆ∗P,n − φ∗P,n−1),ΠP,n−1φ∗P,n−1〉
+〈φˆ∗P,n, φ∗P,n−1〉λ2
¯∫ σn−1
σn
d3k
k(α2
P,n
(kˆ) − α2
P,n−1(kˆ))
2|k|3α2
P,n−1(kˆ)α
2
P,n
(kˆ)
+〈φˆ∗P,n,L|n−1n φ∗P,n−1〉 − λ2
∫¯ κ
σn−1
d3k
k(α2
P,n
(kˆ) − α2
P,n−1(kˆ))
2|k|3α2
P,n−1(kˆ)α
2
P,n
(kˆ)
+λ2
¯∫ σn−1
σn
d3k
k
2|k|3α2
P,n
(kˆ)
. (D.51)
Consequently,
∇EP,n−1 − ∇EP,n + λ2
¯∫ κ
σn−1
d3k
k(−kˆ · ∇EP,n + kˆ · ∇EP,n−1)(2 − kˆ · ∇EP,n − kˆ · ∇EP,n−1)
2|k|3α2
P,n−1(kˆ)α
2
P,n
(kˆ)
= 〈φˆ∗P,n, φ∗P,n−1〉λ2
¯∫ σn−1
σn
d3k
k(α2
P,n
(kˆ) − α2
P,n−1(kˆ))
2|k|3α2
P,n−1(kˆ)α
2
P,n
(kˆ)
+〈φˆ∗P,n, ΠˆP,n(φˆ∗P,n − φ∗P,n−1)〉 + 〈(φˆ∗P,n − φ∗P,n−1),ΠP,n−1φ∗P,n−1〉
+〈φˆ∗P,n,L|n−1n φ∗P,n−1〉 + λ2
∫¯ σn−1
σn
d3k
k
2|k|3α2
P,n
(kˆ)
. (D.52)
To conclude, we have to analyze the term involving L|n−1n . We recall that
L|n−1n := −λ
ˆ∫ σn−1
σn
d3k
k(b(k) + b∗(k))√
2|k|3/2αP,n−1(kˆ)
(D.53)
and denote by (L|n−1n )(±) its creation (+) and annihilation (-) parts. We note that (L|n−1n )(−)φ∗P,n−1 = 0, since
φ∗
P,n−1 ∈ Fn−1, thus it suffices to study 〈φˆ∗P,n, (L|n−1n )(+)φ∗P,n−1〉. We write
(L|n−1n )(−)φˆ∗P,n = (L|n−1n )(−)W˜P,nW∗P,nφ∗P,n = (L|n−1n )(−)W˜P,nψˇP,n
= W˜P,n
{
(L|n−1n )(−) − λ2
∫¯ σn−1
σn
d3k
k
2|k|3α2
P,n−1(kˆ)
}
ψˇP,n
= W˜P,n(L|n−1n )(−)ψˇP,n + O(λ2σn−1). (D.54)
Now we estimate using Lemma D.3
(L|n−1n )(−)ψˇP,n = −λ2
∫¯ σn−1
σn
d3k
k
2|k|2αP,n−1(kˆ)
1
EP,n − |k| − HP−k,n
ψˇP,n = O(λ2σn−1). (D.55)
Now making use of (D.55), (D.54) and (D.52), and exploiting the fact that ‖ΠˆP,nφ∗P,n‖, ‖ΠP,n−1φ∗P,n−1‖ < ∞
(which follows from (D.45)), we conclude the proof. 
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E Convexity of the ground state energy
The discussion in this appendix is similar to [FP10] but the proof is streamlined using estimates from the present
paper.
E.1 Main line of the argument
In order to show the strict convexity of EP := limn→∞ EP,n it is convenient to first state a result concerning
∂2|P|EP,n.
Lemma E.1. Under the assumptions of Theorem 4.3
|∂2|P|EP,n − ∂2|P|EP,n−1| ≤ c|λ|1/8σ1−2δn−1 . (E.1)
Proof. Starting from formula (5.51), coming back to the discrete cut-off and exploiting rotation invariance of
the model, we can write
∂2|P|EP,n = 1 − 2〈φˇP,n, (ΓP,n)i
1
HW
P,n
− EP,n
(ΓP,n)iφˇP,n〉|P=|P|Pˆi , (E.2)
where Pˆi is the unit vector in the i-th direction for some fixed i. It is tacitly assumed in the remaining part of
this proof that P = |P|Pˆi. Now we define the function
fn(z) := 〈φˇP,n, (ΓP,n)i
1
HW
P,n
− z (ΓP,n)iφˇP,n
−〈φˇP,n−1, (ΓP,n−1)i
1
HW+
P,n−1 − z + (EP,n−1 − EP,n) − ∆cP|n−1n
(ΓP,n−1)iφˇP,n−1〉. (E.3)
Making use of the maximal modulus principle and the fact that 〈φˇP,n, (ΓP,n)iφˇP,n〉 = 0, we can write
|∂2|P|EP,n − ∂2|P|EP,n−1|
≤ sup
zn+1∈γ˜P,n+1
2
∣∣∣〈φˇP,n, (ΓP,n)i 1
HW
P,n
− zn+1
(ΓP,n)iφˇP,n〉 − 〈φˇP,n−1, (ΓP,n−1)i
1
HW+
P,n−1 − zn+1
(ΓP,n−1)iφˇP,n−1〉
∣∣∣ (E.4)
+ O(|λ|2σ1−2δn−1 ), (E.5)
where the error term (E.5) comes from the shift of the resolvent in (E.3), Theorem 4.1 and the bounds |EP,n−1 −
EP,n|, |∆cP|n−1n | ≤ c|λ|2σn−1. Now we rearrange the first term under the absolute value in (E.4):
F(wn+1) := 〈φˇP,n, (ΓP,n)i
1
HW
P,n
− zn+1
(ΓP,n)iφˇP,n〉 = 〈φˆ∗P,n, (ΓˆP,n)i
1
HˆW
P,n
− zn+1
(ΓˆP,n)iφˆ
∗
P,n〉, (E.6)
where φˆ∗
P,n
:= φˆP,n/‖φˆP,n‖. Furthermore, we write
F(wn+1) = 〈(φˆ∗P,n − φˇP,n−1), (ΓˆP,n)i
1
HˆW
P,n
− zn+1
(ΓˆP,n)iφˆ
∗
P,n〉 (E.7)
+〈φˇP,n−1, (ΓˆP,n)i
1
HˆW
P,n
− zn+1
(ΓˆP,n)i(φˆ
∗
P,n − φˇP,n−1)〉 (E.8)
+〈φˇP,n−1, (ΓˆP,n)i
1
HˆW
P,n
− zn+1
(ΓˆP,n)iφˇP,n−1〉. (E.9)
83
Using Lemmas E.4, E.5 and the estimate ‖φˆ∗
P,n
− φˇP,n−1‖ ≤ 4|λ|1/4σ1−δn−1 (which follows from Theorem 4.1) we
can write
(E.7) + (E.8) = O(|λ|1/8σ1−2δn−1 ), (E.10)
where we also exploited |λ| ≤ ǫ8. As for (E.9), we have
(E.9) = 〈φˇP,n−1, (∆ΓP|n−1n )i
1
HˆW
P,n
− zn+1
(∆ΓP|n−1n )iφˇP,n−1〉 (E.11)
+〈φˇP,n−1, (∆ΓP|n−1n )i
1
HˆW
P,n
− zn+1
(ΓP,n−1)iφˇP,n−1〉 (E.12)
+〈φˇP,n−1, (ΓP,n−1)i 1
HˆW
P,n
− zn+1
(∆ΓP|n−1n )iφˇP,n−1〉 (E.13)
+〈φˇP,n−1, (ΓP,n−1)i
1
HˆW
P,n
− zn+1
(ΓP,n−1)iφˇP,n−1〉 (E.14)
Making use of Lemma E.6 and of ‖(HˆW
P,n
− zn+1)−1‖Fn = O(σ−1n+1), we obtain
(E.11) + (E.12) + (E.13) = O(|λ|1/4σ1−2δn−1 ), (E.15)
where we also used |λ| ≤ ǫ8.
Thus coming back to (E.4) and making use of the expansion (3.25) we can write
|∂2|P|EP,n − ∂2|P|EP,n−1|
≤ sup
zn+1∈γ˜P,n+1
2
∣∣∣〈φˇP,n−1, (ΓP,n−1)i ∞∑
j=1
{ 1
HW+
P,n
− zn+1
(−HWI |n−1n )} j
1
HW+
P,n−1 − zn+1
(ΓP,n−1)iφˇP,n−1〉| (E.16)
+ O(|λ|1/8σ1−2δn−1 ). (E.17)
Adopting the notation of (4.16), (4.17), the term under the modulus in (E.16) can be rewritten as follows
〈φˇP,n−1, (ΓP,n−1)i
∞∑
j=1
{RV} jR(ΓP,n−1)iφˇP,n−1〉 = 〈φˇP,n−1, (ΓP,n−1)i
∞∑
j=0
{RV} jRVR(ΓP,n−1)iφˇP,n−1〉
= 〈φˇP,n−1, (ΓP,n−1)i
∞∑
j=0
{RV} jQ⊥P,n−1RVR(ΓP,n−1)iφˇP,n−1〉 (E.18)
+〈φˇP,n−1, (ΓP,n−1)i
∞∑
j=0
{RV} jRVQP,n−1RVR(ΓP,n−1)iφˇP,n−1〉 .(E.19)
We recall that ‖∑∞j=0{RV} j‖Fn = O(1) by Lemma 3.11 and ‖ΓP,n−1φˇP,n−1‖ = O(1). Now making use of
Lemma 4.16 we write
(E.18) = 〈φˇP,n−1, (ΓP,n−1)i
∞∑
j=1
{RV} jb∗(gi|n−1n )φP,n−1〉 + O(|λ|1/2σ1−2δn−1 )
= 〈φˇP,n−1, (ΓP,n−1)i
∞∑
j=0
{RV} jRVb∗(gi|n−1n )φP,n−1〉 + O(|λ|1/2σ1−2δn−1 ) = O(|λ|1/2σ1−2δn−1 ), (E.20)
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where in the first step we made use of the fact that b
(
gi|n−1n
)
(ΓP,n−1)iφˇP,n−1 = 0 and in the last step we applied
Lemma 4.17. Furthermore, we get by Lemma 4.9, estimate (4.113) and Theorem 4.1
(E.19) = O(|λ|σ1−2δn−1 ). (E.21)
Thus altogether we obtain the bound in (E.1). 
Theorem E.2. Assume |λ0| sufficiently small and |P| < Pmax. Then ∂2|P|EP,n defined in (E.2) is strictly positive
for any n ∈ N0 and converges to a limiting function E′′λ (|P|) > 0 as n → ∞. The function E′′λ (|P|) is Hölder
continuous for some exponent η(> 0) and limλ→0 E′′λ (|P|) = 1.
Proof. First, we note that the estimate in (E.1) yields the existence of limn→∞ ∂2|P|EP,n < ∞ by a telescopic argu-
ment. Next, we observe that ∂2|P|EP,n=0 = 1 (see (E.2)), because (ΓP,n=0)i ≡ (Pf)i and φP,n=0 ≡ Ω. Consequently,
again by a telescopic argument,
2|〈φˇP,n, (ΓP,n)i
1
HW
P,n
− EP,n
(ΓP,n)iφˇP,n〉|P=|P|Pˆi | ≤ c|λ|1/8, (E.22)
which implies that ∂2|P|EP,n > 0 and E′′λ (|P|) > 0 for P ∈ S and λ0 sufficiently small. This also gives
limλ→0 E′′λ (|P|) = 1.
Starting from the expression in (E.2) and the convergence limn→∞ ∂2|P|EP,n = E′′(|P|), a standard argument
ensures that E′′(|P|) is Hölder continuous for some small exponent. Indeed, for P, P + ∆P ∈ S it is enough to
write
E′′(|P + ∆P|) − E′′(|P|)
= E′′(|P + ∆P|) − ∂2|P|EP+∆P,n + ∂2|P|EP+∆P,n − ∂2|P|EP,n + ∂2|P|EP,n − E′′(|P|), (E.23)
where ǫn = O(|∆P|) and exploit the convergence rate of ∂2|P|EP,n → E′′(|P|), the estimate on the gap of HWP,n ↿ Fn,
and the fact that {HW
P,n
}P∈S is an analytic family of type A. 
Corollary E.3. Under the assumptions of Theorem E.2, the limiting function EP := limn→∞ EP,n is twice
differentiable and ∂2|P|EP ≡ E′′λ (|P|).
Proof. Clearly, there exists C such that |∂|P|EP,n| , |∂2|P|EP,n| < C for all P ∈ S := { P ∈ R3 | |P| < Pmax = 13 } and
for all n ∈ N0. Thus we can write for any P, P + ∆P in S
EP+∆P − EP = lim
n→∞{EP+∆P,n − EP,n} =
∫ 1
0
∆P · { Q|Q|∂|Q|EQ,n}Q=P+u∆P du (E.24)
=
∫ 1
0
lim
n→∞
{
∆P · { Q|Q|∂|Q|EQ,n}Q=P+u∆P
}
du . (E.25)
The Hölder continuity of limn→∞ ∂|P|EP,n is shown as in (E.23), exploiting (3.19) and Theorem 4.1 instead of
(E.1). By this Hölder continuity and the fundamental theorem of calculus we conclude that EP is differentiable
and ∇EP = limn→∞ ∂|P|EP,n P|P| . An analogous argument implies that the second derivatives of EP exist with
∂2|P|EP ≡ E′′λ (|P|). 
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E.2 Auxiliary lemmas
Lemma E.4. Under the assumptions of Theorem 4.3
‖(ΓˆP,n)i 1
HˆW
P,n
− zn+1
(ΓˆP,n)iφˆ
∗
P,n‖ = O(σ−δn ). (E.26)
Proof. Clearly we can drop the ‘hats’ and write
‖(ΓP,n)i
1
HW
P,n
− zn+1
(ΓP,n)iφˇP,n‖ ≤ ‖(ΓP,n)iχ(HWP,n − EP,n ≤ 1)
1
HW
P,n
− zn+1
(ΓP,n)iφˇP,n‖ (E.27)
+‖(ΓP,n)iχ(HWP,n − EP,n ≥ 1)
1
HW
P,n
− zn+1
(ΓP,n)iφˇP,n‖, (E.28)
where we inserted spectral projections of HW
P,n
. Since (ΓP,n)iχ(H
W
P,n
− EP,n ≤ 1) is bounded, uniformly in n, we
have by Theorem 4.1 that (E.27) = O(σ−δn ).
As for (E.28), we note that χ(HW
P,n
− EP,n ≥ 1) mollifies the infrared singularity of the resolvent. Hence,
making use of
‖χ(HWP,n − EP,n ≥ 1)(i + HWP,n)
1
HW
P,n
− zn+1
‖ = O(1), ‖(ΓP,n)i(i + HWP,n)−1/2‖ = O(1), (E.29)
and of ‖(ΓP,n)iφˇP,n‖ = O(1) we obtain (E.28) = O(1) and conclude the proof. 
Lemma E.5. Under the assumptions of Theorem 4.3
‖(ΓˆP,n)i 1
HˆW
P,n
− zn+1
(ΓˆP,n)iφˇP,n−1‖ = O(σ−δn ). (E.30)
Proof. We write
‖(ΓˆP,n)i 1
HˆW
P,n
− zn+1
(ΓˆP,n)iφˇP,n−1‖ = ‖(ΓP,n)i 1
HW
P,n
− zn+1
(ΓP,n)iWP,nW˜
∗
P,nφˇP,n−1‖
≤ ‖(ΓP,n)i
1
HW
P,n
− zn+1
(ΓP,n)iφˇP,n‖ (E.31)
+‖(ΓP,n)i 1
HW
P,n
− zn+1
(ΓP,n)i‖Fn‖WP,nW˜∗P,nφˇP,n−1 − φˇP,n‖. (E.32)
We immediately get from Lemma E.4 that (E.31) = O(σ−δn ). Furthermore, we note that by (3.18) and Theo-
rem 4.1
‖WP,nW˜∗P,nφˇP,n−1 − φˇP,n‖ = ‖φˇP,n−1 − φˆ∗P,n‖ ≤ 4|λ|1/4σ1−δn−1. (E.33)
Finally, we estimate similarly as is (E.27), (E.28)
‖(ΓP,n)i 1
HW
P,n
− zn+1
(ΓP,n)i‖Fn ≤ ‖(ΓP,n)iχ(HWP,n − EP,n ≤ 1)
1
HW
P,n
− zn+1
(ΓP,n)i‖Fn (E.34)
+‖(ΓP,n)iχ(HWP,n − EP,n ≥ 1)
1
HW
P,n
− zn+1
(ΓP,n)i‖Fn (E.35)
= O(σ−1n+1) (E.36)
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where we made use of ‖(ΓP,n)iχ(HWP,n−EP,n ≤ 1)‖Fn = O(1) and ‖(HWP,n−zn+1)−1‖Fn = O(σ−1n+1) to estimate (E.34)
and applied (E.29) to estimate (E.35). From (E.36) and (E.33) we obtain (E.32) = O(σ−δ
n−1), where we also
exploited |λ| ≤ ǫ8. This concludes the proof. 
Lemma E.6. Under the assumptions of Theorem 4.3
(∆ΓP|n−1n )iφˇP,n−1 = O(|λ|1/4σ1−δn−1), (E.37)
1
HˆW
P,n
− zn+1
(ΓP,n−1)iφˇP,n−1 = O(σ−δn−1). (E.38)
Proof. As for (E.37), we recall from (4.79) that ∆ΓP|n−1n = X|n−1n +L|n−1n , where X|n−1n := −∇EP,n−1+∇EP,n+I|n−1n
is a vector in R3 satisfying
|X|n−1n | ≤ c|λ|1/4σ1−δn−1. (E.39)
Thus it suffices to use that
L|n−1n φˇP,n−1 = (L|n−1n )(+)φˇP,n−1 = O(|λ|σn−1), (E.40)
which follows from definition of L|n−1n .
To prove (E.38), we write, making use of the expansion (3.25) and Theorem 4.1
1
HˆW
P,n
− zn+1
(ΓP,n−1)iφˇP,n−1 =
∞∑
j=0
{ 1
HW+
P,n
− zn+1
(−HWI |n−1n )} j
1
HW+
P,n−1 − zn+1
φˇP,n−1 = O(σ−δn−1), (E.41)
where we controlled the sum as explained below (E.19). 
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