A Bayesian model of Snellen visual acuity (VA) has been developed that, as far as we know, is the first one that includes the three main stages of VA: (1) optical degradations, (2) neural image representation and contrast thresholding, and (3) character recognition. The retinal image of a Snellen test chart is obtained from experimental wave-aberration data. Then a subband image decomposition with a set of visual channels tuned to different spatial frequencies and orientations is applied to the retinal image, as in standard computational models of early cortical image representation. A neural threshold is applied to the contrast responses to include the effect of the neural contrast sensitivity. The resulting image representation is the base of a Bayesian pattern-recognition method robust to the presence of optical aberrations. The model is applied to images containing sets of letter optotypes at different scales, and the number of correct answers is obtained at each scale; the final output is the decimal Snellen VA. The model has no free parameters to adjust. The main input data are the eye's optical aberrations, and standard values are used for all other parameters, including the Stiles-Crawford effect, visual channels, and neural contrast threshold, when no subject specific values are available. When aberrations are large, Snellen VA involving pattern recognition differs from grating acuity, which is based on a simpler detection (or orientation-discrimination) task and hence is basically unaffected by phase distortions introduced by the optical transfer function. A preliminary test of the model in one subject produced close agreement between actual measurements and predicted VA values. Two examples are also included: (1) application of the method to the prediction of the VA in refractive-surgery patients and (2) simulation of the VA attainable by correcting ocular aberrations.
INTRODUCTION
Visual acuity (VA) is the most widely used parameter to characterize the global quality of vision of a subject. Obtaining the VA is simple and it is extremely helpful in detecting the presence of visual problems, especially in performing subjective refraction. Snellen VA is obtained by asking the subject to perform a pattern-recognition task, typically under maximum-contrast conditions. The minimum size of the targets (optotypes) for which the number of correct answers is above threshold determines the value of VA.
One of the reasons for the great success of Snellen VA among clinicians is its high sensitivity to optical imperfections, such as defocus. Indeed, VA can easily detect defocus values equal to or less than 1 4 diopter (D). This method, based on optotype recognition, is preferred over grating acuity or similar procedures based on a much simpler detection task. The latter procedures are hardly ever used in clinics, probably because grating acuity is less sensitive to optical ametropias, since it is affected only by the modulus of the optical transfer function (OTF), which produces a contrast loss of the grating. In contrast, more-complex patterns such as letter optotypes are also affected by the phase of the OTF. Phase distortions induced by the OTF cause artifacts such as contrast reversals 1 and multiple images, which, added to the contrast losses, quickly impair the recognition task.
There has traditionally been much interest in studying the effect of refractive errors on VA. 2, 3 Lately, because of the rapid development of refractive and cataract surgery, this interest has increased and has extended to other visual performance metrics such as the contrast sensitivity function (CSF) and to the study of effects of other optical defects and aberrations. These techniques induce important modifications to the optics of the eye, and therefore it is critically important to be able to predict the effect of such modifications on visual performance. The widespread application of these surgery techniques is making patent the need for an accurate description and measure of the refractive properties of the eye, as is demonstrated by the increased interest in ocular aberrometry. [4] [5] [6] [7] [8] There have been many reports of empirical data on the outcome of different surgery techniques, including optical 9,10 and visual [11] [12] [13] performance, but there is still a considerable lack of realistic models that are able to predict the visual performance under different conditions, to establish realistic tolerances of optical aberrations, 14 or customize the surgery 15 for an optimal visual response. Ideally, realistic models must separate optical from neural contributions to the visual response. This separation makes possible a more direct testing of the impact of refractive surgery (such as PRK and LASIK). Since this kind of surgery acts on the external surface of the eye, it seems reasonable to assume that, at least for the clinically successful cases, it only modifies the optics of the eye, without affecting retinocortical structures. Under this assumption, changes in visual performance (VA, CSF, etc.) must be due to the optical changes induced by surgery.
Work has been done previously on modeling grating acuity from schematic eye models 16 and more recently on optical modeling to calculate the appearance of the retinal image of sets of Snellen optotypes from ocular aberration data. 17 However, as far as we know, the crucial patternrecognition stage has not been modeled yet. Here we propose a complete model of Snellen visual acuity that includes both optical and cortical image representation models, followed by a Bayesian pattern-recognition scheme, similar to the classical ideal-observer model. 18 The optical model is characterized by the pupil function, given by its modulus (effective pupil transmission) and its phase (wave aberration). 19 We consider cases of both monochromatic and polychromatic illumination. The cortical image representation is characterized by a set of visual channels 20, 21 plus a neural contrast threshold. 22, 23 It is worth noting that the set of visual channels is a highly convenient representation that makes it possible to introduce additional constraints and simplifications to the Bayesian solution on the pattern-recognition stage. Our Bayesian approach introduces robustness against the presence of optical aberrations, such as those present in human eyes. 24 In fact, although there is a rather large literature on powerful pattern-recognition algorithms, these algorithms barely accommodate defocus and optical aberrations, which are prominent in the visual system. Previous research suggested that it is possible to perform pattern recognition in the presence of defocus by using a subband decomposition based on the visual channels. 25 We believe that the proposed model is a powerful tool to analyze and predict the effect of optical factors (defocus, aberrations, pupil size, etc.) on visual acuity. If we know the wave-aberration function provided by optical aberrometry methods, it is possible to predict VA for different defocus, pupil sizes, or even varying aberrations for subjects who have normal neural response. The model was tested by using aberrometry data from one eye, and close agreement was obtained between predicted VA values and actual measurements of VA obtained in the clinic. In Section 2 we present the Bayesian formulation of the pattern-recognition problem in the presence of optical aberrations, as well as the optical and neural models. In Section 3 we describe how to implement these models to obtain the values of VA from the input data (aberrations, pupil size, etc.), and Sections 4 and 5 contain the results and discussion, respectively. Figure 1 shows a block diagram with the main stages and components of the model. The image of an input Snellen chart is filtered with the OTF of the optics of the eye to produce the degraded retinal image. 26 The OTF depends on the pupil size, aberrations, and the Styles-Crawford apodizing effect. Retinal sampling is modeled by introducing spectral replicas of the retinal image at proper locations. Then the retinal image is processed through the early visual stages to produce a cortical image representation. Here we apply a simple schematic model, consisting of a linear filtering with a multiscale/multiorientation bank of Gabor filters to produce a set of visual channels selective to frequency and orientation, followed by an intensity normalization to obtain local contrast responses. 27 A neural contrast threshold, given by the inverse of the neural contrast sensitivity, or neural transfer function (NTF) is applied, suppressing all the contrast responses below it. The resulting cortical image representation of the optically degraded object is the input to the Bayesian pattern-recognition stage. Visual acuity is obtained by applying the model to sets of Snellen optotypes and analyzing the number of correct answers for several scales.
THE MODEL

A. Optical Model
The optical model is based on well-known standard methods. 26, 28 For monochromatic illumination, the optical performance of the eye is characterized by the pupil function P, which is a complex function describing the Fig. 1 . Schematic diagram of the model. The input data of the optical model are ocular aberrations and Stiles-Crawford-effect parameters and a computer-generated set of optotypes at different scales corresponding to different VA values. The cortical image representation is based on a set of Gabor filters and on the neural contrast threshold. Then the Bayesian pattern recognition process is applied to the different optotypes sets, and the returned VA is the one for which the number of correct answers is above threshold.
wave front at the exit pupil plane. If the incident beam is homogeneous, the amplitude at the pupil is given by the effective pupil transmission T, and the shape of the wave front is usually given by the wave aberration W, which is the difference between the actual wave front and the ideal reference sphere: (1) where (,) are Cartesian pupil coordinates, usually given in millimeters; is the wavelength of the light; and n is the refraction index of the vitreous body. The measured wave aberration W is described in terms of a Zernike polynomial (z k ) expansion, according to the Optical Society of America's standard. 29 Each Zernike coefficient c k represents the amount of a particular aberration mode (prism, defocus, astigmatism, coma, spherical aberration, etc). In what follows we use a seventh-order expansion, so that W is given by a set of 35 Zernike coefficients (the zeroorder piston term is ignored):
Zernike polynomials form a complete basis on a circle of unit radius. Thus they are functions of pupil coordinates normalized by the pupil radius R p for which the wave aberration was measured. The transmission function T is modeled with use of a Gaussian apodization function given by the Stiles-Crawford effect (SCE). When no data are available for a specific subject, we use a standard average SCE function. 30 Although the optical model will be more accurate if specific patient data are available, in most cases the standard SCE is a good enough approximation. The standard SCE considers that the peak sensitivity is at the pupil center, so that pupil transmittance T will be given by the standard SCE expression within the pupil circle and be zero outside:
where R is the pupil radius for which we are computing T, which must be less than or equal to R p ; circ(r, R) is a circle function, equal to 1 for r Ͻ R and 0 elsewhere; and ϭ 0.12 is the standard SCE parameter. Once the pupil function P is fully specified, we can compute the OTF 31 for the desired pupil diameter R, as the autocorrelation of the pupil function P:
where (u, v) are dimensionless (cycles
Ϫ1
) spatial frequencies. For the experimental data used here the wavelength of the light is ϭ 543 nm. 7, 10 The last step is to obtain the optical retinal image of the extended input object. In what follows, the object will be a Snellen chart containing one or more optotypes at different scales. The retinal image I(xЈ, yЈ) of an extended object O(x, y), is given by 26 :
where FT means Fourier transform. So far we have described the monochromatic optical model. However, Snellen charts are typically projected with use of polychromatic, white light. The polychromatic version must take into account chromatic aberrations and the specific weighting of each wavelength given by the illuminant spectral energy distribution and by the subject spectral sensitivity curve. Illumination conditions in VA measurements can change from clinic to clinic. For this reason, here we use the equienergetic spectral distribution as our standard, which means constant weight for all wavelengths. To characterize the subject's response, we use the weights given by the CIE standard observer photopic spectral sensitivity V . 32 An accurate model of the chromatic aberrations requires measuring the wave aberration for several wavelengths, sampling finely the visible spectrum (up to 40 wavelengths have been used previously 33 ). However, aberration data are usually available for one or two wavelengths, and moreover, objective aberrometers cannot measure the transverse chromatic aberration 34 (TCA). Therefore here again we use a simple model considering only the longitudinal chromatic aberration (LCA), which is relatively constant among subjects. 35 LCA is a wavelengthdependent defocus, which is easily introduced by modifying the defocus Zernike coefficient (Z d ), according to the following expression:
where D is the value of defocus in diopters. Based on clinicians' experience that defocus values of less than 
B. Retinal Sampling
Once the image is formed onto the retina, it is sampled by the photoreceptor array. We have simulated the spectral aliasing caused by this sampling by replicating the spectrum of the retinal image at the six vertices of a hexagon inscribed in a circle of radius equal to 120 cycles/deg. This is an approximation of the retinal sampling at the center of the fovea, where the cones are packed in an approximate hexagonal way, the distance between them corresponds to a sampling frequency of ϳ120 cycles/deg. This effect is important when the optical degradation is not severe and/or for small scales of the optotypes. Usually neither condition is present when there are optical aberrations. However, we found this step very important when testing the model by using an aberration-free eye, where the only optical blur is caused by diffraction and typically attainable VA are high, requiring small scale of the optotypes.
C. Cortical Contrast Representation
The retinal image is encoded by using a simplified schematic model of early visual processing based on applying a bank of filters tuned at different scales and orientations, and an intensity normalization to obtain responses in contrast units. 27 Among the different filters proposed to model the receptive-field weighting functions of cells in area V1, we chose Gabor functions, although other choices (such as Gaussian derivatives) will not significantly change the model output. The parameters of the Gabor filter bank were chosen according to biological plausibility and computational efficiency 36 :
• Radial bandwidth of 1 octave.
• Form factor of 1 (isotropic Gaussian envelope).
• Three scales distributed in octaves.
• Highest radial tuning frequency of 32 cycles/deg. This value is given by ϳ 1 4 of the average human cone spatial frequency at the center of the fovea. 37 Again, this standard value can be easily adapted to the subject, provided that specific experimental data are available.
• Four orientations (0, 45, 90, and 135 deg).
With these parameters it is possible to implement the filter bank efficiently in the spatial domain by using separable convolutions and a pyramidal strategy to obtain the coarser scales. 36 An interesting property of the multichannel representation is that it makes it possible to compute contrast responses by normalizing the filter responses by a low-pass-filtered version of the input image. 27 Figure 2 plots radial profiles of the frequency response of the Gabor filters for the three scales considered, together with a standard NTF, 23 whose inverse gives the threshold contrast for each spatial frequency, as explained below. Lower frequencies were not considered with the choice of three scales, mainly for computational efficiency, because considering them would force us to start from higher-resolution images. Besides, these frequencies are not crucial for the VA task.
D. Neural Contrast Threshold
Next, the model considers the limited neural performance in terms of the neural contrast threshold, often given by its inverse, the neural contrast sensitivity or the NTF by some authors. The neural contrast sensitivity can be measured either directly, bypassing the optics of the eye by interferometric techniques, 22, 38 or indirectly, discounting numerically the effect of the optics dividing the CSF by the optical modulation transfer function 23 (MTF) . If the subject's neural contrast sensitivity is not available, we use an average standard NTF taken from Ref. 23 , which is displayed in Fig. 2 . Using this standard NTF is not advised when the subject presents visual deficits known to specifically affect the NTF (e.g., amblyopia). In this case, it would be necessary to measure the NTF of the subject to obtain accurate VA predictions.
The neural contrast threshold, given by the inverse of the NTF, is applied to the contrast responses of the different Gabor channels. For each channel we apply a single threshold value, given by the inverse of the NTF value at the central tuning frequency of the channel. This is illustrated in Fig. 2 , where we have plotted the radial frequency response of the Gabor channels for the three scales considered, each channel scaled by the NTF value at its central tuning frequency.
E. Bayesian Recognition of Degraded Images of Optotypes
The last stage of the model is the recognition of the optically degraded optotypes. Traditional methods for pattern recognition (such as correlation-based methods) fail to recognize the targets even in the presence of moderate or even small optical degradations, such as defocus. Hence, when we attempted standard pattern-recognition methods, we obtained heavily underestimated predictions of VA. A previous study 25 demonstrated that a subband decomposition of the recognition filter makes it possible to develop pattern-recognition methods robust to defocus by strongly decreasing the probability of false alarms (wrong answers). Here we further develop and generalize that idea within a Bayesian framework.
The Bayesian recognition stage requires that the observed degraded letter optotype be compared with all the letters in the alphabet. Here we assume that the subject had previously learned the shapes of the letters of the alphabet under optimal conditions, i.e., at a scale and contrast well above threshold. Even though the retinal images of the letters are always affected by blur, most observers have the opportunity to learn the alphabet with letter scales where the distortions caused by blur are negligible. We also assume that the subject does not explicitly estimate the degradation introduced by his eye. Therefore in the proposed model the observed degraded letter is compared against a nondegraded version of the letter, and the degradation is implicitly estimated by the proposed Bayesian pattern-recognition method. It is true that the subject could have learned directly the degraded versions of the letters, but this is less realistic if we take into account that the degradation introduced by the optics of the eye is variable and depends not only on the aberrations of the system but also on pupil size, defocus, and other factors such as accommodation state. Furthermore, the relative effect of blur changes dramatically with letter size. Therefore this approach would require learning the shapes of the letters for different optical degradations and letter sizes, which seems less realistic than having a single internal representation of the alphabet. The main drawback of our assumptions is that the visual system would have to face a blur-estimation problem every time, and the success of the recognition would therefore depend on the ability of the subject to estimate the degradation introduced by the OTF. This problem has some analogies with blind deconvolution, but here the input signals are highly constrained, because they belong to a reduced, finite, and well-known alphabet, making the problem much easier for the visual system. In addition, by introducing spatial-frequency visual channels, the blur-estimation problem can be strongly simplified, yielding a simple, robust, and affordable solution that is basically consistent with current models of early visual processing. This is the key feature of this approach; that is, frequency and orientation channels are essential to the VA model because they allow one to bypass an ill-posed, numerically unstable problem and finally arrive at a much simpler, easy-to-compute, and stable approximate solution. Nevertheless, in Section 5 we will compare this model with a more standard ideal-observer model, 18 in which it is assumed that the blur is known and the observed optically degraded letters, contaminated with additive noise, are compared against an optically degraded, noise-free alphabet.
Even taking into account the prior information provided by the well-known alphabet, the general recognition problem is ill-posed, and we need to rely on further additional constraints. Here we use the model of early visual processing described above, which allows us to make several reasonable assumptions, helping us to greatly simplify the Bayesian formulation of the OTF estimation problem. Following that model, the degraded retinal image is decomposed in subbands by means of a Gabor filter bank. Here we introduce the strongest and most simplifying assumption: that the OTF is constant inside each Gabor channel. Since the OTF is a complex filter in the frequency domain, this means that within a Gabor channel, the OTF is approximated by a constant multiplicative factor (channel average MTF) and a global shift (channel average phase). The validity of this assumption will depend on the number of visual channels (more channels would provide a better sampling of the OTF) and the shape of the OTF (the more complicated the OTF, the higher the number of samples is required). Published data on the eye's MTF (Ref. 39) suggest a good general fit with a multiscale octave-based scheme, since the MTF tends to vary more steeply toward the lower frequencies and is shallower for the highest frequencies. This, however, does not hold for phase distortions, which can be important for large aberrations and/or defocus, and hence the number of channels will limit performance in the recognition task. In other words, this model will yield low VA values when phase distortions are important, but for a visual model this does not seem unrealistic since the performance of human observers is also limited by strong phase distortions. We have to keep in mind that the visual system has limited VA, and current models also assume a limited number of visual channels. The number of channels can be freely varied in the model, but here we have applied a simplicity criterion, using the minimum number of channels that can capture the essential features of this approach. The validity of this and other possible choices will depend mainly on the agreement between measured data and model predictions.
With the previous assumption, we can formulate the following observation model for each of the Gabor filtered versions of the retinal image:
where the observed o i (x) is the degraded retinal image filtered with the ith Gabor filter g i (x) and contaminated with additive noise, i (x), h(x) is the impulse response of the optical degradation, and c(x) is the input test image containing one optotype. The intensity normalization has been omitted for the sake of simplicity, but we have to bear in mind that the convolution with the Gabor filter is followed by that intensity normalization so that the observed magnitude is contrast. The right-hand side is obtained by applying the previous approximation, c i (x) is the input image filtered with the ith Gabor channel (contrast units), and (h i , u i ) are respectively the constant modulation factor and the global shift approximating the OTF within the bandwidth of the ith Gabor filter. N c is the number of Gabor channels.
Given the previous observation model, we can formulate the joint posterior probability for the original input character c as well as the approximated linear degradation parameters ͕h i , u i ͖, given the observations ͕o i ͖; applying the Bayes rule we obtain p͑c,͕h i , u i ͖͉͕o i ͖͒ ϭ Kp͕͑o i ͖͉c,͕h i , u i ͖͒p͑c͒p͕͑h i , u͖͒, (8) where for notational convenience we have expressed images as intensity vectors; K is a normalization constant. The posterior probability equals the likelihood (or conditional probability of the observations given the input letter and the degradation parameters) multiplied by the prior probability, where we have assumed that the input character c is independent of the OTF model parameters ͕h i , u i ͖. If we further assume a flat constant prior for the degradation parameters ͕h i , u i ͖, the posterior probability is finally p͑c,͕h i , u i ͖͉͕o i ͖͒ ϭ KЈp͕͑o i ͖͉c,͕h i , u i ͖͒p͑c͒, (9) where KЈ is another normalization constant. The maximum a posteriori (known as MAP) estimator for the input character ĉ and for the OTF parameters ͕ĥ i , û i ͖ is the one that maximizes the posterior probability in Eq. (9), (10) where the likelihood function p(͕o i ͖͉c,͕h i , u i ͖) is given by the probability density function of the noise according to the observation model in relation (7). If we further assume conditional independence between channels and between spatial locations inside the channels, the likelihood is given by Next we incorporate the prior on the input image c, which is determined by the fact that the input character belongs to a finite alphabet in which all the characters are equiprobable. Thus this prior can be expressed as a sum of delta functions, resulting in the following posterior probability:
where ͕c j ͖ jϭ1 N are the vectorized images corresponding to the N characters in the alphabet. This prior heavily constrains the space of all the possible intensity configurations of the input image, resulting in a posterior that is different from 0 only when c ͕c j ͖ jϭ1 N , points where we can assign a value of posterior probability given by
Therefore the recognition of an input character consists of first choosing the degradation parameters that maximize the probability in relation (13) for each character in the alphabet and then choosing the character with the largest probability, which will give us the global maximum of the posterior probability distribution. Such maximization can be done separately for each channel, followed by multiplying the maximum probability values. For channel i, and assuming Gaussian white noise, the maximization of the probability is equivalent to the minimization of the following error function:
It can be shown (see Appendix A) that the value û i j that minimizes this error function is the same one that maximizes the correlation function corr i j
This leads to the following maximum value of the posterior probability for character j:
The correlation operators can be implemented efficiently in the Fourier domain. The output of this recognition procedure is the character j with the largest P j , which is independent of the noise variance 2 .
METHODS
The proposed model has been implemented in MATLAB. Next we describe the procedure for predicting the VA with the model, which is an approximate simulation of the method used to measure VA in the clinics. To minimize computation, we considered a reduced alphabet of 18 characters, which includes all those characters that appear frequently in commercial charts (see bottom row in Fig. 3 ). The procedure starts with choosing four letters from the alphabet. A different set of four letters was chosen randomly for each value of VA, and the same set is used in all the experiments to facilitate further comparisons between the predicted values under different conditions. The letters are then resized to a scale corresponding to a preset initial decimal VA value, typically VA 0 ϭ 0.8, so that the angle subtended by them is equal to 5 arc min divided by the decimal VA. If the number of correct answers is above a given threshold (in the following examples we permit one error), that value of VA is considered to be surpassed, and we increase the VA in 1/10 steps until the number of correct answers is less than three. If the initial number of answers does not reach the threshold, then the VA is decreased in 1/10 steps until the number of correct answers is above threshold. In both cases, the VA is the last value for which we obtained at least three of four correct answers. Figure 3 illustrates the basic procedure, although this is a simplified example showing four lines in 0.2 steps of VA. The current version of the model is monocular. It was implemented and tested by using standard data for the SCE, longitudinal chromatic aberration, and neural contrast threshold, with actual wave-aberration data for different subjects taken from two previous studies. 7, 10 These data are used here to illustrate the outcome of the model and to show its potential applications. A deeper study of these applications is beyond the scope of this paper, and therefore we cannot draw strong conclusions from the few examples presented here.
The first example is a preliminary experimental test of the model, where we compared the VA predictions of the model with actual VA measurements for one eye. We measured the VA for a normal experienced subject, RN, using standard procedures in an optometric clinic. Optotypes were projected on a screen placed 6 m away from the subject. Room lights were kept off to avoid contrast losses of the optotypes. Pupil size was measured three times during the procedure giving a consistent size of 5.5 mm. Visual acuity was measured under different defocus values by introducing trial lenses. The nominal refraction for this subject is Ϫ0.75 D sphere and Ϫ0.75 D of astigmatism (the latter was left uncorrected). We were interested in scanning a 2 D range of defocus, so the session started from the more myopic refractive state, adding ϩ1.5 by using a trial lens. Then we took VA measurements, changing defocus in steps of 0.5 D, except that we took finer steps around the nominal refraction. We did not continue to measure VA for hyperopic refractive states, to avoid compensation of refractive error by accommodation, which seems to occur even when a 0.25 D hyperopia is introduced (see Fig. 4 below) . To prevent the subject from learning the optotypes' sequence, a single run was performed first, starting from the most myopic refractive state (lower VA); and for each refractive state, we started with the largest optotypes (lower VA). The VA was measured in four runs. The last two runs showed an improvement in VA for the intermediate refractive states, which correspond to VA values most often used in the session. This suggests a spurious learning effect; conse-quently, these values were given less weight when the mean and standard deviation were computed. We applied standard values for all model input data (StilesCrawford apodization, distribution, parameters of Gabor filters, neural contrast threshold) except for the ocular aberration, where we used the Zernike coefficients corresponding to the experimentally measured optical aberrations of the subject's right eye. 7 In the second example, aberration data from patients before and after LASIK surgery were used to compare the VA predicted by the model before and after surgery. Here a direct comparison with the model was even harder because VA was obtained in the ophthalmologic clinic, without measurement of the pupil size, and under best subjective refraction, which can be slightly different from that given by aberrometry. Nevertheless, the goal with these LASIK patients was not a further validation of the model but to show the potential effect of this kind of surgery on VA.
The third example corresponds to an optically ideal aberration-free eye, to illustrate the maximum predicted VA attainable by a complete compensation of optical aberrations, both monochromatic and polychromatic. Figure 4 shows the results obtained in the first illustrative example, corresponding to subject RN. The predicted VA for different refractive states (defocus) is plotted for the monochromatic (solid curve) and polychromatic (dotted curve) cases. The astigmatism (Ϫ0.75 D) was left uncorrected. We followed the convention suggested by the Optical Society of America that positive defocus means myopic refractive state and negative defocus means hyperopic refractive state. Circles correspond to experimental VA measured in the optometry clinic as described in Section 3, with its corresponding error bars. The dashed curve is the predicted grating acuity, which tolerates much higher values of defocus, as expected. This suggests that in general it is not possible to extrapolate results from grating acuity to Snellen acuity.
RESULTS
From Fig. 4 we observe that the experimental VA peak is not at the circle of least confusion (0 D), but at approximately Ϫ0.75 D, close to the astigmatism foci. Once we pass the sturm interval, the subject is allowed to accommodate so that the VA is maintained at its maximum value. We did not test more negative defocus because it was clear from the high, saturated VA values that the Fig. 3 . Illustration of the stages of the model. The input chart and the wave aberration are shown in the upper row. The retinal optical image, the result of the recognition, and the resulting visual acuity are shown the middle row (ͱ and ϫ mean correct or wrong answers, respectively). The reduced alphabet of 18 characters used in the recognition process is displayed at the bottom. subject was accommodating to compensate for the induced negative defocus. One interesting feature is that the predicted monochromatic VA shows several oscillations and is sharper than the polychromatic VA, mainly toward the myopic side. Introducing chromatic aberration smoothes the predicted values and eliminates some of the oscillations. In addition, the polychromatic VA is lower than the monochromatic one at the peak (minimum defocus), where the relative influence of the LCA is larger. The agreement between measured and predicted values for polychromatic light is highly satisfactory. There is a deviation at 1.0 D, which could be due to several factors, among them potential numerical artifacts caused by a large size of the point-spread function and the optotypes for these low values of VA, the failure of the OTF approximation in the Bayesian estimation model for large optical degradations, experimental artifacts (subject learning, etc.), and the use of standard values for several model parameters. Nevertheless, this is a promising result, which should be regarded only as a preliminary test of the model. A more rigorous psychophysical test, which is beyond the scope of this work, would require a more careful experimental design with a rigorous control of experimental conditions, real-time monitoring of pupil size, random presentation of optotypes to avoid learning the sequence by observers, and more subjects.
The second example illustrates how this model can be applied to practical problems, such as studying the change in predicted VA after refractive surgery. Figure 5 shows the predicted VA with the polychromatic version of the model for a patient before (solid curves) and after (dashed curves) LASIK refractive surgery and for two different pupil sizes (3.5 and 6.5 mm). This example was taken from a previous study, 10 where the wave aberration was measured in a group of patients before and after surgery. To avoid small values of VA, we assumed that in the preoperative case astigmatism (1.75 D) was corrected. In contrast, residual astigmatism remaining after surgery (0.5 D) is left uncorrected, assuming that the goal of surgery is to avoid the use of correcting lenses. As a result, in the preoperative case the VA peak value occurs at close to 0 D, whereas in the post-LASIK, case, it occurs closer to Ϫ0.5 D. Residual astigmatism after surgery in addition to the increased higher-order aberrations (rms wave-front error is 0.77 m pre-and 1.0 m post-), causes both a shift and a reduction of the VA peak, especially for the 3.5-mm pupil. The effect of the increased aberrations with the 6.5-mm pupil is a slight reduction in the depth of focus, as can be seen by the narrowing of the curve corresponding to the post-LASIK predictions relative to the curve before LASIK. For a 3.5-mm pupil (typical of day- light illumination conditions) the VA reaches peak values as high as 1.6, whereas for a larger 6.5-mm pupil, typical of nightlight conditions, the effect of aberrations is higher, reducing the peak value of the predicted VA to 0.9. These results illustrate one potential application of the proposed method, and further work is needed to obtain stronger and more reliable conclusions.
In the last example we tested the VA of an ideal eye, setting all the monochromatic aberrations to 0 and scanning a range of 2 D of defocus. Figure 6 plots the predicted values of VA of this ideal eye for two pupil sizes (3.5 and 6.5 mm). The peak VA is 2.7 for both pupil sizes, much higher than any of the values in the previous examples. The main difference between pupil sizes is the slight decrease in depth of focus for the larger pupil, as expected. For both pupil sizes we observe that the resistance to defocus is lower than in the previous examples using real eyes with aberrations. Indeed, defocus is a degradation with contrast reversal and phase discontinuities that are not well modeled by the assumptions of our model, causing poor performance for even small amounts of defocus. When aberrations are present, this effect of defocus is diminished by the presence of other aberrations, and therefore the depth of focus is higher.
DISCUSSION
We have presented a Bayesian model of Snellen acuity that, as far as we know, is the first model that includes the three main stages of VA: (1) optical degradations and retinal sampling, (2) neural image representation and contrast thresholding, and (3) Bayesian pattern recognition. In this sense, a direct comparison with previous models is difficult, since they are limited either to predicting grating acuity 16 or to reproducing the quality and visual appearance of the retinal image of optotype charts. 17 Figure 4 showed that grating acuity may differ largely from Snellen acuity in the presence of aberrations. In fact, this figure shows that under in-focus conditions (minimum optical degradation) and with moderate aberrations (normal eye, 5.5-mm pupil) the discrepancy is small but that such discrepancy rapidly increases with defocus. Thus one of the most important conclusions is that Snellen acuity cannot be predicted solely from the MTF or from grating acuity, because these parameters ignore the influence of phase distortions (given by the phase transfer function), which can potentially be strong.
It is not easy to evaluate the accuracy of all the stages of the model. Although the theory of optical modeling is well established and optical measurements seem to be highly reliable, 7 the uncertainty increases as we move toward neural processing. In this paper we have adopted schematic standard models. The basic underlying ideas are relatively well established, 21 even though there is still some controversy even about the actual existence of visual channels. Nevertheless, in the Bayesian model the use of visual channels tuned to specific frequencies and orientations appears to be a very convenient way to sample the optical degradation (the OTF) to constrain and simplify the estimation problem. This solution tolerates a high amount of degradation in the recognition stage. In fact, it is well known that standard pattern recognition methods based on cross-correlation, phase-only filters, and the like, fail even with small amounts of defocus. We have attempted these standard methods, obtaining very poor values of VA even in best-corrected (0 D of defocus and astigmatism) normal eyes. On the other hand, results have demonstrated that predictions using the proposed multichannel scheme are in good agreement with experimental results except for low values of VA. The rest of the model also follows the standard paradigm, that an ideal observer will behave as a Bayesian ''decision maker, '' 18 and the difference between the ideal and the real observer is introduced in terms of a given noise level or, as in our case, as a threshold.
One important assumption of the model is that the ideal shape of the optotypes has been previously learned by the subjects. Although one can argue that the subject is learning the optotypes from the retinal images, which are already affected by the degradation introduced by the optics, there are several drawbacks in considering a model in which the subject has learned a degraded version of the optotypes. First, the optical degradation is not constant and varies heavily with factors such as pupil size, accommodative status, or even externally induced defocus. Therefore the subject should learn a different version of the optotypes for each degradation and optotype scale, which seems less realistic than having a unique internal representation of the optotypes. Second, learning usually occurs in optimal conditions, with maximum contrast and a size large enough that the degradation introduced by the optics is negligible. On the other hand, it is also true that our model ignores the knowledge that human observers have about their own optics, which could be used to obtain an internal representation of the optotypes closer to the observed degraded ones and which would help to simplify the recognition problem.
Nevertheless, we have implemented a version of the model closer to the classical ideal-observer paradigm, 18 in which the test optotypes and the stored alphabet are subject to the same degradation, given by a combination of the OTF and the NTF. After this, we add white noise to the degraded test image and proceed to a direct comparison with the stored degraded alphabet, using phase correlation (standard correlation gave poor performance). Figure 7 plots a comparison of this global channel model with our multichannel model, as well as the experimental VA measures, for subject RN with consideration of chromatic aberrations. We first notice that large error bars are affecting the global phase-correlation predictions. While running tests to adjust the noise power (it was finally set to 10 Ϫ4 ), we noticed that the outcome of the phase-correlation method was highly variable depending on the noise realization, and therefore we decided to run the method using five different noise realizations and to show the mean and standard deviation on the graphs. This large variability is a serious disadvantage of this method, which otherwise does not give a better fit to the experimental data. We believe that phase correlation is unstable, so that small variations in the noise realization cause large variability on the outcome of the procedure. In addition, the noise level had to be empirically adjusted, whereas an important feature of the multichannel model proposed here is that we initially avoided any fitting of free parameters. We propose the use of specific data measured on the subject in all the stages of the model when possible or the use of standard values when no specific data are available.
We have a monochromatic and a polychromatic version of the model. In the latter case, we adopted a rough approximation, looking for the simplest way to include the essential contribution of chromatic aberrations. 34, 35 Even the crude approximation of using three wavelengths and ignoring the TCA captures the strong influence of the chromatic aberrations, as can be checked in the comparison in Fig. 4 .
The main objective of this work is to present a new Bayesian model for VA. The results presented here are illustrative. Nevertheless, we want to do further work to improve the chromatic model and study the relative influence of both LCA and TCA, extending the current monocular version to the binocular case, and testing the predictions of the model more rigorously.
APPENDIX A
Here we compute the parameters (û i j , ĥ i j ) that maximize the error function in relation (13) ,
Before taking partial derivatives with respect to the parameters, we expand the square of the error function as follows:
To minimize the error function in Eq. (A1) we take partial derivatives and equate to 0:
The condition in the second line is independent of h i , and it is exactly the same condition that follows from maximizing the correlation corr i j (u i ) ϭ ͚ x o i (x)c i j (x Ϫ u i ). Therefore, once we find the û i j that maximizes the correlation, it follows from Eqs. (A2) that ĥ i j ϭ corr i j (û i j )/K i j . 
