ABSTRACT HyperText Transfer Protocol (HTTP) adaptive streaming has been receiving attention to provide efficient video streaming services by adaptively adjusting the transmission rate. With increased demand for high-quality video streaming, since mobile devices are now equipped with multiple wireless interfaces connected to different networks (3G/4G or Wi-Fi), one possible solution to provide a better quality of experience (QoE) is to use multipath-based transmission schemes. In conventional HTTP adaptive streaming systems, the segment request policy initially operates in a buffering state and switches to a steady state once the playout buffer reaches a threshold. In the steady state, the client generates an ON/OFF traffic pattern that degrades bandwidth utilization and user QoE in multipath environments. In this paper, we propose a segment scheduling scheme for efficient bandwidth utilization in multipath environments. In our scheme, we first propose a collective segment request policy to improve bandwidth utilization and reducing the frequency of OFF periods. To improve network responsiveness, we present a method for adaptively adjusting the request interval. Subsequently, we propose a segment scheduler to prevent the out-oforder problem in multipath environments. Finally, a rate adaptation algorithm for the proposed request policy is proposed. Through simulation, we prove that our scheme significantly improves bandwidth utilization and increases the average bitrate.
I. INTRODUCTION
Recently, due to developments in network infrastructure and wireless devices, mobile terminals equipped with multiple network interfaces are capable of ubiquitous network access, e.g., wireless local area networks (WLANs) and cellular networks (HSDPA, LTE) [1] . These features enable simultaneous use of multiple network interfaces functionality that has been built into Apple's IOS [2] and Samsung's Galaxy [3] . Due to an increasing demand for multimedia services, HyperText Transfer Protocol (HTTP) adaptive streaming, which adjusts the transmission rate adaptively to provide efficient video streaming services, has been receiving attention [4] . Commercial HTTP adaptive streaming services include Microsoft's Smooth Streaming [5] , Apple's The associate editor coordinating the review of this manuscript and approving it for publication was Chin-Feng Lai.
HTTP Live Streaming [6] , and Adobe's Dynamic Streaming [7] . To integrate various types of commercial HTTP adaptive streaming services, Dynamic Adaptive Streaming over HTTP (DASH) has been standardized by the Moving Picture Experts Group (MPEG) [8] . Commercialized services based on the DASH system include YouTube, Netflix, and Hulu [9] . Each service guarantees quality of experience (QoE) by using each quality control method [10] .
As the demand for high quality video streaming services increases, service providers use multipath-based transmission to provide better QoE. Multipath-based transmission can provide a higher available bandwidth than single-path-based schemes since it uses multiple paths simultaneously. Additionally, it can provide better stability because it is possible to transmit continuously using a redundant path when a problem occurs in the primary path. In recent years, many studies have been conducted on HTTP adaptive streaming based on multipath transmission schemes [11] - [15] . However, multipath transmission control protocol (MPTCP) requires kernel modifications at both the server and client sides [16] , and many network operators do not allow MPTCP traffic to pass their middleboxes [17] .
In conventional HTTP adaptive streaming systems, the client continuously requests and downloads video segments of lower quality than the available bandwidth in order to respond to network changes [18] . The conventional segment request policy initially operates in a buffering state in which segments are continuously requested both to prevent bandwidth wastage and to fill up the playout buffer. Once the playout buffer reaches a threshold, the segment request policy switches to a steady state in which segments are periodically requested to prevent the buffer overflow [19] . In the steady state, the client downloads a video segment during an ON period and then, during an OFF period, the client remains idle this consumes the buffer without downloading segments. Thus, the longer the OFF period, the lower the bandwidth utilization. This reduces the average bitrate and degrades the user's QoE. In a multipath environment, the conventional segment request policy has an OFF period periodically on each path, which causes a lower bandwidth utilization than a single-path environment.
In this paper, we present a segment scheduling scheme for HTTP adaptive streaming in multipath environments in which multiple concurrent segments are dynamically requested to optimize bandwidth utilization. First, we propose a collective segment request policy to improve bandwidth utilization. The policy periodically requests multiple segments at the same time during a request interval. The purpose of this is to reduce the frequency of the OFF period by continuously downloading several segments, thereby improving the bandwidth utilization of each path. If the request interval is long, the responsiveness of the network is degraded; if the request interval is short, bandwidth utilization is degraded because the frequency of the OFF-period increases. Therefore, we present a method for adaptively adjusting the request interval to improve both network reactivity and bandwidth utilization. Subsequently, we propose a request scheduling scheme to prevent the out-of-order problem in multipath environments. This ensures that playback segments are downloaded sequentially when multiple segments are requested on multiple paths. Finally, we propose a rate adaptation algorithm for the collective segment request policy, which determines the number of request segments needed to stably manage the playout buffer, selects the quality level to improve the bandwidth utilization. We evaluate the proposed scheme in single-and multipath scenarios. The proposed scheme improves bandwidth utilization and streams highquality video content while stably maintaining the buffer.
The rest of this paper is organized as follows: In Section II, we describe the overview of the HTTP adaptive streaming system and review existing multipath-based segment scheduling schemes. In Section III, we present the proposed segment scheduling scheme for improving bandwidth utilization.
In Section IV, we evaluate the performance of the proposed scheme through simulation. Finally, in Section V, we conclude the paper and discuss future work.
II. BACKGROUND AND RELATED WORK A. OVERVIEW OF HTTP ADAPTIVE STREAMING
In existing video streaming services, the Real-time Transport Protocol (RTP) and Real-time Transport Control Protocol (RTCP) are commonly used. However, since the RTP operates based on the User Datagram Protocol (UDP), the service is limited by firewalls or Network Address Translation (NAT). As a solution to this limitation, HTTP-based adaptive streaming is attracting attention. Fig. 1 describes the architecture of the HTTP adaptive streaming system [20] . The HTTP server is composed of video segments (media segments), content information (manifest file), and a web module (HTTP module). A video is encoded with multiple qualities. Each encoded video is divided into segments of constant lengths-each of which has a Uniform Resource Identifier (URI). The manifest file records the content information (e.g., bitrate, resolution, segment duration, and URI). The HTTP module of the server sends the segments according to requests from the HTTP client. The client consists of a media player (player), quality control module (adaptation module), context measurement module (monitor module), and web module (HTTP module). The monitor module estimates the throughput using segment size and download time. The adaptation module determines the appropriate quality for the network conditions using the estimated throughput and content information received from the server. The HTTP module of the client requests a segment of the selected quality from the server using an HTTP GET message and stores it in the playback buffer. The player then plays the stored video segment. Fig. 2 illustrates the request policy in conventional HTTP adaptive streaming. HTTP adaptive streaming operates in a buffering state and steady state to prevent bandwidth wastage and stably manage the buffer. In the beginning of video streaming, the client operates in the buffering state to fill the buffer quickly. In the buffering state, the client requests segments continuously until a buffer occupancy threshold is reached. Subsequently, the client operates in the steady state requesting periodically for each segment duration to prevent buffer overflow. In the steady state, an ON/OFF pattern is repeated due to the difference between the available bandwidth and the encoding rate of the requested content. The client downloads a video segment from the server during the ON period. After the ON period, the client switches to the OFF period, in which the playout buffer is consumed without downloading segments because of the periodic downloading policy. The OFF periods are periodically generated by the existing rate adaptation algorithms [21] .
B. REQUEST POLICY OF MULTIPATH-BASED HTTP ADAPTIVE STREAMING SCHEME Fig. 3 shows existing multipath-based HTTP adaptive streaming request policies. Fig. 3 (a) shows a segment-based request policy in which different segments are requested for each path. In the policy, because complete segments are requested over each path, it is possible to estimate the available bandwidth of each path independently. The existing available bandwidth estimation scheme measures according to the segment download time and amount of downloaded data for each path. The client determines video quality to be requested for each path based on the respective estimated bandwidths. This policy results in frequent quality changes due to the network asymmetry. Fig. 3 (b) shows a partial-segment request policy in which a single segment is simultaneously requested across multiple paths. The advantage over segment-based policies is that the client is able to request higher quality segments. The client estimates the available bandwidth after downloading a fully playable segment. Subsequently, the available bandwidth is measured according to the time taken to download the partial segment over the long path, and the amount of data downloaded through the entire path. The limitation of this policy is that the available bandwidth is measured to be lower than the sum of the available bandwidths of each path because of the asymmetric network environment.
Gouache et al. [11] proposed a distributed and adaptive HTTP streaming (DAHS) scheme that includes a segmentbased scheduler as shown in Fig. 3 (a) . DAHS improves video playback quality by combining video streaming using an existing distributed server. Higher video quality can be achieved compared to a single path by downloading segments for the same playback time over multiple paths. The client plays only the segment of the highest quality among those downloaded through each path. However, this scheme has a problem in that the same segment is repeatedly received over each path and low-quality segments are discarded, thereby wasting bandwidth.
Chen et al. [12] proposed a scheme for adjusting the size of partial segments, called MSPlayer. This scheme utilizes Wi-Fi and LTE networks to simultaneously download video segments from different servers. After accessing a web server to obtain access rights to the video servers, it requests and downloads segments from different video servers. The available bandwidth is estimated using the harmonic mean to account for the bandwidth variation in wireless environments. The size of the video segment to be requested for each path is determined by dynamic scheduling based on the estimated bandwidth necessary to reduce reordering. However, a drawback is that the responsiveness of the network is degraded due to the harmonic-mean-based estimation method.
Evensen et al. [13] proposed a scheme for improving live streaming playback quality and reducing playback interruption by concurrently pipelining HTTP requests through a WLAN and 3G cellular network. Video segments are requested by dividing them into logical subsegments. The size of each subsegment requested by each link is calculated as a ratio of the throughput of the link to the aggregate throughput of the entire link. On this basis, it is possible to receive higher video quality than using a single path and to reduce delays caused by segment reordering.
Han et al. [14] performed MPTCP-based scheduling and quality adaptation that considers user preference and a playback deadline. MPTCP subflows are scheduled by calculating the optimal value that minimizes cost considering mobile data usage, energy consumption, and playback deadline. However, both the server and client require kernel modification to support MPTCP, and the service is restricted by firewalls or NAT when used in a real network environment.
Go et al. [15] proposed a seamless, high-quality HTTP adaptive streaming scheme in a mobile device. They considered the wireless network conditions and energy consumption of the mobile device, along with the networking cost constraints over heterogeneous wireless networks. The amount of data requested through each wireless network is determined adaptively to provide seamless, high-quality video with low energy consumption and networking constraints for the mobile device.
Multipath-based HTTP adaptive streaming schemes have the advantage of simultaneously downloading video segments through multiple paths and receiving high-quality video. However, existing schemes have low bandwidth utilization due to repeated OFF periods caused by periodic segment requests on each path.
III. PROPOSED SEGMENT SCHEDULING SCHEME
In this section, we present the architecture of the proposed multipath-based HTTP adaptive streaming system. Then, we present a collective segment request policy. Finally, a rate adaptation algorithm for improved bandwidth utilization is discussed. A. ARCHITECTURE OF THE PROPOSED MULTIPATH-BASED HTTP ADAPTIVE STREAMING SCHEME Fig. 4 shows the client architecture the proposed multipathbased HTTP adaptive streaming scheme. In the proposed system, the client consists of a media player, network monitor, buffer monitor, parser, quality controller, request controller, segment scheduler, playback buffer, and request buffer.
The media player module provides the tools that play and control the multimedia to the client. The network monitor module measures and aggregates the available bandwidth of each path and relays it to the quality controller and segment scheduler modules. The buffer monitor module periodically monitors the playback buffer occupancy and relays it to the request controller module. It also rearranges the segments stored in the receive buffer of each path and relays them to the playback buffer. The parser analyzes the manifest file received from the server and delivers information such as video quality and segment length to the quality controller. The quality controller determines the suitable video quality and calculates the number of request segments for each path to improve bandwidth utilization. The request controller calculates the request interval based on the download completion and determines the threshold of request segments to be downloaded through the entire path during the request interval to prevent buffer underflow and overflow. The segment scheduler schedules request messages for each path to avoid the out-of-order problem inherent to multipath environments. The request messages are sent sequentially using the pipelining method to improve bandwidth utilization by reducing the OFF period frequency on each path. The playback buffer stores segments reordered by the buffer monitor module for playback. The request buffer stores request messages aligned by the segment scheduler to be sent during request intervals.
B. COLLECTIVE SEGMENT REQEUST POLICY
In a multipath environment, HTTP adaptive streaming schemes must determine the segment to be requested for each path. Existing multipath-based HTTP adaptive streaming schemes either request segment-by-segment, or concurrently by requesting partial segments during the segment duration in the steady state. However, the segment-by-segment request policy does not guarantee segments will be received in order and causes frequent quality switches due to the variable network conditions of each path. This causes additional delays due to client-side segment reordering and degrades the QoE. The partial-segment request policy alleviates the reordering problem, but degrades bandwidth utilization by requesting one segment at a time. To solve these problems, we propose a collective segment request policy that requests multiple segments during the request interval as a group. Fig. 5 shows the proposed collective segment request policy. In the proposed policy, the client receives a single or multiple video segments on each path. At the start of streaming, the client continuously requests segments of the lowest quality on each path to quickly fill the playout buffer, as in the conventional buffering state. After the playout buffer reaches a threshold, it switches to the collective state where the collective segment request policy is executed. VOLUME 7, 2019 In the collective state, the client requests segments through each path at every request interval. A request interval is defined as the period between the start and the end times of a request event. At the start of a request event, the client determines the total number of request segments based on the current buffer occupancy and selects the quality of video segments to improve bandwidth utilization. Subsequently, the client creates request messages in the request buffer. To solve the out-of-order problem, the client first places a request message through the primary path; the remaining request messages are sent through the other path. To eliminate the OFF period, the client requests the next segments before the previous segment is downloaded completely using HTTP/1.1 pipelining.
Ideally, all segments requested during a request interval are expected to be successfully downloaded. In this case, the end time of the request event is equal to the start time of the next request event with the same request interval. However, if a requested segment is not downloaded during the previous request interval, the request controller reduces the next request interval to compensate for the delay. In the worst case, if a request message cannot be transmitted within a request interval due to variable network conditions, the outof-order problem is avoided by preferentially sending the previous request messages in the next request interval on the primary path.
It is important to determine the request interval to ensure that all segments are downloaded before the playback buffer dries up for seamless video streaming. The conventional HTTP adaptive streaming system estimates the available bandwidth during the download of the previous segment. In the proposed policy, the client downloads multiple segments during a request interval; after all segments are downloaded, it estimates the available bandwidth. If the request interval is set to be long, the client cannot respond quickly when the network suddenly changes. This degrades the responsiveness of the network. Comparatively, if the request interval is set to be short, the responsiveness of the network improves, but bandwidth utilization suffers because the frequency of the OFF-period increases. To improve the bandwidth utilization and network responsiveness, the request interval, T request , is adaptively adjusted according to network conditions and set as in (1) . At the start of the collective state, the request interval is set to two-segment durations.
T denotes the estimated request interval, T delayed denotes the delay time in the previous request interval, and B denotes the buffer occupancy. The request interval is determined by the minimum value of the estimated request interval and current buffer occupancy. It avoids buffer underflow by keeping approximately half of the current buffer even after the next request interval. T is determined by a conditional equation that indicates the status of the network when a segment of the previous request interval is downloaded, as in (2) .
N total actual denotes the number of segments downloaded in the previous interval, N total request denotes the number of segments requested in the previous request interval. The request interval is increased to reduce the number of request events when the network status becomes stable. This can improve bandwidth utilization by reducing the OFF-period frequency. However, the request interval is decreased to improve the responsiveness of the network if a sudden change occurs in the network. T is controlled by an additive increase multiplicative decrease according to (2) . When all request segments have been downloaded within a request interval, B c [i] is equal to 1. In this case, the estimated network information is considered accurate and the network is considered stable. As such, the request interval is increased additively by the segment duration, as in (3).
τ denotes the segment duration. Otherwise, if B c [i] is less than 1, it means not all previously requested segments were received due to a sudden change in the network. In this case, the request interval is decreased multiplicatively to quickly accommodate the bandwidth variation, as in (4) .
We propose a rate adaptation algorithm to improve bandwidth utilization in the collective segment request policy. In the proposed scheme, the quality of collective segments and number of requested segments are determined based on buffer status to prevent buffer overflow or underflow. In the proposed request policy, a complete segment (instead of a partial segment) is downloaded through each path. Because of this, the available bandwidth Th agg at the i-th request interval can be the sum of the throughput on each path, as in (5).
j denotes the download path and Th[i, j] denotes the available bandwidth of j in the i-th request interval. The available bandwidth of each path is calculated in (6) using the collective-and segment-based available bandwidths.
α denotes the parameter for improving stability or responsiveness, Th coll denotes the collective-based available bandwidth, and Th seg denotes the segment-based available bandwidth. The collective-based available bandwidth improves stability by smoothing frequent bandwidth changes in wireless environments. The segment-based available bandwidth improves responsiveness as a means to adapt to drastic network changes. To simultaneously improve network stability and responsiveness, the proposed bandwidth estimation scheme simultaneously reflects each estimated bandwidth by the exponential weighted moving average (EWMA). The collective-based available bandwidth is estimated in (7) using the downloaded data amount, segment size, and time required for the request interval.
R denotes the video bitrate, N [i − 1, j] denotes the number of segments downloaded over the j path during the previous request interval, and t total down denotes the download completion time for all segments. The segment-based available bandwidth to improve network responsiveness is estimated using the throughput smoothed by the moving average of each segment in (8) and (9).
β denotes the smoothing factor, and t seg down [k, i, j] denotes the time to download one segment. The range of request segments to prevent buffer underflow and overflow is determined as in (10) . are determined according to the buffer consumption and current buffer occupancy during the next request interval, as in (11) and (12) .
B target is the occupancy of the target buffer, and B max denotes its maximum size. To determine the quality, the downloadable data size during the next request interval is calculated using the estimated available bandwidth as in (13) .
To maximize bandwidth utilization, the video quality to be downloaded should be similar to S avail . Therefore, the video quality and number of segment requests are determined as in (14) .
π denotes the set of video quality and number of segments to be requested for each path in the next request interval. The number of requested segments will be a value that ensures buffer stability. (14) aims at determining a quality higher than the throughput of each path in order to request a quality higher than that of the single-path transmission scheme. 
D. SEGMENT SCHEDULER
Since the proposed request policy downloads multiple segments simultaneously using multiple paths, the out-of-order problem occurs due to network asymmetry. To solve this, we propose a segment scheduler capable of reordering the request messages, as shown in Fig. 6 . The proposed segment scheduler operates by predicting the expected download time of each path and requesting segments in the primary path first. The expected download time is calculated using the determined quality and estimated throughput of each path as in (15) .
To prevent the out-of-order problem, segments are requested using the ratio of the expected download time, as in (16) .
It is possible to request segments to be played first on the path of least download time, and to solve the out-oforder problem by requesting segments in proportion to the download time. Fig. 7 shows the flowchart of the proposed segment scheduling policy. The client determines the segment-based throughput whenever a segment is downloaded on each path using (8) and (9) . After each request interval, the conditional equation, collective-based throughput, and threshold values to prevent buffer underflow and overflow are measured using (2), (7), (11) , and (12). The client then adaptively adjusts the next request interval using the conditional equation, and constructs a set of the request quality and number of segments. The configured sets are used to determine the π that utilizes the maximum available bandwidth, as in (14) . To prevent the out-of-order problem, the client sends a request message to each server through the segment scheduler. 
IV. PERFORMANCE EVALUATION
To evaluate the performance of the proposed scheme, we implemented a simulation environment using the ns-3 network simulator [22] . In this section, we present and discuss the results of the simulation.
A. SIMULATION SETUP Fig. 8 shows the simulation topology. The client downloads segments using both Wi-Fi and LTE wireless network interfaces simultaneously. The Wi-Fi and LTE settings used in the simulation are shown in Table 1 . The average throughput when transmitting over Wi-Fi is 5 Mbps, while that over LTE is three times as fast at 15.5 Mbps. LTE is three times faster than Wi-Fi. The two servers provide 10 different pre-encoded qualities of video: 1000, 2000, 4000, 6000, 10000, 12000, 14000, 16000, 18000, and 20000 Kbps. α is set to 0.5, β is set to 0.3, τ is set to 2 s, B target to 15 s, and B max to 30 s.
For performance comparison, we implemented bandwidth aggregation models and an independent model in multipath transmission environments. We implemented DAHS [11] as the independent model and Conventional-Partial and MSPlayer [12] as the bandwidth aggregation model. The simulation was run in a changing network environment with Pareto random traffic for 200s. Pareto random traffic is traffic using a Pareto distributed random number generator supported by ns-3. Fig. 9 shows the bandwidth changes according to each scenario. Scenario 1 is a network condition in which the Wi-Fi and LTE bandwidths change frequently. Scenario 2 is a condition in which the Wi-Fi and LTE bandwidths change frequently, and the LTE bandwidth is drastically reduced between 80 s and 100 s, and between 140 s and 160 s.
B. EVALUATION OF BANDWIDTH ESTIMATION SCHEME
The performances of the bandwidth estimation schemes according to segment request policy are compared in Scenario 1. Fig. 10 shows the average throughput according to segment request policy and bandwidth estimation schemes.
Wi-Fi and LTE are single-path-based schemes, each representing an average throughput. The Conventional-Partial client requests segments of the same size on each path regardless of Wi-Fi and LTE network conditions. This causes LTE to wait unnecessarily until the slower Wi-Fi connection completes the download. As a result, the average throughput is lower than LTE. In DAHS, segments of the same playback time are downloaded using multiple paths according to the throughput of each. Quality is selected according to the highest available bandwidth of both paths. Therefore, it shows the same performance as LTE. The MSPlayer client downloads partial segments on multiple paths. However, the size of the partial segment to be requested on each path is adaptively adjusted differently than of the Conventional-Partial client. The available bandwidth is measured slightly higher than the LTE network due both to the out-of-order problem and to the harmonic mean as the bandwidth estimation scheme, which conservatively measures the available bandwidth. The proposed scheme achieves the highest average throughput compared to the others. It solves the out-of-order problem using the request policy and segment scheduler, and the proposed collective-based bandwidth estimation ensures that the available bandwidth is more accurately measured. 11 shows the average and maximum variation according to the segment request policies and bandwidth estimation schemes of the multipath-based schemes. The variation value represents the amount of change compared to the previously measured throughput.
The Conventional-Partial client estimates the available bandwidth by the EWMA method. EWMA has a higher average and maximum variation than the other schemes because it increases or decreases bandwidth quickly. The MSPlayer scheme uses the harmonic mean as a smoothing method, calculated in (17) .
n denotes the number of bandwidth samples. The harmonic mean responds slowly to the frequent bandwidth changes. It has the lowest average and maximum variation compared to the other bandwidth estimation schemes. The proposed scheme shows better smoothing than the Conventional-Partial scheme, and more accurate estimation than the others. utilize the bandwidth of both the Wi-Fi and LTE paths. It is not affected by the bandwidth reduction between 80 s and 100 s because it downloads partial segments of the same size as Wi-Fi. The MSPlayer client adapts the quality using harmonic mean. As such, it responds slowly to frequent bandwidth changes and does not cause unnecessary quality changes. Because of this, it maintains the quality even during the bandwidth reduction between 80 s and 100 s.
However, even though the buffer is stable enough, it takes a long time for the quality to increase because it responds slowly to bandwidth changes. It also does not fully utilize the bandwidth. In DAHS, segments downloaded over the LTE network are played while there is no change in available bandwidth. From 140 s to160 s, when the available bandwidth of the LTE network is lower than that of the Wi-Fi network, DAHS is playing a segment downloaded via the Wi-Fi network. In the proposed scheme, the client downloads the highest quality while keeping the buffer stable. It requests at 20 Mbps when there is no rapid change in bandwidth. If the bandwidth is drastically reduced, the request interval is reduced to quickly download low-quality segments considering the buffer status. After filling up the buffer enough, the client requests high-quality segments again. As a result, even with the drastic bandwidth reduction, the client maintains the buffer occupancy and plays high-quality video. Fig. 13 shows the bandwidth utilization and number of request events. The bandwidth utilization is calculated in (18) . Utilization = R Th act (18) Th act denotes the sum of the throughput of the Wi-Fi and LTE networks, and R denotes the requested video quality. If Utilization is closer to 1, the bandwidth is fully utilized. Schemes other than the proposed scheme operate in a conventional steady state, so they show a similar number of request events. Comparatively, the proposed scheme reduces the frequency of the OFF period with the longer request interval. As a result, the proposed scheme utilizes more bandwidth than the others. The other multipath-based schemes show lower utilization than single-path-based Wi-Fi. This is because the aggregated throughput cannot be accurately estimated by each request policy or available bandwidth measurement scheme. With DAHS, high bandwidth utilization is observed because segments of different quality are downloaded depending on the throughput of each path. However, because the DAHS client does not play segments of relatively low quality, bandwidth wastage occurs up to 31%.
D. EVALUATION OF BANDWIDTH UTILIZATION

V. CONCLUSION
In conventional HTTP adaptive streaming systems, the drawback of the segment request policy is that bandwidth utilization is degraded by the OFF period frequency. This problem is intensified in multipath environments. In this paper, we proposed a segment scheduling scheme for efficient bandwidth utilization of HTTP adaptive streaming in multipath environments. The proposed scheme consists of a collective segment request policy, throughput estimation scheme, scheduling method to prevent the out-of-order problem, and rate adaptation algorithm. The simulation results confirmed that the proposed scheme accurately estimates the aggregate throughput and improves the average bitrate. Further, we demonstrated that it efficiently utilizes the network bandwidth. In future work, we will focus on evaluating the performance in real network environments by implementing the proposed scheme in a real video player.
