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Abstract—Electric load forecasting is essential to improve the
reliability of the ac power line data network and provide optimal
load scheduling in an intelligent home system. In this paper, a
short-term load forecasting realized by a neural fuzzy network
(NFN) and a modified genetic algorithm (GA) is proposed. It
can forecast the hourly load accurately with respect to different
day types and weather information. By introducing new genetic
operators, the modified GA performs better than the traditional
GA under some benchmark test functions. The optimal network
structure can be found by the modified GA when switches in the
links of the network are introduced. The membership functions
and the number of rules of the NFN can be obtained automatically.
Results for a short-term load forecasting will be given.
Index Terms—Genetic algorithm (GA), home networking, load
forecasting, neural fuzzy network (NFN).
I. INTRODUCTION
NOWADAYS, homes should have smart features to ensurea high degree of security, entertainment, and comfort. To
realize these features, reliable channels for the communication
among electrical appliances and users should be present. More-
over, with a home network, electrical appliances can be used
in an efficient way and the wastage of energy can be reduced.
This paper is based on an intelligent home system [15]. In this
system, the ac power line network is used not only for supplying
electrical power, but also serving as the data communication
channel for electrical appliances. Once an electrical appliance
is plugged into a power socket, digital data can be transferred
through the socket. With this ac power line data network, a
short-term load forecasting can be realized. An accurate load
forecasting can bring the following benefits to the intelligent
home.
1) Increasing the reliability of the AC power line data
network—On using the ac power line as the networking
medium, we may suffer from the possible low impedance
of the power line in the operating bandwidth [16], [17]
for data transmission. When this occurs, the maximum
transmission rate, the reliability and the throughput of the
ac power line data network will decrease. The attenuation
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Fig. 1. Traditional GA.
of the data signal in an ac power line is proportional to
the load connected to it. The reliability of the power line
data network can be enhanced if the load is kept at an
optimal level through forecasting and power backup. We
can also adaptively set a suitable data transmission rate
based on the forecasted load condition in order to reduce
the overhead of data retransmission.
2) Optimal load scheduling—At present, the peak demand
of electricity is met by operating costly auxiliary gener-
ators, or by purchasing power from other utility compa-
nies. The cost for supplying peak power is therefore much
higher than that for supplying the average power. A re-
duction in the peak value of electricity demand can be
achieved if we can realize load forecasting, and schedule
the demands on the utility company accordingly. This has
to be supported by batteries installed in the intelligent
home to share the load demand.
Computational intelligence techniques have been applied in
daily load forecasting. Neural networks have been considered as
a very promising tool to short-term load forecasting [18]–[25],
but their slow convergence time and poor ability of processing
linguistic information may cause some problems. In recent
years, fuzzy logic has been used to deal with variable linguistic
information in load forecasting [26], [27]. By processing fuzzy
information, reasoning with respect to a linguistic knowledge
base can be done. In [18]–[25], the gradient-descent (GD)
algorithm was used to train the neural network parameters.
However, the common problems of convergence to local
minima and sensitivity to initial values persist. Global search
technique such as a genetic algorithm (GA) may solve these
problems. The GA is a powerful searching algorithm to handle
optimization problems [1], [2], [5]. It is particularly useful
for complex optimization problems with a large number of
tuned parameters. The GA has been widely applied in different
areas, such as fuzzy control [7]–[9], [13], path planning [10],
0278-0046/03$17.00 © 2003 IEEE
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greenhouse climate control [11], modeling and classification
[12], etc.
Fig. 2. Modified GA.
In this paper, we develop a neural fuzzy system with a modified
GA for short-term load forecasting in an intelligent home. New
genetic operators are introduced in the modified GA. It will be
shown that the modified GA performs better than the traditional
GA [1], [2], [5] based on some benchmark test functions [3], [4],
[6], [14]. The modified GA needs only one user-input parameter
(population size), instead of three, for its implementation. This
makes the modified GA simple and easy to use, especially for
those users who do not have too much knowledge on tuning.
A neural fuzzy network (NFN) with rule switches is proposed.
For a common NFN, the number of possible rules may be too
high. This makes the network complex while some rules may be
unnecessary. Thus, the rule switches are proposed to facilitate
the tuning for the optimal number of rules using the modified
GA. This implies that the cost of implementing the proposed
NFN can be reduced.
This paper is organized as follows. The modified GA will
be introduced in Section II. The performance of the modified
GA with respect to some test functions will be discussed in
Section III. The proposed NFN is presented in Section IV.
A short-term load forecasting realized by the proposed NFN
tuned by the modified GA will be presented in Section V.
Simulation results will be given. A conclusion will be drawn
in Section VI.
II. MODIFIED GA
The traditional GA process [1], [2], [5] is shown in Fig. 1.
First, a population of chromosomes is created. Second, the chro-
mosomes are evaluated by a defined fitness function. Third,
some of the chromosomes are selected for performing genetic
operations. Forth, genetic operations of crossover and muta-
tion are performed. The produced offspring replace their par-
ents in the initial population. This GA process repeats until a
user-defined criterion is reached. In this paper, the traditional
GA is modified and new genetic operations are introduced to
improve the performance. Such a modified GA process is shown
in Fig. 2. Its details are given as follows.
A. Initial Population
The initial population is a potential solution set . The first
set of population is usually generated randomly
(1)
(2)
(3)
where denotes the population size;
denotes the number of variables to be tuned;
, are the parameters
to be tuned; and and are the minimum
and maximum values of the parameter . It can be seen
from (1)–(3) that the potential solution set contains some
candidate solutions (chromosomes). The chromosome
contains some variables (genes).
B. Evaluation
Each chromosome in the population will be evaluated by a
defined fitness function. The better chromosomes will return
higher values in this process. The fitness function to evaluate
a chromosome in the population can be written as
fitness (4)
The form of the fitness function depends on the application.
C. Selection
Two chromosomes in the population will be selected to un-
dergo genetic operations for reproduction. It is believed that the
high potential parents will produce better offspring (survival of
the best ones). The chromosome having a higher fitness value
should have a higher chance to be selected. The selection is done
by first assigning a probability to the chromosome
(5)
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Fig. 3. Simulation results of the modified and traditional GAs. Average fitness values of the test functions f (x)–f (x) obtained by the modified (solid lines)
and traditional (dotted lines) GAs. (a) f (x). (b) f (x). (c) f (x). (d) f (x). (e) f (x).
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The cumulative probability for the chromosome is defined
as
(6)
Based on a randomly generated nonzero floating-point number
for each chromosome, the chromosome is se-
lected if , and .
Thus, a chromosome having a larger will have a higher
chance to be selected. Consequently, the best chromosomes will
get more copies, the average will stay and the worst will die off.
In the selection process, two chromosomes will be selected to
undergo the genetic operations.
D. Genetic Operations
The genetic operations are to generate some new chromo-
somes (offspring) from their parents after the selection process.
They include the averaging and the mutation operations. The
averaging operation is mainly for exchanging information from
the two parents obtained in the selection process. The operation
is realized by taking the average of the parents. For instance, if
the two selected chromosomes are and , the offspring gen-
erated by the averaging process is given by
(7)
This offspring (7) will then undergo the mutation operation
that changes the genes of the chromosomes. Consequently, the
features of the chromosomes inherited from their parents can be
changed. Three new offspring will be generated by the mutation
operation as defined by
(8)
where can only take the value of 0 or 1,
are randomly generated floating
numbers such that . The
first new offspring is obtained according to (8) with
that only one ( being randomly generated within the range)
is allowed to be 1 and all the others are 0. The second new
offspring is obtained according to (8) where some chosen
randomly are set to be 1 and others are zeros. The third new
offspring is obtained according to (8) with all . These
three new offspring will then be evaluated using the fitness
function of (4). The one with the largest fitness value will
replace the chromosome with the smallest fitness value in
the population if .
After the operation of selection, averaging, and mutation, a
new population is generated. This new population will repeat
the same process. Such an iterative process can be terminated
when the result reaches a defined condition, e.g., the change of
the fitness values between the current and the previous iteration
is less than 0.001, or a defined number of iteration has been
reached. For the traditional GA process depicted in Fig. 2, the
TABLE I
SIMULATION RESULTS OF THE MODIFIED AND THE TRADITIONAL GAS
BASED ON THE DE JONG’S TEST FUNCTIONS
Fig. 4. Proposed neural fuzzy network.
Fig. 5. Proposed neural fuzzy network for load forecasting.
offspring generated may not be better than their parents. This
implies that the searched target is not necessarily approached
monotonically after each iteration. Under the proposed modified
GA process, however, if , the previous population is used
again in the next genetic cycle. A more efficient search may then
be obtained.
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TABLE II
LOAD FORECASTING RESULTS FOR WEDNESDAY USING THE PROPOSED NFN WITH MODIFIED AND TRADITIONAL GAS AFTER LEARNING
TABLE III
LOAD FORECASTING RESULTS FOR WEDNESDAY USING THE TRADITIONAL NFN WITH MODIFIED AND TRADITIONAL GAS AFTER LEARNING
III. BENCHMARK TEST FUNCTIONS
De Jong’s Test Functions [3], [4], [6], [17] are used as the test
functions to examine the applicability and efficiency of the mod-
ified GA. A brief description of each function and the problem it
represents are given as follows. is a sphere function, which is
probably the most widely used test function. It is smooth, uni-
modal, and symmetric. The performance on this function is a
measure of the general efficiency of an algorithm. is a Rosen-
brock function of which the optimum is located in a very narrow
ridge. The tip of the ridge is very sharp, and it runs around a
parabola. Algorithms that cannot discover good directions will
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TABLE IV
LOAD FORECASTING RESULTS FOR SUNDAY USING THE PROPOSED NFN WITH MODIFIED AND TRADITIONAL GAS AFTER LEARNING
TABLE V
LOAD FORECASTING RESULTS FOR SUNDAY USING THE TRADITIONAL NFN WITH MODIFIED AND TRADITIONAL GAS AFTER LEARNING
perform poorly in this problem. is a step function, which is
a representative of flat surfaces. Flat surfaces are obstacles for
optimization algorithms because they do not give any informa-
tion about the search direction. Unless the algorithm has a vari-
able step size, it can be stuck on one of the flat surfaces. is
a quartic function, which is a simple unimodal function padded
with noise. The Gaussian noise causes the algorithm to never
get the same value at the same point. Algorithms that do not do
well in this function will perform poorly on noisy data. is a
foxholes function that has many local minima (25 in this case).
Many standard algorithms can be stuck in the first maximum
they find.
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TABLE VI
TRAINING ERROR AND FORECASTING ERROR (IN MAPE) FOR WEDNESDAY UNDER THE PROPOSED NFN TRAINED BY THE MODIFIED AND TRADITIONAL GAS
The test functions are denoted by ,
where . is an integer denoting
the dimension of the vector
(9)
where and the minimum point is at
(10)
where and the minimum point is at .
(11)
where and the minimum point is at . The
value of the floor function, , is obtained by rounding
down the argument to the nearest smaller integer.
(12)
where and the minimum point is at .
Gauss(0, 1) is obtained by randomly generating a floating-point
number between 0 and 1.
(13)
where is shown at the bottom of the next page, , and
the minimum point is at .
It should be noted that the minimum values of all functions
in the defined domain are zero except for . The fitness
function for to is defined as
(14)
and the fitness function for is defined as
fitness (15)
The modified GA goes through these five test functions.
The results are compared with those obtained by the tradi-
tional GA [5]. For each test function, the population size is
20. Each parameter of the traditional GA is encoded into
a 40-bit number in the chromosome, and the probabilities
of crossover and mutation are 0.25 and 0.03, respectively.
The initial values of x in the population for a test function
are set to be the same. For tests 1–5, the initial values are
and ,
respectively. The results of the average fitness values over 30
simulations of the modified and traditional GAs are shown in
Fig. 3 and tabulated in Table I. It can be seen from Fig. 3 that
the performance of the modified GA is better than that of the
traditional GA.
IV. TUNING OF NFN USING THE MODIFIED GA
In this section, tuning of the membership functions and the
number of rules of an NFN using the modified GA will be pre-
sented. The optimal number of rules can be found by introducing
switches in some links of the NFN.
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TABLE VII
TRAINING ERROR AND FORECASTING ERROR (IN MAPE) FOR WEDNESDAY UNDER THE TRADITIONAL NFN TRAINED BY THE MODIFIED AND TRADITIONAL GAS
A. NFN With Rule Switches
We use a fuzzy associative memory (FAM) [28] type of rule
base for the NFN. An FAM is formed by partitioning the uni-
verse of discourse of each fuzzy variable according to the level
of fuzzy resolution chosen for the antecedents, thereby gener-
ating a grid of FAM elements. The entry at each grid element in
the FAM corresponds to a fuzzy premise. An FAM may, then,
be interpreted as a geometric or tabular representation of a fuzzy
logic rule base. For an NFN, the number of possible rules may
be too large. This makes the network complex while some rules
may be not necessary. The implementation cost is also unneces-
sarily high. Thus, a multiple-input–single-output NFN (Fig. 4) is
proposed which can have an optimal number of rules and mem-
bership functions. The main difference between the proposed
network and the traditional network is that a unit step function
is introduced to some links of the NFN. The unit step functions
is defined as
(16)
This is equivalent to adding a switch to each rule in the NFN.
Referring to Fig. 4, we define the input and output variables as
and , respectively, where and is the number
of input variables. The behavior of the NFN is governed by
fuzzy rules in the following format:
(17)
where denotes the number of input–output data pairs;
is the rule number; and is the output singleton of
rule . From Fig. 4, it can be seen that
(18)
where is the number of membership functions of input vari-
able and .
In this network, the membership function is a bell-shaped
function as given by
(19)
where parameter and are the mean value and the stan-
dard deviation of the membership function, respectively. The
grade of the membership of each rule is defined as
(20)
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TABLE VIII
TRAINING ERROR AND FORECASTING ERROR (IN MAPE) FOR SUNDAY UNDER THE PROPOSED NFN TRAINED BY THE MODIFIED AND TRADITIONAL GAS
The output of the neural fuzzy network is defined as
(21)
where denotes the rule switch parameter of the th rule.
B. Tuning
The proposed NFN can be employed to learn an input–output
relationship of an application using the modified GA. The de-
sired input–output relationship is described by
(22)
where is the desired output,
is the desired input vector, and
is an unknown nonlinear function. The fitness function is
defined as
err
(23)
where
(24)
The objective is to minimize the mean absolute percentage error
(MAPE) of (24) using the modified GA by setting the chromo-
some to be for all . The range of fitness in
(23) is [0, 1]. A larger value of fitness indicates a smaller err.
By using the proposed neural fuzzy network and the modified
GA, an optimal neural fuzzy network in terms of the number of
rules and the membership functions can be obtained.
V. SHORT-TERM LOAD FORECASTING SYSTEM
It is desired to forecast the load demand in a home with
respect to the week’s day number and the hour number. The
load forecasting system involves 168 multi-input–single-output
NFNs, one for a given week’s day number and an hour number
. The most important task in the short-term
load-forecasting problem is to select the input variables. The
forecasting result is affected by two main kinds of information.
One is the historical load data and the other is the uncertain
information such as the average temperature and rainfall index
(weather condition) [21], [29], [30].
1) Historical Load Data: The hourly load values for
yesterday were used as historical load inputs. These historical
hourly loads provides the shape and magnitude reference for
the forecasted load. They reflect the habits of the family on
power consumption.
2) Temperature: The average temperature at the previous
day and the present day are used as inputs in this forecasting
system. The value of the average temperature of the present
day is gotten from the temperature forecast of the weather
observatory.
3) Rainfall Index: The average rainfall indexes of the pre-
vious day and the present day are used as two inputs in this fore-
casting system. The range of the rainfall index is from 0 and 1.
0 represents no rain and 1 represents heavy rain.
One of the 168 proposed NFNs for daily load forecasting
is shown in Fig. 5. It is a 7-input–1-output network with
rule switches. The inputs of the proposed NFN are:
which represents the load value at
the previous hour of the previous day,
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TABLE IX
TRAINING ERROR AND FORECASTING ERROR (IN MAPE) FOR SUNDAY UNDER THE TRADITIONAL NFN TRAINED BY THE MODIFIED AND TRADITIONAL GAS
which represents the load value at the forecasting hour of the
previous day, which represents the
load value at the next hour of the previous day, average
temperature at the previous day, average temperature at
the present day, average rainfall index at the previous
day, and average rainfall index at the present day. The
output , where , is the week’s
day number (e.g., for Monday, for Sunday),
and is the hour number. One should note the
special case that if should be 7. is the
forecasted load for day- , hour- .
Data of 12 weeks (week 1 to week 12) for learning and data
of two weeks (week 13 to week 14) for testing are prepared.
The number of membership function for each input variable is
2 (i.e., ) such that the number of rules
is . Referring to (21), the proposed NFN used for
the load forecasting of a particular hour is governed by
(25)
The fitness function for training is defined as follows
(26)
(27)
Equation (25) is one of the 168 NFNs in the proposed load
forecaster.
The modified GA is employed to tune the parameters and
structure of the NFNs. The population size is 10. The bounds
of parameters are set at and
. The chromosomes used for the modified GA
are . Initial
values of of 0.5, 0.2, and 1, respectively, are used.
The number of the iterations to train the NFN is 2000. For com-
parison, another proposed NFN trained by the traditional GA,
and a 7-inputs–1-output NFN without rule switches trained by
the modified GA and traditional GA, are also applied for the
load forecasting. The common network parameters are kept un-
changed. In addition, a bit length of 9 is used for each parameter
coding. The probabilities of crossover and mutation for the tra-
ditional GA are 0.65 and 0.05, respectively.
The load forecasting results are tabulated in Tables II–V.
Table II shows the load forecasting results for Wednesday using
the proposed NFNs trained by the modified GA and traditional
GA, respectively. Table III shows the load forecasting results
for Wednesday using traditional NFNs without rule switches
trained by the modified GA and traditional GA, respectively.
Table IV shows the load forecasting results for Sunday using
the proposed NFNs trained by the modified GA and traditional
GA, respectively. Table V shows the load forecasting results for
Sunday using traditional NFNs without rule switches trained by
the modified GA and traditional GA, respectively. From these
four tables, we observe that the proposed NFN provides better
results than the traditional NFN in term of the fitness value and
number of rules. In addition, the proposed GA also produces
better results than the traditional GA. The average numbers of
rules of the proposed NFNs trained by the modified GA for
load forecasting on Wednesday and Sunday are 67.3 and 69.6,
respectively. These imply a 47.4% and 45.64% reduction of the
number of rules after learning.
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Fig. 6. Actual load (solid line) and forecast results for Wednesday (Week 13)
from the proposed forecasting system (dashed line) and the traditional
forecasting system.
Fig. 7. Actual load (solid line) and forecast results for Sunday (Week 13) from
the proposed forecasting system (dashed line) and the traditional forecasting
system.
Tables VI–IX show the average training error (MAPE) based
on data of week 1 to week 12 and the average forecasting error
(MAPE) based on data of week 13 to week 14 for Wednesday
and Sunday, respectively. From these tables, we can see that
the proposed NFN trained by the modified GA gives the best
results. Figs. 6 and 7 show the forecasted daily load curve on
Wednesday and Sunday of Week 13, respectively. We can con-
clude that the proposed NFN offers satisfactory performance in
load forecasting.
VI. CONCLUSION
In this paper, a modified GA with new genetic operations has
been proposed. Based on the benchmark De Jong’s Test Func-
tions, it has been shown that the modified GA performs better
than the traditional GA. An NFN has been proposed in which
a switch is introduced in each fuzzy rule. Thus, the number of
rules can be optimized by applying the modified GA. The cost
of implementing the NFN can be reduced. A short-term load
forecasting in an intelligent home has been realized using the
proposed network. The optimal number of rules and the network
parameters are tuned by the modified GA. The performance of
the proposed network is satisfactory, as the average errors are
lower than 2%.
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