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We review some recent developments in string theory, emphasizing the importance of vac-
uum instabilities, their relation to the density of states, and the role of space-time fermions
in non-critical string theory. We also discuss the classical dynamics of two dimensional
string theory.
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1. INTRODUCTION.
In the last few years many people have been studying simple models of string the-
ory, which correspond to string propagation in two dimensional space-time (and simple
generalizations thereof). Of course, for most applications [1], [2] one needs to consider
much more complicated models, however many important issues in string theory are still
not understood, and the hope is that the two dimensional theory will serve as a useful
toy model, in which some of these issues may be addressed. Due to the low dimension
of space-time, the number of degrees of freedom in the theory is vastly smaller than in
the twenty six (or ten) dimensional case. The physical on shell states include one field
theoretic degree of freedom, the “tachyon” center of mass of the string (which is actually
massless in two dimensions), and a discrete infinite set of massive states – the remnants
of the tower of oscillator states in D > 2 (where the number of field theoretic degrees of
freedom with mass ≤ m0 diverges exponentially with m0).
Due to the absense of transverse excitations, one might expect the dynamics to be
simpler in two dimensions. Indeed, following ideas of [3] [4] it has been shown [5] [6] using
large N matrix model techniques, that many properties of two dimensional (2d) strings
are exactly calculable to all orders in the topological (genus) expansion. The simplicity of
these models is closely related to an underlying free fermion structure [3] – [7].
There are two main potential domains of application of the results of [5], [6]. One
is two dimensional (world sheet) quantum gravity. The implications of matrix models for
quantum gravity have been recently discussed in [8], [9], [10]. The second application,
which will be of main interest to us here, is to critical (unified) string theory. The two
are of course closely connected, and we will mention some aspects of this relation as we
go along. The approach we will take is to try and understand the matrix model results in
the continuum path integral formalism [1], and use this understanding to shed light on the
structure of the theory, in particular its space-time dynamics. This program is far from
complete; we will review what has been achieved and discuss some of the open problems.
We will take a broader point of view, presenting 2d strings in the context of higher
dimensional string theory, which is ultimately what we’re interested in. This will also help
to try and identify features of general validity, and those that are special to two dimensions.
With that in mind, we will also investigate some string models in two dimensions which
are more difficult to treat (or in some cases even formulate) using matrix models.
In the continuum formulation of 2d quantum gravity [11] [12], we are given a general
conformal field theory (CFT) with action SM (g) (on a Riemann surface with metric gab),
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central charge cM , and we have to integrate over all metrics g on manifolds of fixed topology
(genus). In the conformal gauge gab = e
φgˆab, the dynamical metric g is represented by the
Liouville mode φ; the action is:
S = SL(gˆ) + SM (gˆ) (1.1)
where
SL(gˆ) = 1
2π
∫ √
gˆ[gˆab∂aφ∂bφ− Q
4
Rˆφ+ 2µeα+φ] (1.2)
Q and α+ are parameters which are fixed by gauge invariance [13]. It is very useful to
think about the Liouville mode as a target space cordinate, so that (1.1) is a particular
background of the critical string system in two dimensions [14]. Therefore, we have to set
the total central charge of matter (cM ) and Liouville (cL = 1 + 3Q
2) to 26:
Q =
√
25− cM
3
(1.3)
Spinless matter primary operators of dimension ∆(= ∆¯) V∆ acquire Liouville dependence,
T∆(φ) = V∆ exp(β∆φ) (1.4)
with
∆− 1
2
β(β +Q) = 1 (1.5)
In particular, putting ∆ = 0 in (1.5) fixes α+ in (1.2). As usual in critical string theory,
(1.5) is the mass shell condition (or the linearized equation of motion for small excitations).
The vertex operators T∆ are related to the wave functions of the corresponding states Ψ∆
by T∆(φ) = gst(φ)Ψ∆(φ), where unlike the “usual” cases [1], the string coupling gst is not
constant in general (1.2); rather we have gst = g0 exp(−Q2 φ). Therefore,
Ψ∆ = V∆e
(β+Q
2
)φ (1.6)
and E = β + Q2 is identified as the Liouville momentum of the state described by Ψ. The
form (1.6) is actually only an asymptotic approximation of the exact wave function. It is
valid in the region eα+φ << 1 (φ → ∞ in our conventions). The exact wave function in
two dimensional string theory is known [9] to satisfy the Wheeler de Witt equation,
[
− ∂
2
∂φ2
+ µ exp(α+φ) + ν
2
]
Ψ∆(φ) = 0 (1.7)
2
where ν2 = 2∆ − cM−112 . Eq. (1.7) was derived [9] in the matrix model approach. In
the continuum formalism, (1.7) holds in a minisuperspace approximation; it was not yet
derived in the full theory. It is very natural to interpret φ as Euclidean time. Eq. (1.5)
takes then the form:
E2 = m2; m2 = 2∆− cM − 1
12
(1.8)
The wave function Ψ∆ with energy E describes one quantum mechanical degree of freedom
in space-time. If, as in the minimal models of [15], the matter system contains a finite
number of spinless primaries V∆, the corresponding string theory reduces to quantum
mechanics of a finite number of degrees of freedom. In general, of course, the number of
matter primaries is enormous, and the number of degrees of freedom is much larger than
in field theory. If there are some non compact dimensions Xi, such that V∆(X) = e
ik·X V˜h,
∆ = 1
2
k2 + h, we can rewrite (1.8) as
E2 = k2 +m2, m2 = 2h− cM − 1
12
and V describes one field theoretic degree of freedom in the appropriate dimension.
From (1.8) we see that operators with ∆ < cM−124 in the matter CFT correspond in
space-time to on shell tachyons, which lead (as in field theory) to IR instabilities. In field
theory, these IR divergences imply that we are expanding around the wrong vacuum, and
should move to a new, stable one. We will see that in string theory, as it is currently
understood, the situation is surprisingly different.
From the point of view of 2d gravity, tachyons correspond to normalizable wave func-
tions (1.6), while states with positive m2 are described by wave functions which are ex-
ponentially supported at φ → ±∞ (and are of course non normalizable). The world
sheet interpretation of this [8] is that normalizable (tachyonic) wave functions are sup-
ported mainly on surfaces with finite size holes in the dynamical metric gab; they describe
macroscopic states, and if we perturb the action (1.1) by the corresponding operators, the
dynamical surface is destabilized by the multitude of holes that are created. Non normal-
izable wave functions with E > 0 are supported on very small surfaces in the dynamical
metric, and therefore describe small disturbances of the surface (microscopic states). The
corresponding operators can be (and were) studied in the matrix model approach. Wave
functions with E < 0 describe very large disturbances of the surface, and it is not known
how to treat them in the matrix model (although there are some plausible suggestions).
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Thus, there is a nice correspondence between IR instabilities in space time (tachyons)
and on the world sheet (macroscopic states which create holes in the surface). The role of
states with E < 0 is not well understood at this time, and is in fact one of the important
remaining problems, which is related to many properties of the theory, as we will see below.
Note that by (1.8) the familiar relation between tachyons and relevant matter operators
is only true for cM = 25. In general, for cM < 25 relevant operators with
cM−1
24 < ∆ < 1
do not create instabilities; for cM > 25 we have the unintuitive situation that irrelevant
matter operators with 1 < ∆ < cM−1
24
are tachyonic. The region cM > 25 has been less
studied than cM < 25, and we will not discuss it further here.
For tachyonic operators, β in (1.4) is complex (1.8). In the original work of [12],
[13] (see also [16] [17]) it was noted that the identity operator (V∆ = 1 in (1.4)) becomes
tachyonic when cM > 1. Since the gravitational coupling constant is proportional to
1
26−cM
[11], it has been suggested that at cM = 1 a certain transition between “weak gravity”
cM < 1 and “strong gravity” cM > 1 takes place. Taken naively, this point of view was
not completely satisfactory, since it is easy to construct matter theories where cM < 1, but
there exist tachyonic operators in the spectrum; it is not likely that the identity operator
plays a special role in this context. The issue was later clarified in [8], [18]; the current
understanding is that the crucial quantity is not the gravitational coupling constant, but
rather the density of states of the theory. Gravity has 12n(n − 3) degrees of freedom in
n dimensions; for n = 2 this is −1. If the matter theory has more than “one degree of
freedom”, in a sense which we will make precise below, the full string theory contains
tachyons. Therefore, the invariant way to describe the famous “c = 1 barrier” of [12],
is that 2d gravity coupled to matter with more than one field theoretic degree of freedom
is unstable. The relation between the existence of tachyonic excitations around a certain
vacuum, and the number of states in it implies that if it is possible at all to turn on
expectation values of the various fields and move from a tachyonic vacuum to a stable
one in string theory, the new stable vacuum is always “trivial” (at least in bosonic string
theory).
Hence, the density of states is of major importance in string theory, as are tachyonic
instabilities. Section 2 of these notes is devoted to a precise definition of the density
of states and its relation to the presence of tachyons and stability. We also discuss the
implications of this relation for string dynamics.
Since the only stable vacua of bosonic string theory (where by bosonic we mean vacua
with only bosonic space-time excitations; e.g. the fermionic string falls into this cathegory
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as well) are those which are essentially two dimensional field theories in space-time, we are
led in section 3 to consider theories with space-time fermions [19]. We construct explicitly
a large set of theories with a number of degrees of freedom varying between that of a
two dimensional field theory and that of the ten dimensional superstring, all of which are
stable solutions of the equations of motion of string theory. This is possible since space
time fermions contribute a negative amount to the “number of degrees of freedom”, and
a theory with many bosons and many fermions can still have a vanishingly small total
“density of states”. This number is required to be small for stability. The theories thus
obtained have many of the favorable properties of critical superstring models, but exhibit
some puzzling features as well (such as continuous breaking of SUSY), mostly related to
their time dependence.
In section 4 we describe the known facts about classical dynamics in two dimensional
string theory. One of the issues of interest is the exact form of the classical equations of
motion of the string. The usual way one obtains those in string theory is by studying
scattering amplitudes of on shell fields. Calculating the correlation functions of T∆ (1.4)
involves solving the interacting Liouville theory (1.2). Despite many efforts [16], [17], [8],
[20], this is still an open problem. What saves the day is that there exists a class of am-
plitudes which contain most of the information, and are simply calculable. To understand
this, it is useful to focus on the dynamics of the zero mode of the Liouville field φ (the
minisuperspace approximation in 2d gravity). The main source of the complications in
Liouville theory is the “cosmological” interaction in (1.2). From the space-time point of
view, this corresponds to a (zero X momentum) tachyon condensate, while on the world
sheet this is a potential for φ. The reason why it is needed is to keep the Liouville field away
from the region φ → −∞ where the string coupling gst → ∞. Many amplitudes diverge
when µ→ 0 in (1.2). By KPZ scaling [12], the amplitudes 〈T∆1 ...T∆n〉 are proportional to
µs, where
N∑
i=1
βi + α+s = −Q (1.9)
In general, all amplitudes are non zero – there is no Liouville momentum conservation
(1.9). Instead, the φ zero mode integral, which can be explicitly performed, yields [21]:
〈T∆1 ...T∆n〉 =
(µ
π
)s
Γ(−s)〈T∆1 ...T∆n
[∫
exp(α+φ)
]s
〉µ=0 (1.10)
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where the correlator on the r.h.s. is understood to exclude the Liouville zero mode. One
can see from (1.10) that the amplitudes with s = 0 are special. The φ zero mode integral
is given for them by: ∫ ∞
−∞
dφ0 exp(−µeα+φ0)
This diverges from φ→∞; imposing a UV cutoff φ0 ≤ φUV , we find log µ multiplied by a
free field amplitude for the Liouville field (i.e. Liouville is treated as a Feigin-Fuchs field,
and the cosmological interaction is absent). Of course, we still have to multiply by the
matter contribution and integrate over moduli, but this reduces the calculation to well
defined integrals; similar representations for generic Liouville amplitudes (1.10) are not
known.
Why does this simplification of the amplitudes with s = 0 occur? A major clue is
provided by the observation that these amplitudes are insensitive to the particular form of
the “wall” that keeps the Liouville field away from φ = −∞. For example, replacing eα+φ
by a general T∆ would do the job, and while generic amplitudes depend strongly on the
choice of the condensate T∆, the s = 0 ones do not (apart from trivial overall factors). The
existence of the Liouville wall is of course a boundary effect, hence the s = 0 amplitudes
correspond to bulk scattering, which is clearly independent of the form of the boundary at
strong coupling. The reason for the simplicity is that in the bulk of the φ volume, all the
complications of Liouville theory are irrelevant, and the Liouville field is free. The overall
factor of log 1
µ
which appears in all bulk amplitudes is interpreted as the volume of the
Liouville coordinate, as appropriate for bulk effects.
A similar simplification occurs in (1.10) for all s ∈ Z+. The power of
∫
exp(α+φ) on
the r.h.s. becomes then a positive integer; the divergence of µsΓ(−s) is interpreted again
as1: µsΓ(−s) ≃ µs logµ. The space-time interpretation is as before: now it involves bulk
interaction of the scattering particles T∆1 ...T∆n , with the zero momentum tachyons that
form the Liouville wall.
The bulk amplitudes provide us with the required probe of the dynamics of D dimen-
sional string theories; they can be defined and evaluated for all string vacua (all matter
1 This can be obtained by starting with the fixed area amplitude, using µsΓ(−s) =∫
∞
0
dAA−s−1e−µA. The divergence at s ∈ Z+ is interpreted then as a small area divergence
in the integral over areas, which can be regulated by a small area (UV) cutoff, as before, yielding
the stated result.
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CFT’s M), while general Liouville amplitudes (1.10) are expected to be much more sub-
tle for D > 2. The bulk amplitudes should also be sufficient to deduce the equations of
motion of the theory, and compare the dynamics around different vacua. In principle one
can construct from them a space-time Lagrangian which gives those amplitudes, and then
incorporate boundary effects to deduce all the amplitudes of the theory [22].
In view of the above discussion, section 4 is devoted to the bulk tree level S – matrix
in two dimensional string theory. Surprisingly, the moduli integrals can be explicitly
evaluated in this case, essentially due to the same simplification of the dynamics of the
theory, as that leading to the free fermion structure of the corresponding matrix models. In
the continuum formalism, the simplicity is due to a partial decoupling of a certain infinite
set of discrete string states. We review the results and mention some problems still left in
the continuum approach to 2d strings. We also compare the situation in 2d closed string
theory to that found in open 2d string theory. Section 5 contains some concluding remarks.
2. DENSITY OF STATES AND TACHYONS IN STRING THEORY.
In this section we will show that the density of states (or number of degrees of free-
dom) of the system plays a central role in two dimensional quantum gravity and string
theory. In particular, we will show that matter with ‘too many’ degrees of freedom can
not be consistently coupled to gravity (under mild assumptions) due to the appearance of
tachyons. We believe that this restriction on the number of states in quantum mechanical
generally covariant theories is more general.
We start by defining the density of states. The most general situation we are interested
in is an arbitrary vacuum of critical string theory, i.e. an arbitrary conformal field theory
with c = 26 (or cˆ = 10). As we saw in section 1, gravity coupled to a matter CFT with
any cM is a particular example, with the missing central charge 26 − cM supplied by the
Liouville CFT. We’ll start by considering this special case, and then generalize. To count
states it is convenient to evaluate the torus partition sum:
Z(τ) = TrqL0−
c
24 q¯L¯0−
c
24 (2.1)
where q = e2πiτ , and τ = τ1 + iτ2 is the complex modulus of the torus.
The string partition sum (2.1) factorizes into a product of three contributions, from
ghosts (for which a factor of (−)G, G – ghost number, must be inserted in (2.1)), Liouville
and the “matter” CFT. The ghosts contribute to Z(τ) a factor of |η(τ)|4. The Liouville
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contribution is that of a free scalar field [21] logµ
(√
τ2|η(τ)|2
)−1
; the cosmological term
in (1.2) enters trivially, for the same reasons as in section 1 – the one loop free energy is a
bulk amplitude; hence it is proportional to the volume logµ, with the coefficient given by a
free field amplitude. Finally, the matter is described by a partition sum ZCFT(τ) (defined
as in (2.1)).
The total partition sum is (after multiplying by a factor of τ2 for later convenience)
Zstring =
√
τ2|η|2ZCFT (2.2)
Modular invariance of Zstring(τ) is a fundamental principle in string theory. We will assume
it throughout our discussion. In ordinary CFT, the partition sum (2.1) can be used to
count states in the theory. One considers the behavior of the partition sum (ZCFT or
Zstring), when τ1 = 0, τ2 = β → 0, where Z(β) = Tr e−βE has the form:
Z(β) ∼ βr exp(πceff
6β
) (2.3)
Clearly, ceff is a measure of the number of degrees of freedom of the theory, since in the
limit β → 0 all states contribute 1 to Z(β) (2.1). By modular invariance Z(β) = Z( 1
β
),
and (2.1), ceff is related to the lowest lying states in the spectrum:
ceff = c− 24∆m
∆m =
1
2
min(∆ + ∆¯)
(2.4)
In unitary CFT ∆m = 0, and ceff = c. So the central charge measures the number of
degrees of freedom [23]. In non unitary theories, ∆m is generically negative and ceff > c.
In Liouville theory, ceff = 1 (∆m > 0). Thus c(= 1 + 3Q
2) is not a good measure of the
density of states, which is that of a free scalar field for all Q.
In string theory, ceff is not a good measure of the density of states since not all states
contributing to (2.3) are physical – we have to impose the constraint L0 = L¯0. This is
implemented by integrating over τ1; we define:
G(τ2) =
∫ 1
2
− 1
2
dτ1Zstring (2.5)
By modular invariance we know that Zstring(τ1 + 1, τ2) = Zstring(τ1, τ2), hence only states
of integer spin contribute to Zstring (∆− ∆¯ ∈ Z). Transforming to G(τ2) (2.5) elliminates
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contributions of all states except those with ∆ = ∆¯. The function G(τ2) has a simple space-
time interpretation. It is related to the one loop free energy of the particle excitations of
the string: Tr(−)F log(p2 +m2) (F is the space-time fermion number). In a proper time
representation, the one loop free energy Ω is given by:
Ω = Tr(−)F log(p2 +m2) =
∫ ∞
0
ds
s
∑
n
(−1)Fn
∫
dDpe−s(p
2+m2n) (2.6)
where p is the momentum in the non compact directions and the sum over n runs over the
space-time excitations. The function G(τ2) of (2.5) is related to the integrand in (2.6):
G(
s
2π
) = s
∑
n
(−)Fn
∫
dDpe−s(p
2+m2n) (2.7)
One consequence of this is that all states should contribute positive amounts to G(τ2),
unless there are space-time fermions in the spectrum. From the definition of G(τ2) (2.2),
(2.5), this is far from clear. While the CFT partition sum as well as that of Liouville satisfy
this property, being traces over Hilbert spaces with positive weights, ghost oscillators flip
the sign of the contributions to (2.1) (due to the factor of (−)G in the definition of the
ghost partition sum). Therefore, even in bosonic string theory there may appear physical
states at non trivial ghost numbers, which contribute a negative amount to G(τ2) (2.5).
Such states indeed do appear at discrete values of the momenta p. They seem to decouple
from the dynamics due to the ghost numbers, and their role is not completely clear. In
more than two dimensions the statistical weight of these states is low and they can be
ignored (except perhaps as generators of symmetries). In two dimensional space-time they
seem to be closely related to the symmetry structure of the theory [24]. In any event, the
field theoretic degrees of freedom, over which the sum in (2.7) runs, occur at zero ghost
number and contribute with positive sign to the partition sum.
A state with ∆ = ∆¯ in the CFT contributes to G(τ2), an amount e
−4πτ2(∆− cM−124 ). If
∆ < cM−124 , the Schwinger integral (2.6) developes an IR divergence (from
s
2π = τ2 →∞).
This IR divergence is due to the tachyon instability. Hence, the behavior of G(τ2) as
τ2 →∞ probes the existence of tachyons in the spectrum. On the other hand, its behavior
as τ2 → 0 is a measure of the density of states of the theory, since in that limit all states
contribute 1 to G. Now, the theories we are describing here all have an infinite number of
states, therefore generically G diverges as τ2 → 0; however we can estimate the density of
states by measuring how fast G diverges in that limit.
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On general grounds we know that as τ2 → 0, G(τ2) ≃ τx2 e
y
τ2 . Therefore it is natural
to define:
cstring − 1 = lim
τ2→0
6τ2
π
logG(τ2) (2.8)
as a measure of the number of degrees of freedom. The −1 on the left hand side of (2.8)
reflects the contribution of the gravity sector to the density of states mentioned above. If
one takes, e.g., the matter CFT to be one scalar field or a minimal model [15], it is easy
to see that cstring = 1. Thus the minimal models and two dimensional string theory have
the same density of states. In general, cstring > 1 for theories without space-time fermions.
We will see soon that such theories always contain tachyons.
As explained above, tachyons cause an IR divergence in Ω, thus finiteness of Ω is a good
measure of the existence of tachyons (in fermionic string theories this is strictly true only
for theories without tachyonic space-time fermions, e.g. theories with unitary matter).
Of course, the field theoretic expression for Ω (2.6) has in addition to the IR tachyon
divergence which we are interested in, a UV divergence (from s = 0). This is usually delt
with by a proper time cutoff:
∫∞
0
ds → ∫∞
Λ−2 ds. String theory removes this divergence
by a different mechanism [1]. One notes that by (2.5), (2.6), (2.7), Ω =
∫
d2τ
τ2
2
Zstring(τ),
where the integral runs over the half infinite strip τ2 ≥ 0, |τ1| ≤ 12 . This may diverge due
to modular invariance of Zstring since the strip contains an infinite number of copies of a
fundamental domain of the modular group. If this is the only source of divergence, one
can cure it by restricting the integral to a fundamental domain F of the modular group,
|τ | ≥ 1, thus avoiding the “UV region” τ2 → 0. But this “stringy regularization” actually
teaches us something very interesting about the theory. Suppose there are no tachyons
in the spectrum. Then the integral
∫
F
d2τ
τ2
2
Zstring is finite, and the only possible source of
divegrence of the integral over the strip is the volume of the modular group. We can try
to estimate this divergence by using the “field theoretic” cutoff: integrate
∫
d2τ
τ2
2
over the
cutoff strip: |τ1| ≤ 12 , τ2 > 1Λ2 . The integral of Zstring over the cutoff strip should diverge
at the same rate as the (regularized) volume of the modular group, which is given by∫∞
Λ−2
dτ2
τ2
2
∫ 1
2
− 1
2
dτ11 = Λ
2. Hence we learn that from the space-time point of view, tachyon
free string theories have a free energy Ω(Λ), which diverges (at most) as Ω ≃ Λ2 as we
remove the cutoff. But in space-time the rate of divergence of Ω measures the density of
states of the theory. The behavior we find in tachyon free string theory indicates a very
small number of states. Even a theory with one bosonic field in D dimensions would have
Ω(Λ) ≃ ΛD. In string theory we generically have an infinite number of space-time fields,
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so the behavior we find is even more unusual. We would expect ΛaebΛ in general, due to
the Hagedorn-like growth of the number of states with mass. By the above arguments,
such theories are always tachyonic. The only theories that can be tachyon free are those
that exhibit the general features of 2D field theories!
Pushing these ideas one step further, we can derive a more quantitative correspondence
between Ω and the number of states. If the divergence of (2.6) is indeed due to the volume
of the modular group, we should have a relation of the form:
lim
Λ→∞
∫∞
Λ−2
dτ2
τ2
2
∫ 1
2
− 1
2
dτ1Zstring∫∞
Λ−2
dτ2
τ2
2
∫ 1
2
− 1
2
dτ11
=
∫
F
d2τ
τ2
2
Zstring∫
F
d2τ
τ2
2
1
(2.9)
Equation (2.9) is the statement that the two regularizations of Ω using the field theoritic
proper time cutoff, and the stringy modular invariant cutoff, are equivalent. This is in fact
only true under certain assumptions, which we will soon state, but assuming it is true, we
derive by evaluating the l.h.s. the following relation:∫
F
d2τ
τ22
Zstring = lim
Λ→∞
π
3Λ2
∫ ∞
Λ−2
dτ2
τ22
G(τ2) = lim
Λ→∞
π
3
G(Λ−2) (2.10)
This relation states that the (regularized) one loop free energy is equal (up to a constant)
to the number of states of the theory G(0). Before going on to prove (2.10), we would like
to make several comments on its significance and implications.
Eq. (2.10) is a statement about modular invariant functions (obeying certain condi-
tions to be stated below). We have presented it for the case of a CFT coupled to Liouville,
however the discussion applies to all string vacua which are described by modular invari-
ant partition sums. Important generalizations include fermionic strings, superstrings, and
heterotic strings, as well as arbitrary CFT’s with c = 26.
The l.h.s. of (2.10) diverges iff there are tachyons in the spectrum. Hence, if there are
no tachyons, the r.h.s. must also be finite. Looking back at (2.7), we see that this implies
that the theory has the number of states of a two dimensional field theory with a finite
number of fields. If there are no space-time fermions, this means that the theory contains
far fewer states than generic string theories [1]. The only bosonic string theories without
tachyons are two dimensional (e.g. the c = 1 or minimal models coupled to gravity, and
the coset model of [25]). This means that the role of tachyons in string theory is more
fundamental than in field theory. Unlike there, it doesn’t seem likely that tachyons can
be gotten rid of by shifting to a nearby vacuum. For that to happen, one of two scenarios
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must occur: either space-time fermions must somehow dynamically appear, or the new
stable vacuum must effectively be a two dimensional string theory. Starting e.g. from the
26 dimensional bosonic string, neither possibility seems likely. In general, it seems unlikely
that turning on expectation values of fields can change cstring, which should be invariant
under small perturbations. The fate of string vacua containing tachyons (or 2D quantum
gravity systems with “too much” matter) remains unclear.
Fermionic string theories with a non chiral GSO projection contain also only bosonic
excitations in space-time. Hence the situation there is completely analogous to the bosonic
case – tachyon free theories have very few states (the number of states is again as in two
dimensional field theory). Theories with many states contain tachyons. It is well known
that non trivial theories exist in this case, but those involve a chiral GSO projection
(e.g. the ten dimensional superstring [1]). It is important to note that such theories
are not necessarily space-time supersymmetric (one example of a non supersymmetric
theory is the O(16) × O(16) theory [1]). However, it is known that they always contain
space-time fermions. Our discussion uncovers a surprising feature of these theories: even
though space-time SUSY is absent in general, tachyon free superstrings are asymptotically
supersymmetric. In other words, while the number of bosons and fermions is not the
same energy level by energy level, at high enough energy, the total numbers of bosons
and fermions up to that energy are the same to fantastic precision. More precisely, in
this case it is natural to write G(s) (2.7) as G(s) = GB(s) − GF (s), where GB and
GF measure the contributions of bosons and fermions to the free energy (2.7), and the
relative minus sign is due to spin statistics; then in general we have GB(s), GF (s) ≃
sae
b
s , while GB(s) − GF (s) → const as s → 0 (again, by using (2.10) and finiteness of
its l.h.s.). Hence bosons and fermions almost cancel in any tachyon free string theory.
This “asymptotic supersymmetry” is a very puzzling phenomenon, whose full implications
are still not understood. Non supersymmetric tachyon free superstring theories resemble
models with spontaneously broken SUSY (of course the scale of breaking is the Planck
scale in general). Whether this is more than a formal similarity remains to be seen. Note
also that the one loop cosmological constant in tachyon free string theories is unnaturally
small from the space-time point of view (although still much too large). From our point
of view, Ω can vanish without space-time supersymmetry. This requires only that GB and
GF cancel precisely as s→ 0. We don’t know whether or why this should be the case.
In theories with space-time fermions, one may also define G˜(s) = GB(s) + GF (s),
which counts the total density of states of bosons plus fermions. This quantity behaves
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when s → 0 as: G˜(s) ≃ sae bs , and determines the thermal properties (e.g. the Hagedorn
temperature) of the theory. It is not clear whether models with b > 0 (such as those of
section 3) exhibit any simplifying features due to the fact that GB(s) − GF (s) ≃ 0 (as
s→ 0).
Our remaining task in this section is to state precisely and prove (2.10).
Theorem: Let Zstring(τ) be a modular invariant function, which is finite throughout the
fundamental domain F , except perhaps at τ2 =∞, such that:
1)
∫
F
d2τ
τ2
2
Zstring = finite. It is implied in the definition of the above integral that for
τ2 >> 1 we first perform the integral over −12 ≤ τ1 ≤ 12 , and then integrate over τ2.
2) As τ2 →∞, Zstring ≃ τx2 qaq¯b (q = e2πiτ ) where a, b > −1.
Then: ∫
F
d2τ
τ22
Zstring =
π
3
lim
τ2→0
∫ 1
2
− 1
2
dτ1Zstring(τ1, τ2) (2.11)
Proof: Consider the function:
F (R) =
∫ ∞
0
dτ2
τ22
∫ 1
2
− 1
2
dτ1Zstring(τ)
∞∑
r 6=0
exp
(−πR2r2
τ2
)
(2.12)
This is a cutoff version of (2.6), with a “modular invariant” cutoff. R plays the role of Λ−1
in the discussion above. Our purpose is to relate the integral over the strip F (R) (2.12) to
an integral over the fundamental domain F . Naively, this can be done using [26]:
∫
F
d2τ
τ22
Zstring(τ) exp
(
−πR2 |n−mτ |
2
τ2
)
=
∫
α·F
d2τ
τ22
Zstring(τ) exp
(
−πR2 r
2
τ2
)
(2.13)
where α is the modular transformation taking e
−πR2 |n−mτ|2
τ2 → e−πR2 r
2
τ2 . We can write the
sum over r and integral over the strip (2.12) as a sum over r, α and an integral over the
fundamental domain F (since the sum over α · F generates the strip), and then replace
the sum over r, α by a sum over n,m (2.13) (and integral over F). This would suggest:
∫
F
d2τ
τ22
Zstring(τ)
∑
n,m∈Z
exp
(
−πR2 |n−mτ |
2
τ2
)
= F (R) +
∫
F
d2τ
τ22
Zstring (2.14)
This is unfortunately too naive. The problem is that in many interesting situations (most
notably heterotic strings), the theory contains “unphysical tachyons” (with L0 6= L¯0),
which lead to divergent terms as q → 0, but disappear after the τ1 integration. In such
situations the above integrals (e.g. (2.13)) are not absolutely convergent. We have to
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integrate the l.h.s. of (2.13) over τ1 first. In such cases, the simple order of integration on F
translates to a complicated prescription on α ·F , different for each modular transformation
α. Since the integral depends on the order of integration, (2.14) is in general invalid.
Clearly, in general the situation is out of control and the argument of [26] can only be
applied if we’re dealing with absolutely convergent integrals. Fortunately, this is the case
if R in (2.14) is large enough. By condition (2) of the theorem, we are dealing with
Zstring(τ) such that there exists a R0 such that for all R > R0 the l.h.s. of (2.13) is
independent of the order of integration, as long as m 6= 0. But, since we use (2.13) only
for terms with m 6= 0 (otherwise α = 1 in (2.13)), for R > R0, (2.14) is valid. Now we can
continue (2.14) analytically to R < R0 and it must still hold. The reason is that both the
l.h.s. and the r.h.s. of (2.14) define analytic functions of R in a strip ImR < ǫ, R > 0.
For the l.h.s. this is clear, since the only divergences come from τ2 →∞, but by condition
(2) of the theorem no such divergence is possible for the function and all its derivatives
w.r.t. R. The r.h.s. is analytic since it is equal to the l.h.s. for R > R0, and the analytic
continuation is unique. We conclude that (2.14) is correct al the way down to R = 0.
Poisson resummation of the l.h.s. gives
1
R
∫
F
d2τ
τ
3
2
2
Zstring(τ)
∑
n,m∈Z
q
1
4
( n
R
+mR)2 q¯
1
4
( n
R
−mR)2 = F (R) +
∫
F
d2τ
τ22
Zstring(τ) (2.15)
As R→ 0 both sides behave as 1
R2
. Equating the coefficients gives (2.11).
The conditions of the theorem are very natural. Condition 1 is obvious; the main
reason to require condition 2 is that it is equivalent to unitarity when c < ccritical. E.g. in
(2.2) we have Zstring ≃ q∆−
cM−1
24 q¯∆¯−
cM−1
24 (as q → 0), and as long as cM < 25, if all ∆ ≥ 0
(as is the case in unitary CFT’s), condition 2 is satisfied. The reason one expects the
theorem to break down in general for non unitary matter, is that then the Ramond sector
may contain tachyons as well as the NS sector. But in that case, bosonic and fermionic
tachyons may cancel in the expression for the free energy, giving rise to a finite l.h.s. of
(2.11), but still contribute to a large density of states, such that the r.h.s. of (2.11) is
infinite. For c > ccritical, even unitary theories may violate the theorem. This region is
not understood, as mentioned above. Some subtleties may also occur on the boundary
between the two regions – the critical (heterotic) string (see [18] for details).
3. NON – CRITICAL SUPERSTRINGS.
In section 2 we saw that all non trivial theories of strings without tachyon instabilities
must contain space-time fermions, in fact essentially the same number of fermions and of
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bosons. In the critical (“ten dimensional”) case, this is achieved by a chiral GSO projection
[1]. In this section we will see that a straightforward generalization exists in the non-critical
case as well, giving rise to a large class of stable string theories with the number of degrees
of freedom varying between that of two dimensional string theory and that of the critical
superstring. We will discuss the “type II” theory – as usual there exists a heterotic version.
Let us first recall how the GSO projection works in the case of ten dimensional (per-
haps compactified) string theory. One starts with a fermionic string vacuum, which is
normally left-right symmetric (non chiral GSO projection), and therefore contains two
sectors (NS, NS) and (R, R) (for the left and right movers). Both sectors contain bosonic
excitations in space-time – all states contribute with positive sign to the partition sum. As
discussed above, such theories are tachyonic due to the large number of states (cstring > 1).
A chiral GSO projection can be implemented if the theory has a chiral Z2 R – symme-
try. If there are no global anomalies, we can gauge this Z2 symmetry (or in other words
orbifold by it [1]); this involves two elements; first eliminating all states which are not
invariant under the Z2 symmetry from the spectrum. Hence only a subset of the original
bosonic (NS, NS) and (R, R) states survive the projection. Then, as standard for orbifolds,
there are also twisted sectors, which in this context are the (NS, R) and (R, NS) sectors,
which contain space-time fermions. The theory thus obtained is not necessarily space-time
supersymmetric, however under favorable circumstances it is tachyon free.
It is not known in general which Z2 symmetries can be gauged and furthermore give
rise to tachyon free “superstring” models. There is, however, a large class of theories,
where this Z2 is part of a larger chiral algebra, which are in general tachyon free and
possess some additional nice properties. These are the space-time supersymmetric string
vacua. In general such vacua can be constructed iff the original fermionic string vacuum
has a global N = 2 superconformal symmetry2. The projection can then be performed by
constructing the (chiral) space-time SUSY charge S [28], and projecting out all operators
which are not local w.r.t. S; then one should again add “twisted sectors” obtained by
acting with S on the remaining (NS, NS) and (R, R) operators; this gives rise to the (R,
NS) and (NS, R) sectors (space-time fermions). This procedure is expected to be in general
2 To avoid confusion it is important to emphasize that this N = 2 symmetry is an “accidental”
global symmetry of the vacuum. It is not gauged (the BRST charge is that of the N = 1 fermionic
string), and most excitations are not invariant under this symmetry – it is a property of the vacuum
and not of the full theory. The existence of the N = 2 symmetry is a necessary and sufficient
condition for space-time SUSY [27].
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free of global anomalies (modular invariant), although no general proof exists. Also, such
vacua are automatically free of tachyons, assuming there is only one time direction and
the remaining “matter” is unitary. This follows from the space-time SUSY algebra. We
will not elaborate on this procedure here, but rather explain directly how it generalizes to
the non-critical case. For details on the “critical” construction we refer the reader to the
original literature [28], [27], [29].
The procedure we are going to describe turns (non-critical) fermionic string vacua
with an accidental global N = 2 symmetry to consistent superstrings. We will describe it
in the particular case of the D = d+1 dimensional fermionic string. The general structure
is an obvious generalization, and can be found in [19].
The d + 1 dimensional fermionic string is described in superconformal gauge by d
matter superfields Xi, i = 1, ..., d, and the super Liouville field Φ. In components we have:
Xi =xi + θψi + θ¯ψ¯i + θθ¯Fi; i = 1, ..., d
Φ =φl + θψl + θ¯ψ¯l + θθ¯Fl
(3.1)
The fields Xi are free, while Φ is described by the super Liouville Largangian [11]:
SSL =
1
2π
∫
d2z
∫
d2θ
[
DΦD¯Φ+ 2µ exp(α+Φ)
]
(3.2)
where D = ∂θ + θ∂z, and we have dropped curvature couplings (1.2). The central charge
is cˆL(=
2
3cL) = 1 + 2Q
2, Q =
√
9−d
2 . As mentioned above, this theory has a tachyonic
ground state (for d > 1). The corresponding vertex operator is
Tk =
∫
d2θ exp(ik ·X + βΦ) (3.3)
where 1
2
k2 − 1
2
β(β + Q) = 1
2
. As in the bosonic case, E = β + Q
2
(see section 1 (1.6)),
E2 − k2 = m2 = 1−d8 , so that Tk is a tachyon for d > 1.
For d = 9 (critical ten dimensional string theory), the Z2 R – symmetry that one
orbifolds by to obtain the superstring is ψ → −ψ, ψ¯ → ψ¯ (or equivalently θ → −θ, θ¯ →
θ¯). The tachyon (3.3) transforms to minus itself under this symmetry, and is projected
out of the spectrum. It is tempting to try and divide by the same symmetry for all d.
Unfortunately, this is too naive; for d < 9 the orbifoldized theory doesn’t make sense; there
are a number of ways of seeing that – modular invariance breaks down, the spin field [28]
doesn’t have the necessary properties, etc. We have to use the more sophisticated approach
related to global N = 2 symmetry. The basic observation is that for odd d = 2n+ 1, such
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that the total dimension of space-time is even3, the system (3.1) possesses an N = 2
symmetry. This symmetry pairs d − 1 = 2n of the Xi into N = 2 superfields, and the
remaining X2n+1 ≡ X is paired with Φ. This involves breaking the O(d) symmetry;
one can think of Φ, X as light cone coordinates, while the rest of the Xi (i = 1, ..., 2n)
are transverse directions. The vacuum is not translationally invariant in the Φ direction.
The action of the N = 2 superconformal symmetry on the transverse Xi is completely
standard and we will not review it. The free Φ, X system forms a chiral N = 2 multiplet:
it is convenient to define φ = φl + ix, ψ = ψL + iψx, etc. The N = 2 generators are:
T (z) =− 1
2
∂φ∂φ† +
1
4
(ψ∂ψ† + ψ†∂ψ)− 1
4γ
∂2φ− 1
4γ
∂2φ†
J(z) =
1
2
ψψ† − 1
2γ
∂φ+
1
2γ
∂φ†
T+F =
1
2
ψ†∂φ+
1
2γ
∂ψ†
T−F =
1
2
ψ∂φ† +
1
2γ
∂ψ
(3.4)
In (3.4), † does not interchange left and right movers – it corresponds to complex conjuga-
tion in field space: φ† = φl− ix, etc. As in Liouville theory, the free field expressions (3.4)
should be understood literally away from an interacting region (“wall”), which we haven’t
specified yet. The string coupling is again (as in the bosonic theories) gst ∝ e−Q2 φ, and we
need a potential to suppress the region φ→ −∞; we haven’t yet determined the appropri-
ate potential. The form (3.4) is still very useful, for example to discuss bulk effects, which
are anyway the best understood part of the Liouville correlation functions.
To choose an appropriate wall, it is convenient to define the chiral N = 2 superfield
Γ = φ + θψ + θ¯ψ¯ + θθ¯F + · · · (such that D†Γ = 0). Here θ is a complex Grassmanian
variable (different from the θ in (3.1) – (3.3)). In terms of Γ, the free Largrangian for Φ, X
is:
L = 1
8π
∫
d4θΓΓ†
We would like now an N = 2 invariant operator to provide a potential for φ and to set
the scale. There is a very natural choice for the potential, which preserves the N = 2
symmetry:
L = 1
8π
∫
d4θΓ†Γ + i
µ
8πγ
∫
d2θe−γΓ + i
µ
8πγ
∫
d2θ†e−γΓ
†
(3.5)
3 There is an analogous requirement in compactified critical string theory.
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The potential is an F-term, while from the N = 1 point of view it is a tachyon condensate
at some particular non zero momentum. This value of the momentum is special because
(3.5) is actually manifestly N = 2 supersymmetric; in fact, it is precisely the N = 2
Liouville Lagrangian. However its role here is to supply an accidental global symmetry –
it is not a remnant of N = 2 supergravity in superconformal gauge. The parameter γ is
not renormalized in N = 2 Liouville (unlike in N = 0, 1 Liouville): γ = 1
Q
. The N = 2
Liouville system (3.5) together with the 2n Xi forms a vacuum of (N = 1) fermionic string
theory with a global N = 2 symmetry. However, this is not the superstring yet – the
theory still contains tachyons (3.3), does not contain space-time fermions, etc. To perform
the chiral GSO projection, we define the target space SUSY operator S:
S(z) = e−
1
2
σ+ i
2
(H1+...+Hn+Hl+Qx) (3.6)
Here σ is the bosonized superconformal ghost current [28]: βγ = ∂σ; the Hi are bosonized
fermions: ψ2i−1ψ2i = ∂Hi (i = 1, ..., n), and similarly ψlψx = ∂Hl. The GSO projection
amounts to keeping in the spectrum only operators which have a local OPE with S(z).
Note that apart from the last term (e
i
2
Qx) in S, this just means projecting by (−)FR , where
FR is the right moving fermion number (the naive projection ψ → −ψ). For Q = 0 (the
critical case) we recover the original GSO projection. In general, the projection ties the
momentum in the x direction with the fermion number. In particular, px takes discrete
values. The operator S(z) is chiral (∂¯S = 0); this seems strange in view of the fact that x
can be non-compact (so that only operators with pleft = pright are physical). The point is
that the spectrum of x momenta is determined by locality w.r.t. S; after the projection,
the radius of x is not a meaningful concept.
After choosing the “longitudinal” direction, the theory still has SO(2n) rotation in-
variance in the Xi directions. This means that the supercharge S (3.6) is not unique. Addi-
tional charges may be obtained by acting on it with the SO(2n) generators e±iHa±iHb , (a 6=
b = 1, 2, ..., n). This gives a set of charges Sα in one of the spinor representations of SO(2n).
To get the other representation (for n > 0), one uses the fact that the operator:
S˜(z) = e−
1
2
σ+ i
2
(−H1−...−Hn−1+Hn−Hl−Qx) (3.7)
is local w.r.t. S, and therefore is physical. Applying SO(2n) rotations to S˜ generates the
second spinor representation. For odd n the two are isomorphic, while for even n, Sα and
Sβ˙ transform as different representations. The zero modes:
Qα =
∮
dz
2πi
Sα(z); Q˜β˙ =
∮
dz
2πi
S˜β(z) (3.8)
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satisfy the super-algebra
{Qα, Q˜β˙} = γiαβ˙Pi for n even
{Qα, Q˜β} = γiαβPi for n odd
(3.9)
The algebra (3.9) is a “space SUSY” algebra in the transverse directions: lightcone (φl, x)
translations do not appear on the r.h.s., essentially because the vacuum is not translation-
ally invariant in φ.
We now turn to discuss some general features of the spectrum of these theories. Al-
though most states are paired by the SUSY algebra (3.9), apriori some tachyonic states
could remain, since lack of tachyons is no longer implied by the algebra. However, for
unitary matter theories (such as (3.1)), one can check directly in general that the theory
is tachyon free after the GSO projection. From the point of view of section 2 this is clear:
the effective density of states of the GSO projected theory (2.7) receives contributions only
from states which are killed by the supercharges:
Qα|phys〉 = Q˜β˙|phys〉 = 0 (3.10)
The rest of the states are paired level by level and cancel in the free energy (2.7). Now
(3.10) implies that |phys〉 is independent of the transverse excitations (more generally of
the transverse excitations and the internal degrees of freedom); the number of states that
can satisfy (3.10) is therefore of the order of the number of states in the Φ, X (or Γ)
system, which is a 2D string system. Hence lims→0G(s) is finite, and as shown in section
2, tachyons can not exist by modular invariance. Unitarity enters in two places:
1) Condition (2) of the theorem proved in section 2 breaks down in general in non unitary
theories.
2) If the conditions are satisfied, the argument above proves only that the one loop partition
sum is finite. There could be cancellations between NS and R tachyons, leading to a finite
partition sum in the presence of tachyons. In unitary theories, Ramond tachyons can not
occur (even before the chiral projection). Hence, only (NS, NS) tachyons may exist, and
these are ruled out by the above argument.
Absense of tachyons can also be established directly [19], but we feel that the above
argument is more intuitive. In the D dimensional superstring the explicit check of absense
of tachyons is particularly simple: the only tachyon before the projection is Tk (3.3). The
GSO projection (locality of Tk w.r.t. S (3.6)) implies: kxQ ∈ 2Z+1. The smallest value of
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kx (corresponding to the lightest state) is |kx| = 1Q , for which (β+Q2 )2 = Q
2
4 +
1
Q2
−1 ≥ 0 for
all Q. Hence the momentum in the x direction is quantized precisely such that the tachyon
is always massive. In particular, the zero momentum tachyon (the original cosmological
term in (3.2)) is projected out4.
Another interesting property of these theories is that target SUSY can be broken
continuously, by switching on the modulus λ
∫
∂x∂¯x. This perturbation is not projected
out by GSO; it is clear from the form (3.6) of the generators that the symmetry is broken for
any λ 6= 0. The situation is quite different from the ten dimensional case, where continuous
breaking of SUSY can not occur [27]. The difference is due to the time dependence of the
vacuum solution, but the detailed mechanism is still unclear; the gravitino is massive here
even when SUSY is unbroken.
Returning to the N = 2 Liouville action, one can ask what is the role of the N = 2
cosmological term: why did we choose an N = 2 invariant perturbation to set the scale,
out of the infinite number of GSO invariant operators, which are not N = 2 invariant (in
general). After all, the analysis of the spectrum and symmetries are in any case performed
in the region where the interaction is negligible. The answer is that it is indeed admissible
to set the scale with other on shell physical vertex operators. Nevertheless, we do expect the
N = 2 invariant perturbation (3.5) to exhibit especially nice properties. First, since (3.5) is
N = 2 invariant, we have manifest space SUSY for all µ. For other perturbations in (3.5),
SUSY would in general be broken. In addition, F-terms in (2, 2) theories are known to yield
moduli of the appropriate CFT (see e.g. [30]). For generic perturbations, the dynamics of
the corresponding “Liouville” model (3.5) is probably much more complicated.
The N = 2 cosmological constant has β = −γ = − 1
Q
, or E = β + Q2 =
Q
2 − 1Q . This
is positive only when Q2 > 2. As Q2 → 2 (d→ 5), the lowest lying NS state goes to zero
mass, and for d > 5, it energy becomes negative (while the mass increases). As menioned
above, the behavior of E > 0 and E < 0 states is qualitatively different. One would need
a more detailed understanding of the theory to see what changes as E → 0, but it is
clear that the point Q2 = 2 corresponds to some kind of transition in the behavior of the
theory. For Q2 < 2 there are other possibilities to set the scale in (3.5) with operators of
positive energy, however they are all less symmetric. The special role of this new “critical
dimension” is not entirely clear, and should be elucidated further.
4 Note also that the remaining modes of the tachyon go to infinite mass as Q→ 0. Therefore,
they are invisible in the critical theory.
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The GSO procedure may superficially resemble fine tuning the coefficients of all the
tachyonic modes in the action to zero. The difference between this and fine tuning is
that in the GSO procedure the states are projected out by gauge invariance (the Z2 R
symmetry). Therefore, we are assured that they will not reappear in various intermediate
channels in higher loops. On the other hand, as we saw in section 2, fine tuning does not
solve the problem of higher loops (topologies).
An interesting property of the non-critical superstrings we have constructed is that
they have a vanishing partition sum (generically) to all orders in the genus expansion.
Consider first the partition sum on the sphere: usually, the spherical partition sum is not
zero in non-critical string theory [31]. The reason is the following. In critical string theory,
the partition sum vanishes due to the six c, c¯ (reparametrization ghost) zero modes on the
sphere. However, in the non-critical case, the Liouville path integral contains a comparable
divergence, due to zero modes of the classical Liouville solution. The zero related to the
c, c¯ zero modes is really 1volSL(2,C) , and the infinity in the Liouville sector is proportional to
the same volume (up to a finite factor), thus the two cancel. More precisely, choosing the
conformal gauge does not fix the gauge completely. By fixing the SL(2, C) invariance and
therefore not integrating over the various zero modes, one finds a finite answer. In fermionic
string theory a similar phenomenon occurs, with SL(2, C) replaced by OSp(2, 1). Again,
the infinite factors cancel, and one is left with a finite partition sum. In the limit Q → 0
(when the non-critical string approaches a critical one), we still have a finite partition sum,
but exactly at Q = 0, φ translation invariance appears, and we have to divide this finite
answer by the volume of φ. The free energy per unit volume const
V
→ 0 as V → ∞ (φ is
non compact). Thus, in space-time the difference between the critical and the non-critical
cases is that in the latter, due to lack of φ translation invariance, we compute the total free
energy, which is finite, while in the critical case, where translational invariance is restored,
we are interested in the free energy per unit volume, which is zero.
When the fermionic string vacuum possesses a globalN = 2 symmetry (even before the
chiral projection, which is of course irrelevant for the partition sum on the sphere), there are
two additional Liouville fermion zero modes, obtained by applying N = 2 transformations
to the usual fermionic zero modes, which exist for N = 1 Liouville. The ghosts, which
are still those of the N = 1 string do not have balancing zero modes, therefore the path
integral vanishes. This means that the classical vacuum energy vanishes in (3.5). The torus,
and higher genus partition sums also vanish for n ≥ 1, by the usual contour deformation
arguments [28], [32]. In that case, bosons and fermions are paired, except perhaps for
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a set of measure zero of states at zero momentum pi = 0 (i = 1, ..., 2n). Sometimes,
such arguments can be subtle due to contact terms from boundaries of moduli space,
however here we expect such subtleties to be absent in general, since there are no massless
excitations.
To illustrate the above abstract discussion, we finish this section with a brief analysis
of the simplest theories constructed here: the two and four dimensional superstrings (n =
0, 1).
Example 1: Two dimensional superstring5.
This theory contains two superfields: the super Liouville field Φ, and a space coor-
dinate X ; the two combine into an N = 2 Liouville system (3.4) with γ(= 1
Q
) = 1
2
. To
calculate the torus partition sum, we have to sum (2.1) over all states satisfying:
(a) Locality w.r.t. (3.6); here, S(z) = e−
1
2
σ+ i
2
H+iX .
(b) ∆− ∆¯ ∈ Z.
(c) Mutual locality.
There are four sectors in the theory. We will next go over them and solve the conditions
(a) – (c).
Consider first the (NS, NS) sector: the vertex operators have the form
e−σ+inHl+ipXe−σ¯+in¯H¯l+ip¯X¯
Condition (a) leads to
p =
n− 1
2
+m
p¯ =
n¯− 1
2
+ m¯
(3.11)
(m, m¯ ∈ Z). From condition (b) we have
n− n¯ ∈ 2Z
p2 − p¯2 ∈ 2Z
(3.12)
while from condition (c):
pp′ − p¯p¯′ ∈ Z (3.13)
for all p, p′ in the (NS, NS) spectrum. The solution of the constraints (3.11) – (3.13) is:
(1) n, n¯ ∈ 2Z + 1; p = m, p¯ = m¯, m− m¯ ∈ 2Z.
5 Based on [33].
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(2) n, n¯ ∈ 2Z; p = m+ 12 , p¯ = m¯+ 12 , m− m¯ ∈ 2Z.
Summing (3.4) over these states gives (after multiplying by the oscillator contribution
for X , Hl, and the ghost contribution):
ZNS,NS =
√
τ2
2
|θ2|2 (3.14)
A similar analysis applied to the other 3 sectors gives
ZNS,R = ZR,NS = −
√
τ2
4
|θ2|2 (3.15)
ZR,R =
√
τ2
[|θ2|2 + |θ3|2 + |θ4|2] (3.16)
To see better where the different contributions are coming from, we should list the physical
operators which survive the projection. Chirally, in the NS sector we have the tachyon
operators:
Tk = e
−σ+ikX+βφl ; k ∈ Z + 1
2
(3.17)
The restriction on the spectrum of k’s is due to the requirement of locality with S(Z) (3.6).
In the Ramond sector we have two sets of operators of the form:
Vk = e
− 1
2
σ+ i
2
ǫH+ikX+βφl (3.18)
with
(1) ǫ = 1 k = n = 0, 1, 2, 3, · · · ; β = n− 1
(2) ǫ = −1 k = −l − 1
2
l = 0, 1, 2, 3, · · · ; β = l − 1
2
(3.19)
In agreement with the partition sums (3.14) – (3.16). Due to the low space-time dimension,
the superalgebra (3.9) is quite degenerate: there is only one supercharge, Q =
∮
dz
2πiS(z),
(3.6), which satisfies Q2 = 0. Hence, Q is a BRST like charge. An interesting theory is
obtained by restricting ourselves to ker Q: physical operators are those which satisfy:
Q|phys〉 = 0 (3.20)
This gives a topological string theory (reminiscent of the topological model of the bosonic
string with c = −2 matter [34]). The condition (3.20) projects out the tachyon modes
Tk (3.17) with k < 0, and the second set of Ramond states in (3.19) (those with ǫ =
−1, k < 0). Since the physical states must have the same Liouville momentum for left
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and right movers (φl is non compact), all space-time fermions are projected out by (3.20).
The topological two dimensional superstring contains (NS, NS) tachyons
Tn = e
−σ+i(n+ 1
2
)x+(n− 1
2
)φl ; n = 0, 1, 2, ... (3.21)
and (R, R) states:
Vn = e
− 1
2
σ+ i
2
Hl+inx+(n−1)φl ; n = 0, 1, 2, ... (3.22)
(here we mean left-right symmetric combinations V¯leftVright). Correlation functions of the
operators (3.21), (3.22) can be obtained using the methods of [35]. We leave further
investigation of this topological theory to future work.
If one does not impose (3.20) on the spectrum, one can ask how does the theory change
when we add the (physical) operator ∂x∂¯x to the action. The dependence of the partition
sum on the “radius” of x can be obtained by viewing the theory as a chiral orbifold. The
idea is the following: if x has radius R (x ≃ x + 2πR), we can study the orbifold theory
obtained by gauging the Z2 symmetry:
x→x+ πR
Hl →Hl + π
H¯l →H¯l
σ →σ − iπ
σ¯ →σ¯ + 2πi
(3.23)
This formulation of the theory as a chiral orbifold emphasizes the role of the Z2 symmetry
which is being gauged (3.23). The role of the space SUSY operator S(z) is obscure from
this point of view. In particular, the symmetry generator Q (3.8) is in the spectrum only
for particular R (R = 2). This symmetric point is not singled out in (3.23).
By standard methods one obtains the partition sums:
ZNS,NS(R) =
√
τ2
∑
m,m′∈Z
q
1
2
( 2m+1
R
+m
′R
2
)2 q¯
1
2
( 2m+1
R
−m′R
2
)2 (3.24)
ZR,R(R) =
√
τ2
∑
m,m′∈Z
q
1
2
(m
R
+m
′R
2
)2 q¯
1
2
(m
R
−m′R
2
)2 (3.25)
ZNS,R(R) + ZR,NS(R) = −√τ2
∑
m,m′∈Z
q
1
2
( 2m
R
+R
2
(m′+ 1
2
))2 q¯
1
2
( 2m
R
−R
2
(m′+ 1
2
))2 (3.26)
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For R = 2 we have the results (3.14), (3.15), (3.16). For generic R, the total partition sum
can be written as a linear combination of c = 1 partition sums: Ztotal(R) = 2Zc=1(R) −
Zc=1(
4
R
). The integral Ω =
∫
F
d2τ
τ2
2
Ztotal, which as we have learnt in section two gives
the number of degrees of freedom, can be performed using (2.11) (or the results of [36]);
one finds that Ω ∝ R. In particular, at the “supersymmetric” , or topological, point
R = 2, the cancellation of bosons and fermions is not complete. This is due to the low
space-time dimension – the SUSY algebra Q2 = 0 does not imply pairing of bosons and
fermions. As explained above, we need at least two non compact transverse directions for
that. Therefore, we will next consider the case of two transverse dimensions.
Example 2: Four dimensional superstring.
The “matter” consists of two superfields X1, X2 (in addition to Φ, X), Q =
√
3, and
S = e−
1
2
σ+ i
2
(Hl+H1+
√
3x). One can repeat the discussion of Example 1 here; we will leave
the details to the reader, and only give the final result for the one loop partition sums6:
√
τ2|η(τ)|6ZNS,NS =|θ3 + θ4|2
∑
ǫ
Θ
[
ǫ+3
6
0
]
(12τ)Θ¯
[
ǫ+3
6
0
]
(12τ¯)+
|θ3 − θ4|2
∑
ǫ
Θ
[
ǫ
6
0
]
(12τ)Θ¯
[
ǫ
6
0
]
(12τ¯)+
(θ3 + θ4)(θ¯3 − θ¯4)
∑
ǫ
Θ
[
ǫ+3
6
0
]
(12τ)Θ¯
[
ǫ
6
0
]
(12τ¯)+
(θ3 − θ4)(θ¯3 + θ¯4)
∑
ǫ
Θ
[
ǫ
6
0
]
(12τ)Θ¯
[
ǫ+3
6
0
]
(12τ¯)
(3.27)
√
τ2|η(τ)|6ZR,R =|θ2|2
∑
ǫ
Θ
[
ǫ− 1
2
6
0
]
(12τ)Θ¯
[
ǫ− 1
2
6
0
]
(12τ¯)+
|θ2|2
∑
ǫ
Θ
[
ǫ+3− 1
2
6
0
]
(12τ)Θ¯
[
ǫ+3− 1
2
6
0
]
(12τ¯)+
|θ2|2
∑
ǫ
Θ
[
ǫ− 1
2
6
0
]
(12τ)Θ¯
[
ǫ+3− 1
2
6
0
]
(12τ¯)+
|θ2|2
∑
ǫ
Θ
[
ǫ+3− 1
2
6
0
]
(12τ)Θ¯
[
ǫ− 1
2
6
0
]
(12τ¯)+
(3.28)
6 All sums over ǫ run over ǫ = 0, 2, 4.
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−√τ2|η(τ)|6ZNS,R =(θ3 + θ4)θ¯2
∑
ǫ
Θ
[
ǫ+3
6
0
]
(12τ)Θ¯
[
ǫ+ 3
2
6
0
]
(12τ¯)+
(θ3 − θ4)θ¯2
∑
ǫ
Θ
[
ǫ
6
0
]
(12τ)Θ¯
[
ǫ− 3
2
6
0
]
(12τ¯)+
(θ3 + θ4)θ¯2
∑
ǫ
Θ
[
ǫ+3
6
0
]
(12τ)Θ¯
[
ǫ− 3
2
6
0
]
(12τ¯)+
(θ3 − θ4)θ¯2
∑
ǫ
Θ
[
ǫ
6
0
]
(12τ)Θ¯
[
ǫ+ 3
2
6
0
]
(12τ¯)+
(3.29)
Now, by general arguments above, we expect Ztotal = ZNS,NS +ZR,R+ZNS,R+ZR,NS to
vanish! Quite miraculously from the point of view of the explicit formulae (3.27) – (3.29),
one can write Ztotal in a much simpler way as:
√
τ2|η(τ)|6Ztotal =
∑
ǫ
|Fǫ(τ)|2 (3.30)
where
Fǫ(τ) =(θ3 + θ4)(τ)Θ
[
ǫ+3
6
0
]
(12τ) + (θ3 − θ4)(τ)Θ
[
ǫ
6
0
]
(12τ)
−θ2(τ)
{
Θ
[
ǫ+ 3
2
6
0
]
(12τ) + Θ
[
ǫ− 3
2
6
0
]
(12τ)
} (3.31)
The most natural scenario would be to have Fǫ(τ) = 0 for all ǫ(= 0, 2, 4). This seems
indeed to be the case. We have checked the vanishing of Fǫ (3.31) for low orders in q, and
believe that the result is true in general, although we haven’t proved it analytically. If this
is the case, we have, as expected, Ztotal = 0.
4. CLASSICAL DYNAMICS IN 2D STRING THEORY.
In the previous sections we have seen that stable (tachyon free) string vacua are in
general those with cstring = 1. Bosonic strings with cstring = 1 (two dimensional strings),
are known from the matrix models [5], [6], [37], [38] to be solvable. In this section we will
review the understanding of their properties in the continuum path integral formalism,
in the hope that some of them may carry over and help to understand more complicated
theories with cstring = 1, like those of section 3.
In the introduction, we have seen that the set of “resonant” amplitudes defines for all
d a “bulk” S – matrix, which is given by Shapiro – Virasoro type integral representations.
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To illustrate this, we discuss here tachyon dynamics inD = d+1 dimensional “non-critical”
string theory. Of course, for generic D, there is no reason to concentrate on the tachyon,
both because it is merely the lowest lying state of the string spectrum, and because it is
tachyonic, thus absent in more physical theories (see section 3). Our justification is that
for D = 2 it is the only field theoretic degree of freedom, and is massless.
The on shell vertex operator for the tachyon is:
Tk = exp(ik ·X + β(k)φ) (4.1)
where k,X are d – vectors, and by (1.5):
1
2
k2 − 1
2
β(β +Q) = 1 (4.2)
which implies as before (1.8): m2tachyon =
2−D
12
. The bulk amplitudes described in the
introduction take here the form:
As=0(k1, ..kN) = 〈Tk1 ..TkN 〉/ logµ (4.3)
where
∑
i ki = 0, and by (1.9)
∑
i βi = −Q. As mentioned above, such amplitudes have
an integral representation for all D:
As=0(k1, .., kN) =
N∏
i=4
∫
d2zi|zi|2(k1·ki−β1βi)|1− zi|2(k3·ki−β3βi)
N∏
4=i<j
|zi − zj |2(ki·kj−βiβj)
(4.4)
For D = 26 this is the familiar Shapiro – Virasoro representation [1], however it retains all
the nice properties for all D. The singularities, which are the most important features of
(4.4), are poles in various channels, corresponding to on shell intermediate particles. To
examine these poles, one focuses on contributions to (4.4) of regions in moduli space where
vertices approach each other. E.g. from the region z4, z5, ..., zn+2 → 0, we have an infinite
series of poles in (E, p), E = Q2 +
∑
i βi, p =
∑
i ki (i = 1, 4, 5, 6, ..., n+ 2), with residues
related to lower correlation functions with insertions of various intermediate states. For
example, near the first (tachyon) pole we have:
As=0(k1, .., kN) ≃
〈Tk1Tk4 ...Tkn+2Tk˜〉〈TΣikiTk2Tk3Tkn+3 ..TkN 〉
(Q
2
+
∑
i βi)
2 − (∑i ki)2 − 2−D12 (4.5)
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where k˜ = −∑i ki, and similarly for the higher poles. Thus, for generic correlators (4.4),
the pole structure is very complicated. For N = 4, a closed expression for (4.4) in terms
of Γ functions is known [1]:
As=0(k1, .., k4) = π
4∏
i=2
Γ(k1 · ki − β1βi + 1)
Γ(β1βi − k1 · ki) (4.6)
It is easy to check that (4.6) satisfies factorization (4.5). For N ≥ 5 no such closed forms
are known.
The situation is markedly different in two dimensions. There, the singularity structure
of (4.4) is much simpler, and the integral representation can be evaluated for all N . The
condition (4.2) implies that we have left and right moving massless “tachyons” in space-
time:
T
(±)
k = exp(ikX + β
(±)φ); β(±) = −
√
2± k (4.7)
The correlation functions have then the following form [39]:
〈T (+)k1 ...T
(+)
kN−1T
(−)
kN
〉 = (N − 3)!
N∏
i=1
(−π) Γ(
1
2
β2i − 12k2i )
Γ(1− 12β2i + 12k2i )
〈T (+)k1 ...T
(+)
kn
T (−)p1 ...T
(−)
pm
〉 = 0; n,m ≥ 2
(4.8)
The Γ factor for i = N in (4.8) is infinite. This infinity should be interpreted as the volume
of the Liouville mode logµ (see section 1). The vanishing of the second set of correlators
in (4.8) can be understood as a lack of such a volume factor. Taking this into account, the
first form properly understood describes all bulk N point functions [39], [35].
The results (4.8) are at first sight very puzzling. Both the vanishing of amplitudes
with n,m ≥ 2, and the simple form of the amplitudes with m = 1 (or n = 1) are not at
all obvious from (4.4); apriori one would expect much more poles, as in (4.5). We will
not derive (4.8) here (the reader may find a more complete discussion in [39], [35]), but
we will explain the origin of its simple form. The phenomenon behind this simplicity is
partial decoupling of a certain infinite set of discrete states. To understand why discrete
states are important, we have to recall the spectrum of the two dimensional string [40],
[22], [41]. We have already encountered the tachyon field (4.7). For D > 2 there is in
addition an infinite tower of massive transverse oscillator states. For D = 2 there are no
transverse directions, hence most of the massive degrees of freedom are absent. There are
still oscillator states at discrete values of the momentum, which are related to oscillator
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primary states of c = 1 CFT [42] (in space-time these are longitudinal oscillations of the
string). The general form of these states is:
V (±)r1,r2 = [∂
r1r2X + · · ·] exp
(
i
r1 − r2√
2
X + β(±)r1,r2φ
)
(4.9)
where r1, r2 ∈ Z+, and the · · · stands for a certain polynomial in ∂X, ∂2X, · · · (with scaling
dimension r1r2). The Liouville dressing is β
(±)
r1,r2 = −
√
2 ± r1+r2√
2
; note that unlike (4.7),
here V (+) (V (−)) correspond to positive (negative) energy states.
The states (4.9) together with the tachyon comprise the full spectrum of 2d string the-
ory (at ghost number zero). Thus, allN point functions (4.4) must factorize on these states.
To demonstrate the role of the discrete states in (4.4), we should analyze the factorization
in various channels. Consider, for example, the simplest degeneration channel, when two
tachyons collide. There are two possibilities (up to X → −X): 1) T (+)k1 (z)T
(−)
k2
(0); 2)
T
(+)
k1
(z)T
(+)
k2
(0), z → 0.
In the first case, using the free OPE, which is clearly valid in bulk correlators, although
not in general [8], [20], we find an infinite set of poles at k1k2+ (k1−
√
2)(k2+
√
2) = −n,
n = 1, 2, 3, · · ·. The first pole (n = 1) corresponds to an intermediate tachyon, while the
rest must have vanishing residues. The reason is that the residue involves correlators of
oscillator states (generalizing (4.5)), but the momentum k1 + k2 of the intermediate state
is not in the discrete list (4.9) (at least for generic k1, k2), therefore the corresponding state
must be BRST trivial (null), and decouple.
In the second case, the poles occur at k1k2−(k1−
√
2)(k2−
√
2) = −n or: √2(k1+k2) =
2−n. The intermediate momentum is automatically in the discrete list (4.9); furthermore
β = β1 + β2 = −
√
2− n√
2
is such that the energy of the intermediate state is negative – it
is a V (−). A similar situation occurs for poles in more complicted channels.
Therefore, the pole structure of (4.4) depends crucially on the physics of the states
V
(−)
r1,r2 . All but a finite number of the poles in the tachyon S – matrix correspond to these
states. One can show [35] that they decouple from amplitudes of tachyons,
〈V (−)r1,r2Tk1 ...TkN 〉 = 0 (4.10)
as long as k1, ..., kN 6∈ 1√2Z. Therefore, most of the poles in (4.4) have vanishing residues.
Using (4.10) and factorization it is straightforward to show that most of the tachyon
amplitudes vanish, and the ones with signatures (N − 1, 1) have the simple structure (4.8)
(see [35]).
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The poles in (4.8) appear as “external leg factors” [22], however they also have a
standard interpretation as poles in the (i, N) channels (i.e. when Tki and TkN approach
each other) – the only channels where the poles have finite residues. Since kN is fixed by
kinematics (kN = −N−2√2 ), they appear to be “leg poles”. One could ask at this point why
these poles have a finite residue; after all, the intermediate states are again V (−) in this
case. The point is that the decoupling (4.10) of the discrete states with negative energies
is only partial. If there are enough V (+)’s, the amplitude does not vanish. The residues
of the poles in the (i, N) channel involve the three point function 〈V (−)r1,r2Tk1Tk2〉. By the
conservation laws, k1, k2 are in this case in the discrete list (4.9) and their energies are
positive; this correlation function does not vanish. The general situation is the following:
the most general correlator has the form:
〈V (+)r1,r2 ...V (+)r2n−1,r2nV (−)s1,s2 ...V (−)s2l−1,s2lTk1 ...TkN 〉 ∝ (logµ)n−l (4.11)
where k1, ..., kN 6∈ 1√2Z. Eq. (4.11) is very useful to determine the relative size of various
amplitudes. If the power of logµ (n − l) is one, we have a finite bulk amplitude. This
is the case for (4.3) with signature (N − 1, 1) and generic k1, ..., kN−1; kN is fixed by
kinematics to be V
(+)
0,N−2. If the power n − l ≤ 0, the bulk amplitude (coefficient of logµ)
vanishes. This is the case for tachyon amplitudes with signature (n,m), n,m ≥ 2, and
generic momenta (here the conservation laws do not constrain individual momenta), and
for correlation functions like (4.10).
One natural question that arises at this point is whether we can reconstruct the general
(non bulk) amplitudes in the theory from the knowledge of the bulk ones. In general, this
issue is not understood (although it is probably possible to do this). However, in 2d (closed)
string theory it appears that one can make an educated guess for the answer, based on
a physical assumption. Since the results obtained by this method are in agreement with
those obtained from matrix models, the physical assumption is probably justified, however
it has not been derived from first principles (in the continuum formalism). The idea is the
following: we saw before how the structure of 2d string theory leads to the bulk correlators
(4.8). It is very natural to define “renormalized operators” (∆(x) ≡ Γ(x)
Γ(1−x) ):
T˜k =
Tk
(−π)∆( 1
2
β2 − 1
2
k2)
(4.12)
These have very simple correlation functions:
〈T˜k1 ...T˜kN 〉 = (N − 3)! (4.13)
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What happens for non zero s (1.9)? Integer s > 0 is easy to treat since if 〈T˜k1 ...TkN 〉 =
A˜k1...kNµ
s, then differentiating s times w.r.t. µ we find
A˜(k1, ..., kN) =
〈T˜k1 ...T˜kN (T˜k=0)s〉
s!
The numerator is a bulk amplitude, so we can use (4.13) and find: A(k1, ..., kN) =
(s+N−3)!
s!
µs, or:
As(k1, ..., kN) = (
∂
∂µ
)N−3µs+N−3 (4.14)
We can further redefine the operators (and rescale the path integral) such that all µ
dependence on the r.h.s. of (4.14) dissappears; alternatively put µ = 1. Then we find
ourselves in a situation where all correlators at integer s are polynomials in k1, ..., kN
(using (1.9)). The question is how we can continue to non integer s. The first guess would
be to declare (4.14) valid for any s – it certainly makes sense for all amplitudes. While
this is true in a certain region in momentum space, in general the answer is more subtle.
There are several clues pointing in the direction we should choose. The first clue
is the fact that the effect of the massive modes of the string is summarized, at least for
bulk amplitudes, in the external leg factors (4.8). The renormalized field T˜k (4.12) is
completely insensitive to the massive modes. This suggests that the S – matrix of T˜ is
described by a local two dimensional field theory. One might have expected to see tachyon
poles in amplitudes, however as we saw, they are not there (4.8). The reason is lack of
conservation of Liouville momentum in this field theory (1.9). From the point of view of
Lioville theory, we have the OPE:
exp(β1φ) exp(β2φ) =
∫
dβ exp(βφ)f(β, β1, β2) (4.15)
where f is an OPE coefficient. The contour of integration for β should [8] run over
macroscopic states β = −Q2 + ip (p ∈ R). Using the OPE (4.15) in generic tachyon
correlation functions we find that the contribution of regions of moduli space where vertices
approach each other is:
∫
d2z〈Tk1(z)Tk2(0)...〉 ≃
∫
|z|<ǫ
d2z
∫ ∞
−∞
dp(zz¯)
1
2
p2+ 1
2
(k1+k2)
2−1f(p, β1, β2)〈Tk1+k2 ...〉
≃
∫ ∞
−∞
dp
f(p, β1, β2)
p2 + (k1 + k2)2
〈Tk1+k2 ...〉
(4.16)
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where we interchanged the order of the z and p integrations. For fixed p, (4.16) has the
familiar form from critical string theory; we find a pole corresponding to the intermediate
state Tk1+k2 . The fact that Liouville momentum is not conserved and we have to sum over
all p’s may turn this pole into a cut: (4.16) depends on |k1 + k2|. Thus we expect cuts
whenever some of the momenta {ki} in (4.3) satisfy
∑
i ki ≡ p → 0. The fact that the
bulk T˜ correlators are polynomial in ki (4.14) is another indication that T˜ is described by
a local 2d field theory. However, due to the expected appearance of cuts in amplitudes,
we have to be careful in continuing (4.14) from its region of validity. The remaining issue
is to understand the expected analytic structure of the correlation functions.
First, if the picture we have been developing is correct, we expect the three point
functions 〈Tk1Tk2Tk3〉 to be given exactly by (4.14):
〈T˜k1 T˜k2 T˜k3〉 = 1 (4.17)
The reason is that non analytic effects such as (4.16) can only occur for N ≥ 4 point
functions – three point functions are insensitive to the non-conservation of energy (4.15).
This immediately allows us to obtain the propagator of the tachyon. By putting k2 = 0 in
(4.17) and integrating we obtain the two point function7:
〈T˜kT˜−k〉 = 1√
2|k| (4.18)
Hence the propagator (in a convenient normalization) should be: |k|√
2
. An important
consistency check on this is the comparison of an amplitude with an insertion of a puncture
P = Tk=0 to the amplitude without it. By KPZ scaling (1.9) we have:
〈PTk1 ...TkN 〉 =
[
1√
2
N∑
i=1
|ki| − (N − 2)
]
〈Tk1 ...TkN 〉 (4.19)
Thinking of (4.19) as a relation between tree amplitudes in the purported space time
field theory reveals its essential features: we can insert the puncture Tk=0 into the tree
amplitude 〈Tk1 ...TkN 〉 either by attaching it to one of the N external legs, thus adding
an internal propagator of momentum ki + 0 = ki or inside the diagram. The first term
7 In critical string theory the two point function vanishes, however, as explained above for
the partition sum, this is due to a division by the (infinite) volume of φ. Here, due to lack of
translational invariance, the two point function is finite, and is related to the propagator.
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(the sum) on the r.h.s. of (4.19) corresponds to the first possibility; we can read off the
propagator |k|√
2
, which agrees with that obtained from (4.18). The second term corresponds
to the second possibility. Now, after understanding the propagator, the remaining problem
is specifying the vertices in the space-time field theory. The three point vertex is 1 (4.17).
The higher vertices can be calculated using two basic properties:
a) The form (4.14) is exact for k1, ..., kN−1 > 0, kN < 0, which is the region in which all
the energies involved are positive (4.3); from the world sheet point of view this is natural
since positive energy perturbations correspond to small deformations of the surface [8],
and also because the integrals (4.4) converge there (after a certain analytic continuation
in the central charge [35]).
b) All higher irreducible vertices are analytic in {ki}. To understand this, consider for
example the four point function:
A˜(k1, .., k4) =
∫
d2z〈T˜k1(0)T˜k2(∞)T˜k3(1)T˜k4(z)〉 (4.20)
We can separate the z integral in (4.20) into two pieces. One is a sum of three contribu-
tions from the regions z → 0, 1,∞. By (4.16) we expect to get from those the tachyon
propagator8 1√
2
|k1+ki|. The rest of the z integral is the contribution of the bulk of moduli
space (where z is not close to 0, 1,∞); it gives a new irreducible four particle interaction
(which we will denote by A
(4)
1PI) for the tachyons. This contribution is analytic, since only
massless intermediate states cause cuts in the amplitudes (4.16), and we have subtracted
their contribution. Using this decomposition, we expect the following analytic structure
for A˜(k1, ..., k4):
A˜(k1, .., k4) =
( |k1 + k2|√
2
+
|k1 + k3|√
2
+
|k1 + k4|√
2
)
+A
(4)
1PI (4.21)
where A
(4)
1PI is analytic in ki. Next we use the fact that in the region k1, k2, k3 > 0, k4 < 0,
we actually know A˜ (4.14). Comparing to (4.21) we find
A
(4)
1PI = −1 (4.22)
Eq. (4.22) holds now everywhere in {ki} by analytic continuation.
8 The contribution of the massive states in the OPE (4.16) is presumably related to the factors
∆( 1
2
β2i −
1
2
k2i ) in (4.12).
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It is now clear how to proceed in the case of N point functions. We assume that we
know already A
(4)
1PI ,.., A
(N−1)
1PI . Then we write all possible tree graphs with N external
legs, propagator |k|√
2
and vertices A
(n)
1PI (n ≤ N − 1) and add an unknown new irreducible
vertex A
(N)
1PI(k1, .., kN). A
(N)
1PI is again analytic in {ki} and we can fix it by comparing the
sum of exchange amplitudes (reducible graphs) and A
(N)
1PI to the full answer (4.14) in the
appropriate kinematic region. This fixes A
(N)
1PI in the above kinematic region. Now we use
analyticity of A
(N)
1PI to fix it everywhere. The outcome of this process is the determination
of the amplitudes in all kinematic regions given their values in one kinematic region.
In practice, it is more convenient to obtain A
(N)
1PI by Legendre transforming. This gives
a highly non trivial set of irreducible vertices; the general formulae are quite involved [35].
As an example, one finds:
A
(N)
1PI(k1, k2, k3, k4 = 0, ..., kN = 0) = (∂µ)
N−3
{
1
µ
3∏
i=1
1
cosh( ki√
2
logµ)
}∣∣∣∣
µ=1
(4.23)
A
(N)
1PI(k1, k2, k3, k4, 0, ..., 0) =
(∂µ)
N−4µ−2
(
4∏
i=1
1
cosh( ki√
2
log µ)
)−1− µ∂µ log ∏
1≤i<j≤3
cosh(
ki + kj√
2
logµ)

∣∣∣∣
µ=1
(4.24)
As expected, the irreducible vertices are analytic in {ki}. This is true in general. Note that
the preceeding discussion is very reminiscent of the decomposition of moduli space which
appears in general in closed string field theory [43]. It would be interesting to make the
relation more precise. The tachyon field theory constructed above is also closely related
to the one which arises in matrix models [44], [45], [46]).
This concludes our presentation of tree level scattering in 2d closed string theory.
While we now know the structure of the S – matrix in great detail, our understanding
of the origin of the factorization of poles (4.8) and the emergence of the local tachyon
field theory is still unsatisfactory. For example, does the spectrum (massless tachyon +
discrete states) automatically lead to the structure we have described? In particular, is
the decoupling of the discrete states with E < 0 generic?
To gain more information about the possible structures in 2d string theory, we have
studied other string models with similar general characteristics. The first is the 2d
fermionic string. For N = 1 supergravity [35], the space-time dynamics includes two
massless scalars and a set of discrete states. The classical S – matrix is extremely similar
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to the bosonic case: the discrete states with E ≤ 0 again (partially) decouple, and the
bulk S – matrix again has only factorized poles, as in (4.8).
The 2d N = 2 (critical) string was studied in [47], and its tree level S – matrix is even
simpler (all N ≥ 4 point functions vanish). This is due to the fact that the theory is really
four dimensional. Open 2d strings exhibit quite different behavior from the closed case [48].
The spectrum contains again the massless field (4.7) and discrete states (4.9), however the
S – matrix of the open string tachyon T
(B)
k on the disk has the form (mi =
1
2β
2
i − 12k2i ):
A(n,m)open =
[
n+m∏
i=1
1
Γ(1−mi)
]
Hn(k1, ..., kn)Hm(p1, ..., pm) (4.25)
where
Hn(k1, k2, ..., kn) =
∑
σ
n−1∏
l=1
1
sinπ
∑l
i=1mσ(i)
(4.26)
and the sum over σ in (4.26) runs over permutations of 1, 2, ..., n. The form (4.25), (4.26)
exhibits in general a rich pole structure which is in essense due to the fact that the states
V
(−)
r1,r2 do not decouple here. Therefore, the decoupling of the massive states from the
tachyon dynamics also doesn’t occur here. Remarkably, the complicated S – matrix (4.25),
(4.26) again follows from a very simple space-time field theory. Indeed, one can check [48]
that the generating functional:
W(T (±)) =
∫
DψDψ∗Dψ¯Dψ¯∗ exp
[
−
∫
dXdφe
√
2φL(ψ, T )
]
(4.27)
where the Lagrangian L is given by:
L(ψ, T ) = ψ∗ sin(π
√
2∂+)ψ + ψ¯∗ sin(π
√
2∂−)ψ¯ + T (+)ψ¯∗ψ¯ + T (−)ψ∗ψ , (4.28)
and ∂± = ∂φ ± ∂X . satisfies:
δn+mW
δT
(+)
k1
...δT
(+)
kn
δT
(−)
p1 ...δT
(−)
pm
= Hn(k1, ..., kn)Hm(p1, ..., pm) (4.29)
The reader should consult [48] for details and a more precise formulation. Hence, (4.27)
generates the scattering amplitudes (4.25), (4.26). Furthermore, the propagator in (4.28)
is essentially a lattice propagator, and it is natural to define the theory on a space-time
lattice in 1
2
(X ± iφl). Thus, the structure arising in the open sector is both richer (4.25),
(4.26) and simpler (4.27), (4.28) than the one observed in the closed sector of the theory.
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5. COMMENTS.
Despite the recent progress, there are still many unresolved fundamental questions
both in 2d string theory, and in its relation to higher dimensional models. We have
identified one feature which 2d string theory shares with higher dimensional stable theories
– the fact that cstring = 1 (the small effective number of states). It is not clear what other
features of 2d string theory have higher dimensional analogs. The non critical superstring
models of section 3 may be useful to study this issue.
Even within the framework of 2d string theory, the understanding of the free fermion
structure of [5], [6] is very incomplete. This seems to boil down to a better understanding
of the dynamics of V
(±)
r,s (4.9). Understanding the dynamics of the discrete states is crucial
also to study gravitational physics in 2d string theory. The black hole of [25] is described
[49] by turning on V
(−)
1,1 ; other V
(−)
r,s seem also to play a role in gravitational back reaction.
Two dimensional closed string theory seems to be described by two consistent (but
different) S – matrices. The S – matrix for Tk (4.1), given by (4.4) is sensitive to the discrete
states (4.9), and contains the information on gravitational physics. Its pole structure and
the effective action which describes it may be used to study the space-time 2d gravity. On
the other hand, T˜k (4.12) are described by a second S – matrix, which originates from a
two dimensional field theory for the tachyon field. In particular, it doesn’t contain space-
time gravity. The appearance of the local tachyon field theory is quite surprising from
the point of view of the continuum formulation (as is the case with many other features
of these models, it arises more naturally in the matrix model [44], [45], [46]); it would be
interesting to understand this dual structure better.
A very important question concerns the form of the exact classical equations of motion
in 2d string theory. The correlation functions we have found suggest a very interesting
structure. In the sigma model approach, one can investigate the moduli space of classical
solutions by requiring that adding perturbations to the world action: S → S + λ∆
∫
V∆,
does not spoil conformal invariance [50] [51]. From the form of the correlation functions
of section 4 and matrix models [37], [38] it follows that adding λk
∫
Tk to the action for all
k 6∈ 1√
2
Z and any λk doesn’t spoil conformal invariance. We can calculate all correlators
in a power series in λk (for fixed µ), and find sensible results. This seems to suggest that
the exact non linear classical equations of motion of 2d string theory have the property
that a tachyon field of the form T (X) =
∑
k 6∈ 1√
2
Z Tk (and trivial metric and other fields)
is a solution. Of course, this can only be true up to field redefinitions, but even then it is
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quite remarkable (a special case of this is the claim that Liouville (1.2) is a CFT). When
we turn on an expectation value of a tachyon with one of the discrete momenta, the metric
and other fields back react. The details of this back reaction haven’t been worked out yet.
The higher genus correlation functions are another issue, which is still not resolved in
the continuum formalism. In the matrix model approach, all order correlation functions
were obtained in [37]. This is especially interesting in the light of the simple results
obtained; as an example, the two point function was found to be given by:
∂
∂µ
〈TkT−k〉 = Γ(−
√
2|k|)
Γ(
√
2|k|) Im
{
e
ipi√
2
|k|
[
Γ( 12 +
√
2|k| − iµ)
Γ( 1
2
− iµ) −
Γ( 12 − iµ)
Γ(−√2|k|+ 12 − iµ)
]}
(5.1)
Higher point functions appear in [37]. To extract the result for given genus one should
expand (5.1) in powers of 1
µ2
. It is challenging to derive the higher genus correlation
functions in the continuum formalism, and even more challenging to understand the origin
of the “non-perturbative” results, such as (5.1).
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