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In a previous article [1] a method has been introduced to derive the all order Bose-Einstein
distribution of the non interacting Bosons as the solution of the Wigner equation. The process
was a perturbative one where the Bose-Einstein distribution was taken as the unperturbed
solution. In this article it is shown that the same formalism is also applicable in the case of
interacting Bosons. The formalism has been applied to calculate the quantum second virial
coefficient of the Bosons interacting pairwise via Lenard-Jones potential and compared with
the previous result.
ar
X
iv
:1
91
0.
07
31
3v
2 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
6 M
ay
 20
20
2I. INTRODUCTION
In a previous article [1] we have proposed a formalism to determine the single particle distribu-
tion function as the all order solution of the Wigner equation in the case of non interacting Bosons
placed in an external potential. The structure of the formalism suggests that the same technique
may also be useful to determine the distribution function of Fermions as well. In addition to that,
it was observed that as we approach the low temperature and high density limit the importance
of the exchange effect can not be neglected and in that limit the Bose-Einstein distribution may
be the more appropriate choice as the zeroth order solution of the Wigner equation instead of the
Maxwell-Boltzmann distribution.
In this article we have shown that the formalism introduced in [1] to deal with the Bosons in
the non interacting case may be further applied even to the systems of interacting Bosons and that
actually extends the domain of application of the formalism.
In order to verify the range of application of the formalism we have chosen a specific problem
of determination of virial coefficient of a system of interacting Bosons by using the same formalism
and compared it with the results already present in the literature. In fact, virial coefficients are
found in a many body system in the virial expansion of pressure [2]. The expansion is expressed in
the power of density of the system and that incorporates the corrections to the ideal system. The
coefficients depend on the temperature as well as the interaction potential of the particles of the
many body system. To be specific the second virial coefficient depends on the pairwise interaction
potential of the particles.
In the past various attempts have been made to introduce quantum correction to the virial
coefficients. The first quantum correction to the classical value of the second virial coefficient
for the square-well potential was calculated by T. S. Nilsen [3]. The quantum formulae for the
second virial coefficients is expressed in terms of the phases of the Schro¨dinger wave function
by L. Gropper[4]. T. Kihara has discussed the second virial coeffcient of helium for which the
quantum effect is important [5]. In the high temperature limit the second virial coefficient is
obtained and the first correction term in the case of helium molecules interacting via Lenard-Jones
potential is calculated by Uhlenbeck and Beth[6]. They have also considered the Bose and Fermi
statistics in the calculation of the virial coefficient[7]. Virial expansions (at fixed temperature) of
the Maxwell-Boltzmann thermodynamic functions for a quantum plasma has been performed where
the correlations have been represented by a diagrammatic series for a quantum plasma by Alastuey
et al.[8, 9]. In the next step the exchange contributions due to Fermi or Bose statistics have been
3taken care of. The whole scheme is based on the Feynman-Kac path integral representation [10]. A
numerical methodology has been developed to calculate quantum corrected virial coefficients using
the centroid approximation of the exact path-integral expression [11].
Therefore, there is ample scope for comparison of our result with the previous results already
available in the literature.
II. DETERMINATION OF THE QUANTUM CORRECTED SECOND VIRIAL
COEFFICIENT
For this purpose, we consider a Bose gas confined in a volume V at temperature T . It is
known that if the interaction between the molecules are neglected the ideal gas law is obtained. To
determine the deviation from the ideal gas law we need to include the interactions of the molecules
in the calculation. Therefore, to calculate the second virial coefficient we have considered the
molecules are interacting pair wise via Lenard-Jones potential. We have actually restricted our
calculations to binary encounters only. Therefore, the encounters involving more than two particles
are neglected in the sufficiently low density limit.
The detailed discussion of obtaining the the virial coefficient may be found else where [12] and
we do not need to repeat the same in this article. The value of the second virial coefficient is given
by [12]
B = −2piN
∫ ∞
0
(S(r)− 1)r2dr (1)
N is the number of molecules and S(r) is the probability of finding two molecules a distance r apart
from each other.
Now, we may employ our formalism to determine S. In the semiclassical limit, the corrections
may be separated in two parts. The first part represents the direct quantum correction to the
Boltzmann gas due to the inclusion of the terms containing the higher derivatives of the potential
function in the Wigner equation in addition to the usual classical term as observed in the classical
Boltzmann equation. The second part arises because of the effects of the departure of a Bose-
Einstein gas from Boltzmann statistics and that is commonly known as exchange effect. These two
terms become more appreciable as the temperature of the system is diminished.
The quantum mechanical generalization of the Boltzmann equation is available in the literature
[13, 14] and the equation of the two particle distribution function of a system of molecules is given
4by [13]
∂f2
∂t
+ v1 · ∂f2
∂r1
+ v2 · ∂f2
∂r2
= O(12)f2 +
∫ ∫
(O(13) +O(23))f3dr3dv3 (2)
where the collision operator
O(ij) =
2
h¯
∫
dkχ(k) sin(mk · r(ij)/h¯) exp[k
2
· ( ∂
∂vi
− ∂
∂vj
)] (3)
r(ij) = rj − ri and χ(k) = (mh )3
∫
drφ(r) cos(mk · r/h¯)
ri and rj are the position vectors of the i-th and j-th particle respectively. vi and vj are the
velocity vectors of the i-th and j-th particle respectively.
fN is the N particle distribution function which is a function of time and position and velocity
vectors of those N particles. f2 and f3 are the two and three particle distribution functions
respectively. φ is the two particle interaction potential. r1, r2, r3 and v1, v2, v3 are the position
and velocity vectors of particle 1, 2 and 3 respectively. The mass of a single particle is m.
We may consider a pair of particles interacting with each other. The assumption of binary
encounter [13] is based on the smallness of the probability of finding a third molecule in the close
proximity of the aforementioned pair of molecules. This assumption is justified as long as the
density of the system is sufficiently low. Therefore, in case of binary encounter the f3 in eq.(2)
may be safely neglected to obtain
∂f2
∂t
+ v1 · ∂f2
∂r1
+ v2 · ∂f2
∂r2
= O(12)f2 (4)
Expanding the exponent of O(12) we get infinite number of terms of different order.
∂f2
∂t
+
ξ
2m
· ∂f2
∂R
+
2p
m
· ∂f2
∂r
− ∂φ
∂r
· ∂f2
∂p
+
∞∑
j=1
(−1)j+1Cj h¯2jφ
←−∂ 2j+1
∂r2j+1
−→
∂
2j+1
∂p2j+1
 f2 = 0 (5)
where R = 12(r1 + r2), r = r2 − r1, ξ = (p1 + p2), p = 12(p2 − p1). r1 and p1 are the position
and momentum of the first particle and r2 and p2 are the position and momentum of the second
particle respectively. In the normalized form the above equation in the steady state limit is
ξ
2
· ∂f2
∂R
+ 2p · ∂f2
∂r
− ∂φ
∂r
· ∂f2
∂p
+
∞∑
j=1
(−1)j+1CjΛ2jφ
←−∂ 2j+1
∂r2j+1
−→
∂
2j+1
∂p2j+1
 f2 = 0 (6)
Cj = 1/(2)
2j(2j + 1)!
with the following normalized variables.
t ∼ t
l
√
mβ
5R ∼ R
l
, r ∼ r
l
ξ ∼ ξ
√
β√
m
,p ∼ p
√
β√
m
Λ =
√
h¯2β
ml2
l is the length scale of the system and β = 1/kBT . kB is the Boltzmann constant and T is the
temperature of the system. In this article we have focused on the first quantum correction of the
above equation.
ξ
2
· ∂f2
∂R
+ 2p · ∂f2
∂r
− ∂φ
∂r
· ∂f2
∂p
+ C1Λ
2φ
←−∂ 3
∂r3
−→
∂
3
∂p3
 f2 = 0 (7)
The subsequent terms are of the higher order of Λ than the first two terms. Therefore, we have
omitted the next higher order terms of the series which is justified as long as the the value of Λ is
sufficiently small. Hence, this formalism can not explore system when the temperature is very low.
The corresponding phase space distribution function obtained as the solution of eq.(7) is denoted
by f2
f2 = e
(− ξ2
4
+µ1)/[exp(−a01 + a11p2)− 1] (8)
where aij are the functions of r but not p. µ1 is the chemical potential and normalized as βµ1.
f2 can be expressed as
f2 = e
(− ξ2
4
+µ1)
∞∑
n=1
exp[n(a01 − a11p2)] (9)
We shall insert the above expression in eq.(7) as the trial solution and equate the coefficient
of different power of the momentum to obtain a set of equation and solve them to obtain the
coefficients a01 and a11. The process has been illustrated in the Appendix of [1]. The final form of
the solution is given by
f2 = e
(− ξ2
4
+µ1)
∞∑
n=1
e−n(φ−µ2+p
2)K (10)
where
K = 1 + Λ2
(
n3
12
(
∂φ
∂r
)2
− n
2
4
∂2φ
∂r2
+
n3
6
(
p · ∂
∂r
)2
φ
)
6The first two terms of the series (n=1, 2) in eq.(10) are retained so that the correction due to the
quantum statistics is included (to the lowest order) through the second term (n=2) of eq.(11).
f2 = e
(− ξ2
4
+µ1)[e−(φ−µ2+p
2)
(
1 + Λ2
(
1
12
(
∂φ
∂r
)2
− 1
4
∂2φ
∂r2
+
1
6
(
p · ∂
∂r
)2
φ
))
+e−2(φ−µ2+p
2)
(
1 + Λ2
(
8
12
(
∂φ
∂r
)2
− 4
4
∂2φ
∂r2
+
8
6
(
p · ∂
∂r
)2
φ
))
] (11)
In first approximation only the classical term is retained in the non interacting limit.
f2 = e
−(−µ1−µ2+p2+ ξ
2
4
) (12)
The above distribution function can be integrated over the whole phase space
N2 = eµ1+µ2
(
V
λ3
)2
(13)
λ =
h√
2pimkT
, ρ =
N
V
As in the relative coordinate system the effective mass of the particles are m/2, we have eµ2 =
23/2ρλ3. Hence, eµ1 = ρλ3/23/2. In the next approximation, we use the above value of eµ1 and find
that eµ2 = 23/2ρλ3/(1 + ρλ3). These values are inserted in the eq.(11) and keeping upto the first
order correction terms of both kind and omitting the mixed term
f2 =
(ρλ3)2
1 + ρλ3
e−(φ+p
2+ ξ
2
4
)
(
1 + Λ2
(
1
12
(
∂φ
∂r
)2
− 1
4
∂2φ
∂r2
+
1
6
(
p · ∂
∂r
)2
φ
))
+
23/2(ρλ3)3
(1 + ρλ3)2
e−2(φ+p
2)− ξ2
4 (14)
It can be seen that if we include more terms in addition to the first two terms of the series of
eq.(10) then the new terms added to the above expression are of the higher order of ρλ3 than the
first two terms. Hence, for small values of ρλ3 we may neglect those terms and we have restricted
to the first two terms of the series.
Integrating over the whole phase space with the following normalization condition
1 =
1
V
∫
SdV (15)
S is identified as
S =
e−φ
1 + ρλ3
(
1 + Λ2
(
1
12
(
∂φ
∂r
)2
− 1
6
∂2φ
∂r2
))
+
ρλ3
1 + ρλ3
e−2φ (16)
If the quantum terms are omitted the classical value is
S = e−φ (17)
7S as given by eq.(16), may be inserted in eq.(1) to calculate the second virial coefficient and
that can be expressed in the following form
B = Bcl +B1 +Bex (18)
Bcl is the classical part and B1 is the contribution of the differential quotients of the potential
and proportional to h¯2. Bex is the contribution of the quantum statistics and proportional to h¯
3.
Terms proportional to h¯4 and higher orders are omitted.
Bcl = −2piN
∫ ∞
0
(e−φ − 1)r2dr (19)
B1 = 2piN
h¯2
12mk3T 3
∫ ∞
0
e−φ
(
dφ
dr
)2
r2dr (20)
Bex = −2piNρλ3
∫ ∞
0
(e−φ + e−2φ − 2)r2dr (21)
III. DISCUSSION
First of all, this result is not in complete agreement with that obtained by J. de Boer in 1949
[15]. The expressions of the first two parts (Bcl, B1) of the second virial coefficient are identical
with that of the work done by J. de Boer. But the last part (Bex) arising out of the inclusion of
the indistinguishibility differs from each other. In our case Bex depends on the radius of the gas
molecules in the expression. On the contrary, the expression of J. de Boer does not have radius
of the molecules. In other way we may find that there is an additional fractional volume factor
(volume of the all gas molecules/ volume of the container) which is missing in the de Boer result.
The reason behind the difference lies in the distribution functions employed to the respective cases.
The distribution functions in these two cases are identical in the first part upto the h¯2 order term
where the first order quantum correction to the classical results have been incorporated. But they
differ when the first order correction due to the indistinguishibility factor comes into play. In this
article we have been able to incorporate both the quantum effects in a single distribution function
by using the formalism to determine the solution of the Wigner equation. In De Boer case there is
no single distribution function which incorporates both the corrections. He derived the two different
correction terms separately and superposed them two obtain the final virial coefficient. He applied
the distribution function which was originally proposed by Kirkwood [16] in 1931 and was applied
8to this case by Uhlenbeck and Beth [6] in 1936. By starting from an equation obtained by Bloch
[17], Kirkwood established a recursion relation to calculate the distribution function which makes
his technique simpler, especially for higher order approximations, than the method employed by
Wigner [18]. In addition the correction due to the symmetry restrictions to be placed on the wave
functions according to the Fermi-Dirac or Bose-Einstein was obtained by Kirkwood. This symmetry
restriction was originally neglected by Wigner. Consequently, the distribution Wigner obtained in
the semi classical limit does not take care of the symmetry effect and it can only be expanded in
even power of h which is in contrast to the Kirkwood’s result which contains terms of both even
and odd power of h. In [1] we have overcome this limitation of Wigner’s approach by picking
the Bose-Einstein distribution as the unperturbed solution of the Wigner equation instead of the
Maxwell-Boltzmann distribution. This choice enables to incorporate the flavor of the quantum
statistics in the calculation. In addition, we have been able to obtain recursion relation of higher
order coefficients even in the Wigner’s original formalism.
The above integrals (eq.(19)-eq.(21)) is evaluated with the Lenard-Jones potential as φ. The φ
is given by[19]
φ = 4
(
1
R12
− 1
R6
)
(22)
where R = r/σ. We have chosen the values of N (6.023×1023), σ (2.597× 10−8cm), θ (2.67) and 
(9.49× 10−18ergs) from the data provided by J. de Boer in [19]. Finally, we obtain
Bcl =
2piNσ3
3
(
4
kT
)1/4 ∞∑
0
ci
(
4
kT
)i/2
(23)
where ci = − 14i!Γ
(
−14 + i2
)
B1 =
2piNσh2
3m
(
4
kT
)13/12 ∞∑
0
di
(
4
kT
)i/2
(24)
where di =
36i−11
768pi2i!
Γ
(
− 112 + i2
)
Bex =
2piNσ3
3
ρλ3
[(
4
kT
)1/4 ∞∑
0
ci
(
4
kT
)i/2
+
(
8
kT
)1/4 ∞∑
0
ci
(
8
kT
)i/2]
(25)
The expression of Bex obtained by J. de Boer is given by
Bex = N
λ3
25/2
(26)
9IV. CONCLUSION
At the end, it is concluded that the formalism developed in [1] to determine the distribution
function of the non interacting Bosons in the presence of external potential has been successfully
applied in the case of interacting Bosons to determine the quantum correction to the second virial
coeeficient of the Bose gas interacting pairwise via Lenard-Jones potential. The single distribution
function containing both the quantum effects is sufficient to produce the complete result. On
the contrary, in the previous attempt by J. de Boer the two quantum corrections were calculated
separately and finally added them to get the complete result. Consequently, the part of the result
originated from the indistinguishibility factor differs from the previous result obtained by J. de
Boer.
It is observed that in addition to the density and temperature of the system, the differential
quotients of the potential play [6, 18] a vital part in determining the strength of quantum correc-
tions. The process of including the higher order corrections is straight forward. For example, we
could include the Λ4 order correction by including the Λ4 term [14] in eq.(5). We are interested
only in the lowest order corrections of two distinct effects - the first one is related to the inclusion
of the terms containing the higher derivatives of the potential in addition to the usual classical
term of the Boltzmann equation and the second one is the exchange effect. We have omitted the
subsequent higher order corrections. We have also omitted the mixed terms containing both the
effects.
The mathematical procedure begins from the equation of the two particle distribution function
of a system of molecules available in the quantum mechanical generalization of the Boltzmann
equation. The approximation is the binary encounter approximation which needs the density of
the system to be sufficiently small so that the probability of encounters involving more than two
particles are very low. We have identified the ratio of the thermal De Broglie length of a molecule
and the length scale of the system as the expansion parameter (Λ). The temperature should be
sufficiently large to make the expansion parameter sufficiently small to achieve the convergence of
the problem. Hence, the formalism is limited to the small values of Λ and sufficiently low density
systems.
The data that support the findings of this study are available from the corresponding author
upon reasonable request.
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