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Abstract
We prove the completely p-summing ideals of OH are all equal as sets for 1 p < 2. A phase transition
then occurs at p = 2 as we also show for p  2, the completely p-summing ideals of OH turn out as sets to
be Schatten ideal classes with the limiting case being the Schatten 4-class ideal S4 when p → ∞.
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0. Introduction
A central theme in the study of p-summing maps between Banach spaces is to determine the
inclusions among the p-summing ideals as p varies between one and infinity. The knowledge of
such inclusions has a deep profound influence on the local theory of Banach spaces and connec-
tions with the use of probabilistic methods in both functional analysis and operator algebras. It
also plays a very significant role in the development of the theory of type and cotype. This paper
investigates the operator space version of the classical p-summing maps. More precisely, our
primary result is a full description of all the completely p-summing maps on the central object
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1 p < ∞.
Our inspirations come from several works in the literature. Firstly, between 1969 and 1970,
Schwartz organized a seminar series at the Ecole Polytechnique in Paris where he defined and
studied radonifying maps which turned out to be intimately linked to p-summing maps. An
outcome of these seminars is the growth of the theory of type and cotype of Banach spaces in the
hands of Maurey and Pisier. For example, Maurey proved that if X and Y are Banach spaces of
cotype 2, then all the ideals of p-summing maps from X to Y , Πp(X,Y ), coincide. In particular,
this holds when X and Y are Hilbert spaces.
Next, there is Kwapien´’s 1972 characterization of maps between Banach spaces that factor
through Lp(μ) or equivalently, complemented subspaces of Lp(μ) which is phrased in terms of
p-summing maps (see [12]).
Since OH is isometric to 2 and there still do not exist a good notion of type and cotype for
operator spaces, we hope that by first working with OH will shed some light on the situation
before embarking on other spaces. Another reason is that completely p-summing norms are
difficult to calculate and very few exact values are known. Below are our main theorems.
(a) Πop(OH) =
{
Πo1 (OH) if 1 p < 2,
S 4p
p+2
if p  2 as sets (see Theorems 30 and 34).
(b) Operator space version of Maurey and Pisier’s extrapolation theorem (see Theorem 8).
(c) Sharp bounds for the completely p-summing norm of the identity map on the nth-
dimensional operator Hilbert space OHn for 1 <p < 2 (see Corollary 20).
(d) Sharp bounds for the completely (2,p)-mixing constant of OHn for 1 < p < 2 (see Corol-
lary 23).
From (a), we see that all the Πop(OH) are the same before p = 2 which is the critical point
or in other words, a phase transition occurs there. After that, the analogy with the Banach space
situation, where Πq(2) = Π1(2) as sets for 1 q < ∞, breaks down because Πop(OH) changes
from S2 to the limiting case S4 as p → ∞. The case p = 1 in (c) and (d) have been worked out
earlier by Junge (see [8]).
We now elaborate more on the above list of results and the techniques that are being used in
their proofs.
Extrapolation theorem (Maurey and Pisier, 1972). Let X be a Banach space, 1 r < ∞ and
0 < q < p < r . For all Banach spaces Y
Πr(X,Y ) ⊆ Πp(X,Y ) ⇒ Πr(X,Y ) ⊆ Πq(X,Y ).
Besides giving us a way to extend inclusion of p-summing ideals for p in a smaller interval
to a larger one, Extrapolation theorem can also be used to show that if X and Y are cotype 2
Banach spaces, then Πp(X,Y ) = Πq(X,Y ) for all 0 <p,q < ∞.
Alternatively, there is a quantitative way to phrase Extrapolation theorem which is μr,q(X)
(21/qμr,p(X))1/θ where μp,q(X) is the (p, q)-mixing constant of the Banach space X (see
[2, Section 32]) and 0 < θ < 1 is such that 1 = 1−θ + θ .p r q
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Saphar (see [2, 32.2(3)]) show that for every Hilbert space H , μ2,1(H) = KLG where KLG is the
little Grothendieck constant (see [2, 32.2(4) and Exercise 32.4]).
One of the principal aims of this project is to get “quantized” versions of this type of inequal-
ities through the interaction of non-commutative probability and operator spaces.
For 1 p < ∞, denote the Banach space of all completely p-summing maps from an operator
space V to another operator space W by Πop(V,W) and the completely (p, q)-mixing constant
of V by μop,q(V ) (see Section 1 for definitions). The operator space extension of Extrapolation
theorem is then proved to be
μor,q(V )
(
21/qμor,p(V )
)1/θ
where 0 < θ < 1 is such that 1
p
= 1−θ
r
+ θ
q
(see Theorem 8).
Recently, Junge showed that the completely (2,1)-mixing constant of the nth-dimensional
operator Hilbert space OHn is bounded by
√
1 + lnn (see [8]). An application of our quantized
Extrapolation theorem gives
μo2,p(OHn) C(1 + lnn)
1
p
− 12
for 1 < p < 2 (see Corollary 9). This lower bound turned out not to be sharp and so it is natural
at this point to ask: for 1 <p < 2, μo2,p(OHn) =?
One way to answer this question is to get bounds for πop(idOHn) when 1 < p < 2 and the
second part of this project is devoted to such computations.
As always, we analyze the Banach space situation first and there is the following result due to
Kwapien´ although it was not formulated explicitly in his papers.
Kwapien´’s result. Let X and Y be a Banach spaces with X ⊆ Lp(μ) and Y ⊆ Lp(ν) for prob-
ability measures μ and ν. If t =∑nk=1 xk ⊗ yk ∈ X ⊗ Y with associated finite rank operator
Tt :X
∗ → Y given by Tt (x∗) = (x∗ ⊗ idY )(t) for all x∗ ∈ X∗, then πp(Tt ) = ‖t‖Lp(μ×μ×ν).
Now, let g1, . . . , gn :Cn C be the coordinate projections and Gnp = span{gk/‖gk‖p}nk=1 in
Lp(C
n, γn) where dγn(x)
def= 1
(2π)n e
−‖x‖
2
2
2 dx is the Gauss measure. It is well known that n2 is
isometric to Gnp via the map (α1, . . . , αn) →
∑n
k=1 αk
gk
‖gk‖p .
Since
∑n
k=1
gk⊗gk
‖gk‖2p ∈ G
n
p ⊗Gnp ⊆ Lp(Cn×Cn, γn×γn) corresponds to idn2 , Kwapien´’s result
and [2, Exercise 11.24] give
πp(idn2 ) =
( ∫
Cn
(
n∑
k=1
∣∣∣∣ gk(y)‖gk‖p
∣∣∣∣2
)p/2
dγn(y)
)1/p
=
(
	(n+ p2 )
	(n)	(1 + p2 )
)1/p
.
It can then be shown that
μ2,p
(
n2
)= πp(idn2 )
π (id n)
= 1√
n
(
(
p
2 + n− 1) · · · (p2 + 1)
(n− 1)!
)1/p
.
2 2
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n
2) can be precisely computed.
Hence the strategy is to first get a quantized version of Kwapien´’s result so that we have
a way to calculate through non-commutative Lp spaces (as defined by Haagerup in [5]), the
completely p-summing norms of maps associated to finite tensors. Having said this, we require
a mild assumption on the underlying von Neumann algebra for a non-commutative Lp space so
as to get the following theorems in the operator space setting.
Theorem. (See Corollary 11.) Let V and W be operator spaces. Suppose V ⊆ Lp(M) and
W ⊆ Lp(N) where M and N are QWEP von Neumann algebras. If dim(V ) < ∞ and t ∈ V ⊗W ,
then πop(Tt :V ∗ → W) = ‖t‖Lp(M⊗N).
A crucial ingredient used in the above theorem is Junge’s recent extension of non-
commutative vector-valued Lp spaces to QWEP von Neumann algebras (see [9]).
Just as n2 sits inside Lp(μ), we now need to place OHn in a non-commutative Lp space.
However, this is only possible for 1 p < 2 because Junge had observed in [6] (using the non-
commutative Khintchine inequalities due to Lust-Piquard) that OH does not embed completely
isomorphically into a non-commutative Lp space for p > 2. This explains why we will only
estimate πop(idOHn) when 1 <p < 2 and we now go through how this is done.
It is known that OH is a subspace of a quotient of C ⊕∞ R where C and R are the oper-
ator spaces B(C, 2) and B(2,C), respectively (see [18, Exercise 7.9]). This corresponds to
the case p = ∞ (see Section 1 for the definitions of the p-column and p-row Hilbert spaces)
and we need such a result for 1 < p < 2. In [8], Junge gave such a construction when p = 1
and his method also extends to p > 1 (see [8, Remark 3.8]). An alternative proof for all p  1
was also given later by Xu (see [20, Theorem 3.3]). Briefly, their results say there exists mea-
sures μ and ν on [0,1] such that OHn is completely isomorphic to a subspace of CR(μ, ν)np
where CR(μ, ν)np
def= (L2(μ;n2)cp ⊕p L2(ν;n2)rp)/kerϕn with ϕn :L2(μ;n2)cp ⊕p L2(ν;n2)rp →
L0(ρ;n2) being given by ϕn(f,g)(x) def= f (x) + g(x) ∈ n2. The desired realization of OHn in a
non-commutative Lp space then follows from the next result.
Theorem. (See [20, Theorems 4.1 and 5.1].) Let 1  p < 2. There exists a QWEP separable
type III factor M such that CR(μ, ν)np is completely isomorphic to a completely complemented
subspace of Lp(M).
With this, we will then show that the completely p-summing norm of the finite rank map asso-
ciated to t ∈ OHn ⊗ OHn can be estimated through a quotient of a direct sum of four spaces (see
Proposition 13). After some technicalities on partitioning the square [0,1]×[0,1] into rectangles
so as to reduce the effects of the singularities at the corners (0,1) and (1,0) for the measures μ
and ν, the following estimates were obtained.
Theorem. (See Corollaries 20 and 23.) For 1 < p < 2, 0 < α < 1 and n 
max{e (e−1)p2−p , e p(α−1+ln 8)(2−p)(1−α) },
πop(idOHn) ∼
√
n
(
1 +
(
2
p
− 1
)
lnn
)
and μo2,p(OHn) ∼
√
1 +
(
2
p
− 1
)
lnn.
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differently from its classical analogue n2 even though they are isometric as Banach spaces. We
also note that the uniform embedding of all the OHn into a non-commutative Lp space shows that
Πop(OH) is of type p and cotype 2 for 1 p  2 (see [4] for type and cotype of non-commutative
Lp spaces) just as in the Banach space situation.
Next, it turns out that the norm for the quotient of the direct sum of four spaces used in
the above computations gives rise to a function which is almost an Orlicz function (see Proposi-
tion 25). This allows us to use the theory of Orlicz spaces together with the estimates we obtained
above for πop(idOHn) to give us the characterization of Πop(OH) for 1 p < 2 as indicated at the
start of the paper. We are indebted to Junge and Xu (see [10]) for showing us this Orlicz space ar-
gument when p = 1 and we have adapted their ideas to our situation. Finally for the case p > 2,
we do not estimate πop(idOHn) like what we have done above because there is no completely
isomorphic embedding of OH into a non-commutative Lp space. Nevertheless, we are able to
use a direct argument to describe Πop(OH) in term of the usual Schatten ideal classes. Putting
everything together gives our main result.
Theorem. (See Theorems 30 and 34.)
Πop(OH) =
{
Πo1 (OH) if 1 p < 2,
S 4p
p+2
if p  2 as sets.
Therefore Πop(OH) is of type min{2,p} and cotype max{2, 4pp+2 }. This is radically different
from the classical situation where Πp(2) = Πq(2) for 1 p,q < ∞ because 2 is of type and
cotype 2. Hence we now have some evidence that it may not be possible to extend the concept of
type and cotype to the operator space category at least for the operator Hilbert space OH.
Organization of paper. In Section 1, we provide some preliminaries and set up the notations
required later in the paper. Section 2 is devoted to the proof of the quantized Extrapolation the-
orem. Section 3 is the heart of this project as it is there that we develop the theory to calculate
πop(idOHn) for 1 < p < 2 and the technical computations are carried out in Section 4. We then
give the comprehensive descriptions of Πop(OH) first for 1 p < 2 in Section 5 and for p  2
in Section 6.
1. Background and symbols
We use standard functional analysis notations as in [13]. All vector spaces will be over the
field of complex numbers and operator spaces are always complete at the first level (which is
equivalent to completeness at all levels). Most of the symbols and terminologies, especially the
matrix conventions, used here come from [3]. Some exceptions will now be listed.
N Set of all natural numbers, i.e. {1,2,3, . . .}.
UX Closed unit ball of a normed space X, i.e. {x ∈ X: ‖x‖ 1}.
B(X,Y ) Space of all bounded operators from normed space X to normed space Y .
K(X,Y ) Space of all compact operators from normed space X to normed space Y .
FB(X,Y ) Space of all bounded finite rank operators from normed space X to normed space Y .
Sp(H,K) Banach space of all Schatten p-class operators from Hilbert space H to Hilbert
space K .
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V  W Operator space V is completely isomorphic to operator space W .
V ∼= W Operator space V is completely isometric to operator space W .
x ∼ y Cy  x Dy for some constants C,D > 0.
We start by briefly going through some basis of operator spaces and completely p-summing
maps so as to set up a few other notations along the way. More details of these two theories can
be found in [3,17,18].
1.1. Operator spaces
An operator space V is a closed subspace of B(H), the C∗-algebra of all the bounded linear
transformations on a Hilbert space H . For each n ∈ N, we get a norm ‖ ·‖n on Mn(V ) def= Mn⊗V
induced by the natural identification Mn(B(H)) = B(Hn). The remaining ingredient needed to
form the category of operator spaces is the morphisms.
Definition. Let V and W be operator spaces. A linear transformation ϕ :V → W is completely
bounded if ‖ϕ‖cb def= supn∈N ‖ϕn def= idMn ⊗ ϕ :Mn(V ) → Mn(W)‖ < ∞. It is a complete isome-
try (complete quotient) if each ϕn is an isometry (quotient map). Let CB(V ,W) be the operator
space of all completely bounded maps from V to W .
We will denote the operator space injective tensor product, the operator space projective
tensor product and the Haagerup tensor product by
∨⊗, ⊗̂ and h⊗, respectively (see [3] and [18]
for properties of these tensor products).
It is important to note that for our work, the duality K(H)∗ = S1(H) is given by the parallel
duality bracket 〈S,T 〉 = tr(ST t) where T t is the transpose of an operator T .
Next, we recall the definitions of some Hilbertian operator spaces. For a Hilbert space H ,
the column Hilbert space H c and row Hilbert space H r are the operator spaces B(C,H) and
B(H,C), respectively. We have (H c)∗ ∼= H r and (H r)∗ ∼= H c (see [3, p. 59]).
Definition. Let H be a Hilbert space and 1 p ∞.
(1) The p-column Hilbert space H cp is (H c,H r)1/p .
(2) The p-row Hilbert space H rp is (H r,H c)1/p .
(3) The operator Hilbert space OH is (c2, r2)1/2.
It turns out that OH∗ ∼= OH just like the standard Hilbert space 2 (see [3] and [18] for more
information). When H = n2 , we will denote H cp and H rp by Cnp and Rnp , respectively. In the
limiting case n = ∞, we simply write Cp and Rp .
Recall that one can also put an operator space structure on 2 by using the isometric embed-
ding 2 ↪→ C ⊕ R given by x → (x, x) for all x ∈ 2 and we denote this quantization of 2 by
C ∩R (see [18, p. 55]).
The following result which describes the completely bounded maps between the various
Hilbertian operator spaces is folklore among the experts.
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(1) CB(OH,C ∩R) is isometric to S4.
(2) If p  2, then ‖id :Cp ∩Rp → OH‖cb  1.
The ultraproducts of operator spaces were first defined by Pisier in 1992. Suppose U is an
(free) ultrafilter on an infinite index set I . For a family of operator spaces (Vi)i∈I , let N =
{(vi)i∈I ∈ ∞(I ;Vi) | limi,U ‖vi‖ = 0}. The ultraproduct of (Vi)i∈I with respect to U is the
quotient space ∞(I ;Vi)/N and is denoted by ∏i,U Vi . The element of ∏i,U Vi represented by
(vi)i∈I ∈ ∞(I ;Vi) will be denoted by (vi)U (note that this is an equivalence class). Moreover,
‖(vi)U‖∏
i,U Vi
= limi,U ‖vi‖. Now, ∏i,U Vi is an operator space with matrix norms defined by
Mn(
∏
i,U Vi) =
∏
i,UMn(Vi) for each n ∈ N. In [19], Raynaud studied ultraproducts of non-
commutative Lp spaces and one of the results we need is [19, Proposition 5.2] which implies
Lp((
∏
i,UI
S1)∗) ∼=∏i,UI Sp for p < ∞.
The non-commutative counterparts of the vector-valued p spaces were defined through com-
plex interpolation by Pisier in 1993 and they are called the vector-valued Schatten p-classes.
Definition. Let V be an operator space and 1 <p < ∞. Then
S1[V ] = S1 ⊗̂ V and Sp[V ] =
(
K(2)
∨⊗ V,S1 ⊗̂ V
)
1/p.
Pisier also proved that Sp[V ] can be described in terms of the Haagerup tensor product, that
is Sp[V ] ∼= Cp
h⊗ V h⊗Rp .
Proposition 2. Let H and K be Hilbert spaces.
(1) Hcp
h⊗Krp ∼= Sp(K,H).
(2) Hcp
h⊗Kcp ∼= (H⊗K)cp and Hrp
h⊗Krp ∼= (H⊗K)rp .
(3) Sp(n2(H), n2(K)) ∼= Snp[Sp(H,K)].
Proof. (1) By [18, p. 96],Hc h⊗Kr ∼= K(K,H) andHr h⊗Kc ∼= S1(K,H). Since Haagerup tensor
product commutes with complex interpolation (see [18, Theorem 5.22]), we get
Hcp
h⊗Krp ∼=
(Hc,Hr)1/p h⊗ (Kr,Kc)1/p ∼= (Hc h⊗Kr,Hr h⊗Kc)1/p ∼= Sp(K,H).
(2) Similar to (1).
(3) Apply (1), (2) and associativity of the Haagerup tensor product. This completes the
proof. 
The above result is probably known to experts and we have included a proof here for the
reader’s convenience.
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Fix 1 p < ∞ for the rest of this section.
Recall a p-summing map T :X → Y between Banach spaces transforms p-weakly summing
sequences into p-strongly summing sequences. By phrasing this phenomenon in terms of tensor
products and vector-valued spaces just as Grothendieck did for the case p = 1 in 1955, Pisier
defined the quantized analogue of p-summing maps between operator spaces in 1993.
Definition. Let V and W be operator spaces. A linear ϕ :V → W is completely p-summing if
πop(ϕ)
def= ‖idSp ⊗ ϕ :Sp
∨⊗ V → Sp[W ]‖ < ∞.
Denote the Banach space of all completely p-summing maps from an operator space V to
another operator space W by Πop(V,W). By [17, (5.1), p. 51, and Corollary 1.2], Πop(V,W) is
an injective operator ideal in Pietsch’s sense.
Typical examples of completely p-summing maps are the multiplication operators as defined
in the following result.
Proposition. (See [17, Proposition 5.6].) If H is a Hilbert space, a, b ∈ S2p(H) and
M(a,b) :B(H) −→ Sp(H)
is the operator defined by M(a,b)(x) = axb for all x ∈ B(H), then∥∥M(a,b)∥∥ ∥∥M(a,b)∥∥
cb  π
o
p
(
M(a,b)
)
 ‖a‖S2p(H)‖b‖S2p(H).
We now state two easy observations.
Proposition 3. Let 1 p < ∞ and let V and W be operator spaces.
(1) If α ∈ Sp and w ∈ W , then ‖α ⊗w‖Sp[W ] = ‖α‖Sp‖w‖W .
(2) FB(V ,W) ⊆ Πop(V,W).
Proof. The verification of (1) is straightforward and we now prove (2).
Since Πop(V,W) is a vector space, it suffices to show that any rank one operator, say ϕ =
v∗ ⊗w ∈ V ∗ ⊗W , is in Πop(V,W). If x =
∑m
k=1 αk ⊗ vk ∈ Sp ⊗V for some m ∈ N, then by (1),
∥∥(idSp ⊗ ϕ)(x)∥∥Sp[W ] =
∥∥∥∥∥
(
m∑
k=1
αkv
∗(vk)
)
⊗w
∥∥∥∥∥
Sp[W ]
= ∥∥(idSp ⊗ v∗)(x)∥∥Sp‖w‖W
 ‖v∗‖cb‖x‖
Sp
∨⊗V ‖w‖W = ‖v
∗‖V ∗‖w‖W‖x‖
Sp
∨⊗V .
Since Sp
∨⊗ V is the completion of the normed space (Sp ⊗ V,‖ · ‖∨1 ) (where the “1” in ‖ · ‖∨1
means n = 1 in the definition of the injective matrix norm given on [3, (8.1.7)]), we get πop(ϕ)
‖v∗‖V ∗‖w‖W < ∞ which completes the proof. 
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tization of the classical Pietsch factorization theorem. As this is a key tool in our work, we now
follow Pisier’s exposition (see [17, Theorem 5.1 and Remark 5.7]) to describe this result.
Let V ⊆ B(H) and W be operator spaces and ϕ ∈ Πop(V,W). By [17, Theorem 5.1], there
exists an index set I , an ultrafilter U over I , families (aα)α∈I and (bα)α∈I in US2p(H) such that
for all n ∈ N and [vij ] ∈ Mn(V )∥∥[ϕ(vij )]∥∥Mn(W)  πop(ϕ) limα,U∥∥[aαvij bα]∥∥Mn(Sp(H)). (∗)
Now, let
∏
α,UM(aα, bα) :
∏
α,UB(H) →
∏
α,U Sp(H) where M(aα, bα)(x) = aαxbα for all
x ∈ B(H) and α ∈ I . Define ι :V →∏α,UB(H) to be ι(x) = (xα)U where xα = x for all α ∈ I .
Clearly ι is a complete isometry and we let V∞ = ι(V ) ⊆∏α,UB(H). Next, let
Vp =
((∏
α,U
M(aα, bα)
)
◦ ι
)
(V )
‖·‖∏
α,U Sp(H) ⊆
∏
α,U
Sp(H).
Taking n = 1 in (∗), we have a well-defined map ϕ˜ : ((∏α,UM(aα, bα)) ◦ ι)(V ) → W given by
ϕ˜
(((∏
α,U
M(aα, bα)
)
◦ ι
)
(v)
)
= ϕ(v) for all v ∈ V
and ‖ϕ˜‖ πop(ϕ). Thus ϕ˜ can be extended to the closure
Vp =
((∏
α,U
M(aα, bα)
)
◦ ι
)
(V )
‖·‖∏
α,U Sp(H) ⊆
∏
α,U
Sp(H)
and we still write ϕ˜ for this extension which also satisfies ‖ϕ˜‖cb  πop(ϕ) when we apply (∗) to
each matrix level. Finally, let M :V∞ → Vp be the restriction of∏α,UM(aα, bα) to V∞. By [17,
Remark 5.7], πop(M ◦ ι) 1. Putting all these together gives the following factorization result as
outlined in [17, Remark 5.7].
Proposition 4. Let V ⊆ B(H) and W be operator spaces. If ϕ ∈ Πop(V,W), then there exists an
index set I , an ultrafilter U over I , families (aα)α∈I and (bα)α∈I in US2p(H) and a factorization
ϕ :V ι−→ V∞ M−→ Vp ϕ˜−→ W where the maps and spaces are defined as in the above discussion
with ι being a complete isometry, ‖ϕ˜‖cb  πop(ϕ) and πop(M ◦ ι) 1.
Next we introduce the number that will enable us to measure quantitatively any inclusion
between ideals of completely p-summing maps for different values of p. This number is also the
operator space version of the mixing operators between Banach spaces (see [2, Section 32]).
Definition. Let p,q ∈ [1,∞).
(1) The completely (p, q)-mixing constant of a linear ϕ :V → W between operator spaces V
and W is μop,q(ϕ)
def= sup{πoq (ψ ◦ ϕ) | ψ ∈ UΠop(W,Z) for any operator space Z}.
(2) The completely (p, q)-mixing constant of an operator space V is μo (V ) def= μo (idV ).p,q p,q
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∨⊗ V → Sp[W ]‖ and Sp
∨⊗ V is the completion of the
normed space (Sp ⊗ V,‖ · ‖∨1 ) of finite tensors (see [3, pp. 138, 139]), the above definition is
actually a local one as shown by the next result.
Proposition 5. Let p,q ∈ [1,∞) and let V and W be operator spaces.
(1) If ϕ ∈ Πop(V,W), then πop(ϕ) = supι: V0⊆V, dim(V0)<∞ πop(ϕ ◦ ι).
(2) μop,q(V ) = supV0⊆V, dim(V0)<∞ μop,q(V0).
Proof. (1) This is due to the ideal property of Πop (see [17, (5.1), p. 51]), Sp
∨⊗ V being the
completion of the normed space (Sp ⊗V,‖ · ‖∨1 ) and injectivity of
∨⊗ (see [3, Proposition 8.1.5]).
(2) By (1) and the ideal property of Πoq (see [17, (5.1), p. 51])
μop,q(V ) = sup
W,ϕ∈UΠop(V,W)
πoq (ϕ) = sup
W,ϕ∈UΠop(V,W)
(
sup
ι: V0⊆V, dim(V0)<∞
πoq (ϕ ◦ ι)
)
= sup
ι: V0⊆V, dim(V0)<∞
(
sup
W,ϕ∈UΠop(V,W)
πoq (ϕ ◦ ι)
)
 sup
ι: V0⊆V, dim(V0)<∞
μop,q(V0).
For the reverse inequality, let ι0: V0 ⊆ V with dim(V0) < ∞, Z be any operator space and assume
V ⊆ B(H) for some Hilbert space H .
Apply Proposition 4 to ϕ ∈ UΠop(V0,Z) and with the notation of that result, define j :V →∏
α,UB(H) to be j (x) = (xα)U where xα = x for all α ∈ I . Clearly j is a complete isometry
and πop((
∏
α,UM(aα, bα)) ◦ j) 1 by the ideal property of Πop (see [17, (5.1), p. 51]).
Observe ι = j ◦ ι0. and so the ideal property of Πoq (see [17, (5.1), p. 51]) gives
πoq (ϕ) = πoq (ϕ˜ ◦M ◦ j ◦ ι0) ‖ϕ˜‖cbπoq
((∏
α,U
M(aα, bα)
)
◦ j
)
‖ι0‖cb  μop,q(V ).
Thus μop,q(V0) μop,q(V ) which completes the proof. 
2. Quantized Extrapolation theorem
We begin by recalling the extrapolation theorem for the classical spaces of p-summing oper-
ators between Banach spaces (see [15, Theorem 5.13]) which gives us a way to extend inclusion
of ideals of p-summing operators for values of p in a smaller interval to a larger one.
Theorem 6. Let 1 r < ∞ and X be a Banach space. Suppose for some p with 1 p < r , we
have Πr(X,Y ) ⊆ Πp(X,Y ) for all Banach spaces Y . Then for all q with 1  q < p, we have
Πr(X,Y ) ⊆ Πq(X,Y ) for all Banach spaces Y .
Next, we recall a folklore result about interpolation with densities.
Lemma 7. Let H be a Hilbert space, n ∈ N, s  1, 1 q < p < r < ∞ and 0 < θ < 1 such that
1/p = (1 − θ)/r + θ/q . If U is an ultrafilter on an index set J , (aα)α∈J , (bα)α∈J ⊆ S1(H)+
and [vkl] ∈ Mn(B(H)), then
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
∥∥[(a 12rα vklb 12rα )U]∥∥1−θSns [Πα,USr (H)]∥∥[(a 12qα vklb 12qα )U]∥∥θSns [Πα,USq(H)].
Proof. This is a typical application of the Generalized Hadamard three line theorem and the fact
that ultraproducts of Sp(H) form an interpolation chain. 
We are now ready to prove the operator space version of the Extrapolation theorem. Sim-
ilar to the Banach space setting (see [15, Theorem 5.13]), the main idea of the proof is to use
Pisier’s quantized Pietsch factorization theorem (see Proposition 4) to create multiplication maps
inductively and then take a geometric series of them to end up in the required summing ideal.
Theorem 8. Let 1  q < p < r < ∞ and V be an operator space contained in B(H) for
some Hilbert space H . If Πor (V,W) ⊆ Πop(V,W) for all operator spaces W , then Πor (V,W) ⊆
Πoq (V,W) for all operator spaces W . In particular,
μor,q(V )
(
21/qμor,p(V )
)1/θ
where 0 < θ < 1 is such that 1/p = (1 − θ)/r + θ/q .
Proof. If μor,p(V ) = ∞, then there exists a sequence of operator spaces (Wn)n∈N and a sequence
(ϕn)n∈N in UΠor (V,Wn) such that π
o
p(ϕn) 4n for all n ∈ N.
For each n ∈ N, ‖ϕn‖cb  πor (ϕn)  1 and so we can define ϕ :V → ∞(Wn) by ϕ(v) =
(2−nϕn(v))n∈N for all v ∈ V .
For every k ∈ N, let ιk :Wk ↪→ ∞(Wn) be the complete isometric embedding which sends
Wk to the kth component, that is w → (0, . . . ,0, kw,0, . . .) for all w ∈ Wk .
Since ϕ =∑∞n=1 2−nιn ◦ ϕn, we use the ideal property of Πor (see [17, (5.1), p. 51]) to get
πor (ϕ)
∑∞
n=1 2−n‖ιn‖cbπor (ϕn)
∑∞
n=1 2−n = 1. By assumption
ϕ ∈ Πor
(
V,∞(Wn)
)⊆ Πop(V,∞(Wn)).
For each k ∈ N, let πk :∞(Wn) Wk be the exact complete quotient projection given by
(w1,w2,w3, . . .) → wk for all (wn)n∈N ∈ ∞(Wn).
Thus ϕk = 2kπk ◦ ϕ and so 4k  πop(ϕk) 2k‖πk‖cbπop(ϕ) = 2kπop(ϕ) by the ideal property
of Πop (see [17, (5.1), p. 51]). Hence πop(ϕ) 2k → ∞ as k → ∞ and so ϕ /∈ Πop(V, ∞(Wn))
which is a contradiction.
Therefore μor,p(V ) < ∞. By Proposition 5(2), we may assume dim(V ) < ∞.
Now, let W be an operator space and ϕ ∈ UΠor (V,W). By Proposition 4, there exists an index
set I0, an ultrafilter U0 over I0, families (aα0)α0∈I0 and (bα0)α0∈I0 in US1(H) ∩ S1(H)+ and a
factorization
ϕ :V
ι0−→ V0,∞ M0−−→ V0 ϕ˜−→ W
where M0 is the restriction of
∏
α0,U0
M(a
1/2r
α0 , b
1/2r
α0 ) :
∏
α0,U0
B(H) → ∏α0,U0 Sr(H) to
V0,∞ and V0
def= ((∏α0,U0 M(a1/2rα0 , b1/2rα0 )) ◦ ι0)(V ) ⊆ ∏α0,U0 Sr(H) (no closure needed as
dim(V ) < ∞).
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M0 ◦ ι0 ∈ UΠor (V,V0) ⊆ Πor (V,V0) ⊆ Πop(V,V0).
Thus applying Proposition 4 to M0 ◦ ι0 ∈ Πop(V,V0) gives another index set I1, an ultrafilter
U1 over I1, families (aα1)α1∈I1 and (bα1)α1∈I1 in US1(H) ∩ S1(H)+ and a factorization M0 ◦
ι0 :V
ι1−→ V1,∞ M1−−→ V1 M˜0◦ι0−−−→ V0 such that ‖M˜0 ◦ ι0‖cb  πop(M0 ◦ ι0)  μor,p(V ) and M1 is
the restriction of
∏
α1,U1
M(a
1/2p
α1 , b
1/2p
α1 ) :
∏
α1,U1
B(H) →∏α1,U1 Sp(H) to V1,∞ and V1 def=
((
∏
α1,U1
M(a
1/2p
α1 , b
1/2p
α1 )) ◦ ι1)(V ) ⊆
∏
α1,U1
Sp(H) (no closure needed as dim(V ) < ∞).
By [17, Lemma 1.7], supn∈N ‖idSnq ⊗ M˜0 ◦ ι0 :Snq [V1] → Snq [V0]‖ μor,p(V ). If n ∈ N and
[(
a1/2pα1 vij b
1/2p
α1
)
U1
] ∈ Snq[(( ∏
α1,U1
M
(
a1/2pα1 , b
1/2p
α1
)) ◦ ι1)(V )]= Snq [V1]
where vij ∈ V , then∥∥[(a1/2rα0 vij b1/2rα0 )U0]∥∥Snq [∏α0,U0 Sr (H)] = ∥∥[((M˜0 ◦ ι0) ◦M1 ◦ ι1)(vij )]∥∥Snq [V0]

∥∥idSnq ⊗ (M˜0 ◦ ι0)∥∥∥∥[(a1/2pα1 vij b1/2pα1 )U1]∥∥Snq [V1]
 μor,p(V )
∥∥[(a1/2pα1 vij b1/2pα1 )U1]∥∥Snq [∏α1,U1 Sp(H)].
Observe that( ∏
α1,U1
M
(
a1/2rα1 , b
1/2r
α1
)) ◦ ι1 :V → V1,∞ ⊆ ∏
α1,U1
B(H) →
∏
α1,U1
Sr(H).
Since (a1/2rα1 )α1∈I1 and (b
1/2r
α1 )α1∈I1 are families in US2r (H), we get( ∏
α1,U1
M
(
a1/2rα1 , b
1/2r
α1
)) ◦ ι1 ∈ Πor (V, ∏
α1,U1
Sr(H)
)
⊆ Πop
(
V,
∏
α1,U1
Sr(H)
)
by the ideal property of Πor (see [17, (5.1), p. 51]), [17, Proposition 5.6] and assumption.
Hence we can apply Proposition 4 to( ∏
α1,U1
M
(
a1/2rα1 , b
1/2r
α1
)) ◦ ι1 ∈ Πop(V, ∏
α1,U1
Sr(H)
)
just like what we did above for M0 ◦ ι0 to get another index set I2 and so on.
Therefore by induction, there exist sequences of index sets (Ik)k∈N∪{0}, ultrafilters
(Uk)k∈N∪{0} and families ((aαk )αk∈Ik )k∈N∪{0} and ((bαk )αk∈Ik )k∈N∪{0} in US1(H) ∩ S1(H)+ such
that for all k ∈ N ∪ {0}, n ∈ N and [vij ] ∈ Mn(V ), we have∥∥[(a1/2rαk vij b1/2rαk )Uk ]∥∥Snq [∏αk,Uk Sr (H)]
 μor,p(V )
∥∥[(a1/2pαk+1 vij b1/2pαk+1 )U ]∥∥Sn[∏ Sp(H)]. (∗∗)k+1 q αk+1,Uk+1
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If n ∈ N and [vij ] ∈ Mn(V ), then by (∗∗), Lemma 7 and Hölder’s inequality,
∞∑
k=0
2−(k+1)
∥∥[(a1/2rαk vij b1/2rαk )Uk ]∥∥qSnq [∏αk,Uk Sr (H)]
 μor,p(V )q
∞∑
k=0
2−(k+1)
(∥∥[(a1/2rαk+1vij b1/2rαk+1)Uk+1]∥∥q(1−θ)Snq [∏αk+1,Uk+1 Sr (H)])
× (∥∥[(a1/2qαk+1vij b1/2qαk+1)Uk+1]∥∥qθSnq [∏αk+1,Uk+1 Sq(H)])
 μor,p(V )q
( ∞∑
k=0
2−(k+1)
∥∥[(a1/2rαk+1vij b1/2rαk+1)Uk+1]∥∥qSnq [∏αk+1,Uk+1 Sr (H)]
)1−θ
×
( ∞∑
k=0
2−(k+1)
∥∥[(a1/2qαk+1vij b1/2qαk+1)Uk+1]∥∥qSnq [∏αk+1,Uk+1 Sq(H)]
)θ
 21−θμor,p(V )q
( ∞∑
k=0
2−(k+1)
∥∥[(a1/2rαk vij b1/2rαk )Uk ]∥∥qSnq [∏αk,Uk Sr (H)]
)1−θ
×
( ∞∑
k=0
2−(k+1)
∥∥[(a1/2qαk+1vij b1/2qαk+1)Uk+1]∥∥qSnq [∏αk+1,Uk+1 Sq(H)]
)θ
and so
1
2
∥∥[(a1/2rα0 vij b1/2rα0 )U0]∥∥qSnq [∏α0,U0 Sr (H)]

∞∑
k=0
2−(k+1)
∥∥[(a1/2rαk vij b1/2rαk )Uk ]∥∥qSnq [∏αk,Uk Sr (H)]

(
21−θμor,p(V )q
)1/θ ∞∑
k=0
2−(k+1)
∥∥[(a1/2qαk+1vij b1/2qαk+1)Uk+1]∥∥qSnq [∏αk+1,Uk+1 Sq(H)].
Thus∥∥[(a1/2rα0 vij b1/2rα0 )U0]∥∥Snq [∏α0,U0 Sr (H)]

(
21/qμor,p(V )
)1/θ( ∞∑
k=0
2−(k+1)
∥∥[(a1/2qαk+1vij b1/2qαk+1)Uk+1]∥∥qSnq [∏αk+1,Uk+1 Sq(H)]
)1/q
. (∗∗∗)
Define M :V → q(N ∪ {0};∏αk+1,Uk+1 Sq(H)) to be
M(v) = ((2−(k+1))1/q(a1/2qαk+1vb1/2qαk+1)Uk+1)k∈N∪{0}
for all v ∈ V .
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πoq (M)
= sup
n∈N
sup
[vij ]∈U
Snq
∨⊗V
∥∥(idSnq ⊗M)([vij ])∥∥Snq [q (N∪{0};∏αk+1,Uk+1 Sq(H))]
= sup
n∈N
sup
[vij ]∈U
Snq
∨⊗V
∥∥((2−(k+1))1/q[(a1/2qαk+1vij b1/2qαk+1)Uk+1])k∈N∪{0}∥∥q (N∪{0};Snq [∏αk+1,Uk+1 Sq(H)])
=
( ∞∑
k=0
2−(k+1) lim
αk+1,Uk+1
sup
n∈N
sup
[vij ]∈U
Snq
∨⊗V
∥∥(idSnq ⊗M(a1/2qαk+1 , b1/2qαk+1))([vij ])∥∥qSnq [Sq(H)]
)1/q

( ∞∑
k=0
2−(k+1) lim
αk+1,Uk+1
∥∥a1/2qαk+1∥∥qS2q (H)∥∥b1/2qαk+1∥∥qS2q (H)
)1/q

( ∞∑
k=0
2−(k+1)
)1/q
= 1
and so
M ∈ UΠoq (V,q(N∪{0};∏αk+1,Uk+1 Sq(H))) ⊆ Πoq
(
V,q
(
N ∪ {0};
∏
αk+1,Uk+1
Sq(H)
))
.
Let Z = M(V ) ⊆ q(N ∪ {0};∏αk+1,Uk+1 Sq(H)) (no closure needed as dim(V ) < ∞) and
set ψ :Z = M(V ) → V0 to be ψ(M(v)) = (M0 ◦ ι0)(v) = (a1/2rα0 vb1/2rα0 )U0 for all v ∈ V which
is well defined by (∗∗∗).
If n ∈ N and x ∈ Snq [Z] = Snq [M(V )] with corresponding matrix[((
2−(k+1)
)1/q(
a1/2qαk+1vij b
1/2q
αk+1
)
Uk+1
)
k∈N∪{0}
]
where vij ∈ V , then by (∗∗∗) and [17, (2.10), p. 36],∥∥(idSnq ⊗ψ)(x)∥∥Snq [V0]
= ∥∥[ψ(M(vij ))]∥∥Snq [∏α0,U0 Sr (H)]
= ∥∥[(a1/2rα0 vij b1/2rα0 )U0]∥∥Snq [∏α0,U0 Sr (H)]

(
21/qμor,p(V )
)1/θ( ∞∑
k=0
2−(k+1)
∥∥[(a1/2qαk+1vij b1/2qαk+1)Uk+1]∥∥qSnq [∏αk+1,Uk+1 Sq(H)]
)1/q
= (21/qμor,p(V ))1/θ
× ∥∥((2−(k+1))1/q[(a1/2qαk+1vij b1/2qαk+1)Uk+1])k∈N∪{0}∥∥q (N∪{0};Snq [∏αk+1,Uk+1 Sq(H)])
= (21/qμor,p(V ))1/θ
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= (21/qμor,p(V ))1/θ‖x‖Snq [Z]
and so ‖ψ‖cb = supn∈N ‖idSnq ⊗ ψ :Snq [Z] → Snq [V0]‖ (21/qμor,p(V ))1/θ by [17, Lemma 1.7].
Applying the ideal property of Πoq (see [17, (5.1), p. 51]) again gives
πoq (ϕ) = πoq (ϕ˜ ◦M0 ◦ ι0) = πoq
(
ϕ˜ ◦ (ψ ◦M)) ‖ϕ˜‖cb‖ψ‖cbπoq (M) (21/qμor,p(V ))1/θ
and so μor,q(V ) (21/qμor,p(V ))1/θ as W and ϕ ∈ UΠor (V,W) were arbitrary. This completes the
proof. 
By the proof of [8, Corollary 4.11], there exists a constant M > 0 such that
πo1 (idOHn)M
√
n(1 + lnn).
So taking r = 2, q = 1 and V = OHn in the above theorem gives the following interesting lower
bound for μo2,p(OHn) when 1 <p < 2.
Corollary 9. For n ∈ N and 1 < p < 2, there exists a constant C > 0 such that μo2,p(OHn) 
C(1 + lnn) 1p − 12 .
In contrast to this corollary, we will obtain in Section 4, lower and upper bounds for
μo2,p(OHn) that contain a function of the exponent p in front of the logarithm instead of the
logarithm being a power of a function of p (see Corollary 23). In other words, estimate in Corol-
lary 9 is not sharp. This will become clear in the next two sections as we go through the process
of approximating πop(idOHn) for 1 <p < 2.
3. Estimating a completely p-summing norm via a quotient space
In this section, we first show that a non-commutative Lp norm (as defined by Haagerup
in [5]) can sometimes be calculated through a completely p-summing norm although this will
be used the other way round later. To do all these, we will need Junge’s recent extension of non-
commutative vector-valued Lp spaces to QWEP von Neumann algebras (see [9]). This extension
is achieved through the usage of ultrapowers of non-commutative Lp spaces (see [19]) and the
Fubini theorems for these spaces (see [7]).
Recall that a C∗-algebra A has the weak expectation property (WEP in short) in Lance’s
sense if the canonical complete isometric embedding ιA :A ↪→ A∗∗ can be factorized completely
contractively and completely positively through some B(H) (see [18, Chapter 15] for alternative
definitions). If A is a quotient of a WEP C∗-algebra, then we say A is QWEP. It is an open
question whether there exists a non-QWEP C∗-algebra (see [11] for many important equivalent
conjectures).
If X and Y are normed spaces and t ∈ X ⊗ Y ∼= Y ⊗ X, then we always define Tt :X∗ → Y
and St :Y ∗ → X by Tt (f ) = (f ⊗ idY )(t) and St (g) = (idX ⊗ g)(t) for all f ∈ X∗ and g ∈ Y ∗,
respectively (note that T ∗t = ιX ◦ St where ιX :X ↪→ X∗∗ is the canonical isometric embedding).
The proof of the following theorem is motivated by [17, Lemma 5.14].
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Hilbert space H . Suppose V ⊆ Lp(M) and W ⊆ Lp(N) where M and N are von Neumann
algebras with M being QWEP. If t ∈ V ⊗W , then
πop(St :W
∗ → V ) ‖t‖Lp(M⊗N)  πop(Tt :V ∗ → W).
Proof. First write t =∑mk=1 vk ⊗wk ∈ V ⊗W where m = dim(V ) and
{v1, . . . , vm,f1, . . . , fm}
is an Auerbach system of V and V ∗ (see [13, Proposition 1.c.3]). Observe Tt (fl) = wl for each
l ∈ {1, . . . ,m}. Since M is QWEP, there exists a Hilbert space K and there exists a free ultrafil-
ter UJ on some index set J such that we have a complete isometric embedding ϕ :Lp(M) ↪→
Lp((
∏
j,UJ
S1(K))∗) ∼=∏j,UJ Sp(K) by [9, Remark 2.3] and [19, Proposition 5.2]. Using Fu-
bini theorem (see [7, Proposition 3.6]) and [9, Proposition 2.4(Lp)], we get
t ∈ V ⊗W ⊆ Lp(M)⊗Lp(N) ⊆ Lp(M ⊗N) ∼= Lp
(
M;Lp(N)
)
.
Proof of πop(St :W ∗ → V )  ‖t‖Lp(M⊗N). By definition of non-commutative vector-valued
Lp spaces over QWEP von Neumann algebras (see [9, Section 2]) and [17, Corollary 1.2]
‖t‖Lp(M⊗N) =
∥∥∥∥∥(ϕ ⊗ idLp(N))
(
m∑
k=1
vk ⊗wk
)∥∥∥∥∥∏
j,UJ
Sp[K;Lp(N)]
= lim
j,UJ
∥∥∥∥∥
m∑
k=1
ϕ(vk)j ⊗wk
∥∥∥∥∥
Sp[K;W ]
.
For each j ∈ J , tj def= ∑mk=1 ϕ(vk)j ⊗wk ∈ Sp(K)⊗W corresponds to
Stj ∈ FB
(
W ∗, Sp(K)
)⊆ Πop(W ∗, Sp(K))
by Proposition 3(2) and so πop(Stj )  ‖tj‖Sp[K;W ] by [17, Lemma 5.14(ii)]. If g ∈ W ∗, then‖(ϕ ◦ St )(g)‖∏
j,UJ
Sp(K) = limj,UJ ‖Stj (g)‖Sp(K) and so for each l ∈ N∥∥∥∥idSlp ⊗ (ϕ ◦ St ) :Slp ∨⊗W ∗ −→ Slp
[ ∏
j,UJ
Sp(K)
]∥∥∥∥
= lim
j,UJ
∥∥idSlp ⊗ Stj :Slp ∨⊗W ∗ −→ Slp[Sp(K)]∥∥ limj,UJ πop(Stj ) ‖t‖Lp(M⊗N)
by [17, Lemma 5.4]. Using density via [17, Lemma 1.12], we have
πop(St ) = πop(ϕ ◦ St ) = sup
n∈N
∥∥∥∥idSnp ⊗ (ϕ ◦ St ) :Snp ∨⊗W ∗ −→ Snp[ ∏
j,UJ
Sp(K)
]∥∥∥∥ ‖t‖Lp(M⊗N)
because πo(·) is an injective norm by [17, Corollary 1.2].p
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have used Proposition 3(2).
By Proposition 4, there exists an index set I , an ultrafilter UI over I , families (ai)i∈I , (bi)i∈I
in US2p(H) and a factorization Tt :V ∗
ι−→ V∞ M−→ Vp T˜t−→ W such that ι is a complete isometry,
‖T˜t‖cb  πop(Tt ) and πop(M ◦ ι) 1.
Now
∑m
k=1 vk ⊗ ((M ◦ ι)(fk)) ∈ V ⊗ Vp ⊆ Lp(M)⊗ Vp ⊆ Lp(M;Vp) by definition of non-
commutative vector-valued Lp spaces over QWEP von Neumann algebras (see [9, Section 2]).
Since Vp ↪→∏i,UI Sp(H), we apply [9, Proposition 2.4(inj) and (Lp)], [19, Proposition 5.2]
and Fubini theorem (see [7, Theorem 3.11]) to get
Lp(M;Vp) ↪→ Lp
(
M;
∏
i,UI
Sp(H)
)
∼= Lp
(
M ⊗
(∏
i,UI
S1(H)
)∗)∼= ∏
i,UI
Lp
(
M ⊗B(H)).
Using density via Fubini theorem [7, (3.5), p. 999], we get
Lp
(
M ⊗B(H))∼= Sp[H ;Lp(M)]
and so∥∥∥∥∥
m∑
k=1
vk ⊗
(
(M ◦ ι)(fk)
)∥∥∥∥∥
Lp(M;Vp)
=
∥∥∥∥∥
m∑
k=1
vk ⊗
((∏
i,UI
M(ai, bi)
)(
ι(fk)
))∥∥∥∥∥∏
i,UI
Lp(M⊗B(H))
= lim
i,UI
∥∥∥∥∥
m∑
k=1
aifkbi ⊗ vk
∥∥∥∥∥
Sp[H ;V ]
= lim
i,UI
∥∥∥∥∥ai ·
(
m∑
k=1
fk ⊗ vk
)
· bi
∥∥∥∥∥
Sp[H ;V ]
 lim
i,UI
‖ai‖S2p(H)
∥∥∥∥∥
m∑
k=1
fk ⊗ vk
∥∥∥∥∥
B(H)
∨⊗V
‖bi‖S2p(H)

∥∥∥∥∥
m∑
k=1
fk ⊗ vk
∥∥∥∥∥
V ∗
∨⊗V
= ‖idV ‖cb = 1
where we have applied [17, Corollary 1.2 and Theorem 1.5] and the “Notation” in [17, p. 21].
By [9, Proposition 2.4(inj) and (inv)],
‖t‖Lp(M⊗N) =
∥∥∥∥∥
m∑
k=1
vk ⊗ Tt (fk)
∥∥∥∥∥
Lp(M;W)
=
∥∥∥∥∥(idLp(M) ⊗ T˜t )
(
m∑
k=1
vk ⊗
(
M ◦ ι(fk)
))∥∥∥∥∥
Lp(M;W)
 ‖T˜t‖cb
∥∥∥∥∥
m∑
k=1
vk ⊗
(
(M ◦ ι)(fk)
)∥∥∥∥∥
Lp(M;Vp)
 πop(Tt )
which completes the proof. 
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πop(St :W
∗ → V )  ‖t‖Lp(M⊗N). Moreover the injectivity of the norm πop(·) (see [17, Corol-
lary 1.2]) gives
πop
(
T ∗t :W ∗ −→ V ∗∗
)= πop(ιV ◦ St :W ∗ −→ V ↪→ V ∗∗) ‖t‖Lp(M⊗N)  πop(Tt :V ∗ −→ W).
Corollary 11. Let V and W be operator spaces. Suppose V ⊆ Lp(M) and W ⊆ Lp(N) where
M and N are QWEP von Neumann algebras. If dim(V ) < ∞ and t ∈ V ⊗W , then πop(Tt :V ∗ →
W) = ‖t‖Lp(M⊗N).
Proof. Write t =∑mk=1 vk ⊗wk ∈ V ⊗W and let u =∑mk=1 wk ⊗ vk ∈ W ⊗V for some m ∈ N.
Clearly Tt = Su :V ∗ → W and ‖u‖Lp(N⊗M) = ‖t‖Lp(M⊗N). Therefore
‖t‖Lp(M⊗N)  πop(Tt ) = πop(Su) ‖u‖Lp(N⊗M) = ‖t‖Lp(M⊗N)
by Theorem 10 which completes the proof. 
Let 1 <p < 2 for the remaining of this section. For us, the simple tensor t will be in the tensor
product of quotients of Cp ⊕p Rp because it is known that OH is a subspace of a quotient of
C ⊕∞ R where C and R are the operator spaces B(C, 2) and B(2,C), respectively (see [18,
Exercise 7.9]). The rest of this section will illustrate how to relate the completely p-summing
norm of Tt to a quotient of a direct sum of four spaces.
Let ϕ ∈ CB(Cp ⊕p Rp,V ) and ψ ∈ CB(Cp ⊕p Rp,W) where V and W are operator spaces.
Let E be a finite-dimensional subspace of (Cp ⊕p Rp)/kerϕ.
By [20, Theorem 5.1], there exists QWEP separable type III factors M and N and there exists
complete isomorphic embeddings
α : (Cp ⊕p Rp)/kerϕ Lp(M) and β : (Cp ⊕p Rp)/kerψ Lp(N)
where we may assume ‖α‖cb = 1 = ‖β‖cb.
From the proof of [20, Theorem 5.1], α((Cp ⊕p Rp)/kerϕ) = Gp where Gp is the closed
subspace of Lp(M) defined in [20, Theorem 4.1(ii)]. As mentioned in [20, Remark 5.2(i)], Gp is
completely complemented in Lp(M). Similarly, β((Cp ⊕p Rp)/kerψ) is completely comple-
mented in Lp(N).
Since M and N are QWEP and separable, there exist free ultrafilters UI and UJ on index
sets I and J , respectively, such that we have complete isometric embeddings
α(E) ⊆ α((Cp ⊕p Rp)/kerϕ)⊆ Lp(M) ↪→ Lp((∏
i,UI
S1
)∗)∼= ∏
i,UI
Sp
and
β
(
(Cp ⊕p Rp)/kerψ
)⊆ Lp(N) ↪→ Lp(( ∏
j,UJ
S1
)∗)∼= ∏
j,UJ
Sp
by [9, Remark 2.3] and [19, Proposition 5.2].
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π1 :
∏
i,UI
Sp Lp(M) and π2 :
∏
j,UJ
Sp Lp(N).
Let P = α−1 :α((Cp ⊕p Rp)/kerϕ) → (Cp ⊕p Rp)/kerϕ and
Q = β−1 :β((Cp ⊕p Rp)/kerψ)−→ (Cp ⊕p Rp)/kerψ.
Let t ∈ E ⊗ ((Cp ⊕p Rp)/kerψ) ⊆ ((Cp ⊕p Rp)/kerϕ) ⊗ ((Cp ⊕p Rp)/kerψ). We will
now demonstrate how to bound πop(Tt ) through the use of the above maps α, β , P and Q to
transfer or move the norms between various non-commutative Lp spaces. Firstly, it is readily
verified that Tt = Q ◦ T(α⊗β)(t) ◦ P ∗ and T(α⊗β)(t) = β ◦ Tt ◦ α∗.
For each m ∈ N, let ϕm and ψm be the restrictions of ϕ and ψ to Cmp ⊕p Rmp , that is ϕm :Cmp ⊕p
Rmp ↪→ Cp ⊕p Rp ϕ−→ V and ψm :Cmp ⊕p Rmp ↪→ Cp ⊕p Rp ψ−→ W , respectively. In addition, let
ιm = id(Cmp ⊕pRmp )/kerϕm ⊕ 0 and τm = id(Cmp ⊕pRmp )/kerψm ⊕ 0.
By definition of non-commutative vector-valued Lp spaces over QWEP von Neumann alge-
bras (see [9, Section 2]), density [9, Proposition 2.4(inv) and (Lp)], Corollary 11 and the ideal
property of Πop (see [17, (5.1), p. 51])
lim
m→∞
∥∥(α ⊗ τm)(t)∥∥∏
i,UI
Sp[(Cmp ⊕pRmp )/kerψm]
= ∥∥((idLp(M) ⊗Q) ◦ (α ⊗ β))(t)∥∥Lp(M;(Cp⊕pRp)/kerψ)
 ‖Q‖cb
∥∥(α ⊗ β)(t)∥∥
Lp(M;Lp(N)) = ‖Q‖cbπop(T(α⊗β)(t))
 ‖Q‖cbπop(Tt )
 ‖Q‖cb‖Q‖cbπop(T(α⊗β)(t))‖P ∗‖cb = ‖P ‖cb‖Q‖2cb
∥∥(α ⊗ β)(t)∥∥
Lp(M⊗N)
= ‖P ‖cb‖Q‖2cb
∥∥((idLp(M) ⊗ β) ◦ (α ⊗ id(Cp⊕pRp)/kerψ))(t)∥∥Lp(M;Lp(N))
 ‖P ‖cb‖Q‖2cb
∥∥(α ⊗ id(Cp⊕pRp)/kerψ)(t)∥∥Lp(M;(Cp⊕pRp)/kerψ)
= ‖P ‖cb‖Q‖2cb limm→∞
∥∥(α ⊗ τm)(t)∥∥∏
i,UI
Sp[(Cmp ⊕pRmp )/kerψm]
and so
‖Q‖−1cb limm→∞
∥∥(α ⊗ τm)(t)∥∥∏
i,UI
Sp[(Cmp ⊕pRmp )/kerψm]
 πop(Tt ) ‖P ‖cb‖Q‖cb limm→∞
∥∥(α ⊗ τm)(t)∥∥∏
i,UI
Sp[(Cmp ⊕pRmp )/kerψm].
Let m ∈ N and we now examine ‖(α ⊗ τm)(t)‖∏
i,UI
Sp[(Cmp ⊕pRmp )/kerψm] more closely. To do
so, we need a lemma and for any operator space X, we denote (kerψm)[X] to be the closure of
kerψm ⊗X in S2m[X].p
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(1) (V/V0)
h⊗W ∼= (V h⊗W)/(V0
h⊗W).
(2) Sp[V/V0] ∼= Sp[V ]/Sp[V0].
(3) Sp[Cmp ] ∼= Cmp [Sp] and Sp[Rmp ] ∼= Rmp [Sp].
(4) Sp[Cmp ⊕p Rmp ] ∼= Cmp [Sp] ⊕p Rmp [Sp].
(5) Sp[kerψm] ∼= (kerψm)[Sp] where (kerψm)[Sp] is the closure of kerψm ⊗ Sp in S2mp [Sp]
defined before this lemma.
(6)
∏
i,UI
Sp[(Cmp ⊕p Rmp )/kerψm] ∼= (Cmp [
∏
i,UI
Sp] ⊕p Rmp [
∏
i,UI
Sp])/((kerψm) ×
[∏i,UI Sp]).
Proof. The first five parts are straightforward and we now prove (6).
By (2), (4), (5), [18, p. 60] and [17, Lemma 5.4],∏
i,UI
Sp
[(
Cmp ⊕p Rmp
)
/kerψm
]
∼=
∏
i,UI
((
Cmp [Sp] ⊕p Rmp [Sp]
)/(
(kerψm)[Sp]
))
∼=
(∏
i,UI
(
Cmp [Sp] ⊕p Rmp [Sp]
))/(∏
i,UI
(kerψm)[Sp]
)
∼=
(
Cmp
[ ∏
i,UI
Sp
]
⊕p Rmp
[ ∏
i,UI
Sp
])/(
(kerψm)
[ ∏
i,UI
Sp
])
which completes the proof. 
By the above lemma
(α ⊗ τm)(t) ∈
(
Cmp
[∏
i,UI
Sp
]
⊕p Rmp
[ ∏
i,UI
Sp
])/(
(kerψm)
[ ∏
i,UI
Sp
])
and so applying P ⊗ id gives(
(P ⊗ id) ◦ (α ⊗ τm)
)
(t)
= (id(Cp⊕pRp)/kerϕ ⊗ τm)(t)
∈ (Cmp [(Cp ⊕p Rp)/kerϕ]⊕p Rmp [(Cp ⊕p Rp)/kerϕ])/((kerψm)[(Cp ⊕p Rp)/kerϕ]).
Combining this with α ⊗ τm = (α ⊗ id(Cp⊕pRp)/kerψ) ◦ (id(Cp⊕pRp)/kerϕ ⊗ τm), we get∥∥(id(Cp⊕pRp)/kerϕ ⊗ τm)(t)∥∥(Cmp [(Cp⊕pRp)/kerϕ]⊕pRmp [(Cp⊕pRp)/kerϕ])/((kerψm)[(Cp⊕pRp)/kerϕ])
× ‖P ‖−1cb

∥∥(α ⊗ τm)(t)∥∥∏
i,UI
Sp[(Cmp ⊕pRmp )/kerψm]

∥∥(id(Cp⊕pRp)/kerϕ ⊗ τm)(t)∥∥ m m .(Cp [(Cp⊕pRp)/kerϕ]⊕pRp [(Cp⊕pRp)/kerϕ])/((kerψm)[(Cp⊕pRp)/kerϕ])
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that
(
Cmp
[
(Cp ⊕p Rp)/kerϕ
]⊕p Rmp [(Cp ⊕p Rp)/kerϕ])/((kerψm)[(Cp ⊕p Rp)/kerϕ])
∼= (((Cmp [Cp ⊕p Rp])/(Cmp [kerϕ]))⊕p ((Rmp [Cp ⊕p Rp])/(Rmp [kerϕ])))
/
((
(kerψm)[Cp ⊕p Rp]
)
/
(
(kerψm)
[
kerϕ
]))
∼= ((Cmp [Cp ⊕p Rp] ⊕p Rmp [Cp ⊕p Rp])/(Cmp [kerϕ] ⊕p Rmp [kerϕ]))
/
((
(kerψm)[Cp ⊕p Rp]
)/(
(kerψm)[kerϕ]
))
∼= (Cmp [Cp ⊕p Rp] ⊕p Rmp [Cp ⊕p Rp])/ker(ψm ⊗ ϕ)
∼= ((Cmp h⊗Cp)⊕p (Cmp h⊗Rp)⊕p (Cp h⊗Rmp )⊕p (Rp h⊗Rmp ))/ker(ϕ ⊗ψm)
and so we get the following result through denseness arguments
Proposition 13.
‖P ‖−1cb ‖Q‖−1cb limm→∞
∥∥(ιm ⊗ τm)(t)∥∥
((Cmp
h⊗Cmp )⊕p(Cmp
h⊗Rmp )⊕p(Cmp
h⊗Rmp )⊕p(Rmp
h⊗Rmp ))/ker(ϕm⊗ψm)
 πop(Tt )
 ‖P ‖cb‖Q‖cb lim
m→∞
∥∥(ιm ⊗ τm)(t)∥∥
((Cmp
h⊗Cmp )⊕p(Cmp
h⊗Rmp )⊕p(Cmp
h⊗Rmp )⊕p(Rmp
h⊗Rmp ))/ker(ϕm⊗ψm)
.
This is the estimate of the completely p-summing (for 1 <p < 2) norm via a quotient of a direct
sum of four tensor products as advertised in the title of this section.
4. πop(idOHn) and μo2,p(OHn) for 1 < p < 2
In this section, n ∈ N and 1 < p < 2 unless otherwise stated. Let 1/p + 1/q = 1. Before
proceeding further, we first recall some notations and terminologies from [8].
Motivated by a formula of Pusz and Woronowicz for the square root of two sesquilinear forms,
we follow [8] and define two measures μ and ν via a probability measure ρ on the interval [0,1]
by
dρ(x) = dx/(π√x(1 − x) ), dμ(x) = x−1 dρ(x) and dν(x) = (1 − x)−1 dρ(x).
Define ϕn :L2(μ;n2)cp ⊕p L2(ν;n2)rp → L0(ρ;n2) by ϕn(f,g)(x) = f (x) + g(x) ∈ n2 for all
x ∈ [0,1] and (f, g) ∈ L2(μ;n2)cp ⊕p L2(ν;n2)rp where L2(μ;n2)cp (respectively L2(ν;n2)rp) is
the Hilbert space L2(μ;n2) (respectively L2(ν;n2)) equipped with the p-column (respectively
p-row) operator space structure (see Section 1).
Consider the following subspace of (L2(μ;n2)cp ⊕p L2(ν;n2)rp)/kerϕn
Fn(p)
def= {(f, g)+ kerϕn ∣∣ ϕn(f,g) = f + g = constant ρ-a.e.}.
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fk(x) =
(√
xek, (1 − √x )ek
)+ kerϕn
for all x ∈ [0,1] and k ∈ {1, . . . , n} where {e1, . . . , en} is the canonical unit vector basis of n2 . In
the limiting case n = ∞, we simply write ϕ and F(p).
This subspace of a quotient of the direct sum of a p-column Hilbert space and a p-row Hilbert
space is introduced because Junge proved that OHn is 2-completely isomorphic to Fn(1) canon-
ically for the case p = 1 (see [8, Corollary 3.7]) and his method also extends to p > 1 (see [8,
Remark 3.8]). An alternative proof for all p  1 was also given later by Xu (see [20, Theo-
rem 3.3]). We summarize their results in the next theorem.
Theorem 14. ‖id :Fn(p) → OHn‖cb  2
1
p
− 12 and ‖id :Fn(p)∗ → OHn‖cb  2
1
p
− 12
.
For the rest of this paper, set
Zn =
(
L2
(
μ⊗μ;Sn2
)⊕p Snp[Sp(L2(ν(x)),L2(μ(y)))]⊕p Snp[Sp(L2(ν(y)),L2(μ(x)))]
⊕p L2
(
ν ⊗ ν;Sn2
))/
ker(ϕn ⊗ ϕn).
The following theorem is the highlight of this project as it combines all the preceding results
to enable us to get bounds for πop(idOHn). In fact, we emphasize that it shows for any map
T : OHn → OHn, one has C−1‖t‖Zn  πop(T ) C‖t‖Zn where t is the tensor corresponding to
T and C = 2 2p −1‖P ‖2cb for P = α−1 defined in the preceding section.
Theorem 15. Let Q = P = α−1 be as defined in the previous section. If a linear transformation
T : OHn → OHn has matrix representation [tij ] ∈ Mn and t = ∑ni,j=1 tij fi ⊗ fj ∈ Fn(p) ⊗
Fn(p), then
21−
2
p ‖P ‖−2cb ‖t‖Zn  πop(T ) 2
2
p
−1‖P ‖2cb‖t‖Zn.
Proof. First note that
t ∈ ((L2(μ;n2)cp ⊕p L2(ν;n2)rp)/kerϕn)⊗ ((L2(μ;n2)cp ⊕p L2(ν;n2)rp)/kerϕn).
Since L2(μ;n2)cp ∼= Cp and L2(ν;n2)rp ∼= Rp , we get by Proposition 2(1) and (3):
Cp
h⊗Rp ∼= L2
(
μ(y);n2
)c
p
h⊗L2
(
ν(x);n2
)r
p
∼= Sp
(
L2
(
ν(x);n2
)
,L2
(
μ(y);n2
))
∼= Sp
(
n2
(
L2
(
ν(x)
))
, n2
(
L2
(
μ(y)
)))∼= Snp[Sp(L2(ν(x)),L2(μ(y)))] and
Cp
h⊗Rp ∼= Snp
[
Sp
(
L2
(
ν(y)
)
,L2
(
μ(x)
))]
,
similarly. By Proposition 2(2)
Cp
h⊗Cp ∼= L2
(
μ;n)c h⊗L2(μ;n)c ∼= (L2(μ;n)⊗L2(μ;n))c ∼= L2(μ⊗μ;Sn)c2 p 2 p 2 2 p 2 p
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h⊗ Rp ∼= L2(ν ⊗ ν;Sn2 )rp , similarly. Since we are interested in the norm of the tensor t
and that interpolation of Hilbert spaces produces a Hilbert space, we only need to calculate the
norms in the Hilbert spaces L2(μ⊗μ;Sn2 ) and L2(ν ⊗ ν;Sn2 ) without the p-column and p-row
operator space structure.
Now apply Proposition 13 with m → ∞ to get ‖P ‖−2cb ‖t‖Zn  πop(Tt ) ‖P ‖2cb‖t‖Zn . Since
T : OHn ∼= OH∗n id
∗−−→ Fn(p)∗ Tt−→ Fn(p) id−→ OHn and
Tt :Fn(p)
∗ id−→ OHn T−→ OHn ∼= OH∗n id
∗−−→ Fn(p)∗∗ ∼= Fn(p),
we obtain the desired inequality from Theorem 14 after applying the ideal property of Πop (see
[17, (5.1), p. 51]). This completes the proof. 
For each i, j ∈ {1, . . . , n} and (x, y) ∈ [0,1] × [0,1]
(fi ⊗ fj )(x, y) =
(√
xei, (1 − √x )ei
)⊗ (√yej , (1 − √y )ej )+ ker(ϕn ⊗ ϕn)
= (ei,0)⊗ (ej ,0)+ ker(ϕn ⊗ ϕn) = (ei,0)⊗ (0, ej )+ ker(ϕn ⊗ ϕn)
= (0, ei)⊗ (ej ,0)+ ker(ϕn ⊗ ϕn) = (0, ei)⊗ (0, ej )+ ker(ϕn ⊗ ϕn)
because ϕn((
√
xei, (1 − √x )ei)) = ei ∈ n2 and ϕn((
√
yej , (1 − √y )ej )) = ej ∈ n2.
Proposition 16. If [tij ] ∈ Mn and t =∑ni,j=1 tij fi ⊗ fj ∈ Fn(p)⊗ Fn(p), then
‖t‖Zn 
2
2
p
−2| tr([tij ])|√
n
sup
∣∣∣∣ ∫
[0,1]×[0,1]
a(x, y)
dρ(x)
x
dρ(y)
y
∣∣∣∣
where the supremum is taken over all measurable functions (a, b, c, d) such that
a(x, y)
xy
= b(x, y)
(1 − x)y =
c(x, y)
x(1 − y) =
d(x, y)
(1 − x)(1 − y) ρ ⊗ ρ-a.e. ()
and max{‖a‖L2(μ⊗μ),‖d‖L2(ν⊗ν)} 1, and
max
{‖b‖Sq(L2(μ(y)),L2(ν(x))),‖c‖Sq(L2(μ(x)),L2(ν(y)))} n 1p − 12 .
Proof. Let 1[0,1]×[0,1] : [0,1] × [0,1] → C be the constant function (x, y) → 1 for all (x, y) ∈
[0,1] × [0,1].
Suppose (a, b, c, d) is given as above and ε > 0. By the preceding discussions and the def-
inition of the norm of a quotient space, there exists a decomposition of [tij ] ⊗ 1[0,1]×[0,1] into
Mn-valued functions
[tij ] ⊗ 1[0,1]×[0,1](x, y) =
[
g1ij (x, y)
]+ [g2ij (x, y)]+ [g3ij (x, y)]+ [g4ij (x, y)]
for all (x, y) ∈ [0,1] × [0,1] such that
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+ ∥∥[g3ij (x, y)]∥∥pSnp[Sp(L2(ν(y)),L2(μ(x)))] + ∥∥[g4ij (x, y)]∥∥pL2(ν⊗ν;Sn2 ))1/p
< ‖t‖Zn + ε.
Now we apply Cauchy–Schwarz inequality twice to get
∣∣∣∣∣
∫
[0,1]×[0,1]
n∑
i=1
g4ii (x, y)a(x, y)
dρ(x)
x
dρ(y)
y
∣∣∣∣∣
=
∣∣∣∣∣
∫
[0,1]×[0,1]
n∑
i=1
g4ii (x, y)d(x, y)
dρ(x)
1 − x
dρ(y)
1 − y
∣∣∣∣∣

( ∫
[0,1]×[0,1]
n∑
i,j=1
∣∣g4ij (x, y)∣∣2 dρ(x)1 − x dρ(y)1 − y
)1/2( n∑
i=1
∫
[0,1]×[0,1]
∣∣d(x, y)∣∣2 dρ(x)
1 − x
dρ(y)
1 − y
)1/2

√
n
∥∥[g4ij (x, y)]∥∥L2(ν⊗ν;Sn2 )
and | ∫[0,1]×[0,1]∑ni=1 g1ii (x, y)a(x, y)dρ(x)x dρ(y)y |√n‖[g1ij (x, y)]‖L2(μ⊗μ;Sn2 ), similarly.
By [17, Corollary 1.8] (through trace duality),
idn2 ⊗ c ∈ Snq
[
Sq
(
L2
(
μ(x)
)
,L2
(
ν(y)
))]∼= Snp[Sp(L2(ν(y)),L2(μ(x)))]∗.
Using the “Notation” in [17, p. 21],
idn2 ⊗ c =
⎡⎣1 0. . .
0 1
⎤⎦ ·
⎡⎣ c 0. . .
0 c
⎤⎦ ·
⎡⎣1 0. . .
0 1
⎤⎦
and so by [17, Theorem 1.5]
‖idn2 ⊗ c‖Snq [Sq(L2(μ(x)),L2(ν(y)))]  ‖idn2‖Sn2q‖c‖Sq(L2(μ(x)),L2(ν(y)))‖idn2‖Sn2q
 n
1
2q n
1
p
− 12 n
1
2q = √n.
For each (x, y) ∈ [0,1] × [0,1],
tr
([
g3ij (x, y)
](
idn2 ⊗ c(x, y)
))= tr([g3ij (x, y)c(x, y)])= n∑
i=1
g3ii (x, y)c(x, y)
and so by trace duality
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∫
[0,1]×[0,1]
n∑
i=1
g3ii (x, y)a(x, y)
dρ(x)
x
dρ(y)
y
∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
∫
[0,1]×[0,1]
g3ii (x, y)c(x, y)
dρ(x)
x
dρ(y)
1 − y
∣∣∣∣∣

∥∥[g3ij (x, y)]∥∥Snp[Sp(L2(ν(y)),L2(μ(x)))]‖idn2 ⊗ c‖Snq [Sq(L2(μ(x)),L2(ν(y)))]

√
n
∥∥[g3ij (x, y)]∥∥Snp[Sp(L2(ν(y)),L2(μ(x)))].
Similarly∣∣∣∣∣
∫
[0,1]×[0,1]
n∑
i=1
g2ii (x, y)a(x, y)
dρ(x)
x
dρ(y)
y
∣∣∣∣∣√n∥∥[g2ij (x, y)]∥∥Snp[Sp(L2(ν(x)),L2(μ(y)))].
Therefore by triangle and Hölder’s inequalities,
∣∣tr([tij ])∣∣∣∣∣∣ ∫
[0,1]×[0,1]
a(x, y)
dρ(x)
x
dρ(y)
y
∣∣∣∣
=
∣∣∣∣∣
∫
[0,1]×[0,1]
n∑
i=1
(
g1ii (x, y)+ g2ii (x, y)+ g3ii (x, y)+ g4ii (x, y)
)
a(x, y)
dρ(x)
x
dρ(y)
y
∣∣∣∣∣

√
n
(∥∥[g1ij (x, y)]∥∥pL2(μ⊗μ;Sn2 ) + ∥∥[g2ij (x, y)]∥∥pSnp[Sp(L2(ν(x)),L2(μ(y)))]
+ ∥∥[g3ij (x, y)]∥∥pSnp[Sp(L2(ν(y)),L2(μ(x)))] + ∥∥[g4ij (x, y)]∥∥pL2(ν⊗ν;Sn2 ))1/p · (1 + 1 + 1 + 1)1/q
< 22−
2
p
√
n
(‖t‖Zn + ε).
Let ε → 0 to complete the proof. 
To get a lower bound for the norm of
∑n
i=1 fi ⊗fi ∈ Fn(p)⊗Fn(p), we shall use a rectangu-
lar decomposition of the square [0,1] × [0,1] to define measurable functions (a, b, c, d) which
then allow us to apply the above result.
Corollary 17. For any 0 < α < 1 and nmax{e (e−1)p2−p , e p(α−1+ln 8)(2−p)(1−α) },∥∥∥∥∥
n∑
i=1
fi ⊗ fi
∥∥∥∥∥
Zn
 2
2
p
− 92 α
π
√
n
(
1 +
(
2
p
− 1
)
lnn
)
.
Proof. Let δ = e−1n1− 2p ∈ (0,1/2). Define ω : [0,1] × [0,1] → R by
ω(x, y) = (xy + (1 − x)(1 − y))−1χI (x, y)
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[δ,1/2] × [1/2,1 − δ].
To satisfy () in Proposition 16, we let
a(x, y)
xy
= b(x, y)
(1 − x)y =
c(x, y)
x(1 − y) =
d(x, y)
(1 − x)(1 − y) = ω(x, y)
for all (x, y) ∈ [0,1] × [0,1]. As in the proof of [8, Lemma 5.3], we get
max
{‖a‖L2(μ⊗μ),‖d‖L2(ν⊗ν)} 4π−1√− ln δ.
Since q > 2, we have from the proof of [8, Lemma 5.3],
‖b‖Sq(L2(μ(y)),L2(ν(x)))  ‖b‖S2(L2(μ(y)),L2(ν(x))) = ‖b‖L2(ν(x))⊗2L2(μ(y))  4
√
2π−1
√
δ−1
and ‖c‖Sq(L2(μ(x)),L2(ν(y)))  4/
√
3π , similarly.
Thus we let M = max{4/π,4√2/π,4/√3π} = 4√2/π and set (a′, b′, c′, d ′) = (a,b,c,d)
M
√− ln δ .
Hence
max
{‖a′‖L2(μ⊗μ),‖d ′‖L2(ν⊗ν)} 4√− ln δ
Mπ
√− ln δ  1.
On the other hand, if n e
(e−1)p
2−p , then − ln δ  e. Thus for all n e (e−1)p2−p
‖b′‖Sq(L2(μ(y)),L2(ν(x))) 
4
√
2
M
√
δπ
√− ln δ =
n
1
p
− 12 √e√− ln δ 
n
1
p
− 12 √e√
e
= n 1p − 12
and
‖c′‖Sq(L2(μ(x)),L2(ν(y))) 
4√
3π
M
√− ln δ  (− ln δ)
−1/2  e−1/2 < 1 n
1
p
− 12 .
From the proof of [8, Lemma 5.3],∫
I
a(x, y)
dρ(x)
x
dρ(y)
y
− ln(8δ)
π2
.
Now if n e
p(α−1+ln 8)
(2−p)(1−α) , then − ln(8δ)−α ln δ and so
∫
a′(x, y)dρ(x)
x
dρ(y)
y
− ln(eδ)
π2M
√− ln δ 
α
√− ln δ
Mπ2
= α
4
√
2π
√
1 +
(
2
p
− 1
)
lnn.
I
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[tij ] =
⎡⎣1 0. . .
0 1
⎤⎦
and conclude∥∥∥∥∥
n∑
i=1
fi ⊗ fi
∥∥∥∥∥
Zn
 2
2
p
−2
n√
n
∣∣∣∣ ∫
[0,1]×[0,1]
a′(x, y)dρ(x)
x
dρ(y)
y
∣∣∣∣
 2
2
p
−2√
n
α
4
√
2π
√
1 +
(
2
p
− 1
)
lnn = 2
2
p
− 92 α
π
√
n
(
1 +
(
2
p
− 1
)
lnn
)
which completes the proof. 
Our next step is to continue to use the above rectangular decomposition of the square [0,1] ×
[0,1] to get an upper bound for the norm of ∑ni,j=1 tij fi ⊗ fj ∈ Fn(p) ⊗ Fn(p) for [tij ] ∈ Mn.
We will now use some terminologies from [8, p. 261].
Let πp :L2(μ ⊗ μ) ⊕p L2(ν ⊗ ν) (L2(μ ⊗ μ) ⊕p L2(ν ⊗ ν))/kerQ be the canonical
quotient map where Q(f1, f2) = f1 + f2 (see [8, p. 261]).
If A,B ⊆ [0,1], then by definition of quotient space norm, Cauchy–Schwarz inequality and
[8, Lemma 5.4],
‖χA ⊗ χB‖(L2(μ⊗μ)⊕pL2(ν⊗ν))/kerQ def=
∥∥(χA ⊗ χB,0)+ kerQ∥∥(L2(μ⊗μ)⊕pL2(ν⊗ν))/kerQ
= inf{∥∥(f, g)∥∥
L2(μ⊗μ)⊕pL2(ν⊗ν): πp(f,g) = (χA ⊗ χB,0)+ kerQ
}
 inf
{∥∥(f, g)∥∥
L2(μ⊗μ)⊕1L2(ν⊗ν): π1(f, g) = (χA ⊗ χB,0)+ kerQ
}
 (1 + 1)1/2 inf{∥∥(f, g)∥∥
L2(μ⊗μ)⊕2L2(ν⊗ν): π2(f, g) = (χA ⊗ χB,0)+ kerQ
}
= √2‖χA ⊗ χB‖(L2(μ⊗μ)⊕2L2(ν⊗ν))/kerQ =
√
2
( ∫
A×B
dρ(x)dρ(y)
xy + (1 − x)(1 − y)
)1/2
where the last integral is due to the explicit formula from [1, Theorems 5.2.2 and 5.4.4].
Lemma 18. If 0 < δ < 1/2, then
‖χ[0,1/2] ⊗ χ[0,1/2]‖(L2(μ⊗μ)⊕pL2(ν⊗ν))/kerQ 
√
2,
‖χ[1/2,1] ⊗ χ[1/2,1]‖(L2(μ⊗μ)⊕pL2(ν⊗ν))/kerQ 
√
2,
‖χ[δ,1/2] ⊗ χ[1/2,1−δ]‖(L2(μ⊗μ)⊕pL2(ν⊗ν))/kerQ  4
√
2π−1
√− ln δ,
‖χ[1/2,1−δ] ⊗ χ[δ,1/2]‖(L2(μ⊗μ)⊕pL2(ν⊗ν))/kerQ  4
√
2π−1
√− ln δ,
‖χ[1/2,1]‖L (μ)  1,2
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‖χ[0,δ]‖L2(ν)  23/4δ1/4π−1/2,
‖χ[1−δ,1]‖L2(μ)  23/4δ1/4π−1/2.
Proof. By the preceding discussion,
‖χ[0,1/2] ⊗ χ[0,1/2]‖(L2(μ⊗μ)⊕pL2(ν⊗ν))/kerQ

√
2
( ∫
[0,1/2]×[0,1/2]
dρ(x)dρ(y)
xy + (1 − x)(1 − y)
)1/2

√
2
( 1/2∫
0
1/2∫
0
4
dx
π
√
x(1 − x)
dy
π
√
y(1 − y)
)1/2
= √2
and ‖χ[1/2,1] ⊗ χ[1/2,1]‖(L2(μ⊗μ)⊕pL2(ν⊗ν))/kerQ 
√
2, similarly. See [8, Corollary 5.5] for the
third and fourth inequality. Next,
‖χ[1/2,1]‖L2(μ) =
( 1∫
1/2
dρ(x)
x
)1/2

(
2
1∫
1/2
dρ(x)
)1/2
= 1
and ‖χ[δ,1/2]‖L2(ν)  1, similarly. Since 0 < δ < 1/2, we have
‖χ[0,δ]‖L2(ν) =
( δ∫
0
dx
(1 − x)π√x(1 − x)
)1/2
=
(
2
π
(
− cot
(
π
2
)
+ cot(sin−1 √1 − δ )))1/2

(
2
π
√
2δ
)1/2
= 2
3/4δ1/4√
π
and ‖χ[1−δ,1]‖L2(μ)  23/4δ1/4π−1/2, similarly. This completes the proof. 
It should be noted that the bounds for the first two inequalities in the above lemma are half of
that given in [8, Corollary 5.5].
Proposition 19. If [tij ] ∈ Mn and t =∑ni,j=1 tij fi ⊗ fj ∈ Fn(p)⊗ Fn(p), then
‖t‖Zn 
(
4
√
2 + 2
15/4
√
eπ
)√
1 +
(
2
p
− 1
)
lnn
(
n∑
i,j=1
|tij |2
)1/2
.
Proof. Let δ = e−2n2− 4p ∈ (0,1/2). By treating [tij ] ∈ Sn2 , we break up
[tij ] ⊗ 1[0,1]×[0,1] = h1 + h2
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h1 = [tij ] ⊗
(
(χ[0,1/2] ⊗ χ[0,1/2])+ (χ[δ,1/2] ⊗ χ[1/2,1−δ])+ (χ[1/2,1−δ] ⊗ χ[δ,1/2])
+ (χ[1/2,1] ⊗ χ[1/2,1])
)
and
h2 =
([tij ] ⊗ 1[0,1]×[0,1])− h1.
Since L2(μ ⊗ μ;Sn2 ) ∼= L2(μ ⊗ μ) ⊗2 Sn2 and L2(ν ⊗ ν;Sn2 ) ∼= L2(ν ⊗ ν) ⊗2 Sn2 as Hilbert
spaces, we get by Proposition 3(1), triangle inequality and Lemma 18,
‖h1‖(L2(μ⊗μ;Sn2 )⊕pL2(ν⊗ν;Sn2 ))/ker(ϕn⊗ϕn)
= ∥∥(χ[0,1/2] ⊗ χ[0,1/2])+ (χ[δ,1/2] ⊗ χ[1/2,1−δ])+ (χ[1/2,1−δ] ⊗ χ[δ,1/2])
+ (χ[1/2,1] ⊗ χ[1/2,1])‖(L2(μ⊗μ)⊕pL2(ν⊗ν))/kerQ
∥∥[tij ]∥∥Sn2

(
2
√
2 + 8
√
2
π
√− ln δ
)( n∑
i,j=1
|tij |2
)1/2
=
(
2
√
2 + 16
π
√
1 +
(
2
p
− 1
)
lnn
)( n∑
i,j=1
|tij |2
)1/2
.
Next, observe that
h2 =
([tij ] ⊗ 1[0,1]×[0,1])− h1
= [tij ] ⊗
(
(χ[0,δ] ⊗ χ[1/2,1])+ (χ[δ,1/2] ⊗ χ[1−δ,1])+ (χ[1/2,1] ⊗ χ[0,δ])
+ (χ[1−δ,1] ⊗ χ[δ,1/2])
)
.
To avoid singularities, we calculate the norm of [tij ] ⊗ ((χ[1/2,1] ⊗ χ[0,δ])(x, y)) in
Snp
[
Sp
(
L2
(
ν(y)
)
,L2
(
μ(x)
))]∼= Snp[L2(μ(x))cp h⊗L2(ν(y))rp]
and so χ[1/2,1](x)⊗ χ[0,δ](y) ∈ L2(μ(x))cp
h⊗L2(ν(y))rp . Thus by Lemma 18,∥∥χ[1/2,1](x)⊗ χ[0,δ](y)∥∥
L2(μ(x))cp
h⊗L2(ν(y))rp
= ‖χ[1/2,1]‖L2(μ)‖χ[0,δ]‖L2(ν)  23/4δ1/4π−1/2
and similarly
max
{∥∥χ[0,δ](x)⊗ χ[1/2,1](y)∥∥
L2(μ(y))cp
h⊗L2(ν(x))rp
,
∥∥χ[δ,1/2](x)⊗ χ[1−δ,1](y)∥∥
L2(μ(y))cp
h⊗L2(ν(x))rp
,∥∥χ[1−δ,1](x)⊗ χ[δ,1/2](y)∥∥
L2(μ(x))cp
h⊗L2(ν(y))rp
}
 23/4δ1/4π−1/2.
By Proposition 3(1), triangle and Hölder’s inequality,
K.L. Yew / Journal of Functional Analysis 255 (2008) 1362–1402 1391‖h2‖(Snp[Sp(L2(ν(x)),L2(μ(y)))]⊕pSnp[Sp(L2(ν(y)),L2(μ(x)))])/ker(ϕn⊗ϕn)

∥∥(χ[0,δ] ⊗ χ[1/2,1])+ (χ[δ,1/2] ⊗ χ[1−δ,1])+ (χ[1/2,1] ⊗ χ[0,δ])
+ (χ[1−δ,1] ⊗ χ[δ,1/2])
∥∥
((L2(μ(y))cp
h⊗L2(ν(x))rp)⊕1(L2(μ(x))cp
h⊗L2(ν(y))rp))/ker(ϕn⊗ϕn)
∥∥[tij ]∥∥Snp
 42
3/4δ1/4√
π
∥∥∥∥∥∥
⎡⎣1 0. . .
0 1
⎤⎦∥∥∥∥∥∥
Sn2p/(2−p)
∥∥[tij ]∥∥Sn2 = 211/4√eπ
(
n∑
i,j=1
|tij |2
)1/2
.
Since 2
√
2 + 211/4√
eπ
> 16
π
and
√
1 + ( 2
p
− 1) lnn > 1, we have
‖t‖Zn 
(
2
√
2 + 2
11/4
√
eπ
+ 16
π
√
1 +
(
2
p
− 1
)
lnn
)( n∑
i,j=1
|tij |2
)1/2
<
(
4
√
2 + 2
15/4
√
eπ
)√
1 +
(
2
p
− 1
)
lnn
(
n∑
i,j=1
|tij |2
)1/2
which completes the proof. 
By taking
tij =
{
1 if i = j ,
0, otherwise
so that T = idOHn in Theorem 15, we get by Theorem 15, Corollary 17 and Proposition 19 the
following important result.
Corollary 20. For any 0 < α < 1 and nmax{e (e−1)p2−p , e p(α−1+ln 8)(2−p)(1−α) }
πop(idOHn) ∼
∥∥∥∥∥
n∑
i=1
fi ⊗ fi
∥∥∥∥∥
Zn
∼
√
n
(
1 +
(
2
p
− 1
)
lnn
)
.
The above estimates can now easily lead us to approximate the completely (2,p)-mixing
constant of OHn.
Proposition 21. There exists a constant Cp > 0 such that for any 0 < α < 1 and n 
max{e (e−1)p2−p , e p(α−1+ln 8)(2−p)(1−α) }, we have
μo2,p(OHn) αCp
√
1 +
(
2
p
− 1
)
lnn.
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√
n and so
μo2,p(OHn) πop(idOHn/
√
n ) αCp
√
1 +
(
2
p
− 1
)
lnn
by Corollary 17 and Theorem 15 because
∑n
i=1 fi ⊗ fi corresponds to idOHn . This completes
the proof. 
The use of πop(idOHn) in the above proof should be compared to that of Corollary 9 where
πo1 (idOHn) was used in conjunction with our quantized Extrapolation theorem (see Theorem 8).
Proposition 22. There exists a constant Dp > 0 such that for all n ∈ N
μo2,p(OHn)Dp
√
1 +
(
2
p
− 1
)
lnn.
Proof. If W is an operator space and ϕ ∈ UΠo2 (OHn,W), then there exists a factorization
ϕ : OHn T−→ OHn S−→ W such that πo2 (T )  1 and ‖S‖cb  πo2 (ϕ)  1 by [17, Proposition 6.1].
Let [tij ] be the matrix representation of T : OHn → OHn. Thus by [17, Proposition 6.3],
(
∑n
i,j=1 |tij |2)1/2 = πo2 (T ) 1. Hence by the ideal property of Πop (see [17, (5.1), p. 51]), The-
orem 15 and Proposition 19, there exists a constant Dp > 0 such that
πop(ϕ) πop(T )Dp
√
1 +
(
2
p
− 1
)
lnn
(
n∑
i,j=1
|tij |2
)1/2
Dp
√
1 +
(
2
p
− 1
)
lnn
and so
μo2,p(OHn) = sup
{
πop(ϕ)
∣∣ ϕ ∈ UΠo2 (OHn,W) for any operator space W}
Dp
√
1 +
(
2
p
− 1
)
lnn
which completes the proof. 
In contrast to the lower bound of μo2,p(OHn), the above result shows that there is no restriction
on dim(OHn) for the upper bound. Putting everything together, we get
Corollary 23. For any 0 < α < 1 and nmax{e (e−1)p2−p , e p(α−1+ln 8)(2−p)(1−α) },
μo2,p(OHn) ∼
√
1 +
(
2
p
− 1
)
lnn.
K.L. Yew / Journal of Functional Analysis 255 (2008) 1362–1402 1393The logarithmic bounds for μo2,p(OHn) further reinforce the results in [8] that OHn behaves
differently from its classical analogue n2 even though they are isometric as Banach spaces. To
end this section, we remark that the uniform embedding of all the OHn into a non-commutative
Lp space shows that Πop(OH) is of type p and cotype 2 for 1  p  2 (see [4] for type and
cotype of non-commutative Lp spaces) just as in the Banach space situation.
5. An Orlicz function
Continue to assume n ∈ N and 1 < p < 2. The aim of this section is to prove Πop(OH) =
Πo1 (OH) as sets. The idea for showing this is due to Junge and Xu (see [10]) who first worked
out the Orlicz function for the case p = 1.
Definition 24. Let ψp : [0,∞) → R be the function given by
ψp(a) = inf
1[0,1]×[0,1](x,y)=g1(x,y)+g2(x,y)+g3(x,y)+g4(x,y)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
‖g1‖2L2(μ⊗μ)a2
+ ‖g2‖pSp(L2(ν(x)),L2(μ(y)))ap
+ ‖g3‖pSp(L2(ν(y)),L2(μ(x)))ap
+ ‖g4‖2L2(ν⊗ν)a2
⎫⎪⎪⎪⎬⎪⎪⎪⎭
for all a ∈ [0,∞).
Clearly ψp is an increasing function with ψp(0) = 0 and lima→∞ ψp(a) = ∞. Other straight-
forward essential properties of ψp are given below.
Proposition 25.
(1) If 0 λ 1, then λ2ψp(a)ψp(λa) λpψp(a) λψp(a) for all a ∈ [0,∞).
(2) ψp(a)
a
 ψp(b)
b
for all 0 a  b < ∞.
(3) There exists a maximal convex increasing function φp : [0,∞) → R which is bounded above
by ψp such that ψp(a2 ) φp(a)ψp(a) for all a ∈ [0,∞).
Proof. The definition of ψp immediately implies (1) and (2). We follow [14, Lemma 1.e.7] to
prove (3). For each b 0, let
Ab =
{
straight lines f which intersects the graph of ψp in at least 2 distinct
points (b1,ψp(b1)) and (b2,ψp(b2)) with 0 b1  b b2
}
.
The maximal convex increasing function φp bounded above by ψp is then defined to be φp(b) =
inff∈Ab f (b) for all b  0. By [14, Lemma 1.e.7], ψp(a2 )  φp(a)  ψp(a) for all a ∈ [0,∞)
which completes the proof. 
Recall that an Orlicz function M is a convex non-decreasing function on [0,∞) such that
M(0) = 0 and limx→∞ M(x) = ∞. To any Orlicz function M , the Orlicz sequence space M is
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∑∞
n=1 M(
|xn|
ρ
) < ∞ for some
ρ > 0 together with the norm
∥∥(xn)n∈N∥∥M def= inf
{
ρ > 0
∣∣∣ ∞∑
n=1
M
( |xn|
ρ
)
 1
}
.
For example, if M(x) = xp for 1  p ∞, then M = p . We refer to [13, Chapter 4] for the
theory of Orlicz sequence spaces.
Thus the above proposition shows that ψp is almost an Orlicz function and that the maximal
convex increasing function φp bounded above by ψp , is an Orlicz function equivalent to ψp .
Hence we can form the Orlicz sequence space φp .
For Hilbert spacesH andK, a number s > 0 is a singular value of A ∈ B(H,K) if there exists
normalized elements h ∈H and k ∈K such that Ah = sk and A∗k = sh. The Spectral theorem
for compact normal operators shows that every A ∈ K(H,K) has a singular value decomposition
and we will always assume the sequence of singular values (sn(A))n∈N of A is in decreasing order
s1(A) s2(A) s3(A) · · · .
Definition 26. The Schatten φp-class is Sφp
def= {A ∈ K(2) | (sn(A))n∈N ∈ φp } with the norm
‖A‖Sφp
def= ‖(sn(A))n∈N‖φp .
Recall the definition of the quotient space Zn after Theorem 14 in Section 4 and also that
{f1, . . . , fn} is the canonical unit vector basis of the space Fn(p).
Theorem 27. If (d1, . . . , dn) ∈ Cn and d =∑ni=1 difi ⊗ fi ∈ Fn(p)⊗ Fn(p), then
‖d‖Zn ∼
∥∥(d1, . . . , dn)∥∥φp .
Proof. By Proposition 25(3), it suffices to show that ‖d‖Zn ∼ ‖(d1, . . . , dn)‖ψp . Let
D =
⎡⎣d1 0. . .
0 dn
⎤⎦ and ε > 0.
By definition of the norm of the quotient space Zn, there exists a decomposition of ‖d‖−1ZnD⊗
1[0,1]×[0,1] into Mn-valued functions
‖d‖−1ZnD ⊗ 1[0,1]×[0,1](x, y) =
[
g1ij (x, y)
]+ [g2ij (x, y)]+ [g3ij (x, y)]+ [g4ij (x, y)]
for all (x, y) ∈ [0,1] × [0,1] such that(∥∥[g1ij (x, y)]∥∥pL2(μ⊗μ;Sn2 ) + ∥∥[g2ij (x, y)]∥∥pSnp[Sp(L2(ν(x)),L2(μ(y)))]
+ ∥∥[g3ij (x, y)]∥∥pSnp[Sp(L2(ν(y)),L2(μ(x)))] + ∥∥[g4ij (x, y)]∥∥pL2(ν⊗ν;Sn2 ))1/p
<
∥∥‖d‖−1d∥∥ + ε = 1 + ε.Zn Zn
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n∑
i=1
(∥∥g1ii (x, y)∥∥2L2(μ⊗μ) + ∥∥g2ii (x, y)∥∥pSp(L2(ν(x)),L2(μ(y)))
+ ∥∥g3ii (x, y)∥∥pSp(L2(ν(y)),L2(μ(x))) + ∥∥g4ii (x, y)∥∥2L2(ν⊗ν))
< (1 + ε)2 + (1 + ε)p.
We may assume
∏n
i=1 di = 0. Thus
1[0,1]×[0,1](x, y) = d−1i ‖d‖Zng1ii (x, y)+ d−1i ‖d‖Zng2ii (x, y)+ d−1i ‖d‖Zng3ii (x, y)
+ d−1i ‖d‖Zng4ii (x, y)
for all (x, y) ∈ [0,1] × [0,1] and i ∈ {1, . . . , n}. Hence
n∑
i=1
ψp
((
2‖d‖Zn
)−1|di |)
 2−1
n∑
i=1
ψp
(‖d‖−1Zn |di |)
 2−1
n∑
i=1
(∥∥d−1i ‖d‖Zng1ii (x, y)∥∥2L2(μ⊗μ)(‖d‖−1Zn |di |)2
+ ∥∥d−1i ‖d‖Zng2ii (x, y)∥∥pSp(L2(ν(x)),L2(μ(y)))(‖d‖−1Zn |di |)p
+ ∥∥d−1i ‖d‖Zng3ii (x, y)∥∥pSp(L2(ν(y)),L2(μ(x)))(‖d‖−1Zn |di |)p
+ ∥∥d−1i ‖d‖Zng4ii (x, y)∥∥2L2(ν⊗ν)(‖d‖−1Zn |di |)2) (1 + ε)2 + (1 + ε)p2 → 1
as ε → 0 and so ‖(d1, . . . , dn)‖ψp  2‖d‖Zn .
Next by definition of ‖(d1, . . . , dn)‖ψp , there exists ρ > 0 such that
∑n
i=1 ψp(ρ−1|di |)  1
and ρ < ‖(d1, . . . , dn)‖ψp + ε. For each i ∈ {1, . . . , n}, by definition of ψp(ρ−1|di |) there exists
a decomposition 1[0,1]×[0,1](x, y) = g1i (x, y)+ g2i (x, y)+ g3i (x, y)+ g4i (x, y) such that
∥∥g1i (x, y)∥∥2L2(μ⊗μ)(ρ−1|di |)2 + ∥∥g2i (x, y)∥∥pSp(L2(ν(x)),L2(μ(y)))(ρ−1|di |)p
+ ∥∥g3i (x, y)∥∥pSp(L2(ν(y)),L2(μ(x)))(ρ−1|di |)p + ∥∥g4i (x, y)∥∥2L2(ν⊗ν)(ρ−1|di |)2
<ψp
(
ρ−1|di |
)+ ε .
n
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Dk(x, y) =
⎡⎣ρ−1d1gk1(x, y) 0. . .
0 ρ−1dngkn(x, y)
⎤⎦
for all (x, y) ∈ [0,1]×[0,1]. Clearly ρ−1D⊗1[0,1]×[0,1](x, y) =∑4k=1 Dk(x, y) for all (x, y) ∈[0,1] × [0,1] and∥∥D1(x, y)∥∥2
Sn2 (L2(μ⊗μ)) +
∥∥D2(x, y)∥∥p
Snp[Sp(L2(ν(x)),L2(μ(y)))]
+ ∥∥D3(x, y)∥∥p
Snp[Sp(L2(ν(y)),L2(μ(x)))] +
∥∥D4(x, y)∥∥2
Sn2 (L2(ν⊗ν))
=
n∑
i=1
(∥∥g1i (x, y)∥∥2L2(μ⊗μ)(ρ−1|di |)2 + ∥∥g2i (x, y)∥∥pSp(L2(ν(x)),L2(μ(y)))(ρ−1|di |)p
+ ∥∥g3i (x, y)∥∥pSp(L2(ν(y)),L2(μ(x)))(ρ−1|di |)p + ∥∥g4i (x, y)∥∥2L2(ν⊗ν)(ρ−1|di |)2)
<
n∑
i=1
(
ψp
(
ρ−1|di |
)+ ε
n
)
 1 + ε.
By definition of the norm of the quotient space Zn and Hölder’s inequality,
ρ−1‖d‖Zn 
(∥∥D1(x, y)∥∥p
L2(μ⊗μ;Sn2 ) +
∥∥D2(x, y)∥∥p
Snp[Sp(L2(ν(x)),L2(μ(y)))]
+ ∥∥D3(x, y)∥∥p
Snp[Sp(L2(ν(y)),L2(μ(x)))] +
∥∥D4(x, y)∥∥p
L2(ν⊗ν;Sn2 )
)1/p

((∥∥D1(x, y)∥∥2
L2(μ⊗μ;Sn2 ) +
∥∥D4(x, y)∥∥2
L2(ν⊗ν;Sn2 )
)p/2
(1 + 1)(2−p)/2 + (1 + ε))1/p
and so
‖d‖Zn 
(
2(2−p)/2(1 + ε)p/2 + (1 + ε))1/p(∥∥(d1, . . . , dn)∥∥ψp + ε)
→ (1 + 2(2−p)/2)1/p∥∥(d1, . . . , dn)∥∥ψp
as ε → 0 which completes the proof. 
Since 1 < p < 2, we have Πop(OH) ⊆ Πo2 (OH) = S2 ⊆ K(2) and in fact we will now show
Πop(OH) is isomorphic to Sφp .
Corollary 28.
(1) If D : OHn → OHn is linear with matrix representation being a diagonal matrix of entries
(d1, . . . , dn) ∈ Cn, then πop(D) ∼ ‖(d1, . . . , dn)‖φp .
(2) Πop(OH) is isomorphic to Sφp .
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(2) By density, it suffices to prove the result in the finite-dimensional situation OHn. In
this case, the result is immediate from the singular value decomposition of a compact opera-
tor and (1). 
Combining Proposition 25(1) and the result just proven, we see that Πop(OH) is p-convex and
2-concave for 1 p < 2.
As mentioned at the beginning of this section, we want to show Πop(OH) = Πo1 (OH) (as sets)
and Corollary 28 will enable us to do this indirectly through the Schatten φp-classes which is the
content of the following proposition.
Proposition 29. Sφp is isomorphic to Sφ1 as Banach spaces.
Proof. It suffices to verify that φp and φ1 are isomorphic Banach spaces. For each n ∈ N, let
en = (0, . . . ,0,
n
1,0, . . .) be the usual unit vectors. By the paragraph after [13, Proposition 4.a.5],
we just need to show the equivalence of the norms on the fundamental sequences (∑ni=1 ei)n∈N
in the two spaces, that is ∥∥∥∥∥
n∑
i=1
ei
∥∥∥∥∥
φp
∼
∥∥∥∥∥
n∑
i=1
ei
∥∥∥∥∥
φ1
for all n ∈ N.
Now for every n ∈ N,∥∥(1, . . . ,1)∥∥
φ1
∼ πo1 (idOHn) ∼
√
n(1 + lnn) and
∥∥(1, . . . ,1)∥∥
φp
∼ πop(idOHn) ∼
√
n
(
1 +
(
2
p
− 1
)
lnn
)
by Corollaries 28(1) and 20. Since 1 <p < 2, we get 2
p
− 1 < 1 and so√
2
p
− 1√n(1 + lnn)√n(1 +( 2
p
− 1
)
lnn
)

√
n(1 + lnn).
Thus √
n
(
1 +
(
2
p
− 1
)
lnn
)
∼√n(1 + lnn)
and so ‖(1, . . . ,1)‖φp ∼ ‖(1, . . . ,1)‖φ1 for all n ∈ N which completes the proof. 
Finally we merge Corollary 28(2) and Proposition 29 to get the following result.
Theorem 30. For 1 p < 2, Πop(OH) = Πo1 (OH) as sets.
As compared to the Banach space setting where Πq(2) = Π1(2) as sets for 1 q < ∞, we
will show the analogy breaks down at p = 2 in the next section.
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Analogous to the situation for 1 <p < 2, we shall obtain the characterization of Πop(OH) for
p > 2 in term of the usual Schatten ideal classes. However, we do not estimate πop(idOHn) for
p > 2 because OH cannot be embedded completely isomorphically into a non-commutative Lp
space for p > 2 (first observed by Junge in [6] using the non-commutative Khintchine inequali-
ties due to Lust-Piquard). Nevertheless, it turns out that the description for the case p > 2 is quite
straightforward and rely on following key lemma whose proof is an adaption of Junge’s result
that OH is not completely isomorphic to a subspace of Sp for p > 2 (see [6, Lemma 3.3.5.6]).
From now on, p > 2 unless otherwise stated.
Lemma 31. S2p ⊆ Πop(C ∩R,Cp ∩Rp).
Proof. By density, it suffices to prove Sn2p ⊆ Πop(Cn ∩Rn,Cnp ∩Rnp) for all n ∈ N.
If T ∈ Sn2p , then we may assume T is a diagonal matrix with singular values
⎡⎣ s1 0. . .
0 sn
⎤⎦
because both Sn2p and Π
o
p(C
n ∩Rn,Cnp ∩Rnp) are unitary operator ideals.
Let ιnp :Cnp ∩ Rnp ↪→ Snp ⊕p Snp ∼= S2np be the canonical complete isometric embedding given
by
(α1, . . . , αn) →
⎡⎢⎢⎢⎢⎣
α1
... 0 0
αn
α1 · · · αn
0 0
⎤⎥⎥⎥⎥⎦ for all (α1, . . . , αn) ∈ n2 .
Note that we denote Sn∞ = Mn. Set
a =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s1 0
. . . 0
0 sn
‖T ‖Sn2p 0 · · · 0
0
0
... 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ M2n and0
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 · · · 0
0
... 0 0
0
s1‖T ‖−1Sn2p 0
0
. . .
0 sn‖T ‖−1Sn2p
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ M2n.
A straightforward matrix multiplication calculation shows that ιnp ◦ T = M(a,b) ◦ ιn∞ where
M(a,b) is the multiplication operator defined in Section 1. Thus by injectivity of the norm πop(·)
(see [17, Corollary 1.2]), ideal property of Πop (see [17, (5.1), p. 51]) and [17, Proposition 5.6],
we get
πop(T ) = πop
(
ιnp ◦ T
)
 πop
(
M(a,b)
)∥∥ιn∞∥∥cb  ‖a‖Sn2p‖b‖Sn2p = 21/p‖T ‖Sn2p .
Hence T ∈ Πop(Cn ∩Rn,Cnp ∩Rnp) which completes the proof. 
In fact, the other inclusion Πop(C ∩R,Cp ∩Rp) ⊆ S2p is also true and this will follow imme-
diately once we have shown that Πop(OH) = S 4p
p+2
as sets.
Theorem 32. S 4p
p+2
⊆ Πop(OH).
Proof. By density, it suffices to prove Sn4p
p+2
⊆ Πop(OHn) for all n ∈ N.
If T ∈ Sn4p
p+2
, then we may assume T is a diagonal matrix with singular values
⎡⎣ s1 0. . .
0 sn
⎤⎦
because both Sn4p
p+2
and Πop(OHn) are unitary operator ideals.
Since
1
4p
p+2
= 1
4
+ 1
2p
,
we decompose T : OHn
D1−−→ Cn ∩Rn D2−−→ Cnp ∩Rnp id−→ OHn where
D1 =
⎡⎢⎣ s
p/(p+2)
1 0
. . .
0 sp/(p+2)n
⎤⎥⎦ ∈ Sn4 and
D2 =
⎡⎢⎣ s
2/(p+2)
1 0
. . .
2/(p+2)
⎤⎥⎦ ∈ Sn2p with ‖D2‖Sn2p‖D1‖Sn4 = ‖T ‖Sn4p
p+2
.0 sn
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πop(T ) = πop(id ◦D2 ◦D1) ‖id‖cbπop(D2)‖D1‖cb  21/p‖D2‖Sn2p‖D1‖Sn4 = 21/p‖T ‖Sn4p
p+2
.
Hence T ∈ Πop(OHn) which completes the proof. 
To prove the reverse inclusion Πop(OH) ⊆ S 4p
p+2
, we are going to make use of the subspace
Radp of Lp([0,1]) generated by the classical Rademacher functions (rn)n∈N. The well-known
Khintchine inequalities establish that Radp is isomorphic to 2. To state the quantized analogue,
we will equip Radp with the operator space structure induced from Lp([0,1]) (see [18, Sec-
tion 9.5]). The non-commutative Khintchine inequalities then imply that Radp is completely
isomorphic to Cp ∩Rp (for p  2) with
‖idp :Cp ∩Rp → Radp‖cb  C√p and
∥∥id−1p : Radp → Cp ∩Rp∥∥cb  1
for some constant C independent of p  2 (see [18, Theorems 9.8.2 and 9.8.5]).
Proposition 33. Let ϕ ∈ Πop(OH) and t ∈ (Cp ∩Rp)
∨⊗ OH.
(1) ‖t‖
(Cp∩Rp)
∨⊗OH = ‖t‖S 4pp−2 .
(2) (idp ⊗ ϕ)(t) ∈ S2 and ‖(idp ⊗ ϕ)(t)‖S2 C√pπop(ϕ)‖t‖S 4p
p−2
.
Proof. (1) By [3, Corollary 8.1.7 and Proposition 8.1.2] and [20, Lemma 5.9]
(Cp ∩Rp)
∨⊗ OH ∼= OH ∨⊗ (Cp ∩Rp) ↪→ CB(OH,Cp ∩Rp) ∼= CB(C2,Cp)∩ CB(R2,Rp)
= S 4p
p−2
∩ S 4p
p−2
= S 4p
p−2
where “=” here means isometric as Banach spaces.
(2) Observe that (idp ⊗ ϕ)(t) ∈ Radp
∨⊗ OH ⊆ Lp([0,1];OH) which is isomorphic to
2(2) = S2 as Banach spaces. Since we have the following decomposition
idp ⊗ ϕ : (Cp ∩Rp)
∨⊗ OH idp⊗id−−−−→ Radp
∨⊗ OH id
−1
p ⊗id−−−−−→ (Cp ∩Rp)
∨⊗ OH ↪→ Sp
∨⊗ OH
idSp⊗ϕ−−−−→ Sp[OH],
we get ‖idp ⊗ ϕ‖C√pπop(ϕ). This together with (1) completes the proof. 
Finally, let ϕ ∈ Πo(OH).p
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∨⊗ OH, then the first part of the above proposition shows that t ∈ S 4p
p−2
with
the same norm. The second part of the same proposition implies ϕ maps S 4p
p−2
to S2. Observe,
1
2
− 14p
p−2
= 14p
p+2
and so taking supremum over all t in U
(Cp∩Rp)
∨⊗OH gives ϕ ∈ S 4pp+2 with ‖ϕ‖S 4pp+2  C
√
pπop(ϕ).
Therefore Πop(OH) ⊆ S 4p
p+2
which we can now combine with Theorem 32.
Theorem 34. For p  2, Πop(OH) = S 4p
p+2
as sets.
Since OH is a homogeneous Hilbertian operator space (see [18, Proposition 7.2]) and
Πo2 (OH) = S2 (see [17, Proposition 6.3]), we get by the reiteration property (see [16, Propo-
sition 2.1]) that for p > 2
(
CB(OH),Πo2 (OH)
)
2/p =
(
B(2), S2
)
2/p =
((
B(2), S1
)
0,
(
B(2), S1
)
1/2
)
2/p
= (B(2), S1)1/p = Sp = S 4p
p+2
= Πop(OH).
To conclude, we remark that there are very few completely p-summing norms which had been
explicitly calculated. Even in the simplest case of the identity operator on the finite-dimensional
operator Hilbert space OHn, it was quite a challenge to compute its completely p-summing norm
for 1 <p < 2 as we had to go through some very nontrivial theory of embedding different types
of operator spaces into various non-commutative Lp spaces. Summarizing, we have
Theorem 35.
Πop(OH) =
{
Πo1 (OH) if 1 p < 2,
S 4p
p+2
if p  2 as sets.
This shows that Πop(OH) is of type min{2,p} and cotype max{2, 4pp+2 }. Moreover, we see that
all the Πop(OH) are the same before p = 2 and then Πop(OH) changes from S2 to the limiting
case S4 as p → ∞. This turned out to be strikingly different from the Banach space case where
Πp(2) = Πq(2) for 1 p,q < ∞ because 2 is of type and cotype 2.
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