ABSTRACT
INTRODUCTION
There has been abundant interest in acoustic and vibrational properties of periodic systems. In most of these analysis Bloch's theorem [1] is employed. Mead et al. [2, 3] used a variant of this theorem to investigate harmonic wave propagation in periodic structures. Other researchers since then applied several variations of the Bloch's theorem in a wide range of applications [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . This includes applications in designing filters [1] [2] [3] , wave guides [4] , wave beaming [5, 6] and nonlinear materials [17, 19, 22] . For a comprehensive review of this field and its future outlook refer to the paper by Hussein et al. [16] . In these works, the nearest neighbor interaction is considered. Because in planar structures, such as honeycomb plates, each unit cell is connected to its closest neighbors only. This is not the case for atoms in a crystal. Each atom is interacting with atoms beyond its closest neighbor. In the next section, we will overview phonon dispersion curves for crystals and then in the following section we will investigate how this neighbors' interaction is related to the number of wave vectors at each frequency.
Analysis presented in this paper gives an insight for designing materials in which not just the closest neighbor is interacting with the unit cell. This can be engineered in structures in which magnets are used, masses have electric charges, or structures in which the links are much lighter than the central masses so links' stiffness enter the equations.
THEORY
In structures with no energy dissipation, the number of temporal frequencies ω for each wavevector depends on the degree of freedom of a unit cell. In other words, the number of dispersion branches equates to the degree of freedom of the unit cell. In this section we investigate the number of wavevectors for each ω in a dispersion relation. We focus on discrete structures; any unit cell of a periodic structure can be modelled by a discrete system of equations after invoking finite element analysis. In a bimaterial chain (or diatomic crystal chain), if we consider only the nearest neighbor interaction, the optical and acoustic branches are monotonic; meaning that for each ω there would be only one corresponding positive wavevector in the first Brillouin zone [33] as is evident in the dispersion curve for an example diatomic chain in Fig. 1 . If we increase the number of interactions or consider two-dimensional lattices, there might be more than one wavevector corresponding to each ω. This fact was first investigated in a rigorous way by Brillouin [1] for a simple monatomic chain. In this section, we investigate this for structures with two or three dimensions.
We follow our previous technique [34] [35] [36] of defining a minimum set of displacement for a unit cell and a set of linear operators as:
Where and ̃ are internal and essential boundary displacements, respectively. In eq.
(1), ̃=̃,̃=̃,̃=̃ and 's are in proper dimensions. Linear operator , and are push-forward operators in e1 and e2 direction which are along the unit vectors of the structure (not necessary orthogonal). They contain where k1 and k2 are complex wavevectors. For the sake of simplicity we call them x and y. For the example structure of Fig. 2 
The equation of motion for a unit cell takes the form of (− 2 + + )̂= . In order to cancel out the force term on the right, we multiply both sides by the pull-back operator ̅ defined as:
The dispersion relation is obtained by setting the determinant of the resultant equation to zero:
In our previous work we partitioned displacements. In this section we partition mass, stiffness and damping matrices accordingly; the mass and stiffness matrices are expressed as:
Damping matrix is partitioned in the same fashion as the stiffness matrix. Note that the elements of the mass, stiffness and damping matrices are matrices themselves properly dimensioned. For example, if and ̃ are n×1 and r×1, respectively, then is n x r. The number of wavevectors for each ω depends on the degree of x and y in the polynomial of eq. (5). As stated before x and y represent and y -1 . In order to investigate the degree of x and y in the polynomial, we first decompose T and ̅ into terms with and without these variables. Note that all the elements in have x; there is no term with higher powers of x and no term without x. As a result, we can factor out x from . By the same argument, we 
In the example structure of Fig. 3 , these linear transformations take the form of:
Since the pulling-back and pushing-forward operations of the linear operators in the e1 direction are embedded in x and x -1 , it can be easily verified that:
Similarly, ̂=̂− , ̂=̂− (10) Let = ̅ (− 2 + + ) , then by substituting partitioned M, C and K from eq. (6) and using elements ̅ and in the form of eq. (8), we get: = [ 11 12 21 22 ] ,
in which,
Our goal is to determine the highest degree of x and y in the determinant of D. Using the Leibniz formula to calculate the determinant, each term in the polynomial of det(D) consists of exactly one element from each row and column. Thus, in order to get the highest power of x and y, in each row/column, we pick the term with the highest power of x and y. Now it is noted that D11 and D21 do not contain any term with positive powers of x or y. In general, dispersion analysis is performed in the following Brillouin zone cases:  x varies while y is a constant number.  y varies while x is a constant number.  y=x a , a can assume any real number. In most of the dispersion curve analysis however, only the boundary of irreducible Brillouin zone is considered [35] , meaning that ω is calculated for the first two lines and a single value of a for the third line. In the example of a square lattice -such as the one in Fig. 2 -these lines are noted by Γ-X, X-M and M-Γ, in which the line M-Γ corresponds to the third line with a = 1. In our representation, we can cover more of the Brillouin zone by picking more values for a. We investigate the degree of x or y on each of these lines separately.
3.1. First line: x varies, y is a constant number On the first line we will show that the degree of x in the det(D) is bounded above by:
and
Note that D1x and D2x consist of those terms in D12 andD22 with dependence on x. Now for the sake of simplicity, it is safe to assume damping is zero whenever stiffness is zero, so without altering the rank of ̂, we can simplify D1x and D2x as:
In order to show that on the line Γ-X the determinant of the matrix D is a function of x with highest power bounded above by (16) 
The determinant of D in (11) remains constant by any sequence of row operations. As such we can apply a sequence of row operations on Daug to make ̂ a row echelon matrix. Note that due to the relation between ̂ and D12 andD22, making ̂ a row echelon matrix, makes the second column of D a row echelon matrix in terms of x. This means that any row or column has at most one entry with x. Now, according to the Leibniz formula, any term in the determinant of D has exactly one element from each row and column. Since D12 andD22 do not contain any positive power of x, the highest power of x in det(D) is achieved by choosing from each row the leading entry of [ 11 22 ] with x. It can be shown [37] that the rank of a matrix equals the number of non-zero pivots of a row echelon form of that matrix. Consequently, the highest power of x in det(D) equals to (̂). It should be noted here, that due to symmetry, both x and x -1 are roots of det(D)=0, thus we can multiply both sides by x to the power of (̂) to obtain an equation in which the left hand side is a polynomial of x with power of 2 (̂). To illustrate the proof, first we consider a simple matrix and then the example structure of Fig. 2 .
In the following matrix,
We have 
Then D1x and D2x are: 
After making the right matrix a row echelon matrix by row operations, we get the matrix: 
Evidently, in (27) 
Multiplying both sides by x 2 we obtain an equation with x to the power of four which agrees with that expected. This relation between the rank of ̂ and the x power can also be investigated for the example structure of Fig. 2 with out of plane motion. Damping terms have been omitted for simplicity of notation. For this structure displacement vectors were defined in eq (2). Stiffness, mass and linear transformation matrices are: 
in which I is a 4x4 matrix. Using eq. (20) and eq. (21), for this structure we have:
Then:
Since ̂ is a column matrix, its rank is clearly 1. To verify this result, we find the equation det(D)=0. This equation, with the use of symbolic manipulator can be verified to be in the form of:
where A, B, C, D, E, F and G are functions of spring constants, masses and ω. It should be noted that A and B have 234 terms, which makes them computationally costly to calculate and difficult to comprehend. On the other hand, the procedure of calculating rank of ̂ is simple and does not require the handling of constants with many terms.
Second line: y varies, x is a constant number
For the second line, we borrow the same argument we used in the previous section. It can be verified that the y degree in the det(D)=0 is bounded above by:
In which,
Similar to the previous case, for the sake of simplicity, we assume zero damping whenever stiffness is zero, so we can shorten D1y and D2y terms as:
Third line: y = x a
On the third line, y = x a . Here, for the ease of explanation, we first consider y = x before moving on to the more general case. The relation y = x makes all the xy terms in matrix D into power two terms of x; namely x 2 . Therefore, in estimating the highest power of x in the det(D), we count the number of xy, and x or y, in a different fashion. On the line y = x, the variable y is represented by x. We define two matrices:
In which
These are the terms in eq. (13) and (15) which include x or y. The other matrix consists of the terms containing xy:
Then we show that the power of x in the det(D) is bounded above by:
Which can be simplified to:
The rationale behind (45) 
For these matrices we have:
The determinant of A can be verified to be:
which is a polynomial of degree 7. Also:
To illustrate the reason behind (45), we first make the matrix A into a row echelon matrix in terms of x 2 . This process uses row operations and therefore does not alter the det(A). After these row operations matrix A takes the form: 
A column operation does not alter the determinant. We perform column operations such that the columns containing pivots are arranged next to each other, i.e., 
In calculating the determinant of (52) by the Leibniz formula, the highest degree of x is achieved by picking x 2 from the first three columns and rows. We perform row operations further to make the corner 2 x 2 matrix
a row echelon matrix in x. This is not necessary in this case since it is already in row echelon form. Note that the number of linearly independent rows in this 2×2 matrix equals to:
To further clarify eq. (44), if an element in matrix D contain both x and x 2 , the highest power is defined x 2 . Also the row echelon operation should be done on the matrix D as a whole. For the general case of y = x a , we consider cases for which a>1. For the situations in which a<1 we can simply swap the role of x and y. By following similar procedure as the previous section with some modification, we have:
Dy/x are the terms in eq (15) containing y/x. The power of x in y/x is higher or lower than x depending on the value of a. We consider both cases; if 2≥a>1, power of x in the det(D) is bounded above by:
For the case of a>2, power of x in the det(D) is bounded above by:
In the next section, we investigate an example application of this theorem. [38] and experimentally verified to exist [39] . In this section, as an example application, we use formulas developed in the previous section to show that phonon dispersion curves of h-BN cannot be reproduced by considering only the nearest neighbor interactions. The theoretical phonon dispersion curves of h-BN are obtained by ab initio calculation. Each unit cell of h-BN consists of 18 atoms in three parallel hexagons, three nitrogen and three boron atoms in each hexagons (see Fig. 4 ). Each atom can move in three directions, so in our formalism we have:
INVESTIGATING PHONON DISPERSION CURVES IN BORON NITRIDE
in which ; j = 1..18 are vectors of length 3. There is no internal masses, so we omitted . For the transformation matrices, we have:
This crystal is three dimensional with z direction orthogonal to the hexagonal plane. There is no internal mass making ′ 1 to be zero. ′ 2 takes the form: 
Considering only the nearest neighbor interaction, most of the terms in (67) would be zero. After simple calculation, (67) takes the form:
in which KA and KB are some 3×3 matrices. Consequently:
This means for each ω there would be no more than 6 wavevectors when we consider only the nearest neighbor interaction. However, as it is evident in Fig. 5 depicting phonon dispersion curve calculated by Wang et al [40] , there is a range of ω's for which there corresponds more than six wavevectors. This indicates nearest neighbor interactions beyond the first neighbors are needed to model dispersion in this crystalline structures.
CONCLUDING REMARKS
In this paper, we studied the number of wavevectors for each frequency. We divided the boundary of irreducible Brillouin zone to different cases and investigated them separately. We provided a formula to calculate the upper bound for the maximum number of wavevectors for each frequency in a general periodic structure which might include damping. As an example application of the developed theory, we investigated phonon dispersion curves in h-BN to show that to model dispersion curve for this crystal, interactions beyond the first neighbor is needed. Presented theorem in this paper, can be thought of as a step toward designing periodic structures in which interactions is not limited to the closest neighbors.
