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In this paper we introduce an approach for simultaneous thickness and orientation mapping of crys-
talline samples by means of transmission electron microscopy. We show that local thickness and or-
ientation values can be extracted from experimental dark-ﬁeld (DF) image data acquired at different
specimen tilts. The method has been implemented to automatically acquire the necessary data and then
map thickness and crystal orientation for a given region of interest. We have applied this technique to a
specimen prepared from a commercial semiconductor device, containing multiple 22 nm technology
transistor structures. The performance and limitations of our method are discussed and compared to
those of other techniques available.
& 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Transmission electron microscopy (TEM) is a powerful tool for
investigating the atomic structure and morphology of nano- and
micro-objects. Specimen prepared for TEM should be reasonably
thin in order to be transparent for the electron beam. The thick-
ness of the sample is an important parameter one should account
for during the experiment and for quantitative data analysis. Po-
tential mapping by off-axis holography, elemental mapping by
energy-ﬁltered TEM, or the calibration of inelastic mean free path
lengths all rely on the ability to accurately map the specimen
thicknesses. For a quantitative analysis of high-resolution TEM
images, e.g. by comparison with multislice simulations, it is im-
portant to know both the specimen thickness and also the precise
orientation of the sample. There are several techniques available to
estimate the specimen thickness by TEM [1]. These methods can
be divided into several categories, depending on whether they rely
on energy-ﬁltered images [2], convergent beam electron diffrac-
tion (CBED) [3–5], electron energy-loss spectroscopy (EELS) data
[6,7], or energy-dispersive X-ray spectroscopy (EDXS) data [8,9].
None of these techniques is universally applicable. CBED-based
methods, for example, may analyse the crystal thickness at in-
dividual points, but deliver reliable thickness estimates only if the
specimen is rather thick (typically more than 50 nm) and the unit
cell small (to avoid overlapping CBED discs). The most popularB.V. This is an open access article u
(D. Tyutyunnikov).technique for measuring specimen thickness is based on EELS [10].
On microscopes equipped with an energy ﬁlter this method is easy
to implement both experimentally and computationally but it may
have an error of up to 720%, depending also on how accurately
the inelastic mean free path is known. One of the reasons for this
inaccuracy is that thin crystalline samples may bend due to lattice
relaxation. Bend contours which are a consequence of variations in
the local lattice orientation, can strongly inﬂuence the thickness
values obtained by EELS.
Such bend contours appear because elastic scattering of elec-
trons in crystalline materials is very sensitive to the local lattice
orientation. Variations in the local lattice orientation can be vi-
sualized by orientation maps. Routine crystal orientation mapping
on a relatively coarse scale was ﬁrst realized in the TEM by Dingley
and Wright [11–13] and has initially been commercialized by
TexSEM Laboratories (TSL) as Automated Crystallography for TEM
(ACT). This method uses a set of DF images acquired for many
different illumination tilt angles and constructs a set of synthetic
diffraction patterns from it which it then analyses in terms of
absolute lattice orientation. Since then many other TEM-based
orientation mapping techniques have been developed. Most of
these techniques rely on the analysis of maps of either individually
recorded or synthetic diffraction patterns by either a geometric
interpretation of spot positions, or by matching each pattern to a
large library of pre-generated template patterns [14]. Recording
individual diffraction patterns can be done with parallel (nano-
beam diffraction (NBD) [14]) or convergent (CBED [15]) illumina-
tion, or by combining one of these setups with precession of thender the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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grain orientation mapping technique based on this approach has
been developed [16], where the orientations of individual voxels
(volume elements) was reconstructed frommore than 100,000, i.e.
105 DF images, acquired for many different directions of the in-
cident illumination and sample tilts. It has also been shown that
the orientation analysis becomes more precise when combining
the spot pattern analysis with the analysis of the Kikuchi patternFig. 1. Top: one of the images from the DF tilt series used for this analysis. The image w
from the data at the three positions indicated in the image above and plotted as a functi
spectra shown above. The abscissa (z) in these graphs thus reﬂects the real space wa
interpretation of the references to color in this ﬁgure caption, the reader is referred tothat appears in its background [17].
In this paper we report a technique which simultaneously de-
livers maps of both specimen thickness and crystal orientation. In
contrast to orientation mapping in polycrystalline materials, our
approach only maps local deviations from a given reference crystal
lattice orientation. In most experiments related to the semi-
conductor industry the orientation of the specimen is ﬁxed, but in
order to quantify the strain state of the specimen it is important toith the highest mean intensity has been selected. Middle: rocking curves extracted
on of tilt angle. Bottom: power spectra calibrated in nm corresponding to the three
ve number describing the reciprocal space oscillations in the rocking curves. (For
the web version of this article.)
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sented below such local orientation changes can be mapped with a
precision of 0.1< °.
Very similar to CBED-based thickness mapping, our approach is
based on the analysis of rocking curve information. However, in
contrast to CBED, where one CCD exposure acquires a 2D rocking
curve (of very limited tilt range) for each of the diffracted beams at
a single point on the specimen, we propose to extract one-di-
mensional rocking curves from dark-ﬁeld (DF) images acquired at
slightly different specimen tilts, covering a tilt range of only a few
degrees. A major advantage of our approach over the analysis of
CBED patterns is that rocking curve information from very many
positions on the specimen is collected in parallel. Another ad-
vantage is that the tilt range over which the rocking curve in-
formation may be collected is not limited by the distance between
neighboring reﬂections, which allows the thickness and orienta-
tion of much thinner samples to be determined. In case of a bent
specimen a thickness measurement by 2-beam CBED rocking
curve analysis requires the sample to be reoriented when moving
to a different position on the sample, which often also leads to a
movement of the probe on the specimen. The technique proposed
here acquires a tilt series in image mode. Any specimen shifts
during tilting can thus be compensated in a very straight forward
manner.
In Section 2, we discuss in some more detail the sample pre-
paration and data acquisition, and also the concept and different
tools used for data analysis. In Section 3, we present the recovered
thickness and orientation maps and discuss possible applications
in Section 4.2. Method
2.1. Experiment
The sample from which the experimental data was collected
was prepared from an off-the-shelf Central Processing Unit (CPU),
containing 22-nm node metal-oxide semiconductor ﬁeld-effect
transistor structures (MOSFETs). The Si substrate of the microchip
was cut parallel to its edges ({110} crystallographic planes) into
millimeter sized pieces by using a diamond saw. This aligned the
cutting direction conjugate to the orientation of the Si source-
drain ﬁns. A detailed description of the different components of
such MOSFET structures can be found in the literature [18–20]. The
diagram showing different parts of MOSFET structure is shown as
inset in Fig. 1. A thin wedge-shaped sample was prepared by
means of automatized tripod polishing using the MultiPrep™
system (Allied High Tech Products, Inc.), followed by ion milling
using a PIPS Model 691 (Gatan Inc., Pleasanton, CA, USA) at low ion
beam energy. The polishing angle was set to approximately 1.5°.
The thickness at the thin area of the wedge was controlled via
focusing of an optical microscope. For ion milling the double gun
conﬁguration at low voltage and liquid N2 cooling were employed.
This preparation procedure produces a wedge-shaped geometry in
which the sample becomes thinner when approaching the edge of
the sample. Due to lattice relaxation the thin parts of the specimen
are expected to be bent, inducing variations in the crystal or-
ientation across the ﬁeld of view.
The experiment was carried out using a Zeiss EM912 trans-
mission electron microscope equipped with an in-column
Omega ﬁlter (Carl Zeiss NTS, Oberkochen, Germany). The ex-
perimental dark-ﬁeld tilt series was acquired by means of a fully
automated acquisition procedure developed in house, im-
plemented as a script in DigitalMicrograph™ (Gatan Inc., Plea-
santon, CA, USA) employing a 2 k2 k charge-coupled device
(CCD) camera (MegaScan™, Gatan, Inc.). Each image wasacquired at a nominal magniﬁcation of 12,500 times with an
exposure time of 0.5 s and two-fold hardware binning. These
settings result in a pixel size of the acquired images of 3.35 nm.
The Si crystal was oriented in such a way that the incident beam
direction was roughly parallel to the [110] zone axis of the
sample region just above the structures of interest. The micro-
scope was aligned in a standard way, making sure that the
specimen is in the eucentric position. The automated acquisition
script allowed the microscope to be controlled via its RS232
(Recommended Standard 232) interface. The sample was tilted
around the holder axis with 0.05° increments, covering the
range from 1° to 1° with respect to the zone axis orientation.
In total 41 DF images were acquired at different tilts. To avoid
mechanical backlash the sample was ﬁrst tilted beyond the
starting angle of 1° and then tilted only in one direction,
starting the acquisition when it reached 1° again.
To excite the desired reﬂection and align it parallel to the mi-
croscope's optical axis, a beam tilt corresponding to half the Bragg
angle of the selected reﬂection was applied. To exclude the con-
tribution of beams other than the desired [220] reﬂection a small
objective aperture (diameter 10 m)= μ was inserted, as also used
for mapping strain by dark-ﬁeld inline electron holography [21–
23]. The range of scattering angles passing through this objective
aperture corresponded approximately to the size of the ﬁrst Bril-
louin zone. The in-column energy ﬁlter was used to exclude most
inelastically scattered electrons from contributing to the images.
The images comprising the tilt-series were subsequently aligned
with respect to each other by using the Statistically Determined
Spatial Drift Correction (SDSD) routine [24], in order to remove
any sample drift. This routine proved to be much more robust
when compared to standard cross-correlation between adjacent
images for the case of this DF tilt series. Fine alignment was
achieved by using the FRWR tools (Full Resolution Wave Re-
construction) plug-in [25] which allowed manual tracking and
compensating of the displacement between adjacent images in the
data stack.2.2. Data analysis
2.2.1. Calculation of thickness map
Since 2-beam rocking curves are usually oscillatory in nature
(see Fig. 1) we expect to see well-deﬁned peaks in the power
spectrum of such a rocking curve, i.e. the modulus of its Fourier
transform. The power spectra of rocking curves at different sample
positions are shown at the bottom of Fig. 1 as blue dots. The ﬁts to
the power spectra (according to expression (2)) are displayed as
solid green lines. Fig. 2 illustrates how a dark-ﬁeld tilt series
samples reciprocal space. The vertical reciprocal space coordinate
kz at which the Ewald sphere intersects the relrod of reﬂection g
→ is
related to the holder tilt angle α according to
k g sin( ) sin( ) (1)z α ϕ=
→
where ϕ is the angle between the vector g→ with the holder axis.
The oscillatory behavior of the extracted rocking curve is largely
due to the oscillations in the relrod (see Fig. 2). While in kinematic
and 2-beam dynamical diffraction theory, the oscillations in the
rocking curve are directly related to the amplitude variations along
the relrod, in many-beam dynamical theory the rocking curve
becomes much more complicated. In order to determine the
specimen thickness that gives rise to the oscillations in a given
rocking curve I k( )z , we ﬁtted an analytical function f(z) comprising
the sum of 5 Gaussians to y(z), the power spectrum of I k( )z :
Sta
Fig. 2. Top: illustration of how the Ewald sphere (green arcs) intersects a crystal
reciprocal lattice rod (relrod) in our setup. In this schematic the intensity variations
along the 1-dimensional relrod corresponding to a 20 nm thick slab are reﬂected in
the lateral extension of a 3-dimensional object, an isosurface of which is shown.
Intensity variations within the relrod maxima are an artifact of the 3D display. The
DF image intensity is very sensitive to where the Ewald sphere intersects the re-
lrod. Bottom: a schematic view of the central part of diffraction pattern of Si(110).
The diffraction vector of reﬂection g→, for which the data was recorded, is shown.
The diffraction vector g→ and the tilt axis lie in the plane perpendicular to the
kz-axis. (For interpretation of the references to color in this ﬁgure caption, the
reader is referred to the web version of this article.)
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The above model takes into account that the power spectrum y
(z) is symmetrical with respect to the origin, i.e. the position of
zero frequency. Since kz is given in units of nm1, the coordinate of
the power spectrum of the rocking curve, z, is given in units of nm.
The parameter b is expected to be approximately proportional to
the specimen thickness. Thick regions correspond to large values
of b and low thicknesses to small values of b.
The ﬁtting was done in MATLAB™ (The Mathworks, Inc.)
making use of the Curve Fitting Toolbox. For ﬁtting the nonlinear
least squares method and the trust region algorithms were used.
The standard deviations c and the amplitudes a of the Gaussianswere constrained to be positive. The starting values for these
parameters are described in the following table:y-power spectra a1 a2 a3 b (nm) c (nm)rt point ymax( )
4ymax( )
2max(y) 49.5 16.5In order to reduce the effect of noise in the rocking curve, the
data was slightly blurred after computing the power spectra of all
rocking curves.
2.2.2. Calibration of thickness map
To calibrate the thickness map i.e. to determine the specimen
thickness that a certain value of b in our ﬁtting model (2)
corresponds to, we applied the ﬁtting procedure described above
to rocking curves simulated for known specimen thicknesses. For
simulating the rocking curves we have applied simple 2-beam
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where I0 denotes an overall intensity scale that depends on ex-
posure time and incident electron beam current density, λ is the
wavelength of the fast electrons ( (120 kV) 3.35λ = pm with re-
lativistic effects taken into account), Ug is the structure factor of
the scattering material (silicon) that corresponds to the reciprocal
vector g→ in the diffraction plane, t is the local thickness of the
specimen, and sg denotes the effective excitation error which can
be calculated in the following way:
s g k g( )
2
( 2 ( ) ) (4)g t





denotes the transverse component of the incident wave
vector, i.e. the k k{ , }x y component of the wave vector that lies in
the plane shown in Fig. 2. The argument of the sine function in
expression (3) shows that the minima of the intensity occur when
t s Ug g
2 2 2λ+ | | is an integer number. This behavior is also frequently
used for ﬁtting specimen thickness from 2-beam CBED data.











In Expression (5) h^⊥ is a horizontal unit vector deﬁned in the
reference frame of the crystal that is perpendicular to the axis of
the specimen holder, i.e. h^⊥ is normal to both the holder axis and
the nominal zone axis of the crystal. This also means that for re-
ﬂections g→ that lie parallel to the direction of the holder axis the
excitation error s ( )g α will remain constant while the holder is
tilted, since in that case g h 0→· ^ =⊥ . In the above expression the
argument α is again the tilt angle of the sample holder, and α0
determines the component of the local deviation of the specimen
orientation that is perpendicular to the holder axis. When using
only one reﬂection we can only determine deviations in the spe-
cimen orientation that correspond to rotations about the holder
axis. Measuring the component of the specimen tilt along the
holder axis would require a DF tilt series for a second reﬂection.
As can be seen from Fig. 3, for specimen thicknesses between
30 and 100 nm the calibration factor r¼t/b has an almost constant
value of r 16.5≈ (t r b= · ). For thicknesses outside this range, this
Fig. 3. Plot of the calibration factor r¼t/b for different specimen thicknesses. For
each thickness t a rocking curve was simulated using expression (3) and the
parameter b was ﬁtted to its power spectrum using expression (2).
Fig. 4. Figures from top to bottom: (a) thickness map (in Å), (b) orientation map
(in °), (c) and orientation map proﬁles. (a) and (b) In places where the highest
intensity of the rocking curve was below a threshold of 40 counts, the thickness
and orientation were set to zero in order to enhance the visibility of the Si ﬁns, and
because thickness and orientation outside the crystalline area are meaningless, of
course. (c) The orientation map proﬁles extracted from individual Si ﬁns were
averaged over a width of 10 nm. The color scheme of the plots corresponds to the
colored dots shown in (b). (For interpretation of the references to color in this
ﬁgure caption, the reader is referred to the web version of this article.)
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shown in Fig. 3.
In our numerical data analysis we have decided to use ex-
pression (2) rather than expression (3) because it has proven to be
much more robust against deviations from a perfect 2-beam dif-
fraction condition. While the sinc2-like function used in expres-
sion (3) to describe the 2-beam rocking curve I ( )g α ﬁxes the
heights of the side lobes in relation to that of the central peak,
expression (2) is much much more ﬂexible, and can more easily
account for deviations from a perfect 2-beam condition, or the
potential presence of a background in the rocking curve data I ( )g α ,
due to, for example, thermal diffuse scattering.
Applying the calibration data shown in Fig. 3 we are now able
to quantify the specimen thickness on an absolute scale. Fig. 4
shows the calibrated thickness map reconstructed from the DF tilt
series. One can see that the thickness increases gradually from the
edge into the sample, verifying that the sample is indeed wedge-
shaped, as we would expect. One should also note that, as with
any other thickness measuring technique, the thickness estimated
this way represents the projected thickness of a potentially tilted
slab. Measured normal to the specimen surface the actual thick-
ness of the crystal may differ from the values shown here. How-
ever, as described above, in the current experiment the sample
was cut in such a way that the nominal specimen surface normal is
parallel to the [110] zone axis, so that such projection effects can
largely be neglected.
To verify that the ﬁnal thickness map truly corresponds to the
best possible solution we carried out a multiple local minima
analysis. The cost-function we are trying to minimize by calcu-
lating the best ﬁt can show several local minima. To determine the
parameters corresponding to all of these minima by an extensive
multidimensional search at each pixel in the data stack is a com-
putationally very expensive procedure and is therefore considered
inefﬁcient. However, we did check our results using the MATLAB
function MultiStart [27] from the Global Optimization Toolbox.
MultiStart runs the local solver for many randomly generated sets
of starting points, sampling as many possible basins of attraction
as possible. The thickness map presented earlier did indeed cor-
respond to the best solutions found by this global search scheme.
We also estimated the thickness of the sample by conventional
EELS-based t/λ mapping. Values calculated by both methods are in
good agreement with each other.
2.2.3. Calculation of orientation map
In order to measure changes in the local crystal orientation wedecided to ﬁt a Gaussian functions to each of the rocking curves.
As can be seen from Fig. 1, for thin areas the intensities of the side
lobes in the rocking curves are quite weak, and the signal is
dominated by the central peak at the exact Bragg condition. At
higher thicknesses the side lobes become stronger and move clo-
ser to the central peak but the rocking curves remain largely
symmetrical. This makes ﬁtting the angle that corresponds to the
exact Bragg condition quite accurate. Deviations in the position of
the center of the Gaussian curve translate directly to changes in
D. Tyutyunnikov et al. / Ultramicroscopy 150 (2015) 37–4342the local crystal orientation α0 in expression (5).
The precision of the orientation map is expected to be 1 mrad< ,
because it depends not directly on the reproducibility of a speciﬁc
goniometer tilt (which is typically about 0.1°), but more on the
statistical ﬂuctuation of the tilt accuracy over those parts of the tilt
series for which the intensity of the DF images is high, because
those intensities will then contribute signiﬁcantly to the Gaussian
ﬁt. The accuracy of the orientation determination depends on the
accuracy of the calibration of the goniometer tilt and the calibra-
tion of the beam tilt. Both should be 1 mrad< .
For processing the DF images as described above an interactive
application featuring a graphical user interface has been written in
MATLAB. In this application the image data can be imported in
MATLAB's workspace and the sample area for which the thickness
and orientation map is desired can be selected. To read digital
electron micrographs in DM3 format, the code from Sigworth was
used [28]. To view DM3 data stacks slice by slice in MATLAB a
small viewer was developed.3. Results and discussion
Although applied here only to Si(110) we want point out that
this method may work equally well for different single crystalline
materials (or within a single grain of a polycrystalline material)
even if these are of different space groups. The only requirement is
that for the experiment a reﬂection is chose which is not collinear
with the holder tilt axis. This method is, in principle, as widely
applicable as thickness measurement by CBED, except that it
provides a map of both thickness and orientation over a large ﬁeld
of view, instead of just a single measurement. The ﬁeld of view is
either limited by the detector, or by the size of the single crys-
talline region being investigated.
However, in contrast to thickness measurement by CBED where
the camera length can be chosen large enough to sample even
very ﬁne fringes within the CBED disc the method presented here
may not be able to reliably determine the thickness in case the
rocking curve is not sampled ﬁnely enough. As one can see in
Fig. 2, at large specimen thicknesses the distance between minima
in the rocking curve may be of the order or even smaller than the
tilt steps. In that case the intensity variations which enable us to
determine the local thickness may not be detectable. Well-con-
trolled ﬁner tilt steps, or a restriction to specimen thicknesses and
diffraction conditions where the 2-beam thickness oscillations can
still be sampled by the goniometer tilt, could solve this problem.
The excitation of other beams (e.g. higher order Laue zone
(HOLZ) reﬂections) may introduce sharp features in the rocking
curves, especially in thick specimen areas. At lower thickness
HOLZ lines are not quite as sharp. For silicon and the particular set
of parameters applied in this experiment we estimate that the
method should work up to a thicknesses of 120 nm. In order to be
able to detect very low thicknesses the tilt range may have to be
increased, since the 2-beam rocking curve, which at low thick-
nesses becomes very similar to the kinematic rocking curve ex-
tends to rather large tilt angles.
While orientation mapping using this method is not affected by
any of the above-mentioned problems, it is important to note that
the range of misorientations that will be detected with this tech-
nique is limited by the tilt range for which DF images are collected,
at least, if DF images from only a single reﬂection are being ac-
quired. We also want to point out that the sensitivity of this
method to slight changes in orientation increases when using
higher order reﬂections further away from the central beam (but
still non-collinear with the holder axis).
The orientation proﬁles shown in Fig. 4c were integrated in
width over 3 pixels and plotted for each Si ﬁn. These orientationproﬁles show quite interesting behaviors. It seems that some Si
ﬁns are bent upward and some downward. The possible ex-
planation of this phenomenon could be deformations of the
source-drain structure close to the Si edge. These measurements of
an out-of-plane orientation component are complementary to the
measurement of in-plane rotation of a similar kind of structure
observed by Hytch et al. [29] via dark-ﬁeld off-axis holography,
although those structures were considerably larger. The structure
observed in that work [29] was a special test structure where a
contact etch stop layer (CESL) induced strain and some deforma-
tion of similarly shaped, but much larger ﬁns. The ﬁns in that
structure had a length of approximately 300 nm, whereas they are
only 80 nm long and laterally much thinner in the commercial
device we have investigated in the present work. From the or-
ientation map one can also see that the orientation varies slightly
from left to right. This likely means that the sample is also slightly
bent in the horizontal direction. However in the current data set
only tilts about the [002]-axis have been measured, and informa-
tion about any lattice tilt about the [220]¯ -axis is not available. To
get the horizontal ([220]¯ -axis-) component of the tilt one needs DF
data from another non-collinear reﬂection. However the sample
was bent presumably mostly along the vertical direction, so small
deviations along the horizontal directions are negligible. We have
also recorded dark-ﬁeld tilt series for the [002] and [111]¯ ¯ reﬂec-
tions. The [111]¯ ¯ reﬂection was not commensurate with the tilt axis.
The analysis of that data showed that it was impossible to pre-
cisely identify the position of the exact Bragg condition for the
[111]¯ ¯ reﬂection. This conﬁrms the obvious fact that for reliable




⊥ is rather large, i.e. the vector should be nearly
perpendicular to the tilt axis or refer to a high order reﬂection
(preferably even a HOLZ reﬂection).
In principle it is possible to repeat the experiment by adjusting
the position of the specimen in the holder. However such a pro-
cedure would be quite time consuming and possibly not very
precise. An alternative approach to perform this experiment for
multiple reﬂections would be based on the usage of a rotation
holder which is computer controlled in order to allow full
automation.
The remaining ﬂuctuations in the orientation map outside of
the leftmost ﬁn could stem from the fact that we have simply used
an intensity threshold to distinguish between crystalline and
amorphous or polycrystalline material, or crystalline material of
very different orientations. While amorphous material may con-
tribute to the intensity in DF images, it will not have the type of
rocking curve features we expect from a crystal. Thus only crys-
talline materials can be analysed by the technique presented here.
Thickness mapping by our technique is largely insensitive to the
thickness of amorphous layers on the crystal's surface.
Finally, the thickness and orientation maps obtained by the
approach introduced above can be used as a starting guess for a
Bloch-wave reﬁnement algorithm recently developed by Pen-
nington et al. [30].4. Summary
In this paper we described a practical approach for precise and
accurate simultaneous thickness and orientation mapping of
(single grain) crystalline materials in TEM. By using the tools de-
scribed in this work it is possible to obtain thickness and or-
ientation maps in an automated way. Since this method is based
on the analysis of rocking curve information it is sensitive to the
thickness and orientation of the crystalline material only. Any
presence of amorphous surface layers would produce a constant
D. Tyutyunnikov et al. / Ultramicroscopy 150 (2015) 37–43 43background to the rocking curve and thus does not affect the re-
sults, except for possibly decreasing the signal/noise ratio.
The performance was demonstrated on a state-of-the-art
semiconducting device. The technique is expected to be very
useful towards the characterization of the 3-dimensional strain in
crystalline materials, since the orientation information provided
by this technique can be used to supplement 2D strain information
obtained by other techniques [21,31–33].Acknowledgments
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