INTRODUCTION
In this paper we study the bifurcation properties of Hopf branches in the scalar retarded functional differential equation x.
.
Ž . Ž. For a wide class of functions F e.g., monotone F the dynamics of 1 Ž w x. are determined by periodic solutions see 25, 31 . In the applications Ž w x . periodic dynamics are also of particular interest see 16, pp. 57᎐81 .
There exist many papers which are concerned with the existence of Ž . periodic solutions of 1 and explore their dependence on the time delay Ž w x w x . ) 0 see 5, 17, 23, 27, 31, 32 and the references in 23, 32 . The existence of a sequence of time delays 0 ---иии , with ª ϱ as 0 1 k k ª ϱ, such that a local Hopf bifurcation occurs at s , provided k < X Ž .< w x Ž w x. X Ž . F 0 ) 1, is proved in 32 see also 27 . In the case F 0 -y1 a w x w x condition for supercritical Hopf bifurcation at s is given in 3 . In 33 conditions for both supercritical and subcritical Hopf bifurcations at X Ž . Y Ž . Z Ž . s are provided for F 0 -y1, F 0 s 0, and F 0 / 0. Ž . Ž compact interval I ; ‫,ޒ‬ 0 g int I , such that F I ; I invariance condi-. Ž . Ä 4 X Ž . Ž tion , xF x -0 for all x g I _ 0 , and F 0 -y1 negative feedback . condition .
However, many examples of functions F which do not satisfy the Ž w conditions mentioned above arise in applications see 2; 15; 16, pp. 68᎐81;
x. 21; 24 .
Furthermore, from the point of view of qualitative analysis, it is also of Ž . interest to know how the properties of Eq. 1 change if one of the conditions above fails.
The main objective of this work is to extend the results mentioned above to a more general class of functions F. More precisely, we give both sufficient and necessary conditions for the local existence and the bifurcation direction of Hopf branches and for the stability of the periodic solutions bifurcating from the trivial solution x s 0 at s , k g ‫ގ‬ ,
The Hopf bifurcation formula derived here has a readily applicable form and provides all possible bifurcation scenarios. For the derivation of this formula we consider a system of two ordinary differential Ž . Ž equations describing the flow of 1 on an appropriate center manifold see . Sect. 2 . Furthermore, we present a result on the global continuation of 
LOCAL BEHAVIOR
Throughout this section we assume
Main Results
In this subsection we state the main results on the local Hopf bifurcation. First we need some definitions. Proof. The proof can be found in Section 2.4.
Assume
2 Z X Y F 0 F 0 ) F 0 C . Ž . Ž . Ž . Ž . k Ž . Ž Then the bifurcating branch of periodic solutions exists for -subcriti-Z X Y 2 ' ' Ž . Ž . Ž . Ž . Ž . cFor s 3 and F 0 F 0 / F 0 C 3 the Hopf bifur
The Characteristic Equation
The objective of this section is to study the properties of the characteris-Ž . tic equation associated with the linearization of 1 . For the sake of t simplicity we rescale the time t by t ¬ . This provides a scalar delay differential equation with constant time delay 1,
After linearization about the equilibrium x s 0 we get
Ž . The characteristic equation of 5 is given by
Ž . The analysis of 6 yields conditions for the stability of the equilibrium x s 0 and critical parameter values at which a Hopf bifurcation can occur. Much is known about the characteristic equation ⌬ s 0; for instance, see w x 4, 9, 20, 23, 27 . Here we present only some relevant results for completeness. 
Ž . Ž . Ž .
Proof. The assertions follow from Definition 2.1 and Lemma 2.1.
< < LEMMA 2.3. Let ) 1. Then there are an ⑀ ) 0 and a simple character- 
Direction of Hopf Bifurcation
In order to be able to analyse the Hopf bifurcation in more detail we compute the reduced system on the center manifold associated with the Ä Ž . Ž .4 pair of conjugate complex, purely imaginary solutions ⌳ s ib , yib k k Ž . of the characteristic equation 6 . By this reduction we are able to determine the Hopf bifurcation direction, i.e., to answer the question of whether the bifurcating branch of periodic solution exists locally for
Ž . In the sequel we write b , instead of b and . In general it is k k k k w x difficult to compute the center manifold itself, but in 12 a method is presented providing the reduced system on the center manifold in normal form without computing the manifold itself. A similar method to estimate w x the direction of the Hopf bifurcation is presented in 30 by using the method of Lyapunov and Schmidt.
Since we have two simple, purely imaginary characteristic solutions the w x center manifold considered is two-dimensional and thus, following 12, 13 , we can compute the reduced system on the center manifold in polar Ž . coordinates , : Ž .
The function G satisfies
This implies
Proceeding as in 12, 13 , in the next step we consider the decomposition Žw x . of the phase space C C s C y1, 0 , ‫ޒ‬ s P [ Q, where P is the two-dimensional eigenspace associated with the set of simple eigenvalues ⌳ s
be a basis of P and ⌿ s 
Thus the factor K in 7 is given by see 13
Ž .
Here we have
Substituting the above terms into Eq. 10 we obtain K as function of . Now we are in a position to prove the following useful lemma.
F 0 11 q 6 y 2 q 2 q 13 q 4 y 4 Ž . Ž . Ž . for -y1 and Proof. The proof will be given in the Appendix.
To determine the direction of the Hopf bifurcation one can evaluate the term K or one can use the following conditions which guarantee the sign of K:
11 q 35 q 24 y 6 q 1 y 3
Proof. Multiplying the term K given in Lemma 2.5 by the positive 2 Ž .Ž 2 2 . Ž 2 . factor 2r 1 q 2 q r 1 q provides the results stated in the lemma.
Ž . Proof. Equations 7 and 8 and Lemma 2.6 provide the assertions. Ž Ž .. The next lemma deals with the properties of the sequence C . ' Ž Ž ..
For
s 3 C is a constant sequence. k kg ‫ގ‬ 0 Ž . Proof. The statements are a consequence of the definition of C . k Ž . Remark 2.4. One can prove that C , k g ‫ގ‬ , is bounded by k 0 ' 126 q 125 7 11 1.4887 ( 2 -Cfor -y1 Ž . k ' ' 5 2 q 5 7 35 q 2 7
Ž
.Ž . 
Z Ž . F 0 s F 0 s 0, one has to calculate higher derivatives of F and to compute higher order terms of the normal form of the reduced system on the center manifold.
Proofs of the Main Results
Proof of Theorem 2. First we need some notation. We set b as in Section 2, k g ‫ގ‬ . We define S to be the maximal connected
x . where C C s C y , 0 , ‫ޒ‬ . Throughout this section we need the following assumptions:
Assume that GH1 and GH2 hold. Then the maximal Ž . 
and Ž . Ž . We conclude this section with a corollary providing conditions which Ž guarantee the unboundness of the -component i.e., the projection of S k . onto -line is unbounded . Ž . Ž . In addition to GH1 and GH2 we need the next assumption.
Ž
. Ž . GH3 There exists a compact interval I ; ‫ޒ‬ with 0 g int I such Ž . that F I ; I.
. Ž . Ž . COROLLARY 3.1. Assume GH1 , GH2 , and GH3 are satisfied. Then Ž . for all t G y .
Ž .
Proof. Applying Theorem 3.1 to 1 we get that the maximal connected Ž Ž . Ž .. component S of the closure S containing 0, , p is unbounded. Ž . Ž . x t g I for all t G y then x t g int I for all t G y . On the other hand, using the local Hopf bifurcation theorem 2.1, we can prove that for Ž . Ž . ) 0 close to there exists a non-constant p-periodic solution x t k Ž .
Ž . Ž . with x s g C C and x t g int I for all t G y such that , , p <wy , 0x
Ž . g S . Since the solutions of 1 depend continuously on parameters and k Ž . initial data and S is connected, it follows that for any , , p g S the k Ž .
Ž 
F is continuous, satisfies F 0 s 0, and is differentiable X Ž . at x s 0 with F 0 -y1, Ž . GH3 as above, and
Ž . Notice that in our proof we do not need the assumption GH4 . On the Ž . Ž X . other hand, GH1 is stronger than GH1 . 1. In our first example we use the sigmoid nonlinearity
Ž . Ž . Ž . It follows that F is bounded by y -F x -for all x g ‫,ޒ‬ is strictly 4 4
. increasing, and has exactly one turning point at 0 F 0 s 0, F 0 -0 . Ž . the exterior of the orbit ⌫ whenever ) ) . 5. The last example deals with the case in which F does not satisfy Ž . Ž . the negative feedback condition GH4 . We consider Eq. 1 with x q 1 F x s 2 y 2;
Ž . Ž . 
