In this paper we consider a fully nonlinear version of the Yamabe problem on compact Riemannian manifold with boundary. Under various conditions we derive local estimates for solutions and establish some existence results.
where Ric g and R g are the Ricci tensor and the scalar curvature of g respectively. Let λ(A g ) = (λ 1 (A g ), . . . , λ n (A g )) denote the eigenvalues of A g with respect to g. One interesting problem is to find conformal metrics on (M, g) with a prescribed symmetric function of the eigenvalues of the Schouten tensors.
To be more precise, let 1 := λ = (λ 1 , . . . , λ n ) ∈ R n : λ i > 0 and n := λ = (λ 1 , . . . , λ n ) ∈ R n : λ i > 0 for 1 ≤ i ≤ n .
We assume that ⊂ R n is an open convex symmetric cone with vertex at the origin (1.1) satisfying n ⊂ ⊂ 1 (1.2) and assume that
verifying some of the following properties which will be specified in each situation:
f is homogeneous of degree one on , ( which is an open convex symmetric cone with vertex at the origin.
For problem (1.8) a number of existence results have been available in the literature. In [47] Viaclovsky established the existence result for (1.8) with (f , ) = (σ 1/n n , n ) for a class of manifolds. In [5, 6] , Chang et al. obtained the existence result on 4-manifolds for (1.8) with (f , ) = (σ 1/2 2 , 2 ). For (f , ) = (σ 1/k k , k ) with k = 3, 4 on 4-manifolds and with k = 2, 3 on 3-manifolds that are not simply connected, the existence result was established by Gursky and Viaclovsky in [21] . When (M, g) is locally conformally flat and (f , ) = (σ 1/k k , k ) for 1 ≤ k ≤ n, Guan and Wang [18] and Li and Li [26] independently proved the existence of solutions of (1.8). Li and Li [26, 29] also established a general result that (1.8) is still solvable if (M, g) is locally conformally flat and if (f , ) satisfies (1.1)-(1.6) with f | ∂ = 0. In [19] Guan and Wang proved local interior C 1 and C 2 estimates for solutions of (1.8) with (f , ) = (σ 1/k k , k ), such estimates were also studied in [20, 26, 41] and was extended to a general class of (f , ) in [7] . This latter result, where concavity of f is assumed, can be deduced as a corollary of the results in [26] and [32] . Local interior C 1 estimates for a general class of (f , ), without the concavity assumption on f , are established in [33] . Using such local estimates and the algebraic fact found in [17] that λ(A g ) ∈ k for k > n 2 implies the positivity of the Ricci tensor, Gursky and Viaclovsky [22] solved (1.8) on general manifolds if (f , ) satisfies (1.1)-(1.6) with f | ∂ = 0 and if ⊂ k for some k > n 2 . In [44] , Trudinger and Wang proved a Harnack inequality for the set of metricsg conformal to g with λ(Ag) ∈ k for some k > n 2 and gave a different proof of the existence result in [22] . For (f , ) = (σ 1/k k , k ) with k ≤ n 2 on general manifolds, Sheng et al. [41] established the existence result under a variational structure condition which includes the case k = 2 and n ≥ 4, while Ge and Wang [14] independently obtained a proof for k = 2 and n > 8.
In the rest of this paper we will assume that (M n , g), n ≥ 3, is a smooth compact Riemannian manifold with nonempty smooth boundary ∂M. For a given constant c ∈ R, we are interested in finding a metricg conformal to g such that F(Ag) := f (λ(Ag)) = 1, λ(Ag) ∈ on M, hg = c on ∂M, (1.9) where hg denotes the mean curvature of ∂M with respect to the outer normal (A Euclidean ball has positive boundary mean curvature). Note that when (f , ) = (σ 1 , 1 ), this is the Yamabe problem on a compact manifold with boundary. Therefore (1.9) is a fully nonlinear version of the Yamabe problem with boundary. This problem was proposed by Li and Li in [28, 30] in which they considered the corresponding blow-up problem of (1.9) and obtained some Liouville type theorems and a Harnack type inequality. These results indicate positively that it should be possible to establish some existence results for (1.9) under suitable conditions. Writingg = e −2u g for some smooth function u on M. Using the transformation laws for the Schouten tensor and mean curvature, (1.9) is equivalent to the fully nonlinear elliptic equations where λ g (U) denotes the eigenvalues of U with respect to g, ν is the unit inward normal vector field to ∂M in (M, g) and ∇ denotes the Levi-Civita connection with respect to g. Recall that the second fundamental form of ∂M with respect to g is defined as
where T(∂M) denotes the tangent bundle over ∂M.
The boundary ∂M is called umbilic if every point of ∂M is an umbilic point. The notion of umbilic point is conformally invariant, i.e. a point is umbilic with respect to g is still umbilic with respect to the metricg := e −2u g for any function u ∈ C 2 (M) (see [12] ). Our first existence result is for locally conformally flat manifolds with umbilic boundary. The existence of solutions of (1.8) with (f , ) satisfying (1.1)-(1.6) and f | ∂ = 0 has been proved in [27, 29] on compact locally conformally flat manifolds without boundary. The proof of Theorem 1.1 is based on [27, 29] . By making use of the double of a compact manifold, the problem in Theorem 1.1 reduces to a corresponding problem on compact locally conformally flat manifold without boundary. In order to establish C 0 estimates, via the Harnack inequality obtained in [27] , we need to assume h g ≥ 0 on ∂M.
Recall that the Yamabe problem on compact manifolds (M, g) with boundary ∂M is to find a conformally related metricg of constant scalar curvature on M and constant mean curvature on ∂M. By writingg = u 4 n−2 g for some positive smooth function on M, this problem is equivalent to finding a smooth positive solution u to the boundary value problem
where a and c are constants. For any a > 0 and any c, the existence of a solution of (1.12) has been proved in [23, 24] under the assumption that (M, g) is of positive type and satisfies one of the following assumptions:
(i) (M n , g), n ≥ 3, is locally conformally flat with umbilic boundary; (ii) n ≥ 5 and ∂M is not umbilic.
For any a > 0, it was proved earlier in [12, 13] that (1.12) is solvable for c = 0 and for at least one c + (a) > 0 and one c − (a) < 0 under the same assumptions. Here we call a manifold (M, g) of positive type if
where c(n) = n−2 4(n−1) . An interesting question for (1.9) is to identify good conditions which guarantee the existence of a solution. Theorem 1.1 is such an attempt, and it shows that h g ≥ 0 on ∂M is a sufficient condition. Unlike the Yamabe problem with boundary, we tend to believe that the hypothesis "h g ≥ 0 on ∂M" in Theorem 1.1 can not be replaced by "λ 1 (M) > 0".
Our next result concerns (1.10) with c > 0. We consider more general equation 13) where ϕ 0 ∈ C ∞ (M) and h 0 ∈ C ∞ (∂M) are positive functions. This problem is equivalent to finding a metricg conformal to g such that f (λ(Ag)) = ϕ 0 on M and hg = h 0 on ∂M. 
In [22, 44] more general equations than (1.8) on general closed manifolds have been solved when ⊂ k for some k > n 2 . By using the double of a manifold we adapt the Harnack inequality of Trudinger and Wang [44] to our situation. This, together with the C 1 and C 2 estimates in Sects. 2-4, allows us to obtain the existence result by modifying the degree argument in [44] .
In Sects. 2, 3 we establish under suitable conditions on (f , ) some local C 1 and C 2 estimates for solutions of the following more general equation 14) where
. By extension we can always assume that η ∈ C 2 (O 1 × R). C 1 and C 2 estimates have been studied extensively on closed manifolds, see [7, 19, 20, 26, 41] for local interior estimates and [47] for global estimates. Global estimates have also been studied in [16] on compact manifolds under Dirichlet boundary condition.
The first result on gradient estimates is the following. (1.14) . Assume that ψ and η satisfy one of the following conditions:
for some constant C depending only on n,
Both Theorems 1.3 and 1.5 are used in the proof of Theorem 1.2. In Sect. 4 we establish C 2 estimates on general manifolds with umbilic boundary, without any locally conformally flat assumption, for the following Monge-Ampére type problem
where U is defined by (1.11 The Dirichlet problem for (1.8) has been studied in [16] for (f , ) = (σ 1/k k , k ) and the existence of solutions is established whenever there exists an admissible supersolution. A similar problem for (f , ) = (σ 1/n n , n ) was studied in [36] . The Neumann problem for Hessian equations has been studied in [10, 35, 37, 43, 46] , most of the works are for Monge-Ampere equations. The results in [43] and [46] concern, respectively, general Hessian equations on Euclidean balls and on general domains in dimension two.
We draw readers' attention to some closely related independent work of Sophie Chen in [8] .
Gradient estimates
In this section we will prove Theorems 1.3 and 1.4 concerning gradient estimates for solutions of (1.14) and (1.16 
We will fix a positive constant C 1 such that
It is well-known that we can always find a metric conformal to g with vanishing mean curvature on ∂M. Since a conformal change of metrics does not affect our C 1 and C 2 estimates, without loss of generality, in sections 2-4 we always assume that h g = 0 on ∂M in the arguments. 
where C is a constant depending only on n, g,
where the number is large enough so that
is sufficiently small. Since u satisfies (1.15) and ϕ = 0 on ∂M, we may further assume that ϕ is chosen in a way so that
We now consider the function
where
and B is a large number to be determined later. In order to derive the desired bound on |∇u| g over O 2 , it suffices to show that G can be bounded in O 1 by some constant
In the following we will always assume that G(x 0 ) ≥ 1; otherwise we are done. We first claim that x 0 must be an interior point of O 1 , i.e. x 0 ∈ O 1 \∂M. To this end, suppose x 0 ∈ ∂M and choose an orthonormal frame field {e 1 , . . . , e n } around x 0 such that e n = ν on ∂M. In the following for any smooth function φ we use φ i , φ ij , . . . to denote the covariant derivatives of φ of all orders. It is easy to see that on ∂M there hold
By using the boundary condition u n = η(x, u) we thus have on ∂M that
By using again the boundary condition u n = η(x, u) on ∂M we have
Consequently, by using (2.1), (1.15) and the fact G(x 0 ) ≥ 1 we can choose a large number B such that
However, by the maximality of G(x 0 ) we have G n (x 0 ) ≤ 0. We thus derive a contradiction. Therefore x 0 ∈ O 1 \∂M. Choose normal coordinates around x 0 such that
is positive definite by (1.5) (see e.g. [4] ). It then follows from (2.7) that
where T := i f i ≥ c 0 > 0 by (1.8) and
Since G(x 0 ) ≥ 1, we have |∇u| ≤ C|ξ | for some universal constant C. Note that
By using Ricci identity u lii = u iil + R rili u r , where R ijkl denotes the Riemann curvature tensor of g, we have
By the degree one homogeneity of f and (2.5) we have
Therefore by using (1.14), (2.6) and the fact |∇ρ| ≤ C √ ρ we have
Plugging this estimate into (2.8) we have
Note that
and
Using the degree one homogeneity of f we obtain
From the definition of γ and (2.4) one can verify that
This gives the desired estimate.
Before giving the proof of Theorem 1.4, let us recall the condition (H α ) on (f , ) introduced in [26] . 
Some discussions have been given in [26] on the condition (H α ) for (f , ). Here are two remarks. 
Proof of Theorem 1.4 Consider the function
where ϕ and ρ are as in the proof of Theorem 1.3, and B is a fixed positive constant satisfying
We need to show that G can be bounded by some constant C depending only on n, c,
Suppose the maximum of G over O 1 is attained at some point x 0 ∈ O 1 . In the following we will always assume that G(x 0 ) ≥ 1. Similar to the proof of Theorem 1.3 we have x 0 ∈ O 1 \∂M. As before we choose normal coordinates around x 0 such that (U ij ) is diagonal at x 0 . Then, by setting
It then follows from (2.10) that
Similar to the estimate for E in the proof of Theorem 1.3, we have by (2.9) that
For the term II, by using the elementary inequality
Using (2.5) we then obtain
Let ξ = (ξ 1 , . . . , ξ n ). By using the elementary inequality (2.13) once again, we have
It is easy to see that
This together with (2.14) implies that
Combining (2.11), (2.12) and (2.15) yields
In order to apply the (H α ) condition on (f , ) with λ i = U ii and ξ i = u i − ce −u ϕ i , we need to check
To see this, recall that (U ij ) is diagonal, one has
By using (2.9) we have
Moreover, by direct calculation one can see that
Consequently we have
Therefore we may apply the (H α ) condition on (f , ) to (2.16) to get
C 2 estimates: general equations
The aim of this section is to show Theorem 1.5. The gradient bound there is a direct consequence of Theorem 1.
3. In what follows we will concentrate on the derivation of Hessian estimates by assuming C 0 and C 1 bounds. We may assume O 1 ∩∂M =∅ since otherwise the results follow from the well-known local interior estimates (see [19, 26] ). Without loss of generality, we may also assume that g is conformally flat on O 1 , i.e. there exists a function ϕ ∈ C ∞ (O 1 ) such that e 2ϕ g is a flat metric on O 1 . Since O 1 ∩ ∂M is umbilic in g, it is also umbilic in the flat metric. Therefore O 1 ∩ ∂M is either a part of a hyperplane or a part of a sphere in R n .
By shrinking O 1 and using the conformal diffeomorphism in R n if necessary we may assume that
Observe that e 2(u+ϕ)g is also a flat metric, By using the conformal invariance the function v := u + ϕ satisfies the following equation
I is the n × n identity matrix, D is the standard connection on R n , Dv and D 2 v denote the gradient and Hessian of v respectively, and λ(V) denote the eigenvalues of V.
Recall that we can assume h g = 0 on ∂M. So ϕ n = 0 on ∂B for some positive constant C 0 , then
for some positive constant C depending only on n, C 0 , (f , ),ψ andη.
Proof of Theorem 3.1 under condition (i)
This case can be reduced to the local interior estimates. To this end, we definē
By direct calculation one can see that
where Q is the orthogonal matrix
It then follows from [15, Lemma 17.16 ] thatv ∈ C 4,α (B 2 ) for any α ∈ (0, 1). Now the local interior estimates in [26] can be applied to obtain |D 2v | ≤ C in B 1 for some constant C depending only on n, C 0 , (f , ) andψ. This in particular implies (3.3).
Remark 3.1 Note that the functionv defined by (3.4) satisfies (3.5) and has uniform C 2 estimates. Since f is concave, by Evans-Krylov theory and Schauder theory we can obtain uniform estimates on v C 4,α (B 1/2 ) for any α ∈ (0, 1). Therefore, for a solution u ∈ C 2 (M) of (1.14) with ψ and η satisfying (i) in Theorem 1.5, if (1.19) holds then
Next we prove Theorem 3.1 under condition (ii). We will use {e 1 , . . . , e n } to denote the standard orthonormal basis in R n , i.e. e i = (0, . . . , 1, . . . , 0), where 1 is in the ith spot and 0 elsewhere. The following result gives the double tangential derivative estimates without any restrictions onψ andη. 
for any vector τ ∈ span{e 1 , . . . , e n−1 } with |τ | = 1.
Proof By rotation it suffices to establish (3.7) for τ = e 1 . Let ρ ∈ C ∞ 0 (B 4 ) be a radial cut-off function such that 0 ≤ ρ ≤ 1 in R n , ρ = 1 in B 3 , and |Dρ| ≤ Cρ where β is a large positive constant to be determined later. Suppose the maximum of H over B + 4 is attained at some point x 0 , then either x 0 ∈ B + 4 ∩ {x n > 0} or x 0 ∈ B 4 ∩ {x n = 0}. In the following we will always assume that H(x 0 ) ≥ 1 and v 11 (x 0 ) ≥ 1; otherwise we are done.
Let us first calculate H n on B 4 ∩ {x n = 0}. Since ρ is radially symmetric, we have ρ n = 0 on x n = 0. Thus, by using the boundary condition v n =η(x, v), it is easy to see that
If x 0 ∈ B 4 ∩ {x n = 0}, then, using (3.6) and v 11 (x 0 ) ≥ 1, we have H n (x 0 ) > 0 by choosing β large enough. But by the maximality of H(x 0 ) we have H n (x 0 ) ≤ 0. We thus derive a contradiction. Therefore x 0 ∈ B + 4 ∩ {x n > 0}. Now at x 0 we have 
By differentiating (3.1) twice and using the concavity of F we have
Therefore, by using (3.8) and (3.6),
By using (3.1) and (3.6) we have
Combining (3.9)-(3.11) yields
Consequently, we have H(x 0 ) ≤ C, and the proof is complete.
Lemma 3.2 Under the hypotheses of Theorem 3.1 with (ii) satisfied, there exists a positive constant C depending only on n, C 0 , (f , ),ψ andη such that
Proof It is convenient to consider the function w := e v . By direct calculation and the degree one homogeneity of F it follows from (3.1) that w satisfies
whereψ(x, w) = wψ(x, log w),η(x, w) = wη(x, log w) and
Moreover, by using (3.2) one can see that there is a positive constant C 2 depending only on C 0 such that
(3.14)
We now introduce a linear elliptic differential operator L on B + 4 by 
Thus
Lw n =ψ n +ψ w w n − 1 2 w −2 w n T |Dw| 2 .
By using (3.14) and the degree one homogeneity of f we have
Next we consider the function w n . Since λ(W) ∈ ⊂ 1 , we have w ≥ 0 in B + 4 . Therefore from Lemma 3.1 it follows that
Sinceη is positive, we haveη ≥ 2α 0 on ∂B + 4 ∩ {x n = 0} for some uniform constant α 0 > 0. Therefore
Thus there exists a universal constant 0 < ε 0 ≤ 1 such that
In order to establish (3.12), it suffices to show that |w nn (0)| ≤ C for some constant C depending only on n, C 0 , (f , ),ψ andη. Consider the function
where A and B are sufficiently large positive constants to be chosen below. Clearly on ∂B + ε 0 ∩ {x n = 0} we have φ ≥ 0 since w n −η(x, w) = 0 there. Also, by using (3.14) we may choose B large enough so that φ ≥ 0 on ∂B + ε 0 ∩ {x n > 0}. Thus
With the number B chosen above, by using (3.14), (3.15) and (3.16) we have
if we choose A large enough. By the maximum principle, it follows from (3.17) and (3.18) that φ ≥ 0 in B + ε 0 . Since φ(0) = 0, we therefore have φ n (0) ≥ 0. consequently |w nn (0)| ≤ C for some uniform constant C.
Proof of Theorem 3.1 under condition (ii) Consider the function
where ρ ∈ C ∞ 0 (B 2 ) is a radial cut-off function such that 0 ≤ ρ ≤ 1 in R n , ρ = 1 on B 1 , and |Dρ| ≤ Cρ Proof Recall that we assume h g = 0 on ∂M and that
We may extend the unit inward normal vector field ν to a smooth vector field in M δ 0 , still denoted it as ν, by parallel translating along the unit-speed geodesics perpendicular to ∂M. Clearly ∇ ν ν = 0 in M δ 0 . Thus along any such geodesic γ starting from a point γ (0)
Since λ g (U) ∈ n , we have
Therefore it follows from (1.21) that there is a uniform constant
Now we are going to introduce a linear elliptic differential operator L u on M. Since λ g (U) ∈ n , we can define a tensor U −1 on M, which in local frame has the representation U −1 = {U ij }, where U ij U jk = δ i k and {U ij } denotes the local representation of U. We define
At the end of the proof we will show that for the local function u ν − ce −u there holds
for some uniform constant C.
We now fix a point x 0 ∈ O 2 ∩ ∂M and consider the function
where A and B are two large positive constants to be chosen below, ϕ(x) = d g (x, ∂M),
for some uniform constant C independent of x 0 . Let us do some calculation first on ϕ. Choose a local orthonormal frame field {e 1 , . . . , e n } around x 0 such that e n = ν in M δ 2 . Then ϕ n = 1 in M δ 2 . Since ϕ satisfies the Hamilton-Jacobi equation |∇ϕ| = 1 in M δ 2 we have ϕ i = 0 in M δ 2 for 1 ≤ i ≤ n − 1. Thus it follows from (4.1) that
By direct calculation we can see that on ∂M there holds
Since ∂M is totally geodesic in (M, g), we have ∇ 2 ϕ = 0 on ∂M. Therefore, one may choose a uniform constant 0 < δ 3 ≤ δ 2 such that
Returning to the function ψ.
and since u and |∇u| are bounded, we also have ψ ≥ 0 on ∂O δ 3 (x 0 ) ∩ (M\∂M) by choosing B large enough. Therefore
In the following we will show that
. This together with (4.2) gives
But from (4.3) and (4.4) it follows that
if we choose A large enough. By the maximum principle it follows from (4.5) and (4.6) that
In order to complete the proof, we still need to prove claim (4.2). Fix a local orthonormal frame field {e 1 , . . . , e n } with e n = ν. For the local function u ν it is easy to check 
By taking logarithm on (1.20) and then taking covariant differentiation, we have
. Using the fact U ij U jk = δ i k , the relation between U ij and u ij and the boundedness of |∇u| g , one can see that
By direct calculation we also have
Putting the above two estimates together, we therefore obtain (4.2). Theorem 1.6 now follows from the combination of Lemma 4.1 and the following result which provides more information than what we really need to complete the proof of Theorem 1.6. (f , ) satisfies (1.1)-(1.6) and that (M, g) 
Lemma 4.2 Assume that
for some constant C depending only on n, c,
Proof Consider the function w := e u . Recall that we can assume h g = 0 on ∂M, from (1.16) it is easy to check that
Moreover, it follows from (4.7) and (4.8) that
for some positive constant C 1 depending only on C 0 . Note that ∂M is totally geodesic
Now let U(M) denote the unit tangent bundle over M and consider the function
where π : TM → M is the canonical projection, β > 0 is a positive constant to be chosen below,
is a cut-off function satisfying (2.2) and (2.3). Suppose the maximum of Q over U(M) is attained atξ ∈ TxM for somex ∈ O 1 . In the following we will assume that ∇ 2 w(ξ ,ξ) ≥ 1 since otherwise we are done. We have to consider two cases: eitherx
We writeξ = αν + δτ , where τ is a unit vector in Tx(∂M) and α and δ are two numbers satisfying α 2 + δ 2 = 1. Then by using the maximality of ∇ 2 w(ξ ,ξ) and (4.12) one can see that atx there holds
This implies that we can takeξ so that eitherξ = ν orξ ∈ Tx(∂M). Ifξ = ν, then (4.11) implies that Q(ξ) ≤ C for some uniform constant C. So we may assume thatξ is a unit vector in Tx(∂M). Choose a local orthonormal frame field {e 1 , . . . , e n } aroundx so that e n = ν on ∂M, and writeξ =ξ i e i atx. We then define a vector field ξ nearx by ξ = ξ i e i , where ξ i (x) =ξ i for x nearx. Note that ξ n = 0 nearx. It is clear that ξ is a smooth local section of U(M). Thus Q := Q(ξ ) has a local maximum atx. This implies that
Observe that
As calculated in the proof of Lemma 4.1, with the same notations as there we have for 1 ≤ i, j ≤ n − 1
By the maximality of Q(ξ) we have w ii ≤ CE atx for 1 ≤ i ≤ n. Since w ≥ 0 in M, we further have |∇ 2 w| ≤ CE atx. Thus E n ≥ −C 3 − C 4 E for some uniform constants C 3 and C 4 . This together with (4.14) implies that
Moreover, such normal coordinates can be chosen so that {w ij } is diagonal atx and
Consider the local function Z := w 11 /g 11 . By direct calculation we have
It is clear that the function Q := ρe βϕ Z has a local maximum atx. Thus atx we have
(W) and T := tr g (F ij ). Then using |∇ρ| ≤ C √ ρ and the inequality
we have
By differentiating (4.9) twice and using the concavity of F we get ≥ −CρT w 11 + ρw
Thus, it follows from (4.16) that
The proof is complete.
Some existence results
Let M be a smooth compact manifold with smooth boundary ∂M. We make use of the double M of M which is obtained by gluing two copies of M along the boundary ∂M. There is a canonical way to make M into a smooth compact manifold without boundary [49] . Given a smooth Riemannian metric g on M, there is a standard metriĉ g on M induced from g. In generalĝ is only continuous on M. However, if ∂M is totally geodesic in (M, g), thenĝ is C 2,1 on M, see [12, Appendix] for instance.
Proof of Theorem 1.1
We may assume that (M, g) is not conformally equivalent to the standard half sphere Therefore it follows from Remark 3.1 that
for some uniform constant C. Now we will use the degree theory argument to prove the existence. To this end, as in [26] , for each 0 ≤ t ≤ 1 let
which is defined on
where e = (1, 1, . . . , 1) . We now consider the problem
where g u = e −2u g for some smooth function u on M. From the above argument we have already obtained u C 4,α (M) ≤ C for some uniform constant independent of t. Now we set
is well-defined and is independent of t. But when t = 0 the corresponding problem is the Yamabe problem with boundary. Based on [39] it was shown in [23] 
The proof is thus complete.
Proof of Theorem 1.2
The proof of Theorem 1.2 is based on some lemmas in the following. Proof By perturbing g as in the proof of Theorem 1.1, we may assume that λ(A g ) ∈ on M and h g > 0 on ∂M. From the maximum principle, it is easy to check that there is a positive uniform constant C such that −C ≤ u ≤ C on M for any solution u of (1.14) with ψ(x, z) = ψ 0 (x)e az and η(x, z) = η 0 (x)e bz . Therefore, it follows from Lemma 5.1 and the result of Lieberman and Trudinger [34] that we have uniform C 2,α (M) estimates on u. Since a > 0, b > 0, ψ 0 and η 0 are positive, the linearized problem is
, where α and C are independent of j. Note that 0 <û j ≤ 1. By Arzela-Ascoli theorem we may assume thatû j →û uniformly on M for some functionû ∈ C α ( M) with 0 ≤û ≤ 1. Since max Mûj = 1, we haveû = 0. Definê w := logû, and let
which is called the set of singularity points ofŵ. Since min Mûj → 0 as j → ∞, we know Sŵ = ∅. Moreover, since eachĝ j is k-admissible, as the limitĝŵ := e −2ŵĝ is also k-admissible on M.
Sinceĝ is smooth away from ∂M and is locally conformally flat near ∂M, by the k-admissibility ofĝŵ, the argument in [44] shows that near any singularity point x 0 of w there holdsŵ
in a normal neighborhood of x 0 ; moreover, the singularity points are isolated. For a fixed point y ∈ M\Sŵ, by using the Bishop volume comparison theorem and an approximation argument it was shown in [44, Lemma 3.4 ] that the ratio
where B y,r [ĝŵ] denotes the geodesic ball in M of radius r with center at y, and ω n is the volume of the unit ball in R n . But by (5.4) it was shown in [44, Lemma 3.4 ] that each singularity point ofŵ contributes a factor ω n to the ratio Q(r). Therefore Sŵ must consists of a single point, say Sŵ = {x 0 }, and Q(r) ≡ ω n . Moreover, noting the symmetry ofŵ with respect to ∂M, we must have x 0 ∈ ∂M. Next we are going to show thatŵ is C 2,1 away from x 0 . Sinceĝ is smooth in M\∂M, the argument of [44, Lemma 3.5] can be applied directly to show thatŵ ∈ C 1,1 ( M\∂M). However, sinceĝ is only C 2,1 across ∂M, when we consider the regularity at a point y 0 ∈ ∂M\{x 0 }, we need to check carefully the proof of [44, Lemma 3.5] when using the existence result on a Dirichlet problem in [16] . We may choose a neighborhood O 1 of y 0 in M\{x 0 } on whichĝ is conformally flat, i.e.ĝ = e −2ηĝ 0 for some function η ∈ C 2,1 (O 1 ), whereĝ 0 is the flat metric. Thenĝŵ = e −2vĝ 0 withv =ŵ + η. Sinceĝŵ is k-admissible, there is a sequence of k-admissible metricsĝ j := e −2v jĝ 0 withv j smooth on O 1 andv j →v uniformly on O 2 for some neighborhood O 2 of y 0 satisfying O 2 ⊂ O 1 . Let {ε j } be a sequence of positive numbers such that ε j 0 and
where ∇ 0 denotes the Levi-Civita connection ofĝ 0 . Consider the problem
It follows from [16] Note thatĝ and Rĝ are smooth on M, it follows from the regularity theory for uniformly elliptic equation with Neumann boundary condition thatv ∈ C ∞ (M\{x 0 }). Thusŵ ∈ C ∞ (M\{x 0 }). By symmetry we correspondingly haveŵ
By the k-admissibility ofĝŵ and the result in [17] we knowĝŵ has nonnegative Ricci curvature. The asymptotic formula (5.4) implies that ( M\{x 0 },ĝŵ) is a complete manifold with Q(r) = ω n . Hence ( M\{x 0 },ĝŵ) is isometric to the Euclidean space. Consequently ( M,ĝ) is conformally equivalent to S n . This contradicts the assumption that (M, g) is not conformally equivalent to S n + .
Proof of Theorem 1.2 Without loss of generality, we may assume that (M, g) is not conformally equivalent to S n + . As indicated in the proof of Theorem 1.1, we may assume λ(A g ) ∈ on M and h g > 0 on ∂M. We will adapt the idea in the proof of [44, Theorem C] to complete the argument.
For a positive function v ∈ C 2 (M) we will use the notation
Note that for the metric g v := v 4 n−2 g we have
Thus, if we can prove the existence of a positive function v ∈ C 2 (M) such that For any t 0 > 0 there exists a positive constant C independent of ε such that any solution v of (P t,ε ) with t ≥ t 0 and 0 < ε ≤ ε 0 satisfies v ≤ C on M. Moreover, for each 0 < ε ≤ ε 0 there existst > 1 such that (P t,ε ) has no solution for t ≥t.
Indeed, suppose there exist two sequences {t j } and {ε j } satisfying t j ≥ t 0 and 0 < ε j ≤ ε 0 and a solution v j of (P t j ,ε j ) such that sup M v j → ∞. By Lemma 6.1 again this implies that v ≥ c 0 t for some positive constant c 0 independent of t. Thus (P t,ε ) has no solution if t is large enough since v t is uniformly bounded from above.
It is important to note that the constant C in Claim 1 does not depend on ε. Unless stated otherwise, constants appeared below allow ε-dependence. From now on we denote (P t,ε ) simply by (P t ).
We now define the mapping On the other hand, from Claim 1, Lemma 6.1, and Lemma 5.1 it follows that there exists R ≥ R 0 such that v C 2 (M) < R for any solution v of (P t ) with 1 ≤ t ≤t. Therefore deg(I − T t , B R , 0) is well-defined for t ∈ [1,t] and is independent of t. Since (P¯t) has no solution, we therefore have 
