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Abstract In the stochastic frontier model the composed error term consists
of the measurement error and the inefficiency term. A general assumption is
that the inefficiency term follows a truncated normal or exponential distri-
bution. In a wide variety of models evaluating the cumulative distribution
function of the composed error term is required. This work introduces and
proves four representation theorems for these distributions - two for each dis-
tributional assumptions. These representation can be utilized for a fast and
accurate evaluation.
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1 Introduction
In the stochastic frontier model, the composed error term consists of the mea-
surement error v ∼ N(0, σ2v) and the inefficiency term u. The inefficiency u is
assumed to be greater or equal to zero and random. Thus a random variable
with a positive support is facilitated to model u. If one assumes indepen-
dence of v and u, the composed error for production inefficiency is defined as
 = v − u. The cumulative distribution function (cdf) of  is specified as:
F(κ) =
∫ κ
−∞
f(t)dt.
The cost inefficiency composed error term is defined as ∗ = v + u. Thus the
cdf of ∗ can be written as: F∗(κ) = 1 − F(−κ) 1. Meesters (2014) notes
that common assumptions for the distribution of the inefficiency terms are
the truncated (below zero) normal , exponential and half-normal distribution.
If u is assumed to follow a truncated (below zero) normal distribution, i.e.
u ∼ TN(µ, σu, 0,∞) ,then the probability density function(pdf) of  is derived
by Kumbhakar et al. (2015) as:
f() =
1√
σ2v + σ
2
uΦ(
µ
σu
)
φ
(
+ µ√
σ2v + σ
2
u
)
Φ
(
µσ2v − σ2u√
σ2v + σ
2
uσvσu
)
(1)
with µ ∈ R , σ > 0. Further, φ(·) and Φ(·) are the pdf and cdf of the stan-
dard normal distribution respectively. Setting µ = 0 in the truncated normal
distribution yields the half-normal distribution, thus the truncated normal dis-
tribution is a generalization of the half-normal distribution. Consequently, the
truncated normal distribution is more flexible, with the trade-off of having one
additional parameter. It was first introduced by Stevenson (1980).
Alternatively assume that the random variable u follows an exponential dis-
tribution, i.e. u ∼ Exp(λ) where λ > 0, then the pdf of  is given by:
f() = λ exp{λ+ σ
2
vλ
2
2
}Φ
(
− 
σv
− λσv
)
(2)
see Kumbhakar et al. (2015). The mode of the distribution is at 0, thus im-
plying the mode of producers to be efficient. This approach to inefficiency
modeling was first introduced by Meeusen and van Den Broeck (1977).
Recently more and more models are developed, which do not only require the
pdf but also the cdf of the random error to estimate the model parameters.
Examples are Genius et al. (2012), Lai and Huang (2013), Tsay et al. (2013),
Amsler et al. (2014), Tran and Tsionas (2015) and Sriboonchitta et al. (2017).
The recent paper by Amsler et al. (2019) introduced a representation of the cdf
of the composed error term assuming u follows the half-normal distribution.
Before that, one had to rely on numerical integration methods to evaluate F(·)
1 The proof is analogous to the one of Theorem 4
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2. Utilizing analytical representations of integrals is generally more accurate
and yields a faster computation which thus allows for the estimation of more
complex models. This work introduces the cdfs of  for inefficiency terms u
following a truncated normal or exponential distribution. Section 2 introduces
two separate representation theorems for the composed error term involving a
truncated normal distribution. In Section 3, two theorems are introduced that
allow to analytically represent F(·) if u follows and exponential distribution.
The proof of all theorems and lemmas are provided. The findings are then
validated through simulation in Section 4.
2 Truncated Normal Inefficiency Model
In the following section two representations of F(·) with u ∼ TN(µ, σu, 0,∞)
are introduced. Further, the proofs are provided. Additionally, information on
the limiting behavior is given.
2.1 Representation using Owen’s T function
Theorem 1 Let u ∼ TN(µ, σu, 0,∞) and v ∼ N(0, σv) be independent, then
it holds that the cdf of  = v − u can be represented as:
F(κ) =
1
Φ( µσu )
[
1
2
Φ(ϕ(κ)) +
1
2
Φ(
a√
1 + b2
)− 1
2
1(−∞,0)(
a
ϕ(κ)
√
1 + b2
)
− T
(
ϕ(κ),
a+ bϕ(κ)
ϕ(κ)
)
− T
(
a√
1 + b2
,
ab+ ϕ(κ)(1 + b2)
a
)]
where a =
µ
√
σ2v+σ
2
u
σvσu
, b = −σuσv and ϕ(κ) =
t+µ√
σ2v+σ
2
u
. Further, T (·) denotes
Owen’s T function defined as:
T (h, g) =
1
2pi
∫ g
0
exp{− 12h2(1 + t2)}
1 + t2
dt
with h, g ∈ R in Owen (1956).
2 Lai and Huang (2013) introduced a numerical approximation, which breaks down for
some parameter combinations. It also contained a typo so that for limκ→−∞ F(κ) 6= 0. The
correction of which is supplied by Lai and Huang if requested.
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Theorem 1 is a direct consequence of the following Lemma:
Lemma 1 Let u ∼ TN(µ, σu, 0,∞) and v ∼ N(0, σv) be independent, then it
holds that the cdf of  = v − u can be represented as:∫ κ
−∞
f(t)dt =
1
Φ( µσu )
∫ ϕ(κ)
−∞
φ (y)Φ (a+ by) dy
where a =
µ
√
σ2v+σ
2
u
σvσu
, b = −σuσv and ϕ(κ) =
t+µ√
σ2v+σ
2
u
.
2.1.1 Proof of Lemma 1
Initially Lemma 1 is proven and then it is shown how Theorem 1 follows.
Proof. Given the cdf as constructed through the integral of Equation 1, the
expression may be simplified by substition:
y = ϕ(t) :=
t+ µ√
σ2v + σ
2
u
,
which can be rearranged as:
t = y
√
σ2v + σ
2
u − µ . (3)
The derivative of y w.r.t. t is:
dy
dt
=
1√
σ2v + σ
2
u
⇔ dt =
√
σ2v + σ
2
udy
Appropriately transforming the limits of the integral results in:
ϕ(κ) =
κ+ µ√
σ2v + σ
2
u
lim
κ→∞ϕ(−κ) = −∞
and finally introducing a and b for ease of representation:
µσ2v − tσ2u√
σ2v + σ
2
uσvσu
(3)⇐⇒
µσ2v −
(
y
√
σ2v + σ
2
u − µ
)
σ2u√
σ2v + σ
2
uσvσu
⇔ µ
√
σ2v + σ
2
u
σvσu︸ ︷︷ ︸
a
+
(
−σu
σv
)
︸ ︷︷ ︸
b
y
Substituting of a, b and ϕ(κ) into the integral of Equation 1 then yields
Lemma 1: ∫ κ
−∞
f(t)dt =
1
Φ( µσu )
∫ ϕ(κ)
−∞
φ (y)Φ (a+ by) dy
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2.1.2 Proof of Theorem 1
Proof. Theorem 1 follows by applying Lemma 1 and Equation 10,010.3 by
Owen (1956):∫
φ(y)Φ(a+ by)dy =T
(
y,
a
y
√
1 + b2
)
+ T
(
a√
1 + b2
,
y
√
1 + b2
a
)
− T
(
y,
a+ by
y
)
− T
(
a√
1 + b2
,
ab+ y(1 + b2)
a
)
+ Φ(y)Φ
(
a√
1 + b2
) (4)
in order to solve the obtained integral. An alternative representation is achieved
by utilizing the following identity from Owen (1956):
T (h, g) =
1
2
Φ(h) +
1
2
Φ(gh)− Φ(h)Φ(gh)− T (gh, 1
g
)− 1
2
1(−∞,0)(g) with g 6= 0
to rewrite the first term of Equation 4 to:
T
(
y,
a
y
√
1 + b2
)
=
1
2
Φ(y) +
1
2
Φ(
a√
1 + b2
)− Φ(y)Φ( a√
1 + b2
)
− T ( a√
1 + b2
,
y
√
1 + b2
a
)− 1
2
1(−∞,0)(
a
y
√
1 + b2
)
Equation 4 can therefore be rewritten as:
=
1
2
Φ(y) +
1
2
Φ(
a√
1 + b2
)− 1
2
1(−∞,0)(
a
y
√
1 + b2
)
− T
(
y,
a+ by
y
)
− T
(
a√
1 + b2
,
ab+ y(1 + b2)
a
)
Thus resulting in a compact representation of the integral of Equation 1, which
from here on is referred to as Owen’s T function CDF :
F(κ) =
1
Φ( µσu )
[
1
2
Φ(y) +
1
2
Φ(
a√
1 + b2
)− 1
2
1(−∞,0)(
a
y
√
1 + b2
)
− T
(
y,
a+ by
y
)
− T
(
a√
1 + b2
,
ab+ y(1 + b2)
a
)]ϕ(κ)
−∞
=
1
Φ( µσu )
[
1
2
Φ(ϕ(κ)) +
1
2
Φ(
a√
1 + b2
)− 1
2
1(−∞,0)(
a
ϕ(κ)
√
1 + b2
)
− T
(
ϕ(κ),
a+ bϕ(κ)
ϕ(κ)
)
− T
(
a√
1 + b2
,
ab+ ϕ(κ)(1 + b2)
a
)]
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Here it becomes clear that if as µ tends towards 0, a does the same, leading
to a singularity. For the case µ = 0 the truncated normal distribution becomes
the half-normal distribution, for which there is a closed form by Amsler et al.
(2019). For the sake of completeness it is provided below:
F(κ) = 2T (
κ√
σ2v + σ
2
u
,
σu
σv
) + Φ(
κ√
σ2v + σ
2
u
)
For limt→−µ y = 0 the function exhibtis a singularity.
lim
y→0
F(y) =
1
Φ( µσu )
[
1
4
+
1
2
Φ(
a√
1 + b2
)− 1
2
1(−∞,0)(a)
− 1− Φ(0)
2
− T
(
a√
1 + b2
, b
)]
2.1.3 Limiting Behavior
The following equations, which can be found in Owen (1956) can be utilized
to find the limits of the integral:
lim
x→−∞Φ(x) = 0 limg→∞T (h, g) =
1− Φ(|h|)
2
T (−h, g) = T (h, g) T (h,−g) = −T (h, g)
lim
h→∞
T (h, g) = 0 T (0, g) =
arctan(g)
2pi
The functional value of the cdf as κ tends towards −∞ is:
lim
κ→−∞F(κ) = limκ→−∞
1
Φ( µσu )
[
1
2
Φ(κ) +
1
2
Φ(
a√
1 + b2
)− 1
2
1(−∞,0)(
a
κ
√
1 + b2
)
− T
(
κ,
a+ b(κ)
κ
)
− T
(
a√
1 + b2
,
ab+ (κ)(1 + b2)
a
)]
= lim
κ→−∞
1
Φ( µσu )
[
1
2
Φ(
a√
1 + b2
)− 1
2
1(−∞,0)(
a
κ
)
− T (κ, b)− T
(
a√
1 + b2
,
κ
a
)]
= lim
κ→−∞
1
Φ( µσu )
[
1
2
Φ(
a√
1 + b2
)− 1
2
1(−∞,0)(
a
κ
) + sgn(a)
(
1
2
− 1
2
Φ(| a√
1 + b2
|)
)]
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In the case of a < 0:
1
2
Φ(
a√
(1 + b2)
) +
(
1
2
− 1
2
Φ(| a√
1 + b2
|)
)
=
1
2
Φ(
a√
(1 + b2)
) +
(
1
2
− 1
2
(1− Φ( a√
1 + b2
)
)
= 0
If a > 0
1
2
Φ(
a√
1 + b2
)− 1
2
+
1
2
− 1
2
Φ(
a√
1 + b2
) = 0
The functional value of the cdf as κ tends torwards ∞ is:
lim
κ→∞F(κ) = limκ→∞
1
Φ( µσu )
[
1
2
Φ(κ) +
1
2
Φ(
a√
1 + b2
)− 1
2
1(−∞,0)(
a
κ
√
1 + b2
)
− T
(
κ,
a+ b(κ)
κ
)
− T
(
a√
1 + b2
,
ab+ (κ)(1 + b2)
a
)]
= lim
κ→∞
1
Φ( µσu )
[
1
2
− 1
2
1(−∞,0)(
a
κ
) +
1
2
Φ(
a√
1 + b2
)− sgn(a)
(
1
2
− 1
2
Φ(| a√
1 + b2
|)
)]
If a > 0
Φ
(
a√
1+b2
)
Φ( µσu )
= 1
If a < 0
1
2
− 1
2
+
1
2
Φ
(
a√
1 + b2
)
− (−1)
(
1
2
− 1
2
(1− Φ
(
a√
1 + b2
)
))
= 1
For limσu→0, u becomes a degenerate random variable, i.e. deterministically
assumes value 0. Thus  ∼ N(−µu, σ2v).
Further, if limσv→0, v becomes a degenerate random variable taking value −µ.
Thus  ∼ TN(−µu, σ2u, 0,∞).
8 Rouven Schmidt, Thomas Kneib
2.2 Representation using the Bivariate Normal Distribution
Theorem 2 Let u ∼ TN(µ, σu) and v ∼ N(0, σv) be independent, then it
holds that the cdf of  = v − u can be represented as:
F(κ)dt =
1
Φ( µσu )
BvN
 µ
√
σ2v+σ
2
u
σvσu√
1 +
(
−σuσv
)2 , t+ µ√σ2v + σ2u , ρ =
−
(
−σuσv
)
√
1 +
(
−σuσv
)2

where BvN(·) is the cdf of a bivariate normal distribution with correlation
parameter ρ ∈ [−1, 1].
2.2.1 Proof of Theorem 2
A similar approach to the proof of Theorem 1 can be used to proof
Theorem 2.
Proof. The Theorem 2 follows by applying equation 10, 010.3 by Owen (1980):∫ ϕ(κ)
−∞
φ(y)Φ(a+ by)dy =
1
2pi
√
1− ρ2
∫ ϕ(κ)
−∞
∫ a√
1+b2
−∞
exp
[
−r
2 − 2ρrs+ s2
2(1− ρ2)
]
drds
= BvN
(
a√
1 + b2
, ϕ(κ), ρ =
−b√
1 + b2
)
to the result of Lemma 1, thus constructing a representation in terms of the
cdf of the bivariate normal distribution. Utilizing the introduced substitions
from Lemma 1, the equation simplifies to
F(κ) =
1
Φ( µσu )
[
BvN
(
a√
1 + b2
, ϕ(κ), ρ =
−b√
1 + b2
)]
which is referred to as BvN CDF.
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3 Exponential Inefficiency Model
In the following section, two representations of F(·) with u ∼ Exp(λ) are
introduced. Further, the proofs are provided. Additionally, information on the
limiting behavior is given.
3.1 Representation using exp function
Theorem 3 Let u ∼ Exp(λ) and v ∼ N(0, σv) be independent, then it holds
that the cdf of  = v − u can be represented as:
F(κ)dt = 1 + exp{−a
2
2
}
[
exp{aϕ(κ)}Φ(y)− exp{a
2
2
}Φ(ϕ(κ)− a)
]
where a = −λσv and ϕ(κ) = −
(
κ+λσ2v
σv
)
Theorem 3 is a direct consequence of the following Lemma:
Lemma 2 Let u ∼ Exp(λ) and v ∼ N(0, σv) be independent, then it holds
that the cdf of  = v − u can be represented as:∫ κ
−∞
f(t)dt = −a exp{−a
2
2
}
∫ ∞
ϕ(κ)
exp{ay}Φ (y) dy
where a = −λσv and ϕ(κ) = −
(
κ+λσ2v
σv
)
.
Initially Lemma 2 is proven and then it is shown how Theorem 3 follows.
3.1.1 Proof of Lemma 2
Proof. Utilising standard algebra, the Equation 2 can be rearranged as follows:
λ
∫ κ
−∞
exp{λt} exp{σ
2
vλ
2
2
} exp{−λ2σ2v} exp{λ2σ2v}Φ
(
− t+ λσ
2
v
σv
)
dt
⇔ λ exp{σ
2
vλ
2
2
− λ2σ2v}
∫ κ
−∞
exp{λt+ λ2σ2v}Φ
(
− t+ λσ
2
v
σv
)
dt
⇔ λ exp{−σ
2
vλ
2
2
}
∫ κ
−∞
exp
{
−λσv︸ ︷︷ ︸
a
(
− t+ λσ
2
v
σv
)}
Φ
(
1︸︷︷︸
b
(
− t+ λσ
2
v
σv
))
dt
Given the cdf as constructed through the integral of Equation 2, the ex-
pression may be simplified by substition:
y = ϕ(t) := −
(
t+ λσ2v
σv
)
,
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which can be rearranged as:
t = −yσv − λσ2v
The derivative of y w.r.t. t is:
dy
dt
= − 1
σv
↔ dt = −σvdy.
Appropriately transforming the limits of the integral results in:
ϕ(κ) = −
(
κ+ λσ2v
σv
)
lim
κ→−∞ϕ(κ) =∞
Substituting a, b, dt and ϕ(κ) in the integral of Equation 2 then yields
Lemma 2: ∫ κ
−∞
f(t)dt = −a exp{−a
2
2
}
∫ ∞
ϕ(κ)
exp{ay}Φ (y) dy
3.1.2 Proof of Theorem 3
Proof. Theorem 3 follows immediately by applying Lemma 2 and Equation
101, 000 by Owen (1980):
∫
exp{ay}Φ(y) = 1
a
exp{ay}Φ(by)− 1
a
exp{ a
2
2b2
}Φ(by − a
b
) with ab 6= 0 .
Thus resulting in a compact representation of the integral in Equation 2:
F(κ) = −a exp{−a
2
2
}
[
1
a
exp{ay}Φ(by)− 1
a
exp{ a
2
2b2
}Φ(by − a
b
)
]∞
ϕ(κ)
= 1 + exp{−a
2
2
}
[
exp{aϕ(κ)}Φ(y)− exp{a
2
2
}Φ(ϕ(κ)− a)
]
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3.1.3 Limiting Behaviour
The limits can be simplified with
lim
κ→−∞ exp(κ) = 0 limκ→−∞Φ(κ) = 0
lim
κ→−∞ exp(−κ)Φ(κ) = 0 limκ→∞ exp(κ)Φ(−κ) = 0
.
The functional value of the cdf as κ tends torwards −∞ is:
lim
κ→−∞F(κ) = limκ→−∞
(
1 + exp{−a
2
2
}
[
exp{aϕ(κ)}Φ(ϕ(κ))− exp{a
2
2
}Φ(ϕ(κ)− a)
])
= 1 + exp{−a
2
2
}
[
− exp{a
2
2
}
]
= 1 + (−1) = 0
The functional value of the cdf as κ tends torwards ∞ is:
lim
κ→∞F(κ) = limκ→∞
(
1 + exp{−a
2
2
}
[
exp{aϕ(κ)}Φ(ϕ(κ))− exp{a
2
2
}Φ(ϕ(κ)− a)
])
= 1 + 0 = 1
For limλ→0, u becomes a degenerate random variable, i.e. deterministically
assumes value 0. Thus  ∼ N(0, σ2v).
3.2 Representation using the Exponentially Modified Gaussian Distribution
Theorem 4 Let u ∼ Exp(λ) and v ∼ N(0, σv) be independent, then it holds
that the cdf of  = v − u can be represented as:
F(κ)dt = 1− F∗(−κ)
where F∗(·) is cdf of the Exponentially Modified Gaussian Distribution with
parameters µ = 0, σ > 0 and λ > 0.
The Exponentially Modified Gaussian (EMG) distributed random variable
∗ is the sum of an independent normal and an exponential random variables.
Thus
∗ = v + u.
12 Rouven Schmidt, Thomas Kneib
The cdf of the EMG with the mean of Gaussian component being 0 is:
F∗(κ) = Φ (λκ)− exp
(−λκ+ (λσv)2/2 + log(Φ(λκ, (λσv)2, λσv))
introduced by Gladney (1969).
3.2.1 Proof of Theorem 4
Proof. Since the random variable v is symmetric around zero −v and v follow
the same distribution, i.e. −v ∼ N(0, σ2v) and v ∼ N(0, σ2v). Consequently
∗ = − = −v − u.
Thus
F(κ) = P ( ≤ κ) = P (− ≥ −κ) = 1−P (− ≤ −κ) = 1−F−(−κ) = 1−F∗(−κ).
This distribution is referred to as EmG CDF.
4 Simulation
Validation of the results is done by comparing the function values of the
analytical cdfs to the function values of the empirical cdf. Construction of
the empirical cdf F ∗ (·) was done by drawing random numbers were drawn
from v and u. The cdfs were evaluated at the empirical quantiles Q∗(p) with
p ∈ {0.01, 0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95, 0.99} for any permutations of pa-
rameter values:
µ ∈ {−8,−4,−2,−1, 1, 2, 4, 8} σu ∈ {0.25, 0.5, 1, 2, 4}
λ ∈ {0.25, 0.5, 1, 2, 4, 8} σv ∈ {0.25, 0.5, 1, 2, 4}
The accuracy of the implementation is defined as:
F(Q
∗(p))− F ∗ (Q∗(p)) = F(Q∗(p))− p.
For each simulation scenario 10.000.000 observations were generated, as in
Amsler et al. (2019). Further, the accuracy and computation time of the of
the representations of the cdfs are compared to numerical integration. Here,
the double exponential integration method was chosen as it is considered a
fairly good numerical integration method by Weisstein (1999).
Title Suppressed Due to Excessive Length 13
4.1 Simulation Results for the Truncated Normal Inefficiency Model
For the truncated normal inefficiency model the derived formulas are identical
in theory, but the accuracy of the numerical implementation does depend on
both the implementation of the
Owen’s T function and the bivariate normal cdf 3. The figure 4.1 summarises
the differences over all parameter combinations for different values of p for the
representations Owen CDF and BvN CDF.
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−
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−0
4
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+0
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−0
4
4e
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4
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p
F ε
(Q
*
(p)
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−0
4
4e
−0
4
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p
F ε
(Q
*
(p)
)−p
0.01 0.05 0.1 0.25 0.5 0.75 0.9 0.95 0.99
Fig. 1 Out of a total of 1800 evaluation points 269 outliers of the Owen CDF and 12 outliers
of BvN CDF are not displayed in Figure 4.1. The observed loss of accuracy for values close
to −µ is due to described singularity. The BvN CDF yields more accurate results.
The implementation of the BvN CDF is more accurate in this simulation.
Thus, in the further analysis the Owen CDF is neglected.
In Table 1 the relative accuracy and relative computation time of the nu-
merical integration implementation relative to BvN CDF is presented 4.
3 The statistical software R (3.6.2) was utilized. The truncated normal distributed random
numbers were generated using the implementation of an an accept-reject sampler in the
package truncnorm (1.0.8). The Owen’s T function of the pracma(2.2.9) and cdf of the
bivariate normal distribution of the pbivnorm (0.6.0) package were used.
4 For the numerical integration the pracma package’s function quadinf was used. To
measure the time the package microbenchmark(1.4.7) was utilized
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Table 1 Comparison Numerical Integration to BvN CDF
rel. accuracy rel. time
Min 0.1156 42.16
1st Quartile 1.000000 64.21
Median 1.000000 73.63
Mean 5 0.99970 71.61
3rd Quartile 1.000000 76.73
Max 6.4027 101.87
The results show that the BvN CDF is faster in terms of computation time.
4.2 Simulation Results for the Exponential Inefficiency Model
For the exponential inefficiency model, both representations seem identical in
terms of accuracy. The simulation results are 6:
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Fig. 2 The accuracy of both implementations seem not to differ.
The implementation of the EmG CDF is slightly faster. Thus the further
analysis will focus on this representation.
5 If both the minimum and maximum of accuracy measure value are removed, the mean
accuracy becomes 1.0034
6 For the cdf of the EmG distribution the package emg (1.0.8) was used
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Table 2 Comparison Numerical Integration to EmG CDF
rel accuracy rel time
Min 1.000000 689.4
1st Quartile 1.000000 1008.0
Median 1.000000 1190.3
Mean 1.000000 1182.6
3rd Quartile 1.000000 1365.4
Max 1.000000 1923.0
The results in Table 2 show that the EmG CDF is equally accurate and
faster in terms of computation time compared to the numerical integration.
The accuracy is close to the numerical integration.
A more detailed table of the simulation results for the BvN CDF and EmG
CDF is presented in Section 6.1.
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5 Conclusions
The contribution of this paper are the analytical integrals of the cdf of the
composed error term for the case of the inefficiency term following a trun-
cated normal or exponential distribution. For the truncated normal inefficiency
model the cdf can be written as the Owen CDF and BvN CDF, which are an-
alytically the same but the numerical implementation of the latter is more
accurate. In the exponential inefficiency model, the cdf is written as the Erf
CDF and EmG CDF, which yield similiar results, in terms of accuracy with
the second being faster to compute. The analytical representation of the cdfs
allow for accurate and fast evaluation.
Title Suppressed Due to Excessive Length 17
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6 Appendix
6.1 Simulation Result Tables
Table 3 |F(Q∗(p))−p| for µ ∈ {−8,−4}, σu ∈ {0.25, 0.5, 1, 2, 4} and σv ∈ {0.25, 0.5, 1, 2, 4}
µ σu σv p=0.01 p=0.05 p=0.1 p=0.25 p=0.5 p=0.75 p=0.9 p=0.95 p=0.99
-8 0.2 0.25 0.000005 0.000147 0.000287 0.000104 0.001174 0.000486 0.006924 0.006000 0.010000
-8 0.2 0.50 0.000012 0.000138 0.000246 0.000263 0.000186 0.000074 0.000264 0.000484 0.000684
-8 0.2 1.00 0.000011 0.000010 0.000289 0.000757 0.000604 0.002656 0.003326 0.007290 0.002980
-8 0.2 2.00 0.000035 0.000057 0.000189 0.000286 0.000030 0.000001 0.000049 0.000015 0.000003
-8 0.2 4.00 0.000021 0.000016 0.000004 0.000084 0.000088 0.000027 0.000100 0.000081 0.000002
-8 0.5 0.25 0.000032 0.000049 0.000089 0.000091 0.000043 0.000231 0.000028 0.000011 0.000010
-8 0.5 0.50 0.000008 0.000101 0.000014 0.000120 0.000169 0.000018 0.000110 0.000053 0.000063
-8 0.5 1.00 0.000020 0.000007 0.000031 0.000153 0.000065 0.000174 0.000248 0.000038 0.000030
-8 0.5 2.00 0.000037 0.000187 0.000178 0.000066 0.000030 0.000081 0.000109 0.000087 0.000007
-8 0.5 4.00 0.000026 0.000007 0.000002 0.000053 0.000218 0.000159 0.000039 0.000114 0.000023
-8 1.0 0.25 0.000009 0.000001 0.000110 0.000143 0.000041 0.000017 0.000082 0.000071 0.000012
-8 1.0 0.50 0.000049 0.000080 0.000001 0.000120 0.000141 0.000020 0.000050 0.000035 0.000057
-8 1.0 1.00 0.000017 0.000016 0.000005 0.000005 0.000100 0.000026 0.000046 0.000087 0.000015
-8 1.0 2.00 0.000065 0.000094 0.000041 0.000108 0.000191 0.000216 0.000136 0.000073 0.000031
-8 1.0 4.00 0.000088 0.000211 0.000215 0.000238 0.000145 0.000111 0.000009 0.000066 0.000030
-8 2.0 0.25 0.000015 0.000061 0.000091 0.000120 0.000036 0.000202 0.000108 0.000116 0.000042
-8 2.0 0.50 0.000024 0.000018 0.000122 0.000137 0.000278 0.000170 0.000008 0.000082 0.000006
-8 2.0 1.00 0.000004 0.000089 0.000082 0.000063 0.000066 0.000078 0.000026 0.000048 0.000005
-8 2.0 2.00 0.000040 0.000120 0.000088 0.000100 0.000039 0.000244 0.000006 0.000051 0.000031
-8 2.0 4.00 0.000024 0.000014 0.000014 0.000078 0.000156 0.000075 0.000109 0.000055 0.000062
-8 4.0 0.25 0.000028 0.000081 0.000129 0.000035 0.000147 0.000053 0.000023 0.000051 0.000031
-8 4.0 0.50 0.000031 0.000136 0.000099 0.000024 0.000062 0.000185 0.000165 0.000130 0.000047
-8 4.0 1.00 0.000025 0.000046 0.000104 0.000363 0.000291 0.000026 0.000103 0.000003 0.000007
-8 4.0 2.00 0.000017 0.000002 0.000114 0.000051 0.000107 0.000208 0.000010 0.000084 0.000018
-8 4.0 4.00 0.000001 0.000052 0.000040 0.000010 0.000071 0.000148 0.000039 0.000042 0.000068
-4 0.2 0.25 0.000013 0.000179 0.000210 0.000011 0.000118 0.000119 0.000084 0.000020 0.000061
-4 0.2 0.50 0.000041 0.000090 0.000188 0.000165 0.000201 0.000155 0.000091 0.000085 0.000036
-4 0.2 1.00 0.000033 0.000067 0.000106 0.000040 0.000132 0.000073 0.000005 0.000020 0.000019
-4 0.2 2.00 0.000008 0.000004 0.000069 0.000127 0.000078 0.000145 0.000006 0.000060 0.000014
-4 0.2 4.00 0.000033 0.000049 0.000094 0.000076 0.000285 0.000168 0.000112 0.000115 0.000005
-4 0.5 0.25 0.000027 0.000025 0.000079 0.000061 0.000232 0.000087 0.000049 0.000023 0.000015
-4 0.5 0.50 0.000007 0.000026 0.000022 0.000091 0.000179 0.000022 0.000000 0.000022 0.000025
-4 0.5 1.00 0.000034 0.000142 0.000117 0.000009 0.000028 0.000122 0.000073 0.000084 0.000041
-4 0.5 2.00 0.000034 0.000027 0.000060 0.000067 0.000117 0.000122 0.000085 0.000148 0.000004
-4 0.5 4.00 0.000023 0.000024 0.000112 0.000203 0.000093 0.000293 0.000162 0.000022 0.000015
-4 1.0 0.25 0.000026 0.000068 0.000037 0.000035 0.000012 0.000080 0.000072 0.000025 0.000002
-4 1.0 0.50 0.000029 0.000037 0.000121 0.000022 0.000162 0.000193 0.000083 0.000070 0.000023
-4 1.0 1.00 0.000047 0.000089 0.000106 0.000110 0.000191 0.000253 0.000081 0.000009 0.000049
-4 1.0 2.00 0.000033 0.000018 0.000014 0.000064 0.000117 0.000101 0.000026 0.000041 0.000033
-4 1.0 4.00 0.000022 0.000090 0.000056 0.000008 0.000108 0.000074 0.000062 0.000064 0.000026
-4 2.0 0.25 0.000010 0.000014 0.000104 0.000095 0.000134 0.000057 0.000062 0.000023 0.000005
-4 2.0 0.50 0.000041 0.000105 0.000035 0.000099 0.000007 0.000041 0.000015 0.000057 0.000005
-4 2.0 1.00 0.000030 0.000085 0.000202 0.000210 0.000256 0.000384 0.000085 0.000041 0.000006
-4 2.0 2.00 0.000027 0.000085 0.000003 0.000045 0.000175 0.000258 0.000117 0.000022 0.000005
-4 2.0 4.00 0.000001 0.000006 0.000063 0.000068 0.000000 0.000045 0.000111 0.000034 0.000018
-4 4.0 0.25 0.000079 0.000101 0.000105 0.000082 0.000061 0.000274 0.000180 0.000118 0.000025
-4 4.0 0.50 0.000058 0.000018 0.000019 0.000066 0.000097 0.000213 0.000046 0.000014 0.000016
-4 4.0 1.00 0.000058 0.000012 0.000046 0.000189 0.000135 0.000232 0.000229 0.000067 0.000004
-4 4.0 2.00 0.000016 0.000069 0.000060 0.000034 0.000047 0.000013 0.000030 0.000026 0.000016
-4 4.0 4.00 0.000018 0.000185 0.000160 0.000212 0.000377 0.000119 0.000033 0.000029 0.000022
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Table 4 |F(Q∗(p))−p| for µ ∈ {−2,−1}, σu ∈ {0.25, 0.5, 1, 2, 4} and σv ∈ {0.25, 0.5, 1, 2, 4}
µ σu σv p=0.01 p=0.05 p=0.1 p=0.25 p=0.5 p=0.75 p=0.9 p=0.95 p=0.99
-2 0.2 0.25 0.000027 0.000072 0.000101 0.000243 0.000195 0.000120 0.000003 0.000007 0.000013
-2 0.2 0.50 0.000020 0.000001 0.000019 0.000063 0.000018 0.000165 0.000007 0.000065 0.000025
-2 0.2 1.00 0.000010 0.000013 0.000009 0.000039 0.000160 0.000347 0.000161 0.000001 0.000002
-2 0.2 2.00 0.000001 0.000004 0.000099 0.000071 0.000029 0.000160 0.000100 0.000034 0.000040
-2 0.2 4.00 0.000008 0.000094 0.000150 0.000107 0.000156 0.000001 0.000052 0.000002 0.000025
-2 0.5 0.25 0.000009 0.000094 0.000078 0.000013 0.000076 0.000188 0.000047 0.000010 0.000018
-2 0.5 0.50 0.000027 0.000001 0.000112 0.000192 0.000251 0.000296 0.000181 0.000029 0.000014
-2 0.5 1.00 0.000048 0.000093 0.000060 0.000220 0.000114 0.000069 0.000004 0.000010 0.000006
-2 0.5 2.00 0.000025 0.000078 0.000139 0.000066 0.000156 0.000138 0.000048 0.000062 0.000008
-2 0.5 4.00 0.000000 0.000007 0.000069 0.000026 0.000052 0.000152 0.000035 0.000064 0.000028
-2 1.0 0.25 0.000019 0.000201 0.000152 0.000230 0.000052 0.000185 0.000181 0.000170 0.000003
-2 1.0 0.50 0.000027 0.000021 0.000016 0.000025 0.000041 0.000245 0.000198 0.000043 0.000015
-2 1.0 1.00 0.000004 0.000096 0.000108 0.000118 0.000057 0.000021 0.000043 0.000060 0.000024
-2 1.0 2.00 0.000010 0.000055 0.000128 0.000142 0.000007 0.000119 0.000040 0.000002 0.000032
-2 1.0 4.00 0.000056 0.000013 0.000041 0.000061 0.000049 0.000111 0.000024 0.000042 0.000034
-2 2.0 0.25 0.000060 0.000085 0.000124 0.000069 0.000141 0.000047 0.000033 0.000002 0.000003
-2 2.0 0.50 0.000062 0.000080 0.000022 0.000058 0.000049 0.000015 0.000029 0.000090 0.000039
-2 2.0 1.00 0.000028 0.000122 0.000055 0.000098 0.000200 0.000010 0.000017 0.000028 0.000045
-2 2.0 2.00 0.000027 0.000005 0.000026 0.000053 0.000031 0.000171 0.000054 0.000087 0.000036
-2 2.0 4.00 0.000012 0.000033 0.000036 0.000100 0.000042 0.000044 0.000009 0.000015 0.000025
-2 4.0 0.25 0.000031 0.000079 0.000009 0.000097 0.000189 0.000012 0.000060 0.000004 0.000003
-2 4.0 0.50 0.000011 0.000018 0.000082 0.000193 0.000062 0.000005 0.000006 0.000012 0.000001
-2 4.0 1.00 0.000002 0.000005 0.000017 0.000175 0.000108 0.000251 0.000040 0.000069 0.000011
-2 4.0 2.00 0.000009 0.000058 0.000010 0.000071 0.000103 0.000181 0.000023 0.000084 0.000024
-2 4.0 4.00 0.000029 0.000017 0.000027 0.000012 0.000080 0.000086 0.000048 0.000012 0.000025
-1 0.2 0.25 0.000039 0.000122 0.000108 0.000191 0.000342 0.000085 0.000003 0.000012 0.000013
-1 0.2 0.50 0.000015 0.000061 0.000058 0.000236 0.000168 0.000027 0.000005 0.000066 0.000012
-1 0.2 1.00 0.000027 0.000052 0.000090 0.000155 0.000099 0.000291 0.000090 0.000080 0.000007
-1 0.2 2.00 0.000051 0.000164 0.000152 0.000128 0.000010 0.000142 0.000000 0.000008 0.000014
-1 0.2 4.00 0.000036 0.000028 0.000064 0.000311 0.000184 0.000047 0.000081 0.000026 0.000048
-1 0.5 0.25 0.000001 0.000001 0.000067 0.000019 0.000128 0.000047 0.000020 0.000010 0.000009
-1 0.5 0.50 0.000013 0.000048 0.000042 0.000169 0.000145 0.000198 0.000190 0.000141 0.000028
-1 0.5 1.00 0.000029 0.000026 0.000083 0.000030 0.000063 0.000054 0.000034 0.000051 0.000001
-1 0.5 2.00 0.000016 0.000028 0.000004 0.000111 0.000133 0.000054 0.000113 0.000031 0.000008
-1 0.5 4.00 0.000005 0.000023 0.000010 0.000091 0.000181 0.000162 0.000223 0.000137 0.000039
-1 1.0 0.25 0.000011 0.000086 0.000000 0.000032 0.000016 0.000083 0.000223 0.000153 0.000064
-1 1.0 0.50 0.000024 0.000038 0.000064 0.000049 0.000056 0.000097 0.000040 0.000013 0.000003
-1 1.0 1.00 0.000004 0.000053 0.000112 0.000160 0.000289 0.000248 0.000078 0.000018 0.000014
-1 1.0 2.00 0.000028 0.000074 0.000116 0.000194 0.000196 0.000046 0.000035 0.000031 0.000024
-1 1.0 4.00 0.000031 0.000034 0.000150 0.000264 0.000128 0.000107 0.000131 0.000066 0.000042
-1 2.0 0.25 0.000022 0.000027 0.000094 0.000029 0.000139 0.000086 0.000030 0.000083 0.000028
-1 2.0 0.50 0.000022 0.000050 0.000069 0.000008 0.000002 0.000020 0.000036 0.000041 0.000019
-1 2.0 1.00 0.000002 0.000046 0.000061 0.000169 0.000155 0.000175 0.000040 0.000101 0.000030
-1 2.0 2.00 0.000025 0.000056 0.000019 0.000172 0.000129 0.000055 0.000032 0.000004 0.000025
-1 2.0 4.00 0.000028 0.000054 0.000082 0.000060 0.000114 0.000177 0.000029 0.000113 0.000027
-1 4.0 0.25 0.000021 0.000151 0.000047 0.000112 0.000095 0.000131 0.000032 0.000023 0.000020
-1 4.0 0.50 0.000028 0.000062 0.000023 0.000063 0.000243 0.000198 0.000038 0.000026 0.000035
-1 4.0 1.00 0.000006 0.000022 0.000054 0.000149 0.000176 0.000046 0.000088 0.000038 0.000004
-1 4.0 2.00 0.000037 0.000127 0.000102 0.000050 0.000021 0.000013 0.000044 0.000020 0.000012
-1 4.0 4.00 0.000038 0.000067 0.000009 0.000145 0.000144 0.000186 0.000013 0.000044 0.000023
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Table 5 |F(Q∗(p))− p| for µ ∈ {1, 2}, σu ∈ {0.25, 0.5, 1, 2, 4} and σv ∈ {0.25, 0.5, 1, 2, 4}
µ σu σv p=0.01 p=0.05 p=0.1 p=0.25 p=0.5 p=0.75 p=0.9 p=0.95 p=0.99
1 0.2 0.25 0.000008 0.000013 0.000109 0.000024 0.000052 0.000219 0.000064 0.000072 0.000026
1 0.2 0.50 0.000004 0.000008 0.000131 0.000399 0.000125 0.000028 0.000052 0.000068 0.000015
1 0.2 1.00 0.000042 0.000073 0.000109 0.000048 0.000105 0.000032 0.000006 0.000015 0.000004
1 0.2 2.00 0.000022 0.000089 0.000082 0.000148 0.000197 0.000127 0.000044 0.000062 0.000012
1 0.2 4.00 0.000048 0.000097 0.000187 0.000259 0.000023 0.000134 0.000114 0.000034 0.000050
1 0.5 0.25 0.000029 0.000005 0.000032 0.000180 0.000056 0.000221 0.000071 0.000057 0.000041
1 0.5 0.50 0.000031 0.000025 0.000045 0.000033 0.000263 0.000175 0.000222 0.000161 0.000022
1 0.5 1.00 0.000032 0.000121 0.000061 0.000018 0.000022 0.000006 0.000035 0.000145 0.000018
1 0.5 2.00 0.000028 0.000027 0.000080 0.000069 0.000223 0.000030 0.000059 0.000066 0.000006
1 0.5 4.00 0.000032 0.000015 0.000074 0.000017 0.000014 0.000070 0.000103 0.000028 0.000016
1 1.0 0.25 0.000021 0.000021 0.000096 0.000036 0.000235 0.000144 0.000123 0.000048 0.000010
1 1.0 0.50 0.000015 0.000229 0.000128 0.000192 0.000147 0.000142 0.000115 0.000020 0.000012
1 1.0 1.00 0.000040 0.000076 0.000127 0.000289 0.000249 0.000161 0.000106 0.000103 0.000056
1 1.0 2.00 0.000002 0.000010 0.000053 0.000106 0.000154 0.000082 0.000031 0.000001 0.000010
1 1.0 4.00 0.000068 0.000112 0.000051 0.000171 0.000073 0.000039 0.000009 0.000047 0.000062
1 2.0 0.25 0.000075 0.000108 0.000230 0.000269 0.000195 0.000052 0.000023 0.000021 0.000078
1 2.0 0.50 0.000024 0.000010 0.000121 0.000227 0.000041 0.000053 0.000021 0.000008 0.000015
1 2.0 1.00 0.000015 0.000005 0.000005 0.000103 0.000313 0.000072 0.000016 0.000073 0.000005
1 2.0 2.00 0.000008 0.000007 0.000010 0.000222 0.000098 0.000146 0.000117 0.000003 0.000014
1 2.0 4.00 0.000008 0.000037 0.000072 0.000108 0.000021 0.000053 0.000046 0.000001 0.000008
1 4.0 0.25 0.000039 0.000023 0.000063 0.000028 0.000141 0.000149 0.000037 0.000021 0.000008
1 4.0 0.50 0.000007 0.000032 0.000026 0.000208 0.000191 0.000062 0.000064 0.000061 0.000041
1 4.0 1.00 0.000012 0.000001 0.000024 0.000011 0.000165 0.000110 0.000028 0.000041 0.000050
1 4.0 2.00 0.000003 0.000017 0.000147 0.000033 0.000112 0.000031 0.000018 0.000006 0.000031
1 4.0 4.00 0.000004 0.000009 0.000037 0.000112 0.000154 0.000019 0.000179 0.000176 0.000028
2 0.2 0.25 0.000031 0.000077 0.000039 0.000093 0.000156 0.000057 0.000004 0.000080 0.000030
2 0.2 0.50 0.000050 0.000026 0.000128 0.000182 0.000036 0.000017 0.000043 0.000018 0.000012
2 0.2 1.00 0.000022 0.000030 0.000013 0.000106 0.000089 0.000068 0.000106 0.000026 0.000010
2 0.2 2.00 0.000023 0.000056 0.000013 0.000025 0.000199 0.000069 0.000052 0.000050 0.000015
2 0.2 4.00 0.000025 0.000086 0.000197 0.000257 0.000412 0.000164 0.000069 0.000016 0.000037
2 0.5 0.25 0.000014 0.000057 0.000039 0.000180 0.000039 0.000120 0.000088 0.000068 0.000025
2 0.5 0.50 0.000010 0.000040 0.000073 0.000025 0.000137 0.000002 0.000179 0.000064 0.000033
2 0.5 1.00 0.000068 0.000119 0.000148 0.000049 0.000141 0.000133 0.000136 0.000100 0.000021
2 0.5 2.00 0.000010 0.000048 0.000065 0.000157 0.000164 0.000041 0.000004 0.000012 0.000027
2 0.5 4.00 0.000041 0.000082 0.000131 0.000214 0.000018 0.000093 0.000116 0.000069 0.000040
2 1.0 0.25 0.000047 0.000118 0.000059 0.000064 0.000149 0.000050 0.000033 0.000065 0.000003
2 1.0 0.50 0.000006 0.000070 0.000002 0.000118 0.000068 0.000080 0.000014 0.000052 0.000066
2 1.0 1.00 0.000017 0.000052 0.000064 0.000052 0.000040 0.000100 0.000027 0.000017 0.000003
2 1.0 2.00 0.000010 0.000057 0.000059 0.000121 0.000129 0.000111 0.000093 0.000008 0.000015
2 1.0 4.00 0.000029 0.000039 0.000070 0.000015 0.000007 0.000011 0.000046 0.000107 0.000031
2 2.0 0.25 0.000027 0.000058 0.000026 0.000061 0.000011 0.000060 0.000119 0.000129 0.000015
2 2.0 0.50 0.000009 0.000061 0.000048 0.000046 0.000043 0.000079 0.000043 0.000051 0.000058
2 2.0 1.00 0.000026 0.000046 0.000041 0.000040 0.000067 0.000061 0.000006 0.000048 0.000032
2 2.0 2.00 0.000008 0.000092 0.000063 0.000076 0.000007 0.000108 0.000119 0.000037 0.000014
2 2.0 4.00 0.000004 0.000059 0.000220 0.000318 0.000141 0.000103 0.000111 0.000111 0.000013
2 4.0 0.25 0.000003 0.000057 0.000061 0.000001 0.000100 0.000169 0.000097 0.000030 0.000003
2 4.0 0.50 0.000031 0.000007 0.000049 0.000003 0.000129 0.000080 0.000090 0.000098 0.000017
2 4.0 1.00 0.000008 0.000087 0.000150 0.000164 0.000000 0.000119 0.000020 0.000033 0.000036
2 4.0 2.00 0.000039 0.000045 0.000005 0.000292 0.000023 0.000049 0.000018 0.000014 0.000013
2 4.0 4.00 0.000010 0.000022 0.000068 0.000060 0.000088 0.000171 0.000108 0.000088 0.000008
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Table 6 |F(Q∗(p))− p| for µ ∈ {4, 8}, σu ∈ {0.25, 0.5, 1, 2, 4} and σv ∈ {0.25, 0.5, 1, 2, 4}
µ σu σv p=0.01 p=0.05 p=0.1 p=0.25 p=0.5 p=0.75 p=0.9 p=0.95 p=0.99
4 0.2 0.25 0.000009 0.000023 0.000143 0.000033 0.000132 0.000080 0.000011 0.000030 0.000011
4 0.2 0.50 0.000029 0.000024 0.000039 0.000054 0.000191 0.000053 0.000076 0.000068 0.000024
4 0.2 1.00 0.000021 0.000025 0.000023 0.000106 0.000290 0.000170 0.000088 0.000084 0.000070
4 0.2 2.00 0.000039 0.000124 0.000196 0.000019 0.000181 0.000238 0.000129 0.000146 0.000018
4 0.2 4.00 0.000026 0.000027 0.000002 0.000200 0.000119 0.000101 0.000071 0.000041 0.000063
4 0.5 0.25 0.000014 0.000121 0.000018 0.000016 0.000180 0.000193 0.000122 0.000018 0.000033
4 0.5 0.50 0.000020 0.000107 0.000088 0.000146 0.000274 0.000086 0.000073 0.000131 0.000013
4 0.5 1.00 0.000036 0.000092 0.000171 0.000122 0.000189 0.000066 0.000083 0.000018 0.000038
4 0.5 2.00 0.000048 0.000052 0.000025 0.000225 0.000216 0.000248 0.000091 0.000115 0.000001
4 0.5 4.00 0.000010 0.000034 0.000096 0.000171 0.000056 0.000049 0.000030 0.000044 0.000022
4 1.0 0.25 0.000042 0.000064 0.000126 0.000029 0.000023 0.000013 0.000049 0.000101 0.000021
4 1.0 0.50 0.000044 0.000006 0.000115 0.000090 0.000039 0.000137 0.000050 0.000076 0.000062
4 1.0 1.00 0.000036 0.000035 0.000005 0.000036 0.000205 0.000048 0.000126 0.000081 0.000072
4 1.0 2.00 0.000005 0.000066 0.000060 0.000071 0.000013 0.000104 0.000136 0.000090 0.000044
4 1.0 4.00 0.000001 0.000079 0.000004 0.000297 0.000174 0.000137 0.000051 0.000035 0.000020
4 2.0 0.25 0.000003 0.000037 0.000006 0.000159 0.000094 0.000073 0.000084 0.000047 0.000032
4 2.0 0.50 0.000008 0.000015 0.000065 0.000020 0.000102 0.000098 0.000011 0.000084 0.000019
4 2.0 1.00 0.000015 0.000009 0.000011 0.000073 0.000129 0.000186 0.000009 0.000042 0.000029
4 2.0 2.00 0.000033 0.000082 0.000008 0.000118 0.000111 0.000144 0.000051 0.000052 0.000054
4 2.0 4.00 0.000004 0.000094 0.000157 0.000165 0.000288 0.000426 0.000190 0.000135 0.000018
4 4.0 0.25 0.000015 0.000060 0.000063 0.000101 0.000201 0.000244 0.000105 0.000076 0.000041
4 4.0 0.50 0.000036 0.000035 0.000039 0.000075 0.000043 0.000036 0.000115 0.000052 0.000021
4 4.0 1.00 0.000016 0.000005 0.000027 0.000160 0.000134 0.000161 0.000010 0.000044 0.000023
4 4.0 2.00 0.000046 0.000089 0.000151 0.000124 0.000055 0.000008 0.000090 0.000004 0.000065
4 4.0 4.00 0.000027 0.000033 0.000119 0.000088 0.000011 0.000058 0.000055 0.000079 0.000011
8 0.2 0.25 0.000058 0.000126 0.000074 0.000162 0.000257 0.000125 0.000128 0.000052 0.000012
8 0.2 0.50 0.000044 0.000030 0.000038 0.000206 0.000132 0.000181 0.000067 0.000048 0.000022
8 0.2 1.00 0.000005 0.000018 0.000039 0.000116 0.000275 0.000050 0.000057 0.000039 0.000043
8 0.2 2.00 0.000001 0.000038 0.000042 0.000144 0.000016 0.000194 0.000089 0.000220 0.000027
8 0.2 4.00 0.000066 0.000016 0.000000 0.000184 0.000696 0.000340 0.000080 0.000032 0.000026
8 0.5 0.25 0.000033 0.000041 0.000058 0.000122 0.000144 0.000130 0.000075 0.000012 0.000029
8 0.5 0.50 0.000022 0.000033 0.000002 0.000078 0.000228 0.000332 0.000253 0.000157 0.000003
8 0.5 1.00 0.000038 0.000019 0.000023 0.000005 0.000139 0.000057 0.000003 0.000076 0.000032
8 0.5 2.00 0.000039 0.000067 0.000185 0.000406 0.000125 0.000111 0.000103 0.000025 0.000004
8 0.5 4.00 0.000066 0.000076 0.000182 0.000143 0.000030 0.000045 0.000077 0.000019 0.000004
8 1.0 0.25 0.000035 0.000068 0.000087 0.000089 0.000102 0.000012 0.000108 0.000103 0.000009
8 1.0 0.50 0.000011 0.000008 0.000013 0.000063 0.000038 0.000060 0.000012 0.000023 0.000039
8 1.0 1.00 0.000006 0.000036 0.000078 0.000037 0.000041 0.000011 0.000048 0.000018 0.000042
8 1.0 2.00 0.000053 0.000014 0.000078 0.000171 0.000081 0.000193 0.000143 0.000140 0.000040
8 1.0 4.00 0.000029 0.000028 0.000011 0.000077 0.000023 0.000042 0.000162 0.000151 0.000010
8 2.0 0.25 0.000025 0.000041 0.000078 0.000028 0.000074 0.000142 0.000073 0.000038 0.000018
8 2.0 0.50 0.000018 0.000061 0.000022 0.000190 0.000063 0.000122 0.000122 0.000021 0.000002
8 2.0 1.00 0.000042 0.000115 0.000150 0.000225 0.000102 0.000095 0.000021 0.000087 0.000017
8 2.0 2.00 0.000021 0.000068 0.000066 0.000021 0.000019 0.000179 0.000116 0.000094 0.000043
8 2.0 4.00 0.000013 0.000015 0.000007 0.000013 0.000030 0.000035 0.000039 0.000025 0.000035
8 4.0 0.25 0.000009 0.000027 0.000037 0.000227 0.000019 0.000050 0.000049 0.000034 0.000019
8 4.0 0.50 0.000003 0.000003 0.000002 0.000113 0.000126 0.000052 0.000093 0.000098 0.000030
8 4.0 1.00 0.000007 0.000061 0.000093 0.000046 0.000063 0.000048 0.000049 0.000053 0.000011
8 4.0 2.00 0.000011 0.000011 0.000024 0.000030 0.000052 0.000125 0.000038 0.000013 0.000004
8 4.0 4.00 0.000044 0.000099 0.000115 0.000096 0.000003 0.000069 0.000051 0.000054 0.000008
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Table 7 |F(Q∗(p))− p| for λ ∈ {0.25, 0.5, 1, 2, 4, 8} and σv ∈ {0.25, 0.5, 1, 2, 4}
λ σv p=0.01 p=0.05 p=0.1 p=0.25 p=0.5 p=0.75 p=0.9 p=0.95 p=0.99
0.25 0.25 0.000086 0.000150 0.000240 0.000262 0.000116 0.000138 0.000027 0.000052 0.000018
0.25 0.50 0.000007 0.000068 0.000095 0.000025 0.000029 0.000110 0.000086 0.000056 0.000036
0.25 1.00 0.000015 0.000018 0.000053 0.000043 0.000162 0.000127 0.000007 0.000012 0.000105
0.25 2.00 0.000037 0.000111 0.000058 0.000031 0.000034 0.000149 0.000069 0.000009 0.000026
0.25 4.00 0.000013 0.000048 0.000011 0.000053 0.000049 0.000037 0.000006 0.000074 0.000022
0.50 0.25 0.000068 0.000116 0.000004 0.000148 0.000081 0.000109 0.000116 0.000113 0.000007
0.50 0.50 0.000022 0.000126 0.000055 0.000046 0.000219 0.000108 0.000057 0.000100 0.000057
0.50 1.00 0.000028 0.000026 0.000069 0.000282 0.000197 0.000202 0.000182 0.000107 0.000057
0.50 2.00 0.000019 0.000140 0.000165 0.000271 0.000046 0.000088 0.000015 0.000064 0.000010
0.50 4.00 0.000012 0.000020 0.000094 0.000122 0.000092 0.000023 0.000185 0.000059 0.000007
1.00 0.25 0.000016 0.000121 0.000105 0.000100 0.000016 0.000194 0.000071 0.000082 0.000066
1.00 0.50 0.000066 0.000011 0.000112 0.000001 0.000229 0.000182 0.000154 0.000009 0.000050
1.00 1.00 0.000018 0.000051 0.000113 0.000291 0.000076 0.000321 0.000104 0.000046 0.000041
1.00 2.00 0.000003 0.000056 0.000005 0.000136 0.000326 0.000374 0.000147 0.000077 0.000033
1.00 4.00 0.000046 0.000020 0.000007 0.000025 0.000283 0.000092 0.000017 0.000025 0.000019
2.00 0.25 0.000008 0.000102 0.000027 0.000084 0.000096 0.000035 0.000018 0.000091 0.000023
2.00 0.50 0.000025 0.000017 0.000047 0.000102 0.000021 0.000040 0.000156 0.000056 0.000074
2.00 1.00 0.000007 0.000052 0.000085 0.000096 0.000009 0.000157 0.000003 0.000026 0.000041
2.00 2.00 0.000023 0.000036 0.000037 0.000060 0.000068 0.000030 0.000015 0.000012 0.000054
2.00 4.00 0.000022 0.000043 0.000035 0.000166 0.000202 0.000162 0.000191 0.000052 0.000038
4.00 0.25 0.000009 0.000113 0.000026 0.000129 0.000075 0.000024 0.000115 0.000121 0.000024
4.00 0.50 0.000040 0.000038 0.000034 0.000098 0.000160 0.000023 0.000057 0.000028 0.000019
4.00 1.00 0.000015 0.000067 0.000069 0.000070 0.000008 0.000133 0.000090 0.000070 0.000013
4.00 2.00 0.000024 0.000056 0.000127 0.000207 0.000171 0.000081 0.000095 0.000064 0.000067
4.00 4.00 0.000029 0.000132 0.000057 0.000083 0.000344 0.000202 0.000005 0.000044 0.000076
8.00 0.25 0.000065 0.000139 0.000164 0.000118 0.000053 0.000158 0.000106 0.000014 0.000001
8.00 0.50 0.000118 0.000154 0.000108 0.000084 0.000019 0.000142 0.000029 0.000023 0.000064
8.00 1.00 0.000052 0.000104 0.000080 0.000243 0.000171 0.000020 0.000028 0.000037 0.000022
8.00 2.00 0.000028 0.000126 0.000143 0.000496 0.000472 0.000203 0.000065 0.000019 0.000016
8.00 4.00 0.000019 0.000005 0.000001 0.000066 0.000317 0.000093 0.000018 0.000003 0.000005
