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Роботу присвячено питанню використання засобів абдуктивних міркувань для задач видобування да-
них. Виконане дослідження свідчить, що класифікація даних може бути інтерпретована як одна з задач 
абдуктивного логічного програмування, яка дозволяє використовувати задані користувачем доменні обме-
ження. Інтерпретація моделей класифікації на основі дерев рішень абдуктивним способом з використанням 
доменних обмежень дає змогу отримати підвищення ефективності у випадку часткової відсутності вхід-
них даних. Також з метою розгляду імовірнісної інформації на основі базових та виведених формальних те-
орій було виконано розширення загального фреймворку до абдуктивного фреймворку, який базується на ва-
гових коефіцієнтах та може використовуватися для видобування даних, що в кінцевому випадку дасть змо-
гу покращити загальну якість результатів. Таким чином, було показано, що абдуктивні міркування можна 
використовувати в контексті задач класифікації для пояснення ходу міркувань виконаної класифікації і для 
підвищення загальної ефективності у випадку роботи системи із частково відсутніми вхідними даними і 
зовнішніми доменними знаннями. Такий підхід може бути удосконалений шляхом поєднання відмінних пара-
дигм видобування даних, таких як: класифікація, асоціативні правила і кластеризація шляхом використання 
абдуктивного фреймворку з обмеженнями. 
Ключові слова: оптимізація, інтелектуальна підтримка прийняття рішень, буріння нафтових і газових 
свердловин, цільові функції, правила, база знань, абдуктивний фреймворк, коефіцієнти впевненості, обме-
ження. 
 
Работа посвящена вопросу использования средств абдуктивних рассуждений для задач извлечения 
данных. Проведенное исследование показывает, что классификация данных может быть интерпретирова-
на как одна из задач абдуктивного логического программирования, которая позволяет использовать задан-
ные пользователем доменные ограничения. Интерпретация моделей классификации на основе деревьев ре-
шений абдуктивним способом с использованием доменных ограничений, позволяет получить повышение 
эффективности в случае частичного отсутствия входных данных. Также с целью рассмотрения вероят-
ностной информации на основе базовых и выводимых формальных теорий было выполнено расширение об-
щего фреймворка к абдуктивному фреймворку, который базируется на стоимостных коэффициентах и 
может использоваться для извлечения данных, что в конечном итоге позволит улучшить общее качество ре-
зультатов.  
Таким образом, было показано, что абдуктивние рассуждения можно использовать в контексте за-
дач классификации для объяснения хода рассуждений выполненной классификации и для повышения общей 
эффективности в случае работы системы с частично отсутствующими входными данными и внешними 
доменными знаниями. 
Такой подход может быть усовершенствован путем сочетания отличных парадигм извлечения дан-
ных, таких как: классификация, ассоциативные правила и кластеризация путем использования абдуктивно-
го фреймворка с ограничениями. 
Ключевые слова: оптимизация, интеллектуальная поддержка принятия решений, бурение нефтяных и 
газовых скважин, целевые функции, правила, база знаний, абдуктивный фреймворк, коэффициенты уверен-
ности, ограничения. 
 
The research is devoted to utilization of the abductive reasoning means for data extraction problems. The 
conducted research shows that data classification can be interpreted as one of the abductive logic programming 
problems, which allows utilizing of user-defined domain restrictions. Interpretation of classification models based 
on decision trees made in accordance with the abductive method using domain restrictions allows increasing the 
efficiency in the case of partial lack of input data. In order to consider the probabilistic information with the help of 
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Постановка проблеми в загальному ви-
гляді. Абдукція (абдуктивні міркування, абду-
ктивний висновок) – це вид логічного висновку, 
що випливає із певного спостереження або гі-
потези щодо такого спостереження. Його мета 
полягає в знаходженні найбільш простого і 
найбільш ймовірного пояснення для них. На 
відміну від дедуктивного висновку, в даному 
випадку наявність початкової умови ще зовсім 
не гарантує існування висновку. Тобто під аб-
дуктивним висновком слід розуміти процес 
пошуку (виведення, інференції) найкращого із 
можливих пояснень щодо початково прийнятої 
істинної гіпотези. Використання вагових коефі-
цієнтів разом із абдукцією дозволяє виконува-
ти ефективну побудову логічних міркувань в 
умовах невизначеності. Суть даного підходу 
полягає в знаходженні кращого пояснення для 
множини спостережуваних фактів шляхом по-
шуку доведення з мінімальною вагою для таких 
фактів. Тому зустрічається також термін «абду-
кція з ваговими коефіцієнтами», яка досить ус-
пішно застосовується в інтелектуальних систе-
мах, зокрема в контексті інтерпретації даних 
про нафтогазові об’єкти. 
 
Аналіз останніх досліджень та публіка-
цій. Дане дослідження базується на результа-
тах, отриманих з використанням абдуктивних 
міркувань в області видобування даних [1]. Іс-
нуючі класифікатори, навіть якщо вони і базу-
ються на деревах рішень та індуктивних засо-
бах на основі алгоритмів C4.5 [2], дозволяють 
отримувати як вихідний результат множину 
правил з метою класифікації нових заданих 
прикладів. Таким чином, більшість з існуючих 
класифікаторів на основі правил функціонують 
на основі припущення про те, що в момент кла-
сифікації наявна вся інформація щодо нових 
заданих прикладів. Завдяки ймовірнісним під-
ходам, засновані на правилах класифікатори 
здатні отримувати найбільш імовірний клас на 
основі частоти відсутності атрибута в тренува-
льному наборі [3]. Водночас, такий вид припу-
щень в більшості випадків призводить до хиб-
ної класифікації. Тому використання абдуктив-
ного підходу є особливо корисним під час ви-
бору класифікаційного правила, що має бути 
застосоване у випадку, якщо новий приклад з 
відсутньою інформацією потребує класифікації, 
яку можна виконати, використовуючи знання 
про домен предметної області. Під A-систе-
мами [4] розуміють Prolog-базований абдукти-
вний фреймворк, орієнтований на дослідження 
питань масштабованості системи. Він базуєть-
ся, в основному, на ідеях та концепціях, що бу-
ли застосовані в попередніх відомих абдуктив-
них процедурах. Імовірнісна абдукція Хорна, 
що є комбінацією формальної логіки та імовір-
нісних представлень, вперше була описана в 
роботі [5]. Загальна ідея абдукції Хорна полягає 
в побудові множини незалежних вибірок з ло-
гічною програмою, що визначає їх послідов-
ність. Використовувана в даному випадку фор-
мальна логіка базується на так званих «слаб-
ких» уявленнях, тобто не містить диз’юнкцій, а 
всі значення, пов’язані з невизначеністю, вбу-
довуються в процедуру підтримки вибірок ко-
ристувача. При цьому також не накладається 
жодних обмежень на вибірки, виконані корис-
тувачем. В роботі [6] представлено спосіб по-
шуку абдуктивних доведень з мінімальною ва-
гою, шляхом застосування методів лінійного 
програмування, базуючись на перетворенні по-
чаткової задачі в лінійну задачу задоволення 
обмежень. Водночас, за певних умов абдукція з 
ваговими коефіцієнтами може розглядатися як 
така, що має поліноміальне рішення. Для тако-
го випадку в роботах [2, 3] представлено мно-
жину достатніх умов існування поліноміально-
го рішення для абдукції з ваговими коефіцієн-
тами. Також в роботах [4-6] описано інші спо-
соби лінійного програмування для пошуку від-
повідних субоптимальних рішень, а в роботі [2] 
представлено одну із можливих реалізацій аб-
дуктивної системи з ваговими коефіцієнтами. 
 
Мета роботи. Покажемо, як будуються по-
яснення до заданих класифікацій шляхом обчи-
слення відсутніх значень атрибутів у процесі 
застосування абдукції до інтерпретації даних 
про нафтогазові об’єкти. Доведемо, що вибір 
способу представлення результатів роботи ал-
горитму видобування даних в формі дерева рі-
шень або дерева класифікацій є обґрунтованим, 
що має значення спосіб представлення додат-
кових доменних знань у формі обмежень і спо-
сіб вибору техніки міркувань (абдукції), який 
може суттєво покращити поведінку видобутої 
моделі (класифікації). Крім того, проектований 
метод дозволяє обробляти додаткові доменні 
знання в формі обмежень цілісності. Також 
можна використовувати механізм виявлення 
асоціативних правил у випадку повної відсут-
ності зовнішніх знань. Можна також виконати 
розширення абдуктивного фреймворку з метою 
включення імовірнісних знань як вагової оцін-
ки гіпотез. У базі знань класифікаційні правила 
отримуються на основі шляхів у дереві рішень 
при їх злитті з асоціативними правилами, видо-
the basic and output formal theories, the overall framework was also extended to abductive framework that is based 
on cost factors and can be used for data mining applications, which will ultimately improve the overall quality of 
the results.  
Thus, it was shown that abductive reasoning can be used in the context of classification problems to explain 
the course of reasoning of the made classification and improve the overall efficiency in the event of the system 
operation with the partial absence of the input data and external domain knowledge.  
This approach can be improved by combining different data mining paradigms such as classification, 
clustering, association rules and by utilizing abductive framework with restrictions. 
Keywords: optimization, intelligent decision support, drilling of oil and gas wells, objective functions, rules, 
knowledge base, abductive framework, confidence coefficient, limits. 
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бутими з наборів даних, а класифікаційні резу-
льтати в експериментах об’єднуються з експре-
сивними поясненнями виконаних виборів кори-
стувача (користувачів) у момент класифікації. 
 
Виклад основного матеріалу. Абдуктив-
ний фреймворк є системою, що поєднує абдук-
тивні міркування і методи задоволення обме-
жень шляхом інтеграції фреймворку абдуктив-
ного логічного програмування з фреймворком 
логічного програмування в обмеженнях. Своїй 
появі абдуктивний фреймворк завдячує спробі 
вирішити задачу забезпечення рішень деклара-
тивного програмування високого рівня та ство-
рення середовища моделювання для задач шту-
чного інтелекту, які володіють достатнім рів-
нем обчислювальної ефективності. 
В абдуктивному фреймворку роль абдук-
тивних міркувань полягає в забезпеченні авто-
матичної редукції (звуження) представлень 
проблем високого рівня і цілей верхнього рівня 
відповідно до нижчого рівня обчислювальних 
задач для незалежних форм представлення за-
гальної проблеми. Використання технологій 
логічного програмування в обмеженнях є фун-
даментальним рішенням для підсилення ефек-
тивності процесу обчислення абдуктивного ви-
сновку. Таким чином, описаний підхід забезпе-
чує зв'язок між властивостями домену проблем 
високого рівня і доменно-незалежними мето-
дами вирішення цих проблем. 
Загальна обчислювальна модель для абдук-
тивного фреймворку складається із взаємодії 
між гіпотезами і генерацією обмежень через 
абдуктивний висновок з перевіркою консистен-
тності (несуперечливості) для припущень, що 
виводяться, і задоволення обмежень для відпо-
відно згенерованих їх рівнів. Інтеграція абдук-
тивних міркувань з пошуком рішення для на-
кладених обмежень в рамках абдуктивного 
фреймворку є видом об’єднання, оскільки фор-
мувач обмежень не тільки дозволяє визначити 
кінцевий набір обмежень, згенерований при 
процедурі абдуктивної редукції, але також 
здійснює динамічний вплив на процес абдукти-
вного пошуку рішення. Це робить можливим 
виконання раннього «підрізання» абдуктивних 
редукцій шляхом встановлення нових відповід-
них обмежень на абдуктивні рішення. 
На даному рівні система імплементується 
як відповідний мета-інтерпретатор, що є надбу-
довою для відповідної CLP-мови. Наприклад 
ECLPS , що використовує формувач обмежень 
для керування обмеженнями над скінченними 
доменами. Структура такої системи буде схо-
жою до інших існуючих формувачів обмежень. 
Абдуктивний фреймворк може бути засто-
сований для вирішення широкого спектру при-
кладних задач. Зокрема, початкові версії були 
сконцентровані на вирішенні задач, пов’язаних 
із процесом планування, наприклад, складання 
розкладів, логістика. Таким чином, абдуктив-
ний фреймворк може бути використаний і для 
реалізації систем, що виконують розпізнавання 
за умов неповної та часткової інформації, ви-
рішують конфлікти в задачах з накладеними 
обмеженнями, ідентифікують причини виник-
нення конфліктів, виконують інтелектуалу ін-
теграцію інформації в інші системи. Абдуктив-
ний фреймворк може використовуватися як ба-
зовий фреймворк для розроблення інформацій-
них зв’язків для семантичної інтеграції інфор-
мації над джерелами утвореними з веб-
сторінок. Не зважаючи на те, що більшість з 
перерахованих систем не мають широкого за-
стосування, за винятком систем, що здійсню-
ють планування та побудову розкладів, даний 
клас рішень є корисним щодо індикації загаль-
них методологічних направляючих розробки 
абдуктивних систем. Цінність рішень даного 
класу, на прикладі систем, що здійснюють пла-
нування, полягає в продукуванні експертних 
рішень високого рівня якості, що можуть бути 
порівняні із рішеннями експертів, які володі-
ють значним досвідом роботи в даній предмет-
ній області і в той же час системи даного класу 
надають гнучку платформу, на якій можна екс-
периментувати стосовно змін і преференцій. 
Попри велику кількість програмних додат-
ків на основі абдукції і їх потенційних застосу-
вань, абдуктивний логічний фреймворк, як пра-
вило, фокусується на питаннях важливості 
представлення, в той час як загалом глибоке 
дослідження проблеми обчислювальної ефек-
тивності для задач практичного використання 
не виконується. 
На найбільш загальному рівні такі системи 
використовують правила висновку в формі пе-
реписаних правил для станів. Відповідно вихі-
дні правила розширюються правилами, що мо-
жуть обробляти скінченні домени виразів для 
обмежень. Для рівня реалізації A-систем вико-
ристовують схожі схеми з формувачами обме-
жень для скінченних доменів – тобто вони ви-
конують оцінку всієї детермінованої інформації 
перед виконанням недетермінованих вибірок. 
Відповідно, в системах такого класу рішення 
вважається знайденим, коли всі недетермінова-
ні вибірки є успішно оцінені і всі набори обме-
жень є консистентними між собою. 
Набори обмежень, що будуються в режимі 
виконання, приймають активну участь в проце-
сі пошуку рішення, тобто це означає, що пото-
чний стан набору обмежень може впливати на 
процес пошуку нових рішень або запускати 
процедуру бектрекінгу. Така функціональність 
досягається шляхом реалізації для кожного об-
меження домену, що є набором міркувань над 
множиною термів Хербранда і скінченного до-
мену виразів для обмежень, які дозволяють ви-
конувати моніторинг стану виразу по відно-
шенню до поточного набору обмежень. Така 
програмна поведінка в A-системах набуває фо-
рми конкретизації, оскільки версія SICStus 
Prolog (на відміну від інших Prolog-систем) ви-
користовує наперед визначений модуль для фо-
рмування правил висновку на множині термів 
Хербранда. Відповідно в A-системах викорис-
товується також окремий вирішувач для термів 
Хербранда, що забезпечує підтримку процесу 
конкретизації. Таким чином, A-системи реалі-
зують окремий шар верхнього рівня у формі 
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формувача обмежень для скінченних доменів, 
що забезпечує схожу до загальних виразів для 
скінченних доменів знань функціональність. 
Такий підхід дозволяє створити простий 
абдуктивний фреймворк на основі тверджень 
Хорна з ймовірностями асоційованими з гіпоте-
зами. Такий фреймворк включає припущення 
щодо бази правил і припущення про незалеж-
ність множини гіпотез.  
Покажемо, що кожний вид імовірнісних 
знань, який подається в мережі дискретних 
Байєсових суджень, може бути також представ-
лені в даному абдуктивному фреймворку. Для 
цього необхідно виконати пошук залежностей 
між логічними та імовірнісними концепціями 
очевидних міркувань. Все це забезпечить ефек-
тивну мову представлення, що дозволить знай-
ти компроміс між евристичною і епістемологі-
чною адекватністю (тобто між інтуїтивним і 
теоретично обґрунтованим розумінням). Все це 
є можливим за рахунок того, що Байєсові ме-
режі можуть бути розширені за рівень пропо-
зиційної мови, а за допомогою самої мови мо-
жна виконувати не тільки опис безумовно неза-
лежних гіпотези, але й представляти довільні 
імовірнісні знання. 
В рамках такого фреймворку відповідно 
можна визначити абдуктивну шему у вигляді 
пари ,F H , де F  – множина тверджень Хор-
на. Змінні в F  є неявно універсально квантифі-
кованими. Нехай F   є множиною базових ек-
земплярів елементів з F , а H  є множиною 
атомів, що називаються очікуваними або мож-
ливими гіпотезами, а H   є множиною базових 
екземплярів елементів H . 
Система може виконувати побудову на-
ступних припущень стосовно базової теорії: 
1. Не існує правил в F  , заголовки яких 
уніфікуються з деяким членом в H . 
2. Якщо F   є множиною базових екземп-
лярів елементів F , то існує можливість при-
своєння числових значень кожному з базових 
атомів такого, що для кожного правила в F   
атоми в тілі правила є строго меншими, ніж 
атоми в заголовках.  
3. Для кожного значення a , що не перед-
бачалося спочатку, якщо a  є істинним, тоді 
принаймні одне з тіл iB , таке, що ia B  пови-
нно бути істинним. Крім того, можна ствер-
джувати, що правила в F   мають місце для ко-
жного атома, що представляється як базовий, 
тобто не є гіпотезою. 
4. Тіла правил в F   для кожного атома є 
взаємовиключними. 
Загалом логічна програма представлятиме 
наслідки виборів користувача. Даний фрейм-
ворк є абдуктивним, оскільки пояснення для 
спостереження g  забезпечуватимуть стислий 
опис формальних структур, в яких g  є істин-
ним. Відповідно мережі суджень можуть озна-
чатися як такі, що мають незалежну імовірність 
над множиною альтернатив. 
Системи побудовані на імовірнісній абду-
кції Хорна не виконують явне оперування з об-
меженнями цілісності. Відповідно кожний вид 
їх реалізації базується на засобах Prolog. Сут-
ність реалізації полягає в організації пошуку 
методом границь і віток, де кожне часткове по-
яснення з найменшим коефіцієнтом ваги (тобто 
найвищою імовірністю) розглядається в кож-
ний момент часу. 
Крім того, такий спосіб реалізації дозволяє 
підтримувати пріоритетну чергу для множин 
гіпотез, яка може бути розширена до рівня 
множини пояснень, що може включати також 
підрівень часткових пояснень. В кожен момент 
часу множина всіх пояснень розглядається як 
множина пояснень, що вже згенеровані з дода-
ванням множини пояснень, що можуть бути 
згенеровані з наявних часткових пояснень у 
порядку пріоритетів. 
Подібно до інших застосувань та інтерпре-
тацій теорії абдукції, основне завдання у випа-
дку абдукцій з ваговими коефіцієнтами полягає 
в пошуку на основі даних, що описують спо-
стереження або події відповідної множини гі-
потез, які найкращим чином пояснюють наявну 
множину даних на вході. 
На формальному рівні абдуктивний фрей-
мворк з ваговими коефіцієнтами є способом 
представлення знань із домену предметної об-
ласті, що моделюються кортежем: 
 , , ,L c H R G , 
де:  H  – множина гіпотез або пропозиційних 
тверджень;  
R  – множина правил виду: 
 1 2 1i in nh h h h       , 
де  1 1,..., inh h  H ;  
c  – відповідна функція, :c H R , де 
 c h  розглядається як вагове значення очіку-
ваності гіпотези hH ; G H  – множина цілей 
або підтверджень. 
Таким чином, кінцеве завдання полягає в 
пошуку доведення з найменшим ваговим кое-
фіцієнтом для заданого підтвердження, де вага 
доведення обчислюється як сума ваг усіх гіпо-
тез, що повинні припускатися з метою завер-
шення доведення. Відповідно гіпотеза може 
бути приведена до значення істини двома спо-
собами: 
1) вона може припускатися як істинна 
шляхом встановлення ваги її припущення; 
2) шляхом доведення. 
При цьому слід відмітити: якщо гіпотеза 
проявляється як наслідок правила R , тоді вона 
може бути доведена без визначення ваги як та-
ка, що є істинною шляхом приведення всіх ан-
тецедентів в R  до істинного значення, шляхом 
припущення або доведення. Якщо відповідна 
гіпотеза не проявляється як консеквент для жо-
дного правила, тоді вона не може бути доведе-
на і відповідно вона може бути встановлена як 
істинна тільки шляхом припущення. Якщо вага 
гіпотези є достатньо великою, тоді вона не мо-
же бути встановлена шляхом припущення і во-
на може бути тільки доведена. Для цього мно-
жина гіпотез H  поділяється на дві множини AH  
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та PH . Перша множина містить гіпотези, що не 
можуть бути доведені, тобто такі, що ніколи не 
проявляються в правих частинах правила. Дру-
га множина містить всі інші гіпотези. 
Загалом в абдуктивних міркуваннях мно-
жина A  розглядається як множина здійсненних 
рішень для проблеми доведення з найменшою 
вагою, якщо відповідно вона є підмножиною 
для AH , що є достатнім для доведення множини 
цілей G . Відповідно, оптимальним рішенням 
для проблеми доведення з найменшою вагою є 
здійснене рішення, що мінімізує задану загаль-
ну вагу, тобто суму ваг усіх гіпотез A . 
Ланцюг зворотного висновку в стилі Prolog 
з доданою операцією факторизації і без обме-
жень щодо упорядкування (це означає, що ко-
жний, а не тільки самий лівий літерал твер-
дження, може бути вирішений) здатний генеру-
вати всі можливі пояснення, що є консистент-
ними (несуперечливими) з базою знань. Це 
означає, що кожне очікуване можливе пояснен-
ня консистентне з базою знань категоризується 
поясненням що може бути згенероване в про-
цедурах ланцюга зворотного висновку і факто-
ризації. 
Також необхідно, щоб процедура гаранто-
вано не генерувала жодних пояснень, що є не 
консистентними з відповідною базою знань. 
Зрозуміло, що така ситуація є неможливою в 
загальному випадку, оскільки консистентність 
пояснення з базою знань повинна бути переві-
рена поза абдуктивною системою інференції 
міркувань. Слід також відмітити, що не всі не 
консистентні пояснення генеруються систе-
мою, навпаки, система може генерувати тільки 
ті пояснення, що припускають існування літе-
ралів, які можуть бути досягнуті відповідно з 
початкових формул шляхом застосування лан-
цюга зворотного висновку. Таким чином, зада-
ча визначеності консистентності (несуперечли-
вості) є нерозв’язною в загальному випадку, 
хоча існують вирішувані підвипадки і деякі з 
пояснень можуть бути швидко відкинуті як та-
кі, що є неконсистентні з початковою базою 
знань. Зокрема в більшості випадків припу-
щення може бути відкинуто, якщо воно пору-
шує обмеження щодо виду або впорядкування. 
Тому обмеження виду є особливо ефективними 
щодо усунення не консистентних пояснень 
особливо в інтерпретаціях на основі природної 
мови. 
На даний час існує декілька реалізацій 
фреймворків у загальному контексті логічного 
програмування з метою інтеграції індуктивних 
та дедуктивних представлень. Специфікації іс-
нуючих систем включають деякі види синтак-
сичної упередженості, а також в них наявні об-
меження щодо цілісності. Загалом такі системи 
є абстрактним середовищем для експерименту-
вання з різними методами висновку та спосо-
бами побудови міркувань. Крім того, особливі-
стю таких систем є простота поєднання різно-
планових методів, що дає змогу виконувати 
інтеграцію абдукції та індукції із загальними 
правилами. 
В концепції абдуктивного навчання (ICL) 
така система на вході отримує деяку абдуктив-
ну теорію , ,T P A I  як спосіб представлення 
знань і дві множини базових атомів, що є її 
прикладами. Відповідно засоби абдуктивного 
навчання дозволяють знаходити абдуктивну 
теорію  з P P   та I I   такі, що | AT E
   та 
e E   , | AT e
  , де E  відповідає за 
кон’юнкцію всіх позитивних прикладів (що по-
значаються знаком +); відповідно E  відпові-
дає за диз’юнкцію всіх негативних прикладів 
(що позначаються знаком –). 
Отже, абдуктивні теорії уможливлюють 
процес навчання на неповних знаннях, оскільки 
предикати, що виводяться, можуть бути вико-
ристані для представлення неповних знань. Іс-
нуючі алгоритми дозволяють вивчати, перш за 
все, всі правила, після чого всі обмеження. 
Правила вивчаються за ILP-алгоритмом, що 
функціонує зверху вниз, а тестування покриття 
виконується з використанням абдуктивної про-
цедури доведення. В даний алгоритм закладено 
пучкову пошукову стратегію – спеціальну ев-
ристичну функцію, яка дає відмінні вагові зна-
чення для прикладів, що покриваються засоба-
ми абдукції або без її використання. На виході 
фази вивчення правил отримується відповідна 
множина правил і множина пояснень за прин-
ципом: одне пояснення, можливо порожнє, для 
кожного позитивного прикладу і всі можливі 
пояснення, серед яких не має порожніх, для 
кожного негативного прикладу. Вимога того, 
що жодне з пояснень для негативних прикладів 
не є порожнім, необхідна для того, щоб виклю-
чити їх всіх у наступній фазі, що полягає у ви-
вченні обмежень. 
Обмеження вивчається на основі ICL, при-
чому вхідний потік ICL складається з абдукти-
вних пояснень для позитивних прикладів як 
виду позитивних інтерпретацій, і абдуктивні 
пояснення для негативних прикладів розгляда-
ються відповідно як вид негативних інтерпре-
тацій. Загалом, вивчені правила разом з прави-
лами з множини початкових знань утворюють 
основу системи знань в ICL. 
Застосування абдуктивних технік дозволяє 
покращити ефективність процедур та алгорит-
мів видобування даних в цілому. Такі реалізації 
класифікуються на верхньому рівні абдуктив-
ного фреймворку з ваговими значеннями, що 
дозволяє відповідно видобувати та інтегрувати 
змістовні знання, отримані з «сирих» даних. 
Абдуктивний фреймворк має своїм завданням 
конструювання нових абдуктивних теорій або 
обмежень цілісності як виду індукції засобами 
індуктивного логічного програмування при за-
даній початковій базі знань. Проте більш доці-
льним є використання алгоритмів видобування 
даних на основі частих входжень наборів еле-
ментів з метою виведення нових фактів у формі 
раніше невідомих розширюваних знань, зокре-
ма у випадку відсутніх значень початкових да-
них. Такі виводимі факти пізніше використо-
вуються для покращення результатів попе-
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редньо видобутих даних, наприклад в задачі 
класифікації екземплярів. 
Покажемо, як класифікаційна задача може 
бути перетворена безпосередньо в абдукційну 
проблему шляхом застосування дерев рішень. 
Для вирішення даної задачі необхідно ввести 
формальні означення, які описують процес кла-
сифікації на основі дерев рішень і дозволяють 
виконувати трансформацію дерев рішень у від-
повідну абдуктивну логічну програму. 
Для заданого дерева T  і шляху   в дереві 
T , позначимо через  Attr   деякий приклад 
 1 1,..., k ka v a v  , де кожне ia  не є листовим 
вузлом в T  і кожне iv  є значенням атрибуту, 
що позначає вітку яка виходить з ia . Означимо 
також через  Class   – клас, що позначає лист 
вузла для шляху  . 
Визначимо концепції класифікації прикла-
дів засобами дерев рішень у випадку відсутньої 
інформації. Для цього слід переписати звичай-
не означення класифікації як приклад окремого 
випадку, в якому не має відсутньої інформації. 
Означення 1. Нехай T  є деревом рішень, 
e  – екземпляр (приклад) і c  – клас. Вважаєть-
ся, що існують підстави стверджувати факт, що 
екземпляр e  може бути класифікований як c , 
засобами T  через  , що позначається через 
,cT e  якщо існує шлях   в T  з листовим 
вузлом  Class c   такий, що  e Attr   є 
відповідним екземпляром (прикладом) і 
 Attr e  . 
Якщо ,{}cT e , то говорять, що екземп-
ляр (приклад) e  класифікується як c  засобами 
T , що представляється як cT e . 
Слід також відмітити, що в представленні 
,cT e  умова того, що враз  e Attr   по-
винен бути екземпляром, гарантує, що значення 
атрибута для e  є сумісними з множиною тес-
тів, представлених через  . Іншими словами, 
якщо для деякого атрибуту a , a v e   та 
 a v Attr   , тоді v v . Крім того,   пред-
ставлятиме розширення до рівня прикладу e , 
яке є необхідним для виконання його класифі-
кації як c  з вибраного шляху. 
Розглянемо спосіб перетворення дерева 
рішень у абдуктиву логічну програму. Нехай T  
– дерево рішень і   – шлях в T , тоді правило 
r  асоційоване з   буде твердженням Хорна 
виду: 
   1 1 ,..., n nc a v a v , 
таке, що: 
1)  Class c  ; 
2)     1 1 ,..., n nAttr a v a v    . 
Слід відмітити, що імена атрибутів розгля-
даються як унарні предикатні символи і, що 
пара атрибут/значення a v  відображається в 
атом  a v . Більше того, при заданому ( v ) в 
означенні 1 при заданому шляху  ,  Attr   
слід розглядати як екземпляр (приклад). Про-
грама TP  на основі тверджень Хорна, асоційо-
вана з деревом рішень T  є множиною правил 
виду: 
 |TP r  , 
де    є шляхом в T . 
В кінцевому підсумку виконується 
зв’язування з деревом рішень T  множини TIC  
канонічних обмежень цілісності, що містять 
заперечення виду: 
   , ,a x a y x y  , 
для кожного атрибута a A . 
Як буде показано далі, імена атрибутів 
розглядаються як предикати, що виводяться, а 
їх множина буде представляти можливі класи-
фікації. Обмеження цілісності, означені подіб-
ним чином, забезпечують той факт, що в кож-
ній консистентній множині предикатів, що ви-
водяться, кожен атрибут зустрічатиметься не 
більше одного разу. 
Для заданого екземпляру (прикладу) 
 1 1,..., k ke a v a v   , e  є множиною атомів: 
    1 1 ,...,e k ka v a v  . 
Таким чином, приведені формальні пред-
ставлення дають всі необхідні складові для 
прив’язки абдуктивного фреймворку до дерева 
рішень T . 
Означення 2. Для заданого дерева рішень 
T  асоційований з T абдуктивний фреймворк 
TAB  представлятиметься триплетом: 
, ,T T TAB P IC A , 
де  TP  – Хорн-програма асоційована з T ;  
TIC  – множина канонічних обмежень цілі-
сності асоційованих з T ; 
A  – множина імен атрибутів. 
Наступне твердження дає змогу формалі-
зувати відповідність між класифікаціями в T  і 
абдуктивними поясненнями в TAB . 
Твердження 1. Нехай T  є деревом рішень 
і TAB  є відповідним абдуктивним фреймвор-
ком, а e  є екземпляром (прикладом), тоді   є 
e є мінімальним поясненням для c  по відно-
шенню до TAB , якщо і тільки якщо для деякого 
шляху   в T  ми матимемо, що ,cT e  і 
   . 
( ). Припустимо, що ,cT e , тоді згі-
дно з означенням 1 для деякого шляху   в T , 
 e Attr   є екземпляром (прикладом) і 
 Attr e  . Розглянемо правило r : 
   1 1 ,..., n nc a v a v . 
Нехай       1 1 ,..., n nbody r a v a v  , тоді 
   Attrbody r    і   |TP body r c  . У випад-
ку, якщо   ebody r   , тоді |T eP c    
та    . Більше того, оскільки  e Arrt   є 
екземпляром (прикладом) і    e e Attr     , 
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T e TP IC   є консистентними. Таким 
чином,   є поясненням для c  при заданому e . 
Згідно зі способом побудови   є також e -
мінімальним поясненням. 
( ). Припустимо, що   є e -
мінімальним поясненням для c . Очевидно, що 
{}e   на основі мінімальності  . Оскіль-
ки згідно способу побудови TP , 
|T eP c   , то існує шлях   в T , такий, 
що r  є правилом виду: 
   1 1 ,..., n nc a v a v , 
і        1 1 ,..., n n ea v a v    . 
Нехай  Attr e  . За способом побудо-
ви і мінімальності   отримаємо, що 
    1 1 ,..., n n ea v a v     . В кінцевому 
підсумку буде очевидно, що  e Arrt   є ек-
земпляром (прикладом) на основі консистент-
ності T e TP IC   і загального спостере-
ження того, що   ee Attr     . 
Задачу класифікації з точки зору застосу-
вання абдукції можна розглядати як альтерна-
тивний процес, хоча в той же час і як еквівале-
нтний спосіб виконання класифікації на основі 
дерева рішень. При цьому слід відзначити, що 
абдуктивні міркування, які вимагаються в та-
кому альтернативному представленні, є досить 
обмеженими і не використовують повною мі-
рою потенціальну потужність абдуктивних мі-
ркувань у логічному програмуванні. Зокрема 
виконання відповідних перетворень вимагає 
використання наперед визначених канонічних 
множин обмежень цілісності, в яких при побу-
дові пояснень потрібно уникати включення 
відмінних значень для одного і того ж атрибу-
ту. Вважається, що ефективним способом ви-
користання абдуктивних міркувань є спосіб 
додавання доменно-специфікованих знань з 
метою покращення результативності задач кла-
сифікації. Таким чином, доменно-специфіко-
вані знання можна приймати в розгляд під час 
виконання класифікації багатьма способами, 
зокрема шляхом виділення класифікації або 
надання преференції певному виду класифікації 
над іншими видами. Отже, включення у розра-
хунок доменно-специфікованих знань у станда-
ртні алгоритми класифікації на основі дерев 
рішень не завжди даватиме пряму та просту 
імплементацію, і, таким чином, може вимагати 
значних модифікацій базових алгоритмів. В той 
же час абдуктивні фреймворки і їх існуючі імп-
лементації, як правило, вже включають механі-
зми, що можуть бути безпосередньо викорис-
тані для представлення і управління доменно-
специфікованими знаннями, тобто знаннями, 
що представленні в певному домені на основі, 
наприклад, параметрів наступного виду (рис. 1). 
Загалом обмеження цілісності (за винятком 
канонічних) використовується в абдуктивному 
фреймворку як спосіб вираження доменно-
специфікованих знань. 
 
 
 
Рисунок 1 – Приклади параметрів  
в інтелектуальній системі 
 
Як свідчать існуючі застосування, обме-
ження цілісності можуть бути використані для 
додавання знань, що відносяться до значень 
різних атрибутів, включаючи ті, що не входять 
в початкове дерево рішень. Таким чином, дана 
особливість може допомогти покращити ефек-
тивність задач класифікації на основі того фак-
ту, що обмеження цілісності можуть додавати 
знання, які є релевантними до атрибутів, що 
вже входять в дерево рішень, але не представ-
лені в ньому явно у вигляді секцій та релевант-
них пояснень виду (рис. 2). 
Дерева рішень можуть оперувати з імовір-
нісними значеннями на рівні результату тесту-
вання пар атрибут/значення. Тобто, кожна вітка 
дерева може мати мітку у вигляді значення, що 
відповідає атрибуту, який позначає батьківсь-
кий вузол, а також має мітку у вигляді імовірні-
сного значення, що відображає, наскільки імо-
вірним є те, що результат спостереження асо-
ціюватиметься саме з даним значенням для за-
даного атрибуту. Такий вид імовірнісної інфо-
рмації є корисним, коли ми намагаємося кла-
сифікувати нові екземпляри з відсутньою інфо-
рмацією щодо атрибутів. Навіть в цьому випад-
ку додаткові доменні знання можуть приймати-
ся в розгляд в задачах класифікації з метою ди-
намічного одержання кращих значень імовір-
ності на можливих класифікаціях нових екзем-
плярів (прикладів) з недостатньою специфіка-
цією (тобто відсутністю частини релевантної 
інформації). 
Наука і сучасні технології 
 
 93 ISSN 1993—9868.  Нафтогазова енергетика.  2014.  № 2(22) 
 
 
 
Рисунок 2 – Приклади секцій та пояснень  
в інтелектуальній системі 
 
Представлена вище методика потребує 
специфікованих зовнішніх знань щодо домену, 
який використовується як обмеження цілісності 
в абдуктивному фреймворку. В даному дослі-
дженні розглядаються доменні знання як пра-
вила, що є похідними від людини-експерта. Як 
було показано вище, окремим способом отри-
мання правил в домені є їх виведення з вхідних 
даних. 
Як показано в роботі [7] існує можливість 
використання асоціативних правил (так званих 
активних правил) в абдуктивних фреймворках 
загального призначення. Така ідея робить по-
будову повністю автоматизованого абдуктив-
ного фреймворку можливою, шляхом поєднан-
ня двох найбільш важливих парадигм видобу-
вання даних: 1) парадигми класифікації на ос-
нові дерев рішень; 2) парадигми асоціативних 
правил. 
Тому, як окрему задачу можна виділити 
створення абдуктивних методик видобування 
даних на основі асоціативних правил, як обме-
жень цілісності, шляхом використання наборів 
фактичних даних (в нашому випадку даних 
технологічного процесу буріння). 
Розглядувана проблема пошуку обмеження 
цілісності може бути вирішена шляхом інтер-
активного аналізу асоціативних правил, отри-
маних на основі апріорних алгоритмів. Оскіль-
ки існує певна збалансованість між негативни-
ми і позитивними значеннями певних атрибу-
тів, в результаті отримані правила мають високі 
значення коефіцієнта довіри і коефіцієнта під-
тримки, але для їх практичного застосування 
необхідно використовувати окремі метрики, 
наприклад метрики «піднімання» та «впливу». 
Отримані в результаті асоціативні правила да-
ють змогу представляти фактичні залежності 
між атрибутами. 
Тестування результатів задач класифікації 
з використанням абдуктивного фреймворку, що 
функціонує на основі дерева рішень і асоціати-
вних правил, які виступають в ролі обмежень 
цілісності, доводить здатність системи виводи-
ти коректні значення, навіть у випадку частко-
вої відсутності вхідних даних. 
Виконаємо поєднання результатів роботи 
алгоритму класифікації видобутих даних, що 
базується на дереві рішень з додатковими до-
менними знаннями, які отримані за допомогою 
моделі видобування даних і на асоціативних 
правилах, що викликають інтерес з точки зору 
отримання вхідного потоку для абдуктивного 
середовища, яке здатне класифікувати, а також 
специфікувати відповідні міркування, що були 
використані для побудови класифікацій, в тому 
числі при прогнозуванні відсутніх значень. В 
рамках такого підходу отримуються нові особ-
ливості, що представляються на рівні нової аб-
дуктивної шеми, яка використовується в дано-
му випадку, а саме: 
1) цілі є прийнятними; 
2) припущення виконується на різних рів-
нях специфікованості; 
3) враховується надлишковість припущень 
(зокрема при побудові доведень). 
Виконаний аналіз свідчить, що абдукція з 
ранговими коефіцієнтами найкращим чином 
підходить для побудови фреймворку, який за-
довольняє переліченим вимогам в порівнянні з 
абдуктивним фреймворком, який базується на 
предикатній логіці. 
На рисунку 3 представлено кінцеву діагра-
му класифікаційної системи. Як показано на 
даному рисунку, вхідний потік даних склада-
ють екземпляри для класифікації і відповідний 
набір даних. Дерево рішень індукується з набо-
ру даних за допомогою алгоритму класу C4.5, а 
на основі алгоритмів класу Apriori виконується 
видобування частих входжень і відповідних 
асоціативних правил. 
 
Рисунок 3 – Базована на абдукції класифіка-
ційна система, що використовує асоціативні 
правила в якості доменних знань 
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Таким чином, проектований фреймворк ба-
зується на абдукції з ваговими коефіцієнтами, 
де кожен елемент, який виводиться, має асоці-
йований з ним ваговий коефіцієнт, що повинен 
бути активований в ході побудови припущення. 
В пропонованому підході правила також харак-
теризуються ваговим коефіцієнтом, що повинен 
бути активований, якщо правило використову-
ється в процесі класифікації. Відповідно, кінце-
вим класом буде вважатися клас, що характери-
зується мінімальним сумарним ваговим коефі-
цієнтом відповідного абдуктивного доведення. 
Розширення базового фреймворку шляхом 
включення вагових коефіцієнтів необхідне згі-
дно з такими міркуваннями: 
1) потрібне введення кількісної міри для 
вибору серед окремих можливих рішень (в тому 
числі абдуктивних доведень). Слід відмітити, 
що в класифікації, побудованій за допомогою 
такого підходу, може бути більше одного пояс-
нення; 
2) в базі знань використовується імовірніс-
на інформація для того, щоб відкинути частину 
малоймовірних доведень. 
Процедури, що використовуються для ана-
лізу пошукового простору, є процедурами пов-
ного перебору в глибину з можливими відти-
наннями, що виконуються шляхом використан-
ня базової структури обмеження цілісності. Ін-
шим видом обмежень, що повинні мати місце в 
кожному здійсненному рішенні, є верифіковане 
виконання кроків обробки даних. 
Наведемо основні характеристики проек-
тованого абдуктивного фреймворку: 
1) кожен атом, що входить принаймні в 
одне правило, є асоційованим з цілочисельним 
значенням, що представляє його вагу. Напри-
клад, в наступному правилі: 
     1 2
1 2
c Q c P c PQ P P  , 
де  Q (head), 1P (body) та 2P (body) – атоми, що 
зустрічаються в правилі;  
 c Q ,  1c P  та  2c P  – їх вагові значення; 
2) припустимо, що заголовок правила має 
вагу меншу або рівну тій, що припускається 
атомами в тілі: 
     1 2c Q c P c P  . 
3) надлишковість використовуються з ме-
тою пошуку доведення з найменшим ваговим 
коефіцієнтом. 
Вагові коефіцієнти, що асоціюються з ко-
жним атомом, правилом або рішенням, співвід-
носяться з їх імовірнісними значеннями. 
Ваговий коефіцієнт атома визначається на 
основі кількості кортежів, у яких даний атом є 
хибним: 
     sup sup supA A  D , 
де  D  – кількість кортежів у наборі даних D . 
Відповідно в термінах імовірності вага атома A  
дорівнює  P AD . 
Подібним чином кожне правило має вагу, 
що рівна кількості кортежів, у яких правило є 
хибним. Наприклад, для правила H B  його 
вага складатиме: 
   supc H B B H   . 
В термінах коефіцієнта впевненості для то-
го ж правила матимемо: 
     
        
    
sup
| 1 |
1 sup .
c H B B H P B H
P H B P B P H B P B
conf H B B
     
    
  
D
D D  
Абдуктивним рішенням A  для цілі G  
вважатимемо множину атомів  1 na a    , 
тобто A G , де  1 nA a a     . 
В даному випадку необхідно, щоб вага A  
була інверсно пов’язана з частотою рішення A . 
Твердження 2. З припущення щодо взаєм-
ного виключення серед інвертованих атомів 
матимемо, що: 
   P A c A D . 
Доведення.  
   1 nP A P a a       D D . Шляхом 
використання гіпотези щодо взаємного виклю-
чення отримаємо, що  
      
     
1 1
1
....
... .
n n
n
P a a P a P a
c a c a c A
         
   
D D
 
Такий підхід є нещільною апроксимацією 
імовірності  P A , оскільки не має прив’язки 
до проміжку [0, 1]. Проте в даному випадку це 
не є проблемою, оскільки немає реальної по-
треби в фактичних значеннях інвертованої час-
тоти, а існує тільки потреба в рішеннях з низь-
ким значенням вагового коефіцієнта, що є най-
більш імовірним в певних відношеннях. Таким 
чином, останнє твердження показує зв'язок між 
вагою та імовірністю абдуктивного рішення. 
В кінцевому підсумку фреймворк узагаль-
нюється, наскільки це можливо, наступним чи-
ном: 
1) всі предикати можуть бути виведені, на-
віть ті, що знаходяться в заголовках правил; 
2) база знань може містити петлі виду: 
A B , B C , C A . 
Процедура доведення, що реалізується в 
даному підході, може обробляти обидві дані 
вимоги. Дана процедура була вперше розроб-
лена як надбудова до SICStus Prolog [8], що до-
зволяє обробляти петлі на етапах пошуку і від-
тинати певні можливі доведення відповідно до 
вагових коефіцієнтів атомів. Виконання таких 
процедур, як сортування здійсненних рішень і 
видалення деяких інших обмежень цілісності 
на атоми здійснюється на наступних кроках 
обробки. 
На рисунку 4 представлена загальна струк-
тура системи, а на рисунку 5 деталізовано осо-
бливості офлайнових обчислень при побудові 
бази знань. 
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Рисунок 4 – Представлення абдукційної  
системи для видобування знань 
 
 
Рисунок 5 – Деталізація локальної процедури 
побудови баз знань 
 
Ще однією перевагою абдуктивного фрейм-
ворку є те, що він допомагає користувачу зро-
зуміти причини та міркування, згідно з якими ті 
чи інші екземпляри були асоційовані із виділе-
ним класом. 
Слід відмітити, що всі правила видобува-
ються автоматично з набору даних, шляхом 
використання апріорного алгоритму. Єдине, що 
ми отримуємо на вході, – це набір даних і при-
клад для класифікації. Особливість також поля-
гає в тому, що інформація, яка індукується і 
використовується абдуктивною системою, за-
галом повністю ігнорується класифікаторами 
на основі дерев рішень. 
Приклади реалізацій показують, що абдук-
тивні системи здатні виводити певну інформа-
цію щодо класифікованого екземпляра шляхом 
використання домену знань, виведеного з набо-
ру даних. Додаткова похідна інформація дозво-
ляє покращити функціональність класифікато-
ра, тобто отримати класифікації вищої якості. 
Сутність тестування системи полягала в 
запуску задач класифікації на різних екземпля-
рах, що показало, що у всіх випадках отриму-
ється однакова класифікація як за допомогою 
дерева рішень, так і за допомогою абдуктивно-
го фреймворку, але абдуктивний фреймворк 
дозволяє отримати додаткові пояснення таких 
результатів. Різниця полягає тільки в способах 
пояснення отриманих результатів, оскільки 
зрозуміло, що не всі моделі представлення 
знань є такими, що можуть інтерпретуватися 
людиною. 
Крім того, бувають випадки, коли абдукти-
вна система не використовує жодного класифі-
каційного правила, і також можливо, що вагове 
значення абдукції в деяких випадках є далеким 
від мінімального. В таких випадках значенням 
такого класифікаційного пояснення є те, що 
інформація щодо об’єкту, який повинен бути 
класифікованим, не є достатньою для прив’язки 
його до певного специфікованого цільового 
класу. В таких випадках вибирається найбільш 
імовірний клас. 
При проведенні тестування виконується 
розбиття множини записів на два різних набори 
даних: тренувальний набір і тестувальний на-
бір. Різні розбиття створюються з метою уник-
нення неоднозначності внаслідок окремого час-
ткового розбиття. Відповідно, експерименталь-
ні результати показують, що класифікація на 
основі дерева рішень і абдуктивна класифікація 
є еквівалентними по відношенню до точності 
класифікації. Причому така еквівалентність має 
місце, якщо не має відсутності даних в тесто-
вому наборі. 
Абдуктивний фреймворк є більш функціо-
нальним у випадку, коли виконується додаван-
ня нової інформації, наприклад, при видобу-
ванні асоціативного правила з бази знань. Мо-
жна побачити, що додавання асоціативних пра-
вил до бази знань абдуктивної системи робить 
таку систему здатною підвищувати точність 
класифікації шляхом отримання результатів, 
досить близьких до класифікатора на основі 
дерева рішень. 
Запропонований абдуктивний фреймворк 
включає в себе асоціативні правила, як обме-
ження цілісності всередині фреймворку і як 
правила бази знань для абдуктивних доведень. 
Відповідно, звичайний фреймворк основі асо-
ціативних правил для визначення коефіцієнта 
підтримки або коефіцієнта довіри не в усіх ви-
падках дає хороші результати, якщо не викона-
но точну установку порогових значень. В про-
понованому підході очікуваний результат поля-
гає у використанні відмінних метрик, що до-
зволятимуть встановлювати точну кореляцію 
серед атрибутів. Відповідно в літературних 
джерелах такі правила позначаються як коре-
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ляційні. Важливим завданням є адаптація існу-
ючих процедур, що здатні знаходити кореля-
ційні правила у великих баз даних. 
Такий вид кореляції є важливим в області 
абдуктивних міркувань, оскільки вони можуть 
краще виразити залежності між каузальними 
подіями і ефектами. 
Питання класифікації даних є одним із 
найбільш важливих в області машинного на-
вчання [9], що полягає в прогнозуванні класу 
об’єктів при заданих характеристиках таких 
об’єктів і відповідної множини прикладів коре-
ктних і хибних класифікацій для інших відомих 
об’єктів. Для вирішення цієї задачі використо-
вується суміш дескриптивних і прогнозуючих 
підходів. 
Ідея використання процесу кластеризації 
полягає у пошуку схожостей між правилами та 
за допомогою абдукції знаходження відміннос-
тей між правилами в тому ж самому кластері. 
Основна складність в даній випадку полягає у 
визначенні метрики, яка здатна порівнювати 
різні правила. 
Після введення оптимальної метрики є 
можливим отримати засобами кластеризації 
декілька множин правил. Виконуючи фіксацію 
множини і порівняння схожих правил, тобто 
таких, які мають схожі висновки, з відмінними 
заголовками, можна абдуктивно вивести при-
чину того, чому правила мають різні заголовки. 
Таким чином, проблема полягає у пошуку 
розв’язку наступної підпроблеми: для заданого 
набору прикладів з коректною класифікацією 
для кожного прикладу потрібно вибрати зна-
чення атрибутів, які необхідні для внесення 
змін з метою отримання відмінних класифіка-
цій. Тобто, при коректному виборі метрики і 
відповідного асоційованого з нею алгоритму 
кластеризації разом з правильним абдуктивним 
формулюванням проблеми можна отримати 
рішення задачі пошуку схожостей між прави-
лами. 
В роботах стосовно машинного навчання 
[10, 11] представлено цілий ряд алгоритмів, 
здатних класифікувати нові об’єкти з високою 
якістю відповідно до заданих прикладів. Проте 
опис екземплярів і нових об’єктів може бути 
виконаний тільки засобами «слабких» мов, що, 
як правило, базуються на ідеях атрибутів, у 
яких кожен об’єкт описується як такий, що 
складається з атрибутів та їх значень, які від-
мінні від значень класу. 
Для того, щоб розширити можливості мови 
до рівня представлення гіпотез і прикладів 
першого порядку, важливо зрозуміти, як процес 
навчання в логіці першого порядку узагальнює 
навчання виду атрибут-значення. Деякі рішення 
даної проблеми представлені в [12]. На сього-
днішній день більшість систем даного класу 
використовує логіку першого порядку для за-
дання структури об’єкта. В пропозиційному 
випадку об’єкти можуть розглядатися як кор-
тежі значень атрибутів. Відповідно у мовах 
першого порядку також можливо описувати 
об’єкти на верхньому рівні за допомогою ком-
плексних типів (множини, списки). 
Більшість досліджень в даній області на-
лежать до проблеми індуктивного логічного 
програмування, тому більшість таких результа-
тів можуть бути адаптовані до проблеми вклю-
чення їх в абдуктивний фреймворк. На практиці 
є можливим розбиття імовірнісного значення 
об’єкта на відповідні імовірності його пропози-
ційних атрибутів, що дає змогу оцінити вхо-
дження об’єкта в тренувальні набори замість 
входжень його атрибутів. 
Використання логічного програмування 
для вирішення індуктивних задач, дало змогу 
досягти верхньої границі у підсиленні дескрип-
тивної складової класифікаційної проблеми 
шляхом використання підмножини логіки пер-
шого порядку як нового опису відповідних гі-
потез. Проте такий підхід був результатом зна-
чного збільшення простору пошуку. 
В даному контексті видобування реляцій-
них даних, що являє собою видобування даних 
в дескриптивній мові першого порядку, може 
розглядатися як ефективне поєднання логічного 
програмування і відносно невеликого пошуко-
вого простору завдяки використанню імовірні-
сних значень. Таким чином, можна зробити ви-
сновок, що використання абдуктивного імовір-
нісного фреймворку може бути більш ефектив-
ним для доменних знань, що описані засобами, 
відмінними від логіки першого порядку. 
 
Висновки 
 
Отримані результати показують, що абдук-
тивний фреймворк може розглядатися як де-
який шар, здатний приймати знання від корис-
тувача і відповідні запити мови програмування 
високого рівня, після чого обчислювати рішен-
ня. Вихідною точкою дослідження є те, що по-
єднання видобування даних з фреймворком ло-
гічного програмування забезпечуватиме нас 
можливістю використання також доменних 
знань у процесі видобування знань і в процесі 
їх використання, що разом дасть змогу отрима-
ти результати, які дозволять покращити якість 
дерева класифікації у випадку, якщо робота з 
деревом виконується на більш складному рівні, 
ніж рівень простого обходу, а загальне фрейм-
ворк-застосування відповідно базується на аб-
дуктивному підході. Таке твердження має міс-
це, оскільки базовим спостереженням є спосте-
реження про те, що застосування класифікацій-
ного дерева до нових спостережень може роз-
глядатися як спосіб прямого абдуктивного об-
числення, як тільки дерево представляється як 
колекція правил очевидним чином. Все це від-
криває нові можливості, оскільки абдуктивні 
обчислення можуть набувати досить складної 
форми, зокрема вони можуть приймати до роз-
гляду кілька типів знань одночасно. 
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