Abstract We derive inequalities of the form (P; Q) H(PjR) + H(QjR) which hold for every choice of probability measures P; Q; R, where H(PjR) denotes the relative entropy of P with respect to R and (P; Q) stands for a coupling type \distance" between P and Q. Using the chain rule for relative entropies and then specializing to Q of a given support we recover some of Talagrand's concentration of measure inequalities for product spaces.
Introduction
In Tal95], Talagrand provides a variety of concentration of measure inequalities which apply in every product space N equipped with a product (probability) measure R. These inequalities are extremely useful in combinatorial applications such as the longest common/increasing subsequence, in statistical physics applications such as the study of spin glass models, and in areas touching upon functional analysis such as probability in Banach spaces (c.f. Tal95, Tal96a (1) for some constants q 2 IN, ; t > 0 and C(t; ) < 1 and hold for every (measurable) A i N , i = 1; : : :; q. Of most interest are the \dimension free" inequalities in which q; ; t are independent of N and C(t; ) = 0. Not to be distracted from the main course of this paper, we follow Talagrand's convention and hereafter ignore all measurability questions (these can either be taken care of by considering upper integrals and outer probabilities or circumvented by assuming is Polish, A i are compact and all probability measures encountered are Borel measures). Three \distance" functions that play a prominent role in Tal95 
The proofs of the inequalities of the form (1) provided in Tal95] are all based on an induction on N, the key step of which is to x x N+1 = ! and then apply the induction hypothesis for the N dimensional sets A(!) = f(y 1 ; : : :; y N ) : (y 1 ; : : :; y N ; !) 2 Ag and B = f(y 1 ; : : :; y N ) : (y 1 ; : : :; y N ; z) 2 A for some zg. Marton's work is the impetus for this paper, in which we concentrate on the case of product measures, and recover the sharper variants of the inequalities of Tal95] (see the discussion following Theorem 1 below).
Speci cally, with M N (Q 1 ; : : :; Q q ; P) denoting the set of all probability measures on ( N ) q+1 whose marginals are the prescribed probability measures Q 1 ; : : :; Q q ; P on N , we consider the following coupling type \distances" between probability measures in a product space N : d q (Q 1 ; : : :Q q ; P) = inf 2M N (Q 1 ;:::;Qq;P) N X k=1 (X k 6 2 fY i k ; i = 1; : : :; qg) ; 
for every choice of probability measures P; Q i , and every product measure R.
Theorem 1 Suppose R = Q k R k is a product measure on N .
(i) d satis es the inequality (3) with C(t; ) = 0 for t = 1, any > 0 and satisfying (2).
(ii) The inequality (3) holds for d q ; q > 1, C(t; The following simple lemma shows that whenever (6) holds, the inequality (1) is a consequence of (3) (for the same values of ; t and C(t; )).
Lemma 1 Suppose that for a probability measure R and some q 2 IN, ; t > 0, C(t; ) < 1, the inequality (3) holds for every choice of probability measures P; Q i . The inequality in the preceding line is due to (7), whereas the equality follows by the DonskerVaradhan formula (c.f. DZ93, (6.2.14)]), and the well known inequality H(QjR) ? log R(suppQ).
In particular, if (1) holds it should always be possible to derive it by proving (3) and (6) for an appropriate choice of d( ). Moreover, equality in (3) and (6) for R and the same Q i and P implies equality in (1) for A i = suppQ i and R. 
With each such functional we associate a basic \distance" functional (Q 1 ; : : :; Q q ; P) such that for some ; t > 0, c(t; ) < 1 and every choice of probability measures P; Q i ; R on t (Q 1 ; : : :; Q q ; P)
The next lemma obtains the inequality (3) as a consequence of the basic information inequality (11), and is the only place in our proof where we rely on R being a product measure. k?1 ) and P(X k jX 1 ; : : :; X k?1 ) denote the corresponding regular conditional probability distributions). Then (11) implies that (3) holds for every product measure R on N with C(t; ) = Nc(t; ).
Proof: By (10), (11) and (12) respectively (where~ is such that P(~ c ) = 0 and dQ dP exists on~ ).
The next proposition, which is of independent interest, provides the information inequalities of the type (11), relating q ; h and with the relative entropy.
Proposition 1 (i) For every choice of probability measures P; Q; R on ,
provided t = 1 and satis es (2).
(ii) The inequality (17) holds for q when q > 1; > 0 and t is the unique positive solution of 1 + = e t + e ?qt= ;
whereas for q = 1, any > 0; t > 0 t q (Q; P) H(PjR) + H(QjR) + log a(t; ) ;
where a(t; ) is determined as in (4).
(iii) For h bounded and b(t; h; R) of (5), t h (Q; P) H(PjR) + H(QjR) + b(t; h; R) :
Remark 3 Existence and uniqueness of the positive solution t of (18) for > 0 and q > 1 is standard (solving E(exp(tZ)) = 1 for bounded random variable Z such that E(Z) < 0 and P(Z > 0) > 0, taking here P(Z = 1) = 1 ? P(Z = ?q= ) = 1=(1 + )). Since (1 ? exp(?qt= )) increases with respect to both q and , so is the solution t of (18), with t = log q in case = q. The proof of Proposition 1 relies on the following elementary lemma.
Lemma 3 (a) For any probability measures P 0 ; P 1 ; R on and 2 0; 1], H(P 1 jR) + (1 ? )H(P 0 jR) = H(P 1 jP ) + (1 ? )H(P 0 jP ) + H(P jR) ; 1+ ; P 1 = P; P 0 = Q, since H(P jR) 0 it follows that the in mum in the LHS of (22) (ii) Let h q (x) = (x) ? t(1 ? qx) + for q 1, t > 0, and > 0. Fixing > 0; q > 1, (18) has a unique positive solution (since k(t) = e t + e ?qt= is convex, k(0) = (1 + ); k 0 (0) = 1 ? q < 0 and lim t!1 k(t) = 1). Since h 0 q (x) = log((1 + )x=(1 + x)) + tq is increasing on 0; q ?1 ], the global minimum of h q ( ) on 0; q ?1 ] is at x = 1=(q _ ((1 + )e qt= ? )). For x q ?1 , h q (x) = (x) is nonnegative by part (i) above, and taking t as determined by (18) we have that h q (x ) = log(1 + ? e ?qt= ) ? t is zero. Since h q (x) is non-negative for x 0, we arrive at (17) by comparing (14) with (22).
By (14) and (22) 
Since h 1 (x) is convex on 0; 1] and also on 1; 1), the RHS of (25) is minimal when f = x 1 1 B +x 2 1 B c for some x 2 1 x 1 and p = P(B) 2 0; 1] such that x 1 p + x 2 (1 ? p) 1. For f of this form, the expression in the RHS of (25) 
Di erentiating k, it is not hard to check that rk(x 1 ; x 2 ) = 0 at the unique point x 1 = ?1 (1 ? e ?t )=(e t= ? 1), x 2 = ?1 (e t ? 1)=(1 ? e ?t= ) at which the Hessian of k is positive de nite (note also that x 2 > 1 > x 1 > 0). Moreover, k(x 1 ; x 2 ) = ? log a(t; ) and the minimal value of k( ; ) at the boundaries x 1 = 0 or x 2 ! 1 exceeds k(x 1 ; x 2 ). 
(ii) For any ; Q; P,
with equality when is convex and nondecreasing.
Remark 5 
The proof is completed by combining part (ii) of Proposition 1 with Lemma 2 (compare (34) with (12)), noting in case of q > 1 that H(q ?1 P q i=1 Q k;i jR k ) q ?1 P q i=1 H(Q k;i jR k ). 
The proof is completed by part (iii) of Proposition 1 and Lemma 2 (compare (35) with (12)). 
By the same arguments as in the proof of Theorem 1, the inequality (3) holds for d q;m , m = 2; 3; : : :; q, C(t; ) = 0 and any t > 0 satisfying (40). In particular, for m = q we recover part (ii)
of Theorem 1. By Tal96a, Lemma 5.6], for m = 2 and = 1=q the condition (40) applies to t > 0 such that e tq=2 +e ?tq = 2. Consequently, we recover Tal96a, Theorem 5.4] by using Lemma 1. The resulting concentration inequalities for all other choices of ; m seem to be new.
It may be of independent interest to extend part (i) of Proposition 2 by considering X j , j = 1; : : :; r for r 2. For example, with Q = q ?1 P q i=1 Q i and P = r ?1 P r j=1 P j it can be shown that 
