The paper focuses on minimum mean square error (MMSE) Bayesian estimation for a Gaussian source impaired by additive Middleton's Class-A impulsive noise. In addition to the optimal Bayesian estimator, the paper considers also the soft-limiter and the blanker, which are two popular suboptimal estimators characterized by very low complexity. The MMSE-optimum thresholds for such suboptimal estimators are obtained by practical iterative algorithms with fast convergence. The paper derives also the optimal thresholds according to a maximum-SNR (MSNR) criterion, and establishes connections with the MMSE criterion. Furthermore, closed form analytical expressions are derived for the MSE and the SNR of all the suboptimal estimators, which perfectly match simulation results. Noteworthy, these results can be applied to characterize the receiving performance of any multicarrier system impaired by a Gaussianmixture noise, such as asymmetric digital subscriber lines (ADSL) and power-line communications (PLC).
Middleton's noise models were widely investigated to identify the interference behavior [1] [2] [3] [4] [5] , to estimate their canonical parameters [6] [7] [8] [9] [10] , and to detect finite alphabets in digital communications [11] [12] [13] [14] [15] [16] , to the best of the author knowledge results for the optimum Bayesian estimator (OBE) of Gaussian sources in Class-A impulsive noise are still lacking or, at least, not widely acknowledged.
Thus, the first aim of the paper is to derive the minimum mean squared error (MMSE) OBE for a scalar Gaussian source impaired by Middleton's Class-A canonical noise. Noteworthy, such an OBE is useful also as a preprocessing stage for estimation and detection algorithms that are designed under AWGN hypotheses and, consequently, are not robust to impulsive noises [11] , [17] . Although the paper derives the analytical expression of the OBE in a closed form, its use may be restricted in some practical applications due to complexity or implementation constraints. For instance, this is the case when the protection from the impulsive source has to be granted in the analogic domain either to protect the device, or to limit the input dynamic range of A/D converters. In these cases it is possible to employ simpler suboptimal devices that are robust to high noise peaks: a possibility is to resort to a blanking-nonlinearity (BN) that nulls out the received signal when it overpasses a given threshold or, alternatively, to a soft-limiter (SL) that simply clips the signal when it overpasses the threshold. In both cases, only the blanking or the clipping thresholds have to be optimized in a MMSE Bayesian sense. Actually, although the SL estimator (SLE) and the BN estimator (BNE) are suboptimal with respect to the OBE, the derivation of the optimum Bayesian thresholds is analytically much harder than the computation of the OBE expression. Anyway, the paper shows that in both cases the computation of the optimum thresholds can be formulated as the solution of a fixed-point problem [18] , which is proved to always admit a solution, obtainable by standard iterative approaches with fast convergence. The comparison of the shape of the OBE curve with the simplified SLE and BNE, can intuitively illuminate whether the BNE or the SLE is the best simplified strategy. Typically, the MSE is the quantitative parameter that is used to choose among different estimators: the paper shows that the best choice among the SLE and the BNE strictly depends on the statistical characteristics of the received signal, which are summarized by the average signal-to-noise power ratio (SNR), the noise peakness, the average number of emitting noise sources, etc.. Theoretical and simulation results highlight that in almost all the scenarios (at least) one of the two suboptimal estimators does not suffer any significant MSE loss with respect to the OBE, further motivating their use.
From a practical application perspective, the OBE and the suboptimal SLE and BNE are of valuable help in those applications where the quantity of interest can be modeled, or approximated, by a Gaussian probability density function (pdf ). This is the case, due to the central limit theorem (CLT) [19] , when the quantity of interest is generated by the superposition of several non-dominating random quantities, as it happens for instance in multicarrier-based communication systems. In particular, asymmetric digital subscriber lines (ADSL) [20] and power-line communications (PLC) [21] , which are known to face cumbersome impulsive noise scenarios [22] [23] [24] [25] , can greatly benefit by employing the proposed estimators at the receiver side. More generally, the proposed estimators can be used in any multiple-input single-output (MISO) system with a high number of inputs, which is impaired by impulsive noise.
A different criterion, based on the maximization of the SNR, has been used in [17] and [26] to set the optimal SL and BN thresholds in multicarrier communication systems impaired by impulsive noise. However, while [17] and [26] consider a complex Gaussian source, this paper concentrates on real Gaussian sources (such as those involved in ADSL-and PLC-based communications. Thus, another contribution of the paper is the derivation of the maximum-SNR (MSNR) thresholds for the BN and SL of real-valued signals, which are different from those derived in [17] and [26] . Note that, while MMSE and MSNR are equivalent in pure AWGN scenarios [27] where the MMSE estimator is linear, this is not the case when the noise is a Gaussian-mixture, which leads to a non-linear MMSE estimator.
Due to the fact that the MMSE and the MSNR approaches are not equivalent, they lead to SL and BN suboptimal estimators with different thresholds: this paper shows when the two thresholds are similar and, conversely, when they are different. Whether it is better to maximize the SNR or minimize the MSE depends on the specific application and design constraint. This is not the subject of the paper, which however establishes also the connection between the MMSE and the MSNR criteria: by exploiting this connection, the final contribution of the paper is the derivation of closed form expressions of the MSE and SNR for the suboptimal SL and BN estimators.
The paper is organized as follows: section II introduces the system model, while the OBE, SLE, and BNE are derived in sections III, IV, and V, respectively. Successively, section VI concentrates on the MSNR criterion, proposes a method that greatly simplifies its theoretical computation, and derives the equations to iteratively compute the MSNR-optimal thresholds for the SLE and the BLE. Section VII formally establishes the relationship between MSE and SNR, and highlights that also the theoretical MSE of the BLE and SLE can be derived with significant lower computational complexity with respect to a classical approach. Finally section VIII is dedicated to computer simulations that confirm the theoretical findings, while the conclusions are drawn in the last section.
E{·} is generally used throughout the paper for statistical expectation, while E X {·} is used to make explicit that the expectation is computed with respect to the pdf of the random variable X. Furthermore, g (k,α) (x, n; α) is used for the k-th derivative of g(x, n; α) with respect to α. Let's consider a zero-mean real source x with average power σ 2 X and Gaussian
X , impaired by a Class-A impulsive noise n with average power σ 2 N , as shown in Fig. 1 and summarized by y = x + n.
(
The Class-A impulsive noise subsumes also the presence of a background zero-mean thermal AWGN n t , with average power σ 2 t . Specifically, the impulsive noise pdf is a Gaussian-mixture expressed by
where the weights β m = e −A A m /m! represent the Poisson-distributed probability that m noise sources simultaneously contribute to the impulsive event [2] , [4] . The power σ 2 m associated to the simultaneous emission from m noise sources is expressed by
where σ 2 N = E{n 2 } = σ 2 I + σ 2 t , σ 2 I represents the impulsive part of the noise power, T = σ 2 t /σ 2 I is the power ratio among the AWGN and the impulsive part of the noise n, and A = E{m} = ∞ m=0 mβ m represents the average number of impulsive sources that are simultaneously active. The three canonical parameters A, T , and σ 2 N completely specify the statistical structure of the Class-A noise. In particular, low values of A identify rare and highly-peaked impulsive sources, while conversely high values of A makes the impulsive noise more similar to an AWGN, by a CLT argument. The interested readers are redirected to [2] , [4] , [5] and references therein for further details on the Class-A model, and to [6] [7] [8] [9] [10] for the estimation of the canonical parameters A, T , and σ 2 N . This paper assumes that the canonical parameters have been perfectly estimated by the observing system.
III. OPTIMUM BAYESIAN ESTIMATOR (OBE)
The optimum MMSE Bayesian estimator of x given the observed data y, is expressed by [28] 
where f X|Y (x; y) represents the posterior pdf of the source x for a given observation y. By exploiting
Bayes rules for conditional pdf s, (4) can be expressed aŝ
Due to the fact that the impulsive noise n is independent of x, it is well known [19] that the pdf of the observed value y in (1) is given by the linear convolution of the Gaussian pdf f X (y) with the Middleton-A pdf f N (y) in (2), as expressed by
where * stands for the linear convolution operator and it is exploited that the convolution of two Gaussian pdf s generates a new Gaussian pdf [19] with a variance equal to the sum of the two original variances.
As detailed in Appendix A, the convolution in (7) between the m-th Gaussian pdf f m (x) = G(x; σ 2 m ) and p(x) = xf X (x) can be computed in the Fourier domain by exploiting the properties of the Fourier transform (FT), leading tox
Equation (8) highlights how the OBE depends on the source average power σ 2 X and the noise canonical parameters A, T , and σ 2 N , through β m and σ 2 m in (3). The input-output characteristic of the OBE is plotted in Fig. 2 (a) and Fig. 2(b) for several values of the parameter A that controls the peakness of the impulsive noise [4] ; it is evident that for very high values of A, when f N (n) tends to a zero-mean Gaussian pdf, the OBE tends to the well known linear-MMSE estimator, expressed by [28] x (lin)
For lower values of A, when the noise is characterizes by rare and highly peaked impulses, the optimum estimator shows a highly non-linear nature, by roughly limiting (A = 0.1) or blanking (A = 0.001)
the observed values y that overpass certain thresholds. The OBE expression in (8) immediately applies also to any other Gaussian-mixture noise n with a finite number M of mixtures, such that β m ≥ 0, and
IV. BAYESIAN SOFT LIMITER ESTIMATOR (SLE)
The OBE rather involved analytical expression (8) could prevent its use in real-time applications due to either memory or computational complexity constraints. This is especially true when the OBE analytical expression is requested to be adaptive with respect to changes of the source and of the noise statistical parameters (e.g., the average powers σ 2 X and σ 2 N , and the noise peakness factors A, and T ). Moreover, it could be also necessary to contrast the impulsive noise in the analog domain (e.g., before A/D conversion) making OBE implementations even more challenging. For these reasons, this section investigates a simpler suboptimum estimator, namely the SLE shown in Fig. 3 , which is typically employed to contrast impulsive noise [17] adding robustness to the system by clipping the signal values that exceed a given threshold α.
Thus, the only parameter to optimize in the Bayesian sense is the clipping threshold α, which obviously would depend on the noise parameters A, T , and σ 2 N , as well as on the source power σ 2 X . Meaningfulness of such an optimization, which leads to the SLE, is also suggested by the OBE shapes in Fig. 2(a) and Fig. 2(b) , which for certain noise parameters (e.g., A = 0.1) resembles the SLE of Fig. 3 . The output of the SLE is expressed by a non-linear input-output characteristicx SL = g SL (y; α): thus, the SLE estimation error e SL depends on the selected threshold α, as well as on the statistical properties of the source x and the noise n. This is expressed by
The SLE estimator is defined by selecting α (mse) SL according to the MMSE criterion, as expressed by
December 12, 2012 DRAFT where J SL (α) = E{e 2 SL } is the MSE cost function. Thus, in order to find α
it is necessary to solve
SL (x, n; α) = 0, (12) leading to the following integral equation
By substituting (2), (10) and its partial derivative in (13), Appendix B proves that α
is the solution of the following fixed-point equation
which always admits a solution. Moreover, Appendix B also proves that J SL (α) in (11) is locally convex
, which is equivalent to prove that locally F (mse) SL (α) is a contraction mapping [18] .
For this reason, any numerical solution of (12) when n goes to infinity [18] . Thus, α 2. while |F
In algorithm A1, ε represents the accuracy that is requested to the approximated solution to stop within n max iterations. Obviously, other iterative numerical approaches can also be used to solve (14) , such as the Newton-Rapson method [18] to find the root of F for the BN. In this case the estimation error is expressed by
and the MSE J BN (α) is expressed by
Thus, as detailed in Appendix C, the optimum α BN (α) = 0, which is equivalent to the solution of the following fixed-point equation
Although the fixed point problem admits a unique (non trivial) solution, as detailed in Appendix C,
is a monotonically increasing function and it is not a contraction mapping [18] . Consequently, (17) is not an attraction for the iterative algorithm A1, and an iterative algorithm that converges to the fixed point is A2: Iterative algorithm for optimal BN threshold
Differently from A1, in algorithm A2 the starting point α 0 has to be greater than zero (for instance α 0 = σ X ) to avoid the trivial solution α = 0, while µ controls the speed of convergence.
VI. MAXIMUM SNR (MSNR) ESTIMATORS
This section is dedicated to introduce the MSNR as an alternative criterion to optimally design the estimators. This criterion is typically employed in communication systems, such as ADSL and PLC, where the bit error rate (BER) performance depends on the SNR rather than on the MSE ( [29] ). In this view, [17] and [26] introduce MSNR estimators for complex Gaussian process (OFDM signals)corrupted by impulsive Gaussian mixture noise. First of all, lets observe that any estimatorx(y) is in general obtained as a non-linear transformation g(y) of the observation y = x + n. Anyway, the estimator output can be always decomposed as a scaled version of the input plus a distortion term w y , as expressed bŷ
where k y = E Y {g (y) y}/E Y {y 2 } is the linear regression coefficient that grants the distortion term w y is orthogonal to the input term, i.e., E{yw y } = 0. However, due to the presence of the impulsive noise n, the non-linearity input y = x + n does not contain only the useful information x. Thus, in order to define a meaningful SNR [17] , it is more convenient to express the estimator output aŝ
where
is the partial linear regression coefficient that grants the distortion noise w x is orthogonal to x, as summarized by E XW {xw x } = 0. Although in general k x = k y , when the inputs are both zero-mean Gaussian and independent it holds true that k x = k y [30] . Proceeding as suggested in [17] , the SNR is expressed by SN R=
where the second equality in (21) is granted by the uncorrelation between the useful part and the distortion noise. Thus, in the MSNR sense, the optimum non-linear estimator is defined bŷ
In the problem at hand, taking into account that n is distributed according to (2) , the computation of k x in the denominator of (21) and (22) can be obtained by
where the subscript N m means that the expected value is computed with respect to the m-th Gaussian pdf G(n; σ 2 m ) associated to the Class-A Gaussian mixture. This fact suggests that the constant k x can be expressed as the weighted sum of other constants
which can be interpreted as the gain associated to the (virtual) useful components at the output of the non-linear estimator when it is separately excited by the (virtual) input y m = x + n m . Each virtual input y m is the sum of two zero-mean independent Gaussian random variables and it is also zero-mean Gaussian distributed with variance σ 2 y,m = σ 2 X + σ 2 m . In this virtual set-up, (see Theorem 1 in [30] ), it holds true that
where the expectation on the right-hand side of (25) involves a single-folded integral, which is much simpler to compute than the two-folded integral in its left-hand side. Moreover, last equality in (25) is attractive because it lets to exploit widely known results for the output of several non-linear devices (such as the BN and the SL) excited by Gaussian inputs [31] [32] [33] [34] [35] . Similarly, it is straightforward to derive that the average estimator output power in the numerator of (22) can be expressed as
where also right-hand side of (26) can exploit results widely available in the said technical literature for non-linear distortions of Gaussian random variables. However, despite the above simplifications, the solution of the functional optimization problem in (22) is not easy and the derivation of the optimum estimator in the MSNR sense is still an open problem.
Conversely, it is possible to exploit (25) and (26) if g(y) is constrained to belong to families of suboptimal estimatorsx
where XX stands for either the SL or the BN, and α is a scalar parameter that univocally specifies g XX (·; α). In this case the problem reduces to a classical optimization with respect to the scalar parameter α, where the optimum MSNR thresholds are expressed by
Thus, taking into account that the logarithm does not change the position of extreme values, the MSNR threshold is obtained by solving
When the non linear device is the SL g SL (y; α) of Fig. 3 , it is straightforward to derive that k
[31] and consequently
where the error function is defined as erf(x) = (2/ √ π)
x 0 e −t 2 dt. Analogously, when the non-linear estimator is the BN g BN (y; α) of Fig. 4 , by standard integration techniques it is possible to prove that
and, consequently,
Similarly, plugging g SL (y; α) and g BN (y; α) in (26), it is straightforward to derive that
and
Note that (30) , (32), (33) and (34) are different from the similar equations in [17] and [26] : indeed, this paper deals with SL and BN of real random variables, while [17] and [26] consider the SL and the BN for the envelope of complex random variables. Plugging (31) and (33) in (29) , after some algebraic manipulation the optimal BN threshold α (snr) BN is the solution of the following equation
Analogously, plugging (30) and (34) in (29), the optimal SL threshold α (snr) SL is the solution of the following equation
Equations (35) (36) can be obviously solved by root-finding numerical techniques [18] , (36) However it is also possible to cast them in a fixed-point problem, which can be solved by iterative numerical approaches similar to A1 and A2. For instance the equivalent formulation of (36) is expressed by
It is interesting to observe that (37) can be rearranged as
which means that the MSNR solution for the SL is different from the MMSE solution in (14) . However, when the optimal thresholds are sufficiently higher than the input standard deviation σ y , the power of the distortion noise is quite low with E{x 2 SL } ≈ k 2 x σ 2 X , which together with (38) means that the two optimal thresholds are very close if k x ≈ 1. This specific observation for the SL can be generalized by exploiting (42), which allows to conclude that the MMSE thresholds are obtained by
Thus, the MMSE criterion in (39) is different from the MSNR criterion in (28) due to the absence of the square-power in the denominator of the cost function. Consequently, MMSE and MSNR approaches provide very close thresholds when k (XX) x ≈ 1: this happens for instance when the clipping threshold α is sufficiently higher than σ y , due to σ 2 N ≪ σ 2 X [see also (9) ].
VII. THEORETICAL MSE ANS SNR COMPUTATION
According to (10) and (15) the MSE should be computed by
which requests tedious double-folded integrals with respect to the signal and the noise pdf s. However, exploiting (19) , the estimation error can be also expressed by
Thus, due to the orthogonality of x and w x , an alternative expression for the MSE is
where the last equality comes from E Y {x 2 (y)} = k 2 x σ 2 X + E Wx {w 2 x }. This alternative expression is very useful for the computation of the MSE of any non-linear estimator because, differently from (40), it requests to compute only single-folded integrals, e.g., the estimator average output power E Y {x 2 XX (y)} by (26) and the gain k (21) and plugging E Y {x(y) 2 } in (42), it is derived that for any estimator g(y) the link between MSE and SNR is expressed by
VIII. COMPUTER SIMULATIONS
This section verifies by computer simulations the analytical results derived so far. The MSE and SNR performance of the SL and BN are computed for several sets of the Class-A canonical parameters A, T , σ 2 N and for several SNR values. All the simulated MSEs and SNRs are obtained by generating 10 9 observed samples y in (1). The Middleton's Class-A noise has been generated by the toolbox [36] . The optimal MMSE thresholds for the SLE and BNE are obtained by A1 and A2, using ε = 0.01 and µ = 0.01. The MSNR thresholds for SL and BN are obtained by Matlab R numerical solutions of (36) and (35) In Fig. 5 and Fig. 6 it is possible to observe the dependence of the optimal SL and BN thresholds on the total SNR, which is defined as SNR tot = σ 2 X /(σ 2 t + σ 2 I ). It is shown that the MMSE and MSNR (optimal) thresholds are similar for high values of SNR tot (i.e., when σ 2 X ≫ σ 2 N ) and consequently the two criteria are almost equivalent. This is not the case for low (and negative) values of the SNR tot , where the MMSE and MSNR thresholds tend to diverge. Moreover, it is worth noting that the MMSE and MSNR thresholds are more different for the BN rather than for the SL. This fact is more evident when T = σ 2 t /σ 2 I = 1, i.e., when the noise power is equally split between the AWGN and the impulsive component. Fig. 7-Fig. 12 let better appreciate the sensitiveness of the SNR and MSE performance with respect to the SL and BN thresholds, as well as the performance penalties od the two suboptimal estimators with respect to the OBE. All the figures show that the minimum MSE and the maximum SNR are obtained for the optimal thresholds values predicted by the theory. Moreover, also the theoretical MSE and SNR derived in this paper perfectly match with the simulation results. As anticipated, in several scenarios the optimal MMSE and MSNR thresholds are almost equivalent, and consequently they provide almost the same MSE and SNR performance. However, this is not the case in highly critical scenarios where the SNR tot is quite low or negative. This behavior is amplified when the AWGN noise power is not negligible with respect to the impulsive noise power (i.e., T ≈ 1 ) or when also the impulsive noise tends to be Gaussian (i.e., A ≈ 1)). As theoretically expected, all the figures also highlight that the OBE always outperforms in MSE the SLE and the BNE. However, the SLE and BNE penalties are not dramatic, as it was expected by the fact that the OBE shapes in Fig. 2(a) highly resemble either the SLE or the BNE for several values of the canonical Class-A parameters. Interestingly, although the OBE is not the MSNR optimal estimator, in most of the cases it outperforms in SNR the MSNR-optimal BN and SL. As a final remark, the theoretical results shown in this paper can be directly employed to predict the MSE and SNR performance of multicarrier telecommunication systems (such as ADSL and PLC) that employ the proposed estimators to contrast an impulsive interference modeled as a Gaussian-mixture [25] . s(x)e −j2πf x dx is used to indicate the FT of s(x). It is also reminded that the FT of a Gaussian pdf is still a normalized Gaussian function, expressed byG(f ; σ 2 X,f ) = 2πσ 2 X,f G(f ; σ 2 X,f ), where σ 2 X,f = 1/(4πσ 2 X ). Thus, by exploiting the convolution and derivative properties of the FT, the integral in (7) is expressed in the frequency domain by
By observing that
Thus, by the duality property of the inverse FT
The convolution of two zero-mean Gaussian pdf s is still a zero-mean Gaussian pdf with a variance equal to the sum of the two single variances, and consequently (46) becomes
Summarizing, equation (7) can be expressed bŷ
which coincides with (8).
APPENDIX B SLE DERIVATION
By observing (10) it is clear that h SL (x, n; α) is continuous with respect to α ∈ R + and h SL (x, n; α)h
Consequently, substituting (49) in (12), the optimum value α
SLE is a solution of
which by standard integration of Gaussian density functions is equivalent to
and Φ(x) = 0.5 1 + erf x/ √ 2 . By substituting in (51) the expression of f N (n) in (2), it is recognized that the numerator
contains two integrals representing the convolution, and the correlation, of two zero-mean Gaussian pdf s.
Due to the even symmetry of Gaussian functions, the correlation is equivalent to the convolution and the result is another zero-mean Gaussian pdf, as expressed by
By observing that G(n; σ 2 ) = G(−n; σ 2 ) it is possible to recognize that
where the convolution q(α) = Φ(α/σ X ) * G(α; σ 2 m ) can be easily solved in the FT domain. Indeed, exploiting the integral property of the FT F {Φ(α/σ X )} =
which together with Φ(x) = 1 − Φ(−x) lets to conclude
To prove the existence of a solution of the fixed point equation (14), it can be observed that the relative minima and maxima of F 
Thus, the relative minima and maxima correspond to values α * that satisfy the following expression
Taking in mind that F (α) is a contraction mapping [18] between the fixed point solution and its first relative maximum (e.g., |F 1,α SL (α)| < 1 for α opt < α < α * 1 ), as illustrated for more clarity in Fig. 12 . Actually, this is equivalent to prove that the MSE minimization problem in (11) is locally convex, i.e.,
To this end it is useful to express
SL (x, n; α) .
Omitting detailed derivations, we simply observe that substituting h
SL (x, n; α) = −sign(x+n)u −1 (|x+ n| − α) and h (2,α) SL (x, n; α) = sign(x + n)δ (α − |x + n|), the integrals in (60) can be solved exploiting (56) and (67), to obtain
Although it is not easy to analytically prove that
, it can be observed that surely
SL (x, n; α) > 0 when β m in (61) is multiplied by a coefficient lower than one for any m. Thus, by noting that (x/σ)e −x 2 /2σ 2 ≤ √ 2πe, β m is always multiplied by a quantity lower than one when
This means that the algorithm A1 will converge toward the first minimum of the objective function in (11) every time is started with α 0 ∈ [0, 2.05σ x ], Taking in mind that we are looking for the best soft-limiter threshold, it is reasonable to infer that the above first minimum hit by the iterative algorithm is also the optimal solution we are looking for, as also confirmed by the simulation results.
APPENDIX C BNE DERIVATION
By observing (15) , it is possible to proceed with the same approach of Appendix B. Due to the fact that (15) is a piecewise constant function with respect to α ∈ R + with a discontinuity in α = |x + n|, the Dirac's impulse function δ(x) can be exploited to handle the derivative of h BN (x, n; α) in this point.
Thus, we obtain h
BN (x, n; α)= ∂hBN(x,n;α) ∂α
where h a ± (x, n) = lim α→a ± h BN (x, n; α) represents the limit from either the right (+) or the left (−).
Consequently, by direct substitution of (63) h α (x, n; α)h (1,α) (x, n; α)
Using for the BN the equivalent expression of (13), the optimum α in the MMSE sense is obtained by equating to zero the derivative of the MSE J BN (α), as expressed by
By exploiting the integral properties of the Dirac's delta function, it is possible to recognize that
Exploiting the even symmetry of f X (x), equation (65) can be further simplified to
where the first integral can be split as the difference of a convolution and a correlation integral. Defining for convenience the odd function g m (n) = nf m (n), it can be observed that the first integral (66) is expressed by
Using the same approach that lead to (47) in Appendix A, the integral in (67) becomes
Thus, observing that the second integral in (66) is just the convolution of two Gaussian zero-mean pdf s, the expression of the overall MSE derivative becomes
Equating to zero (69) is equivalent to find the solution of the fixed-point equation expressed by
which coincides with (17) . The trivial solution α = 0 for (70) and J
(1,α)
BN (α) = 0 corresponds to a BN output equal to 0 for any input y: consequently α = 0 can only be a local maximum for the MSE, with J MSE (0) = σ 2 X . Moreover, by observing that the zero-mean Gaussian x concentrates the useful information around zero, it is intuitive that J MSE (α) tends to decrease for values of α increasing from 0, till reaching a minimum that can be safely assumed as the optimum threshold we are looking for. This fact is also confirmed by the shape of the MSE obtained by simulations in Figs. 5-11 , which show that any classical numerical solution of J (1,α) BN (α) = 0 will easily converge to the optimal threshold, as well as the iterative algorithm A2 that solves the fixed-point equation in (70).
More rigorously, by obvious notation equivalence, lets express F BN (α) in (70) as
Thus, the solution of the fixed point equation in (70) corresponds to G(α) = 1. Noteworthy, as proved in the following, G(α) is a monotonic increasing function: thus the solution of G(α) = 1, if it exists, is unique. Actually, the first derivative of G(α) is expressed by
where the terms for m = l null out in the double series. Thus, due to the symmetry when the index m is interchanged with l, equation (72) can be rearranged as
By substituting in (73) the value of a m , b m , and k m subsumed in (70) and (71), it is readily derived that
due to the fact that all the terms inside the double series are greater than zero. Thus, it is proved that G(α)
[and F (mse) BN (α)] is monotonically increasing. Additionally, by observing that
it follows that
and consequently lim It is difficult to analytically prove that G(0) < 1, which would guarantee the existence of the unique solution for G(α) = 1. However, it can be observed that the MSE derivative can also be expressed as
Using (74), it is possible to conclude that
which means that the MSE plot is an increasing function when it reaches its asymptotic maximum J BN (∞) = σ 2 N , as intuitive and also observable in the simulation plots. Thus, a (unique) minimum should necessarily exist between the two maxima J BN (0) = σ 2 X and J BN (∞) = σ 2 N . Otherwise, the minimization problem would have no solutions, which does not make any sense for the reasons explained before. and scientific co-director of ICT4Life (http://www.ict4life.it), a spin-off company of University of Perugia. 
