a wide range of scientific, artistic, and commercial applications. Image processing is essential to many disciplines that use images, including diagnostic radiology. This is the fourth and penultimate article of our series for radiologists and imaging scientists on displaying, manipulating, and analyzing radiologic images on personal computers. First, classic image processing is briefly discussed. Then the more common image-processing applications in radiology are described. A computed tomography (CT) scan of the chest (Fig lA) is used to illustrate several of the image-processing techniques.
CLASSIC IMAGE PROCESSING
Classic image processing is conventionally categorized as point processes, area processes, frame processes, and geometric processes. 1,2
Point Processes
Point processes alter the value of each pixel based on the value of that pixel. Common applications include brightening and darkening an image (by adding or subtracting a fixed value to each pixel), thresholding, and histogram equalization. Point processes are usually implemented as lookup tables, either in hardware for special purpose equipment, or in software for personal computers.
Image brightening can be expressed as:
Qb(i, j) = Q(i, j) + k (1)
I
MAGE PROCESSING can be defined as the method of converting an image from one form into another. The results are usually an alteration of the pixel values or pixel locations within the image, and a visual change in the image appearance. Image processing is used for where Q(i, j) is the original image, Qt, (i, j) is the altered image, and k is the constant value added to each pixel (Fig 2) . Ir k is positive, the overall brightness of the image is increased, and ir k is negative, image brightness decreases.
Thresholding converts all pixel values below a threshold value to black and the other pixels to white (Fig 3) .
where Q,(i,j) is the thresholded image, Tis the threshold pixel value, 0 is a black pixel and 1 is a white pixel. Thresholding in conjunction with edge detection is often used asa preprocessing step in machine vision and other image-analysis applications. Contrast stretching or histogram equalization is not technically a point process, but is included in this section because histograms are often used to illustrate the effect of point processes. A histogram is a plot of the distribution of the pixel values of an image (Fig 1B) . Histogram equalization is the process of analyzing an image to determine what densities are present, and then adjusting the display of the image so that all the gray shades are more or less equally represented (Fig 4) .
The process is implemented by counting the number of pixets that are present at each image pixel value. For example, in an 8-bit image there are 256 possible pixel values. Then, the computer adjusts the image pixel values so that the number of pixels for each value is approximately 1/256 the total number of pixels in the image. Although histogram equalization may increase the visibility of certain image features, the ability to make quantitative measurements of the image is lost, and the image may have a peculiar appearance.
Area Processes
Area processes alter the value of each pixel based on the values of the surrounding pixels. The surrounding pixels are known as the neighborhood. The neighborhood is generally a twodimensional matrix of pixels with an odd number of elements for each dimension. The pixel to be changed is at the center of this matrix. The image is processed by changing each pixel value based on the values of the surrounding neighborhood. Most area processes use the local changes in pixel values in the neighborhood to analyze the spatial frequencies in the image. Access to the spatial frequencies allows area processes to filter the image, ie, subtract or enhance certain frequencies.
The most common method of performing area processing is to use a convolution kernel. A convolution kernel is an odd-numbered rectangular matrix of numbers known as weighting coefficients (Fig 5) . Each coefficient is multiptied by the pixel underlying that coefficient, and the sum of all these operations replaces the image pixel that lies at the center of the kernel. The process is repeated for each pixel in the image. Common image-processing operations performed by convolution kernels include blurring, edge enhancement, and edge detection. Some commonly used convotution kernels are shown in Fig 6. The convolution algorithm filters images in the spatial domain. However, images can also be filtered in the frequency domain. There are a wide variety of transform functions that can Low-pass spatialfilters. Low-pass filters suppress the high-frequency components of an image, but do not alter the low-frequency components. Low-pass filters are commonly used to reduce image noise. Some common low-pass convolution kernels are shown in Fig 6. The size of the kernel and the values of the weighting coefficients determine the cutoff frequency of the filter. The sum of the weighting coef¡ is one. Therefore, when the filter is moved over regions where the pixel values are the same or change very little, the new pixel value is the same as the old pixel value and the lowfrequency information is not affected. However, if the pixel values are changing rapidly (large high-frequency component) the kernel averages the values within the kernel, and the highfrequency components are reduced.
Blurring .filters. A convolution matrix com-
prised of all ones is a speciat case of a low-pass filter sometimes referred to as an N x N blurring filter (Fig 7) . To increase the blurring, the size of the matrix is increased. In some implementations, the sum of all the pixels in the kernel is divided by the total number of pixels in the kernel, ie, by N 2. This class of filters has important applications in radiology (see below). Another popular blurring filter is the Gaussian blur. The weighting coefficients of these kernels approximate a Gaussian distribution when viewed along any longitudinal or diagonal axis that includes the center of the kernel.
High-pass spatialfilters. High-pass filters, on the other hand, enhance the high-frequency components of an image (Fig 8) . The lowfrequency components are unchanged, but are attenuated relative to the high-frequency components. The effect is to enhance the edges of objects, which often improves image appearance. However, image noise is also increased. Examples of some high-pass kernels are shown in Fig 6. As with low-pass kernels, the sum of the kernel coefficients is one. Therefore, when the pixel values ate the same within the kernel, the image is unchanged. However, in regions of the image where pixel values are changing rapidly, the large center coefficient value and the smaller, mostly negative surrounding coefficients amplify the changes in pixel values, and the high-frequency components are increased.
Edge enhancement. This class of filters enhances the high frequencies in the image, and usually suppresses other image information. The result is a strikingly edge-enhanced image.
The resultant image is usually not visually pleasing, but may be an important first step in image recognition and feature-analysis algorithms. In contrast to high-and low-frequency filter convolution kernels, the sum of the convolution coefficients is zero. Therefore, when the pixels within the kernel have nearly the same value, the output of the kernel is zero, which markedly attenuates the low-frequency components. After edge enhancement, a thresholding operation is often performed.
Shift and difference filters detect eriges by shifting the image one pixel, and then subtracting it from the original. The result is accentuation of horizontal, vertical, or both horizontal and vertical edges depending on the convolution kernel. The output of the vertical difference kernel is quite similar to the difference image produced by differential pulse code modulation technique in image compression (see equation 4 and Figure 1 , D and G in the previous article on image compression in this series). 6 Gradient directional filters use more complex convolution kernels than the shift and difference filters, and can accentuate edges in selected directions depending on the kernel (Fig 6) .
Laplacian filters, on the other hand, feature an omnidirectional edge enhancement (Fig 9) . Some Laplacian convolution kernels are shown in Fig 6. For a mathematical derivation of these filters, see Gonzalez and Wintz, 3 Russ, 4 and Lindley.= Edge detection." Sobel's algorithm. Al1 edgedetection methods using convolution are linear, ie, they are derived from the sum of the firstdegree products. Sobel's algorithm, on the other hand, is a nonlinear operation that uses the first-degree products to detect edges. Sobel edge enhancement is generally a better method of edge detection than the previously described techniques and is consequently widely used (Fig  10) . Classically, Sobel's algorithm is implemented with two different convolutions: 2,4 ~!0~ ~~~ X: 0 y: 0 0
From the output of these convolutions, the magnitude and direction of the detected edges are calculated by:
This method is a very computationally intensive, but other implementations of the algorithm are much easier to compute, z Median filtering. Median filtering is an area process that does not use a convolution kernel. The pixels in the neighborhood are sorted in order of pixel value. The pixel of interest is replaced by the median or mean pixel value of q f / the neighborhood. This filtering is useful for removing random noise from an image.
Frame Processes
Frame processes mathematically combine two or more images that are usually either spatially or temporarily related. Common applications include motion detection in security systems, quality control for assembly systems, frame averaging for noise reduction, and image background elimination. The weather map behind the weather newscaster on the local news is among the most visible examples of frame processing.
Geometric Processes
Geometric processes change the spatial arrangement of pixels within an image based on a geometric transformation. Unlike the other image-processing methods mentioned above, the intensity of the pixels is not usually altered. Applications include image registration, correction of imaging-system defects (eg, spatial aberrations) and image rotation, scaling, and translation.
RADIOLOGIC APPLtCATIONS
Image processing is already an integral component of modern diagnostic imaging, and will become increasingly important in the future as the digital imaging modalities become more widely used. Some of the more popular radiologic applications of image processing are presented next using the previous discussion as a foundation. 
Window Width and Window Level Control." A Point Process
The most common example of a point process in radiology is the window width and window level control for imaging modalities like CT and magnetic resonance imaging. 5 The window/ level parameters define a linear mapping of the extended range image values into 256 gray shades for printing of display at the console. The concept of the window width and window level has been previously discussed in this series. 7
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Adaptive Histogram Equalization
Classic histogram equalization adjusts pixel intensity values based on the histogram of the entire image. A variant of this technique is adaptive histogram equalization (AHE), in which the intensity of each pixel is altered asa function of the intensity of the surrounding pixels (the contextual region). AHE is a locally adaptive contrast-enhancement technique that is sensitive to local changes in image contrast, s,9
The result is an image where objects of markedly different intensity values ate simultaneously visible, eg, lung parenchyma and the mediastinum on a chegt CT.
Although the histogram equalization technique does greatly increase the visibility of objects in the image, details in the dark portions of the image, such as the lung fields, often become unusually bright, and bright portions of the image, such as bone, become unusually dark. These large local changes in brightness usually are too extreme for routine radiologic imaging. Therefore, a variant of AHE, called contrast-limited adaptive histogram equalization (CLAHE) has been developed. 8,1~ In the CLAHE technique, the histogram of the contextual region is clipped to prevent any histogram bin from being larger than some percentage of the total pixels in the image. The effect is to limit the severe local changes in contrast which may be seen with AHE, anda visually more attractive image is produced.
Unsharp Masking: Ah Area Process
Unsharp masking is an image-processing technique originally used in radiology with analog radiographic film. In this process, a copy of the original radiograph is blurred slightly, and the original radiograph is photographically subtracted from the blurred copy in the darkroom. This combination results in a difference image that contains mostly the high-frequency details of the image, such as the edges and other small features. This difference image is then photographically added to the original image, resulting in an image with enhanced edges. This process requires meticulous work in the darkroom, with precise registration of the various images.
Unsharp masking can also be performed digitally. 3,4,5 Analogous to the analog method, a blurred image is subtracted from the original, creating a difference image. The difference image is then added back to the original image. The process is summarized as follows:
where Q (i,j) is the original image, Q(i,j) is the blurred image, k is a scaling factor, and Qum (i,j) is the unsharp masked image. The blurred image is typically created using an N x N blurring filter (see above). Increasing the size of the N • N kernel lowers the frequency cutoff of the filter, and increasing the scaling factor increases the amount of erige enhancement that is visible in the image.
Computed Radiography (CR) Image Processing: Combined Area and Point Processes
CR images typically undergo extensive image processing before they are printed or displayed on a monitor, u,12 Two types of processing are performed: spatial processing (an area process) and contrast processing (a point process). The processing is performed in two steps:
Spatial processing (performed first)
Contrast processing (performed second)
where Q(i,j) are the unprocessed pixel values from the CR image reader. The spatial processing is a variant of the unsharp mask algorithm:
Q(i,j) is the smoothed image created by the N • N blurring filter discussed above. [3 is a weighing factor defined as:
RE is the global enhancement factor and RT (also known as the [3 
(i, j).
Contrast processing is performed using predefined lookup tables. Most of the lookup tables have a sigmoid response that mimics the charac- teristic curve of conventional radiographic film (Fig 11) . The parameters that describe this table include the gamma table (GT), the slope of the GT curve (GA), the gamma shift (GS), and the crossover point (GC).
Adjustment of these parameters dramatically affects image appearance. At our institution, portable chest radiographs processed in the CR unit are printed with two different sets of parameters: a normal image, and ah edgeenhanced image (Fig 12) . We believe understanding the effect of these CR image-processing parameters on image appearance is as important as understanding the effect of filmscreen combinations on the appearance of conventional radiographs.
Region of hzterest Analysis: An Area Process
Region of interest (ROI) analysis is most commonly performed on CT images. The CT pixel values, usually expressed in Hounsfield units (HU), can be helpful in classifying tissue types. Common applications include determining if a lung nodule is calcified (helpful in deciding if the nodule is benign or malignant), and determining whether masses in the liver, kidneys, and other organs are cystic or solid.
ROI analysis of CT images can also be used to quantitate the density of bone and soft tissue.
To obtain reasonably precise results, ah external density reference must be scanned with the patient. The reference has from two to five regions of known density that are used to calibrate the HUs.
Digital Subtraction Angiography: Frame and Geometric Process
Digital subtraction angiography is probably the most common example of frame processing in radiology. 5 In this technique, a scout or mask image is obtained of the ROl immediately before any contrast is injected (Fig 13) . Then a sequence of images are obtained during intraarterial or intravenous contrast injection. The mask image is digitally subtracted from each of the subsequent contrast images, which greatly reduces the visibility of the background structures and greatly increases the visibility of the contrast. The technique allows excellent quality angiograms to be obtained with less contrast injected into the patient than would be possible without the technique. To improve image quality, sometimes the mask or contrast image must be shifted slightly to correct for patient motion (a geometric process).
lmage Rotation and Scaling: Geomettic Processes
Image rotation is among the most common examples of a geometric process in radiology. At image-review workstations that view portable chest radiographs, the chest radiographs are occasionally initially displayed "sideways" on the monitor. AII such workstations use an image flip or image rotation feature to correct this problem. The more sophisticated workstations have a recall feature that will correctly orient the image the next time it is displayed. The prevalence of this problem has led several investigators to propose automated algorithms for correcting image-orientation defects. 13,14 Image scaling, either magnification or minification, is another geometric process commonly found in most image-display stations. Image magnification is performed to enhance the visibility of small or subtle features in the image. Image minification may be performed to allow a very large image to be displayed on a monitor or to allow multiple images to be viewed simultaneously.
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