This work develops frequency-domain decoding algorithms for (n = 2 m , k) systematic Reed-Solomon (RS) codes over fields F 2 m , m ∈ Z + , where n − k is a power of two. The proposed algorithms are based on a new polynomial basis with a fast Fourier transform with computational complexity of order O(n lg(n)). First, the basis of syndrome polynomials is reformulated in the decoding procedure so that the new transforms can be applied to the decoding procedure. A fast extended Euclidean algorithm is developed to determine the error locator polynomial. The computational complexity of the proposed decoding algorithm is O(n lg(n−k)+(n−k) lg 2 (n−k)), improving upon the best currently available decoding complexity of O(n lg 2 (n) lg lg(n)) and reaching the best known complexity bound that was established by Justesen in 1976, whose approach is for RS codes that operate only on some specified finite fields. As revealed by the computer simulations, the proposed decoding algorithm is 50 times faster than the conventional one for the (2 16 , 2
I. INTRODUCTION
2) An O(h lg 2 (h)) fast half-GCD algorithm in the new basis is presented. 3) An O(n lg(n − k)) RS encoding algorithm is presented, for n − k a power of two. 4) A syndrome-based RS decoding algorithm that is based on the new basis is demonstrated. 5) An O(n lg(n − k) + (n − k) lg 2 (n − k)) RS decoding algorithm is presented, for n − k a power of two.
Notably, [12] gave the encoding algorithms for RS codes with the complexity O(n lg(k)), for k a power of two. The encoding algorithm [12] is suitable for coding rate k/n ≤ 0.5, and the proposed version is suitable for k/n ≥ 0.5. The rest of this paper is organized as follows. Section II reviews the definitions of the non-standard polynomial basis and the corresponding multipoint polynomial evaluation algorithm. Section III provides an alternative polynomial basis that is constructed using monic polynomials. The polynomial operations that are used in the encoding/decoding of RS codes are explicated. Section IV presents the fast extended Euclidean algorithm that is based on the half-GCD method. Section V and Section VI introduce the algorithms for encoding and decoding RS codes. Section VII presents simulations and draws conclusions.
II. POLYNOMIAL BASIS BASED ON SUBSPACE POLYNOMIAL
This section reviews the subspace polynomials over F 2 m , the polynomial basis defined in [12] , and its multipoint evaluation algorithms.
A. Subspace polynomial
Let F 2 m denote an extension finite field with dimension m over F 2 . Let v = (v 0 , v 1 , . . . , v m−1 ) denote a basis of F 2 m . That is, all v i ∈ F 2 m are linearly independent over F 2 . A k-dimensional space V k of F 2 m is defined as
where v k = (v 0 , v 1 , . . . , v k−1 ) is a basis of space V k , and k ≤ m. We can form a strictly ascending chain of subspaces given by
Let {ω i } It can be seen that V k = {ω i } 2 k −1 i=0 , k = 0, 1, . . . , m. The subspace polynomial [11, 13, 14] of V k is defined as
Clearly, deg(s k (x)) = 2 k . The properties of s k (x) are given in [13, 15] .
Lemma 1 ([13, 15]). (i). s k (x) is an F 2 -linearlized polynomial for which
where each coefficient s k,i ∈ F 2 m . Furthermore,
(ii). The formal derivative of
The subspace polynomials can be written as a recursive form [13] :
B. Polynomial basis
where
Here, each i j ∈ {0, 1} is the binary representation of i.
where each d i ∈ F 2 m . In this paper, we use
to denote the vector of the coefficients of D h (x). Based on the fact deg(X i (x)) = i, the new basis possesses the following properties.
Corollary 1. Let
be a polynomial of degree h over F 2 m . The following properties hold.
h ), and vice versa.
C. Multipoint evaluation at
For any polynomial f (x) and a space V , let the notation f (V ) denote a set of evaluation values f (V ) = {f (a)|∀a ∈ V }. In [12] , Lin et al. developed a multipoint evaluation algorithm to calculate D 2 k (V k + β), where
Algorithm 1 shows the algorithm steps. In addition, let ITr(•, β) denote the inverse algorithm. ITr(•, β) is the procedure by backtracking the steps in Algorithm 1. The details are described in Appendix B.
III. POLYNOMIAL BASIS WITH MONIC POLYNOMIALS AND ITS OPERATIONS
In this section, we define an alternative version of the polynomial basis, and its operations to perform polynomial multiplication, formal derivative, and division on the new basis. All these operations will be used in the design of encoding/decoding of RS codes. The polynomial basis is defined as
, where each X i (x) is defined in (9) . As compared withX(x), each X i (x) in X(x) is a monic polynomial. For any polynomial in X(x), it take only h multiplication to convert the basis of the polynomial tō X(x):
Thus, the multipoint evaluation algorithm inX(x) (Algorithm 1) can also be applied on X(x), by just taking h additional multiplications in the basis conversion between X(x) andX(x). Thus, the complexity of the multipoint evaluation algorithm in X(x) is O(h lg(h)).
Algorithm 1 Multipoint evaluation algorithm for polynomials inX(x)
1 , . . . , g
2 k−1 −1 ) andD
2 k−1 −1 ), where
In order to simplify the notations, in this rest of this paper, the polynomials are represented in X(x). The notation
i=0 . Moreover, the inverse transform is denoted as IFFT β (•). Based on Algorithm 1, the transforms are defined as
. The operation ⊗ is the pairwise multiplication on two vectors, and the operation ⊘ is the pairwise division. The polynomial multiplication and formal derivative in X(x) are shown in Appendix C. The polynomial division is given below.
A. Polynomial Division based on new basis
Let S(A(x), i) denote the quotient via dividing A(x) by s i (x), where A(x) is expressed in basis X(x) and deg(A(x)) < 2 i+1 . Precisely, for any polynomial A(x) = h−1 l=0 a l X l (x) and h < 2 i+1 , we have
Given a dividend a(x) and a divisor b(x), the polynomial division is to determine the quotient Q(x) and the remainder r(x) such that
where deg(r(x)) ≤ deg(b(x)) − 1. In this work, we consider
The cases outside the region of (13) are trivial so that we do not consider it in this work. Assume the quotient Q(x) is known, the remainder can be calculated by
Thus, the objective is to determine Q(x). We multiply (12) by X y (x), for a positive integer y, to obtain
reformulating (15), we have
and a remainder r(x), such that
where y is defined as (17). 2: Find Λ(x) such that (18) holds. 3: Compute Q(x) by (24). 4: Compute r(x) by (14) . 5 : return Q(x) and r(x).
Next we present a method to determine Q(x) in (15) via (16) . Here, the value of y is defined as
Assume that there exists a polynomial Λ(x) such that
where deg(H(x)) ≤ deg(B(x)) + 1 = 2 Dℓ , and
The algorithm to determine Λ(x) is shown in Section III-B.
Lemma 2.
From (18) and Lemma 2, the degree of Λ(x) is thus
In (22), Q(x) · s Da (x) is a polynomial where the coefficients of Q(x) starts from X 2 Da (x) = s Da (x). By Lemma 3, other terms have degrees less than 2 Da − 1. Thus, the quotient can be obtained by
Algorithm 2 shows the details of the polynomial division. The complexity is analyzed below. In Step 1, as
Step 2, the algorithm to determine Λ X (x) given in Section III-B is with the complexity of order O(2 Dℓ lg(2 Dℓ )). In Step 3, the complexity to compute A(x)·Λ(x) is O(2 Dℓ lg(2 Dℓ )). In Step 4, the complexity is O(2 Dℓ lg(2 Dℓ )). In summary, Algorithm 2 has the complexity O(2 Dℓ lg(
Compute (28). 4: Compute (29) (or (31), equivalently). 5: end for 6: return Λ Dℓ (x).
B. Determining Λ(x)
Given B(x) = dB j=0 b j X j (x) with b dB = 0, this subsection presents a method to determine Λ(x) in (18) . Notice that d B = deg(Λ) = 2 Dℓ − 1. The method is a modified version of Newton division algorithm presented in [10] [16] .
The method iteratively computes the coefficients of Λ(x) from high degrees to low degrees. In each iteration, we calculate the updated polynomial Λ i (x) with degree deg(
We define a set of polynomials {B i (x)} Dℓ i=0 as follows. Let B Dℓ (x) = B(x), and
It is clear that deg(B i ) = 2 i − 1. (26) can be rewritten as
In each iteration, we computeΛ
and hence deg(
The algorithm repeats performing (28) and (29) to obtain Λ(x) = Λ Dℓ (x). The validity of the iterative method is proved as follows.
Lemma 4. Λ i (x) possesses the following equality:
The details of the algorithm is given in Algorithm 3. For the complexity, each iteration (lines 3-4) calculates (28) and (29). In (28), since deg(Λ i−1 ) = 2 i−1 − 1, deg(B i ) = 2 i − 1 and deg(s i ) = 2, the multiplications in (28) requires O(2 i lg(2 i )). In (29), the computation can be simplified without polynomial multiplications as follows:
The complexity of calculating (31) is O(2 i ), so that each iteration takes O(2 i lg(2 i )) operations. Thus, the computation complexity for the loop (line 2-5) takes
IV. EXTENDED EUCLIDEAN ALGORITHM BASED ON HALF-GCD APPROACH
This section introduces the extended Euclidean algorithm that will be used in the decoding RS codes. Given two polynomials a(x) = r −1 (x), b(x) = r 0 (x), and
Euclidean algorithm is a procedure to recursively divide r k−2 (x) by r k−1 (x) to obtain
where deg(r k ) < deg(r k−1 ). The procedure stops at r N (x) = 0, and r N −1 (x) is the greatest common divisor (gcd) of a(x) and b(x). An extension version, called extended Euclidean algorithm, calculates r k (x) with the coefficients
In matrix form, the (k − 1)-th step of extended Euclidean algorithm can be expressed as
and the next step is given by
In this section, we present an approach, called half-GCD algorithm [17] [10] , that calculates the temporal result of extended Euclidean algorithm at s-th step such that
This approach will be performed to solve the error locator polynomial (see (49)) in the decoding procedure of RS codes.
For polynomials in the monomial basis {1, x, x 2 , . . . }, there exist asymptotically fast approaches such as Algorithm 11.6 of [10] and Figure 8 .3 of [16] , in the complexity of order O(M (h) lg(h)), where M (h) is the complexity to multiply two polynomials of degrees h/2. The idea is based on an observation that the quotient only depends on the upper degree coefficients of the dividend and the divisor. From Corollary 1, it can be seen that this idea is applicable to the new basis X(x), and the details are shown in Algorithm 4. Algorithm 4 is similar to that given in [10] and [16] except the polynomial basis is X(x). In Algorithm 4, we partition the inputs a(x) (and b(x)) into several portions, so that the procedure can be recursively applied on each portion. For the monomial basis, it is quite simple to make such partition. For X(x), we need to choose some fixed points at s 2 g−2 (x) and s 2 g−1 (x) to partition the polynomial. That is,
Also, b(x) can be partitioned in the same manner:
We determine the computational complexity as follows. The algorithm complexity is denoted as T (h) of polynomial degrees h = 2 g . In Steps 3 and 8, the algorithm shall call the routine twice, and it takes 2 · T (h/2). (41) is the polynomial division, where deg(z M0 (x)) < h. This requires O(h lg(h)) by using the algorithm addressed in Sec. III. In (39) and (42), the computations involve polynomial additions and polynomials multiplications. As those polynomials have degrees less than h, the complexity is O(h lg(h)) by the results given in Appendix C. In summary, the overall complexity is
Algorithm 4 Half-GCD algorithm
, that is the temporal result of the
2: end if
. 6 : end if 7: 
V. REED-SOLOMON ENCODING ALGORITHM
This section develops an O(n lg(n − k)) encoding algorithm of (n = 2 m , k) RS code over F 2 m , for T = n − k a power of two. There exist two viewpoints for the RS codes, termed as polynomial evaluation approach and generator polynomial approach. In the viewpoint of polynomial evaluation approach, the message is interpreted as a polynomial u(x) of degree less than k over F 2 m . The codeword v = (v 0 , v 1 , . . . , v n−1 ), where each v i = u(ω i ), is defined as the evaluations of u(x) at n distinct points. Assume u(x) =
denote the vector of coefficients u with appending T zeros. By using Algorithm 1, v can be computed via v = Tr(ū n , 0), and its inversion is expressed asū n = ITr(v, 0).
Asū n consists of two parts u and 0, the computation for (43) can be divided into two parts accordingly. the computation for u is unnecessary, so that we can remove it to reduce the complexity. To begin with, v is divided into a number of individual vectors
where each v i is a T -element vector defined as
By removing the formula for u in (43), the formula for 0 is given by
where + is the addition for vectors. (44) is the core transform for the proposed RS encoding algorithm. For example, assume v 0 is the parity, and
are the message symbols. From (44), the parity is computed via
In the same way, it is possible to choose another v i as the parity. This algorithm requires a T -point FFT and (n/T − 1) times of T -point IFFT. The overall complexity is then equal to O(T lg(T )) + (n/T − 1)O(T lg(T )) = O(n lg(n − k)).
VI. REED-SOLOMON DECODING ALGORITHM
This section shows a decoding algorithm for (n = 2 m , k) RS codes over F 2 m , where the codeword v = (v 0 , v 1 , . . . , v n−1 ) is generated by the approach in Section V. The proposed decoding algorithm is based on the syndrome-based decoding process. Let r = (r 0 .r 1 , . . . , r n−1 ) = v + e denote the received codeword, where e is the error pattern containing v ≤ (n − k)/2 = T /2 errors. Assume errors occur at {u(λ i )|λ i ∈ E}, and thus the error-locator polynomial is expressed as λ(x) = λi∈E (x − λ i ).
Letr(x), deg(r) < 2 m , denote a polynomialr(ω i ) = r i , for each ω i ∈ F 2 m . It is clear to see that
The above result leads to u(ω
where deg(q(x)) < v ≤ T /2. (46) is the key equation used in the decoding algorithms given in [18] and [9] . From (46), we can extract the higher part of the coefficients ofr(x), resulting in the key equation of the syndrome based approach. Precisely,r(x) is divided into two parts given bȳ
where deg(r 0 (x)) ≤ k − 1. Notably, if no error occurs,r(x) = u(x) and hence s(x) = 0. Thus, s(x) is the syndrome polynomial. Since k = 2 t for some t < m, by (9) and (2), we have
By plugging (47) and (48) into (46), we have
is the key equation to find the error locator polynomial. To find λ(x), extended Euclidean algorithm is applied on s t (x) and s(x). The extended Euclidean algorithm stops when the remainder has degree less than T /2. After obtaining λ(x), the next step is to finding the locations of errors E = {ω i |λ(ω i ) = 0, ∀i ∈ F 2 m }, that is the set of roots of λ(x). Notice that, if the degree of λ(x) is larger than the number of roots of λ(x), the decoding procedure shall be terminated. This situation occurs when the number of errors exceeds T /2.
After obtaining E, the final step is to calculate the error values. The formal derivative of (46) is
By substituting λ i ∈ E into (50), the error value is given by
Notice that (51) uses q(x) to compute the error values, rather than z 0 (x) used in Forney formula. In summary, the decoding algorithm consists of four steps: 1) Calculate syndrome polynomial s(x).
2) Determine the error-locator polynomial λ(x) from (49) by extended Euclidean algorithm.
3) Find the error locations E. 4) Calculate the error values via(51). The algorithm steps are described as follows. In the first step, s(x) can be calculated by IFFT 0 (r) on the high degree part. To further reduce the complexity, we can only compute the high degree part of IFFT 0 (r). That is, the received codeword is divided into several individual portions r = [r 0 , r 1 , . . . , r n/T −1 ], where each r i consists of T elements. In the first step, the syndrome polynomial can be calculated by
In the second step, we apply the fast Euclidean algorithm on s t (x) and s(x) to reduce the complexity. First, we perform a step of the Euclidean algorithm with dividing s t (x) by s(x) to obtain the quotient and the remainder given by s t (x) = q t (x) · s(x) + r t (x). Then call the half-GCD algorithm (Alg. 4) on s(x) and the remainder r t (x) to obtain
Then we have
and thus the error locator polynomial is u 1 (x) − v 1 (x)q t (x).
In the third step, FFT can be used to find the roots of λ(x). That is, we find the positions of zeros in the result FFT i·T (λ), for i = 0, 1, . . . , n/T − 1. In the final step, we first compute λ ′ (x) by the method given in Appendix C. Then we compute FFT i·T (q) and FFT i·T (λ ′ ), for i = 0, 1, . . . , n/T − 1. Finally, we compute (51).
To determine the computational complexity, the first step requires (n/T ) times of T -point IFFT such that the complexity is n/T · O(T lg(T )) = O(n lg(n − k)). The second step takes O((n − k) lg 2 (n − k)) operations. The third step requires (n/T ) times of T -point FFT, and thus the complexity is O(n lg(n − k)). The final step requires a formal derivative of polynomial degree T , and at most 2(n/T ) times of T -point FFT. Thus, the complexity is O(n lg(n − k)). In summary, the proposed decoding algorithm requires O(n lg
VII. CONCLUDING REMARKS
In the simulations, we implement the algorithm in C and compile the program in 64-bit GCC compiler on Intel Xeon X5650 and Windows 7 platform. When n = 2 16 , k/n = 1/2, and the codes is over F 2 16 , the program took about 2.22 × 10 −3 second to generate a codeword. When a codeword suffers (n − k)/2 errors, the decoding takes about 0.401 seconds. As for the comparisons, we also ran the standard RS decoding algorithm [19] , that took about 22.014 seconds to decode a codeword. Thus, the proposed decoding is around 50 times faster than the traditional approach under the parameter configurations described above. In our simulations, the proposed RS algorithm is suitable for long RS codes. We feel that it is possible to further reduce the leading constant of the algorithm such that the fast decoding algorithm can also be used in shorter RS codes. 
From (13), we have
Moreover,
This concludes that (20) holds.
B. Lemma 3
Proof. (23) is a summation of two terms. For the first term, we have
For the second term, we have
This concludes that (23) holds.
C. Lemma 4
Proof. The proof follows the mathematical induction. From (25), the base case i = 0 is given by
and thusr 0 (x) = 0. Assume (30) holds at i = j. That is,
Then we multiply (s j (x)) 2 to (58) to obtain
From (7), we have
By (60) and (27), (59) can be rewritten as
The degree of each term ofr j (x) is given by
Thus, we have deg(r j (x)) ≤ 2 j+1 + 2 j . When i = j + 1, from (28) and (29), we have
The above equation can be rewritten as
where deg(ř j+2 (x)) ≤ 2 j+2 − 1. We then multiply (63) by B j+1 (x) · s 1 (x) to obtain
(64) is divided by s j+2 (x) to get
In (65), the degree of each term of deg(r j+1 (x)) is as follows:
Thus, deg(r j+1 (x)) ≤ 2 j+1 . This completes the proof.
APPENDIX B MULTIPOINT EVALUATION AT V k + β
In [12] , Lin et al. developed a O(2 k lg(2 k )) algorithm to evaluateD 2 k (x) at x ∈ V k + β. This section showed another viewpoint to describe the algorithm [12] . The algorithm is based on the following lemma.
Lemma 5. Given the coefficients ofD 2 k (x) in the basisX(x), we havē
Proof. From the definition ofX(x),D 2 k (x) can be reformulated as
iXi (x)
From Lemma 1, we have
From (67) and (68), we havē
This completes the proof.
Clearly, the set of evaluation points can be divided into two individual subsets
where (V k−1 + v k−1 + β) is the coset of (V k−1 + β) by adding v k−1 . Accordingly, the set of polynomial evaluations can be divided into two subsets
The formulas for the two subsets are given as follows. By substituting γ = β into (66), we obtain
2 k−1 (a + β) ∀a ∈ V k−1 .
B. Formal derivative
For a polynomial D 2 k (x) in X(x), we have 
2 k−1 ] ′ (x) can be computed recursively. Let h = 2 k , and the recursive form of the complexity is written by T (h) = 2 · T (h/2) + O(h) and then T (h) = O(h lg(h)).
