This paper surveys the current state of information technology (IT) availability on the IBM System p5t server platform, then describes how selected hardware and software features of the next-generation IBM Powere Systems platform (by which we specifically mean IBM POWER6e processor-based systems running the IBM AIXt 6 operating system) will enable client IT organizations to more closely approach true continuous availability. Also presented is information on several IT management disciplines that are critical to achieving high levels of availability. The objective is to enable accelerated adoption and success with the new Power Systems platform by explaining how the technologies can be used to improve IT availability. We define the underlying dependencies required to implement the new live partition mobility and the live application mobility features and show how the environment can be best designed for planned maintenance. Until now, the concept of server virtualization in the UNIXt environment has been limited to a single server, but the Power Systems platform extends the virtualization realm. A brief discussion is given comparing software clustering with the new mobility features and illustrating how they are complementary.
INTRODUCTION
Many IBM clients have come to rely on the IBM System p5* platform (servers based on IBM POWER5* or POWER5þ* processor technology) to run their key business functions. Its performance, reliability, and leadership in virtualization make it a compelling choice. In addition, there is a rich library of commercially available software from which to choose. Properly designed infrastructures based on the System p5 platform are generally capable of meeting stated availability requirements. However, clients often struggle with meeting maintenance demands given constrained IT budgets and changing availability requirements; as availability needs increase, so does the importance of properly maintaining all infrastructure components. While the current System p5 platform provides capabilities to mitigate the impact of planned outages on information technology (IT) availability, it is evident that these measures are still too disruptive in cases where availability requirements are very stringent.
The next-generation IBM System p* platform is built on IBM POWER6* processor hardware and the IBM AIX* 6 operating system (referred to herein as the IBM Power* Systems platform) and addresses the need for nondisruptive maintenance capabilities. The Power Systems platform provides new workload mobility features and numerous hardware and operating system (OS) resiliency improvements, allowing planned and emergency maintenance actions to be completed at any time rather than having to be scheduled at times of low use, such as nights and weekends. These new features complement existing high-availability (HA) technologies to advance the state of the art in IT availability.
SETTING THE STAGE
It is useful to briefly describe some key concepts as a prelude to examining the availability characteristics of the System p5 and Power Systems platforms. Assessments done by the IBM High Availability Center of Competency (HACoC) show that base hardware, OS technologies, and environmental factors-areas that are traditionally the focus of availability solutions-account for only about 20 percent of the total unplanned downtime; operations (process) and applications are responsible for the remaining 80 percent. In addition, when considering strategies to maximize availability, we have found that planned downtime is often overlooked.
As a rule, it is better to design in availability from the start than to try to retrofit it. Consider the end-toend logical view of a typical infrastructure ( Figure 1) . For a business to achieve its availability goals, it is critical to view the system not only with the traditional component-focused view, but from an end user's perspective, by asking, ''What are the business objectives that drive availability requirements?'' To answer this question, it is necessary to quantify the costs of an outage and to understand the capabilities and limitations of current technology. If the availability goal is near-continuous availability, then it must be possible to remove any infrastructure component without affecting service delivery; in short, all single points of failure must be eliminated.
The IT Infrastructure Library*** (ITIL****) v3 Services Design volume defines the term Single Point of Failure (SPoF) as follows: Any Configuration Item that can cause an Incident when it fails, and for which a Countermeasure has not been implemented. A SPoF may be a person, or a step in a Process or Activity, as well as a Component of the IT Infrastructure. To that, the IBM HACoC team has added an informal definition of the term ''countermeasure'': An action or solution that will mitigate the impact of the failure of a Configuration Item to meet the stated availability goals.
Some of the key terms used throughout this paper are defined as follows:
High availability (HA): The attribute of a system to provide service during defined periods at acceptable or agreed-upon levels and to mask unplanned outages from end users Continuous operations (CO): The attribute of a system to continuously operate and mask planned outages from end users Continuous availability (CA): The attribute of a system to deliver nondisruptive service to the end user seven days a week, 24 hours a day (no planned or unplanned outages)
The relationship of these three terms can be stated informally as: CA ¼ CO þ HA.
In general, reducing data loss costs more, so an appropriate trade-off must be made to achieve the availability goals of the business within budgetary constraints. Similarly, shorter recovery times are more costly. Recovery time considerations include fault detection, network and data recovery, and the bringing online of servers, middleware, and applications. The desired point in time by which data must be restored in order to resume transaction processing is called the recovery point objective (RPO). The desired length of time required to restore IT services following a disruptive event is called the recovery time objective (RTO).
AVAILABILITY LANDSCAPE
In this section, we review some key features of System p5 servers, server clustering technologies, and data mirroring technologies. While applications and networking are also important contributing factors to achieving business availability goals, our focus is on the base infrastructure. We then briefly cover two load-balancing options and conclude with a summary of HA configurations.
Virtualization and clustering
Through virtualization and capacity management features, System p5 servers provide benefits that help clients efficiently achieve their availability targets. Detailed information on such features as logical partitioning, dynamic logical partitioning, cluster systems management, network installation management, hardware management console, virtual Ethernet, virtual I/O server, and integrated virtualization manager is given in References 1 and 2.
The System p5 platform also offers capacity on demand (CoD) capabilities. 3 CoD can be included in cluster takeover design and capacity, and it helps address the old complaint that IT availability is achieved by buying two of everything, with no easy way to utilize the excess capacity.
One of the characteristics of the System p5 platform is that there are generally several options to address any need, including HA clustering. Figure 2 shows how cluster configurations can be altered to address data availability requirements over various distances. It is also possible to mix configurations to create a multisite solution, for instance, combining MM with GM. Because of the parallel resources, a multisite solution increases availability beyond the combined availability of a one-site infrastructure.
LVM and GLVM are less expensive solutions, but they use some server CPU cycles because they are OS-level functions. With its different synchronization modes, DB2 HADR could be used for database mirroring in all cluster configurations.
Load balancing and cluster configuration options HA clustering does not completely eliminate outages, but instead reduces the impact of an outage. If the goal is near-continuous availability, consider load-balancing options if the costs of an outage justify the additional investment.
The IBM brand image hinges heavily on the performance and availability of its complex Web site. It is a three-site global server load-balancing implementation that eliminates traditional maintenance windows. All three sites are identical, active sites with POWER processor-based servers. This solution is ideal for Web applications with minimal back-end data synchronization or stateless applications that do not require any back-end data synchronization. Figure 3 shows another load-balancing solution implemented using the container architecture, in which a container is an implementation of a particular function. The interfaces to container 1 and container 2 are identical, as are the functions for the two containers, but the implementation of each container could be in different physical configurations. The front end requires a hardware or software workload dispatcher, while data synchronization is accomplished through IBM MQSeries* middleware. Because the client sessions are not sticky state (stateless), container load balancing is possible for both inbound and outbound traffic. This solution could be implemented in the same server, within the same data center, or among multiple data centers (two or more sites) at various distances. The benefits of this solution include increased availability with additional redundancy, easier introduction of new technologies and applications, less-risky platform migrations, easy performance testing, and DR capability.
Having briefly surveyed various server clustering products, data mirroring options, and load-balancing solutions, we turn to considering some sample cluster implementations drawn from real-life client case studies. Any option that is chosen must take into consideration the availability goals of the business, the IT budget, and the applications. options that can be used effectively in servers with logical partitions (LPARs). Indeed, the recommended practice is to deploy different cluster types based on specific processing needs. The integration of HA clustering with virtualization (particularly dynamic resource management) allows the achievement of HA while efficiently utilizing server resources.
WHY IS IMPROVING IT AVAILABILITY DIFFICULT?
Protecting the business from unplanned outages is only part of the CA equation. Even if hardware and software never failed, the changes in an IT environment would still need to be managed. Change is driven by many causes, including business growth, evolving requirements, and software and hardware life cycles. The infrastructure must be able to tolerate changes without disruption to the users.
A proactive maintenance strategy is an obvious way to manage planned change and reduce the risk of outages due to defects for which fixes are already available. Change is constant, and clients who achieve very high levels of IT availability have designed infrastructures, supported by effective management practices, that can tolerate change.
Options exist today to manage service availability during planned maintenance actions, including concurrent maintenance features, rolling upgrades enabled by clustering, and application load balancing. Yet many clients are still unable to consistently make changes nondisruptively, so they hesitate to make changes, even when they are urgently needed.
In order to save money, many clients consolidate workloads onto a few large servers. If a planned or unplanned outage occurs on a consolidated server, Shared security authorization services
Figure 3
Logical design of a container load-balancing solution significant production workload must be relocated in a short period. This is complicated by different business units being hosted on the same server, leading to scheduling conflicts that often cause maintenance to be deferred to a planned maintenance window.
Sufficient capacity on the takeover server (HA clustering) or on redundant servers (load balancing) is required to support the resource needs of the additional workloads that are relocated from other servers. Often, to reduce costs, this capacity is undersized, resulting in longer recovery times, failed cluster takeovers, and degraded performance.
With hot-standby clusters, the secondary node is often undersized to reduce unused capacity. The workload runs on the secondary node while the primary node is being restored, at which time the workload is moved back to the primary node. Recovery requires two takeovers (failover and failback) to return to the initial state. A mutual takeover cluster model removes the primary versus secondary role (either node can fully support the workloads running on both), eliminating the second takeover and reducing the service impact.
Effective HA clustering requires careful planning, design, and ongoing monitoring and maintenance after deployment. Too often, clients install their HA software, do some basic design and configuration, and expect the solution to take care of itself. Cluster testing is often overlooked, which leads to takeover problems that are not discovered until an outage occurs. Applications managed by HA clusters must be cluster-aware, that is, able to be shut down, restarted, and recovered programmatically.
The use of HA solutions should be second nature to the IT operations staff so that when an unplanned outage occurs, the time to recover service to the business is well known. The same is true for planned outages; migrating workload to another system should be a documented, tested procedure so that the decision to act can be made confidently and based on business needs.
POWER SYSTEMS PLATFORM RESHAPES THE AVAILABILITY LANDSCAPE
Any HA solution that mitigates the impact of unplanned outages by shutting down resources on the failing node and restarting them on the backup node typically demonstrates an observable service interruption. Still, this approach is typically faster than manually recovering the failed component. Many clients have also adopted HA clustering as a planned maintenance tool, yet they find that the small service interruptions caused by the takeover process are still too disruptive. These clients would undoubtedly welcome a solution that would allow them to perform maintenance actions nondisruptively.
The new features described below advance the capability of the Power Systems platform to help eliminate outages for planned maintenance or administrative changes. The philosophy behind these features represents a fundamental shift in thinking toward availability. When an operation can be performed dynamically, with no service interruption, it becomes possible to take proactive actions to avoid problems as soon as the need is identified.
Live partition mobility
Live partition mobility (LPM) is the ability to logically move an active partition between Power Systems servers. This technology builds upon the virtualization capability of the IBM POWER Hypervisor* 17 and allows movement of both AIX-and Linux-based workloads. Mobile partitions provide additional capability for workload capacity and energy management in the IT infrastructure.
Virtual partition memory, the processor compatibility register, and processor time-base adjustment facilities are the key POWER6 processor enhancements that make LPM possible. 18 These technologies are necessary to ensure that the OS and applications are able to function seamlessly after a live migration to a different managed system.
When migrating the processor and memory states of active partitions between different physical systems, two key challenges are ensuring that there is adequate capacity (so that the partition definition can run on the target system) and limiting the time required to move processing from the source to the target system (so that no outage is perceived by the user).
19
LPM works by virtualizing all storage and network resources through a virtual I/O (VIO) server so that they are accessible on the source and target Power Systems servers. When a migration is requested, the hardware management console (HMC) validates that the target system is capable and the LPAR is in a proper state for migration. It then creates an identical partition definition on the target system and copies the current memory state to the target partition. As copied memory pages are again changed on the source, they are tracked to be resent, and once the memory state is copied and the system has determined it is ready to perform the switch, processing is stopped and the processing state copied and started on the target system. Remaining dirty memory pages are resent and destination faults on empty pages are given copy priority. Once the remaining memory pages are sent to the target, the migration is complete. 20 The only potential interruption is during the processing steps of the migration: stop, copy state, and start. This interval should be short enough to be observable, at most, as a slight pause during runtime. This slight pause does not impact the running partition.
There are several planning requirements to enabling LPM: 20 Systems must be managed by the same HMC Adequate resources must exist on the target managed system All storage is virtualized on an external storage area network (SAN) No physical adapters can be used by the mobile partition All network and disk access must be virtualized through VIO servers Each Shared Ethernet Adapter (SEA) on both VIO servers is configured to bridge to the same Ethernet network
Given the virtualized storage requirement, it is not surprising that the mobile partition cannot own any physical adapters, as they would not be available on the target system. Tape and optical drives may also be virtualized through VIO servers; however, if physical tape or optical drives are required for backup operations, the I/O controllers may be added to the partition and removed prior to migration using dynamic LPARs. Inactive migrations (or nonlive partition migrations) may be performed on partitions that own physical I/O. The hardware must then be verified or removed from the partition profile prior to partition activation on the target managed system. 20 The VIO server virtualizes both disk and network resources for use by LPARs and allows an identical configuration to be created on the target managed system during a partition migration. In addition to the general storage virtualization requirements, the root file system (rootvg) must also be accessed through the VIO server storage that resides on the SAN.
The new integrated virtual Ethernet adapter (i.e., the host Ethernet adapter) is a physical Ethernet port on the managed system that can be virtualized up to 32 partitions. These ports, while virtualized, are considered to be physical I/O and cannot be assigned to mobile partitions.
Partition mobility depends on the storage subsystem being accessible from both the source and target systems. These considerations are outside the scope of this paper; however, it is extremely important that care and planning must be applied to the design of the storage infrastructure to protect against service outages.
Reference 21 provides additional details on deploying a resilient VIO server configuration that utilizes SEA takeover, link aggregation, mutipathing I/O, and dual VIO servers. 22 It is the point of control for initiating manual WPAR mobility operations and for setting up automated WPAR mobility. Based on predefined policies, a WPAR group can be defined that will relocate WPARs across multiple servers to meet peak demands and then return to the original configuration when the peak subsides. This is useful for managing daily workload peaks or end-of-month processing needs.
Live application mobility
LAM works by checkpointing the application and restarting it on another LPAR running AIX. This is coordinated by the WPM or by running commands directly on the source and target global environment AIX instances. Since the WPM has a cross-system view, it can provide performance details on all active WPARs. Checkpoint and restart are the key operations for LPM and can be used to balance workload by initiating a checkpoint and kill operation followed by a restart operation at a later time.
Complementary technologies for workload relocation Clients will often shut down a workload during a maintenance window rather than use a workload relocation mechanism because they lack automation or because of application characteristics. As availability requirements continue to rise, this practice is becoming inadequate. Without the ability to relocate workloads during a planned outage, clients often choose to delay or even skip software maintenance. This practice exposes them to unplanned outages due to missing service updates. LPM and LAM both provide dynamic workload relocation capability to help alleviate this problem.
In a typical HA cluster solution, workload relocation requires that resources, such as the application, IP service address, storage, and file systems, be shut down on one cluster node and then reactivated on an alternate node. The steps to accomplish this are automated through the clustering framework once a resource group takeover is initiated. The end-to-end process can take several minutes or longer, depending on the amount of disk storage, the number of file systems involved, and the length of time it takes for the applications to be stopped and started. User impact during the cluster takeover may be significant. A switchover of less than two minutes is not realistic in most production environments.
In Figure 4 , the lower portion of the bar representing the HA cluster takeover illustrates that it actually provides fast recovery. The application must be stopped, file systems unmounted, volume groups varied off (taken offline), and finally the service IP address (used for cluster communications) is taken down. The takeover is then performed, and these steps must be taken in reverse to return the application to a usable state. Until the application has completely started and is accepting connections, the end user is without service. Start-to-finish takeover times vary widely based on application stop and restart characteristics and are typically measured in minutes.
Both LPM and LAM have a much smaller impact on the end user; depending on the workload, the interruption may be imperceptible. In the LPM bar, the only time the application is not running is between the stop and start processing states when the partition is being moved to the target managed system. Similarly, the pause in runtime shown in the LAM bar is only during the state migration of the WPAR. In contrast to HA cluster takeover times, LPM or LAM pauses typically take only a few seconds.
For LPM, the stop and start processing time is very short as the partition is migrated between managed systems, but the complete time to migrate the partition will depend on the workload and how long it takes to copy the memory to the target system. System and network capacity will affect these times.
Unlike traditional HA clustering, it is not necessary to keep cluster nodes synchronized for planned maintenance tasks when LPM or LAM is used, but the consideration applies for unplanned outages. If the VIO server on the source is modified, similar modifications must be made on the target server.
LPM and LAM are highly beneficial for planned maintenance and workload balancing, but they will not protect against unplanned outages. Both mobility features require the source and destination systems to be operational. A situation in which the source fails unexpectedly (e.g., an application termination or an LPAR or system crash) requires the quick failure detection and automated resource relocation provided by HA clustering software, such as HACMP.
HACMP 5.4 leverages WPAR features in order to realize the benefits that WPARs provide for application isolation. HACMP runs in the global environment and manages the application execution in a defined and active WPAR, but it does not manage the WPAR itself. HACMP has created a new resource group attribute, a WPAR-enabled resource group that is configured to run in a specific WPAR, one that supports only the IP service address, file system, and application-type resources.
The key value of LPM and LAM is to increase uptime. The capability to move workloads dynamically around the data center makes it possible to perform firmware maintenance, environmental maintenance (power or cooling), and other tasks nondisruptively. Many clients have processes and plans in place to deal with component failures and DR, but are still using planned outages to perform tasks that can now be handled dynamically.
Deciding between LPM and LAM LPM and LAM are similar because both can move workloads from one managed system to another quickly enough that the movement is transparent to the user. However, they have different requirements, and it is important to understand which technology will best meet business needs. As with many virtualization technologies, performance implications should be considered.
File system performance is one such consideration. LPM-enabled partitions must use virtualized storage on a VIO server which, depending on the VIO server configuration, could reduce system performance for I/O-intensive applications. WPARs must use Network File System (NFS) to access application data and perform checkpoints, which will be limited to the performance of the NFS server and TCP/IP network.
While WPARs may offer better CPU and memory utilization (because they allow management of multiple workloads to meet the capacity of the LPAR), this also means a possibility of resource contention. Mobile LPARs are normal partitions; they have dedicated resources and are not susceptible to resource contention. By using dynamic LPARs to adjust CPU and memory capacity to match the workload, high utilization can also be achieved.
Because all WPARs share the global environment, they must all share the same fixes, and an OS fault would cause all WPARs to fail. Because of the limited isolation of a WPAR, it is possible that one WPAR may impact another. LPARs offer greater fault isolation than WPARs.
WPARs would be suitable for tier 1 (Web server) of a multitier architecture. Where data may be accessed in a read-only fashion and application scalability is an important factor in responding to dynamic workloads, WPARs would also be a good fit. Mobile LPARs may be the better choice when dedicated capacity is required for an application, such as a database.
LPM is a POWER6 processor feature, while LAM is an AIX 6 feature. If the application to be moved runs on Linux but not AIX, then LPM would be used.
Additional enhanced availability features
While this paper focuses on new workload relocation capabilities, the AIX 6 OS and POWER6 processor-based servers include numerous additional features and enhancements that can improve IT service availability.
Concurrent firmware maintenance
Concurrent firmware maintenance (CFM) was introduced in firmware level 2.3.0 for the System p5 platform and is also available for the release of the new POWER6 processor-based Power Systems platform. CFM requires that the platform be managed by an HMC. CFM generally eliminates the need for a system reboot when applying an update within a release level. In many cases, all of the fixes provided in a service pack can be activated concurrently, allowing the client to apply the fixes without disrupting the managed system. There are a small number of fixes that cannot be activated concurrently. The client usually still has the option to apply the concurrent portions of these fix packs and delay the remainder until a system reboot can be scheduled.
When upgrading the firmware on the managed system to a new release level, a system reboot is still required. Because of this, some clients choose to remain on a release of firmware past the end-ofsupport date to avoid a reboot. Beginning with POWER6 processor-based systems, firmware releases will be supported for two years to help ensure that most clients are able to run for at least one year on a supported firmware release. It is strongly recommended to maintain currency and upgrade firmware levels once a year as available.
Service processor takeover
Service processor takeover helps reduce outages due to a failure of the service processor hardware or other hardware failures that could cause a system outage. A common misconception is that the redundant service processor provides the mechanism to eliminate outages due to firmware maintenance. In fact, the redundant service processor provides the ability to handle certain error conditions and keep them from impacting the managed system by failing over to the other service processor.
On the Power Systems platform, the dual service processor capability is being installed by default on all Model 570 8-, 12-, and 16-way systems. This feature was previously available only on Model 590/ 595 and select 570 models.
AIX concurrent kernel updates AIX 6 includes the capability to apply some kernel updates without requiring a reboot. 23 This helps reduce the number of planned outages required to maintain currency of the AIX system. It also helps reduce the number of unplanned outages by allowing the more efficient application of available fixes.
POWER6 processor instruction retry
This feature can shield a running application from a transient processor fault by retrying the instruction on the same processor. A solid processor fault causes the alternate processor recovery capability to be invoked in order to deallocate the failing processor and locate the instruction stream on a new processor core. The new processor can be acquired through CoD or, if available, an unused spare processor. If neither of these options is available, then the new partition availability priority capability will be used to attempt to terminate lower-priority partitions in order to acquire a spare processor. The priority is set by the system administrator so that lower-tier applications or development workloads can be impacted in order to protect higher-priority applications. 24 
RAS features
The reliability, availability, serviceability (RAS) capabilities of the POWER platform are extensive and have been greatly improved for the POWER6 processor release. These capabilities have been thoroughly documented elsewhere; the following list provides a few highlights.
The HMC version 7 offers the capability of remote management through a Web browser, enhancing the serviceability and manageability. 25 Additional enhancements to the HMC and service processor will enable greater reliability and serviceability. 26 Concurrent maintenance has been further extended to include additional devices such as GX Adapters. 26 
CONCLUSION
Today's System p5 servers can deliver very high IT availability when properly configured, deployed, and maintained. However, client IT organizations increasingly struggle to meet their users' growing availability requirements while dealing with IT budget constraints, constantly evolving infrastructures, and decreasing time available for critical maintenance activities.
The new Power Systems platform addresses this situation because it provides the following:
New workload mobility features-LPM and WPAR-based LAM-that enable administrators to nondisruptively move workloads between managed systems, creating new opportunities to maximize IT availability while facilitating the dynamic management of maintenance and other changes Significant enhancements in hardware and software RAS Greater performance with equivalent energy consumption compared with the previous-generation System p platform As with any new or improved technology, clients must analyze the benefits, understand the costs, and learn how to use the new capabilities effectively. Once this is done, clients should realize increased availability and greater flexibility to perform maintenance tasks whenever necessary.
When POWER6 and AIX 6 workload mobility features and RAS enhancements are combined with existing availability technologies-including HA clustering software, middleware availability capabilities, and host-and storage-based data mirroring and replication-extremely high levels of IT service availability can be efficiently achieved. 
