Abstract. A continuous quadratic form on a real Banach space X is called decomposable if it is the difference of two nonnegative (i.e., positively semidefinite) continuous quadratic forms. We prove that if X belongs to a certain class of superreflexive Banach spaces, including all Lp(µ) spaces with 2 ≤ p < ∞, then each continuous quadratic form on X is decomposable. On the other hand, on each infinite-dimensional L1(µ) space there exists a continuous quadratic form q that is not delta-convex (i.e., q is not representable as difference of two continuous convex functions); in particular, q is not decomposable. Related results concerning delta-convexity are proved and some open problems are stated.
Introduction
Let X be a real Banach space. Recall that q : X → R is a continuous quadratic form (more precise would be "continuous purely quadratic form") iff there exists a continuous symmetric bilinear form b : X × X → R such that q(x) = b(x, x) for all x ∈ X. We say that such q is decomposable if it can be written as a difference of two nonnegative (i.e. positively semidefinite) continuous quadratic forms on X. Note that decomposability of q is obviously equivalent to existence of a continuous quadratic form p such that p ≥ 0 and p ≥ q.
We are interested in the following isomorphic property of X:
(D) each continuous quadratic form on X is decomposable.
Since each continuous bilinear form on X is of the form b(x, y) = T x, y where T : X → X * is a bounded linear operator, a careful look at classical results on self-adjoint operators on Hilbert spaces gives that every real Hilbert space satisfies (D). We are not going to dwell upon this method since the hilbertian case immediately follows from our results (proved in a completely different way).
In this paper, we present two results. The first one (Theorem 2.1) states that every Banach space with the Radon-Nikodým property and admitting an equivalent second order differentiable norm has the property (D). By known results, such spaces are superreflexive and include all L p (µ) spaces with 2 ≤ p < ∞. As a source of nonnegative continuous quadratic forms, we use second order differentials of convex functions, in the sense of Borwein and Noll [1] , defined in Section 1. An important ingredient of our proof is Stegall's variational principle.
Our second result (cf. Section 3) is an example of a continuous quadratic form on ℓ 1 , which is not delta-convex. (Recall that a function is called delta-convex if it is the difference of two continuous convex functions.) Hence this quadratic form is not decomposable. It follows that the infinite-dimensional L 1 (µ) spaces lack the property (D).
In Section 4, we discuss relationships between the property (D) and deltaconvexity of continuous quadratic forms or C 1,1 functions. For instance, it follows that delta-convexity of all continuous quadratic forms does not imply deltaconvexity of all C 1,1 functions, in contrast with the vector-valued case. We also solve a problem from [12] by proving existence of a function f whose compositions with all "delta-convex curves" (in the sense of [12] ) are delta-convex while f is not locally delta-convex. These two counterexamples use a result by M. Zelený [13] . Some open problems are stated, too.
Preliminaries
In the present paper, we consider only real Banach spaces. If X is a Banach space, then B X and S X denote the corresponding closed unit ball and unit sphere, and X * is the dual space of X. Let us recall the notion of second order differentiability of convex functions. The terminology is taken from [1] . Definition 1.1. Let f be a continuous convex function on a Banach space X. We say that f is second order differentiable (s.o.d., for short) at a point x 0 ∈ X if there exist x * 0 ∈ X * and a continuous quadratic form q on X such that, for each v ∈ X,
To give an idea about the strength of this notion, we state the following proposition. 
, where b is the continuous symmetric bilinear form that generates q. Thus the function f = q satisfies (1).
We conclude this section with the following simple observation whose elementary proof is left to the reader. 
A positive result
Recall that a function on a Banach space X is called delta-convex if it is the difference of two continuous convex functions. It is easy to see that a quadratic form on a vector space is convex if and only if it is nonnegative. Thus every decomposable quadratic form is delta-convex.
A norm · on X is called an s.o.d. norm if it is s.o.d. at each nonzero point of X. By Proposition 1.2, this happens if and only if the norm is Fréchet (equivalently, Gâteaux) smooth and the corresponding duality mapping 0 = x → x * x , where x * x ∈ S X * is such that x * x (x) = x , is w * -Gâteaux differentiable at each nonzero point. The following theorem is the main result of this section. Before proving the above theorem, let us state a proposition which makes more clear the strength of the assumptions in Theorem 2.1 (and it will be used also in the proof of the last part of the statement). It follows, for instance, that any Banach space satisfying these assumptions is superreflexive. (Definitions of the moduli of convexity and smoothness can be found, for instance, in [9] Proof. If the norm of X is s.o.d., then this norm is Lipschitz-smooth at each point of S X by Remark 1.2(a). This implies (by Lemma 2.4 in [6] ) that the gradient of the norm is pointwise Lipschitz at each point of S X . By Corollary III.2 in [2] , if X has also the RNP, then it admits an equivalent norm with modulus of smoothness of power type 2. Thus (i) implies (ii). Equivalence of (ii) and (iii) is well known (cf. [9] , p. 63).
If the modulus of smoothness of X is of power type 2, then the (Fréchet) gradient of the norm of X is Lipschitz on S X ( [14] ). Thus, by Theorem 3.1 in [6] , if a separable Banach space X satisfies (ii) then it satisfies (i) as well.
Proof of Theorem 2.1. Let · be an s.o.d. norm on X and q : X → R be a continuous quadratic form. By Stegall's variational principle [11] (see also Theorem 5.15 in [10] ), there exists u * 0 ∈ B X * such that the function q + u * 0 attains its minimum over B X at some point x 0 ∈ B X . If x 0 < 1 then q ≥ 0 by Observation 1. 4 .
for each x ∈ X. Observe that the convex function · + u * 0 is nonnegative since u * 0 ≤ 1. It is easy to see that the functions
are continuous, convex and s.o.d. at x 0 . Let p f and p g be the (nonnegative!) quadratic forms from the definition of second order differentiability of f and g at x 0 . Define
and observe that we have
By Observation 1.4, the quadratic form Q = q + p f − p g is nonnegative. Thus
is the difference of two nonnegative quadratic forms.
It remains to prove the last part of the statement. Since X * admits an equivalent norm with modulus of convexity of power type 2 (Proposition 2.2), each continuous quadratic form on X * is delta-convex by [4] .
It is well-known (cf. [3] , Thm. V.1.1 and Corollary V.1.2) that that the canonical norm on L p (µ) :
• is C 2 (and hence s.o.d.) whenever 2 ≤ p < ∞; • has modulus of convexity of power type 2 whenever 1 < p ≤ 2.
This implies the following two corollaries.
A quadratic form which is not delta-convex
The present section is entirely dedicated to the construction of the following counterexample. By ℓ 1 (d) we mean R d equipped with the 1-norm · 1 .
Theorem 3.1. There exists a continuous quadratic form q on ℓ 1 such that q is not delta-convex. In particular, q is not decomposable.
The proof will be done in several steps.
Quadratic forms Q n
For each integer n ≥ 0, let E n be the 2 n × 2 n matrix whose all entries are equal to 1. Let A n be the symmetric 2 n × 2 n matrix defined inductively by:
The matrix A n generates a (continuous) quadratic form Q n on ℓ 1 (2 n ), given by Q n (x) = A n x, x . Observe that the entries of A n assume only the values ±3 or −1.
The following lemma can be easily proved by induction.
Lemma 3.2. The sum of the entries of A n equals (−1) n+1 4 n .
3.2. Construction of a tree for Q n Let S be the set of all finite sequences with values in {0, 1}, including the empty sequence ø. Given s = (s 1 , . . . , s n ) in S and a number σ ∈ {0, 1}, we define |s| = n (the length of s), |ø| = 0; s σ = (s 1 , . . . , s n , σ) ∈ S (thus |s σ| = |s| + 1).
From now on, let an integer n ≥ 0 be fixed.
For each s ∈ S with |s| ≤ n, let us define an interval J s of integers contained in [1, 2 n ], with card(J s ) = 2 n−|s| , as follows:
n−|s| } then:
n−|s|−1 + 1, . . . , a + 2 n−|s| } (the "right half" of J s ).
For example, if n = 2 then:
For s ∈ S, |s| ≤ n, define x s ∈ ℓ 1 (2 n ) by
where e j denotes the j-th vector of the canonical basis of ℓ 1 (2 n ). It is easy to see that:
x s − x r 1 = 2 whenever |s| = |r|, s = r.
3.3.
The values of Q n on the tree Let A n = (a ij ) 1≤i,j≤2 n . By the construction of A n , the matrix (a ij ) i,j∈Jø is just A n ; the two matrices (a ij ) i,j∈J0 and (a ij ) i,j∈J1 have the same entries as A n−1 ; and so on. Thus the following property holds. Lemma 3.3. For any s ∈ S with |s| ≤ n, the matrix (a ij ) i,j∈Js has the same entries as the matrix A n−|s| . Lemma 3.4. |Q n (x s )| = 1 whenever |s| ≤ n. Moreover, Q n (x s σ ) = −Q n (x s ) whenever σ ∈ {0, 1} and |s| < n.
|s|−n i,j∈Js a ij . Hence, by Lemma 3.3 and Lemma 3.2, Q n (x s ) = 4 |s|−n × the sum of the entries of A n−|s| = (−1) n+1−|s| which easily implies the assertion.
A property of Q n 's control functions
Observe that a continuous function F (on a normed linear space) is delta-convex if and only if there exists a (necessarily convex) continuous function f such that the functions ±F + f are convex. Such a function f is called a control function for F .
Lemma 3.5. Let f be a nonnegative control function for Q n on ℓ 1 (2 n ). Then
where B denotes the closed unit ball of ℓ 1 (2 n ).
We shall be done if we prove that M n ≥ 2n. Since the functions ±Q n + f are convex, we have (i) q is delta-convex on X with a nonnegative control function which is bounded on B X ; (ii) q is delta-convex on X; (iii) q is locally delta-convex on X; (iv) q is delta-convex on a nonempty open convex set; (v) q is delta-convex on a neighborhood of 0.
Proof. The implications (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) are obvious. The implication (iv) ⇒ (v) follows easily from the identity
where b is the continuous symmetric bilinear form such that q(x) = b(x, x).
Let q be delta-convex on a convex neighborhood U of the origin with a control function f . Fix δ > 0 such that δB X ⊂ U and f is bounded on δB X . Then, for each r > 0, q(x) = r 2 δ 2 q δ r x is delta-convex on rB X with the bounded control function r 2 δ 2 f δ r x . Hence, for each bounded closed convex set C ⊂ X, q is controlled on C by a bounded continuous convex function (defined on C). By Theorem 16 in [7] , q is delta-convex on X. By a homogeneity argument as above, there exists a control function for q on X, which is bounded on B X . This control function can be easily made nonnegative on X by adding an appropriate continuous affine function.
Proof of Theorem 3.1. Identify ℓ 1 with the direct sum
and, for x = (x n ) ∈ X, put
where a n ij (1 ≤ i, j ≤ 2 n ) are the entries of the matrix A n , which we know to assume only the values ±3 or −1. This implies that q is well defined and |q(x)| ≤ 3 x 2 X for all x ∈ X; consequently, q is a continuous quadratic form on X.
Suppose q is delta-convex. By Proposition 3.6, q admits a nonnegative control function f which is bounded on B X . Considering each X n := ℓ 1 (2 n ) canonically embedded in X, we have that the restriction f |Xn is a nonnegative control function for q |Xn = Q n . Then Lemma 3.5 implies ∞ > sup f (B X ) ≥ max f (B Xn ) ≥ 2n for each n, a contradiction.
Related results and Open problems
Recall that in Introduction we have defined the property (D) of a Banach space X.
(D) Each continuous quadratic form on X is decomposable.
Let us consider the following two additional related properties. Recall that a function (or mapping) f is C 1,1 if the Fréchet derivative f ′ (x) exits for each x and the mapping f ′ is Lipschitz.
(dc) Each continuous quadratic form on X is delta-convex.
It is easy to see that each continuous quadratic form is C 1,1 (cf. [4] , Observation 10). Thus we always have the implications
By an L p (µ) space we mean L p (Ω, Σ, µ) where (Ω, Σ, µ) is a positive measure space. For such spaces, we have the following theorem which summarizes results of [4] , [13] and of the present paper. Proof. Since each infinite-dimensional L 1 (µ) space contains a (norm-one) complemented (isometric) copy of ℓ 1 , the composition of the corresponding continuous linear projection with the quadratic form q from Theorem 3.1 gives a continuous quadratic form on L 1 (µ), which is not delta-convex. Thus L 1 (µ) has none of the properties (D), (dc), (Cdc). Now, (b) follows from Corollary 2.4. Moreover, the first part of (a) is exactly what Corollary 2.3 says.
If 1 < p ≤ 2, then the standard norm on L p (µ) has modulus of convexity of power type 2 (cf. [3] , Corollary V.1.2). By Theorem 11 in [4] , each such space satisfies (Cdc).
It remains to show that infinite-dimensional L p (µ) spaces with 2 < p < ∞ fail (Cdc). For such p, M. Zelený [13] constructed a C 1,1 function f : ℓ p → R which is not delta-convex. The rest follows, analogously to the case of p = 1, from the fact that every infinite-dimensional L p (µ) contains a complemented copy of ℓ p . • nonseparable Hilbert spaces (cf. [1] , pp. 50-51);
• infinite-dimensional L p (µ) spaces with 1 < p < 2 (their canonical norm has no points of Lipschitz smoothness; use Proposition 1.2(a)); • non-Asplund spaces, in particular all infinite-dimensional L 1 (µ) spaces (they admit nowhere Fréchet differentiable renormings by [8] ; use Proposition 1.2(a)).
There is another corollary to the above results. It is connected with Problem 6 in [12] . In that paper, delta-convex mappings between Banach spaces (a generalization of delta-convex functions) were defined and widely studied. We do not state the definition here; it can be found also in [4] together with a survey of principal results. We confine ourselves to stating an equivalent definition (cf. [12] , Theorem 2.3) of a delta-convex mapping of one real variable. Proof. The case p = 1. By Theorem 4.1(b), there exists a continuous quadratic form q on X such that q is not delta-convex. By Proposition 3.6, q is delta-convex on no neighborhood of 0. By Proposition 14 in [4] , q • ϕ is delta-convex for each delta-convex "curve" ϕ. Thus we can put f = q.
The case 2 < p < ∞ follows in a similar way using [13] instead of Theorem 4.1. Indeed, by [13] , there exists a C 1,1 function g : ℓ p → R that is not delta-convex. A careful look at the proof in [13] shows that the function constructed therein is d.c. on no neighborhood of 0. Consider ℓ p as a complemented subspace of X = L p (µ) and extend g to a C 1,1 function on the whole X by f = g • P where P is a bounded linear projection of X onto ℓ p . Then f has the desired property by [4] , Proposition 14, again.
It is natural to ask the following Open problem 4.7. Does there exist a function f as in Example 4.6 for each at least two-dimensional Banach space X? Or, at least, for each infinite-dimensional Banach space X?
We conclude with an open problem concerning c 0 .
Open problem 4.8. Which of the properties (D), (dc), (Cdc) are satisfied by the sequence space c 0 ?
