Abstract -Crescent requirements on the network management area, droved by the successive increase on networks size, internetworking complexity and time-constraint services deployment, impose the omnipresence of technicians and tools. The universality of the interfaces, both for the manager and for the agent sides, is essential to support these requirements. This paper presents a middleware architecture for the development of agents that can be transparently mapped into different management protocol stacks.
I. INTRODUCTION
Automation and reactivity are, unfortunately, uncommon characteristics in current network management systems. This kind of actions is typically restricted to minor issues such as notification delivering triggered by some predefined conditions. As a result, the O&M staff must be permanently available to consult and to configure network infrastructure parameters whenever necessary.
While this circumstance do not affect too much most of the nowadays small and mid-size LANs due to typically overdimensioning strategies, network management will become increasingly complex as massive quantities of very diverse elements, ranging from resource-limited devices (palmtops, mobile phones, etc.) to large-scale distributed applications, become widespread across different domains in the Internet. This can be quite far from basic Internet management, guided by the simplicity and minimalism that originated the very successful SNMP framework. Despite its on-going evolutions (the most recent being the SNMPv3), it still lacks scalability due to the inherent broad range of management information and to polling based operations.
The traditional dependency on the central workstation has been the main obstacle to ubiquitous management, i.e. the possibility to control the network at anytime and from anywhere. In fact, it is not easy to have an updated view of the network state if the user is somehow apart from the management station. Several systems can already provide some sort of notifications namely through mail or phone messages. However, the type of information provided by these systems is very restricted and they lack the ability to control remotely the network. Ideally, it should be possible to consult network parameters with a common Web browser or with a cellular phone. At the limit, we can even build the management interface on any phone using DTMF for signalling or, using a newer technology, a VXML-based voice synthesis/recognition to interact with the management system. This paper describes the development, implementation and practical evaluation of a middleware solution for the development of multi-protocol management agents. It was validated by an application scenario that follows the IETF Distributed Management (DISMAN) model [1] , namely the Schedule [2] , the Event [3] , and the Expression MIBs [4] .
II. AN ARCHITECTURE FOR MULTI-PROTOCOL MANAGEMENT
Management agents, namely SNMP agents, have the role of collecting and updating network systems' parameters by responding to user commands. This makes the agent to have two parts: a) the manager side, which relies on a engine to retrieve and update the management information through the SNMP -basically it supports the manager-agent interaction -and b) the system side where management information mirror the system configuration and working flow data.
The dependency on the SNMP model makes the user to rely on a single access method usually through a single location and application. Sometimes, it is necessary to issue commands to the agent from different locations, where the main management application is not available. This requires using different protocol engines, such as HTTP, CORBA or RMI and, consequently, different agents or proxies (Fig. 1) . Multi-protocol management may follow two different scenarios. In the first one, the manager must deal with multiple types of agents and, consequently, must rely on proxies with the appropriate protocols and access methods. The second is to consider that the agent can "talk" using different protocols allowing it to be managed by different kinds of terminals.
The protocol engine is usually built around corresponding protocol stacks or APIs. However, it is programmed by invoking functions on these APIs and, as a result, it becomes very dependent on them. Thus, changing the protocol engine usually requires changing the agent code and recompiling it to build a specific agent with a specific Protocol Engine.
This replication of development tools can be avoided if a unified toolkit is provided. By using a single API the programmer will be able to construct an http, snmp or even a more complex and powerful agent that supports several control protocols. To achieve this scenario we have created a middle layer with the responsibility of adapting the protocol and message structure to a common format and interfacing it with the Management Information (Fig. 2) . The proposed model separates the SNMP agents in two layers (Message Adapter and Management Information) in order to allow different protocols and information structures.
The Management Information module contains the instrumentation part of the agent, which follows the SMI description of required MIBs. This information store defines how protocol commands are mapped to platform operations, by modifying or retrieving MIB parameters.
The Message Adapter consists of an adaptation layer that allows using different protocol stacks to access the same instrumentation information. To achieve this, the Message Adapter registers itself as a "protocol listener" in each communication module (HTTP engine, SNMP stack or AgentX [5] ).
Finally, Protocol Modules are created according to user requirements. For example, an agent using exclusively SNMP will only need the SNMP stack (this is the normal SNMP agent). Other agents may require other protocols, such as HTTP, SSL, RMI, CORBA and so on.
The Message Adapter is responsible for loading and installing the appropriate Protocol Engine independently of the underlying MIBs thus simplifying the development process. Instead of adapting the Management Information to specific protocol APIs, the programmer associates it with a generic adapter to achieve message independence and then use any protocol to communicate.
Providing agents with multi-protocol ability implies larger agents. However, this overload can be acceptable, even desired, when we want to explore better and more complex agents, maybe also equipped with manager capabilities, and when the universality of access interface is very important.
A. AgentAPI
The implementation and maintenance of Management Information can raise several problems such as data persistency, management tasks definition and SNMP agent configuration. In order to separate instrumentation procedures (MIB side) from agent services facilities (protocol side) we have build a package which we call AgentAPI and which helps in the implementation of multi-protocol management agents.
The AgentAPI uses internally a binary tree structure to store references to SNMP managed objects according to the OID based ordering scheme. This structure has higher efficiency for "walk" operations than arrays or hash tables.
Managed objects may be specializations of three kinds of classes: simple objects, node objects or SNMP tables (Fig. 3) . Every object inherits the SNMP related set of operations from AgentObject and introduces a new set, therefore providing the specialization required by the MIB module. The user can gain access to management infrastructure from a diversity of terminals. For instance, using a common WAP phone it is possible to monitor systems and network states or remotely activate any management procedure.
The SNMP Engine provides SNMP services in the AgentAPI based agent. It was built upon SNMP stacks such as JoeSNMP [6] and AdventNet SNMP [7] . When an SNMP command is received, it is forwarded to the agent through the Message Adapter after being processed and normalized. The messages originating in the agent (such as notifications) go through the Message Adapter to the SNMP engine.
The AgentX Engine is used to associate AgentAPI based agents to existing Master Agents [5] . It is built around JAX, a Java AgentX Toolkit [8] .
Other engines, such as RMI-based or CORBA-based, may also be used to provide other kind of access to management agents without needing to change the source code or even to recompile it.
The HTTP Engine provides access through Web based interfaces, such as regular Web browsers or WAP terminals. Both systems use the same transfer protocol (HTTP) but rely on difference data formats: regular web browsers recognize HTML while WAP terminals accept WML. To deal with this it is necessary to transform the data to the format compatible with the terminal. This topic will be further explained in the next section.
III. THE HTTP ENGINE
This section presents the design and implementation of the HTTP engine integrated in the AgentAPI to provide access to management information through Web and WAP browsers. Eventually, it can also be used to provide access through other related technologies, such as VXML and DTFM with the appropriate data transformation. This process uses XML with XSL transformation to change the data format.
To be successful, we need to provide the base information in XML. In other words, it is necessary to describe the SMI management information in XML. This is then fed to the transformation module, which uses XSL to adapt the output interface to different kind of terminals.
We have built an XML Data Transform Module where the XML definition is complemented with a XSLT postprocessor that dynamically generates management views in a format that is the best suited for the client's interface (Fig.  4) .
The Data Transform Module feeds on two sources: SMI files for the agent MIB structure and the agent information for the values. This joined information is converted to XML by the XML Generator and is then forwarded to the XSLT Processor. XSL sheets provide the guidelines for transforming the common XML input to different output documents, such as HTML, WML or VXML. The result is then sent to the embedded HTTP server. The reason for having this module feeding on both SMI and agent values is that SMI, although defining managed objects, does not represent agent values, corresponding to those objects. For the current architecture we have included a special tag, <value>, so that the user can have access not only to the information structure but also to the attribute value. The XML generator builds a document based on SMI definition and augments the structure with the data from the local SNMP agent.
When the user accesses the HTTP engine, a login page shows up. This provides a minimum level of security through user authentication. After being successfully authenticated, the user can monitor and control (through HTML or WML pages) the state of the agent. We choose to use a pair <host/user> as the login name.
With this approach and with the aid of a Web browser or WAP device, the user can "navigate" over the agent's MIB. The output representation will be different according to the type of object:
• a node (XML <node> tag) is presented as a link to allow the user to select the next page.
• a scalar (XML <scalar> tag) is represented by its current value.
• a table (<table> tag) is represented in a tabular form. Moreover, depending on the access policy for SMI objects (<access> tag), the XSLT should only output a value for read-only objects and create forms for read-create and readwrite objects. The modification of selected parameters is performed by HTTP post operations and SNMP set commands.
Another aspect associated with the XSLT transformation output is that for a small screen terminal, such as cellular phones, the page should show only essential information, such as node label, OID and value, to save screen space. For conventional Web browsers, the screen is larger and permits more information to be displayed, such as SMI object descriptions and access privileges. The differentiation is achieved through the selection of the adequate XSL file.
A. Proxy agent
By replacing the Management Information module with an SNMP stack we have an SNMP proxy agent or, according to the supported communication adapters, a proxy-toanywhere system. For instance when using an HTTP engine with the XSLT processor we provide an HTTP to SNMP gateway.
The gateway provides a Web view to several SNMP agents. For the user, the main difference of this approach is on the access control interface. In the embedded model, the user authentication is granted through the simple login/password method. In this gateway model, several agents can be accessed through a single HTTP engine. Thus it is necessary to choose the target agent address and after that we can use the same XML code.
The presented architecture was implemented using the Java language with several public domain tools and utilities, namely the embeddable web server Jetty [9] , the XML parser Xerces [10] and the XSLT processor Xalan [11] .
IV. PRACTICAL SCENARIO Considering management distribution (or delegation, using a well-know terminology in the area [12] ), the IETF chartered the Distributed Management (DISMAN) working group [1] to define a set of standards that integrates distributing management functionality into the Internet management framework. Its basic concepts define a standalone manager that, by the way of pre-defined policy definitions, can record management information and respond to state changes even in the absence of user interaction. By definition, these elements do not need user interface. The user interface, as well as higher-level managers, communicates with these elements through SNMP whenever necessary. A pleasant side effect of this separation is that it allows sharing management functionality among different user interfaces thus providing better adjustment to user requisites and particular situations.
Management distribution allows reducing the processing load on traditional centralized management station (NMS) by delegating tasks upon several Distributed Managers (DM) or upon more powerful agents. A DM is an SNMP entity that receives requests from another manager and executes those requests by performing management operations on agents or other managers.
Since the management entities are split over the network, a hierarchy of several interacting "islands" is created, increasing the robustness and fault tolerance of the overall management system. Each DM may handle locally critical situations when the access to the central manager is not possible.
The DISMAN model implies that a minimum but essential set of management functions is incorporated in each DM [13] . Basically, the distributed manager must autonomously react to specific conditions that are obtained through the polling of other SNMP agents. Modifying network parameters or generating special notifications are two kinds of expected reactions. Each manager is build upon a selection from a set of services, which have been defined through specific MIB interfaces.
Our main goal for this work is the achievement of better mechanisms for handling the drawbacks of a centralized SNMP-based management [14] [15] . This approach must solve, on one side, the restricted access to network management console by diversifying the access along a multitude of terminals, namely handheld devices, and, on the other, the dependence of management operations (SNMP requests) on a central management system -through the adoption of distributed management mechanisms (Fig.5) .
The management agent is executed with specific system properties to load the appropriate Protocol Engines: The system property agentapi.engines specifies which Protocol Engines are to be loaded and associated with the agent. Multiple engines may be specified by separating them by commas.
The
property agentapi.engines.config.file identify the configuration file used by the engines.
Essential management operations are moved to the agent side through DISMAN modules. This allows sensing network working parameters and taking associated actions, as well as the possibility to initiate scheduled operations. The same information is also available through, for example, a regular Web browser.
To build several DISMAN MIBs and management tools we have use hardly the AgentAPI which proved to be a robust and a very helpful package. In March of 2002 the AgentAPI was made publicly available (http://nms.estig.ipb.pt) and since then it has capture the attention of a significant number of users in the Internet, from whom feedback and contributes have been used to improve the system. V. CONCLUSIONS Management paradigms are largely based on centralized solutions. This problem occurs, for instance, within the user interface that is typically too much dependent on a single technology. At the user interface level, distribution can be performed by providing access from anywhere, from anyplace, from any terminal. However, agents which can understand several protocols and speak multiple languages may be complex to develop which may increase the required budget. Specific middleware may help reducing both the complexity and cost by providing a protocol independent platform for agent development.
In this paper we have presented components for distributed and ubiquitous management. The first one was a middle layer, which we call Agent API, to simplify SNMP agents development burden and which can easily accommodate other access mechanisms such as RMI, CORBA or HTTP.
The API was extensively tested and used to validate several DISMAN tools to provide distributed management under the SNMP context.
