The existence of the second (according to the module) eigenvalue λ 2 of a completely continuous nonnegative operator A is proved under the conditions that A acts in the space L p (Ω) or C(Ω) and its exterior square A ∧ A is also nonnegative. For the case when the operators A and A ∧ A are indecomposable, the simplicity of the first and second eigenvalues is proved, and the interrelation between the indices of imprimitivity of A and A ∧ A is examined. For the case when A and A ∧ A are primitive, the difference (according to the module) of λ 1 and λ 2 from each other and from other eigenvalues is proved.
Introduction
In the monograph [3] the following statement was proved: if the matrix A of a linear operator A in the space R n is primitive along with its associated A ( j) (1 < j ≤ k) up to the order k, then the operator A has k positive simple eigenvalues 0 < λ k < ··· < λ 2 < λ 1 , with a positive eigenvector e 1 corresponding to the maximal eigenvalue λ 1 , and an eigenvector e j , which has exactly j − 1 changes of sign, corresponding to jth eigenvalue λ j (see [3, page 310, Theorem 9] ). Matrices with mentioned features are called henceforth k-completely nonnegative; in the most important case k = n they are called oscillatory.
Naturally, there arises a problem whether it is possible to extend this statement to operators in infinite-dimensional spaces, for example, to linear integral operators. This problem practically has not been studied in full volume. However, in the monograph [3] , Gantmacher [a,b] , among which at least one is interior, are oscillatory. Such kernels, named in [3] oscillatory, form quite full analogue to oscillatory matrices. In [3] , for the integral operators with continuous oscillatory kernels, it was proved that there exists a converging-to-zero sequence of positive simple eigenvalues λ 1 > λ 2 > ··· > λ n > ··· with eigenfunctions e n (t) that has exactly n − 1 changes of sign, corresponding to the nth eigenvalue λ n (see [3, page 211] ).
In connection with the formulated Gantmacher-Kreȋn theorem, there arises a natural question on the possibility of spreading the statements about k-completely-nonnegative matrices from [3] onto the integral operators with k-completely-nonnegative kernels, that is, the kernels k(t,s), for which the matrices k(t i ,t j ) n 1 (n = 1,2,...,k) for any points t 1 ,...,t n ∈ [a,b] , among which at least one is interior, are oscillatory. The answer to this question is positive. Moreover, this statement was actually proved exactly in [3] .
However, here arises a question how substantial the condition of continuity of the kernel k(t,s) is in these statements and how substantial the assumption that the problem is regarded in the space of functions, defined exactly on the interval [a,b] , is. And of course the natural question arises whether it is possible to obtain similar statements for abstract (not necessarily integral) operators in an arbitrary Banach spaces.
In the present paper we study 2-completely-nonnegative (or otherwise bi-nonnegative) operators in the spaces L p (Ω) (1 ≤ p ≤ ∞) and C(Ω). As the authors believe, the natural machinery for the examination of such operators is a crossway from studying an operator A in one of the spaces L p (Ω) and C(Ω) to the study of the operators A ⊗ A and
, consisting of antisymmetric functions, i.e., functions x(t,s), for which x(t,s) = −x(s, t)).
Tensor and exterior square of the spaces L p (Ω) and C(Ω)
Let (Ω,A,μ) be a triple consisting of some set Ω, some σ-algebra A of "measurable" subsets and some σ-finite and σ-additive measure on A. We will be interested in the space L p (Ω) of functions, integrable on Ω with the power p for 1 ≤ p < ∞ or measurable and substantially bounded for p = ∞, the analogous space L p (Ω × Ω) of functions, integrable on Ω × Ω with the power p for 1 ≤ p < ∞ or essentially bounded for p = ∞ and, finally, the subspace L a p (Ω × Ω) of the space L p (Ω × Ω) of antisymmetric functions. Henceforth let p be a fixed number from [1,∞] .
We start with observing the following facts: is dense in the space L p (Ω × Ω). The second statement means the following.
(a) The ∧-product of arbitrary functions x 1 ,x 2 ∈ L p (Ω) with x 1 ∧ x 2 (t 1 ,t 2 ) = x 1 (t 1 )x 2 (t 2 ) − x 1 (t 2 )x 2 (t 1 ) also belongs to the space L p (Ω × Ω), and it is obvious that 
where a is the antisymmetrization operator acting from
Let us examine some examples of constructing the set W for different sets Ω. (1) and (2) for Lebesgue spaces are true. Further, the space
and C 0 (W) is a subspace of the space C(W), consisting of all functions x(t 1 ,t 2 ), for which x(t 1 ,t 1 ) = 0). In particular, the following diagram is true:
Sometimes Lebesgue spaces and the space of all continuous functions have to be examined at the same time. In this case it is natural to require continuous functions to be measurable. This means that the topology τ, σ-algebra A, and the measure μ on Ω must be related to each other in the following way: A contains all the closed sets from τ and the measure μ is regular, that is, for any A ∈ A and any number > 0 there exist a closed set F and an open set G such that F ⊂ A ⊂ G and μ(G \ F) < . In this case the space C(Ω) is associated with a closed subspace of the space L ∞ (Ω).
Tensor and exterior squares of linear operators in the spaces L p (Ω) and C(Ω)
Let A and B be continuous linear operators acting in the space L p (Ω). These operators generate the operator A ⊗ B in the space L p (Ω × Ω) as follows: on degenerate functions it is defined by the equality
and on arbitrary functions it is defined by extension via continuity from the subspace of degenerate functions onto the whole of L p (Ω × Ω). The possibility of such an extension is due to the density of the set of all degenerate functions in the space L p (Ω × Ω) and to O. Y. Kushel and P. P. Zabreiko 5 the fact that the operator A ⊗ B is bounded on the subspace of degenerate functions of the space L p (Ω × Ω); the latter comes out from the following observations. Let
be a degenerate function from L p (Ω × Ω). It is obvious that for almost every t 2 ∈ Ω this function is measurable as a function of t 1 ∈ Ω. Moreover, it can be regarded as a linear combination of functions x j 1 (t 1 ) with coefficients x j 2 (t 2 ). Therefore
the obtained function turns out to be measurable with respect to all the variables (the operator's A index (1) means that it is used for the variable t 1 ). Because of the Fubini theorem, the following estimate is true:
Further, the function j Ax
is measurable with respect to all the variables, it is measurable as a function of t 2 ∈ Ω for almost every t 1 ∈ Ω, and it can also be regarded as a linear combination of functions x j 2 (t 2 ) with coefficients Ax j 1 (t 1 ). Therefore, after using the operator B for the variable t 2 ,
the obtained function turns out to be measurable with respect to all the variables. Applying the Fubini theorem again, we get the estimate
We may conventionally write down the value of the operator A ⊗ B in the form of
for arbitrary functions from L p (Ω × Ω) as well. However, with such a separate usage of the operators A and B, there arises a question of measurability of the function B (2) x(t 1 ,t 2 ) for the variable t 1 . To avoid this trouble, we have to use the procedure of extension by continuity from the subspace of degenerate functions, where, as shown above, the mentioned trouble does not arise. In the case of the space C(Ω × Ω), formula (3.7) and the estimate
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Further in this work we will examine exclusively the tensor square A ⊗ A of the operator A.
Let us examine the operator
It is obvious that for degenerate antisymmetric functions the operator A ∧ A can be defined by the equality
Decompose L p (Ω×Ω) into the direct sum of subspaces invariant with respect to A⊗A:
where
The operator A ⊗ A can be represented in the block form
Further, it will be useful to compare the operator A with the antisymmetrization of its tensor square a
where a is the antisymmetrization operator, defined by formula (2.5). Taking into account that the antisymmetrization operator leaves antisymmetric functions without changes, we conclude that the restriction of a • (A ⊗ A) onto the subspace L a p (Ω × Ω) coincides with A ∧ A. The space C(Ω × Ω) can also be decomposed into the direct sum of subspaces invariant with respect to A ⊗ A:
where C s (Ω × Ω) is the subspace of all symmetric functions from C(Ω × Ω). It is easy to see that the operator
are defined in the same way.
Spectrum of the tensor square of linear operators in the spaces L p (Ω) and C(Ω)
As usual, we will denote by σ(A) the spectrum of the operator A, and by σ p (A) the point spectrum, that is, the set of all eigenvalues of the operator A. We will denote by σ eb (A) the Browder essential spectrum of the operator A, that is, the set of all points λ ∈ σ(A), such that at least one of the following conditions holds: (1) R(A − λI) is not closed; (2) λ is a limit point of σ(A); (3) n≥0 ker(A − λI) n is of infinite dimension. Thus σ(A) \ σ eb (A) will be the set of all isolated finite-dimensional eigenvalues of the operator A, (for more detailed information see [6, 7] ).
In the papers by Ichinose [4] [5] [6] [7] there have been obtained the results, representing the spectra and the parts of the spectra of the tensor product of linear bounded operators in terms of the spectra and parts of the spectra of the given operators under the natural suppositions that (a) the tensor product of linear bounded operators A ⊗ B can be extended from the set of degenerate functions, and the extension is also a linear bounded operator in L p (Ω × Ω) and C(Ω × Ω) respectively; (b) the adjoint spaces L p (Ω × Ω) and rca(Ω × Ω) have the same property. In fact these statements have been proved in the previous part. The explicit formulae, expressing the set of all isolated finite dimensional eigenvalues and the Browder essential spectrum of the operator A ⊗ A in terms of the parts of the spectrum of the given operator are obtained, for example, in [4, 
Besides, for an arbitrary λ ∈ (σ(A ⊗ A) \ σ eb (A ⊗ A)) the following equality holds:
In the finite-dimensional case, when the matrix A ⊗ A appears to be a tensor square of the matrix A, Stephanos's result ( [13] , see also [10] ) tells that the set of all eigenvalues of the operator A ⊗ A is the set of all the possible products of the form {λ i λ j }, where {λ i } is the set of all eigenvalues of the operator A, repeated according to multiplicity. Thus the property
is widely known. In the infinite-dimensional case the analogous formula, expressing σ p (A ⊗ A) in terms of the parts of the spectrum of the operator A, seems to be unknown. That is why further we will be interested in the case of a completely continuous operator A. For a completely continuous operator the following equalities are true:
So, from (4.2) we can get the complete information about the nonzero eigenvalues of the tensor square of a completely continuous operator:
Here zero can be either a finite-or infinite-dimensional eigenvalue of A ⊗ A, or a point of the essential spectrum. That is why, even for the case of a completely continuous operator, formula (4.4) in general is incorrect.
Gantmacher-Kreȋn theorem for 2 nonnegative operators

Spectrum of the exterior square of linear operators in the spaces L p (Ω) and C(Ω)
For the exterior square, which is the restriction of the tensor square, the following inclusions are true:
In the finite-dimensional case, it is known that the matrix A ∧ A in a suitable basis appears to be the second-order associated matrix to the matrix A, and we conclude that all the possible products of the type {λ i λ j }, where i < j, form the set of all eigenvalues of the exterior square A ∧ A, repeated according to multiplicity (see [3, Theorem 23, page 80]).
In the infinite-dimensional case we can also obtain some information concerning eigenvalues of the exterior square of a linear bounded operator. However, just as in the case of the tensor square of an operator, in order to obtain a statement, analogous to the finite-dimensional case, we need the additional assumption about complete continuity. For nonzero eigenvalues of the exterior square of a complete continuous operator, the following statement holds. 
Proof. Let λ i ,λ j ∈ σ p (A). Then there exist functions x(t), y(t) from X, such that (A − λ i I)x(t) = 0 and (A − λ j I)y(t) = 0. Let us examine the value of the operator A ∧ A − λ i λ j I ∧ I on the degenerate antisymmetric function (x ∧ y)(t 1 ,t 2 ):
A ∧ A − λ i λ j I ∧ I x ∧ y = Ax ∧ Ay − λ i λ j x ∧ y = Ax ∧ Ay − λ i x ∧ Ay + λ i x ∧ Ay − λ i λ j x ∧ y [
Proof. The inclusion {λ
, that is, each product of the form λ i λ j , where i < j, is an eigenvalue of A ∧ A, comes out from Theorem 5.1. Now we will prove the reverse inclusion: σ p (A ∧ A) ⊂ {λ i λ j } i< j . As it was shown above in formulae (4.7) and (5.2), 
where the set Λ 1 includes the numbers of those pairs (i, j) for which i < j, Λ 2 includes those pairs for which i = j, and Λ 3 includes those pairs for which i > j. The set of all eigenvalues of A ⊗ A, repeated according to multiplicity, will be then decomposed into three parts:
As it was shown in Section 3, the operator A ⊗ A has a block structure, and so σ p (A ⊗ A) can be decomposed into two subsets:
where X s is the subset of all symmetric functions from X. In order to prove that the eigenvalues of A ⊗ A, belonging to the sets {λ α } α∈Λ2 and {λ α } α∈Λ3 , will not be the eigenvalues of A ∧ A, it is enough to show that they will be the eigenvalues of (A ⊗ A)| X s . Indeed, let x i (t) ∈ X be an eigenfunction of the operator A, corresponding to the eigenvalue λ i . Let us examine the value of the operator ( 
In an analogous way we can prove that a product of the form λ i λ j will also be an eigenvalue of (A ⊗ A)| X s (with the corresponding symmetric function x i (t 1 )x j (t 2 ) + x j (t 1 )x i (t 2 )).
It is obvious that the spectrum of the operator a • (A ⊗ A) coincides with the spectrum of A ∧ A.
Generalization of the Gantmacher-Kreȋn theorems in the case of 2-totally-nonnegative operators in the spaces L p (Ω) and C(Ω)
Let us prove some generalizations of the Gantmacher-Kreȋn theorems in the case of operators in the spaces L p (Ω) and C(Ω), using the Kreȋn-Rutman theorem (see, e.g., [14] ) about completely continuous operators leaving invariant an almost-reproducing cone K in a Banach space (for such operators we have the following property of the spectral radius: ρ(A) ∈ σ p (A)). Proof. Enumerate eigenvalues of a completely continuous operator A, repeated according to multiplicity, in order of decrease of their modules:
Applying the Kreȋn-Rutman theorem to A, we get λ 1 = ρ(A) > 0. Now applying the Kreȋn-Rutman theorem to the operator A ∧ A (that obviously is also completely continuous),
As it follows from the statement of Theorem 5.2, the exterior square of the operator A has no other nonzero eigenvalues, except all the possible products of the form λ i λ j , where i < j. So, we get a conclusion that ρ(A ∧ A) > 0 can be represented in the form of the product λ i λ j with some values of the indices i, j, i < j, and from the fact that eigenvalues are numbered in a decreasing order, it follows that ρ(
To this end a nonnegative linear operator A is called indecomposable (see [2] ) if it does not have any invariant components. For a linear operator which is indecomposable and nonnegative with respect to the cone of nonnegative functions in L p (Ω) (C(Ω)) and such that ρ(A) > 0, the positiveness and the simplicity of the first eigenvalue ρ(A) is proved, for example, in [1, 2, 9, 11, 12] . An indecomposable operator A is called primitive if its peripheral spectrum consists of the single point ρ(A) and is called imprimitive if its peripheral spectrum contains more than one point. For imprimitive operators that are nonnegative with respect to the cone of nonnegative functions in L p (Ω) (C(Ω)), the invariance of the spectrum of the operator A with respect to some rotation is proved in [1, 8] . (In [1] an analogue of the classical Frobenius theorem on the general form of primitive and imprimitive matrices is proved for compact indecomposable integral operators. This statement holds also true for arbitrary, not necessarily integral, compact indecomposable operators.) Call a cone K in L p (Ω) (C(Ω)) assumed if an indecomposable, nonnegative with-respect-to-the-cone-K, and completely continuous operator A has the properties, proved in [1] , that is, ρ(A) is a positive simple eigenvalue of A; and if A has h eigenvalues, equal in modulus to ρ(A), then each of them is simple and they coincide with the hth roots of ρ(A) h . We will call the operator A 2-totally nonnegative if A and A ∧ A are nonnegative with respect to some assumed cones K and K in L p (Ω) (C(Ω)) and L p (W) (C 0 (W), resp.) and primitive.
Let us prove a generalization of one of the statements of Kreȋn and Gantmakher in the case of 2-totally-nonnegative operators in the spaces L p (Ω) and C(Ω).
O. Y. Kushel and P. P. Zabreiko 11 It is obvious that this operator is nonnegative with respect to the cone of nonnegative vectors in R 3 and imprimitive with h(A) = 3. In the basis, which consists of exterior products of the given basic vectors, the matrix of the exterior square of operator A ∧ A coincides with the second associated matrix, that is, it can be represented in the following form:
It is obvious that A ∧ A is imprimitive with h(A ∧ A) = 3. It is also obvious that it leaves invariant the cone of vectors (1,0,0), (0,−1,0), and (0,0,1). Given an operator A in the finite-dimensional space R 3 , it is not difficult, using the standard scheme, to define a linear integral operator with the same properties, acting in L p (Ω) or C(Ω).
Linear integral operators in the spaces L p (Ω) and C(Ω)
Let us examine a linear integral operator A with kernel k(t,s), acting in the space L p (Ω). Observing that [8] ). In [1] , for an indecomposable nonnegative linear integral operator, the positiveness and the simplicity of the eigenvalue ρ(A) is proved (see [1, page 6, Theorem 2] ).
An indecomposable kernel k(t,s) is called imprimitive, if there exists a decomposition of the set Ω in n > 1 nonintersecting sets Ω j ( j = 1,...,n) of a positive measure: Ω = ∪ n j=1 Ω j , for which k(t,s) = 0 with t ∈ Ω j , s / ∈ Ω j+1 for any j = 1,...,n (in the case of j = n we presuppose j + 1 to be equal to 1). Otherwise the kernel k(t,s) is called primitive. A compact integral operator A is imprimitive (resp., primitive) if and only if its kernel is imprimitive (primitive). A kernel k(t,s) is called 2-totally nonnegative, if both k(t,s) and (k ∧ k)(t 1 ,t 2 ,s 1 ,s 2 ) are primitive. Further, we will examine on the set W the second associated kernel and the conditions implied to it. The index of imprimitivity of (k ∧ k)(t 1 ,t 2 ,s 1 ,s 2 ) will be denoted by h(k ∧ k).
Let the kernel k(t,s) of a completely continuous integral operator A in the space L p (Ω) or C(Ω) be nonnegative and primitive. Let its second associated kernel be also nonnegative and primitive. Then Theorem 6.2 implies that the second, according to the module, eigenvalue of the operator A λ 2 is positive, simple, and different in modulus from the other eigenvalues.
Note that in this reasoning the kernel is not presupposed to be continuous, but only assume that the operator A acts in the space L p (Ω) or C(Ω).
Concluding remarks
All the results given in the present paper can be easily spread on k-totally-nonnegative operators (k > 2), acting in the space L p (Ω) or C(Ω). Similar results will be also true for other spaces, for example, for some ideal spaces, the Lorenz-Martzinkevich space, and so forth.
