Starting from well-known expressions for the T -matrix and its derivative in standard nonrelativistic potential scattering I rederive recent path-integral formulations due to Efimov and Barbashov et al. Some new relations follow immediately.
Introduction
Traditionally the path-integral method in quantum physics has been applied mostly to bound-state problems. Following the pioneering work of Ref. [1] there has been renewed interest in the last few years to use it also for scattering problems [2, 3, 4] in nonrelativistic physics. This offers the chance of finding new approximation methods [5, 6] or trying to evaluate the involved path integrals by stochastic methods although the oscillating nature of the real-time path integral presents a great challenge (see e.g. Ref. [7] ). It should be also kept in mind that the path-integral approach, where one integrates functionally over the degrees of freedom weighted by the exponential of the classical action, is much more general than a Schrödinger description thus allowing an immediate generalization to many-body or field-theoretical problems [8, 9, 10] . In the following, however, only single-channel nonrelativistic scattering in a local potential V (x) is considered with the aim to find practical path-integral representations for the scattering amplitude free of infinite (time-)limits. Extensions to nonlocal potentials have been considered in Ref. [7] .
Most of the results so far have been derived by non-standard methods specific for path integrals. For example, in Ref. [2] the S-matrix has been considered as infinite-time limit of the evolution operator in the interaction picture but the extraction of the energy-conserving δ-function, i.e. an expression for the T -matrix was only possible by applying the Faddeev-Popov trick and introducing "anti-velocity" degrees of freedom which take away unphysical contributions in the path integral. In the meantime path-integral formulations for the T -matrix have been found (or rediscovered [3] ) which do not need an "anti-velocity" at all but are more involved. They are either based on a technique invented by Barbashov and collaborators in quantum field theory [11] or use the asymptotic limit of the path-integral solution of the Schrödinger equation [4] .
One may wonder whether it is not possible to start from well-developed nonrelativistic scattering theory as available in many excellent text books [12, 13, 14, 15, 16] . This is the aim of the present note and, indeed, I succeed in deriving old -and also some new -path-integral expressions for the scattering amplitude which may be of some use for further analytical or numerical studies. To be self-contained some additional material about path integrals and derivatives of the T -matrix is collected in two appendices.
Final (Efimov's) form for the T -matrix
Here we start from the standard expression for the T -matrix 1 for scattering from a local potential V (x) (see e. g. Ref. [12] , eq. XIX.17)
where
is a free plane wave with initial momentum k i and
is the full incoming scattering wave (Ref. [13] , ch. 8, eq. (3.4)) with final momentum k f . The latter is obtained from the free wave by application of the Møller operator
which is the time-evolution operator in the the interaction picture associated with the free/full Hamiltonianŝ H 0 /Ĥ (Ref. [13] , ch. 8, eq. (1.22)). The delicate infinite-time limit can be controlled by making the potential slightly time-dependent, e. g. by multiplying it with a factor exp(−ǫ|t|) and setting ǫ = 0 at the very end of the calculation, i.e. by switching off the interaction at very early and very late times. If we insert Eq. (3) into Eq. (1) we obtain
enters (Ref. [13] , ch. 8, eq. (3.2)). Proceeding as in the previous section we obtain
Again we perform the substitution y = x − u T , find the stationary point in the u-integral as u stat = k i /m and obtain
It is seen that the transformations k i → −k f , k f → −k i together with the change in the t → −t in the t-integral turn Eq. (12) into Eq. (8). Thus our path-integral representations fulfill the property of microreversibility (Ref. [12] , eq. XIX.21) or time-reversal invariance
4. Symmetric (Barbashov's) form for the T -matrix
The path-integral expressions (12) and (8) are both exact but emphasize the initial and final momentum, respectively, as do the starting points (9) and (1) . A more symmetrical form would be useful, in particular when approximations are made. Otherwise time-reversal invariance could be violated. Of course, the arithmetic average of both expressions would suffice but this is be a rather awkward procedure. What is needed is an expression for the T -matrix in which both ingoing and outgoing scattering waves are contained. This is provided by an expression for the derivative of the T -matrix with respect to a parameter λ of the potential [17] ∂T i→f ∂λ = ψ
a proof of which is given in Appendix B. Writing
we now insert the path integral representation (A.14) for matrix elements of the time-evolution operators and obtain
Here we have used functional integration over velocities 
are the quantum fluctuations around the mean position. Eliminating the co-ordinates x 0 , x 2 by means of the two δ-functions one obtains
and
If we now define
and extend the time interval from −T to +T , we can concentrate the functional integration into one velocity variable v(t) as in the proof of the composition law of the time-evolution operator in Appendix A. Writing x for x 1 we then have
Note that again all dependence on the large time T has disappeared because k
. It is seen that the particle mainly travels along the ray formed by the initial and final momentum while the functional integration supplies the quantum fluctuations around that path.
As a special case of Eqs. (14), (22) we multiply the original potential by a strength parameter λ ∈ [0, 1]. Integrating over λ from zero to one 4 we immediately obtain from Eq. (22) the result of Ref.
[3]
(24) which was previously derived using a technique developed by Barbashov et al. [11] in quantum field theory. Here we see that this time-reversal invariant representation follows from standard scattering theory.
As outlined in Appendix A any velocity path integral can also be written as ordinary (Feynman) path integral. Taking into account the relation
and applying Eq. (A.21) to Eq. (24) one obtains
whereρ
3 The nomenclature indicates that ρ is a function of t, but a functional of v. 4 Of course, this integration could be performed analytically on the r.h.s. but for many applications the present form is preferable.
Substituting z = u T we can again evaluate the u-integral in the limit T → ∞ by the method of stationary phase as given by Eq. (6), but now with k = 0, u stat = 0. This leads to the new expression
(28) Compared to the velocity path integral (24) this Feynman path integral for the T -matrix has one integration less (not a big deal for an infinite-dimensional functional integral...) but the paths have to obey specific boundary conditions. Therefore the jury is still out on deciding which form is more convenient -for the analytic task of checking the second Born approximation the path integral in Eq. (28) seems to be more involved than the one in Eq. (24) which only involves Gaussian integration. For other applications the representation (28) by an ordinary path integral may offer advantages.
Finally I will give a path-integral expression for the derivative of the T -matrix w.r.t. the momentum k = |k i | = |k f | starting from the symmetric expression [18, 19, 17 ]
As this relation can be derived by a similar scaling of co-ordinate and momentum as the virial theorem in the bound-state case (see Appendix B) one may call it the "scattering virial theorem". Following the derivation of Eq. (22) its path-integral representation can be written down immediately
A similar expression could be given for the derivative of the T -matrix w.r.t. to the mass m of the quantummechanical particle starting from Eq. (13) in Ref. [17] .
Summary and outlook
I have derived old (and new) path-integral expressions for the T -matrix in nonrelativistic potential scattering starting from well-known representations of T in standard scattering theory. In this way a recent representation due to Efimov [4] in which the final momentum is emphasized has been rederived and an alternative form has been obtained in which the particle mainly propagates along the initial momentum. Of course, if the full quantum fluctuations are taken into account both forms are equivalent. Explicit time-reversal invariance requires a formalism symmetric in initial and final state -available from an expression for the derivative of the T -matric w.r.t. to parameters of the potential or the energy. This gave the same result as previously [3] derived from the field-theoretic work of Barbashov et al. While this result is written in terms of velocity path integrals I also have succeeded to give a new representation by ordinary Feynman path integrals.
It is tempting to choose the S-matrix itself as infinite time-limit of the time-evolution operator in the interaction representation
which also exhibits the explicit time-reversal symmetry and perform similar steps. However, then one has to enforce energy conservation by a Faddeev-Popov-like constraint in the path integral and -choosing the simplest form of this constraint [2] -one ends up with a formulation where the particle travels along the mean momentum K = (k i + k f )/2 which is not on-shell since K ≡ |K| = k cos Θ/2 with Θ being the scattering angle. Therefore the "dangerous" time-dependent phase exp(i(E i + E f )T ) is not cancelled and one has to introduce "phantom" degrees of freedom, i.e. "anti-velocities" to achieve that. The result
comes in two versions which are distinguished by the reference path along which the particle dominantly travels and the dimensionality d of the "anti-velocity" w(t). In the first case the reference path is a straight-line path along the mean momentum K and a (d = 3)-dimensional anti-velocity is needed whereas in the the second case the reference path is the same ray along the initial momentum and along the final momentum which appeared in the symmetric form (24) with an (d = 1)-dimensional anti-velocity parallel to the mean momentum K. For more details see Ref. [2] .
Eq. (32) looks like an impact-parameter representation of the T -matrix but it is not in a strict sense. This is because of the dependence of the phase χ(b, v, w] on the kinematic variables and the angle-dependent factor K = k cos(Θ/2) in front of the impact-parameter integral: In a genuine impact-parameter representation all dependence on the scattering angle Θ should only reside in the factor exp(−iq · b) [20] . Although the (initial, final or symmetric) path-integral formulations derived in this note may be quite useful in many applications they are also not in the form of an impact parameter representation. This is obvious since Eqs. (12), (8) or (24), (28) come all as a "level 1" -representation [3] of the scattering amplitude where one power of the potential appears in front of the path integral whereas an impact-parameter representation would belong to the "level 0" -class.
It remains an open problem to find a -practical not only formal -path-integral expression for the impactparameter representation of the scattering amplitude.
A. Ordinary and velocity path integrals
Consider a quantum-mechanical particle of mass m in d (euclidean) dimensions under the influence of a general (even time-dependent) potential V (x, t).
The standard path integral expression for the matrix element of the time evolution operator [8] 
is obtained by slicing the time interval in N pieces of size ǫ = (t b − t a )/N , decomposinĝ
using a short-time approximation for the individual factors and performing the limit N → ∞ while keeping the time difference t b − t a fixed. This gives
Note that no time-ordering operator T is needed in the path-integral formulation since it works with ordinary numbers.
To get rid of the cumbersome prefactors in the discretized form we normalize all path integrals to the corresponding path integral without interaction, i.e. we use
Often it is convenient to introduce a reference path around which one has to evaluate the quantum fluctuations. A natural choice would be the classical path but it is much easier to take a straigt line connecting the initial and final point
Due to the boundary conditions ξ(t a ) = ξ(t b ) = 0, the free action does not acquire a term linear inξ(t) and one obtains
(A.9)
Still the Feynman path integrals have to obey boundary conditions which sometimes make formal manipulations difficult. This is avoided if we switch to functional integration over velocities [10] by multiplying Eq. (A.3) with
This allows integration over the x k (k = 1, . . . N − 1) and gives
or, in continuous notation
When integrating over the the (N − 1) inner points of the path there remains one δ-function so that we have
From Eq. (A.13) it is seen that the normalization of the velocity path integral is such that
We can also use the boundary condition at t = t b
to eliminate x a so that
Adding the two expressions and dividing by 2, the more symmetrical expression 
where sgn(x) = 2Θ(x) − 1 is the sign function.
Comparing Eq. (A.14) and Eq. (A.4) one sees that a given velocity path integral over a general functional F can always be written as an integral over an ordinary Feynman path integral
(A.20) With a straightline reference path and the appropriate normalization factors (A.15), (A.5) and (A.9) this becomes
While the composition law (A.2) (or "semi-group" property [21] ) is built into the Lagrangian formulation and is easily proved in the discrete form by grouping the integrations into subproducts it is not immediately evident in the velocity path integral. Let us therefore evaluate
Performing the integration over x 1 with the help of the second δ-function ( k = 2 in the product) gives
Here
The arguments of the potential terms are
and, using the first δ-function (k = 1) for determining x 1 ,
proving the composition law. Unitarity of the time-evolution operator follows if the Hamiltonian is hermitean, or -in path-integral language -if the action is real:
The last matrix element becomes
and, if the potential is real ( V ⋆ = V ), we have
B. Proof of Eqs. (14) and (29) Here we recall the proof of these relations from standard (time-independent) scattering theory. Eq. (14) is easily obtained by direct differentiation of Eq. (9) written with the explicit form of the outgoing scattering wavefunction |ψ 
3)
The energy derivative of the T -matrix in Eq. (29) is obtained by an energy-dependent scalinĝ
where k 0 is a fixed wave number. Therefore the plane waves become independent of the momentum k and the Hamiltonian turns intoĤ
Thus the system evolves withĤ ′ and scaled times in time-dependent or with a scaled, fixed energy in timeindependent scattering theory. Finally, from the volume element there is an additional factor λ 3 so that and therefore its T -matrix (scattering amplitude) is proportional to 1/k (which is correct as its phase shifts are energy-independent). Second, for a Coulomb potential V (r) = α/r one has 2V + rV ′ (r) = V and therefore the relation α ∂T Coulomb /∂α = −∂(k T Coulomb )/∂k holds which tells us that the Coulomb scattering amplitude is a function of the Sommerfeld parameter γ = mα/k divided by k (which is correct as can be seen from the exact expression, e.g. in Ref. [12] , eq. B.25).
