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Abstract 
Advances in physically-based and adaptive numeric modelling (ANM) have lead to a significant 
elevation of the role of modelling in commercial alloy development and process optimisation.  Within 
these two categories of modelling a wide variety of techniques exists, whilst hybrid approaches, taking 
advantage of the benefits of the both methods, are also being developed.  In this paper various ANM 
techniques and physically-based models relevant for modelling and predicting the properties of heat 
treatable Al-based alloys are reviewed, and case studies involving the modelling of proof stress, 
toughness and conductivity of a range of Al-based alloys are presented.  These case studies illustrate 
that successful modelling requires an in-depth understanding of the various modelling options.   
Selection of the optimum modelling approach is driven by a range of factors, such as size of database 
available (large databases are best analysed using adaptive numeric modelling approaches), and 
availability of sound physical understanding (the latter benefiting physically-based approaches). 
  
 
1. Introduction 
Throughout the history of alloy development, the modelling of properties and microstructure-property 
relationships has lagged behind the commercialisation of new products and processes. In terms of age-
hardened Al-alloys, commercial aerospace applications were established by 1919, however the first 
basic models of age hardening, based on dislocation movement and dislocation pinning, were not 
developed until the 1940’s [1,2], whilst the first detailed models of strengthening in multi-component 
Al-based alloys were only published in the 1980/90s [3,4,5].  In recent years, this time lag has been 
reduced, with modelling preceding or directly leading product development in some cases.  A specific 
example is the formulation of new compositions of Ni-based superalloys by Rolls-Royce Plc. which are 
based on thermodynamic modelling, and the recent development of 7449 and 7040 Al-alloy plate 
which has been influenced by microstructure-property modelling [6].  The use of well-founded 
modelling approaches has clear advantages in directing product development in a cost effective 
manner.   
 
Whilst the above examples concern modelling through physical understanding of microstructures and 
microstructure development, modelling using adaptive numeric (AN) approaches such as artificial 
neural networks has recently made important advances. Current state-of-the-art adaptive numeric 
modelling combines flexible, adaptive algorithms for model construction with a rigorous 
mathematical/statistical basis [7,8]. 
 
The purpose of the present paper is to highlight recent advances in physically-based and AN modelling, 
and to consider the relative benefits of the two approaches as well as hybrid approaches which use 
elements of both.  In exploring this wide ranging and continuous field of modelling approaches we will 
start by introducing some of the better known techniques.  On one side of the spectrum of modelling  
approaches, we find the purely physically-based approach in which models are derived using physical 
understanding of the processes, properties and/or microstructures without using any new data.  This 
approach is only possible if we have a detailed understanding of the underlying mechanisms and if 
model parameters/physical constants are accurately known.  Clearly, such idealised ab initio modelling 
will only be possible in a limited number of cases where prior research has clearly elucidated the 
underlying physics.  If understanding is more limited and model parameters are not accurately known, 
we may use a semi-empirical approach where regression functions are estimated from basic physical 
understanding and experimental data is used to ‘calibrate’ the model (i.e. a regression is used to 
determine the unknown physical parameters). Such an approach may be expected to work well in cases 
where sound, but not complete/exact physical understanding of the underlying mechanisms can be 
obtained.  Such semi-empirical and ab initio modelling may be termed “white box”, in that the 
mathematical relationships between model inputs (materials parameters, test conditions etc.) and the 
output parameter (performance characteristic) are reasonably clear and may be linked to mechanistic 
understanding.  For more complex situations, with many interrelated variables and where the system 
understanding is limited, unreliable or non-existent, adaptive numeric techniques may be used to 
examine data distributions carefully to extract a variety of mathematical relationships that may fit 
available data equally well, however significant problems may then arise in the identification of the 
“correct” mathematical relationship.  A well-known example of adaptive numeric modelling is the use 
of artificial neural networks (ANNs) [9].  Here a flexible regression function is specified via a network 
architecture, with an appropriate learning algorithm then being used to set the weights of the network 
connections on the basis of available experimental data (a process known as ‘training’).  This is 
typically achieved by reducing the mean squared error (MSE) of the model, which is based on the error 
between model prediction values for a given set of input parameters and corresponding measured (or 
‘target’) values.  A certain proportion of the available data is generally used to train the network, whilst 
the remainder is reserved to test the model – thus assessing ‘generalisation ability’.  An overly complex 
model may fit the training data (which was used to construct the model) very well but will predict the 
test data very poorly as it has over-fitted the data (see Fig. 1c).  Similarly an overly simple model will 
under-fit both the training and test data (see Fig. 1a).  The optimum model will match the complexity 
of the underlying physical mechanism.  ANNs may provide several sets of complex (usually non-
linear) mathematical relationships which equally well predict the observed data distributions. The 
underlying mechanisms are not easily visualised from these relationships (i.e. it is a “black box” 
method).  Limited local transparency/trend information can be gleaned by systematically varying one 
input whilst maintaining all other inputs at a constant value and observing the effect on the predictions 
(i.e. producing a series of sections through the model space), although this process becomes more and 
more restricted as input dimensionality increases. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1  (a) an overly simple linear fit to data (b) a good approximation to the underlying relationship (c) an over-
fitted model, where the training data has been precisely fitted, giving rise to an unrealistic relationship. 
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A priori, an AN approach to modelling of data can be expected to provide a rational modelling strategy 
when i) the available data covers the relevant input parameters well, ii) a large amount of data is 
available, iii) underlying relationships are complex and iv) the data are noisy. As such, these methods 
may be well suited to modelling complex commercial processing operations where quantitative 
physical models may be poorly developed but extensive process-property databases are available.  In 
terms of the amount of data necessary to establish a good model, guidelines are difficult.  One should 
typically consider that for a complete assessment of all possible interrelated terms, the amount of data 
needed is an exponential function of the number of relevant input parameters.  For instance in 
modelling T7 strengths of 7xxx alloys, considering only solution treatment and one-step ageing, at least 
3 compositions (Zn, Mg, Cu), two temperatures (solution treatment, ageing), two isothermal 
ageing/solution treatment times and two heating/cooling rates should be contained in the data.  Thus 
this example with 9 inputs would necessitate (as a very rough estimate) 2
9 = 512 well distributed data 
points.  Clearly, this may not be feasible.  In general, AN modelling may have to be performed with 
data that is limited, or badly distributed, or both.  This puts great demands on these AN modelling 
approaches, and may require additional strategies in our modelling e.g. the incorporation of some 
elements of physically-based knowledge (i.e. prior knowledge) into the system.  If we can extract clear 
input-output trend information from AN models we can also use our metallurgical understanding to 
assess the validity of the models produced. 
 
It is difficult to define the cases in which physically-based modelling can be expected to yield best 
results as deriving a physical model often depends on specific individual modelling skills and 
knowledge.  Factors that indicate a physical modelling approach may be more appropriate than an AN 
approach are: i) availability/understanding of relevant microstructure-property mechanisms, ii) limited 
availability of data, iii) badly distributed data and iv) accurate (low noise) data.  
 
 
2.  Modelling Approaches 
 
2.1  Adaptive numeric modelling 
Adaptive numeric modelling can be defined as the extraction, by empirical mathematical means, of 
system relationships from observational data and thereby predicting the responses of that system.   
Ultimately the quantity and the quality of the observations govern the performance of the model 
constructed through this approach.  In the context of industrial material science, often only partial 
knowledge is available about the physical processes involved, although significant amounts of ‘raw’ 
data may be available from production records and may be used to construct a data driven model.  In 
modelling of properties and processing of Al-based alloys AN modelling has been applied to 
processing-property relations in 2xxx and 7xxx plate [7,8,10,11], fatigue life of 2xxx panels [12], air 
bending of a 5xxx alloy [13], damage evolution in MMCs [14], hot working [15] and welding [16]. 
 
In mathematical terms, AN modelling considers a dataset DN  = {xi, yi}
N
i=1, drawn from an unknown 
probability distribution, F, where xi represents a set of inputs (e.g. alloy composition and/or thermo-
mechanical processing information), yi represents a set of outputs, (e.g. mechanical properties) and N 
represents the number of data-points.  The empirical modelling problem then is to find any underlying 
mapping x→y that is consistent with the dataset DN.   Typically, sampling of data is non-uniform and, 
due to the high dimensional nature of the problems of interest (i.e. large numbers of inputs), the data 
will only form a sparse distribution in the input space. To address the ill-posed [17] nature of the 
problem, it is necessary to convert the problem to one that is well posed.  For the problem to be well 
posed a unique solution must exist that varies continuously with the data.   In our group AN modelling 
is performed using a range of model construction strategies including Neurofuzzy approaches, 
Bayesian multi-layer perceptron (MLP) methods and Support Vector Machines (SVMs), whilst basic 
Multivariate Linear models are used as a benchmark. 
  
The Multivariate Linear Model 
A multivariate linear model is given by: 
 
n x n w x w x w w y + + + + = ... 2 2 1 1 0  (1) 
 
where x1, . . . , xn is the models input vector, w1, ...,wn are unknown weight parameters to be estimated, 
and  w0 is a bias term. The unknown vector of parameters, w, can be estimated together with the 
associated parametric uncertainty in the standard least squares sense [18]. 
 
Neurofuzzy (NF) modelling 
NF networks [19] provide quantitative predictions in which dependencies on individual input 
parameters remain transparent, offering a balance of quantitative accuracy and qualitative insight into 
the behaviour of the system.  In NF modelling a compromise between accuracy of the fit and 
complexity of the approximating functions must be sought.  For this, the Structural Risk Minimisation 
[20] principle is adopted. The development of model structure is then based on the ANalysis Of 
VAriance (ANOVA) representation, i.e. the concept that any high dimensional function may be broken 
down into a subset of terms from the expansion: 
 
f (x) = f0 + fi(xi)+
i=1
N
∑ fi,j(xi,xj)
j=1+1
N
∑
i=1
N
∑ + ...+ f1,2,...,N(x) (2) 
 
where N represents the number of input parameters, f0 is a constant (bias term) and the other terms on 
the right hand side represent all possible univariate, bivariate, trivariate, etc., functional combinations 
of the input parameters.  Recent successful NF materials applications include prediction of Ni-based 
superalloy fatigue behaviour, with the superalloy fatigue work demonstrating that a combination of 
basic materials’ properties and test conditions readily provided physically reasonable models of near-
threshold crack growth [21], whilst pure neural network models of equivalent data frequently exhibited 
unrealistic physical characteristics, engendering extensive model interrogation and verification 
processes [22].  
 
Bayesian Multi-layer Perceptron  
A Bayesian multi-layer perceptron (MLP) is a type of artificial neural network in which network 
training takes place using Bayesian learning [23]. An ANN is composed of many simple interconnected 
nodes (neurons) where the interconnections are "weighted" and these weights are adapted on the basis 
of example (training) data.  ANNs employ techniques which have arisen in a number of different but 
related areas such as regression analysis, statistical inferencing, machine learning and computational 
learning theory. More details of ANNs and Bayesian MLPs are presented in Ref. [7].  Whilst ANNs in 
general can produce very accurate models, relations obtained are not easy to visualise, i.e. they are 
“black box” methods. 
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Fig. 2: 
Schematic diagram illustrating the 
construction of a full ANOVA regression 
using the SVM approach and the 
subsequent sparse decomposition 
yielding the more transparent sparse 
ANOVA representation (SUPANOVA). 
 
Support Vector Machines (SVMs) 
SVMs have recently received an intensified research effort, due to many attractive features and 
promising empirical performance. The formulation embodies the principle of structural risk 
minimisation (SRM) developed by Vapnik [18].  SRM differs from the commonly used empirical risk  
minimisation (ERM) by trying to minimise an upper bound on the expected risk, rather than 
minimising the error on the training set. SVMs, like the Bayesian MLP, are essentially “black box” 
models, however, transparency can be introduced by use of the SUPANOVA framework [18]. The 
SUPANOVA promotes a sparse representation within an ANOVA (Analysis Of VAriance) 
representation (see Fig. 2). It describes the decomposition of the function into additive components, 
with the objective being to represent this function by a subset of terms from an expansion.  For more 
details see Refs. [7,10]. 
 
2.2  Physically-based approaches to modelling 
The main philosophy behind physical approaches to modelling is that the relationships between 
microstructure, physical processes and properties are captured in physically-based models which 
describe the underlying processes dominating the property under consideration.  The physical 
processes and microstructural elements which determine properties of Al-based alloys are varied and 
often complex, and, hence, successful physical modelling in materials science generally requires a 
research effort in which specialist materials knowledge, materials data, mathematical/statistical 
analysis, computer/programming skills and creation of new models are integrated. 
 
Well known examples of the physically-based approach relevant to aluminium alloy properties are 
thermodynamic modelling of equilibrium phases (see e.g. [24]), the modelling of strength of crystalline 
materials using theory of dislocation movement and dislocation pinning (by precipitates, grain 
boundaries) (e.g. [1,2,25]), as well as finite element (FE) modelling of mechanical properties (e.g. for 
composite material).  In principle physically-based approaches can be adopted for any material 
property but ultimate success is often determined by current availability of reliable models and 
economics of model development.  As an example of the latter it is noted that in materials development 
and materials processing industries, the application of thermodynamic modelling software has been 
limited mainly to larger companies (see e.g. [29]).  
 
2.3  Hybrid physical-AN approaches to modelling 
A hybrid approach can combine some benefits of the methods: faster assessment of large databases 
employing AN modelling and better understanding of the physics and the possibility of better 
extrapolation capability from the use of physical models.  In exploring these hybrid approaches it is 
important to note that in many cases even approaches presented as being purely numeric will contain 
some elements of basic physical ideas/models through the selection and/or pre-processing of input 
variables and/or pre-processing of the target properties.  This may be based on very simple physical 
understanding, e.g. precipitation is known to be thermally activated (basic physical understanding) and 
hence ageing temperature will be used as input (input selection) by measuring temperature on a 
calibrated temperature scale (basic physical understanding). 
 
Hybrid approaches to modelling can take many forms, but in general they can be divided into three 
categories: i) data pre-processing using physically-based modelling approaches, ii) the use of functions 
derived in a physically-based model within the AN model optimisation algorithm and iii) AN 
modelling of residual errors from a physically-based modelling approach.  In the present work we 
especially consider the pre-processing approach (i).  This approach may be applied to just one input 
parameter; for example, a reaction which is considered to be thermally activated, generally an 
exponential dependence on temperature is expected (= physical understanding), thus measured 
temperatures can be transformed into log(T) to facilitate accurate model construction in subsequent AN 
modelling.  In a more complex pre-processing approach nin measured input parameters can be 
combined to yield npp new parameters which are considered to yield more physically valuable 
information.  One example of this pre-processing is combining gross compositions and solution 
treatment temperature (original inputs) with phase diagram information (physical understanding) to  
calculate fractions of dissolved elements and amounts of undissolved intermetallic phases (pre-
processed inputs) (see e.g. Ref. [8] and section 3.2).  
 
3  Modelling  properties of aerospace alloys. 
 
3.1  Case 1: Strength of 2xxx alloys 
In this case we consider an extensive commercial dataset for the Al-Cu-Mg-Mn aluminium alloy 2024 
in a T351 temper, with the objective being to predict 0.2% proof stress under real commercial 
processing conditions.  The pre-processed dataset of 290 data lines comprised ten characteristics; the 
final gauge (FG), Cu, Fe, Mg, Mn, Si, cast slab length (SL), solution treatment time (tsol), percentage 
stretch (%st), and  degree of cross-rolling (RR).  Clearly, for this complex and highly-dimensional 
system no comprehensive physically-based model is available and AN modelling is the only viable 
route for extracting information from the data.   
 
AN modelling 
For this dataset Multivariate Linear models, Neurofuzzy approaches, Bayesian multi-layer perceptron 
(MLP) and Support Vector Machines (SVMs) were used, and results show that SVM modelling 
provides the best accuracy (i.e. the lowest test MSE), whilst representing reasonably well the strength 
variations across the available data range, see Fig. 3. In the full ANOVA representation for this dataset 
1024 different functions/terms are possible, however through multiple data re-sampling (re-
partitioning) the SVM approach identified that only 19 terms were significant, with 13 terms appearing 
in virtually all the models – i.e. a high degree of mathematical consistency was achieved, independent 
of data partitioning.  These include simple univariate functions of  Mg, Si, tsol and %st, as well as 
various bivariate and trivariate terms.  The univariate terms reflect well-known (and some lesser-
known) relations between composition and processing on the one hand and yield strength of 2xxx 
alloys on the other, e.g. percentage stretch and Mg content increasing strength through enhanced 
dislocation strengthening/work hardening and precipitation strengthening. As is further illustrated 
elsewhere [7,10], the combination of high modelling accuracy and transparency (the latter introduced 
by virtue of the SUPANOVA framework) makes the SVM modelling approach ideally suited for 
analysing the present type of highly dimensional, complex datasets, leading to process optimisation 
that can generally not be obtained by any other modelling technique, be it adaptive numeric or 
physically-based. 
 
3.2  Case 2: Conductivity of T7 7xxx alloys. 
In aerospace applications, high strength 7xxx (Al-Zn-Mg-Cu) alloys are mainly used for upper wing 
skin, and the balance of three main properties, (compression) yield strength, toughness and stress 
corrosion cracking (SCC) resistance [26], is crucial.  Determination of SCC resistance is time 
consuming and hence routine assessment of SCC resistance of Al alloys is not economically viable.  
Instead, conductivity, which has been shown [27,28] to provide a measure for SCC resistance, has been 
used for routine assessment of SCC susceptibility.  Thus, it is important to understand and predict the 
conductivity of heat-treated 7xxx alloys. 
 
Several models or elements of models for the dependence of conductivity on composition and heat 
treatment have been presented by other workers [29,30].  These generally contain a description of the 
thermodynamics of the Al alloy system (e.g. based on regular solution model(s)), the kinetics of phase 
precipitation (e.g. based on JMAK kinetics [30]), and a model which gives conductivity as a function 
of the microstructure (e.g. [31]).  In the present work we will present analyses of conductivity data of 
7xxx alloys using AN and physically-based approaches, and compare the results achieved with the two 
methods.  Both approaches were tested against a proprietary dataset which comprises conductivity data 
on a range of alloy compositions that broadly cover the high strength variants of the 7xxx series 
aluminium alloys.  For each alloy, composition levels of Zn (xZn,w), Mg (xMg,w), Cu (xCu,w), Zr (xZr,w), 
Fe (xFe,w) and Si (xSi,w) in wt% have been determined.  The alloys were solution treated and  
subsequently aged for various times at a single temperature which is similar to the ones used for 
commercial T7 tempers.  The electrical conductivity (σel) has been measured for 36 
composition/ageing time variants. 
 
 
Fig. 3 Bayesian MLP and SVM target prediction plots for the dataset on the strength of 2024. 
 
AN modelling 
The dataset on the conductivity was analysed using NF and SVM modelling approaches.  For adaptive 
numeric modelling approaches the present dataset is very small, and thus these approaches are tested in 
a very severe manner. SVM model construction proved to be particularly difficult because the training-
test data split used in this algorithm effectively further reduces the number of datapoints available for 
model training.  These results are discussed elsewhere [10], and in the present paper we will limit 
ourselves to the NF approach which, due to its reductionist nature, handles smaller datasets more 
consistently.  The NF modelling approach identified a model which contains the only the Mg content 
and the ageing time.  The dependence of conductivity on the Mg content is modelled as a linear 
function, whilst the time dependency is modelled as a bilinear (piecewise linear) function, see Fig. 4.  
The root-mean-squared-error (RMSE) achieved with this method is 0.61 IACS, i.e. conductivities are 
modelled with an accuracy of about 1.5%. 
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Fig. 4: 
Conductivity of 
selected 7xxx alloys 
vs. ageing time at a 
typical T7 type 
ageing temperature. 
Alloy compositions 
are within the ranges 
of the main 
aerospace 7xxx 
alloys. Model results 
are from neurofuzzy 
model construction (--
-) and from a 
simplified physically-
based model (―) 
(see text).   
Hybrid modelling  
The dataset on the conductivity was further analysed using a hybrid approach, in which input 
composition data was pre-processed using some simple metallurgical and thermodynamic principles 
(i.e. regular solution models and fixed composition of the main precipitating phase, η).  The use of 
these pre-processed variables allowed the construction of a marginally more accurate model with the 
NF approach (RMSE 0.59%IACS).   The model identified the excess Mg, xMg,xs, (the predicted amount 
of Mg left in solution after complete precipitation) and the ageing time as the main parameters 
influencing conductivity in these overaged alloys.   
 
Semi-empirical physical  modelling 
To assess the applicability of a physically-based model to this dataset on conductivity of 7xxx alloys, a 
simplified model was derived using selected metallurgical knowledge and physical relationships.  The 
model for conductivity considers the alloy to be divided into 2 zones with different conductivity.  
These zones are i) the grains (incorporating the matrix phase and coarse, undissolved particles) and ii) 
the solute depleted area (SDA) around the grain boundary. The shape of the grains is approximated as 
rectanguloids of a single size.  The model further applies: 
•  simplified thermodynamic equations to model the amount of intermetallic phases (mainly S 
(Al2CuMg) [32,33] and  Al7Cu2Fe: Mg2Si  and T phase (in 7xxx alloys a quaternary phase based 
on Mg3Zn3Al2/CuMg4Al6) are neglected because previous work [34,35,36] has indicated that they 
are either not present or only present in limited amounts in commercial 7xxx alloys), 
•  the Rayleigh-Maxwell equation for resistivity in a material with dispersed particles, 
•  the Starink-Zahra equation for precipitation [37,38], 
•  a one-dimensional diffusion equation to describe the growth of the SDA, 
•  Matthiesen’s rule for the influence of dissolved elements on the resistivity [39,40]. 
In the present model we will neglect the influence of the scattering of electrons by very small 
(nanometer sized) precipitates/zones [31].  It is thought that for the present overaged alloys this is a 
reasonable assumption.  Further details of this model will be presented elsewhere [41]. 
 
The RMSE achieved by semi-empirical regression of this physically-based model to the available data 
(using 6 fittable parameters) is 0.43%IACS, and model predictions for selected alloys are presented in 
Fig. 4.  It should be noted that ρAl obtained from the fitting procedure (  (58%IACS)
-1 ) agrees 
reasonably well with the literature value for conductivity in pure Al (62%IACS) when the effect of 
minor alloying elements (Zr, Ti) and impurities (Fe, Si) are taken into account.  Conversely, the values 
of the proportionality constants in Matthiesen’s rule, rMg, rZn and rCu, as determined in the fitting 
procedure deviate considerably from the ones determined from single phase binary Al-Mg, Al-Zn and 
Al-Cu alloys [28,42]. 
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Fig. 5   
Schematic drawing of the 
alloy structure considered 
in the model for 
conductivity.  The grains 
are rectanguloids and the 
SDAs around the grain 
boundary provide 
connected conductivity 
paths in the shape of 
plates. 
 
 
 
 
  
Comparison of modelling approaches 
In Table 1 statistical parameters for the presented model approaches are summarised, and compared 
with simple linear regression methods.  The table illustrates that for the present conductivity data, the 
physically-based model is more accurate than the model constructed by the NF approach, although 
more fitting parameters were used by the semi-empirical physical model. Whilst the statistics in Table 
1 are the main points to consider in deciding the relative success of the modelling methods, the present 
results show some additional interesting points related to modelling approaches.  Firstly, in the NF 
model construction the influence of Zn and Cu on the conductivity was determined to be not 
statistically significant, which leads, for example, to the inaccurate prediction of nearly identical values 
for predicted conductivity for the alloys C and D in Fig. 4 (alloys C and D have nearly identical Cu and 
Mg contents). This contrasts with the analytical model, in which Zn content is included in a convoluted 
way, for instance through the formation of precipitates with a fixed Zn:Mg ratio.  It appears that the 
latter approach is more successful.  Further, inclusion of simple metallurgical and thermodynamic ideas 
in data pre-processing prior to NF modelling to arrive at a hybrid approach has been successful in 
improving the accuracy of the models constructed (see also Ref. [8]). To further assess model 
performance, the extrapolation and interpolation accuracies of the two models were assessed by fitting 
the model to a training set from which 4 data points at extremes (i.e. high solute contents or low ageing 
times) or data points at average values of input parameters were excluded.  Results have shown that 
interpolation and extrapolation ability of the two models varied according to the type of data omitted.  
Whilst the analytical model remained on average more accurate it showed no significantly better 
extrapolation or interpolation capacity as compared to the NF model. The general conclusion to be 
drawn from this comparison is that the NF approach has been able to construct a quite accurate model 
based on data alone, although some improvement in model performance can be obtained by taking 
account of physical understanding prior to NF modelling or by derivation of a semi-empirical physical 
model. 
 
Model Type  Fittable 
parameters 
RMSE - training 
(%IACS) 
RMSE - test 
(%IACS) 
Linear Regression  7  1.9  2.1 
Model constructed with NF approach  5  0.54  0.61 
Hybrid physical/NF model [8]  5  0.48  0.59 
Semi-empirical physical  model  6  0.39  0.42 
 
Table 1   Statistics of various modelling approaches to modelling of a database of conductivity data 
for Al-Zn-Mg-Cu-Zr alloys. 
 
3.3  Case 3: Strength of Al-Li based alloys and Metal Matrix Composites (MMCs). 
In aerospace applications Al-Cu-Mg based alloys are still the first choice for most damage tolerant 
applications.  Al-Li based alloys (209x, 809x) have been developed as stiffer, lightweight alternatives 
to the incumbent Al-Cu-Mg-based alloys.  Additionally, Al-Li MMCs have been considered for their 
excellent specific stiffness. Various issues however limit the widespread application of Al-Li based 
alloys and MMCs.  For instance, it has been realised that in their damage tolerant (i.e. underaged 
condition) Al-Li based alloys undergo a further hardening process when exposed to moderately 
elevated temperatures (of the order of 50 to 80ºC) [43,44,45].  The concomitant loss in toughness [44] 
poses a serious problem for many of the potential applications for aluminium-lithium alloys. There 
have been various suggestions for the causes of this decrease in toughness [44,46,47], however the 
relative contributions of GPB zones and δ’ phase to the strengthening of these alloys, as well as the 
influence of precipitate free zones in Al-Li based MMCs has not been quantified. 
 
In the present comparison of modelling approaches we will present results on the modelling of the 
strength of five Al-Li-Cu-Mg based alloys and SiC reinforced alloys using data on the microstructure  
as obtained from DSC and TEM experiments.  The database contains a total of 21 alloy-ageing 
treatment combinations, and 12 input parameters: the sizes of δ′ and S′ phases, volume fractions of δ′, 
S′ and GPB zones, size of the PFZ around SiC particles and Li, Cu, Mg, Zr and SiC contents. 
 
AN modelling 
By applying the AN approaches to the present, very small dataset they are severely tested in a manner 
that they are generally not designed for.  Notwithstanding this disadvantage, the NF and the SVM 
approaches were able to produce reasonable modelling accuracies (see Table 2).  The NF approach 
identified the volume fraction of δ′, fδ′, the diameter of S′ and the Cu content as the most influential 
parameters, whilst the SVM approach identified univariate terms for Li content and the diameter of S′, 
along with a bivariate term combining fδ′ and the Li content, and one combining the Zr and SiC 
contents. 
 
Physically-based modelling 
The physically-based model used in the present work is derived taking into account all the relevant 
published work which goes back to 1940s with ground breaking work by Mott and Nabarro [1] and 
Orowan [2].  More recent substantial contributions in this field are for instance those by Ardell [48] 
and Nembach and Neite [49], and various other strengthening mechanisms, like grain strengthening, 
dislocation strengthening, solid solution strengthening and strengthening by inclusions, have been the 
subject of earlier work (see e.g. Refs. [50,51,52,53] and references therein).  Hence, there exists a 
considerable body of work on modelling independent contributions of strength in alloys and 
composites but predictive modelling of properties of complex alloys and composites requires 
superposition of these contributions.  This type of complex strength modelling has been performed, to a 
varying degree of detail, for several monolithic precipitation hardened alloys [3,4,5,25,52,54,55], and 
recently a detailed model of strengthening in precipitation hardened metal matrix composites (MMCs) 
has been reported by the present authors [56,57,58].  In the strength modelling approach adopted in the 
present paper, the strengthening of MMCs and monolithic alloys are ascribed to five mechanisms: 
i.  Precipitation strengthening, which involves strengthening of grains due to GPB zones, δ’ (Al3Li) 
phase and S′ (Al2CuMg) phase [59,60], with a small contribution due to β′ (Al3Zr) dispersoids. 
ii.  Solution strengthening, which involves strengthening of the Al-rich phase by dissolved Li, Cu and 
Mg atoms. 
iii.  Grain and subgrain strengthening, which involves strengthening due to hampering of dislocation 
movement by the presence of (sub-) grain boundaries. 
iv.  Dislocation density which involves the strengthening of the Al-rich phase grains due to impeding 
of dislocation movement by the presence of dislocations, which have formed as a result of prior 
plastic deformation; in MMCs the main cause for prior plastic deformation is the thermal misfit of 
ceramic inclusions, and 
v.  Load transfer between matrix and reinforcement in MMCs. 
Some selected results of the modelling are presented in Fig. 6. (For further results see Refs. 
[56,57,58].) The accuracy of the modelling is presented in Table 2. It is further noted that as part of the 
physically-based approach modelling of the microstructure evolution with ageing time has been 
performed, and this model can be applied to predict the continuous change in properties as well as 
extrapolations to longer ageing times as depicted in Fig. 6. 
 
Comparison of modelling approaches 
Table 2 shows that, on this small dataset, the physically-based approach outperforms the AN 
approaches.  This indicates that the elements of the physically-based model presented are sound and 
that, in general, strength modelling of complex alloys can be successfully pursued using a physically-
based approach.  It must however be emphasised that the amount of data for the NF and SVM model 
training was clearly well below that which may be expected to reasonably represent a problem of this 
complexity and the physically-based model required extensive experimental [58,59,60] and analytical 
[56,57] development.  
 
  RMSE - test (MPa) 
NF Modelling  24* 
SVM Modelling  41 
Physically-based model  16 
 
* Test error for the NF model obtained from a leave-one-out cross-validation test (see e.g. [8]).  This test will 
somewhat underestimate the true testing error. 
 
Table 2   Statistics of various modelling approaches to modelling of a database of strength data for 
Al-Zn-Mg-Cu-Zr alloys.  
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Fig. 6   
Predicted and modelled 
strength (physically based 
model) of the 8090 monolithic 
alloy and the 8090 MMC 
during ageing at 170ºC.  The 
continuous evolution and 
extrapolation (lines) were 
modelled by combining the 
microstructure evolution 
model outlined in Ref. [59] 
and the physically based 
model. 
 
 
 
 
 
3.4  Case 4:  Modelling toughness of high strength Al based alloys. 
The fracture toughness of high strength aluminium alloys is known to depend on many parameters, 
including flow strength, work hardening, slip character, dispersoid content, intermetallic content, grain 
structure, grain boundary structure and microstructural anisotropy [61].  Various models have been put 
forward in the literature to predict the influence of microstructural or mechanical parameters on the 
fracture toughness, however, these models generally consider only a selection of the parameters that 
are known to be important.  For instance, assuming unstable crack extension proceeds when crack tip 
opening reaches the length of the unbroken ligaments separating cracked inclusions, the following 
expression may be derived [62,63]: 
 
KIC ≈ 2σyE
π
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where D is the diameter of the large inclusions, fV is their volume fraction, σy and E are the yield stress 
and Young’s modulus respectively, and KIC is the plane strain fracture toughness.  This model has been 
shown to give a reasonable prediction of the effect of the volume fraction of inclusions for constant 
yield strength and constant particle size in a number of systems, but does not agree with experimental 
results concerning the influence of yield stress.  In an earlier model, Hahn and Rosenfield [64] 
considered the effects of plastic deformation in a zone emanating from the crack tip, particularly in 
terms of the work-hardening exponent.  Garrett and Knott [65] reviewed the derivation of this model 
leading to the relationship: 
KIC ≈
2CEεc
*σ yn
2
1− ν
2  (4)  
 
where C is a constant, εc
∗ is the critical crack tip strain at which unstable propagation occurs, n is the 
work hardening exponent and ν is the Poisson ratio; εc
∗  is taken to be a function of the volume fraction 
and distribution of void nucleating particles [66].  The predicted n√σy dependency of the fracture 
toughness for a constant distribution of particles has been shown to provide a reasonable description of 
toughness behaviour as a function of ageing between under- and overaged conditions (i.e. varying yield 
strength) for several Al-based alloys (data for 7075 is presented in Ref. [67]).  Also the use of a critical 
stress criterion to describe the decohesion of the interface between the matrix and the dispersoids leads 
to a n√σy dependency of the fracture toughness [67].  Whilst these models consider only random 
distributions of particles Ehrstrom et al. and Achon et al. showed that in order to model anisotropic 
toughness, distributions of particles should be taken into account [68,69]. 
 
In addition to transgranular failure processes (voiding at coarse intermetallic particles or void sheet 
formation at dispersoid particles), fracture in high strength aluminium alloys can also proceed by a 
ductile intergranular mechanism, which may depend on void initiation at boundary precipitates, strain 
localisation within soft precipitate free zones (PFZ) and stress/strain concentration at slip band/gb 
intersections [70], all of which are strongly dependent on ageing condition.  A model for grain 
boundary failure assuming that all plastic deformation is entirely restricted to the PFZ region, has for 
example been derived by Hornbogen and Gräf [71]. 
 
Whilst the above models all have been successful in analysing selected aspects of toughness behaviour, 
a comprehensive model is, apparently, not yet available.  It is considered that, as yet, microstructure-
toughness relations are too complex to allow the development of a full physically-based model.  For 
cases where large production databases are available modelling of toughness for specific alloys using 
AN modelling (specifically SVM-based) may be pursued [11], with models obtained to date achieving 
RMSE values of the order of 1.5MPa√m in measured fracture toughness values for processing 
databases with up to 14 input variables (covering composition, thermo-mechanical processing data 
etc.).  
 
4  Future challenges for modelling. 
 
The examples presented in the previous section illustrate how different approaches to modelling can be 
successfully used to interpret available datasets of different sizes and to predict properties of alloys for 
different composition/processing combinations.  The examples cover the full range from complete 
physically-based models which do not rely on fittable parameters (section 3.3), to full adaptive numeric 
modelling approaches on large datasets.  Also hybrid approaches were presented, i.e. AN modelling 
approaches which make use of metallurgical insights to pre-process input data to obtain models with 
improved accuracy and/or transparency.  These results should be considered within the context of the 
wider field of approaches used for physically-based modelling of the properties of metallic alloys, 
which further contains important techniques such as finite element (FE) modelling (for mechanical 
properties) and thermodynamic modelling [24,29] (for prediction of phases and phase diagrams).  All 
these modelling approaches have their own specific benefits and limitations.  On this point we have 
already noted that for large datasets with complex and hard-to-interpret properties, AN modelling will 
produce the best results.  As another example we may notice that in order to predict casting, 
homogenising and solution treatment processes, thermodynamic modelling is an indispensable 
technique.  The main challenges for the future lie both in the further development of individual 
techniques, as well as in the combination of the different modelling approaches to arrive at integrated 
approaches that are adapted to the properties being modelled, the data available and the economic/time 
constraints put upon R&D.     
5 Conclusions 
•  Recent advances in physically-based and adaptive numeric modelling have made them 
indispensable techniques in analysing and predicting properties of metallic alloys.  They play an 
important and increasing part in alloy development and process optimisation. 
•  Within the two main categories (physically-based and adaptive numeric) various techniques exists 
and hybrid approaches are also being developed. 
•  Selection of modelling approaches is driven by a range of factors, such as size of database available 
(large databases are best analysed using adaptive numeric modelling approaches), and availability 
of prior physical understanding (the latter benefiting physically-based approaches). 
•  Data on processing-conductivity, processing-strength and processing-toughness relations in 7xxx 
alloys can all be analysed successfully provided the most appropriate modelling approach is 
selected.  The same holds for processing-property and microstructure-property relations in other 
alloys studied in this paper. 
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