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Abshcr- A neural network based identifier is designed fur
effective control o i a small power system The power network in
this work is considered from an external point ofview, i.e., from
a supervisory level. Such a neuroidentitier can serve as a
general model of such a plant, and then used fur difTerent
neural network based control schemes.

I. "IRODUCTION
A power system consists of components such as
generators, lines, loads, and compensators. The compensators
are shunt or series elements such as capacitors and inductors
or converter controlled Flexible AC Transmission System
(FACTS) devices.
Until now, designs of the internal controllers of a
generator (voltage regulator and governor) have typically
considered only the generator and ignored other controlled
devices in the power network. Similarly, designers of
FACTS device controllers consider only the FACTS device
and ignore neighboring generator controllers for example.
Synchronous generators are traditionally controlled by
automatic voltage regulator (AVR) which maintains the
desired voltage at the terminals of the generators, and the
speed governor which regulates the steam valve position i
n
order to maintain constant speed. Both AVR and governor
contribute to the damping of speed deviations. [l]
STATCOMs are power electronic based shunt connected
FACTS devices which can control the line voltage Vat the
point of connection to the electric power network. Regulating
reactive power injected into the network and the active power
drawn from it by this device, provides control over the line
voltage and over the DC bus voltage inside the device
respectively [2].
Traditionally, the controller design for the STATCOM,
as well as for the synchronous generator, have ranged from
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A supervisory control scheme can guarantee that at each
moment i
n time the optimum control action is taken; not only
to ensure that the network is back to the desired operating
condition as fast as possible after a disturbance, but to also
do this in an optimized and economical way, i.e., with
minimum control effort possible. The supervisory controller
could also be used to adjust set points or reference values of
the various internal controllers to achieve certain optimum
steady state operating conditions.

SUPERVISORY LEVEL NEUROIDENTIFIER

I

The supervisory control could be implemented by
artificial neural networks. These control techniques can
adaptively control a highly nonlinear non-stationary plant, in
a noisy environment with uncertainties. Many of these
techniques are model-based, in other words they need a
model of the plant to be controlled [10],[11]. This model
does not have to be a strict analytic set of equations, but
could be provided by a neural network acting as an identifier.
Actual physical models are difficult to obtain, and their
parameters are often not constant.
This paper deals with designing a continually online
trained (COT) artificial neural network based identifier
(neuroidentifier) in order to modellidentify the power system
in Fig. 2 (called the Planr), from a supervisory level. Such a
power system is nonlinear and non-stationary since in
practice its configuration changes continuously as lines and
loads are switched on and off.

I
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Fig 2. STATCOM connected IO
SMIB system (plant)

The STATCOM is controlled using a conventional PI
controller as described in [Z](Fig. 3). The difference between
actual and reference values of the power network line voltage
V and the DC bus voltage vd, (inside the STATCOM) are
passed through two PI controllers, whose output values Lle,
and

in turn determine the modulation index m#and

inverter output phase shift a applied to the PWM module as
in (1):

Every component inside the Plont is assumed to have its
own controller, which helps the network maintain its desired
steady state conditions, as well as damping out all the
unwanted oscillations due to disturbances, such as small
changes or severe faults.

a = Cos-'(

Aei + Aei

The neuroidentifier can be located anywhere in the
power system, assuming a SCADA system is available to
transmit different informationldata throughout the network.
There can even be more than one neuroidentifier installed at
different locations in the network, so that different entities
can have access to the required information simultaneously.
This scheme can be especially useful in a deregulated
environment, where coordinated control is required.

11. STATCOM IN A SINGLE MACHINE INFINITE BUS SYSTEM
Figure 2 shows a STATCOM connected to a single
machine infinite bus system, and it is simulated in PSCAD.
The generator is modeled together with its automatic voltage
regulator (AVR), exciter, govemor and turbine dynamics all
taken into account [I]. The generator is a 37.5 MVA, 11.85
kV (line voltage) machine. Parameters used for the entire
systemare given in [8],[12].
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Controlling the voltage Vat the point of connection to
the network is the main objective of the STATCOM
considered in this paper.

The number of neurons in the hidden layer is
heuristically chosen as twenty two, with a learning gain of
0.05 and a momentum gain of zero(Fig. 5 ) .

Parameters of the STATCOM PI controllers are derived

Hidden
Lapr

so that the controllee provide satisfactory and stable

hpYt

performance when the system is exposed to small changes in
reference values as well as large disturbances such as a three
phase short circuit on the power network.

111. SUPERVISORY LEVEL NEURAL NETWORK IDENTIFIER

A . Neuroidentifier Structure
The reference signals of the following internal
controllers are considered as the inputs of the plant:
V,*/; Line voltage reference at the point where the

STATCOM is connected to the network,
Prel; Power reference at the input of the turbine,

y+*/;Terminal voltage reference at the input of the
AVR.
In turn the plant outputs are the measured values of the
transmission line losses, as well as the generator active
power and terminal voltage. The neuroidentifier is trained to
predict these plant outputs at one step ahead (Fig. 4).

I

\

The actual values of the plant outputs are compared with
the estimated values generated by the neural detwork, to
form an emor vector, which is used to modify the weight
matrices; as shown in Fig. 4. Details of feedforward and
hackpropagation equations can be found in the authors'
previous work [14].
E . Training Procedure

I

\

Fig 5. Neuroidentifier stmchm
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Fig 4. Neumidentifier schematic diagam

A multilayer perceptron W P ) type feedforward neural
network is used for the neuroidentifier structure with
backpropagation (steepest descent) method as the training
algorithm [13]. Plant inputs and outputs at time steps t - f , 1-2
and 1-3 are fed into the neuroidentifier which predicts the
values of plant outputs at one step ahead, i.e., at time step I .
Simulations showed that increasing the number of time
delayed values does not drastically improve the
neuroidentifier performance, however it increases the
computational time.

The neuroidentifier goes through a forced training stage,
during which time the plant inputs are manually disturbed by
adding pseudorandom binary signals (PRBS) to each one.
Such deviations in the inputs of the plant cause
changesldeviations in the plant outputs. The neuroidentifier
is then trained, with its weight matrices being updated based
on the hackpropagation algorithm, in order to learn the
dynamics of the plant.
The system is first simulated until it reaches steady state.
At this point PRBS signals are added to the plant inputs from
an external source and the neuroidentifier training begins.
Due to the slower nature of the supervisory level
controller compared to the systedcontrollers dynamics,
frequencies of the PRBS signals are heuristically chosen to
be 0.1, 0.2 and 0.5 Hz,while their magnitude is limited to
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However when training the neuroidentifier under normal
operating condition, steps should be taken in order to
compensate for the fact that the frequency of changes during
the normal performance of the power system might be low.
Training might need to be continued for a much longer
period, Also it is possible to define an adaptive learning gain
for the neural network, which is increased when a change
occurs in the value of the neuroidentifier inputs, while it is a
small "her
when the input values are almost constant.
This prevents the neuroidentifier weights to forget the
previously learned information.

k 10% of the corresponding plant inputs at steady state (Figs.
6-8).

IV. SIMULATION RESULTS
A . Training Results
Fig 6. Farced training signal applied to the generatorterminal voltage
reference
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Figures 9-1 1 show the response of the system to the
forced training PRBS disturbances. The estimated values of
the plant outputs, predicted by the neuroidentifier exactly
match with the corresponding actual values. This happens
because the training never stops.
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Fig 1. Forced training signal applied to the hlrbine power reference
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Fig 9 . Actual and estimated values ofthe system lasses
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Fig 8. Forced training signal applied to the STATCOM voltage reference

It should be noted that in a real power system, applying
PRES perturbations to the network might not be desirable or
practical. An alternative solution n such a case is to train the
network during the normal operation of the continuously
changing power system.
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Fig IO. Actual and estimated values of the generatorterminal voltage

Due to the continuous online training approach, the
neuroidentifier starts tracking the plant outputs almost from
the very beginning of the forced training stage

that during the testing stage, the forced PRBS disturbance is
stopped, but the neuroidentifier still undergoes training.
Figures 13 and 14 show the results when the line z,
(Fig. 2) is disconnected at 40 sec and is switched back on
after 10 seconds.

Time (sac)

Fig 11. AcNal and estimatedvalues ofthe generator active power

In order to ensure that the neuroidentifier learns the
dynamics of the plant over the whole operating region of the
synchronous generator, it is trained at different operating
conditions (Fig. 12). These dfferent operating points are
selected in a random sequence and the neuroidentifier
training continues at each point for a certain amount of time.

Fig 13. Generator terminal voltage when line 3 (Fig. 2) is switchcdoff
and back on
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Fig 14. Generator active pawer when line 3 (Fig. 2) is switched off and
back on
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Fig 12. Synchronous generator operating region
However since the neuroidentifier undergoes continuous
online training and in order to prevent the weight matrices
from forgetting the previously learned information, due to
excessive training at a specific operating point, a small
learning gain is selected during the testing stage of the
neuroidentifier in the next section.

B. Testing Resulfs

0.g

To see how well the neuroidentifier can track the plant
dynamics, the actual and estimated plant outputs are shown
when the network configuration changes. It should be noted

2905

A

..~~..\ .....{.....~:
,...... .:.....;...~~~:
.
. ..... ;
....... :...~~L
.
.
.

,
,,.

.,

,

.

.,

.

.

.,

.,

,

,

..

,,

.

29

31

32

33

34

35

36

37

?B

39

.,

,,

.,

.,

.,

,,

.

0

Time (sac)

Fig 15. Generator terminal voltage when shunt load (Fig. 2) is switched
Off.

In another test, the shunt load connected to the middle of
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The simulation results show that the neuroidentifier
manages to identifyhrack the system dynamics even when
the network configuration changes, because training never
stops.
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Fig 16.Transmission line losses when s h u t load (Fig. 2 ) is switched off

I

V. CONCLUSION
A neural network based identifier is designed for a small
power system. This neuroidentifier considers the network
from an external point of view. In other words, the generator
and STATCOM controllers are assumed to be internal
components of the network, while the neuroidentifier learns
to identify the impacts of the controllers’ reference signals on
the overall performance of the network, in terms of the
voltages, active power and power losses.
Simulation results are provided showing that the
neuroidentifier learns the dynamics of the plant and is able to
predict the plant outputs at all times. A continuous online
training approach is applied; therefore the neuroidentifier
training never stops. This ensures the precise identification of
the plant at different operating conditions of the network.
Such a neuroidentifier can be used in any subsequent
neural network based control scheme that considers the plant
from a supervisory level.
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