Symmetry and singularity properties of the generalised Kummer–Schwarz and related equations  by Leach, P.G.L.
J. Math. Anal. Appl. 348 (2008) 487–493Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Symmetry and singularity properties of the generalised Kummer–Schwarz
and related equations
P.G.L. Leach
School of Mathematical Sciences, University of KwaZulu-Natal, Private Bag X54001, Durban 4000, South Africa
a r t i c l e i n f o a b s t r a c t
Article history:
Received 1 January 2008
Available online 15 July 2008
Submitted by M.C. Nucci
Keywords:
Kummer–Schwarz
Laurent expansion
Annulus
Lie symmetry
We examine the generalised Kummer–Schwarz equation and some of its generalisations
from the viewpoints of symmetry and singularity analyses. We determine the Complete
Symmetry Group of the general equation and show that different forms of the fourth-
order representative illustrate the three possible classes of Laurent series to be expected in
the course of the singularity analysis.
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1. Introduction
The Kummer–Schwarz equation,
2y′ y′′′ − 3y′′2 = 0, (1.1)
is an equation of special interest due to its relationship to the Schwarzian derivative and its exceptional algebraic properties.
In terms of the latter (1.1) possesses a double dose of the symmetry of sl(2, R) in that it has the six Lie point symmetries
Γ1 = ∂x, Γ2 = x∂x, Γ3 = x2∂x, Γ4 = ∂y, Γ5 = y∂y, Γ6 = y2∂y (1.2)
and the algebra under the operation of taking the Lie Bracket is sl(2, R) ⊕ sl(2, R). The six Lie point symmetries of (1.1)
differentiate the Kummer–Schwarz equation from linear third-order ordinary differential equations which can have but four,
ﬁve or seven Lie point symmetries [19]. However, in terms of contact symmetries (1.1) is at one with the archetypal linear
third-order ordinary differential equation
y′′′ = 0 (1.3)
since both (1.1) and (1.3) have the ten contact symmetries of the algebra sp(5) [1] and so are related by means of a contact
transformation. The relationship to all linear third-order ordinary differential equations is established if one admits nonlocal
transformations [13].
Evidently (1.1) is an equation rich in symmetry. Equally (1.1) is generously endowed when one considers it from the
approach of singularity analysis although the two forms of analysis do not always tell the same story about the integrability
of a differential equation due to the differing criteria used. Since (1.1) is homogeneous in both independent and dependent
variables [10], when one substitutes y = αχ p , where χ = x − x0 and x0 is the location of the putative singularity, for the
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by balancing of the coeﬃcient of χ2p−4 to be p = −1. The resonances are given by r = −1, 0 and 1 in which the ﬁrst is
generic and the second follows from the arbitrariness of α in the leading-order term. There is no question of incompatibility
at r = 1 since all terms in (1.1) are dominant. The niceness of the singular behaviour is seen in the closed-form solution
of (1.1), videlicet
y(x) = A + (Bx+ C)−1, (1.4)
where A, B and C are the constants of integration.1
There is a less well-known relation of the Kummer–Schwarz equation, (1.1), called the generalised Kummer–Schwarz
equation, videlicet
y′ y′′′ + ny′′2 = 0, (1.5)
where n is a parameter. For n = −3/2, (1.5) possesses just the four Lie point symmetries, Γ1, Γ2, Γ4 and Γ5, listed in (1.2)
and there is no extension when contact symmetries are admitted. Nevertheless (1.5) is readily integrated to give2
y(x) = A + (Bx+ C)(n+2)/(n+1), n = −1,−2. (1.6)
For values of n other than −1 and −2 the leading-order exponent is rational if n is rational since p = (n + 2)/(n + 1). The
resonances occur at r = −1, 0 and −p so that for rational p (1.5) possesses the weak Painlevé Property with a Left Painlevé
Series for positive p and a Right Painlevé Series for negative p all of which is to be expected in light of the explicit solution
given in (1.6) [11].
Since (1.1) possesses ten contact symmetries, it can be transformed to (1.3) by means of a contact transformation. The
generalised equation can also be transformed to (1.3) [12], but in this case the transformation is nonlocal and proceeds by
the intermediary of a linear second-order ordinary differential equation. The invariants of Γ4 are x and y′ . We reduce the
order of (1.5) using Γ4 with the choice of variables
x = x, v = y′n+1, (1.7)
so that the second-order differential equation is
d2v
dx2
= 0. (1.8)
The transformation to a third-order differential equation of the form of (1.3) is given by
x = x, w ′ = v, (1.9)
so that the overall transformation is
x = x, w =
∫
y′n+1 dx (1.10)
(again n = −1 must be considered separately) and this is manifestly nonlocal apart from the trivial case of n = 0.
In this paper we wish to explore the representation of the Complete Symmetry Group of (1.5) for general values of
the parameter n as we have seen that both the Kummer–Schwarz equation, (1.1), and the generalised Kummer–Schwarz
equation, (1.5), are very similar in their properties provided one allows for a little latitude in the type of transformations
admitted and singular behaviour accepted.
An obvious question is the possibility of the existence of suitable generalisations of (1.5) to higher-order equations.
A study of that from the possession of sl(2, R) has been presented [12]. However, there are other possible avenues of
generalisation. We can consider structure, i.e. equations of the same formal appearance as (1.5) at a higher order. Speciﬁcally
we may look at
y(m−1) y(m+1) + ny(m)2 = 0, (1.11)
where m is a positive integer. The generalised Kummer–Schwarz equation is the ﬁrst member of this sequence with m = 2.
We make a brief resumé of this after the basic section on the Complete Symmetry Group.
1 Note that the solution, (1.4), may also be written in the algebraically more transparent form y − y0 = K (x − x0)−1, where x0 and y0 represent the
invariance under translation in the independent and dependent variables and K the scaling symmetry.
2 In the general case that n = −1,−2. The discussion for these two cases follows mutatis mutandis. In the former case the solution is an exponential and
in the latter case the solution is a logarithm. For the exceptional cases the singularity analysis is unsatisfactory.
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The Complete Symmetry Group of a differential equation is the group of the algebra of the minimal number of Lie
symmetries necessary to specify completely the equation.3 The concept was introduced by Krause in 1994 [14,15], its theory
developed by Andriopoulos et al. [2,3] and applied in a number of instances [4,17,18,26,27]. One recalls that more than one
representation for a given equation is possible and that, even with the proviso of minimality of dimension, the group is not
unique.4
Given a set of symmetries as a candidate for a representation of a Complete Symmetry Group one proceeds as follows.
We take (1.5) and Γ1, Γ2, Γ4 and Γ5 as listed in (1.2) and commence with the general third-order differential equation
y′′′ = f (x, y, y′, y′′). (2.1)
Obviously (2.1) is reduced to
y′′′ = F (y′, y′′) (2.2)
by the actions of Γ1 and Γ4. When we apply the third extension of Γ5, videlicet Γ
[3]
5 = y∂y + y′∂y′ + y′′∂y′′ + y′′′∂y′′′ , to (2.2)
we ﬁnd that
y′′′ = y′F
(
y′′
y′
)
. (2.3)
The third extension of Γ2 is x∂x +0∂y − y′∂y′ −2y′′∂ ′′y −3y′′′∂y′′′ and the requirement that (2.3) be invariant under its action
leads to
y′ y′′′ = ky′′2, (2.4)
where k is an arbitrary constant. This is not (1.5) since the application of the elements of the representation of the Complete
Symmetry Group is required to give precisely the desired equation. Since there are no other Lie point symmetries and (1.5)
has no contact symmetries, one must look to generalised or nonlocal symmetries to provide the necessary representation.5
The determination of nonlocal symmetries is not the easiest of tasks. However, in the instance of (1.5) we do have some Lie
point symmetries to provide assistance for their existence means that we can reduce the order of (1.5).
We multiply (1.5) by y′n−1 so that it becomes
(
y′′ y′n
)′ = 0. (2.5)
Then obviously
(
y′n+1
)′′ = 0 (2.6)
and we have a second-order equation
v ′′ = 0, v = y′n+1. (2.7)
Evidently this is equivalent to the reduction of (1.5) using Γ4 with the invariants x and y′n+1. The second-order differential
equation in (2.7) is linear and has several representations of its Complete Symmetry Group [3]. We take
Σ1 = ∂v , Σ2 = x∂v , Σ3 = v∂v (2.8)
with the algebra A1 ⊕s 2A1, i.e. a representation of the group of translations and dilations in the plane, in the
Mubarakzyanov classiﬁcation scheme [20–23]. Now we convert the three symmetries in (2.8) to symmetries for (1.5). Sup-
pose that Γ = ξ∂x + η∂y is a Lie symmetry of (1.5). Under the transformation x → x, y′n+1 → v the ﬁrst extension of Γ
(necessary since the transformation depends upon y′) is
Γ [1] = ξ∂x + η∂y + (η′ − y′ξ ′)(n + 1)y′n∂v . (2.9)
We compare the structure of (2.9) with the symmetries listed in (2.8). Firstly it is obvious that ξ = 0—one of the reasons
for the choice of this particular representation of the Complete Symmetry Group of the second-order equation in (2.7)—and
so the determination of η is somewhat simpliﬁed. For Σ1, Σ2 and Σ3 in turn the equations satisﬁed by η are
3 aeq systems to which that which follows is applicable mutatis mutandis.
4 Here we treat the Complete Symmetry Group of ordinary differential equations, but the concept applies also to partial differential equations [24,25].
5 Here we conﬁne our attention to nonlocal symmetries. In the case of integrable equation such as (1.5) one can move from nonlocal symmetries to
generalised symmetries by means of integration by parts and use of the original differential equation. In our experience the nonlocal expressions are more
compact.
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from which it follows that the Complete Symmetry Group of the second-order differential equation in (2.7) has a represen-
tation in (x, y) coordinates given by
Σ˜1 =
(∫
(y′)−n dx
)
∂y, Σ˜2 =
(∫
x(y′)−n dx
)
∂y, Σ˜3 = y∂y, (2.11)
in which we have dropped the multiplicative constants. We add the symmetry which produced the reduction of order, ∂y ,
following the idea of transitivity of complete symmetry groups used in [27].
The actions of ∂y and y∂y leave us with (2.1) in the form
y′′′ = y′F (x,u), u = y
′′
y′
. (2.12)
Since
Σ˜
[3]
1 =
(∫
y′−n dx
)
∂y + y′−n∂y′ − ny′−n−1 y′′∂y′′ −
(
ny′−n−1 y′′′ − n(n + 1)y′−n−2 y′′2)∂y′′′ , (2.13)
its application to (2.12) reduces to
u
∂ F
∂u
− F = −nu2 (2.14)
so that
F (x,u) = K (x)u − nu2, (2.15)
where K is a constant of integration. The third extension of Σ˜2 may be written as6
Σ˜
[3]
2ef f = (y′)−n∂y′′ − 2n(y′)−n−1 y′′∂y′′′ (2.16)
and its action on (2.12) with F as in (2.15) sets K (x) = 0 and we have (1.5) speciﬁed precisely.
A representation of the Complete Symmetry Group of the generalised Kummer–Schwarz equation, (1.5), is given by the
three symmetries of (2.11) plus ∂y . The algebra of the three Σ˜ symmetries is seen from the representation in (2.8) to be
A1 ⊕s 2A1. It appears that the addition of ∂y makes the algebra A2 ⊕s 2A1, where ∂y and y∂y comprise A2.
There are many possible generalisations of (1.5). The one we wish to consider is
y(m−1) y(m−1) + n(y(m))2 = 0, m > 2, (2.17)
which obviously preserves the Γ1, Γ2, Γ4 and Γ5 symmetries of (1.5). In addition it also has m − 1 symmetries of the form
Δi = xi−1∂y, i = 1,m − 1, (2.18)
which are solution symmetries of y(m−1) = 0. As in the case of (1.5) we may write (2.17) as the derivative of a single
function, videlicet
[(
y(m+1)
)n+1]′′ = 0. (2.19)
There are two ways to approach (2.19). One is to make use of the m − 1 symmetries given in (2.18) and to treat (2.19) as a
second-order equation. The other is to write (2.19) as an equation of the (m + 1)th order by introducing a new dependent
variable through
w(m−1) = (y(m−1))n+1 (2.20)
so that (2.19) is now the elementary equation
w(m+1) = 0. (2.21)
Eq. (2.21) has the Complete Symmetry Group
Zi = xi−1∂w , i = 1,m + 1, Zm+2 = w∂w . (2.22)
Note that these symmetries are not those given in (2.18). In the inversion of the transformation, (2.20), we must consider
the (m + 1)th extension of a symmetry ξ∂x + η∂y , but, as the symmetries needed, in an obvious generalisation of the case
6 The full expression for Σ˜ [3]2 is not necessary as part of it is found in Σ˜
[3]
1 . The remnant is called the effective part of Σ˜
[3]
2 .
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the remaining two symmetries are nonlocal and have precisely the same form as (2.11a) and (2.11b) with the ﬁrst derivative
replaced by the (m − 1)th derivative.
The Complete Symmetry Group of (2.21) obviously has the algebra A1 ⊕s (m + 1)A1. In the treatment of the more
general equation, (2.17), we have departed a little from the template used for (1.5) in that the equation resulting out of
nonlocal transformation is of the same order rather than one less as in the case of (1.5). This makes the identiﬁcation of the
algebra for the complete symmetry group that much simpler. The set of symmetries in (2.22) is suﬃcient to specify (2.21)
completely. The algebra is A1 ⊕s (m + 1)A1. In the transformation (2.20) there has been no reduction (or increase) of order
so that the number symmetries needed for the complete speciﬁcation is unchanged. It is simply a matter of transitivity.
We turn to the singularity analysis of (2.17). The exponent of the leading-order term satisﬁes
p2 · · · (p −m + 2)2(p −m + 1){(n + 1)p −m(n + 1) + n}= 0, (2.23)
so that the acceptable value is
p =m − 1+ 1
n + 1 (2.24)
provided that this is not a positive integer. The equation for the resonances is
p · · · (p −m + 2)(p + r) · · · (p + r −m + 2)
× {r2 + r[2(p −m + 1)(n + 1) − 1]+ 2(p −m + 1)[(p −m + 1)(n + 1) − 1]}= 0 (2.25)
with solutions
r = −p,−p + 1, . . . ,−p +m − 2,0,−1, (2.26)
where the ﬁnal two values come from the quadratic factor in (2.25).
Our interpretation of the results of the singularity analysis, depending as it does upon the two parameters m and n
which are positive integer ( 1) and rational number respectively, is greatly facilitated by our ability to write the solution
of (2.19) explicitly. Thus we have that
y = (Ax+ B)p +
m−2∑
i=0
Cix
i, (2.27)
in which A, B and Ci , i = 0,m − 2, are the constants of integration and we have written p rather than its expression as
given in (2.24) to keep the appearance compact. Note that the ﬁrst term on the right side of (2.27) can equally be written
as Aχ p for nonintegral p.
Apart from r = 0 the most positive resonance is
rmax = −1− 1
n + 1 ,
which is independent of the value of m. The value of rmax is negative for all n except for n ∈ (−2,−1). Thus in the case that
p is positive and n /∈ (−2,−1) all resonances (apart from zero) are negative and so a Left Painlevé Series is indicated. For
n ∈ (−2,−1), say n = −2+ j/k with 0< j < k, p is positive if m > (2k− j)/(k− j) so that some resonances are positive and
some are negative. On the other hand p is negative if m < (2k − j)/(k − j) and all resonances are positive. In this case one
has a standard Right Painlevé Series (obviously in fractional powers). All in all we see that there are three possible outcomes
to the singularity analysis depending upon the values of m and n. There is the usual Right Painlevé Series commencing from
a negative power of χ . This power can be integral or rational. A Left Painlevé Series can exist with a positive rational power
of χ . Obviously the Right Painlevé Series is valid for the interior of a punctured disc centred on the singularity and the Left
Painlevé Series is valid for the exterior of such a disc.7 In the case of resonances of mixed sign the Laurent series contains
both positive and negative powers from the leading-order term and is valid in an annulus or a sector thereof centred on the
singularity [5,6]. Note that for given m and n only one possibility exists. This is in contrast to the elements of the Riccati
Sequence [7] for which each type of behaviour is found in a given equation from the third member of the sequence, indeed
multiple annuli from the fourth member. The three possibilities are readily recognised in the explicit expression for the
solution of (2.19) given in (2.27).
We illustrate the three possible patterns with three speciﬁc fourth-order equations. The equation
y′′ y′′′′ − 4
3
y′′′2 = 0 (2.28)
has p = −1 and r = −1,0,1,2. When we substitute
7 In the case of an expansion in fractional powers the disc or its exterior is replaced by a sector of the disc or its exterior.
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i=0
aiχ
i−1 (2.29)
into (2.28), we obtain
∞∑
i=0
∞∑
j=0
(i − 1)(i − 2)(i − 3)( j − 1)( j − 2)(3i − 4 j)aia jχ i+ j−8 = 0 (2.30)
from which it is evident that a0, a1 and a2 are arbitrary. In fact we see that ai = 0, i  3. For
y′′ y′′′′ + y′′′2 = 0, (2.31)
we have p = 5/2, r = −1,0,−5/2,−3/2. The substitution
y =
∞∑
i=0
aiχ
(5−i)/2 (2.32)
leads to
∞∑
i=0
∞∑
j=0
(5− i)(3− i)(1− i)(5− j)(3− j)(i + j)aia jχ−(i+ j+2)/2 = 0 (2.33)
from which it is evident that a0, a2 and a3 are arbitrary. In the case of
y′′ y′′′′ − 5
3
y′′′2 = 0 (2.34)
p = 1/2 and r = −1,0,±1/2. We must substitute a full Laurent series, videlicet
y =
∞∑
i=−∞
aiχ
(i+1)/2 (2.35)
to obtain the condition
∞∑
i=−∞
∞∑
j=−∞
(i + 1)(i − 1)(i − 3)( j + 1)( j − 1)(3i − 5 j)aia jχ(i+ j−8)/2 = 0. (2.36)
We note that the coeﬃcients of a22, a0a1 and a0a−1 are zero and so a0, a1 and a−1 are arbitrary.
3. Discussion
Most studies of the properties of ordinary differential equations are concentrated on equations of the ﬁrst three orders
which is most natural since these are the equations which arise in most applications. Nevertheless there is a strand in the
discipline of the study of differential equations which is concerned with equations of general order. This note belongs to
that strand. It is not unique since there are several current studies devoted to sequences of ordinary differential equations
generated in a manner similar to that used to generate sequences of partial differential equations [6,9]. In this work we
have not looked towards the use of recursion operators as is the practice for differential sequences, but looked simply at the
structure of the basic equation. The generalised Kummer–Schwarz equation has properties almost the same as its progenitor.
The main exception is in the analytic nature of the solutions. We have been able to extend these considerations to a class of
equations of higher order but of similar structure. Whilst the occurrence of equations of similar type may not be frequent,
they do occur [9] and the reason why they occur is usually to solve some question with equations of lower order such as a
second-order differential equation based on Newtonian mechanics [8,16].
The Kummer–Schwarz equation is one of the central equations of the study of ordinary differential equations (as we
mentioned in the Introduction). In this paper we make two points. Firstly the Kummer–Schwarz equation can be generalised
(as in (1.5)) in a number of ways. We have shown that the generalised equation—apart from being integrable in the loose
sense—can be integrable in terms of analytic functions for suitable values of the parameter n.
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