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Contracting exceptional divisors by the Ka¨hler-Ricci flow II1
Jian Song∗ and Ben Weinkove†
Abstract We investigate the case of the Ka¨hler-Ricci flow blowing down disjoint excep-
tional divisors with normal bundleO(−k) to orbifold points. We prove smooth convergence
outside the exceptional divisors and global Gromov-Hausdorff convergence. In addition, we
establish the result that the Gromov-Hausdorff limit coincides with the metric completion
of the limiting metric under the flow. This improves and extends the previous work of the
authors. We apply this to P1-bundles which are higher-dimensional analogues of the Hirze-
bruch surfaces. We also consider the case of a minimal surface of general type with only
distinct irreducible (−2)-curves and show that solutions to the normalized Ka¨hler-Ricci
flow converge in the Gromov-Hausdorff sense to a Ka¨hler-Einstein orbifold.
1 Introduction
The Ka¨hler-Ricci flow, suitably normalized, converges to a Ka¨hler-Einstein metric on a
compact manifold X with negative or zero first Chern class [Y, A, Cao]. It was shown
in [P2, TZhu] that on a manifold with positive first Chern class the flow converges to a
Ka¨hler-Einstein metric when one exists. Convergence is also known under certain weaker
assumptions (see [CW, MS, PS, PSSW, Sz, To, Zhu] and the discussions therein).
There has been considerable interest in investigating the behavior of the Ka¨hler-Ricci
flow on more general algebraic varieties where it is expected that singularities will form
[FIK, LT, Ts, So, SoT1, SoT2, SoT3, SW1, SW2, T, TZha, Zha1, Zha2]. One motivation
is to understand how the Ricci flow can pass through a singularity and continue on a new
manifold. Such a procedure is sometimes referred to as canonical surgery [H, P1]. The
rigid framework of Ka¨hler geometry provides a good model for the study of singularity
formation for the general Ricci flow. Another motivation comes from algebraic geometry
and the minimal model program. It has been conjectured that the Ka¨hler-Ricci flow will
give a new analytic analogue of the Mori program of classifying algebraic varieties up to
birational equivalence [SoT3, T].
Indeed, it was conjectured in [SoT3] that the Ka¨hler-Ricci flow will either deform a
projective algebraic variety X to its minimal model via finitely many divisorial contractions
and flips in the Gromov-Hausdorff sense, and then converge (after normalization) to a
generalized Ka¨hler-Einstein metric on the canonical model of X, or collapse in finite time.
The existence of weak solutions of the Ka¨hler-Ricci flow through divisorial contractions
and flips was proved in [SoT3]. The Gromov-Hausdorff convergence of the flow is still open
in general.
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In [SW1], the authors investigated the Gromov-Hausdorff convergence of the Ka¨hler-
Ricci flow in the case of Hirzebruch surfaces, and analogous higher dimensional P1-bundles,
with U(n)-symmetric initial data. It was shown that the Ka¨hler-Ricci flow will, in the sense
of Gromov-Hausdorff, either contract a divisor, collapse a dimension or shrink to a point.
This confirmed conjectures of Feldman-Ilmanen-Knopf [FIK].
In the prequel to this paper [SW2], the authors considered the case of the Ka¨hler-Ricci
flow contracting exceptional divisors (in the usual sense of ‘blow-down’). More precisely, we
assumed that there exists a surjective holomorphic map π from X to a manifold Y blowing
down disjoint exceptional divisors E1, . . . , Ek, which are codimension 1 submanifolds of X
biholomorphic to Pn−1 and with normal bundle O(−1). The map π is a blow-down map
contracting the Ei to distinct points y1, . . . , yk. In [SW2] we established that, under a
necessary cohomological condition, the Ka¨hler-Ricci flow will blow down the exceptional
divisors in the Gromov-Hausdorff sense, and smoothly away from the divisors, and continue
on the new manifold. Note that, in this non-collapsing case, the Ricci curvature is not
bounded from below along the Ka¨hler-Ricci flow [Zha3]. Thus, since one cannot directly
apply Cheeger-Colding type results (for example [CC]) from Riemannian geometry, we use
other methods.
In the current paper, we build on results of [SW1, SW2]. We improve the result of
[SW2] by showing that the Gromov-Hausdorff limit on Y coincides with the metric com-
pletion of the limiting metric gT on Y \ {y1, . . . , yk} (as conjectured in [SW2]). Moreover,
we extend the results of [SW2] to deal with the case of submanifolds Pn−1 with normal
bundle O(−k) blowing down to orbifold points. We then apply these results to the P1-
bundles considered in [SW1] (without assuming any symmetry of the initial data). We also
investigate minimal surfaces of general type with only distinct irreducible (−2)-curves and
show that the normalized Ka¨hler-Ricci flow converges in the Gromov-Hausdorff sense to a
Ka¨hler-Einstein orbifold.
We now state our results more precisely. Let (X,ω0) be a compact Ka¨hler manifold of
complex dimension n ≥ 2. We consider the Ka¨hler-Ricci flow,
∂
∂t
ω = −Ric(ω), ω|t=0 = ω0. (1.1)
As long as the flow exists, the Ka¨hler class of ω(t) is given by
[ω(t)] = [ω0] + tc1(KX) > 0. (1.2)
The first singular time T ∈ (0,∞] is characterized by
T = sup{t ∈ R | [ω0] + tc1(KX) > 0}. (1.3)
Indeed, it was shown by Tian-Zhang [TZha], extending a result in [Cao], that there exists
a smooth solution of the Ka¨hler-Ricci flow (1.1) for t in [0, T ). If T is finite then the flow
must develop a singularity as t→ T−.
We introduce some terminology. We want to consider a type of exceptional divisor
which generalizes the one dealt with in [SW2]. Suppose that X contains a submanifold
E ∼= Pn−1 with normal bundle O(−k) for some k ≥ 1. Suppose that π : X → Y is the map
blowing down E, where Y is a Ka¨hler orbifold of complex dimension n with an orbifold
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point y0 with a neighborhood corresponding to a neighborhood of 0 ∈ Cn/Zk. Here j ∈ Zk
acts on Cn by
j · (z1, . . . , zn) = (e2π
√−1j/kz1, . . . , e2π
√−1j/kzn). (1.4)
We say that E is the (−k) exceptional divisor of y0 and that y0 is a Zk-orbifold point of
Y . For more details on this construction, see Section 2.
The case of the usual blow-down of an exceptional divisor to a point, as in [SW2],
coincides with k = 1. Note that we can of course localize the definition so that X may
have a number of disjoint exceptional divisors which may be blown-down by a map π to
an orbifold Y .
Our main theorem is as follows.
Theorem 1.1 Suppose there exists a map π : X → Y blowing down the (−ki) exceptional
divisors Ei of the Zki-orbifold points yi ∈ Y for i = 1, . . . , p. Here Y is a compact Ka¨hler
orbifold whose only orbifold points are y1, . . . , yp. We assume that the E1, . . . , Ep are all
disjoint and
[ω0] + Tc1(KX) = [π
∗ωorb], (1.5)
for ωorb a smooth orbifold Ka¨hler metric on Y . Then:
(i) As t→ T−, the metrics g(t) converge to a smooth Ka¨hler metric gT on X \
⋃p
i=1Ei
in C∞ on compact subsets of X \⋃pi=1Ei. Using the map π we may also regard gT
as a Ka¨hler metric on Y ′ := Y \ {y1, . . . , yp}.
(ii) Let dgT be the distance function on Y
′ given by gT . Then there exists a unique metric
dT on Y extending dgT such that (Y, dT ) is a compact metric space homeomorphic to
the orbifold Y and (Y, dT ) is the metric completion of (Y
′, dgT ).
(iii) (X, g(t)) converges to (Y, dT ) in the Gromov-Hausdorff sense as t→ T−.
(iv) There exists a smooth maximal solution g(t), in the orbifold sense, of the Ka¨hler-
Ricci flow on Y for t ∈ (T, TY ), with T < TY ≤ ∞, such that g(t) converges to gT
as t → T+ in C∞ on compact subsets of Y ′. Moreover g(t) is uniquely determined
by g0.
(v) (Y, g(t)) converges to (Y, dT ) in the Gromov-Hausdorff sense as t→ T+.
Clarifying the uniqueness statement in (iv): we obtain uniqueness at the level of po-
tential functions, in the same sense as in [SoT3, SW2]. For details, see Section 7 and in
particular Lemma 7.1.
In the case when the kj are all equal to 1, the setting of the above theorem coincides
with that of [SW2]. The improvement we make here is the addition of the statement in
(ii) that (Y, dT ) is the metric completion of (Y
′, dgT ).
In [SW2], we called the behavior of the Ka¨hler-Ricci flow as proved there a canonical
surgical contraction. Modifying this terminology slightly, we will say that the Ka¨hler-Ricci
flow performs a canonical surgical contraction if (i)-(v) of Theorem 1.1 hold. We also
remark that by the Adjunction Formula, (1.5) can hold only if kj < n. So in particular if
X is a Ka¨hler surface then we are necessarily in the situation of [SW2].
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In Section 2 we give more explanation of the condition (1.5). We remark here that
although π∗ωorb is not a smooth form on X in general, the cohomology class [π∗ωorb] is
well-defined using the cohomology of currents. Moreover, the cohomology class [ωorb] on Y
contains a smooth nonnegative closed (1, 1) form ωY which is positive definite away from
the orbifold points and pulls-back to a smooth (1, 1)-form on X.
We apply Theorem 1.1 to the case of the family of n-folds Mn,k, considered by Calabi
[C], which generalize the Hirzebruch surfaces. Mn,k is a compactification of the blow up
of a Zk-orbifold point, as discussed above, and is a P
1-bundle over Pn−1. We describe the
construction now in more detail. We define Mn,k to be the P
1-bundle
Mn,k = P(O(−k)⊕O) (1.6)
over Pn−1. We will assume in this paper that k ≥ 1 and n ≥ 2. The case k = 0 corresponds
to the product manifold P1 × Pn−1 which will not be dealt with here. Denote by D0 and
D∞ the divisors in Mn,k corresponding to sections of O(−k)⊕O with zero O(−k) and O
component respectively (see Section 9). D0 is an exceptional divisor with normal bundle
O(−k) of the type discussed above.
There is a map π from Mn,k to an orbifold Yn,k which blows down the exceptional
divisor D0. We describe this in detail in Section 9. The orbifold Yn,k is the weighted
projective space
Yn,k = {(Z0, . . . , Zn) ∈ Cn+1}/ ∼, (1.7)
where (Z ′0, . . . , Z
′
n) ∼ (Z0, . . . , Zn) if there exists λ ∈ C∗ such that
(Z ′0, Z
′
1, . . . , Z
′
n) = (λ
kZ0, λZ1, . . . , λZn). (1.8)
We write elements of Yn,k as [Z0, . . . , Zn]. Then Yn,k has a single Zk-orbifold point at
[1, 0, . . . , 0]. The map π restricted toMn,k\D0 is a biholomorphism onto Yn,k\{[1, 0, . . . , 0]}
and π(D0) = [1, 0, . . . , 0].
All of the manifolds Mn,k admit Ka¨hler metrics. Indeed, the cohomology classes of the
line bundles [D0] and [D∞] span H1,1(Mn,k;R) and every Ka¨hler class α can be written
uniquely as
α =
b
k
[D∞]− a
k
[D0] (1.9)
for constants a, b with 0 < a < b. We consider the special case when 1 ≤ k ≤ n − 1 and
the initial Ka¨hler metric ω0 lies in the class
α0 =
b0
k
[D∞]− a0
k
[D0], with (n+ k)a0 < (n− k)b0. (1.10)
In this case it is known (see [SW1] and the references therein) that a solution to (1.1) on
Mn,k starting at ω0 ∈ α0 exists on [0, T ) with T = a0/(n − k). As t → T , the coefficient
at tends to zero. Moreover, the metrics g(t) converge smoothly on compact subsets of
Mn,k \ D0 to a Ka¨hler metric gT . It was shown in [SW1] that the Ka¨hler-Ricci flow
contracts the divisor D0 in the sense of Gromov-Hausdorff under the assumption that the
initial metric satisfies a U(n) symmetry. This result was conjectured by Feldman-Ilmanen-
Knopf in their detailed analysis of self-similar solutions of the Ka¨hler-Ricci flow [FIK]. In
the following theorem we make no symmetry assumption.
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Theorem 1.2 On Mn,k, let ω(t) be a solution of the Ka¨hler-Ricci flow (1.1) for t ∈ [0, T ).
Assume that the initial Ka¨hler metric ω0 lies in the Ka¨hler class α0 given by a0, b0 satisfying
0 < a0 < b0. Assume
(a) 1 ≤ k ≤ n− 1; and
(b) (n+ k)a0 < (n− k)b0.
Then the Ka¨hler-Ricci flow g(t) on Mn,k performs a canonical surgical contraction with
respect to π : Mn,k → Yn,k, the divisor D0 and y0 = [1, 0, . . . , 0] ∈ Yn.k in the sense of
Theorem 1.1.
If n = 2 the result of Theorem 1.2 is contained in [SW2], except for the assertion
about the metric completion. In that case k = 1 and the manifold M2,1 coincides with P
2
blown-up at one point, D0 with the exceptional curve.
Next we consider the case of the Ka¨hler-Ricci flow on a minimal surface of general type.
Recall that that a projective surface X of general type (Kodaira dimension 2) is called a
minimal surface if X contains no curves C with C · C = −1. It is well-known that every
surface of general type is birational to a minimal surface (its ‘minimal model’).
For m sufficiently large, the holomorphic sections of KmX induce a holomorphic map
Φ : X → PN for someN . The image of Φ is the canonical model Xcan. The map Φ contracts
the (−2)-curves on X. The canonical model Xcan may not be a smooth projective variety
in general, but it is at worst an orbifold with finitely many orbifold singularities. Moreover,
Xcan has negative first Chern class and admits an orbifold Ka¨hler-Einstein metric ωKE (see
[Y, A, Kob]).
For convenience we consider the normalized Ka¨hler-Ricci flow on X:
∂
∂t
ω = −Ric(ω)− ω, ω|t=0 = ω0, (1.11)
for ω0 a smooth Ka¨hler metric on X. Denote by C1, . . . , Ck the (−2)-curves on X. It was
shown by Tsuji [Ts] and Tian-Zhang [TZha] that a solution to (1.11) exists for all time
and converges smoothly on compact subsets of X \ ⋃i=1,...k Ci to Φ∗ωKE. We make the
assumption that X contains only distinct irreducible (−2) curves (so, in particular, not
intersecting), and we prove the following:
Theorem 1.3 Let X be a minimal surface of general type. Assume that X contains only
distinct irreducible (−2)-curves. Let ω(t) be a solution of (1.11) for t in [0,∞). Then
(X,ω(t)) converges in the Gromov-Hausdorff sense to (Xcan, ωKE) as t→∞.
To prove the result in this paper we make extensive use of methods from [SW2]. To
avoid repetition we focus here only on the new arguments that are needed in these cases.
Finally, we remark that the authors were informed by G. Tian that he and G. La Nave
are currently writing up some results on the V-soliton equation, introduced in [LT], which
may treat some of the cases considered in [SW2].
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2 The local model
In this section we describe the local model of a (−k) exceptional divisor blowing down
to an orbifold point. Most of this material is well-known, but for the convenience of the
reader we collect together here some useful facts which will be needed later.
Let L be the O(−k) line bundle over Pn−1, for k ≥ 1. We give a description of the total
space of L as follows. Writing [Z1, . . . , Zn] for the homogeneous coordinates on P
n−1, we
define
L = {([Z1, . . . , Zn], σ) ∈ Pn−1 × Cn | σ is in the line λ 7→ (λ(Z1)k, . . . , λ(Zn)k)}, (2.1)
and let p : L → Pn−1 be the projection onto the first factor. Each fiber p−1([Z1, . . . , Zn])
is a line in Cn. L can be given n complex coordinate charts
Ui = {([Z1, . . . , Zn], σ) ∈ L | Zi 6= 0}, for i = 1, . . . , n. (2.2)
On Ui we have coordinates w
j
(i) for j = 1, . . . , n with j 6= i and y(i). The wj(i) are defined
by
wj(i) = Zj/Zi, for j 6= i, (2.3)
and y(i) by
σ =
y(i)
(Zi)k
((Z1)
k, . . . , (Zn)
k). (2.4)
On Ui ∩ Uℓ with i 6= ℓ we have
wj(i) =
wj(ℓ)
wi(ℓ)
for j 6= i, ℓ, wℓ(i) =
1
wi(ℓ)
and y(i) = y(ℓ)
(
Zi
Zℓ
)k
= y(ℓ)(w
i
(ℓ))
k. (2.5)
Now let E be the submanifold of L defined by the zero section of L over Pn−1. Denote
by [E] the pull-back line bundle p∗L over L, which corresponds to the hypersurface E.
Writing the transition functions of [E] in Ui ∩ Uℓ as tiℓ =
(
Zi
Zℓ
)k
=
y(i)
y(ℓ)
, we have a section
s over [E] given by
si : Ui → C, si = y(i). (2.6)
We can define a Hermitian metric h on the fibers of [E] by
hi =
(∑n
j=1 |Zj |2
)k
|Zi|2k on Ui. (2.7)
Namely, h is the pull-back of h−kFS where hFS is the Fubini-Study metric on O(1). We have
|s|2h = |y(i)|2
(∑n
j=1 |Zj|2
)k
|Zi|2k on Ui. (2.8)
Note that there is a map π : L→ Cn/Zk given by
π([Z1, . . . , Zn], σ) = (λZ1, . . . , λZn) ∈ Cn/Zk, (2.9)
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where λ is a complex number satisfying λk(Zk1 , . . . , Z
k
n) = σ. The map π is a biholomor-
phism away from E and π−1(0) = E.
The map π is not a smooth map L → Cn/Zk in the orbifold sense. In general, a
smooth orbifold function f on Cn/Zk (that is, an f which lifts to a smooth Zk-invariant
function f˜ on Cn) may not pull-back via π to a smooth function on L. However any smooth
orbifold function f on Cn/Zk whose lift f˜ : C
n → R is of the form f˜(z) = µ(r2k), where
r2 = |z1|2+ · · ·+ |zn|2 and µ : [0,∞)→ R is a smooth function, has the property that π∗f
is smooth on L. In particular, note that, by (2.8), the pull-back via π of r2k is the smooth
function
π∗r2k = |s|2h. (2.10)
on L.
Let ωEucl be the standard orbifold metric on C
n/Zk, which lifts to the Euclidean metric
on Cn. Using coordinates zi on Cn we write ωEucl as
ωEucl =
√−1
2π
∑
i
dzi ∧ dzi. (2.11)
The metric ωEucl does not pull-back via π to a smooth metric on L. However we can
consider the nonnegative orbifold (1, 1)-form
ω∞ =
√−1
2π
∂∂(|z|2k), (2.12)
on Cn/Zk, where |z|2 := r2 := |z1|2 + · · · + |zn|2. Note that ω∞ is positive definite away
from 0. By the discussion above π∗ω∞ is a smooth closed (1, 1)-form on L.
Lemma 2.1 If c > 0 is any constant then
ω := π∗ω∞ − cR(h) is Ka¨hler on L, (2.13)
where R(h) is the curvature of the Hermitian metric h on [E] as described above.
Proof In Ui we have
−R(h) = k
√−1
2π
∂∂ log(1 +
∑
j 6=i
|wj(i)|2) ≥ 0. (2.14)
Then since π∗ω∞ is positive definite on L \ E, we only need to check that ω is positive
definite at points of E. For simplicity of notation, we compute in the chart Un, and write
ζj = w
j
(n) for j = 1, . . . , n− 1 and ζn = y(n). Then
ω =
√−1
2π
∂∂

|ζn|2(1 + n−1∑
j=1
|ζj|2)k

+ ck√−1
2π
∂∂ log(1 +
n−1∑
j=1
|ζj |2), (2.15)
and at a point of E we have ζn = 0 and hence
ω ≥
√−1
2π
dζn ∧ dζn + ck
√−1
2π
∂∂ log(1 +
n−1∑
j=1
|ζj |2), (2.16)
which is clearly positive definite. ✷
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It will be useful to write down this reference metric in local coordinates on the orbifold
C
n/Zk. Abusing notation somewhat, we write ω for the metric (π|−1L\E)∗ω on (Cn/Zk)\{0}.
We write B for the unit ball in Cn/Zk.
Lemma 2.2 For ω as defined in Lemma 2.1 we have, on (Cn/Zk) \ {0},
ω =
√−1
2π
∑
i,j
(
kr2(k−1)(δij +
(k − 1)
r2
zizj) +
ck
r2
(δij − z
izj
r2
)
)
dzi ∧ dzj , (2.17)
and, in particular, on B \ {0},
kr2(k−1)ωEucl ≤ ω ≤ C
r2
ωEucl, (2.18)
for C = 2k − 1 + ck.
Proof From the definition of ω and (2.11) we have, away from 0,
ω =
√−1
2π
∂∂(|z|2k) + ck
√−1
2π
∂∂ log |z|2, (2.19)
and the lemma follows from a routine computation. ✷
Note that we can rewrite (2.18) on π−1(B \ {0}) as follows:
k|s|2(k−1)/kh π∗ωEucl ≤ ω ≤
C
|s|2/kh
π∗ωEucl. (2.20)
Next we discuss the condition (1.5) in the statement of Theorem 1.1. We have the
following lemma.
Lemma 2.3 Under the conditions of Theorem 1.1, there exists a smooth orbifold function
f on Y such that
(i) ωY := ωorb+
√−1
2π ∂∂f is a smooth closed nonnegative orbifold (1, 1) form on Y which
is positive away the orbifold points y1, . . . , yp;
(ii) π∗ωY is a smooth closed (1, 1)-form on X.
(iii) We can choose an Hermitian metric h on the line bundle associated to the divisor
E1 + · · ·+ Ep so that for c > 0 sufficiently small,
ωX := π
∗ωY − cR(h) (2.21)
is Ka¨hler on X.
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Proof Assume for simplicity that π blows down only a single (−k) exceptional divisor
E to a point y ∈ Y . By the results of [SW2] we may suppose k ≥ 2. We can choose
coordinates so that, working in an orbifold uniformization chart of the orbifold point y,
which we identify with an open set U in Cn,
ωorb =
√−1
2π
∂∂ϕ, with ϕ = |z|2 +O(|z|3). (2.22)
For a small constant δ > 0 we choose a smooth radially symmetric cut-off function ψ such
that ψ ≡ 1 on Bδ/2 and ψ ≡ 0 outside Bδ, where BR denotes the ball of radius R in Cn.
Extend ψ to be a smooth function Y which vanishes outside Bδ. We may assume that
‖ψ‖ ≤ 1, ‖ψ‖C1(Y ) ≤ C/δ and ‖ψ‖C2(Y ) ≤ C/δ2 for some uniform constant C. Define for
ε > 0 to be determined later,
ωorb,ε = ωorb +
√−1
2π
∂∂(ψ · (ε+ |z|2k)1/k − ψ · ϕ). (2.23)
Since π∗(ε + |z|2k)1/k is a smooth function on X, we see that π∗ωorb,ε is a smooth (1, 1)
form on X. Moreover, on Bδ/2 we have
ωorb,ε =
√−1
2π
∂∂(ε+ |z|2k)1/k, (2.24)
which is nonnegative on Bδ/2 and positive on Bδ/2 \ {0}. Compute
∂i∂j
(
(ε+ |z|2k)1/k − |z|2
)
= (ε+ |z|2k)(1−2k)/k|z|2(k−1)
(
ε(δij + (k − 1)z
izj
|z|2 )
+ |z|2kδij − (ε+ |z|2k)(2k−1)/k|z|−2(k−1)δij
)
, (2.25)
∂j
(
(ε+ |z|2k)1/k − |z|2
)
= zj
(
(ε+ |z|2k)(1−k)/k|z|2(k−1) − 1
)
(2.26)
We choose ε = δ2k/A for some large constant A. Then in Bδ \Bδ/2 we have
|z|2k
A
≤ ε ≤ |z|
2k
2−2kA
, (2.27)
and a straightforward computation gives, in Bδ \Bδ/2,∣∣∣∂i∂j ((ε+ |z|2k)1/k − ϕ)∣∣∣ ≤ 1C ′ (2.28)
|∂j
(
(ε+ |z|2k)1/k − ϕ
)
| ≤ δ
C ′
(2.29)
|(ε+ |z|2k)1/k − ϕ| ≤ δ
2
C ′
, (2.30)
where we can make C ′ as large as we like by choosing δ sufficiently small and A sufficiently
large.
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Thus we can make the norm
‖
√−1
2π
∂∂(ψ · (ε+ |z|2k)1/k − ψ · ϕ)‖C0(Y \Bδ/2) (2.31)
small enough so that ωorb,ε is positive definite on Y \Bδ/2. Hence ωorb,ε is a smooth closed
nonnegative (1, 1) form on Y which is positive away from 0 and which pulls back via π
to a smooth closed (1, 1) form on X. To ensure that we have (iii) we make one final
modification.
For a small constant η > 0, define
f = ψ · (ε+ |z|2k)1/k − ψ · ϕ+ η ψ · |z|2k (2.32)
and
ωY = ωorb +
√−1
2π
∂∂f = ωorb,ε +
√−1
2π
∂∂(η ψ · |z|2k). (2.33)
Then if η is sufficiently small we see that ωY satisfies (i) and (ii). Moreover, we see
that ωY ≥ η
√−1
2π ∂∂|z|2k in a neighborhood of y. Applying Lemma 2.1 we can choose a
Hermitian metric h on [E] in a neighborhood of E so that π∗ωY − cR(h) is Ka¨hler in that
neighborhood for any c > 0. A simple patching argument gives (iii). ✷
Observe then that π∗ωorb = π∗ωY −
√−1
2π ∂∂(π
∗f) is a closed positive (1,1) current and
thus the cohomology class [π∗ωorb] is well-defined and equal to [π∗ωY ]. Hence we can
replace Condition (1.5) in the statement of Theorem 1.1 by
[ω0] + Tc1(X) = [π
∗ωY ], (2.34)
where ωY satisfies (i)-(iii) of Lemma 2.3.
3 Estimates away from the exceptional divisors
In this section we begin the proof of Theorem 1.1 by recalling the setup and basic estimates
as in [SW2]. First, we rewrite the Ka¨hler-Ricci flow as a flow of potentials. Let ωY be
the (1, 1)-form on Y constructed in Section 2. Define reference (1, 1)-forms ωˆt on X for
t ∈ [0, T ] by
ωˆt =
1
T
((T − t)ω0 + tπ∗ωY ). (3.1)
Then for t ∈ [0, T ), ωˆt is a Ka¨hler form in the cohomology class [ω(t)]. Let Ω be the unique
volume form on X with
√−1
2π ∂∂ log Ω =
∂
∂t ωˆt and
∫
X Ω = 1. Let ϕ = ϕ(t) be the solution
of
∂ϕ
∂t
= log
(ωˆt +
√−1
2π ∂∂ϕ)
n
Ω
, ϕ|t=0 = 0. (3.2)
Then ω = ωˆt +
√−1
2π ∂∂ϕ solves the Ka¨hler-Ricci flow (1.1). Moreover:
Lemma 3.1 We have
(i) There exists a uniform C > 0 such that ‖ϕ‖L∞ + ϕ˙ ≤ C.
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(ii) There exists a uniform c > 0 such that ω(t) ≥ cπ∗ωY .
(iii) For every compact K ⊂ X \⋃pi=1Ei there exist constants CK,j for j = 0, 1, 2, . . . such
that ‖ω(t)‖Cj (K) ≤ CK,j.
(iv) As t→ T−, ϕ(t) converges pointwise on X to a bounded function ϕT satisfying
ωT := π
∗ωY +
√−1
2π
∂∂ϕT ≥ 0, (3.3)
which is a smooth Ka¨hler form outside E1, . . . , Ep.
(v) ω(t) converges weakly in the sense of currents, and in C∞ on compact subsets of
X \⋃pi=1Ei, to the closed positive (1, 1)-current ωT .
Proof This lemma is essentially due to Tian-Zhang [TZha] (see also [SoT1, Zha1] and the
expositions in [SW1, SW2]). The only minor difference here occurs in (ii) since π is no
longer a holomorphic map between manifolds. However, the same maximum principle ar-
gument for bounding log trω(t) π
∗ωY from above can be applied since π is holomorphic away
from the exceptional divisors and this quantity tends to negative infinity along E1, . . . , Ep.
✷
Part (i) of Theorem 1.1 then follows immediately from the lemma. To establish parts
(ii)-(v) we need estimates near the exceptional divisors Ei.
4 Estimates near the exceptional divisor
In this section we establish some estimates needed for parts (ii) and (iii) of Theorem 1.1.
For simplicity we assume that there is only one exceptional divisor E which blows down
via π to the orbifold point y0 ∈ Y . To obtain estimates near E, we will work in a local
uniformizing chart around the orbifold point, which we identify with the unit ball B in Cn.
As in Section 2, we write BR for the ball in C
n of radius R > 0 and ωEucl for the Euclidean
metric, which is uniformly equivalent in B to ωorb. We write ω(t) and ω0 for their images
in B \ {0} under the map π (which is a biholomorphism from π−1(B \ {0}) to B \ {0}).
We use coordinates z1, . . . , zn on Cn and write r =
√
|z1|2 + · · · + |zn|2.
The key estimates are contained in the following lemma (cf. Lemmas 2.5, 2.6 of [SW2]).
Lemma 4.1 Let ω = ω(t) be a solution of the Ka¨hler-Ricci flow (1.1) on X, for t ∈ [0, T ),
under the assumptions of Theorem 1.1. Then there exist uniform constants C, δ′ > 0 and
R0 = R0(n, k) ∈ (0, 1) such that on BR0 \ {0},
(i) ω ≤ C
r2
ωEucl.
(ii) ω ≤ C
r2(1−δ′)
(ω0 + ωEucl).
(iii) |W |2g ≤
C
r2(1−δ)
for δ = k/(k + 1) > 0 and where W =
∑n
i=1
(
xi
r
∂
∂xi
+ yir
∂
∂yi
)
, the
unit length radial vector field with respect to gEucl, with zi = xi +
√−1yi.
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Proof First, we recall a well-known local computation that holds for any solution ω(t)
of the Ka¨hler-Ricci flow (1.1), where ω˜ is a fixed Ka¨hler metric on a manifold X. From
[Y, A, Cao],(
∂
∂t
−∆
)
log trω˜ ω =
1
trω˜ ω
(
−gijR˜ kℓ
ij
gkℓ − gij g˜kℓgpq∇˜igkq∇˜jgpℓ +
|∇trω˜ ω|2
trω˜ ω
)
≤ 1
trω˜ ω
(
−gijR˜ kℓ
ij
gkℓ
)
≤ C˜ trω ω˜, (4.1)
for C˜ depending only on the lower bound of the bisectional curvature of g˜.
Let s be a holomorphic section of the line bundle [E] vanishing to order 1 along E,
defined locally by (2.6). We define a Hermitian metric h on the line bundle [E] by Lemma
2.3. Then from (2.10) we see that on BR0 for some uniform R0 ∈ (0, 1),
|s|2h = r2k. (4.2)
Moreover, there exists a c > 0 sufficiently small and a uniform constant C > 0 such that
on X,
ωˆt − cR(h) ≥ 1
C
ω0, (4.3)
where R(h) = −
√−1
2π ∂∂ log h.
Define a function Hε on (BR0 \ {0}) × [0, T ) by
Hε = log trω0 ω +A log
(
|s|2(1+ε)/kh trωEucl ω
)
−A2ϕ, (4.4)
for ε > 0, where A is a constant to be determined. We see from (2.20) that Hε(x, t)→ −∞
as x approaches 0, for any t ∈ [0, T ). From Lemma 3.1, we have uniform estimates for Hε
on the boundary of BR0 . Assume there exists a point (x0, t0) ∈ (BR0 \ {0}) × (0, T ) such
that Hε(x0, t0) = sup(BR0\{0})×[0,t0]Hε. At (x0, t0), using (4.1),
0 ≤
(
∂
∂t
−∆
)
Hε ≤ C ′trω ω0 +A trω
(
Aωˆt0 −
(1 + ε)
k
R(h)
)
−A2 log ω
n
Ω
+A2n, (4.5)
for some uniform C ′ > 0. Choosing A large enough, we obtain
A
(
Aωˆt0 −
(1 + ε)
k
R(h)
)
≥ (C ′ + 1)ω0. (4.6)
Thus at (x0, t0) we have (
A2 log
ωn
Ω
+ trω ω0
)
(x0, t0) ≤ C. (4.7)
Since, for any κ > 0, the function τ ∈ (0,∞) 7→ log τ + κ/τ ∈ (0,∞) is uniformly bounded
from below and tends to infinity as τ → 0+, this implies that
(trω0 ω)(x0, t0) ≤ C. (4.8)
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Hence, at (x0, t0), using Lemma 2.2,
ω ≤ Cω0 ≤ C|s|2/kh
ωEucl. (4.9)
Since ϕ is uniformly bounded by Lemma 3.1, it follows that Hε is uniformly bounded at
(x0, t0), independent of ε. Since we already have estimates for Hε on the boundary of BR0
and at t = 0 this gives us a uniform bound for Hε on (BR0 \ {0}) × [0, T ). Letting ε → 0
we have (i) since by (2.20), |s|2/kh trωEucl ω ≤ Ctrω0 ω. Moreover,
(trω0 ω)
1/A(trωEucl ω) ≤
C
r2
, (4.10)
and thus
(tr(ω0+ωEucl) ω)
1+1/A ≤ C
r2
, (4.11)
giving (ii).
For (iii), we consider the holomorphic vector field V = zi ∂
∂zi
on BR0 \{0}. Using (2.17)
we see that there exists a uniform C > 0 such that
1
C
r2k ≤ |V |2ω0 ≤ Cr2k. (4.12)
We consider the quantity
Qε = log(|V |2(1+ε)/kω trωEucl ω)− t, (4.13)
and observe from (4.12) that Qε(x) tends to negative infinity as x approaches the origin.
By the same computation as in Lemma 2.6 of ([SW2]), if Qε achieves a maximum at a
point (x0, t0) ∈ BR0 \ {0} × (0, T ) then
0 ≤
(
∂
∂t
−∆
)
Qε(x0, t0) ≤ −1, (4.14)
a contradiction. Hence Qε is uniformly bounded from above, and letting ε tend to zero we
obtain
(trωEucl ω)|V |2/kω ≤ C. (4.15)
But since |V |2ω ≤ (trωEucl ω)|V |2ωEucl we can multiply by |V |
2/k
ω to get
|V |2(k+1)/kω ≤ C|V |2ωEucl ≤ Cr2, (4.16)
and hence |V |2ω ≤ Cr2k/(k+1). Then
|W |2g ≤
2
r2
|V |2ω ≤
C
r2(1−k/(k+1))
, (4.17)
giving (iii). This completes the proof of the lemma. ✷
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Note that the radial bound (iii) of Lemma 4.1 coincides with the estimate of Lemma
2.6 in [SW2] for k = 1. We obtain here a stronger bound if k > 1. It is now straightforward
to establish:
Lemma 4.2 We have:
(i) For 0 < r < R0, the diameter of the (2n − 1)-sphere Sr of radius r in BR0 with
respect to the metric induced by g(t) is uniformly bounded from above, independent
of r.
(ii) There exists a uniform constant C such that for any z ∈ BR0 the length of the radial
path γ(λ) = λz for λ ∈ (0, 1] with respect to g(t) or gT is uniformly bounded from
above by C|z|δ for δ = k/(k + 1).
Proof See Lemma 2.7 in [SW2]. ✷
5 Estimates on lengths of paths away from E
In this section we prove some estimates on lengths of paths with respect to g(t). These are
the key technical estimates needed to identify the metric completion of (Y ′, dgT ) as in part
(ii) of Theorem 1.1. We assume we are in the setting of that theorem. As in the previous
section we will assume that there is only one exceptional divisor E.
We will often work locally. Write B for a small ball centered at the origin of Cn, and
write B˜ for the corresponding neighborhood in the blow-up:
B˜ = {([Z1, . . . , Zn], σ) ∈ Pn−1 ×B | σ is in the line λ 7→ (λZk1 , . . . , λZkn)}. (5.1)
We have a blow-down map π : B˜ → B/Zk sending the exceptional divisor E ∼= Pn−1 to the
origin in B/Zk. We will write g(t) for the evolving Ka¨hler metric, and we may consider
this as a metric on B˜ \E or via π as a metric on on (B/Zk) \ {0}. We will usually regard
g(t) as a smooth Ka¨hler metric on B \ {0} which is invariant under the action of Zk.
Denote by ωX the smooth Ka¨hler metric on B˜ which in C
n is given by (cf. Lemma 2.2)
ωX =
√−1
2π
∑
i,j
(
kr2(k−1)(δij +
(k − 1)
r2
zizj) +
k
r2
(δij − z
izj
r2
)
)
dzi ∧ dzj . (5.2)
Since ωX is smooth on B˜, it is uniformly equivalent to the fixed initial Ka¨hler metric ω0
restricted to B˜.
We begin with a lemma. The authors thank Zhou Zhang for suggesting that the
estimate (5.3) below should hold. Note that this simplifies the argument of Lemma 3.2 in
[SW2] (cf. Lemma 5.2 below).
Lemma 5.1 There exists a uniform constant C such that for all t ∈ [0, T ),
ω(t)|E ≤ CωX |E . (5.3)
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Proof We first claim that on B˜.
ω ∧ ωn−2X ∧ ω∞ ≤ Cωn−1X ∧ ω∞, (5.4)
for some uniform constant C, where ω∞ is given by (2.12). To see this, we may compute
at a point z ∈ B˜ \E.
From part (i) of Lemma 4.1 and Lemma 2.2, we have
ω ∧ ωn−2X ∧ ω∞ ≤
C
r2(n−1)
ωn−1Eucl ∧ ω∞. (5.5)
On the other hand, since ωX , ωEucl and ω∞ are U(n)-invariant we may assume without
loss of generality that z = (z1, 0, · · · , 0). Then compute at z,
ωX =
√−1
2π

k2r2(k−1)dz1 ∧ dz1 + n∑
j=2
(kr2(k−1) +
k
r2
)dzj ∧ dzj

 ≥ √−1
2π
k
r2
n∑
j=2
dzj ∧ dzj .
(5.6)
Hence for some uniform C > 0,
ωn−1X ∧ ω∞ ≥
1
Cr2(n−1)
ωn−1Eucl ∧ ω∞, (5.7)
establishing the claim (5.4).
To finish the proof of the lemma, fix a point p ∈ E. We may pick a unitary basis
e1, . . . , en for TpX with respect to ωX such that the vectors e1, . . . , en−1 lie in TpE. Then
ω∞(ei, ej) = 0 unless i = j = n. Then at p, from (5.4),
ω ∧ ωn−2X ∧ ω∞(e1, e1, . . . , en, en) ≤ Cωn−1X ∧ ω∞(e1, e1, . . . , en, en), (5.8)
which implies that
ω ∧ ωn−2X (e1, e1, . . . , en−1, en−1) ≤ Cωn−1X (e1, e1, . . . , en−1, en−1), (5.9)
and hence ω ∧ωn−2X |E ≤ Cωn−1X |E , which gives a uniform upper bound for trωX |E ω|E at p.
The inequality (5.3) follows. ✷
Next:
Lemma 5.2 For any projective line N in E ∼= Pn−1, we have for t ∈ [0, T ),∫
N
ω(t) ≤ C(T − t), (5.10)
for a uniform constant C. Moreover, if dg = dg(t) is the distance function on X associated
to the metric ω then for any points p, q ∈ E and t ∈ [0, T ),
dg(p, q) ≤ C(T − t)1/3 (5.11)
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Proof The inequality (5.10) follows from the fact that ω(t) is cohomologous to ωˆt given
by (3.1). Next, (5.11) follows from Lemma 5.1 and the argument of Lemma 2.4 in [SSW]
(see also Lemma 3.2 in [SW2]). ✷
Denote by Sr the (2n − 1)-sphere of radius r > 0, which we assume lies in B. Denote
by Ar,r′ the annulus Ar,r′ = {z ∈ B | r ≤ |z| ≤ r′}.
Given a metric g, we denote by Lg(γ) the length of a piecewise smooth path γ with
respect to g. The main result in this section is to bound the lengths of paths in Ar,4r with
respect to g(t) and gT .
Theorem 5.1 There exist uniform constants c, C such that for r with 0 < r < c the
following holds.
(i) For all t with 0 < T − t ≤ rδ and for all points z′, z′′ in Ar,4r we can find a piecewise
smooth path γ = γ(t, z′, z′′) in Ar,4r from z′ to z′′ such that
Lg(t)(γ) ≤ Crδ/3. (5.12)
(ii) For all points z′, z′′ in Ar,4r we can find a piecewise smooth path γ = γ(z′, z′′) in
Ar,4r from z
′ to z′′ such that
LgT (γ) ≤ Crδ/3. (5.13)
Here δ = k/(k + 1).
As a consequence:
Corollary 5.1 For any ε > 0 there exists c0 > 0 such that
diamgT (Bc \ {0}) < ε, for all 0 < c ≤ c0, (5.14)
where Bc denotes the ball of radius c (with respect to the Euclidean metric) centered at the
origin.
Proof of Corollary 5.1 Let C ≥ 1 be the maximum of the two constants of Lemma 4.2,
part (ii), and Theorem 5.1. Choose c0 > 0 sufficiently small so that c
δ/3
0 <
ε
2C . Take any
two points p, q ∈ Bc \ {0}. Choose r such that p ∈ Ar,4r ⊂ Bc. By the radial estimate
(part (ii) of Lemma 4.2) there exists a radial path γ1 in Bc from q
′ to q with q′ ∈ Ar,4r and
LgT (γ1) ≤ Ccδ ≤ cδ/3. By Theorem 5.1, there exists a path γ2 in Ar,4r from p to q′ such
that L(γ2) ≤ Crδ/3 ≤ Ccδ/3. Let γ be the piecewise smooth path in Bc from p to q formed
by joining γ2 and γ1. Then LgT (γ) ≤ 2Ccδ/3 < ε. This proves the required estimate. ✷
We now begin the proof of Theorem 5.1. Since we have the radial estimate for g(t) and
gT (Lemma 4.2), we may assume without loss of generality that z
′, z′′ ∈ S2r. In fact we
can make further assumptions on z′, z′′. The following lemma will help us.
Lemma 5.3 For any z in Sr and any θ ∈ [0, 2π] there exists a smooth path γ0 in Sr from
z to zeiθ such that
L(γ0) ≤ Crδ. (5.15)
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Proof Define a smooth path γ0 : [0, 1] → Sr by γ0(s) = zeisθ. This is a path from z to
zeiθ. We have ddsγ0 = iθγ0. That is, if we write γ0(s) = (z
1(s), . . . , zn(s)) then
d
ds
γ0(s) = iθ
(
z1(s)
∂
∂z1
+ · · ·+ zn(s) ∂
∂zn
) ∣∣∣∣
γ0(s)
= iθVγ0(s), (5.16)
for V = zi ∂
∂zi
as in the proof of Lemma 4.1, which satisfies |V |2g(t) ≤ Cr2δ. Then
L(γ0) =
∫ 1
0
√
θ2|V |2g(t)(γ0(s))ds ≤ Crδ, (5.17)
as required. ✷
The proof of Theorem 5.1 will only require Lemma 5.2 and the local estimates (i)
and (iii) of Lemma 4.1 together with their consequence Lemma 4.2. Since gEucl and V
are invariant under unitary transformations of Cn, we may, without loss of generality,
apply unitary transformations to the points z′ and z′′. In particular, we may assume that
z′ = (2r, 0, . . . , 0). Applying a unitary transformation that fixes the first coordinate, we
may assume that z′′ is of the form (z1, z2, 0, . . . , 0) for some z1, z2 ∈ C with |z1|2+|z2|2 = 1.
Any such point z′′ ∈ S2r must be of the form
z′′ = 2r(eiξ1 cos η, eiξ2 sin η, 0, . . . , 0), for ξ1, ξ2 ∈ [0, 2π], η ∈ [0, π/2]. (5.18)
Moreover, we may and do suppose without loss of generality that η ∈ [0, ηmax] for a fixed
number ηmax with 0 < ηmax < π/6, say (indeed we are free to assume that the projections
of z′ and z′′ onto the unit sphere are at most a uniformly small distance from each other
with respect to the standard metric). Applying Lemma 5.3 we in addition assume that
ξ1 = 0, i.e.,
z′ = (2r, 0, . . . , 0), z′′ = 2r(cos η, eiξ2 sin η, 0 . . . , 0). (5.19)
Next, by applying a unitary transformation we may assume that
z′ = 2r(cos θ,− sin θ, 0 . . . , 0), z′′ = 2r(cos θ, sin θ, 0, . . . , 0) (5.20)
for θ = η/2 ∈ [0, ηmax/2]. Note that from now we take θ to be this fixed number in
[0, ηmax/2].
Next define a complex line L in Cn by
L = {(2r cos θ, z, 0 . . . , 0) ∈ Cn | z ∈ C}. (5.21)
Observe that L contains the points z′, z′′. We also define a cone C in Cn by
C = {(ρeiξ1 cos η, ρeiξ2 sin η, 0 . . . , 0) ∈ Cn | ξ1, ξ2 ∈ [0, 2π], η ∈ [0, ηmax], ρ ≥ 0}. (5.22)
Note that C contains the points z′, z′′. Define L˜ = L ∩ C. Thus L˜ also contains the points
z′, z′′.
Lemma 5.4 L˜ is a complex disk whose radius is O(r), and L˜ ⊂ Ar,4r.
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Proof We first show that L˜ ⊂ Ar,4r. Let
z = (z1, z2, 0, . . . , 0) = (ρeiξ1 cos η, ρeiξ2 sin η, 0 . . . , 0) ∈ L˜. (5.23)
Since |z1|2 + |z2|2 = ρ2, it suffices to show that r ≤ ρ ≤ 4r. We have z1 = ρeiξ1 cos η =
2r cos θ, and taking absolute values gives ρ = 2rcos θ/cos η. Since θ, η ∈ [0, π/6], we have
r ≤
√
3 r ≤ ρ ≤ 4√
3
r ≤ 4r (5.24)
as required.
Next, observe that (z1, z2, 0 . . . , 0) ∈ L˜ if and only if
(z1, z2, 0 . . . , 0) = (2r cos θ, 2r cos θ eiξ2 tan η, 0 . . . , 0) (5.25)
for some η ∈ [0, ηmax] and ξ2 ∈ [0, 2π]. Hence L˜ is a disk of radius
r0 = 2r cos θ tan(ηmax) (5.26)
which is of order r. ✷
Observe also that if j ∈ Zk then j · L˜ for j = 0, 1, 2, . . . , k − 1 are disjoint. For later
purposes, write L˜j = j · L˜. By symmetry of ω(t), anything we prove about L˜ = L˜0 will
hold also for L˜j for j = 1, 2, . . . , k − 1. The key lemma we will need to complete the proof
of Theorem 5.1 is as follows:
Lemma 5.5 We have for all t with 0 < (T − t) ≤ rδ,∫
L˜
ω(t) ≤ Crδ. (5.27)
Before we prove this, we show how it implies the result of the theorem.
Proof of Theorem 5.1 given Lemma 5.5 Note that z′, z′′ lie in the disc L˜ which is of
radius r0 = 2r cos θ tan(ηmax). Moreover, z
′, z′′ lie in the square S ⊂ L˜ with the same
center as L˜ and side of length 2r1 with r1 = 2r sin θ. (Note that 2r1 ≤ 4r sinπ/12 <
√
2r0,
and since a square of side a fits inside a circle of radius b if a ≤ √2b, this shows that the
square S does indeed lie in the disk L˜).
The square S lies inside a plane P ∼= R2. We may assume that the center of S
corresponds to the origin in R2. Let’s change coordinates now, and use x and y for the
coordinates in R2, so that the center of the square S corresponds to x = y = 0. In
these coordinates, we may assume that the points z′, z′′ are given by (−r1, 0) and (r1, 0)
respectively. From Lemma 5.5 we see that for t with (T − t) ≤ rδ,∫
S
ω(t) ≤ Crδ. (5.28)
Hence ∫ r1
−r1
∫ r1
−r1
(trgEucl g)(x, y)dxdy ≤ Crδ. (5.29)
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Take ε = r r
δ/3
1 . Then since∫ ε
−ε
∫ r1
−r1
(trgEucl g)(x, y)dxdy ≤ Crδ, (5.30)
there exists y′ ∈ (−ε, ε) with
∫ r1
−r1
(trgEucl g)(x, y
′)dx ≤ C r
δ
ε
, (5.31)
Let w′, w′′ be the points (−r1, y′) and (r1, y′) respectively. Let γ1 be the straight line path
in S between w′ and w′′. We have
Lg(t)(γ1) =
∫ r1
−r1
√
g(∂x, ∂x)(x, y
′)dx
≤
∫ r1
−r1
(
√
trgEucl g)(x, y
′)
√
gEucl(∂x, ∂x)(x, y
′)dx
≤
(∫ r1
−r1
(trgEucl g)(x, y
′)dx
)1/2(∫ r1
−r1
gEucl(∂x, ∂x)(x, y
′)dx
)1/2
≤ Cr
δ/2r
1/2
1
ε1/2
= Crδ/2−1/2r1/2−δ/61 ≤ Crδ/3, (5.32)
using the fact that r1 ≤ r. On the other hand, since g ≤ r−2gEucl, we may estimate the
length of the straight line path γ2 in S between z
′ and w′ by
Lg(t)(γ2) =
∫ ε
−ε
√
g(∂y , ∂y)(−r1, y)dy ≤ Cε
r
≤ Crδ/3. (5.33)
Similarly, if we let γ3 be the straight line path in S between w
′′ and z′′ we have
Lg(t)(γ3) ≤ Crδ/3. (5.34)
Thus, if γ is the piecewise smooth path in S from z′ to z′′ obtained by going along γ2 then
γ1 and finally along γ3, we see that
Lg(t)(γ) = Lg(t)(γ1) + Lg(t)(γ2) + Lg(t)(γ3) ≤ Crδ/3. (5.35)
Since the path γ lies in S ⊂ L˜ ⊂ Ar,4r we have established the estimate (5.12).
For (5.13), observe that, since ω(t) converges to ωT uniformly in C
∞ on compact subsets
of B \ {0}, we may let t→ T in Lemma 5.5 to obtain∫
L˜
ωT ≤ Crδ. (5.36)
Then we repeat word for word the argument given above with g(t) replaced by gT , and
we obtain a path γ between z′ and z′′ with LgT (γ) ≤ Crδ. This completes the proof of
Theorem 5.1. ✷
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It now remains to prove Lemma 5.5. We will do this by exhibiting ∪kj=0L˜j as a piece
of the boundary of a certain 3-chain inside B˜ and then applying Stokes’ theorem.
First define a subset F of Cn by
F = {(2ru cos θ, 2rueiv cos θ tan(ηmax), 0, . . . , 0) ∈ Cn | u ∈ [0, 1], v ∈ [0, 2π]}. (5.37)
Note that the points in F with u = 1 coincide with the boundary of the disk L˜. Thus F
connects the boundary of L˜ to the origin in Cn. If we exclude u = 0 and u = 1 in F then
F is a real submanifold of Cn of dimension 2. We have:
Lemma 5.6 There exists a uniform constant C such that∣∣∣∣
∫
F
ω(t)
∣∣∣∣ ≤ Crδ. (5.38)
Proof To prove this, we first calculate the volume of F with respect to a certain Rieman-
nian metric which we now define. Let g˜ be the Riemannian metric on Cn = R2n given
by
g˜ =
1
ρ2(1−δ)
dρ2 + gS2n−1 , (5.39)
where ρ is a radial coordinate and gS2n−1 is the standard metric on S
2n−1. (Recall that
the Euclidean metric is dρ2 + ρ2gS2n−1).
A straightforward computation shows that if dVg˜|F is the volume form on F induced
by g˜, then ∫
F
dVg˜|F =
2π
δ
sin(ηmax)
(
2r cos θ
cos(ηmax)
)δ
, (5.40)
and hence is of order O(rδ).
Next we make the observation that if ω is a Ka¨hler form on Cn with associated metric
g and Y a real submanifold of dimension 2 then
− dVg|Y ≤ ω|Y ≤ dVg|Y , (5.41)
where Vg|Y is the volume form induced by g on Y . It is a well-known fact for submanifolds
in a Ka¨hler manifold. To see this, it suffices to compute at a single point p. We may choose
an orthonormal basis e1, . . . , e2n for the tangent space of C
n at p with respect to g such
that
ω|p = e∗1 ∧ e∗2 + · · ·+ e∗2n−1 ∧ e∗2n. (5.42)
Now choose two unit orthogonal vectors e, e′ (with respect to g) lying in TpY , which we
may write as
e =
2n∑
i=1
aiei, e
′ =
2n∑
i=1
a′iei, (5.43)
Then |dVg|Y (e, e′)| = 1. And
|ω(e, e′)| = |a1a′2 − a2a′1 + · · · + a2n−1a′2n − a2na′2n−1|
≤ |a1a′2|+ |a2a′1|+ · · ·+ |a2n−1a′2n|+ |a2na′2n−1|
≤ (|a1|2 + · · ·+ |a2n|2)1/2(|a′1|2 + · · ·+ |a′|22n)1/2 = 1 (5.44)
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since e, e′ are unit vectors. The claim (5.41) follows.
We can now finish the proof of the lemma. From Lemma 4.1 we have g(t) ≤ Cg˜ in B,
for some uniform constant C. Hence dVg(t)|F ≤ C ′dVg˜|F and applying (5.41), (5.40),∣∣∣∣
∫
F
ω(t)
∣∣∣∣ ≤
∫
F
dVg(t)|F ≤ C ′
∫
F
dVg˜|F ≤ C ′′rδ, (5.45)
as required. ✷
As with L˜ it will be convenient to write Fj = j · F , where j = 0, 1, 2, . . . , k − 1 ∈ Zk.
By the invariance of ω(t), Lemma 5.6 holds with F replaced by Fj for j = 1, 2, . . . , k − 1.
Finally:
Proof of Lemma 5.5 To finish the proof of Lemma 5.5, we need to work on the blow-up
B˜. In fact, we are only interested in a complex submanifold B˜2 of B˜ of complex dimension
2, defined by
B˜2 = {([Z1, Z2, 0, . . . , 0], (z1, z2, 0, . . . , 0)) ∈ Pn−1 ×B |
σ is in the line λ 7→ λ(Zk1 , Zk2 , 0, . . . , 0)} (5.46)
Write π2 for the restriction of π to B˜2 and N := π
−1
2 (0), a projective line in the exceptional
divisor E.
In the chart {Z1 6= 0}, we use local coordinates y and w given by
σ =
y
Zk1
(Zk1 , Z
k
2 , 0, . . . , 0) and w =
Z2
Z1
. (5.47)
Note that σ = (y, ywk, 0, . . . , 0). Recall that the disk L˜ is given by points
(z1, z2, 0, . . . , 0) = (2r cos θ, 2reiv cos θ tan η, 0 . . . , 0) ∈ B2 (5.48)
with η ∈ [0, ηmax] and v ∈ [0, 2π]. We consider the line segments
u ∈ [0, 1] 7→ (2ru cos θ, 2rueiv cos θ tan η, 0, . . . , 0) ∈ B2, (5.49)
and also the corresponding line segments we obtain by applying j ∈ Zk for j = 1, . . . , k−1.
In the blow-up B˜2, using the coordinates y,w, these line segments correspond to
u ∈ [0, 1] 7→ (y,w) = (2ru cos θ, e ivk (tan η)1/k) ∈ B˜2. (5.50)
The line segments intersect N ⊂ B˜2 at the points
W = {(0, [1, e ivk (tan η)1/k , 0 . . . , 0]) | v ∈ [0, 2π], η ∈ [0, ηmax]} ∈ B˜2. (5.51)
The interior of W is a submanifold of B˜2 of real dimension two, contained within the
complex submanifold N . We have from (5.10),
0 ≤
∫
W
ω(t) ≤
∫
N
ω(t) ≤ C(T − t). (5.52)
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Thus we have ∣∣∣∣
∫
W
ω(t)
∣∣∣∣ ≤ Crδ for all t with 0 < T − t ≤ rδ. (5.53)
Now W ∪⋃k−1j=0 Fj ∪ L˜j defines a boundary in B˜. Indeed, it is the boundary of the set
M = Zk · {(2ru cos θ, 2rueiv cos θ tan η, 0, . . . , 0) ∈ Cn |
u ∈ [0, 1], v ∈ [0, 2π], η ∈ [0, ηmax]}. (5.54)
Hence by Stokes’ Theorem, since ω(t) is closed,∫
W∪⋃k−1j=0 Fj∪L˜j
ω(t) = 0. (5.55)
Thus combining Lemma 5.6 with (5.53) we have∫
⋃k−1
j=0 L˜j
ω(t) ≤ Crδ, (5.56)
and Lemma 5.5 follows. ✷
6 The Metric Completion
In this section, we give the proof of parts (ii) and (iii) of Theorem 1.1. Again, we assume
that there is just one (−k) exceptional divisor E which is mapped by π to y0.
As in [SW2], we define a distance function dT on Y as follows. Since π is an isomorphism
from X \ E to Y \ {y0}, we may regard gT as a smooth Ka¨hler metric on Y \ {y0}. We
extend gT to a (possibly discontinuous) metric g˜T on Y by setting g˜T to be zero at y0.
Then we define a distance function dT : Y × Y → R by
dT (y1, y2) = inf
γ
∫ 1
0
√
g˜T (γ′(s), γ′(s))ds, (6.1)
where the infimum is taken over all piecewise smooth paths γ : [0, 1] → Y with γ(0) = y1,
γ(1) = y2.
Proposition 6.1 (Y, dT ) is a compact metric space and (X, g(t)) converges to (Y, dT ) in
the Gromov-Hausdorff sense as t→ T+.
Proof The proof is the same as in [SW2]. ✷
The main result of this section is:
Proposition 6.2 (Y, dT ) is the metric completion of (Y \{y0}, dgT ), where we are writing
dgT for the distance function on Y \ {y0} induced by gT .
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Proof First observe that the inequality
dgT ≥ dT |Y \{y0}. (6.2)
follows immediately from the definition.
We will show:
dgT ≤ dT |Y \{y0}. (6.3)
To see this, let p, q ∈ Y \ {y0}, and let ε > 0. By the definition of dT , there exists a path
γ : [0, 1]→ Y from p to q such that
∫ 1
0
√
g˜T (γ′(s), γ′(s))ds ≤ dT (p, q) + ε/4. (6.4)
If γ does not pass through the origin then we have
dgT (p, q) ≤
∫ 1
0
√
gT (γ′(s), γ′(s))ds
=
∫ 1
0
√
g˜T (γ′(s), γ′(s))ds
≤ dT (p, q) + ε/4 < dT (p, q) + ε. (6.5)
Assume instead that γ does pass through the origin. We identify a neighborhood of y0 in Y
with a small ball B in Cn. Applying Corollary 5.1, we see that there exists a small constant
c > 0 such that diamgT (Bc \{0}) < ε/4, where Bc denotes the ball of radius c with respect
to the Euclidean metric on B. Shrinking c if necessary, assume that p, q /∈ Bc. Let γ(s1)
be the point where γ first enters Bc (we know it enters, since γ passes through the origin).
Let γ(s1) be the point at which γ last leaves Bc. Then since diamgT (Bc \ {0}) ≤ ε/4, we
can find a path σ from γ(s1) to γ(s2) contained in Bc with the length of σ less than ε/2.
That is: ∫ 1
0
√
gT (σ′(s), σ′(s))ds ≤ ε/2. (6.6)
The path in Y \ {y0} constructed by going first along γ from p to γ(s1); second along σ
from γ(s1) to γ(s2); and third along γ from γ(s2) to q, has length L, say, with respect to
gT with L ≤ dT (p, q) + ε/4 + ε/2. Thus we have
dgT (p, q) ≤ L < dT (p, q) + ε. (6.7)
Combining with (6.5), we see that since p, q were any points in Y \ {y0} and ε > 0 was
arbitrary, this proves (6.3).
Thus dgT = dT |Y \{y0}. Since (Y, dT ) is complete, it follows that it is the metric com-
pletion of (Y \ {0}, dgT ). ✷
Thus we have proved parts (ii) and (iii) of Theorem 1.1.
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7 Continuing the flow on Y
In this section we first show the existence of a solution of the Ka¨hler-Ricci flow on the
orbifold Y , which converges in C∞ on compact subsets outside the orbifold points to the
metric gT . This will establish part (iv) of Theorem 1.1. We give only a brief outline of the
proof here, since the arguments in [SW2] are very similar.
As above, we will assume there is only one exceptional divisor E, blowing down to the
point y0 ∈ Y . As in Corollary 4.1 of [SW2], we have C∞ estimates for g(t) on X \ E for
t ∈ [0, T ). The estimate for the kth derivative degenerates like |s|−2αkh for some αk > 0.
From Lemma 3.1, there is a closed positive (1, 1)-current ωT and a bounded function
ϕT with
ωT = π
∗ωY +
√−1
2π
∂∂ϕT . (7.1)
Moreover, ϕT is constant on E and hence we can write ϕT = π
∗ψT for some bounded
function ψT on Y which is smooth on Y \ {y0}. Define
ω′ = ωY +
√−1
2π
∂∂ψT . (7.2)
Then ω′ is a closed positive (1, 1)-current on Y which is smooth on Y \ {y0} so that in
particular ψT extends to a plurisubharmonic function on Y with respect to ωY .
Since ωnT /(π
∗ωY )n is in Lp(X) for some p > 1 with respect to the measure (π∗ωY )n
(see Lemma 5.2 of [SW2]) if follows from it follows from [Kol1, Zha1, EGZ] that ϕT and
hence ψT is continuous.
We now construct a family of reference (1, 1)-forms on Y . Let Ωorb be an orbifold
volume form on Y which coincides on the ball B with the Euclidean volume form. Define
χ :=
√−1
2π
∂∂ log Ωorb ∈ c1(KY ), (7.3)
so that, in particular, χ = 0 on B and π∗χ is a smooth closed (1,1) form on X.
There exists T ′ > T such that for t ∈ [T, T ′], the closed (1,1) form
ωˆY,t = ωY + (t− T )χ (7.4)
is nonnegative on Y and positive definite on Y \ {y0} and [ωˆY,t] is a Ka¨hler class on Y .
Then we construct a family of functions ψT,ε on Y which converge to ψT , following the
method of [SoT3]. For ε > 0 sufficiently small and K fixed and sufficiently large, we define
a family of volume forms Ωε on Y by
Ωε =
|s|2Kh ωn(T − ε)
ε+ |s|2Kh
+ εΩorb, on Y \ {y0}, (7.5)
and Ωε|y0 = εΩorb|y0 . Define ψT,ε to be the unique solution of
(ωY +
√−1
2π
∂∂ψT,ε)
n = CεΩε, sup
Y
(ψT,ε − ψT ) = sup
Y
(ψT − ψT,ε), (7.6)
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with constants Cε such that Cε
∫
Y Ωε =
∫
Y ω
n
Y . The existence of solutions to (7.6) follows
from the results of [Kob, Zha1, EGZ]. Moreover, ψT,ε lies in C
k(Y ) ∩ C∞(Y \ {y0}) for
some k which can be chosen to be sufficiently large by raising the value of K.
By the definition of Ωε and a generalization of Kolodziej’s stability theorem [Kol2, EGZ]
we have ψT,ε → ψT in L∞(Y ) as ε→ 0. We let ϕε solve
∂ϕε
∂t
= log
(ωˆY,t +
√−1
2π ∂∂ϕε)
n
Ωorb
, ϕ|t=T = ψT,ε, (7.7)
for t in [T, T ′]. It follows (with only minor changes from the arguments of [SW2]) that as
ε → 0, ϕε converge in L∞([T, T ′]× Y ) to a function ϕ ∈ C0([T, T ′] × Y ) ∩ C∞(([T, T ′] ×
Y ) \ {(T, y0)}). Moreover, the convergence is smooth on compact subsets of ([T, T ′]×Y ) \
{(T, y0)} and we have: (cf. [SoT3])
Lemma 7.1 There exists a unique ϕ ∈ C0([T, T ′] × Y ) ∩ C∞(([T, T ′] × Y ) \ {(T, y0)})
satisfying ϕ|t=T = ψT and
ωˆY,t +
√−1
2π
∂∂ϕ > 0,
∂ϕ
∂t
= log
(ωˆY,t +
√−1
2π ∂∂ϕ)
n
Ωorb
on ([T, T ′]× Y ) \ {(T, y0)}. (7.8)
By definition of ωˆY,t, the solution ω(t) = ωˆY,t +
√−1
2π ∂∂ϕ then solves the Ka¨hler-Ricci
flow on Y in the orbifold sense for t ∈ (T, T ′) and ω(t) converges to ωT as t→ T+ in C∞
on compact subsets of Y \ {y0}. We may extend g(t) beyond T ′ to be a maximal solution
of the flow. This establishes (iv) of Theorem 1.1.
We end this section by establishing a more general uniqueness lemma, which we will
use later.
Lemma 7.2 If ϕ˜ ∈ L∞([T, T ′]× Y ) ∩ C∞([T, T ′]× (Y \ {y0})) satisfies
ϕ˜|t=T = ψT ∂ϕ˜
∂t
= log
(ωˆY,t +
√−1
2π ∂∂ϕ˜)
n
Ωorb
, on [T, T ′]× (Y \ {y0}), (7.9)
then ϕ˜ is equal to the function ϕ of Lemma 7.1 on [T, T ′]× Y \ {y0}.
The key point in this lemma is that a priori ϕ˜ may be singular at y0 for values of t in
(T, T ′]. We follow a method similar to that in [SoT3]. Fix δ > 0 sufficiently small. For
ε ∈ (0, δ) and s ∈ (−δ, δ) we consider ϕs,ε a solution of the following parabolic Monge-
Ampe`re equation:
∂ϕs,ε
∂t
= log
(ωˆY,t + sωY +
√−1
2π ∂∂ϕs,ε)
n
Ωorb
, ϕs,ε|t=T = (1 + s)ψT,ε, (7.10)
for t ∈ [T, T ′′], some T ′′ ∈ (T, T ′]. Write ωs,ε = ωˆY,t + sωY +
√−1
2π ∂∂ϕs,ε. The solution ϕs,ε
is smooth for ε > 0 and we have uniform C∞ estimates (independent of ε and s) away
from the point (T, y0).
Lemma 7.3 There exists C > 0 such that on [T, T ′′]× Y ,
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(i) |ϕs,ε| ≤ C.
(ii)
∣∣∣∣∂ϕs,ε∂t
∣∣∣∣ ≤ C.
(iii)
∣∣∣∣∂ϕs,ε∂s
∣∣∣∣ ≤ C.
Proof Part (i) follows easily from the maximum principle. For (ii), compute(
∂
∂t
−∆ωs,ε
)
∂ϕs,ε
∂t
= trωs,ε χ ≥ −Ctrωs,ε ωY . (7.11)
Then if Q = ∂ϕs,ε/∂t+Aϕs,ε with A sufficiently large, we have(
∂
∂t
−∆ωs,ε
)
Q = trωs,ε χ+A
∂ϕs,ε
∂t
−Atrωs,ε (ωs,ε − ωˆY,t − sωY )
≥ −C +AQ. (7.12)
By a maximum principle argument, Q is bounded from below, giving a lower bound for
∂ϕs,ε/∂t. The upper bound can be proved similarly.
For (iii), compute (
∂
∂t
−∆ωs,ε
)
∂ϕs,ε
∂s
= trωs,ε ωY ≥ 0. (7.13)
The lower bound of ∂ϕs,ε/∂s follows immediately. For the upper bound, it suffices to
obtain an upper bound of the quantity
H =
∂ϕs,ε
∂s
−Aϕs,ε, (7.14)
for some constant A. Choosing A sufficiently large we have, using (ii),(
∂
∂t
−∆ωs,ε
)
H = trωs,ε ωY −A
∂ϕs,ε
∂t
+Atrωs,ε (ωs,ε − ωˆY,t − sωY ) ≤ C, (7.15)
and the upper bound of H follows. ✷
It follows that ϕs,ε converges in L
∞(Y ) to a function ϕ0,ε as s → 0. Moreover, the
convergence is smooth away from (T, y0) and so ϕ0,ε solves (7.7) and hence must equal ϕε.
Proof of Lemma 7.2 It suffices to prove the result for the shorter time interval [T, T ′′].
Let σ be a defining section of the exceptional divisor E and h be a smooth Hermitian
metric equipped on the associated line bundle such that ωY − δR(h) > 0 for sufficiently
small δ > 0. We also assume that |σ|2h ≤ 1.
First, restrict to s > 0 and define a smooth function us,ε on [T, T
′′]× Y \ {y0} by
us,ε = ϕs,ε − ϕ˜− s2 log |σ|2h. (7.16)
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Observe that us,ε(y)→∞ as y → y0. Compute
∂us,ε
∂t
= log
(ωˆY,t + sωY +
√−1
2π ∂∂ϕs,ε)
n
(ωˆY,t +
√−1
2π ∂∂ϕ˜)
n
= log
(ωˆY,t +
√−1
2π ∂∂ϕ˜+
√−1
2π ∂∂us,ε + s(ωY − sR(h)))n
(ωˆY,t +
√−1
2π ∂∂ϕ˜)
n
. (7.17)
If us,ε attains a minimum on Y \ {y0} then at that point the right hand side of (7.17) is
nonnegative. Hence by the maximum principle,
us,ε ≥ inf
Y
us,ε|t=T ≥ inf
Y
{(ψT,ε − ψT ) + sψT,ε} (7.18)
and so
ϕs,ε ≥ ϕ˜+ inf
Y
{(ψT,ε − ψT ) + sψT,ε}+ s2 log |σ|2h. (7.19)
Letting s, ε→ 0, we have ϕ ≥ ϕ˜.
For the other inequality consider s < 0 and define
vs,ε = ϕs,ε − ϕ˜+ s2 log |σ|2h, (7.20)
which has vs,ε(y)→ −∞ as y → y0. Then
∂vs,ε
∂t
= log
(ωˆY,t +
√−1
2π ∂∂ϕ˜+
√−1
2π ∂∂vs,ε − (−s)(ωY − (−s)R(h)))n
(ωˆY,t +
√−1
2π ∂∂ϕ˜)
n
. (7.21)
Arguing again using the maximum principle, we have
vs,ε ≤ sup
Y
vs,ε|t=T = sup
Y
{(ψT,ε − ψT ) + sψT,ε} (7.22)
and so
ϕs,ε ≤ ϕ˜+ sup
Y
{(ψT,ε − ψT ) + sϕT,ε} − s2 log |σ|2h. (7.23)
By letting s, ε→ 0, we have ϕ ≤ ϕ˜, and this completes the proof of the lemma. ✷
8 Estimates near the orbifold point after time T
In this section we prove (v) of Theorem 1.1 by constructing a solution of the Ka¨hler-Ricci
flow on Y by a different method. We do this using a family of flows on the original manifold
X. For simplicity we again assume that π : X → Y contracts only a single exceptional
divisor E on X to a point y0. For the sake of readability we include in this section some
arguments which are similar to those given in Section 6 of [SW2].
As in Section 7, we consider the reference forms ωˆY,t = ωY + (t − T )χ for t ∈ [T, T ′]
given by (7.4), where χ =
√−1
2π ∂∂ log Ωorb vanishes on B. Define a smooth function γ on
Y such that
γ(z) = r2(n−k) for z ∈ B, (8.1)
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for r2 = |z1|2 + · · ·+ |zn|2, with γ positive outside B. Then, using the definition of π, one
can see that there exists a smooth volume form ΩX on X with
π∗Ωorb = (π∗γ)ΩX . (8.2)
Note that π∗γ is not smooth along E in general.
In this section we will prove the existence of an a priori different and possibly non-
smooth orbifold solution ϕ˜ of the parabolic complex Monge-Ampe`re equation
∂ϕ˜
∂t
= log
(ωˆY,t +
√−1
2π ∂∂ϕ˜)
n
Ωorb
, ϕ˜|t=T = ψT , (8.3)
on [T, T ′] × (Y \ {y0}), by considering a family of Monge-Ampe`re flows on X. We want
ϕ˜ = ϕ˜(t, y) to be in L∞([T, T ′]× Y ) and smooth on [T, T ′]× (Y \ {y0}). Note that, at this
stage, we do not require the solution to be smooth in a neighborhood of y0 for t > T .
Let γε be a family of smooth functions on Y converging smoothly to γ and satisfying
γε(z) = (ε+ r
2k)(n−k)/k for z ∈ B. (8.4)
By the discussion in Section 2, π∗γε is smooth on X for ε > 0.
Note that if ε > 0 is sufficiently small then ωˆY,t− εT ωY is nonnegative on Y and positive
definite on Y \ {y0}, for t ∈ [T, T ′]. We consider for ε ∈ (0, ε0), with ε0 > 0 sufficiently
small, the following family of Monge-Ampe`re flows on X × [T, T ′]:
∂ϕε
∂t
= log
(π∗(ωˆY,t − εT ωY ) + εT ω0 +
√−1
2π ∂∂ϕε)
n
(π∗γε)ΩX
, ϕε|t=T = ϕ(T − ε). (8.5)
Observe that at t = T , the (1,1) form π∗(ωˆY,t − εT ωY ) + εT ω0 is equal to ωˆT−ε. Also, if
ε→ 0 then we have pointwise convergence
(π∗γε)ΩX → π∗Ωorb, π∗(ωˆY,t− ε
T
ωY )+
ε
T
ω0 −→ π∗ωˆY,t, and ϕ(T − ε)→ π∗ψT . (8.6)
Hence if we have C∞ estimates of ϕε on compact subsets of [T, T ′] × (X \ E), then the
functions (π|−1X\E)∗ϕε converge to a solution ϕ˜ of (8.3) on [T, T ′]× Y \ {y0}.
We now derive uniform estimates for solutions ϕε of (8.5).
Lemma 8.1 There exists C > 0 such that for all ε ∈ (0, ε0)
|ϕε| ≤ C, (8.7)
on [T, T ′]×X,
Proof Choose α, β > 0 such that for all t ∈ [T, T ′],
αωY ≤ ωˆY,t − ε
T
ωY ≤ βωY . (8.8)
28
For the lower bound of ϕε, let ρε be the smooth solution of the following complex Monge-
Ampe`re equation on X:
(απ∗ωY +
ε
T
ω0 +
√−1
2π
∂∂ρε)
n = Cε(π
∗γε)ΩX , sup
X
ρε = 0, (8.9)
where Cε is a constant chosen so that the integrals of the left and right sides match. Observe
that Cε > 0 is uniformly bounded from above and below away from zero. Applying the
result of [Zha1, EGZ] we see that |ρε| is uniformly bounded for all ε ∈ (0, ε0).
Let vε = ϕε − ρε. Then
∂vε
∂t
= log
Cε(απ
∗ωY + εT ω0 +
√−1
2π ∂∂ρε +
√−1
2π ∂∂vε + π
∗(ωˆY,t − εT ωY − αωY ))n
(απ∗ωY + εT ω0 +
√−1
2π ∂∂ρε)
n
. (8.10)
Applying the maximum principle we see that vε is uniformly bounded from below, inde-
pendent of ε. This gives the lower bound for ϕε. For the upper bound of ϕε we argue
similarly. ✷
Define Ka¨hler metrics ωε on X × [T, T ′] by
ωε = π
∗(ωˆY,t − ε
T
ωY ) +
ε
T
ω0 +
√−1
2π
∂∂ϕε. (8.11)
Observe that
∂
∂t
ωε = −Ric(ωε)−
√−1
2π
∂∂ log((π∗γε)ΩX) + π∗χ. (8.12)
We have a lemma.
Lemma 8.2 There exists C > 0, such that for all ε ∈ (0, ε0)
(i)
√−1
2π
∂∂ log γε ≥ −CωY on Y .
(ii)
√−1
2π
∂∂ log γε > 0 on B.
(iii) In π−1(B \ {0}) we have
∂
∂t
ωε ≤ −Ric(ωε) + (n− k)
√−1
2π
∂∂ log r2, (8.13)
where we note that
√−1
2π ∂∂ log r
2 =
√−1
2π
1
r2
∑
i,j
(
δij − zizjr2
)
dzi ∧ dzj .
Proof Since (i) follows from (ii), we first prove (ii). Observe that
√−1
2π
∂∂ log γε =
(n − k)
k
√−1
2π
∂∂ log(ε+ (|z1|2 + · · ·+ |zn|2)k). (8.14)
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Writing u = u(ρ) = log(ε + ekρ), where ρ = log r2, it suffices to show that u′ > 0, u′′ > 0.
Compute
u′ =
kekρ
ε+ ekρ
> 0, u′′ =
εk2ekρ
(ε+ ekρ)2
> 0, (8.15)
as required.
In π−1(B \ {0}), using (ii), we have
−
√−1
2π
∂∂ log((π∗γε)ΩX) + π∗χ = −
√−1
2π
∂∂ log(π∗γε) +
√−1
2π
∂∂ log
π∗Ωorb
ΩX
≤
√−1
2π
∂∂ log π∗r2(n−k), (8.16)
and (iii) follows. ✷
Next we prove the following estimates:
Lemma 8.3 There exists C > 0 and α > 0 such that for all ε ∈ (0, ε0) and on [T, T ′]×X,
(i)
ωnε
ΩX
≤ C.
(ii) ωε ≤ C|s|2αh
π∗ωY .
(iii) ωnε ≥
1
C
|s|2(n−k)/kh ωn0 .
Proof Using the volume form bound for the Ka¨hler-Ricci flow before the singular time,
note that when t = T ,
ωnε
ΩX
=
ωnT−ε
ΩX
(8.17)
is uniformly bounded from above, independent of ε. Using Lemma 8.2, we compute
(
∂
∂t
−∆ε) log ω
n
ε
ΩX
= (
∂
∂t
−∆ε)∂ϕε
∂t
−∆ε log(π∗γε) = trωε π∗(χ−
√−1
2π
∂∂ log γε) ≤ Ctrωε π∗ωY .
(8.18)
We will apply the maximum principle to the quantity
H = log
ωnε
ΩX
−Aϕε. (8.19)
For A sufficiently large, we have
A∆εϕε = Atrωε (ωε − π∗(ωˆY,t −
ε
T
ωY )− ε
T
ω0) ≤ An− Ctrωε π∗ωY . (8.20)
Since γε and |ϕε| are uniformly bounded from above,
(
∂
∂t
−∆ε)H ≤ An+A log (π
∗γε)ΩX
ωnε
≤ C −AH, (8.21)
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and thus H is bounded from above by the maximum principle. This gives (i).
For (ii), we first compute using Lemma 8.2,(
∂
∂t
−∆ωε
)
log trπ∗ωY ωε ≤ C ′trωε π∗ωY +
C
|s|2αh trπ∗ωY ωε
, (8.22)
for a uniform constants C, C ′ assuming that α is sufficiently large. We also have
∆εϕε = trωε
(
ωε − π∗(ωˆY,t − ε
T
ωY )− ε
T
ω0
)
≤ n− c0 trωε π∗ωY , (8.23)
for some c0 > 0. For a large constant A, we define Q = log
(|s|2αh trπ∗ωY ωε)−Aϕε. As long
as α is sufficiently large, Q tends to −∞ along E. We compute on X \E,(
∂
∂t
−∆ωε
)
Q ≤ C|s|2αh trπ∗ωY ωε
− trωε
(
Ac0π
∗ωY − αR(h)− C ′π∗ωY
)
−A log ω
n
ε
(π∗γε)ΩX
+An. (8.24)
We wish to show that Q is bounded from above, and since ϕε is uniformly bounded we
may assume without loss of generality that at a maximum point of Q, 1|s|2αh trπ∗ωY ωε
≤ C ′′.
Choosing A sufficiently large we have(
∂
∂t
−∆ωε
)
Q ≤ C − trωε ω0 −A log
ωnε
(π∗γε)ΩX
≤ C − trωε ω0 −A log
ωnε
ωn0
. (8.25)
Hence at a maximum point of Q we have
A log
ωnε
ωn0
+ trωε ω0 ≤ C, (8.26)
It follows that at the maximum point of Q we have trω0 ωε ≤ C, and hence as long as we
chose α sufficiently large, trπ∗ωY ωε ≤ C|s|−2αh . It follows that Q is bounded from above at
that point and we obtain (ii).
For (iii) put W = ϕ˙ε +Aϕε for A to be determined. Compute(
∂
∂t
−∆ωε
)
W = trωε π
∗χ+Aϕ˙ε −Atrωε (ωε − (π∗(ωˆY,t −
ε
T
ωY ) +
ε
T
ω0)).(8.27)
Then choosing A large enough so that
A(π∗(ωˆY,t − ε
T
ωY ) +
ε
T
ω0) ≥ −π∗χ, (8.28)
we obtain (
∂
∂t
−∆ωε
)
W ≥ Aϕ˙ε −An ≥ AW −C, (8.29)
for a constant C. It follows from the maximum principle that W and hence ϕ˙ε is bounded
from below, giving (iii). ✷
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Note that Lemma 8.3 shows in particular that ωε is uniformly bounded from above and
below away from zero on compact subsets of X \E. We now prove an upper bound for ωε
near E, which is analogous to parts (i) and (ii) of Lemma 4.1.
Lemma 8.4 There exists δ > 0 and a uniform constant C such that on X \ E,
(i) ωε ≤ C|s|2/kh
π∗ωEucl.
(ii) ωε ≤ C|s|2(1−δ)/kh
(ω0 + π
∗ωEucl).
Proof It suffices to prove the estimates (i) and (ii) on a small neighborhood V of E in X,
contained in π−1(B). Applying Lemma 8.2 and using the fact that ωEucl is flat on B, we
have on V \E, (
∂
∂t
−∆ωε
)
log trπ∗ωEucl ωε ≤
C
|s|2/kh trπ∗ωEucl ωε
. (8.30)
and using (2.17),
(
∂
∂t
−∆ωε
)
log trω0 ωε ≤ Ctrωε ω0 +
(n− k)
trω0 ωε
trω0

√−1
2π
1
r2
∑
i,j
(
δij − z
izj
r2
)
dzi ∧ dzj


≤ Ctrωε ω0 +
C
trω0 ωε
, (8.31)
since ω0 ≥ cr2 (δij − z
izj
r2 ) for some c > 0. Fix a small η > 0. We will apply the maximum
principle to the quantity
Qη = log trω0 ωε +A log(|s|2(1+η)/kh trπ∗ωEucl ωε)−Aϕε. (8.32)
Then, using (8.23)(
∂
∂t
−∆ωε
)
Qη ≤ Ctrωε ω0 +
C
trω0 ωε
+
CA
|s|2/kh (trπ∗ωEucl ωε)
+An
−Atrωε
(
c0π
∗ωY − (1 + η)
k
R(h)
)
−A log ω
n
ε
(π∗γε)ΩX
. (8.33)
We wish to show that at a maximum point of Qη we have trω0 ωε ≤ C. It would then
follow that Qη ≤ C, since from (2.18) we have
|s|2/kh trπ∗ωEucl ωε ≤ trω0 ωε. (8.34)
Hence we may assume without loss of generality that trω0 ωε ≥ 1 and, since ϕε is uniformly
bounded,
1
|s|2/kh (trπ∗ωEucl ωε)
≤ (trω0 ωε)1/A. (8.35)
32
Applying the volume form bound of Lemma 8.3, we may assume then that, taking A > n−1,
CA
|s|2/kh (trπ∗ωEucl ωε)
≤ CA(trωε ω0)(n−1)/A ≤ CA + trωε ω0, (8.36)
where CA means a constant that depends on A. Hence, by (8.33), we have at a maximum
of Qη,
0 ≤ (C + 1)trωε ω0 −Atrωε
(
c0π
∗ωY − (1 + η)
k
R(h)
)
−A log ω
n
ε
(π∗γε)ΩX
+ CA. (8.37)
Choosing A sufficiently large we have at a maximum point of Qη,
A log
ωnε
(π∗γε)ΩX
+ trωε ω0 ≤ C, (8.38)
and hence
A log
ωnε
ωn0
+ trωε ω0 ≤ C, (8.39)
giving trω0 ωε ≤ C as required. Hence by the maximum principle we have a uniform upper
bound on Qη, independent of η. Then (i) follows by applying again (8.34). Finally, (ii)
follows by a similar argument to that in Lemma 4.1. ✷
We can now prove:
Lemma 8.5 There exist positive constants C, α, independent of ε, such that on X \ E,
|s|2α
C
ω0 ≤ ωε ≤ C|s|2αh
ω0. (8.40)
Fix a large positive integer N . Then for each integer m with 0 ≤ m ≤ N there exist
Cm, αm > 0 such that
|(∇0R)mgε|ω0 ≤
Cm
|s|2αmh
, (8.41)
where ∇0
R
denotes the real covariant derivative with respect to g0.
Proof The inequalities (8.40) follow immediately from Lemmas 8.3 and 8.4. For the higher
order estimates (8.41) we apply a similar argument as in [SW2]. ✷
Thus we have estimates of ϕε of all orders away from E. We can take a convergent
subsequence of ϕ. Setting ϕ˜ to be the ‘push down’ of ϕ on Y \ {y0}, we have proved the
following.
Proposition 8.1 ϕ˜ constructed above solves the parabolic Monge-Ampe`re flow
∂ϕ˜
∂t
= log
(ωˆY,t +
√−1
2π ∂∂ϕ˜)
n
Ωorb
, ϕ˜|t=T = ψT (8.42)
on [T, T ′]× Y \ {y0} with with ϕ˜ ∈ L∞([T, T ′]× Y ) ∩ C∞([T, T ′]× Y \ {y0}).
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We can now finish the proof of Theorem 1.1.
Proof of part (v) of Theorem 1.1 Apply Lemma 7.2 to see that ϕ˜ coincides with the
solution ϕ constructed in Section 7. Using Lemma 8.4, there exist uniform constants C
and δ > 0 so that the solution ω(t) of the Ka¨hler-Ricci flow on Y constructed in Section 7
satisfies the estimates
(i) ω(t) ≤ C
r2
ωEucl
(ii) ω(t) ≤ C
r2(1−δ)
(ω0 + ωEucl)
(iii) |W |2g ≤
C
r2(1−δ)
where W =
∑n
i=1
(
xi
r
∂
∂xi
+ yir
∂
∂yi
)
the unit length radial vector field
with respect to gEucl, with zi = xi +
√−1yi.
It follows as in [SW2] that (Y, g(t)) converges to (Y, dT ) in the Gromov Hausdorff sense as
t→ T+. ✷
9 Application to the manifolds Mn,k
In this section we provide more details of the statement of Theorem 1.2 and show how it
follows from Theorem 1.1.
The complex manifold Mn,k can be described as
Mn,k = {([Z1, . . . , Zn], (σ, µ)) ∈ Pn−1 × ((Cn ×C) \ {(0, 0)}) | σ is in
the line λ 7→ (λ(Z1)k, . . . , λ(Zn)k)}/ ∼ (9.1)
where
([Z1, . . . , Zn], (σ, µ)) ∼ ([Z1, . . . , Zn], (σ′, µ′)) (9.2)
if there exists a ∈ C∗ such that (σ, µ) = (aσ′, aµ′). Then D0 and D∞ are the divisors
{σ = 0} and {µ = 0} respectively.
We define the map π :Mn,k → Yn,k by
π (([Z1, . . . , Zn], (σ, µ))) = [µ, b
1/kZ1, . . . , b
1/kZn], (9.3)
where b ∈ C is defined by
σ = b((Z1)
k, . . . , (Zn)
k). (9.4)
Note that b1/k is only determined up to multiplication by a kth root of unity, but by the
definition of Yn,k, the element [µ, b
1/kZ1, . . . , b
1/kZn] in Yn,k is uniquely defined. Moreover
π is globally well-defined, surjective, and injective on the complement of D0.
If we identify the line bundle O(−k) with the open subset {µ 6= 0} of Mn,k and Cn/Zk
with the open subset {Z0 6= 0} of Yn,k via (z1, . . . , zn) 7→ [1, z1, . . . , zn], then π coincides
with the map described in Section 2. Thus π : Mn,k → Yn,k is precisely the blow down of
the (−k) exceptional divisor D0 to the orbifold point [1, 0, . . . , 0] in Yn,k.
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It remains to check condition (1.5). The Ka¨hler class αt of ω(t) is given by
αt =
bt
k
[D∞]− at
k
[D0], (9.5)
where
bt = b0 − (k + n)t and at = a0 + (k − n)t. (9.6)
Under the assumptions (a) and (b) of Theorem 1.2 we see that the inequalities 0 < at < bt
hold until time T = a0/(n − k) and the limiting class is
[ω0] + Tc1(KMn,k) = αT =
bT
k
[D∞], (9.7)
where bT = b0 − (k + n)a0/(n − k) > 0.
Consider the potential function u on Cn given by
u = log(1 + (|z1|2 + · · · |zn|2)k). (9.8)
The (1, 1) form ωu =
√−1
2π ∂∂u is Zk-invariant and defines a (1,1) orbifold form on C
n/Zk.
Moreover, ωu extends to be a closed nonnegative orbifold (1, 1) form ωY on the weighted
projective space Yn,k, which is positive definite outside of the orbifold point (see [C, FIK,
SW1]). The pull-back π∗ωY is smooth and lies in the cohomology class [D∞]. We can
choose a Hermitian metric on the line bundle [D0] over Mn,k so that π
∗ωY − cR(h) is
Ka¨hler for c > 0 sufficiently small. Hence
[ω0] + Tc1(KMn,k) =
bT
k
[π∗ωY ], (9.9)
and ωY satisfies the conditions of Lemma 2.3. By the remark at the end of Section 2 we
can apply Theorem 1.1 to obtain Theorem 1.2.
10 Minimal surfaces of general type
We now give a proof of Theorem 1.3. We assume for simplicity that X is a minimal surface
of general type with a single, irreducible, (−2)-curve C.
As discussed in the introduction, we have a holomorphic map Φ : X → PN whose image
is Y = Xcan and which blows down C. Write y0 = Φ(C) ∈ Y .
Let ω(t) be a solution of the normalized Ka¨hler-Ricci flow (1.11) for t ∈ [0,∞). Denote
by ωFS the Fubini-Study metric on P
N , and write χ = Φ∗ωFS. Observe that χ is a smooth
nonnegative (1,1) form on X. Let Ω be a smooth volume form on X satisfying
χ =
√−1
2π
∂∂ log Ω ≥ 0, (10.1)
and define a family of reference metrics ωˆt by
ωˆt = e
−tω0 + (1− e−t)χ ∈ [ω(t)]. (10.2)
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We write the normalized Ka¨hler-Ricci flow as a parabolic complex Monge-Ampe`re flow
of potentials. If ϕ = ϕ(t) solves
∂ϕ
∂t
= log
(ωˆt +
√−1
2π ∂∂ϕ)
n
Ω
− ϕ, ϕ|t=0 = 0, (10.3)
then ω(t) = ωˆt+
√−1
2π ∂∂ϕ solves the normalized Ka¨hler-Ricci flow (1.11) with initial metric
ω0.
It was shown by Tsuji [Ts] and Tian-Zhang [TZha] that:
Theorem 10.1 Let ωKE be the smooth orbifold Kahler-Einstein metric on Xcan. Then
ω(t) converges to Φ∗ωKE in C∞ on compact subsets of X \ C as t→∞.
Moreover, the following result was proved by Zhang [Zha2].
Theorem 10.2 There exist uniform constants c, C > 0 such that for all t ≥ 0,
(i) ||ϕ||L∞ ≤ C.
(ii) c ω20 ≤ ω2 ≤ Cω20.
(iii) |R| ≤ C, where R = R(ω) is the scalar curvature.
From Theorem 10.1 we see that the metric ω(t) is uniformly bounded on compact
subsets of X \ C. It remains then to understand the behavior of the metric ω(t) in a
neighborhood of C.
The local model for X in a neighborhood U of C is given by a neighborhood of the
(−2)-curve D0 in the second Hirzebruch surface M2,2. Indeed y0 is a double point of
Xcan, and the minimal resolution of singularities for surfaces is unique (see Theorems
6.1, 6.2 in [BHPV]). The blow-down map Φ restricted to U can be identified with the
map π : M2,2 → Y2,2 restricted to a neighborhood of D0. From now on, we make these
identifications.
Hence there exists a bounded neighborhood B of the origin in C2 and a 2-to-1 map
from B \ {0} to U \ C. We will write ω = ω(t) for the evolving Ka¨hler metric pulled back
via this map to B \ {0}. We wish to obtain bounds for ω(t) on B \ {0}. As in Section
4 we will write ωEucl for the Euclidean metric on C
2. Write z1, z2 for the coordinates on
B ⊂ C2, and r2 = |z1|2 + |z2|2. We have the following result.
Lemma 10.1 There exist uniform constants C and δ > 0 such that on B \ {0},
(i) ω ≤ C
r2
ωEucl.
(ii) ω ≤ C
r2(1−δ)
(ω0 + ωEucl),
(iii) |W |2g(t) ≤
C
r2/3
where W =
∑2
i=1
(
xi
r
∂
∂xi
+ yir
∂
∂yi
)
the unit length radial vector field
with respect to gEucl, with zi = xi +
√−1yi.
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Proof The proof of this result is essentially the same as the proof of Lemma 4.1. Observe
that ω0 on B is equivalent to the metric gˆ given by (2.17) with k = 2. Hence by the same
argument as in the proof of Lemma 2.2 we obtain ω0 ≤ Cr2ωEucl,
From the evolution equation (1.11), the analogue of (4.1) is(
∂
∂t
−∆
)
log trω˜ ω ≤ 1
trω˜ ω
(
−trω˜ ω − gijR˜ kℓij gkℓ
)
≤ −1 + C˜ trω ω˜. (10.4)
For (i) and (ii), we evolve the same quantity as in the proof of Lemma 4.1. The only
difference is that we replace the result of Lemma 2.3 by the following argument. Since
[χ] = [KX ] is big and nef, then by Kodaira’s lemma (cf. [Ts], for example), there exists a
Hermitian metric h on the line bundle [C] and a constant ε0 such that for all 0 < ε ≤ ε0,
χ− εR(h) > 0. (10.5)
It follows that there exists a constant c > 0 and ε′ > 0 such that
ωˆt − ε′R(h) > cω0, (10.6)
for all t ≥ 0. The rest of the argument for (i) and (ii) follows in the same way as in Lemma
4.1.
For (iii) we evolve the quantity Qε = log(|V |(1+ε)ω trωEucl ω) and make use again of (10.4)
with ω˜ = ωEucl. This finishes the proof of the lemma. ✷
Proof of Theorem 1.3 This result follows from Theorem 10.1 together with the radial
bound given by Lemma 10.1, part (iii). Indeed, we can show that for every ε > 0 there
exists T = T (ε) and r = r(ε) > 0 such that the diameter of a ball Br with respect to g(t)
for t ≥ T is less than ε. To see this note that we can find T and r such that
(a) the diameter of Br \ Br/2 with respect to g(t) for t ≥ T is less than ε/3, since g(t)
converges to the Ka¨hler-Einstein metric uniformly on compact subsets of Y \ {y0};
and
(b) the length of any radial line in Br is less than ε/3.
For any p, q ∈ Br there exist p′, q′ ∈ Br \Br/2 connected to p and q by radial lines. Hence
dg(t)(p, q) ≤ dg(t)(p, p′) + dg(t)(p′, q′) + dg(t)(q′, q) < ε, (10.7)
as required.
It is now a straightforward matter to prove the Gromov-Hausdorff convergence of
(X, g(t)) to (Xcan, gKE). ✷
We end by remarking that there are plenty of examples of minimal surfaces of the type
considered in Theorem 1.3. Indeed, let C be a hyperelliptic curve defined by y = f(x),
where f(x) has degree n > 4 with n distinct roots p1, ..., pn. Then y 7→ −y gives a Z2-
action with fixed points as (y = 0, x = pi) and those at∞. Define X = (C×C)/Z2, where
Z2 acts diagonally (that is, (−1) · (z1, z2) = ((−1) · z1, (−1) · z2)). Then qi = {pi} × {pi}
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are the orbifold points of X with structure group Z2. X is an orbifold surface of general
type, as can be seen by pulling back the Ka¨hler-Einstein metric on C × C. Now consider
π : Xˆ → X the minimal resolution of X. Since each qi is an A1 singularity, π−1(qi) is
an A1 curve. Xˆ is a minimal surface of general type with only distinct irreducible (−2)
curves.
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