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Abstract An aspatial version for the famous Schelling’s
segregation model has recently been proposed, which is still
in an agent-based format like the original Schellingmodel. In
the present study, we propose a new, state equation version of
the Schelling model. The new equation is based on the aspa-
tial version and is derived in terms of a set of discrete maps.
Fixed point solutions for the new equation are found analyt-
ically and confirmed numerically. Especially, we show that
the extremely simple state equations can reasonably reveal
the essence of the Schelling dynamics: integration, segre-
gation and tipping. In addition to the fixed point solutions,
periodic solutions were also identified and conditions of the
limit cycles were derived analytically.
Keywords Schelling model · Agent based · State equation ·
Discrete map
Introduction
We frequently find social or natural systems composed of
two or more types of interacting groups of individuals: cities
composed of multiple races, ecological system composed
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of multiple species, social systems composed of individ-
uals with different opinions, cultures, etc. Sometimes the
interaction between different groups of agents gives rise
to interesting global phenomena. Residential segregation in
metropolitan cities, a sudden extinction of species in an
ecological system and convergence to a unanimous opin-
ion throughout the entire society are among the well-known
examples of the global phenomena.
To understand these phenomena, two different approaches
have been in use: state equation-based approach and agent-
based one [1,2]. The state equation-based method is useful,
in general, with relatively small number of equations making
it easier to generalize the solutions. But with a limited num-
ber of parameters, it is not easy to reflect diverse differences
between the individuals within the system. Agent-based
models (ABM) could be a good alternative to address such
issues. ABMs are highly flexible to incorporate detailed indi-
vidual properties, spatially heterogeneous distributions and
localized interactions of the agents in the model. However,
the number of agents can be much larger than the number of
corresponding state equations, making the solution process
computationally expensive. In addition,weoften need to sim-
ulate many times even for a given set of parameters, to draw
a reliable conclusion from the numerical results. Even with
such efforts, direct numerical simulation often provides lim-
ited analytical insight into the mechanisms underlying the
observed phenomena. For this reason, the two methods are
complementary. In many cases, both of these methods are
well developed and selectively exploited depending on the
specific target of the study.
The general comparison between the two types of models
is valid also for the field of population dynamics of hetero-
geneous groups. Because of the flexibility of the ABMs, any
state equation-based model can be easily transformed into an
ABM. We can find numerous ABMs for the Lotka–Volterra
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equations [3–5], for the epidemic spreading model [6,7] and
for the opinion dynamics models [8–10]. But the inverse
cases are rare. Finding a state equation for a given ABM
will suggest a difficulty as the process usually requires some
degree of abstractions. When a model is originally known
only in terms of an ABM, it is challenging to derive its coun-
terpart in state equation format. Schelling’s model will be
an example [11–14], for which only the agent-based for-
mat is known. Many other researchers modified the original
Schelling model for a more realistic result, combining dif-
ferent factors affecting people’s choice of their residences.
However, most of these models are still ABMs and are fun-
damentally not different from the original Schelling model.
A couple of papers are found in the literature for treat-
ing the residential segregation problem using state equations
[15,16]. Both of the papers are based on continuous differ-
ential equations in time and space. Especially, finding the
density distribution of two types of agents on geometric
space was the main target of these studies and diffusion is
the key mechanism of change in these models. Although the
method showed spatial segregation under some parameters,
the results did not tell the key outcomes from the Schelling
dynamics: segregation or integration as global phenomena.
Diffusion type of equations has its limitation when applied
for the Schelling problem, as the migration of the agents
in the Schelling problem is clearly not continuous in space.
Recently, we proposed an aspatial version of the Schelling
problem [17]. Conceptually, the aspatial version is still in
agent-based format, and the solution process is computation-
ally costly.
Motivated from the fact that there is no state equation
version of the Schelling model, in the present study, we try
to describe the Schelling problem in terms of a set of state
equations. From the numerical results for the derived equa-
tions, we discuss the possibility and limitations of the state
equations, when it is applied for the Schelling-type problem.
Also we discuss the oscillation mode obtained from the state
equation.
Background: an aspatial version of the Schelling
model
Consider the initial agent-based model of Shelling as shown
inFig. 1a. Two types of agents, X andY , are denoted as differ-
ent types of circles. In the Schelling problem, different types
represent, for example, White and Black residents. Initially
the system is in a well-mixed distribution so that every agent
in the system has enough number of its same-type neigh-
bors. If there happen to be a disturbance that makes one of
the agents unsatisfied, it will migrate to another place for a
better neighborhood condition. A chain of migrations will
follow until, possibly, a highly segregated region appears in
the system as shown in Fig. 1a, and eventually a complete
segregation is obtained as the final outcome. Sudden change
of the system from a well-integrated state to a completely
segregated one is known as tipping, especially when such a
chain reaction is initiated by a slightest disturbance from the
well-integrated state.
During the change in the system, such as toward the tip-
ping, there appear different density zones for specific types of
agents, as shown in Fig. 1a. In such a case, we may be able to
divide the system in two separate zones, or rooms, as shown
in Fig. 1a. Then themigrations of the agentswill be explained
as occurring between the two rooms as shown in Fig. 1b. The
agents can stay in one of the two rooms in the system, say
rooms 1 and 2, as shown in Fig. 1b. Without ambiguity, the
total population size of X agents will be denoted by X . The
population size will be defined in a normalized sense. For
example, X = 1 and Y = 0.5 means that the number or
Y agents are half that of X . Same-group agents in the same
room are assumed to be completely identical. Let us denote
the number of the type X agents in room 1 as x . In this case,
the number of X agents in room 2 will be X − x . The only
mechanism the system can change is through migration of
agents between the two rooms. The total number and types
of the agents do not change with time. The question is how
Fig. 1 Two-room model as an
aspatial version of the Schelling
model [17]
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the agents are distributed in the two rooms. This will depend
on the dynamics of the two types of agents.
State equation version of the two-room model
The original version of the two-room model was given in
an agent-based format [17]. From now on, we will devise a
new state equation version of the original two-room model.
The dynamics of the system can be described in terms of the
rates of migration of the agents. The migration rate will be
defined in terms of a difference in the potentials. We assume
that the potentials depend only on the population contents
of the rooms. If we denote the potential of an X-type agent
using a function φx , the potentials for each of the two rooms
will be given as follows.
Potential of an X in room 1 = φx(x, y) (1a)
Potential of an X in room 2 = φx(X − x,Y − y) (1b)
No difference between the two rooms exists other than their
population contents. Similarly the potential of the type Y
agents can be described asφy(x, y),φy(X−x,Y−y), respec-
tively. As in the ABM, the agents migrate in search of a room
with a higher potential. Assuming the potential of the agents
with Eq. (1) means that we are applying a concept similar to
the mean field approximation, neglecting the spatial hetero-
geneity of the agents within a single room.
To determine the direction of migration, we use the dif-
ference in the potentials between the two rooms as in the
following.
φx = φx (x, y) − φx (X − x,Y − y) (2a)
φy = φy(x, y) − φy(X − x,Y − y) (2b)
If φx is positive, it means that room 1 is more attractive
than room 2 for X . In such a case, the agents in room 2
will try to migrate to the room 1. The rate of migration can
be reasonably assumed to be proportional to the potential
difference and the number of agents in room 2. As a result,
the rate of migration, rn , of X agents per unit time step will
be described as follows.
rn =
{
kxφx (X − xn) when φx ≥ 0 (3a)
kxφxxn when φx < 0 (3b)
Equation (3a) defines the migration rate rn from room 2 to
room 1, as proportional both to the potential difference,φx ,
and to the number of the agents in room2,X−xn . If the poten-
tial difference is negative, the migration will take place in the
opposite direction as described in Eq. (3b). The subscript n
denotes the current time step and kx denotes a constant.
From the above equations, we can get a discrete map ver-
sion of the two-room model as follows.
xn+1 =
{
xn + kxφx (X − xn) when φx ≥ 0
xn + kxφx xn when φx < 0 (4a)
yn+1 =
{
yn + kyφy(Y − yn) when φy ≥ 0
yn + kyφy yn when φy < 0 (4b)
Linear potential functions
The dynamics of the two room model will depend on the
potential functions φx (x, y) and φy(x, y). For the present
study, we will assume that both of the preference functions
are linear, as in Eq. (5) below.
φx (x, y) = ax + by (5a)
φy(x, y) = cx + dy (5b)
Here, a and d denote intra-group preference constants and
b and c, inter-group constants. In Schelling-type problems,
each of the groups is assumed to prefer same-type neigh-
bors. Such a situation can be described by choosing a > b
and d > c. The linear relationship shown in Eq. (5) may
not be good when we consider the original Schelling model,
where an agent is satisfied when the fraction of the same-
type neighbors is above some threshold, known as the critical
neighborhood demand [12,17]. The constants may have to
be step functions to reflect the critical neighborhood demand
more precisely. However, linear approximation makes the
equation easier to analyze and may be good as a first approx-
imation. In fact, linear approximation was sometimes used
as for the Schelling problem [18,19]. We define potential
differences f and g, for the linear case, as follows:
f (x, y) ≡ φx = 2ax + 2by − aX − bY (6a)
g(x, y) ≡ φy = 2cx + 2dy − cX − dY (6b)
Substituting Eq. (6) into Eq. (4), we obtain the iterative




xn + kx (2axn + 2byn
−aX − bY )(X − xn) when f (xn, yn) ≥ 0
xn + kx (2axn + 2byn





yn + ky(2cxn + 2dyn
−cX − dY )(Y − yn) when g(xn, yn) ≥ 0
yn + ky(2cxn + 2dyn
−cX − dY )yn when g(xn, yn) < 0
(7b)
The system in Eq. (7) is a set of quadratic maps with
discontinuity in their rate functions at f = 0 and g = 0.
General analytic solutions may not be available for the
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system. But we have no difficulty in solving the system
numerically. If we maintain kx and ky sufficiently small,
the system remains in 0 ≤ x ≤ X , 0 ≤ y ≤ Y , for any
initial values of 0 ≤ x0 ≤ X , 0 ≤ y0 ≤ Y . For sim-
plicity, we used kx = ky = 0.1 throughout the present
study.
We will investigate the dynamics of the system for two
purposes in this paper. In this section, we will see possible
types of solutions for the case with X = Y = 1. By set-
ting xn+1 = xn and yn+1 = yn simultaneously in Eq. (6),
we can easily find a set of fixed points as listed in Table 1.
There can be total of nine fixed points in the system. In many
cases, the fixed solutions 5 to 9 shown in the Table 1 are
unstable solutions. These will be explained later for example
cases. Because the two rooms are not distinguishable, the
points (0, 0) and (1,1) mean essentially the same thing, the
integration (INT) of the two types of agents in one room.
Table 1 Possible set of fixed points
No. (x, y) When (X = Y = 1) Type (Figs. 3, 4)
1, 2 (0, 0), (X, Y ) (0, 0), (1, 1) INT
3, 4 (0, Y ), (X, 0) (0, 1), (1, 0) SEG
5 (x∗, y∗) (1/2, 1/2) INT2
6 (0.5X + 0.5bY/a, 0) (0.5 + 0.5b/a, 0) UNSTABLE
7 (0.5X − 0.5bY/a, Y ) (0.5 − 0.5b/a, 1) UNSTABLE
8 (0, 0.5Y + 0.5cX/d) (0, 0.5 + 0.5c/d) UNSTABLE
9 (X, 0.5Y − 0.5cX/d) (1, 0.5 − 0.5c/d) UNSTABLE
Similarly, both (0, 1) and (1, 0) mean segregation (SEG).
The type of solutions actually obtained from the numeri-
cal simulation depends on the parameter set and the initial
conditions. The point (1/2, 1/2) is of special interest. This
state means a completely integrated state (denoted by INT2)
for which the populations are evenly distributed between the
two rooms. However, in most cases, the state is unstable and
a slight disturbance from INT2 will drive the system into
segregation or another type of integration, (0, 0) or (1, 1).
The INT2 mode is found to be not a stable outcome of the
system, except for some carefully designed parameter sets.
So we neglect the importance of the mode as a fixed solu-
tion. INT2 can be useful only as an initial condition to check
the behavior of the system. Using slightly disturbed initial
conditions from the unstable mixed state of INT2, we can
observe the outcome of the system, INT or SEG, for exam-
ple.
Time series solutions converging two of the fixed points,
representing segregation and integration, respectively, are
shown in Fig. 2a, b, as examples. In addition to these fixed
points, limit cycles can be obtained, an example of which is
shown in Fig. 2c.
A phase diagram Fig. 3 shows the type of solutions
obtained from the system. For Fig. 3, we fixed the parameters
a = d = 1.0 and the phase diagram is plotted on (b, c) plane
on the intervals−2 ≤ b ≤ 2,−2 ≤ c ≤ 2. For the phase dia-
gram, each of the points is assembled from the four solutions
obtained with four different initial conditions, (0.51, 0.51),
(0.51, 0.49), (0.49, 0.51) and (0.49, 0.49). These initial con-
Fig. 2 Types of solutions with
initial values
(x0, y0) = (0.51, 0.51),
a = d = 1.0: a integration, b
segregation, c oscillation (limit
cycle)
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Fig. 3 Phase diagram. For a = d = 1.0 and X = Y = 1.0. Modes
classified using initial condition sets (0.51, 0.51), (0.51, 0.49), (0.49,
0.51) and (0.49, 0.49)
ditions are selected to simulate the system which is slightly
perturbed from a perfectlymixed state of (x, y) = (0.5, 0.5).
The basins of attraction sampled in Fig. 4 show that the said
four initial conditions will be good for checking the possible
type of solutions for a given parameter set b and c.
Types of the solutions in Fig. 3 are classified into five
groups. Most of the first quadrant of the parametric space is
occupied by the integration (INT) mode. In this zone, only
the fixed points (1, 1) or (0, 0) are obtained without regard
to the initial conditions. For the first quadrant, when b and
c is positive and not too small in magnitude, meaning that
both X and Y being quite attractive to each other, integra-
tion will be a natural consequence. Likewise, most of the
third quadrant is occupied by segregation(SEG) mode. With
b < 0 and c < 0 at the third quadrant, the two types repel
each other and segregation will be the final outcome. Far
sides of the second and fourth quadrants are occupied by
oscillation (OSC) mode. The solution is given not as fixed
points but as limit cycles, as exampled in Fig. 2c. In these
zones, the two types of agents behave like chaser and runner.
For example, in the second quadrant, we have b < 0 and
c > 0. In this case, X repels Y but Y will chase X . X will be
a runner and Y , a chaser. On the fourth quadrant, the roles
are reversed. The oscillation mode is an interesting type of
motion that was not possible in the original Schelling model.
In the next section, the oscillation mode will be analyzed in
detail. In the intermediate zone between the three modes lies
a mixed mode (INT+SEG) of integration and segregation.
The system can go either integration or segregation, depend-
ing on the initial conditions. All the parameter sets sampled
for the Fig. 4 belong to the mixed mode. It is interesting that
the segregation mode is possible even for cases b > 0 and
c > 0.
For all cases in Fig. 4, marked are five unstable fixed
points, respectively. The possible existence of these five
unstable fixed points has been predicted in Table 1 and indeed
found numerically. In Fig 4a, the locations of all the nine fixed
point solutions are marked. Each of the unstable fixed points
can be obtained when the initial condition (x0, y0) is exactly
the same as the fixed solution itself.
The mixed mode is interesting when we consider the
Schelling dynamics. We can conclude that the tipping in the
Schelling dynamics is possible only for the mixed zone and
the SEG zone. Only in these two zones, the system can go
from a perfectlymixed state of (0.5, 0.5) to a segregated state,
when a slightest disturbance is applied. What is really inter-
esting is such a tipping is possible even in the first quadrant,
where b > 0 and c > 0. This means that the segregation is
possible even if X and Y are attractive to each other, when
the inter-group attractiveness (b, c) is relatively smaller than
the intra-group one (a, d).
To observe the parameter range for the possible tipping,
segregation probability is calculated. To simplify the discus-
sion, only symmetric parameter sets, a = d = 1 and b = c,
are used. In the original Schelling model, symmetric para-
meter sets are used. These symmetric parameter sets lie on
the diagonal line crossing the first and third quadrants in
Fig. 3. For a given set of parameters, we conducted a Monte
Carlo simulation with initial conditions randomly lying on
the circle of radius of 0.1 and center at (0.5, 0.5). From the
simulationwe can obtain the probability the system can show
SEG with a random slight disturbance from (0.5, 0.5). The
probability of segregation thus obtained is plotted in Fig.
5. Below b = c = −0.5, segregation is the only possible
mode. The probability decreases from b = c = −0.5 until
it becomes essentially zero at b = c = 0.5, beyond which
point only the integration is possible. Between −0.5 and 0.5,
both integration and segregation is possible depending on
the initial conditions. When it is interpreted in terms of the
Schelling dynamics; however, we should conclude that, in
the event, the system will converge toward the segregation.
In the two-roommodel, we have two types of integration, (0,
0) type or (1/2, 1/2) type. When we consider the Schelling
dynamics, these two types of integration, INT and INT2, will
mean the same, as there can be only one type of integration
in reality. Thus, when we started from an initial condition
near the point (0.5, 0.5) and get fixed point solutions like (0,
0) or (1, 1), this should be interpreted that the system has
not changed from the initial state. When we get (0, 1) or (1,
0) as a final outcome, the system has gone tipping from an
integration toward a segregation. Thus, when b = c < 0.5,
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Fig. 4 Basins of attraction for
a b = c = −0.5, b b = c = 0.1,
c b = c = 0.5. Circled numbers
in a corresponds to the solution
number shown in Table 1
the segregation will be the only outcome of the system in the
long run.
In the phase diagram of Fig. 3, there is fifth mode marked
SEG+INT2. But Fig. 5 shows that the probability to get an
INT2 solution will be almost zero because the segregation
probability is essentially 1.0 at b = c < −1.0. As explained
before, the probability to obtain INT2 mode is almost zero
as it can be obtained only at initial conditions x0 = y0.
Although the two-room model presented in the present
study is motivated by the Schelling model, the result cannot
be directly applied for explaining the Schelling model. For
example, we cannot convert the Schelling’s critical neigh-
borhood demand with the parameter sets a ∼ d in the
present study. However, the model successfully shows the
key concepts of the integration and segregation, as well as
the possibility of tipping. Future study is necessary to con-
vert the neighborhood demand into the constants a ∼ d more
realistically.
Oscillation mode
From the phase diagramof Fig. 3, we saw that the oscillations
can be obtained in the second and the fourth quadrants. In this
section, we will analyze the oscillation mode in detail. First,
the conditions of the oscillationmodewill be derived andnext
parametric dependence of the oscillation frequency will be
studied. Derivation of the condition of limit cycle starts from
the fact there can be two types of fixed points, integration
and segregation. If the system is to be in an oscillation mode,
it is necessary that the system should not be attractive to any
of these fixed points. Let us first consider a condition that
the system should not stay fixed at the integrated state of, for
example, (x, y) = (X,Y ). In such an integrated situation,
the room 2 will be empty and the potential of room 2 for
both types of agents will be 0. If oscillation is to be obtained,
the potential is such that the type X agents should prefer
room 2, meaning that the potential of room 1 should be less
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Fig. 5 Segregation probability (a = d = 1). Initial conditions
(x0, y0) = (0.5+ρ cos θ, 0.5+ρ sin θ), both ρ and θ uniform random,
0 ≤ ρ ≤ 0.1, 0 ≤ θ ≤ 2π
than 0 for the X-type agents. The condition can be written
as, aX + bY < 0 or
b < −a X
Y
(8)
Similarly, we can find the condition that the fixed state of






Although inequalities (8) and (9) are not necessary con-
ditions, it works quite well at least in the case shown in Fig.
3. When we use X = Y = 1 and a = d = 1 as in Fig. 3, we
get the said conditions as b < −1 and c > 1, which seems
to be good as can be observed in Fig. 3.
As stated in the previous section, the oscillation mode
occurs when the two types of agent behave like chaser and
runner. In the real world, dynamics between chaser and run-
ner type of agents could be found in the predator–prey model
[4]. Each of the predators and preys tends to gather together,
meaning a, d > 0. For the predators, the preys will be attrac-
tive (b > 0) but the preys will escape from the predators
(c < 0). The parameters can satisfy the oscillation condi-
tion. However, in the predator–prey models in the literature,
the main interest lies on the change in the size of the popu-
lations, such as distinction or persistence of the species. In
those models, predation and regeneration is more important
than themigration, the latter being the onlymechanism in the
present two-room model. So the oscillation is not realized in
real predator–prey model.
We found an interesting phenomenon in the literature that
shows an oscillation mode: rapid pole-to-pole (PP) oscilla-
tion of the bacteria E. coli [20,21]. During a cell division
process of E. coli, two types of proteins, minD and minE,
Fig. 6 Oscillation zones for
different values of Y (X = 1)
rapidly oscillate between the two poles of the cell. The
phase lag found in the present oscillation mode is similarly
observed between the migrations of the minD and minE,
minD leading the phase. In the Schelling model, the rooms
were conceptually divided as explained in Fig. 1 and do not
necessarily exist in physical domain. But in the PP oscilla-
tion, the two poles take the role of the two rooms and the
rooms really exist in the physical domain. In the following,
we will investigate the oscillation mode in detail, assuming
that we are trying to explain the PP oscillation in terms of
the two-room model. We are not telling that minD and minE
really behave like runner and chaser, respectively, or that the
two-roommodel can be really a valid model for the PP oscil-
lation. We just use the PP oscillation as a guideline for our
parametric study.
In the bacterial cell division process discussed, it is
reported that the oscillations occur only for a certain den-
sity range of minE proteins for a fixed density of minD
proteins [20,21]. In other words, there is a threshold den-
sity of MinE above which the oscillation is possible and a
limit beyond which the oscillation disappears. In terms of
the present paper, it is the same as saying that the oscillation
can happen only for a certain range of Y if X is kept con-
stant. Figure 6 explains that this will be really the case here.
The parameter zones for the oscillation mode are drawn for
three different values of the total population Y , while keep-
ing X = 1. The boxes are cut at b = −3 and c = 3. These
boxes can be easily obtained from the necessary conditions,
inequalities (8) and (9). To see the dependence of the oscil-
lation on the relative population size, take the parameter set,
as an example, at b = −2.0 and c = 2.0, which is marked
by a circular dot in Fig. 6. The mark is clearly inside of the
oscillation zone for X = Y = 1. However, the same para-
meter set lies on the border line for each of the oscillation
zones for Y = 2.0 and 0.5. From Fig. 6, we can easily pre-
dict that the point will lie outside of the oscillation zone for
Y > 2.0 or Y < 0.5. For the assumed set of parameters,
we can conclude that the oscillation mode will be possible
only for 0.5 < Y < 2.0 for X = 1.0. This kind of logic
will be valid, in general, for other parameter sets, although
the limiting values will depend on the specific parameter
set.
The actual range of Y values for the oscillation mode can
be directly obtained through numerical simulations of the
two-room model. The results are shown in Fig. 7. In Fig.
7, the frequency of oscillation is plotted as a function of Y
123
42 Complex Intell. Syst. (2016) 2:35–43
Fig. 7 Period of oscillation depending on population size. (b, c) =
(−2.0, 2.0)
for selected values of X . Oscillation is obtained only for the
range of Y values the graph is plotted. We can observe that
the range is between Y = 0.5 and 2.0 for the case X = 1,
which is in agreement with the range predicted indirectly
using the necessary conditions. The graph shows that the
period of oscillation, in general, decreases with the increase
in Y . The dependence of the oscillation frequency on the rel-
ative population size again shows similar behavior with the
PP oscillation [20]. However, we again stress that these sim-
ilar behaviors do not mean that the two-room model is really
valid for explaining the PP oscillation. Precise quantitative
comparison of the current result with the experimental one
from the PP oscillation will be a topic of future study and is
beyond the scope of the current work.
Conclusions
We proposed a state equation version of the two-roommodel
which was initially known as an agent-based, aspatial ver-
sion of the Schelling’s segregation model. The state equation
is given as a set of discrete maps with a set of four parame-
ters. The parameters are meant to reflect the neighborhood
preferences of the original Schelling model [12]. It may be
needless to say that such a simple set of equations cannot fully
replace the original spatial, agent-based model. Between the
two models, there is a fundamental difference in defining
the level of satisfaction of an agent. In the original Schelling
model, the agents’ estimation is based on local information.
Only the agent’s immediate neighbors contribute to the focal
agent’s satisfaction. But in the present model, all the pop-
ulation in the system contribute to it. In addition, a mean
field concept is incorporated in the present model and, as
a result, the spatial heterogeneity, which is very important
in the original agent-based model, is neglected. The spatial
heterogeneity is minimally considered by introducing two
separate rooms not identical in their densities in specific
type of agents. In spite of its simplicity with only a set of
four parameters, the proposed model revealed key dynamic
behavior of the Schelling dynamics, the integration and seg-
regation. Especially, the possibility of the tipping, which will
be the symbol of the Schelling dynamics, was predicted from
the existence of the INT+SEG and SEG zone in the para-
metric space. In addition to the integration and segregation
mode, an oscillation mode is identified when the parameter
sets indicate a runner–chaser relation for the two popula-
tions. Conditions for the oscillation mode was suggested and
numerically identified. We hope that the proposed analytical
method could be applicable to the analysis of other spatial
dynamical systems whose spatial states can be characterized
by multiple “rooms.”
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