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We prove that if the edges of the complete graph on n ~4 vertices are colored so that no 
vertex is on more than A edges of the same color, 1 c A < n - 2,, then the graph has cycles of all 
lengths 3 through n with no A consecutive dges the same color. 
A considerable amount of work has been done on finding local con&iwns on 
the edge-colored complete graph K, that enscliti th: existence of certain tps of 
colored subgraphs. For example, it has been shown chat restricting the number of 
edges of the same color on which a vertex may iie can force the existence of 
length n cycles with adjacent edges different colors. (Such cycles are said to be 
alternating.) Bollob&s and Erdes [l] proved that if each vertex of K,, lies on fewer 
than n/69 edges of the same color, the K, contains a length n alternating cycle. 
Chen and Daykin [3] improved this result to n/17, and Shearer [6] further 
improved it to n/7. 
We call the maximum number of edges of the same color that meet at a 
common vertex the maximum color degree of a graph and denote this number by 
A. 
Daykin [S] obtained a result that is best possible for A = 2: A K,, with A = 2 
contains alternating cycles of each possible length 3 through n if, and only if, 
n 3 6. Chen and Daykin [3] conjectured that A G n/3 may be a sharp inequality 
guaranteeing alternating cycles of all possible lengths.. To the author’s knowledge, 
this is known to be true only for A = 2. 
Rather than continue to improve these bounds on A, we would like to introduce 
a new approach, namely, to relax the conditions on the cycles sought in order to 
obtain a result which is in a sense best possible. In particular, we will prove the 
following theorem, which is the main result of the paper. 
‘l&-rem. tit K,, 6e an edge-colored complete gruph on n 26 vertices with 
maximum color degree A stictly between 1 and n -2. 17ten for all lengths 3 
through n, K,, has cycles that have at most A - 1 comecutiue dges the same color. 
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Daykin’s result [S] proves the theorem for A = 2. For n <6, or n B 6 but 
A = n - 2 or n - 1, there are exceptions to the conclusion of the theorem. These 
are discussed in Section 2, where we will prove that in case n 3 6 but A = n - 2 or 
n - 1, the exceptional graphs all have monochromatic K&_, subgraphs. Section 3 
then gives the proof of the main result. 
It will ‘be useful to have names for cycles that have at most a certain number of 
consecutive edges the same color, so we introduce the following: 
. . 
N&utn~ . A k-alternating cycle (denoted k-AC) is a cycle that has at most k 
consecutive edges the same color. (A l-alternating cycle is simply an alternating 
cycle.) 
Suppose that K,, is an edge-colored complete graph on n vertices that has 
A = n - 1. Then K, automatically has (A - l)-AC’s for each cycle length L less 
than A = n - 1. Obviously if K,, is moncchromatic, it has no (A - l)-AC of length 
L = n - 1 or L = n. Also, if all but one of the edges of Kn have the same color, 
then K, has a (A - l)-AC of length R - 1 but has none of length n. In all other 
cases, it is easy to check that K, (for n > 3) has (A - 1).AC’s of lengths n - 1 and 
Il. 
Now suppose that K, is an edge-color&! complete graph with n 36 and 
A = n - 2. Km may fail to have a (A - 1).AC of length n because K,, is mono- 
chromatic or has a monochromatic subgraph of size n - 1. The next theorem states 
that these are the only cases in which a complete graph with A = n - 2, n 26, fails 
to have (A - 1 )-AC’s of all lengths. 
Theorem 1. If K, is a complete graph with A = n -- 2, whew n 3 6, then either it has 
(A - WAC’s of all lengths or it has (A - l)-AC’s of all lengths except n, in which 
case it has a monochromatic subgraph of size n - 1. 
Proof. Suppose K,, fails to have a (A - l)-AC, that is, a (n - 3)-AC, of some 
ltqth L. Obviously, L * n - 2, and we leave to the reader the simple check that 
LF .: -2 or n-l. 
Suppose now that K,, has no (A - lb-AC of length )I. We are about to show that 
K, contains a monochromatic subgraph of size n . - I. Note that since A = n - 2, no 
edge between this subgraph bnd the remainiqg vertex of K,, could have the color 
of the subgraph. Thus K, having a monochronla.tic subgraph of size n - 1 implies 
tRat K, must have (A - WAC’s of all iengths FSS than PI but 110 (A - l)-AC of 
length t2. 
Let u be incident with A = n - 2 red edges and one green edge VW. Of course w 
musit be incident with a nongreen edge ws (which might be red). Let H denote the 
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subgraph of p(, obtained by the removal of w and s. If H is entirely red, then all 
edges of H that are incident with s must be red. This is because each edge ts, t # 21 
or.’ W, belongs to a cycle of length n on which fs is followed by SW, WV, and a - 3 
red edges. Therefore, K;, without w in entirely red. 
NOW suppose that H contains a nonred edge yy’. Consider a hamiltonian cycle 
of K, that contains the vertices y, y’, u, w, s consecutively. The ‘majority’ color 
must be either c(yy’), which is not red, Ior c(ow), which is green. At the s<ame 
time, it must be either c(y’w), which is red, or c(ws), which is not green. Hence 
the majority color must be c(yy’j = c(ws) = blue, say. 
Hamiltonian cycles of K,, on which y, y’, U, w, and s appear consecatively must 
have all blue edges, apart from y’u and VW. Consequently, all edges not incident 
with t) or w are blue with the possible exceptions of ys and the edges on which 1‘ 
lies. By interchanging y and y’ in this argument, we find that in fact, only ys and 
y’s could be exceptions. Since n 26, K, contains a vertex y” different from 
o, w, s, y, and y ‘. But edges yy” and y ’ y” are blue and can play the role of yy ’ in 
the argument just given. Consequently, all edges not incident with v or w must he 
blue. 
Now we note that all edges incident with w other than VW are blue. This is 
because any nonblue edge incident with w apart from 21w would belong to a cycle 
of length n on which the nonblue edge was followed by UW, which is green, a red 
edge incident with o, and n - 3 blue edges. Therefore, K,, with w removed is 
entirely blue. 0 
3. The main result 
We now turn to the proof of the theorem stated in Section 1. First we mention 
some notational matters. 
We let m denote the smallest integer such that K, has a (A- l)-AC of length m 
but not one of length m + 1. (For n - a6 and 2<A<n-2, it turns out that K,, 
contains (A - l)-AC’s of all lengths 3 thorough A + 1. Hence m a A + 1.) For i 2 1 
we will identify the numbers i + m and i whenever WC use them as vertex labels. 
Also, whenever a vertex appears twice in the description of a cycle, those 
occurrences are to be identified. For example, 1 A (A - 1) l l l 3 2 1 where A = 4 
represents a cycle with four edges. 
In terms of k-AC’s, the main result is the folkowing: 
Theorem 2. Let K,, be an edge-colored complete graph or2 n 2 6 vertices with 
1 <A < n - 2. Then K,, has (A - l)-AC’s for all cycle lengths 3 through n. 
mf. We begin by establishing se\.lcysl facts about complete graphs that satisfy 
na6 and l<A<n-2. 
Fact 1. If A > 2, Kn contains (A - l)-AC’s of all lengths 3 th:rough A + 1. 
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hf. Since each of its vertices lies on edges of at least two colors, K,, ~ertaimy 
has (A - I)-AC’s of lengths 3 through A. 
For the case A = 3, the reader can easily produce a (A - l)-AC of length A + 1. 
For A > 3, it is not difficult to find a path through five distinct vertices that has 
no more than two edges colored the same. But any extension of such a path to a 
cycle of length A + 1 is a (A - 1)-AC. 
Fact 2. Suppose A is a (A - &AC of length M, and suppose 8 is a vertex not in 
A. Then there is a color I and a consecutive numbering of the vertices around A 
with the numbers 1 to nt such that ~(12) = c(2 3) = l 9 l = c((A - 1) A) = c(0 1) = 
c!O 2) = . * l =c(O(A-l))=r but c(m 1)ft and c(A(A+l))#r. 
Proofi Since m is greater than A by Fact 1, the vertices of A may be consecu- 
tive!y numbered around A so that c(O m) # c(0 1). Since the cycle 0 12 . l l m 0 
cannot be a (A - l)-AC, either c(0 1) = ~(12) = l l l = c((A - 1) A) or c(0 m) = 
c(m (m - 11) = l l * = c((tn -A +2) (m -A + 1)). We can revise the numbering if 
necessary so that the former occurs. Let r be the color c(0 1). 
Note that since A has no A consecutive edges the same color, c(nt 1) # r and 
c(A (A + 1)) # I: ; 
Since thecycle 12*~+-1)Oi*= l m 1 for 3~i<A-1 has length m.+l and 
cannot be a (A - l)-AC, c((i - 1) 0) and c(0 i) must be r. 
We now assume that A has been numbered as in Fact 2; henc(2.. we are 
implicitly assuming that ru < n so that a vertex 0 not in A exists. 
FUCJ 3. Color c(0 A) = K 
Proof. Since the cycle 12 - - 9 (A - 1) 0 A (A + 1) . . l tn 1 has length m + 1, it can- 
not be a (A - I)-AC. so it contains a chain of consecutive monochromatic edges. If 
~(0 A) # r, then this chain has 0 as an end vertex. Since c(m 1) # r, the chain must 
beOA(A+l).- l (26 - 2) (26 - 1). Since A is a (A - l)-AC, 
~((26 - 2) (26 - 1)) # ~((26 - 1) (20. 
Hence the cycle 10 A (A - 1) l l - 2 (A + 1) l l . III 1 is a (A - l)-AC of length m + 1 
and provides a contradiction to the assumption c(0 A) # r. 
Fact 4. For 0 G if 2 <A, color c(2 i) = r. (Consequently, for A < i s m, color 
-42 i) f- r.) 
P~M$ By Fact 2, we know that c(2 Oj = ~(2 11 = 42 3) = r. Hence the *proposition 
holds for A = 3, so we can now assume A > 3. 
First, we show that c(2 A) = r. If c(2 A) # I, then cycle 
lO(,,,-l)(A-2)...2A(A+l)...~n 1 
is a! (A - 1)-K’ of length m + 1 unless, counting from vertex A, cycle A has a 
string of A - 1 consecutive edges which have color ~(26). In particular, since 
A > 3, c((A + 2) (A + 3)) = c(2 A) # r. Of course, c(0 (A + 1)) and c((A + 1) A) # r. 
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Hence the cycle lO(A+l)A(A-l)~*=2(A+2)(A+3)~~~1 is a (A-l)-AC 
of length m + 1. Since this cannot be so, ~(2 A) = r. 
Since we now know that c(2 A) = r, the fact is established for A = 4. We 
complete the proof by assuming A >4 and then observing that c(2(A - i)) = r for 
l<isA-4: this must be so, or cycle lO(A-i-l)(A-i-2)-.*2(4-j) 
(A-i+l)***A(A+l)*** m 1 would be a (A - l)-AC of length m + 1. 
Fact 5. m#A+l. 
&x$ Suppose to the contrary that m = A + 1. 
We show first that m = A + 1 imp%9 rhat the subgraph induced by vertices 
091 , . . . , A is monochromatic. Suppose c(i j) # r for some i and j, where 0 G i c 
j GA. By Facts 2 and 3, i # 0. By Fact 4, neither i nor j is 2. Let S be the set 
obtained by deleting i and j from (1,. . . , A}. Let x1 l l l xA_2 be any arrangement 
of the elements of S into a sequence beginning with x1 = 2. Then the cycle 
(m=A+1)0ij(2=xl)~** x&2 (A + 1) is a (A - l)-AC of length m+ 1= A +2. 
Hence, c(i j) must be r, and vertices 0, 1, . . . , A induce an r-colored complete 
subgraph &+l Of K,,. 
Recall that we are assuming A G n - 3, so there are at least two vertices outside 
&+ 1. No vertices in &+ l have r-edges to vertices outside &+l. The possibility 
that A = 3, m = 4 is easy to rule out. For A > 3, choose a vertex 21# A + 1 outside 
KA+l, and note that 0 1 u 3 l 9 *A (A+l)Oisa(A-l)-ACoflength m+l=A+2. 
This contradicts the assumption m = A + I. 
We now use these facts to complete the proof. As we have previously noted, 
Daykin [S] proves the theorem for A = 2. 
Assume Grst that m < ?I, and let A be a (A - l)-AC of length m. Let 0 be a 
vertex not in A, and let the vertices of A be numbered as in Fact 2. 
By Facts 1 and 5, m is greater than A + 1, so m 12 (A + 1) 
A ..-3O(A+2)** l m is a cycle of length m + 1. This cycle cannot be a (A - l)- 
AC, and by F~z:as L and 3, c(0 (A + 2)) # r. Hence the cycle must have, counting 
from vertex A +2, exactly A - 1 consecutive edges of color c(0 (A +2)), denoted g 
henceforth. Note that ~1 must be 226. In particular, for A = 3, m must be a6 and 
~(0 5) = c(5 6) = c(6 7) = g. (7 may be 1.) 
For A=3, consider the cycle 1054326**=m 1. Color ~(05) is g, but 
c(4 5) # g because the cycle A would then have c(4 5) = c(5 6) = c(6 7). Of course, 
c(4 3) # r. Since c(5 6) = c(6 7), c(6 7) # c(7 8). (7 may be 1, 8 may be 2.) Hence 
the cycle is a 2-AC, which is impossible. 
For A > 4, consider the cycle 
10(2A-1)(2A-2)~~~(A+2)(A+l)A~~~2(2A)~~~m 1. 
Note that as a consequence of Facts 2 and 3, c(0 (26 -- 1)) # r; also note that 
c((A + 1) (A + 2)) # g and that c(A (A + 1)) # r. Note further that ~((26) (24 + 1)) = 
g, where 24 + 1 may be 1. Thus, this cycle is a (A - l)-AC of length m + 1, which 
is impossible. 
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Our assumption that ITI <n has been contradicted, and the proof tif the 
theorem is complete. tl 
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