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Abstract
Force traction microscopy is an inversion method that allows us to obtain
the stress field applied by a living cell on the environment on the basis of
a pointwise knowledge of the displacement produced by the cell itself. This
classical biophysical problem, usually addressed in terms of Green’s functions,
can be alternatively tackled in a variational framework. In such a case, a
variation of the error functional under suitable regularization is operated in
view of its minimization. This setting naturally suggests the introduction of a
new equation, based on the adjoint operator of the elasticity problem. In this
paper, we illustrate a numerical strategy of the inversion method that discretizes
the partial differential equations associated with the optimal control problem
by finite elements. A detailed discussion of the numerical approximation of
a test problem (with known solution) that contains most of the mathematical
difficulties of the real one allows a precise evaluation of the degree of confidence
that one can achieve in the numerical results.
(Some figures may appear in colour only in the online journal)
Introduction
Many living cells have the ability to migrate, both in physiological and pathological conditions;
examples include wound healing, embryonic morphogenesis and the formation of new vessels
in tumors. The motility of a cell is driven by the reorganization of its inner structure, the
cytoskeleton, according to a complex machinery. The net effect of this process is that a cell is
able to apply a stress on the environment, pulling the surrounding material in every direction.
The biophysical details of the internal engine of a cell are far from being fully understood or
rephrased in terms of a mathematical model; nevertheless, the inverse counterpart is quite a
popular problem in the biophysical community.
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The early idea to study the force applied by cells in their migration as an inverse problem
dates back to the work of Harris and coworkers in the 1980s [7]. They consider the action of
fibroblasts (cells with a high degree of contractility) lying on a flat polyethylene sheet. They
argue that the wrinkles produced by the cells on the substrate are a good indicator of the stress
exerted by the cells on the surface itself: direction, height and length of the buckles correlate
with the direction and intensity of the force, respectively.
After several efforts, the correct methodology to translate the qualitative argument above
into a quantitative procedure was formulated by Dembo and collaborators in seminal papers
about 20 years later [5, 4]. Their technique was new, both in a technological and in a
methodological sense. The use of a soft polyacrylamide substrate avoids the emergence of
wrinkles that are typically produced in a nonlinear elasticity range. Thus restricting to a linear
elasticity regime, the contour of a cell and the displacement of fluorescent beads dispersed in
the elastic material is extracted from different images. Finally, they solve the direct problem
in terms of Green’s elasticity functions for an infinite half-space and then minimize the error
under regularization by a discrete Tichonov method. This method has become a standard in
biophysics.
An alternative, less popular, approach can be stated in a continuous variational framework
[1]. Again, the starting point is a Tichonov penalty functional defined as the error norm plus a
penalization of the magnitude of the force. If a variation of the cost functional is operated at a
continuous level, the definition of an adjoint problem for the unknown force naturally arises.
This way, two elliptic partial differential equations coupled by the (linear) source terms are
obtained and their approximate solution can be addressed, for instance, by a finite element
discretization.
Although the optimal control approach is less popular than the standard inverse method
based on Green’s functions, it has some attractive features that make it worthwhile to investigate
further.
The first reason is of numerical type: a variational formulation, based on a forward
and adjoint problem to be solved jointly, can be addressed by a finite element code where
local approximating polynomials might be computationally more efficient than convolution of
global Green’s functions plus a decoupled minimizing algorithm.
The second, more relevant, issue is that Green’s functions of the elasticity problem
are known explicitly only in few simple geometrical configurations, including the infinite
half-plane. The typical biological domain where cells apply stress in their three-dimensional
migration is geometrically complex and Green’s functions are not known a priori. Legant et al
[10] actually had to calculate such Green’s functions in approximated form by finite elements
and then minimize the Tichonov penalty functional to find the optimal traction.
Last but not least, the optimum control theory offers a framework for a natural
generalization of the forward model to a number of important physical characterizations of
the substrate, in particular nonlinear elastic materials, possibly including non-homogeneities
and anisotropy due to fibres embedded in the material itself.
In this paper, we discuss the numerical approximation of the three-dimensional elasticity
problem and the associated adjoint one with boundary control and mixed boundary conditions.
The mathematical formulation of the problems has been addressed in another paper [14], where
a formal derivation of the equations for the adjoint field and a rigorous statement of existence
and uniqueness are formulated in a suitable functional framework. Our main interest here is
to ascertain the degree of confidence that one can have in the results of a numerical algorithm
of inversion of the 3D displacement data generated by a cell encapsulated in a soft gel. The
numerical code is therefore applied to a test case that reproduces in silico most of the relevant
dynamical aspects of a living cell migrating in a three-dimensional environment: the cavity in
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the gel, representing the space occupied by the embedded cell, has a size of 10–20 micrometers
and the surrounding material has the typical elastic moduli of polyacrylamide gel. We first
apply a zero-average traction at the surface of such a hole, which then plays the role of the
‘true’ force per unit surface to be captured at best by the inversion algorithm. The displacement
in the gel produced by the applied traction evaluated in some nodes of the finite element grid
then becomes our datum, the starting point to chase algorithmically the value of the stress
exerted by the virtual cell.
Producing a large number of numerical simulations, we are able to evaluate the error,
defined as the absolute value of the difference between the given traction and the reconstructed
one for different values of the physical and numerical parameters. We consider different
possible configurations of the system, including the number and location of the observation
points (the ‘fluorescent beads’ in an experimental setting), the value of regularization parameter
and the number of nodes of the finite element mesh. This way we are able to check at what
extent the inversion procedure is sensitive to variations of the parameters and, working in a
test case very near to the real biophysical conditions, fix the optimal parameter configuration
to be adopted for experimental data.
1. Mathematical setting
1.1. Linear elasticity
In a spatial description of continuum mechanics the force balance equations on a linear elastic
body  ⊂ R3 write 3⎧⎪⎨
⎪⎩
−∇ · C[∇u] = 0, in ,
C[∇u]n = f, on N,
u = 0, on D.
(1)
where the boundaries D, N ⊂ ∂ are such that clN ∩ clD = ∅, cl(N ∪D) = ∂4 and n
is the outward normal of the boundary ∂. The domain  represents the gel in which a cell is
embedded; see figure 1. The boundary between the cells and the gel is N . On this boundary
forces are exerted by the cell. The boundary D is the external boundary considered fixed. The
right-hand side f represents the (here given) applied load per unit surface (the traction) and
C ∈ Lin(LinR3) is the fourth-order Hooke elasticity positive tensor. For notational convenience,
we define the solution operator S, as the map that, for a given control f on the right-hand side
of (1), assigns the displacement field u that solves the problem 5.
1.2. Available experimental data
The known data are here experimental measurements of displacement in some subset of .
To rewrite the physical observation in mathematical terms, we define the observation operator
O as the restriction of a field from  into the subset where displacement is observed. We
consider pointwise observation, physically representing the center of small fluorescent beads
immersed in the gel box. The beads are about 0.2 μm diameter, a size much smaller than the
3 Vectors (here elements of Rn) are indicated with boldface Latin letter, second-order tensor (here elements of
Lin(Rn)) with capitol boldface and fourth-order tensor (here elements of Lin(Lin(Rn))) with capital blackboard
boldface. Scalar products in these spaces are indicated with the same symbol ‘·’, the context clarifying the meaning.
4 The symbol cl means the closure of a set in Rn.
5 For simplicity, we restrict ourselves to the case where only the control appears as a forcing term. The more general
case is the one in which the forces in (1) are sum of known fields and the control is analogous but technically more
cumbersome, since the solution operator S is affine (see [11]).
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Figure 1. A pictorial representation of the experimental setup: the outer boundary of the domain
 is D, the inner boundary is N where the traction of the cell is applied.
typical dimension of the experimental domain (about 100 μm). This observation justifies the
representation of the observation operator as a list of Dirac deltas 6 centered in the points where
beads are located, say x1, . . . , xN . Then, the observation operator writes O := (δx1 , . . . , δxN ).
1.3. The inverse problem
The information experimentally provided to solve the inverse problem, i.e. the pointwise
measurements of the state u, is not sufficient to yield a unique solution of the problem (1). The
problem is therefore underdetermined and, as is customary, we have to enforce a minimization
problem to fix the uniqueness of the solution, where a regularization term is appended to
discriminate, on the basis of a physical argument, between the many solutions of the ill-posed
problem.
1.3.1. Penalty functional. The penalty functional is defined as
J (f) = 1
2
‖OSf − u0‖2 + ε2‖f‖
2. (2)
Here u0 = (u10, . . . , uN0 ) are the known displacements in x1, . . . , xN , respectively. The cost
functional J is a sum of two parts: the first term is the discrepancy between the measured
displacement u0 and the calculated displacement for a given force f (i.e. Sf), evaluated at the
bead location (i.eOSf); the second is the force magnitude. The two additive contributions are
weighted by the positive constant ε, the regularization parameter.
Our goal is to minimize the functional J in the set of the admissible tractions. To find
such a minimizer, stationary points ofJ should be calculated: explicitly, a necessary condition
for f to be a stationary point for J is that its differential vanishes when evaluated in f:
J ′(f) = εf + (OS )T (OSf − u0) = 0. (3)
1.3.2. Adjoint equation. Although the stationarity condition (3) is in principle sufficient
to define the optimal f, it is convenient to reformulate the problem in terms of a differential
equation. It is then useful to define the adjoint state p as
S−T p = OT (Ou − u0), (4)
where S is the solution operator defined in section 1.1. Substituting (4) into (3), we find the
relationship between the optimal force f and the adjoint state:
εf + p|N = 0. (5)
6 A Dirac delta distribution centered at x, say δx, is a linear operator that evaluates a continuous field defined over a
domain  at the point x, i.e. δxu := u(x).
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Since it can be shown that S is self adjoint [3], equation (4) can be recast in a more familiar
way as follows:⎧⎪⎨
⎪⎩
−∇ · C[∇p] = OT (Ou − u0), in ,
C[∇p]n = 0, on N,
u = 0, on D.
(6)
It should be noted that the support of the observation operator is contained in  in all the cases
of practical interest. A sketch of the domain where the equations are to be solved is given in
figure 1.
Summarizing, our differential problem in strong form is represented by the system of
equations (1) and (6) supplemented by the definition of the adjoint state (5). In addition, the
inverted traction field must have zero average: this condition restricts the space of admissible
tractions and is directly introduced in the equations written in the next section.
Remark 1. The formal calculations above can be set in a precise functional framework: the
rigorous theory can be found in [14].
Remark 2. Other information on the mechanical system is often available in cellular traction
microscopy. As an example, cells do not adhere to the material uniformly, but in specific
locations called focal adhesion points. This information, if known, can be easily incorporated
in the model tailoring N . Another important characterization is that the forces exerted by a
cell have null resultant force and momentum. A way to incorporate this constraint restricting
the space of admissible force is explained in [14].
2. Numerical approximation
The main goal of this work is to ascertain the accuracy and robustness of an inversion method
of force traction microscopy in 3D. This biophysical target rewrites, in mathematical terms,
in solving numerically the differential problems (1), (6), (5) by a finite element discretization
on an unstructured grid. In this section, we illustrate and discuss numerical results of the
numerical model on a specific test case: a three-dimensional boundary control of the linear
elasticity problem with mixed boundary conditions. To the best of our knowledge, numerical
simulations of this type have not yet appeared in the literature, with a notable exception
[10] where the three-dimensional cellular traction problem is tackled using Green’s functions.
However, no details are provided on the mathematical well posedness. In addition, the finite
element reconstruction of a Green function in a generic domain is computationally expensive.
Among the various possible methods to address an optimization problem, following [1]
and [12] we pose ourself in the framework of optimal control according to the so-called ‘first
optimize then discretize’ approach [9]. In a few words, we first write down the optimality
condition and then we numerically solve the two resulting coupled PDEs. In our case, this
corresponds to take the coupled system of equations (1), (6), (5), approximate the unknowns
(u, p) and the corresponding test fields (v, q) with their counterpart finite-element function
(uh, ph), etc. This method can be effectively coded using a finite element tool like FreeFem.
The system of variational equations to be solved is summarized below. In the following, we
assume that the gel mechanically behaves as a linear homogeneous isotropic elastic medium,
i.e. (see [3])
C = 3λsph + 2μsym,
where sph denotes the projection onto Sph(R3) (spherical tensors) and sym is the projection
onto Sym(R3) (symmetric tensors). Using the system of equations (1), (6), (5) and
incorporating the zero-average constraint as detailed in [14] we obtain
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find u and p such that ∀q, v:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∫

(μ∇u · ∇v + λ(∇· u)(∇· v)) + 1
ε
(∫
N
p · v − 1|N |
∫
N
p ·
∫
N
v
)
= 0,
∫

(μ∇p · ∇q + λ(∇· p)(∇· q)) +
N∑
j=1
δx j u · δx j q =
N∑
j=1
u0 j · δx j q,
. (7)
The proof of well posedness of the system of equations above, formulated using suitable
Sobolev spaces, can be found in [14].
The numerical approximation of problem (7) is obtained discretizing the trial fields u and
p and the associated test fields v and q with Lagrange P1 elements. The numerical integration
of the linear forms is performed by a Gauss formula exact on polynomials of degree 5. This is
done in practice using the code Free-FEM v.3.11 (see [8] for the details).
Our optimal control approach has a computational cost proportional to the number of
degrees of freedom of the finite element mesh n, while for Green’s function method it scales
like the number of degrees of freedom times the number of computational nodes on the
Neumann border N , i.e. n3/2.
The following validation algorithm is adopted according to [13, 10]:
• Set a physically sounded zero-average traction fgiven and evaluate the displacement solving
numerically ugiven = Sfgiven (the linear elliptic elasticity problem).
• Observe the displacement u0 = Ougiven (possibly perturbed by artificial noise).
• Solve the optimal control problem (for a range of ε): given u0 and the model parameters,
obtain u and f.
• Evaluate the errors such as ‖f − fgiven‖2 etc and discuss the results.
3. Numerical setup
In this paper, all the equations are written in dimensional form, so that the reader interested in
the specific biophysical application can easily appreciate that the order of magnitude of forces
and spatial dimensions match the ones typically observed in the experiments.
In the reference setup that we use for the simulations, the computational domain is a
1003 μm3 cube with a 20×10×10 μm3 ellipsoidal hole in the center, representing the cell. In
the reference case, we have used 300 beads (i.e. the ‘observation points’) with mean distance
17.88 μm from the origin. The mesh is characterized by a tetrahedron aspect ratio ranging
between 0.6 μm (near the ellipsoid) and 10 μm (near the external border). The number of
degrees of freedom is 7392. In figure 2, pictures of the computational mesh and the position
of the beads are reported. In section 5, we explore the behavior of the inverse method when
the numerical parameters listed above change in suitable ranges.
In the calculations that follow we use the standard values of the elastic moduli [5, 1, 2]
λ = 4150 pN
μm2
, μ = 2100 pN
μm2
.
The observed displacement field is produced, once for all for a given domain, solving the
direct problem with the following given dipole-like force (see figure 3):
fgiven := 103
{
(x, y, z) x > 15
(αxx, αyy, αzz) x < 0
pN
μm2
, (8)
where αξ :=
∫
N
ξχ(x>15)∫
N
ξχ(x<0)
(for ξ = x, y, z) and χ is the characteristic function of a set. The given
force and the resulting displacement are graphically represented in figure 3.
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(a) (b)
Figure 2. The computational mesh (a) and the location of the beads (b).
(a) (b)
(c)
Figure 3. The given traction fgiven in pico-Newton per micrometer square (a) and the given
displacement ugiven = Sfgiven in micrometers (b) are plotted at the cell–gel surface. A color map
of the magnitude of ugiven in some points is given in (c).
4. Numerical results
The main aim of this work is to evaluate the ability of the inversion method to recover the
true force produced by a cell on the basis of pointwise measures of the displacement. In
7
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other words, we aim to control and possibly minimize the error in calculating f according to
the proposed inversion procedure. Different error measures can be applied, depending on the
physical meaning and the expected level of regularity of an unknown (see [14]). It is therefore
useful to introduce here the following concise notation:
e2(f) := ||f − fgiven||2||fgiven||2 :=
( ∫
N
|f − fgiven|2
)1/2
( ∫
N
|fgiven|2
)1/2 , (9)
e2(u) := ||u − ugiven||2||ugiven||2 :=
( ∫

|u − ugiven|2
)1/2
( ∫

|ugiven|2
)1/2 , (10)
e2(Ou) := |Ou − u0|2|u0|2 :=
(∑N
i=1 |u(xi) − ugiven(xi)|2
)1/2
(∑N
i=1 |ugiven(xi)|2
)1/2 , (11)
e∞(u) := maxx∈ |u(x) − ugiven(x)|
maxx∈ |ugiven(x)| . (12)
We observe that a stronger norm (as the infinity norm) for the force field f is not allowed in
this framework as, in general, such a force field might not have the needed regularity (see [14]
for further details).
4.1. Noise and regularization
In this section, we report numerical results obtained from data u0 either exact or affected by
noise. As a matter of fact, experimental measures are always affected by noise. To estimate
the stability of the inversion method to small perturbations in the data we introduce a list
of independent and isotropic uniform random functions with zero mean and amplitude ν =
0.4 μm. The same numerical simulations are then carried out with the data u0 = (u10, . . . , uN0 )
perturbed as follows:
ui0 · w = ugiven(xi) · w + νUnf
(− 12 , 12),
for all unitary vectors w. The symbol Unf(a, b) denotes the uniform probability distribution in
the interval ]a, b[. The above expression is referred in the literature [15] as a semi-stochastic
semi-discrete linear data model with additive noise.
The amplitude of the noise is comparable to what is found in practice [10]: here ν is
greater than the sum of the uncertainty in the placement of the beads (declared to be 0.210 μm)
and the error of cell surface reconstruction (which is estimated as 0.176 μm). Notwithstanding
the common agreement that the errors introduced by a measure apparatus follow a normal
probability distribution, here we use a uniform one (easier to implement in our code), while
aware that we possibly overestimate the actual noise. Figures 4 and 5 compare the errors when
data are affected or not affected by noise.
A major issue in inversion algorithms is the determination of the optimal value of the
regularization parameter ε and the analysis of the sensitivity of such a value with respect to the
numerical and physical data. Figures 4 and 5 show the relative error in force and displacement,
as defined in (9)–(12), depending on the regularization parameter ε.
The error approaches 100% when ε is large both in the noisy and in the non-noisy case.
As ε decreases, the error becomes smaller up to a minimum. When data are not perturbed
by noise, the numerical method becomes unstable below a critical value of the regularization
parameter. The best possible approximation for the traction, the quantity of main interest, has
an apparently ineliminable 30% error, attained when exact data are inverted (see figure 4).
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(a) (b)
Figure 4. Error in the traction field, e2(f) versus ε (a) and error in the displacement field, e2(u)
versus ε(b). Empty circles for noisy data, filled circles for non-noisy data. In the ideal case of
measures not affected by errors, a minimum (non-null) reconstruction error of f can be achieved.
Below this optimal ε, the error abruptly grows.
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(a) (b)
Figure 5. Error in the displacement field: (a)e∞(u) versus ε and (b) e2(Ou) versus ε. Empty and
filled circles refer to noisy data and non-noisy data, respectively.
The behavior of the error versus ε is very similar for noisy data: in particular, the optimal
stabilization parameter grows with the noise. The main difference is in the minimum error in
traction that one can hopefully obtain (now of the order of 40 %) and the somehow counter-
intuitive stabilization of the numerical algorithm for very small ε.
We observe that the stability of the inversion method with respect to noise actually comes
from the continuity of the generalized (Moon–Penrose) inverse of the operator OS (see [14]
for the proof and [6] for the general theoretical setting).
4.2. Optimal choice of the regularization parameter
The choice of the optimal regularization parameter ε in practical cases can be taken on the
basis of the test case illustrated above and then applied to real biophysical data. Here, we
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Figure 6. Plot of the L-curve, i.e. |Ou − u0|2 versus ‖f‖2 (a) and its curvature κ (b).
(a) (b)
(c) (d)
Figure 7. Force reconstructed using our inversion method (a). Difference between given and
reconstructed forces (i.e. f − fgiven) (b). Error between given and reconstructed displacements on
the cell boundary (i.e. (u − ugiven)|N ) (c). Magnitude of the local error in displacement (d).
consider a method to estimate an (in some sense) optimal value of the regularization parameter
ε that does not require knowledge of the exact force field in a very analogue problem. This
method is known as the L-curve criterion [6].
The L-curve criterion states that the optimal value of ε lies in the corner of the
curve plotting the magnitude of f versus the discrepancy between measured and calculated
displacements, namely |Ou − u0|2 (figure 6(a)). In figure 6(b), the curvature κ is plotted as
10
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Figure 8. Plot of the error in traction e2(f) versus ε (a), the displacement field evaluated at beads
e2(Ou) versus ε (b) and curvature of the L-curve κ as a function of ε (c). The curves refer to 150
(filled circles), 300 (plus signs) and 450 (empty circles) beads.
a function of ε [15]; the corner of the L-curve corresponds to the value of ε that maximizes
the curvature κ . Following this approach, we find that the optimal value of the regularization
parameter for the reference problem is εopt = 1.5347 × 10−8. The L-curve turns out to be an
effective criterion: the value of ε that actually provides the minimum error e2(f) is exactly the
same.
We are now in a position to state a reference inversion setup of the parameters for our
problem:
• regularization parameter ε = εopt = 1.5347 × 10−8,
• number of observation points N = 300,
• average distance of observation points from origin 17, 88 μm,
• noise level ν = 0.4 μm.
The three-dimensional plots shown in figure 7 report the numerical solution obtained
using such values.
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Figure 9. The irregular shaped cell, i.e. N .
5. Sensitivity analysis
In this section, we perform simulations varying some numerical and physical parameters,
one by one, with respect to the reference test. The sensitivity analysis aims to test the
robustness and reliability of the inversion technique. In particular, we explore the accuracy of
the reconstruction provided by the inversion tool when
• varying the number of observation,
• perturbing the ellipsoidal shape of the boundary N ,
• refining and coarsening the computational mesh,
• changing the bead-to-cell distance.
All the simulations are performed for noisy data as, in practice, data are always affected
by noise.
5.1. Number of observation points
In figure 8, we compare the results obtained by the reference simulation traction and
displacement computed using 150 and 450 beads ceteris paribus. To make the comparison
significant, the mean distance between the observation points and the center of the cell is fixed
to 17.95 μm (for 150 beads) and 17.87 μm (for 450 beads); these values are very close to the
mean distance in the reference simulation.
Increasing the number of observations, one obtains a small improvement in the minimum
error, both for the force and for the displacement fields. More remarkably, also the slope of the
curve diminishes, thus representing a smaller sensitivity of the error on ε. The optimal ε (see
figure 8) has the same value for 300 and 450 beads, thus suggesting that a plateau is reached,
while only the curvature of the L-curve changes. It therefore appears that adding more than
300 beads does not increase the amount of information on the system.
5.2. Shape of the boundary
A geometrical characterization of traction force microscopy that might influence the accuracy
of the inversion method is the regularity of the boundary. We therefore perturb the shape of
the smooth ellipsoid as shown in figure 9. The same numerical experiments carried out above
are now performed in the less regular domain.
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Figure 10. Plot of the error in traction e2(f) versus ε (a) and curvature of the L-curve κ as a
function of ε (b). The curves refer to the smooth ellipsoid (filled circles) and the perturbed ellipsoid
(empty circles).
(a) (b)
Figure 11. Comparison between given (a) and reconstructed (b) force fields for an irregularly
shaped ellipsoid.
The results are to be compared with the reference solution, although here the mesh is
slightly finer than in the computations above, to prevent sharp corners with few elements. The
average distance of the beads from the center of the ellipsoid is now 17.492 μm. The analytical
expression for the force is the same as above in equation (8).
Results of the numerical inversion in the perturbed geometry are reported in figure 10.
The error increases a bit, when compared with the reference results. In this specific
case, an error of 40% in the reconstruction of f is found. Moreover, the optimal ε (see
figure 10) increases for the case of shape perturbed ellipsoid: this behavior is qualitatively
similar, although conceptually different, to an addition of noise to the reference setup. The
optimal value of the regularization parameter in the case of perturbed ellipsoid, in the sense
of the L-curve, turns out to be εopt = 2.657 × 10−8. The value of ε that actually gives
the minimal discrepancy in the force field is, instead, 3.496 × 10−8. In figure 11, we show the
results of the calculations when the regularization parameter is set to its reference value.
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Figure 12. Error e2(f) versus ε calculated on different grids (a). Curvature of the L-curve κ versus
ε (b): note that the values labeled with empty and filled circles are nearly superposed. Plus signs
refer to grid 0 (reference), empty circles refer to grid 1 (fine), filled circles refer to grid 2 (very
fine).
5.3. Mesh refinement
All the errors quantified in this work are numerically calculated; they therefore depend not
only on the inversion method, but on the discretization scheme too (mesh size, finite element
basis, numerical algorithm). Let ξ be any quantity of interest and ξ h its discrete counterpart.
Using the triangular inequality we obtain
‖ξ − ξgiven‖ 
∥∥ξ h − ξ hgiven∥∥+ ‖ξ − ξ h‖ + ∥∥ξgiven − ξ hgiven∥∥  ∥∥ξ h − ξ hgiven∥∥+ O(hp) (13)
where ξ h and ξ hgiven are the approximate values of the exact and the inverted ξ , respectively.
The first term on the right-hand side of inequality (13) is the inversion error, the second term
represents the numerical one, i.e. the one due to the projection of the solution (ξ , ξgiven) onto
the finite element space of interest.
For h → 0 the second term on the right-hand side tends to zero, but the same comment
does not apply to the first one. The inversion errors are therefore underestimated on coarse
numerical grids, since the ratio between number of observations and degrees of freedom of the
finite element basis is high. This is the reason why, for a fixed number of observation points,
the inversion error actually grows for smaller h.
In figure 12, the error in f is plotted as a function of ε using three numerical grids.
• Grid 0: the reference one described in section 3.
• Grid 1 has 14 331 degrees of freedom and the tetrahedron aspect ratio ranges between
0.5 μm (near the ellipsoid) and 10 μm (near the external border). The mean distance of
the beads from the origin is 17.43 μm.
• Grid 2 has 21 758 degrees of freedom and the tetrahedron aspect ratio ranges between
0.4 μm (near the ellipsoid) and 10 μm (near the external border). The mean distance of
the beads from the origin is 17.48 μm.
The noise level, the number and position of the observation points are the reference ones.
According to figure 12, the error reaches a mesh-independent value in grid 1, while the
optimal ε decreases as the grid becomes fine enough. This is mainly due to the fact that, using
finer grids, the true displacement u0 calculated from the force field fgiven in (8) is actually
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Figure 13. L2 error in the reconstruction of the traction field versus ε for different bead distributions
(a), errors on displacement calculated at beads versus ε (b) and curvature of the L-curve κ versus
ε (c). The mean distance of the observation points from the origin is  = 17.88 μm (squares),
 = 19.63 μm (plus signs),  = 20.52 μm (filled circles) and  = 21.41 μm (empty circles).
more accurate, leading to a greater signal-to-noise ratio (having the same noise level per
bead). Despite this fact, the curvature of the L-curves takes smaller values as the grid gets
finer.
5.4. Location of the beads
Numerical simulations have been performed changing the positions of the beads, while keeping
all the other parameters in their reference values. The results are reported in table 13, where
the mean distance of the beads from the center of the ellipsoid center is denoted by .
As intuitively expected, the error in all fields increases as far as the distance of the beads
from the cell boundary increases (see figure 13), while the optimal value of ε decreases with .
The maximum value of the curvature of the L-curve also decreases with distance. Therefore,
the distance between the beads and the Neumann border N happens to be a crucial parameter
to be taken into account (see also the remarks by Legant et al [10]). The rapid degradation
of the inversion method with the mutual position between boundary and observation points is
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in agreement with the exact solution determined by the authors in [14] under assumptions of
spherical symmetry, where the error grows quadratically with such a distance.
6. Final remarks
While the determination of the stress exerted by a cell on a flat substrate can be nowadays
tackled by well-established mathematical techniques, force traction microscopy in 3D is still a
major challenge in cell biophysics. The great advances in imaging now make this goal possible
in terms of recorded data, while the mathematical inversion techniques seem to be still lagging.
In this paper, we have analyzed the degree of confidence that one can have in the results
provided by an inversion method based on an optimal control approach. By direct derivation of
a Tichonov penalty functional, a system of partial differential equations is obtained: the direct
and the adjoint equations. A finite element discretization of the system provides a quantitative
determination of the traction exerted by the cell embedded in the gel on the basis of a pointwise
knowledge of the displacement produced.
Here, the inversion method has numerically been applied to a prototype system. Before
running the inversion code, we assign an explicit force field and numerically solve the direct
elasticity problem only. Such a tension at the boundary and the corresponding deformation in
some discretization points are then taken as true values. The efficacy of the inversion code is
then evaluated in terms of its ability to recover the given fields on the basis of the observed
data. The numerical simulations yield the following conclusions.
• Even in the best possible configuration, the relative root mean squared error in the recovered
force is never below 30%. For small variations of the parameters of the problem around
such an optimal setting, the error remains below 40%. The pattern of the reconstructed
force has, however, a fairly good agreement with the given one.
• The location of the observation points is crucial: they should be located as near as possible
to the cell–gel interface.
• The results depend on the value of the regularization parameter ε and an almost optimal
choice of its value is provided by the L-criterion.
• The quality of the inverted data depends poorly on the noise in data and on the regularity
of the contour of the cell, at least for the range of variations numerically explored.
• The solution depends weakly on the number of observation points, provided that a
minimum number of bead locations is registered.
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