Abstract. We propose a parallel iterative algorithm for solving the differential linear complementarity problems consisting of two systems, a linear ODE system and a linear complementarity system (LCS). At each iteration we proceed in a system decoupling way: by using a rough approximation of the state variable obtained from the previous iteration, we solve the LCS; then we solve the ODE system and update the state variable for preparing for the next iteration, by using the obtained constraint variable as a known source term. The algorithm is highly parallelizable, because at each iteration the computations of both the LCS and the ODE system at all the time points of interest can start simultaneously. The parallelism for solving the LCS is natural and for the ODE system it is achieved by using the Laplace inversion technique. For the P-matrix LCS, we prove that the algorithm converges superlinearly with arbitrarily chosen initial iterate and for the Z-matrix LCS the algorithm still converges superlinearly if we use the initial value as the initial iterate. We show that this algorithm is superior to the widely used time-stepping method, with respect to robustness, flexibility and computation time.
1. Introduction. We are interested in solving the following differential linear complementarity problem (DLCP) with initial condition x(0) = x 0 :
x(t) = Ax(t) + By(t) + f (t), y(t) ∈ SOL(N x(t) + g(t), M ), t ∈ (0, T ), (1.1) where x(t) ∈ R m , y(t) ∈ R n , A ∈ R m×m , B ∈ R m×n , N ∈ R n×m , M ∈ R n×n and SOL(N x(t)+g(t), M ) denotes the solution set of the linear complementarity problem (LCP): 0 ≤ y(t) ⊥ N x(t) + g(t) + M y(t) ≥ 0.
(1.2)
Here and hereafter, we denote the linear complementarity problem (1.2) by LCP(q, M ) with q = N x(t) + g(t). Applications of DLCPs and other related models, e.g., the differential variational inequalities arising from contact dynamics, span widely in the scientific and engineering fields; see the monographs [8, 17] and the excellent papers [2, 3, 5, 21, 24, 26, 28] . Throughout this paper, we assume that f (t) and g(t) in (1.1) are time-continuous functions. The widely used approach for solving DLCPs is the time-stepping method [3, 4, 6, 7, 10-13, 19, 20, 24-26] , e.g., the famous implicit Euler method:
x j = x j−1 + hAx j + hBy j + hf j , y j ∈ SOL(N x j + g j , M ), (1.3) where q j = g j +N (I −hA) −1 (hf j +x j−1 ). Then, by solving LCP(q j , M h ) and by substituting the solution y j into (1.4a), we get x j . From [8] , the property of a LCP(q, M ) is dominated by the matrix M . Precisely, if M is a P-matrix ¶ the LCS always has a unique solution for any input q; if M is positive semi-definite and the solution set SOL(q, M ) is nonempty, the LCS has a unique least-norm solution; if M is a Z-matrix § and the feasible set FEA(q, M ) := {y|y ≥ 0, q + M y ≥ 0} is nonempty, the LCS has a unique least-element solution. The same conclusions go to LCP(q j , M h ) in (1.4b) with the corresponding assumption on the matrix M h . However, it is not easy to check whether M h satisfies the assumption or not, because it depends on three matrices B, N and M and it changes when we change the step-size h and/or the formula of the time-stepping method. This task becomes harder when the sizes of B, N and M are large. Alternatively, researchers in this field usually assume that the matrix M satisfies some strong property and that the step-size h is sufficiently small. Apparently, under these two assumptions M h inherits the property of M and thus the desired property of (1.4b) is guaranteed.
In this paper, we propose a method to solve (1.1), which avoids direct use of M h (actually, as we will see, the matrix M h never occurs in our algorithm). Our algorithm is based on the following functional iteration: y k+1 (t) ∈ SOL(N x k (t) + g(t), M ), ẋ k+1 (t) = Ax k+1 (t) + By k+1 (t) + f (t), 5) together with a novel discretization of the ODE system, where k ≥ 0 denotes the iteration index and for k = 0 the function x 0 (t) is an initial guess. Functional iteration of this type is used widely in the study of DLCPs and DVIs; see, e.g., [10-13, 19, 26] . In those papers, iteration of this type is often used as an intermediate step to study the convergence or to derive the error bounds of the time-stepping method; it is also used in [11] to prove the convergence of Newton's method. Functional iteration is however never used as a point of departure to design a practical numerical method for DLCPs. Indeed, the functional iteration itself can not be used in practice, because it is impossible to get (x k (t), y k (t)) exactly. To make it useful we have to discretize the ODE system. The most natural choice is the time-stepping method, e.g., the implicit Euler method, which leads to k+1 (t) = 1 2πi Γ e zt ω(z)dz, with ω(z) = (zI − A) −1 (x 0 + B y k+1 (z) + f (z)), (1.6) where Γ is a suitable contour in the complex plane and y k (z) and f (z) are the Laplace forward transform of y k (t) and f (t). Parameterizing the contour by Γ : v → z(v) with v ∈ R, we can rewrite x k+1 (t) as x k+1 (t) = 1 2πi ∞ −∞ż (v)e z(v)t ω(z(v))dv. Then, by integrating the integral ¶ A matrix M ∈ R n×n is a P-matrix, if all the principal minors of M are positive. § A matrix M ∈ R n×n is a Z-matrix, if its off-diagonal elements are non-positive.
by the trapezoidal rule with step-size ∆v and then by truncating the infinite summation to a finite one, we get a discrete analogue of (1.5) as y k+1 (t) ∈ SOL(N x k P (t) + g(t), M ), x k+1 P (t) = ∆v 2πi P p=−Pż p e zpt ω(z p ), (1.7) where z p = p∆v,ż p =ż(v p ), P > 1 is an integer and x k P (t) ≈ x k (t). Clearly, for any time points {t j } J j=1 of interest, the computation of {x k+1 P,j } J j=1 is completely independent and is therefore naturally parallelizable as well. Moreover, solving the (2P + 1) linear algebraic equations, i.e., {(z p I − A) −1 (x 0 + B y k (z p ) + f (z p ))} P p=−P , is also naturally parallelizable. However, it is still impossible to use this scheme in practice, because it is difficult to get y k (z p ) (and f (z p ) in many cases). Our idea towards avoiding direct use of the Laplace forward transform of y k (t) and f (t), i.e., y k (z) and f (z), is given in detail in Section 2.1. In summary, our motivation of this paper is twofold: design a highly parallelizable algorithm for solving the DLCPs by using the linearity of the DLCPs and remove the restriction on the step-size h in practice by solving the LCS and the ODE system separately. The remainder of this paper is organized as follows. In Section 2, we present more details of algorithm (1.7) derived by applying the numerical Laplace inversion to the ODE system in (1.5) . We then analyze the convergence of the algorithm for the P-matrix LCS. In Section 3, we generalize our analysis to the Z-matrix LCS and other cases. Our numerical results are given in Section 4 and we conclude this paper in Section 5.
2. The algorithm and the convergence analysis for the P-matrix LCS. In this section, we introduce the fully discrete analogue of (1.5), by applying the numerical Laplace inversion [22, 23, [30] [31] [32] [33] to the ODE system. We then analyze the convergence properties of the resulting iterative algorithm for the P-matrix LCS. A generalization to the Z-matrix LCS is given in the next section and the generalization to more broader cases is commented in Remark 3.1. The following lemma shall be used in many places.
Lemma 2.1 (Corollary 2.1 in [11] ). Let M be a P-matrix and y(q l ) ∈ SOL(q l , M ),
S,S , where M S,S denotes the principle submatrix of M indexed by the set S.
This lemma implies that the solution y(q) of a LCP(q, M ) is a globally Lipschitz continuous function of the input vector q, when M is a P-matrix.
Derivation of the algorithm.
To use the Laplace inversion technique, we need to know some information about the spectrum σ(A) of the matrix A. For simplicity, we consider the following situation: σ(A) is contained in a sector α = {z : |arg(−z)| ≤ α} with some constant α ∈ (0, π/2), i.e.,
Under this assumption, it holds that (see [22, 23, 30] )
For a function u(t) with t ∈ R + , we denote by u(z) the Laplace transform of u: u(z) = L(u)(z) := +∞ 0 e −zt u(t)dt. Applying the Laplace transform to the ODE system in (1.5)
. Then, inversing the Laplace transform along the contour Γ represents the solution x k+1 (t) at time point t as given by (1.6). The contour Γ is a simple, closed, positively oriented curve that encloses both the spectrum of A and the singularities of y k+1 (z) and f (z). Popular choices of Γ are of Talbot type, parabolic type and hyperbolic type; see the survey paper by Trefethen and Weideman [31, Section 15] for more details. Here, we use the parameterized hyperbolic contour:
where v ∈ R, µ > 0 and γ ∈ (0, π/2 − α) ¶ . The positive parameter µ/t controls the width of the contour and the other parameter γ determines its asymptotic angle; see Fig.2 
the Trapezoidal rule to this contour integral gives approximation x k+1 P (t) of x k+1 (t) for all k ≥ 0, as given by (1.7). For t > 0, we can expect that the error x k+1 P (t) − x k+1 (t) decays exponentially as P increases, provided the contour parameters µ and γ and the quadrature step-size ∆v are properly chosen.
The hyperbolic contour Γ and the sector Σα that contains the spectrum σ(A). The isolated dots {zp} P p=−P located on Γ denote the quadrature nodes used to discretize the contour integral in (1.6). 
, where σ 1 (A) is contained in the sector Σ α as given by (2.1a) and σ 2 (A) consists of zero, imaginary and/or unstable eigenvalues. For any λ ∈ σ 2 (A), let C be the circle centered at λ on the complex plane. Then, by using the Cauchy-Goursat theorem [1] we have
where F (z) = x 0 + B y k+1 (z) + f (z). Here, the integral along the circle C takes the counterclockwise orientation. Both integrals in (2.3) can be discretized by the Trapezoidal rule after suitable parameterizations of Γ and C (the numerical analysis of discretization error corresponding to σ 2 (A) is incomplete and remains an ongoing work). Note that, the timestepping method can deal with the case σ(A) = σ 1 (A) ∪ σ 2 (A) uniformly, without special modification.
The contour quadrature given by (1.7) requires the values of the Laplace forward transforms f (s) and y k+1 (s) at the quadrature nodes {z p } P p=−P , which, unfortunately, are unavailable in practice. So, the first step is to avoid direct use of the Laplace forward transform of f (t) and y k+1 (t). In our previous work [33] , we proposed an idea for this goal, but the resulting quadrature for computing x k+1 P (t) depends on the derivative functionsẏ k+1 (τ ) anḋ f (τ ) for τ ∈ (0, t). This requirement is impractical here, because it is well known that we can only expect Lipschitz continuity instead of differentiability for the constraint variable of a DLCP.
Here, we propose a new idea towards avoiding direct use of f (s) and y k+1 (s). Let K(t) = e tA and G(t) =
Then, we can represent (1.6) as
The idea here is two aspects: treat the initial term x 0 exactly and treat the other term G(t) by contour integral. Precisely, by choosing a contour Γ we can represent
Then, by using the Duhamel formula we get
Thus,
we include e zt in the integrand G(t, z) to avoid floating overflow). Finally, substituting this into (2.4) gives a new representation of x k+1 (t):
Now, similar to (1.7) we get the following algorithm for solving DLCP (1.1):
Upon convergence, i.e., k → ∞ in (2.5), we get the converged solution (x * P (t), y * (t)) as 
where φ is the constant given by (2.1b) and Θ l is defined by
for the quadrature step-size and γ = 0.794, µ = √ P
as the parameters for the contour
• Note: the first result is concerned with the estimate of the convergence rate of algorithm (2.5) and the second result presents the accuracy of the converged solution if the inner integral t 0 e zp(t−τ ) (By k+1 (τ )+ f (τ ))dτ is exactly integrated. It will be proved in (2.15) that
Hence, the bound given by (2.7a) shows that algorithm (2.5) converges superlinearly.
Proof. The proof is divided into two parts.
Part-A: the proof of (2.7a). Let ǫ k (t) = x k P (t) − x * P (t) . Then, from (2.5) and (2.6),
where for the first (resp. second) inequality we have used Lemma 2.1 (resp. (2.1b)). Let
Then, using (2.9a) recursively gives
The k-th integral, i.e., the rightmost one in the right hand-side of (2.10), satisfies
Here (and hereafter), we use an important fact thatż p zp is independent of t. Substituting this into the (k − 1)-th integral gives
Repeating this procedure, we arrive at
Substituting this into the second inequality in (2.10) gives the desired result (2.7a). Part-B: the proof of (2.8). To prove (2.8) for the accuracy of the converged solution, from the derivation of algorithm (2.5) we express the state variable x(t) of DLCP (1.1) via the inverse Laplace transform along the parameterized contour Γ:
where for any q we denote by y(q) the solution of
where Err(t) denotes the error for the contour quadrature, i.e.,
Under the assumption that f (t), g(t) and the solution x(t) of DLCP (1.1) are integrable, it is easy to know that y(N x(τ ) + g(τ )) is also integrable, since the solution function y(·) is a Lipschitz continuous function. Then, from the analysis in [33, Section 3.3] we have
if γ, µ and ∆v are chosen as stated. Substituting this into (2.11) gives
where we have used Lemma 2.1. Here, θ(t, τ ) is given by (2.9b). LetL
Then, recursively using (2.12) gives
where J r (t) is the r-fold nested integral defined recursively as
It is easy to see that J r (t) (with r = k) is exactly the second nested integral given in (2.10).
Hence, by using the analysis in Part-A we have
, where Θ l is the quantity defined by (2.7b). From (2.2) we have
where we have used
, which holds for all v p ∈ R and can be verified by a routine calculation. Clearly, it holds that
Hence, it holds that 
Implementation in practice.
As we mentioned at the end of Section 2.1, to use algorithm (2.5) in practice we need to construct piecewise polynomials by interpolating the values {y and then compute this integral by replacing y k+1 (τ ) and f (τ ) by the corresponding interpolants. The natural idea is of course to construct the following piecewise linear functions:
and replace
where a l = By
This treatment gives the following algorithm, which is a fully discrete analogue of (2.5):
where j = 1, . . . , N . Upon convergence, the converged solution satisfies 
Hence, by using Lemma 2.1 it holds that
P,j and ǫ k (t) be the piecewise linear function obtained by interpolating 19) whereL is given by (2.13). Clearly, ξ k (T ) = max 1≤j≤J ǫ k j . Therefore, to prove the convergence of algorithm (2.17) it suffices to prove lim k→∞ ξ k (T ) = 0. The difficulty of proving the latter lies in the fact that inequality (2.19) only holds on the time points {t j } J j=1 and there is no guarantee that it holds for all t ∈ (0, T ) and therefore we can not use it recursively as we did in the proof of Theorem 2.2. By noticing that θ(t, τ ) =
and thatż p /z p is independent of t, we can rewrite (2.19) as 20) where t ∈ {t j } J j=1 . Without loss of generality, we assume ξ
and in this case we only need to consider t ∈ [t 2 , T ]. Since ξ k (t) is an increasing function of t, the right hand-side of (2.20) is an increasing function of t as well. Hence, for t ∈ [t j−1 , t j ] with j ∈ {2, 3, . . . , J} we can always choose the constant
. Now, by performing an analysis similar to Part-A in the proof of Theorem
. This, together with (2.16) (withL being replaced byL * there), implies lim k→∞ ξ k (T ) = 0. We now prove (2.18). Let e k j = x k P,j − x(t j ). Then, similar to (2.11) we have
where Err 1 (t j ) and Err 2 (t j ) are given by
The quantities Err 1 (t j ) and Err 2 (t j ) denote respectively the errors for the contour quadrature and the piecewise linear interpolation. For the error of the contour quadrature, as we mentioned in the proof of Theorem 2.2 it holds that Err 1 (t j ) 2 = O By performing a similar deduction as that for deriving (2.14a) we get
whereL is given by (2.13) and for the equality '=' we have used (2.16 The DLCP has very complicated dynamic properties and one of them is 'the lack of differentiability' of the constraint variable y(t). This has an implication for numerical computation in practice: for a given DLCP, unless we have some priori information about the time points where the constraint variable is non-differential, we can only expect sup 1≤j≤J y(t j ) − y j = O(h), no matter how accurately the ODE system is solved. This may be one of the reasons that most researchers in this field focus on studying the simple implicit Euler method (or some similar analogues), which is a typical lower order numerical method of order one ¶ . We should explicitly point out that, at the moment we have no intention to improve the accuracy by using the Laplace inversion as the numerical method for a DLCP. Our unique intention is to remove the restriction on the step-size h in practical computation and to maximize the parallelism for each of the functional iterations.
3. Generalization to the Z-matrix LCS. The goal of this section is to generalize our work in the above section to the Z-matrix LCS, i.e., M is a Z-matrix in DLCP (1.1). In this case, from [11] we know that LCP(q, M ) has a unique least-element solution where y 1 = n l=1 y l is the standard 1-norm for y ≥ 0. Choosing the least-element solution for the LCS in (1.1) leads to the following least-element differential complementarity system:
The corresponding algorithm based on the numerical Laplace inversion is:
To analyze the convergence of algorithm (3.3), we need the following lemma. Lemma 3.1 (Theorem 2.3 in [11] ). Let M ∈ R n×n be a Z-matrix and q 1 , q 2 ∈ R n such that FEA(q 1 , M ) = ∅ and FEA(q 2 , M ) = ∅. Then, we have
where y min (q) ∈ SOL(q, M ) denotes the unique least-element solution and L = max{ M −1 S,S : S ⊆ {1, . . . , n} and M S,S is nonsingular}. ¶ The other reasons may be the simplicity for implementation and the strong stability for handing the stiffness of the ODE system. § The least-element solution y min is a solution of 0 ≤ y ⊥ q + M y ≥ 0 satisfying y min ≤ y for all y ∈ FEA(q, M ).
For the P-matrix LCS, the fact that lies in the heart of our convergence analysis for algorithm (2.5) is the Lipschitz continuity of the solution function y(q) of LCP(q, M ); see Lemma 2.1. Comparing Lemma 3.1 to Lemma 2.1, we see that to guarantee the Lipschitz continuity of the constraint variable the unique difference between the P-matrix LCS and the Z-matrix LCS is that for the latter we need to require the feasible set of the LCS to be nonempty. Therefore, it is easy to understand that for the least-element algorithm (3. 
where Θ max is given by (2.15), β is given by (3.5),L is given by (2.13), and C 0 is given by
e At − I x0 + ∆v 2πi
with A p =ż p (z p I − A) −1 and y 1 (t) = y min (N x 0 + g(t)). Proof. We shall prove that if the initial iterate is chosen as {x 0 P,j = x 0 } J j=0 and T * satisfies (3.6), all the iterates {x k P (t)} k≥1 generated by the algorithm (3.3) lie in the ball B(x 0 , β) defined by (3.5) for t ∈ [0, T * ]. Then, by using (3.5) repeatedly the well posedness of the least-element algorithm (3.3) follows.
From (3.3) we have
where θ(t, τ ) is defined by (2.9b). Clearly, for k = 0 we have x 1 P (t) − x 0 ≤ C 0 and thus x 1 P (t) ∈ B(x 0 , β) because of (3.6).
Suppose x k P (t) ∈ B(x 0 , β) for 0 ≤ t ≤ T * . Then, by using Lemma 3.1 we know that y k+1 (t) is uniquely existent and
Using this relation iteratively we get
where J r (t) is the r-fold nested integral defined by (2.14b . Substituting this into (3.7) and then by using (3.6) we have x k+1 P (t) ∈ B(x 0 , β) for t ∈ [0, T * ].
In both Theorems 2.2 and 3.2, it is clear that, to get a better performance of the proposed iterative algorithm, the quantity Θ max defined by (2.15) should be as small as possible. This quantity heavily depends on the choice of P and the contour Γ. From (2.15), we see that Θ max increases linearly with respect to P . Fortunately, for a given time stepsize h it is unnecessary to choose a very large P in practice. We explain this as follows. From Theorem 2.3 we know that the accuracy of the obtained numerical solution is of order O(h) + O(e −2.06 √ P / √ P ), provided the spectrum σ(A) satisfies (2.1a) and the contour Γ and the quadrature nodes z p 's are fixed according to Theorem 2.2. The second term decays very fast as P increases and to balance the first term we just need a moderate value of P . For example, as h varies from 10 −1 to 10 −10 we need a P varying from 4 to 100.
Remark 3.1 (Generalization to broader cases). To finish this section, we point out that the work in this paper can be generalized to broader cases, besides the P-matrix LCS and the Z-matrix LCS. The overall requirement is twofold: the Lipschitz continuity of the solution function y(q) of LCP(q, M ) and the (unique) existence of the solution function in some sense, e.g., the least-element solution, the least-norm solution or the spare solution, etc. From [8, 11], we know that the Lipschitz continuity of the solution function y(q) holds for the case that M is a nondegenerate matrix, semi-definite matrix and many other cases,
together with some additional conditions. To apply the algorithms proposed in this paper to these cases, we only need to explore suitable conditions such that the additional conditions are fulfilled in each iteration.
Numerical experiments.
In this section, we provide numerical results to validate the efficiency of the algorithm proposed in this paper. We consider the Z-matrix LCS only, because, compared to the P-matrix case, it is easier to verify whether a matrix is a Z-matrix or not. This kind of DLCPs arise frequently from the finite element or finite difference discretization of free boundary problems, reaction-diffusion problems, journal bearing problems and equilibrium models in economics including input-output equilibrium models and Walrasian price equilibrium models [8, 9, 11, 18, 34] . 4.1. A small-scale DLCP. In this first set of numerical results, we consider the following DLCP for t ∈ [0, 1] with arbitrarily chosen coefficient matrices and source terms: .3), together with the error bound given by Theorem 2.2. We see that the convergence rate is strongly robust with respect to the change of the step-size and that the error bound predicts the measured convergence rate very well, except for the first few iterations. In the bottom subfigure, we only plot the components y 2 (t) and y 4 (t), because y 1 (t) = y 3 (t) ≡ 0. We see that, the algorithm proposed in this paper generates a satisfactory solution after only a few iterations.
It would be interesting to study the accuracy of the converged solution of algorithm (3.3). Because of the lack of differentiability of the constraint variable, the accuracy of the converged solution shall be of order O(h) + O(e −2.06 √ P / √ P ); see our discussion in Section 2.3. We first check the dependence of the accuracy on the step-size h. To eliminate the effect of the error arising from the contour quadrature, we choose P = 64 for the number of quadrature nodes, which leads to an error of order O(10 −9 ) for the contour quadrature. Since the exact solution of DLCP (4.2) is unknown, we can only study the accuracy of the converged solution indirectly. We proceed as follows. Let {x 
. Hence, ε x shall be a reliable prediction of the absolute error x(t j ) − x h j . The same statement goes to ε y . In Fig.4 .3 we plot the measured quantities ε x and ε y , together with a bound O(h) = 5h, as h varies from 2 −3 to 2 −9 . We see that both ε x and ε y decay with a rate O(h) as h decreases. We next fix h = 10 −5 and vary the quantity P , the number of the quadrature nodes used in algorithm (3.3), from 4 to 38. The measured ε x and ε y for each P are plotted in Fig.4.3 on the right. We see that for P ≤ 23, both ε x and ε y decay with a rate O(e −2.06 √ P / √ P ) as P increases and when P exceeds 23 these two quantities stop decaying and stagnate around 10 −5 . This can be explained like this: for P = 23 we have e interpolation to high order interpolation, e.g., the cubic spline interpolation, the plots look very similar to Fig.4.3 .
We next show that algorithm (3.3) is more flexible than the strategy of directly forwarding the implicit Euler method as described by (1.4a)-(1.4b) . To this end, we show in Fig.  4 .4 the components y 2 (t) and y 4 (t) of constraint variable for three step-sizes. In the top row, we show the results for algorithm (3.3) , where we see clearly that the difference between the profiles of y 2 (t) (and y 4 (t)) for the three step-sizes is almost invisible, which implies that algorithm (3.3) generates a reliable solution of DLCP (4.2) for all these three step-sizes. The bottom row corresponds to the case of implicit Euler time-stepping method. Of particular interest is the case h = 2 −6 indicated by the thickened dashed line, for which the computation by the implicit Euler time-stepping method gives correct solution for t ∈ [0, 0.36] and somehow incorrect solution for t ∈ [0.36, 0.75]. When t exceeds the critical time point t = 0.75, no numerical solution is found and the computation is broken. This result for the implicit Euler time-stepping method can be explained by examining the coefficient matrix M h for the LCS: where M h 1,2,3 correspond to h = 2 −8 , h = 2 −7 and h −6 , respectively. We see that the first two matrices are Z-matrix, but for h = 2 −6 the matrix M h 3 is not a Z-matrix since it has a positive off-diagonal element 0.0095. So, for a given input vector q there is no guarantee that the solution set SOL(q, M Classical examples where Signorini-type boundary conditions appear are the problems with unilateral constraints in elastostatics, problems with semipermeable membranes in fluid mechanics (including the phenomenon of osmosis and osmotic pressure in biochemistry), and the problems on the temperature control on the boundary in thermics. We refer to the books of Duvaut and Lions [16] and Petrosyan et al. [27] , where many such applications are discussed and the mathematical models are derived. We also refer the interested reader to the survey paper [15] for the most recent progress of this kind of problems. The region M denotes the semipermeable part of the boundary, which can be considered as a semipermeable membrane that is permeable only for a certain type of molecules (solvents) and blocks other molecules (solutes); see Fig.4 .5 on the left. Because of the chemical imbalance, the solvent flows through the membrane from the region of smaller concentration of solute to the region of higher concentration, due to the osmotic pressure ψ. The flow occurs in one direction and continues until a sufficient pressure builds up on the other side of the membrane to compensate for osmotic pressure, which then shuts the flow. The boundary condition on the semipermeable part M, which is terminologically called Signorini boundary condition, is determined by the mechanism of semipermeable osmosis described above; see Fig.4 .5 on the right. For discretization, we employ the spatial grids {(x 1,p , x 2,q ) = (p∆x, q∆x)} 
where
and ⊗ denotes the Kronecker product. The four coefficient matrices are defined by
,
Clearly, the matrix M is a Z-matrix.
Parallel computation.
For numerical experiments, we use the following data:
t ∈ (0, 4), c = 2 × 10 −3 , f ≡ 0, P = 25 (number of contour quadrature nodes),
For algorithm (3.3), we set the following tolerance for the iterations: All experiments are conducted by using the following hardware and software:
• CPU: Intel Core i7-3770K 3.5 GHz and 32 GB RAM using gcc 4.8.1. A single CPU was used for the sequential computation of DLCP (4.5) by using the implicit Euler method. The codes were tested with gcc's fast math option (ffast math).
• GPU: NVIDIA GeForce GTX 660 installed in a system with the above described CPU. The GPU operates at 1.10 GHz clock speed and consists of 5 multiprocessors (each contains 192 CUDA cores). We compiled the code using CUDA version 5.5 in combination with the gcc 4.8.1 compiler with fast math option (use fast math). Particularly, the GPU is used to carry out the parallel computation of DLCP (4.5) at the discrete time points. As mentioned in Remark 2.2, for each discrete time point the (2P + 1) linear systems involved in the Laplace inversion are independent and therefore we solve them in parallel by GPU as well. For both the computations carried out by CPU and CPU, the linear algebras concerning the computation of the ODE system is solved by Fourier spectral method, by noticing the special structure of the matrix A given by (4.6).
We first check the convergence rates of algorithm (3.3) for different discretization parameters. In Fig.4.6 on the left, we show the measured error between the current iterate and the converged solution for three values of the temporal step-size h, while the spatial mesh-size is fixed to ∆x = 0.04. We see that, the convergence rate is strongly robust with respect to the change of h, the same as we observed in Fig.4 .1 in the first example. If we fix h, the convergence rate somehow slightly increases as ∆x decreases; see Fig.4 .6 on the right. This issue is worth further study and shall be addressed in our forthcoming work. In both subfigures, the (dotted) horizontal line denotes the tolerance given by (4.8) which indicates where the algorithm should stop in practice. With h = 0.01 and ∆x = 0.025, we show in Fig.4 .7 the approximation of the shifted solution V k (0, x 2 , t) + ψ on the semipermeable boundary M, after k = 1, 3 and 5 iterations, to the converged solution V (0, x 2 , t) + ψ. We see that, each iteration needs approximately 6 seconds and after 30 seconds the solution generated by algorithm (3.3) is sufficiently close to the converged solution. These four subfigures have oblivious difference for the evolution of the four large bulges. A local description of this difference is shown in Fig.4 .8, where we show the 1st, 2nd and 5th iterates and the converged solution as a function of x 2 when t = 4 (and as a function of t when x 2 = 0.5). We now illustrate the advantages of using the parallel computation over the sequential computation. With h = 0.01, ∆x = 0.025 and T = 4, as we already saw in Fig.4 .7, algo- However, it takes about 27.5 minutes to finish the computation for t ∈ (0, 4) by the implicit Euler method step by step (i.e., in the sequential computation mode). An illustration of the evolution of the numerical solution generated by the implicit Euler method in the sequential mode, after 30, 180, 900 and 1200 seconds, is shown in Fig.4.9 . By comparing Fig.4.7 to Fig.4.9 , it is clear that algorithm (3.3) with full parallelization is dramatically faster than the implicit Euler method used in the sequential mode. More comparisons with respect to the computation time between algorithm (3.3) and the implicit Euler method are shown in Fig.4 .10. Precisely, in the left subfigure we show the measured time when ∆x is fixed and h varies. We see that the time costed for algorithm (3.3) maintains a constat value around 60 seconds when h changes, while the time for implementing the implicit Euler method increases linearly (in the logarithmic scale) as h reduces. The latter is natural and the former is mainly because that algorithm (3.3) behaves robustly with respect to the change of h when ∆x is fixed; see Fig.4 .6 on the left for evidence. In Fig.4 .10 on the right, we fix h = 0.01 and vary ∆x from It would be interesting to show how the total wall-clock time of the GPU computation is split among the components of the algorithm, e.g., the LCP solver, the linear algebras, the linear interpolations (see Section 2.3) and the communication cost between the CUDA cores. To this end, we show in Table 4 .1 the percentage of the total wall-clock time for these four components of the iterative algorithm proposed in this paper. Case-I: ∆x = 0.025 is fixed and h varies (corresponds to Fig. 4.10 3) . First, as ∆x reduces we need more iterations to reach the tolerance (4.8); see Fig.4 .6 on the right for evidence. Second, as ∆x reduces the sizes of the coefficient matrices A and M in DLCP (4.5) become larger and naturally this increases the computation time for solving the involved linear algebraic equations and LCPs.
Conclusions.
We have proposed an iterative algorithm for solving the DLCPs, which is based on the idea of functional iteration together with a novel treatment of the ODE system, namely the numerical Laplace inversion. Different from the widely used timestepping method, which requires that the step-size h should be sufficiently small such that the coefficient matrix M h in the concerned LCP(q, M h ) satisfies some desired property, the proposed algorithm is concerned with a LCP(q, M ) in which the matrix M h never occurs. Moreover, the proposed algorithm is highly parallelizable in time, while the time-stepping method studied so far can be only implemented in the sequential-in-time mode. Convergence analysis for the new algorithm is performed for the P-matrix (and Z-matrix) LCS and generalization to broader cases is also discussed; see Remark 3.1. The estimate of the convergence rate given by Theorem 2.2 implies that the algorithm converges superlinearly and our numerical results indicate that the estimate is sharp and confirms numerical results well; see Fig.4 .1. The numerical experiments conducted on the GPU-based parallel computation platform for the parabolic Signorini problem show that, with the same problematic/discretization configurations, the computation time of the proposed algorithm is less in several magnitudes than that of the widely used time-stepping method.
Our ongoing work is twofold. First, we try to generalize the current work to the case that the matrix A in the ODE system contains zero, imaginary and/or unstable eigenvalues, by using the Cauchy-Goursat theorem as we mentioned in Remark 2.1. Second, we try to apply the Laplace inversion technique to dynamic complementarity problems in the nonlinear case:
x(t) = f (t, x(t), y(t)), 0 ≤ y(t) ⊥ g(t, x(t), y(t)) ≥ 0.
(5.1)
To this end, we construct the following functional iterations 0 ≤ y k+1 (t) ⊥ g(t, x k (t), y k+1 (t)) ≥ 0, x k+1 (t) = W x k+1 (t) + f (t, x k (t), y k+1 (t)) − W x k (t), (5.2) where W ∈ R m×m is a suitable matrix. Upon convergence, i.e., k → ∞, it is clear that {x ∞ (t), y ∞ (t)} is the solution of (5.1). Apparently, the ODE system in (5.2) is linear and therefore the Laplace inversion technique is applicable, by treating f (t, x k (t), y k+1 (t)) − W x k (t) as the source term.
