The problem of parametrizing single hidden layer scalar neural networks with continuous activation functions is investigated. A connection is drawn between realization theory for linear dynamical systems, rational functions and neural networks that appears to benew. A result of this connection is a general parametrization of such neural networks in terms of strictly proper rational functions. Some existence and uniqueness results are derived. Jordan decompositions are developed which show h o w the general form can be expressed in terms of a sum of canonical second order sections. The parametrization may be useful for studying learning algorithms.
Di erent choices of the \activation function" : R ! R correspond to di erent representation problems. For example, if (x) = x ;1 then (1.1) amounts to nding the partial fraction decomposition of a rational function (x). The coe cients a i and c i arising in (1.1) here have t h e i n terpretation of the poles and residues respectively of (x). In this example it is obvious also that complex coe cients a i c i 2 C arise naturally, as a real rational function : R ! R may well have complex polesand residues.
Another case of interest is where (x) = x d , d 2 N, is a monomial. Then (1.1) is equivalent to nding a decomposition of a polynomial (x) of degree d as a weighted sum of d-th powers of linear polynomials x;a i . This is usually referred to as Waring's problem for binary forms, with early results going back to Sylvester 25] and Gundel nger (1886). T h e r e i s a l s o a n i n teresting connection with Hilbert's 17th problem, asking whether a positive polynomial : R m ! R can be represented as a sum of squares of polynomials (or rational functions). In fact if the coe cients c i in (1.1) are all positive and the degree d of is even, then (1.1) is such a representation of a polynomial as a sum of squares of polynomials.
If : R ! R is a sigmoidal function such as (1.2), then functions of the form (1.1) are described by one \hidden layer" neural networks with n hidden layer thresholds a i and output weights c i , but with no input weights. The task then is to nd, or to \learn", an exact or approximate representation (1.1) of some function. There are now a n umber of results available describing the \universal approximation properties" of such classes of feedforward neural networks. Nearly all of these 5, 8, 14] are in the form of denseness results, saying that if one takes enough nodes, one can make an arbitrarily good approximation.
Motivated by analogies with model reduction of linear control systems we became interested in nding best approximations of functions by neural network representations (1.1), with an upper bound on the numbern of such nodes. Such questions are important in order to estimate the approximation theoretic capabilities of learning algorithms for (1.1). For the special sigmoid function (1.2) an analysis has been presented in 26], where the problem has been shown to bedeeply related to classical rational approximation theory. In order to approach such neural network approximation tasks, possibly valid for a large class of activation functions : R ! R, it becomes important to study the parametrization problem for the class of functions described by (1.1 
What this paper is about
The purpose of this paper is to explore such parametrization issues regarding (1.1) (and to a lesser extent (1.3)), and in particular to show the close connection these representations have with the standard system-theoretic realization theory for rational functions. The main result of this paper is theorem 5.1. We rstly show how t o de ne a generalization of (1.1) parametrized by ( A b c), where A is a matrix over a eld, and b and c are vectors. (This is made more precise below). The parametrization involves (A b c) beingused to de ne a rational function. The generalizedrepresentations are then de ned in terms of the rational function. Representations (1.1) correspond to the case where A is diagonalizable. In that case, the thresholds a i and the output weights c i are interpreted as the polesand residues of the associated rational \transfer function" c(xI ; A) ;1 b. This connection allows us to use results available for rational functions in the study of neural-network representations such as (1.1). It will also lead to an understanding of the geometry of the space of functions.
That there is indeed a close connection between representations of the form (1.1) and rational functions was shown in 26] (and previously used in 23]). There it was shown that (1.1) can be written as e x r(e x ) when ( ) is given by (1.2). The function r( ) is a strictly proper rational function, and the coe cients a i in (1.1) correspond to the logarithm of the poles of r( ), and the c i coe cients correspond to the residues of r(z) at z = e a i .
In the following section we shall show that representations of the form (1.1) in general can beparametrized by rational functions in a single variable . Furthermore, the more general representations (1.3) are shown to be parametrized by rational functions in two v ariables. They correspond to so-called separable 2{D systems, arising in two dimensional image processing. Then, by using ideas originally from the theory of state-space realizations of linear dynamical systems, we give conditions under which a representation (1.1) exists for a given function ( ). More generally, the existence and uniqueness properties of representations (x) = c (xI + A)b are investigated, where A is an n n matrix, b is a n-vector and c is a n-covector. Such representations naturally extend representations (1.1) where A = diag(a 1 : : : a n ) i s diagonal.
Realizations Relative to a Function
In this section we explore the relationship between sigmoidal representations (1. De nition 2.3 The dimension (or degree) of a -realization is dim K V. Thedegree of , denoted ( ), is the minimal dimension of all -realizations of . A minimal -realization is a -realization of minimal dimension ( ).
The above de nition of a -realization is a rather straightforward extension of the familiar system-theoretic notion of a realization of a transfer function. In this paper we will address the following speci c questions concerning -realizations. can be extended to an arbitrary rational function (and thus in particular to a polynomial). To s e e this we consider the integral transformation
for an arbitrary rational function g( ) = p( )=q( ) 2 K ( ). Clearly (2.7) makes sense for any simple closed integration path ; which encircles the poles of g( ) such that x + ; for all x 2 I. Moreover, by the residue theorem,
res =z (x + ) g( )] : (2.8) When all the poles of g( ) are distinct, (2.8) is just a weighted sum of residues, where t h e s u m i s o ver all nite poles of g( ). We note in passing that formula (2.8) is reminiscent of Gaussian quadrature formulae see, e.g. 9, 20]. 2) The monomial (x) = x d is l.i. generating of order d + 1 .
3) The function e ;x 2 is l.i. generating of arbitrary order. 
Thus for l = 0 : : : C (x) with distinct poles is dense in the set of all rational functions of degree n, C -diagonalizability of a -realization (A b c) is generic property. Over R, a necessary and su cient condition for diagonalizable -realizations is that the poles of the associated rational function c(xI ; A) ;1 b are on the real axis and simple. Certainly this is not a generic property. Note that a su cient condition for a real rational function g(x) = P 1 i=1 g i x ;i of degree n to have a R-diagonalizable realization is that the n n-Hankel (g i+j;1 ) n i j=1 is positive de nite. In this case also the residues of the partial fraction decomposition of g(x) are positive. The following result provides an answer to question 4.
Theorem 6.1 Let : R ! R be analytic, possibly only on an interval I R, and let I be a self-conjugate subset of C contained in the domain of holomorphy of . Assume that is l.i. generating on of order at least 2n. The set of functions : R ! R with -degree ( ) = n and which admit a diagonalizable -realization over R of length n has the structure of an analytic manifold of dimension 2n. It has exactly 2 n connected components. Each such (x) with -degree ( ) has a decomposition (x) = n X i=1 c i (x ; a i ) (6.8) with real numbers c i 6 = 0, a i 2 , a i 6 = a j for i 6 = j. The di erent connected components are characterized by a 1 < < a n , and sign(c i ) = " i , " i 2 f;1 1g, i = 1 : : : n . Moreover, the decomposition (6.8) is unique in the sense that for real numbers a 1 : : : a n 2 , c 1 : : : c n and a 0 1 : : : a 0 n 2 , c 0 1 : : : c 0 n satisfying (6.8), then a 0 i = a (i) c 0 i = c (i) i = 1 : : : n for a permutation : f1 : : : n g ! f 1 : : : n g. Proof Let ; n n R n denote the open subset of R 2n de ned by ; n := f(a 1 : : : a n c 1 : : : c n ) 2 n (R; f0g) n : a 1 < < a n a i 2 \R c i 6 = 0 g: where ; is a su ciently large arc containing all the poles of g ac (x), (a c) 2 ; n . Then the map (a c) 7 ! ac (x) is, by theorem 4.7, an injective map on ; n . The image M n is exactly the class of functions described by (6.8) . ; n is a smooth analytic manifold of dimension 2n with 2 n connected components characterized by sign(c i ) = " i , " i 2 f ; 1 1g, i = 1 : : : n . Endow M n with the unique structure of an analytic manifold such t h a t ( a c) 7 ! ac is an analytic di eomorphism. This completes the proof.
Conclusions and Related work
We have drawn a connection between the realization theory for linear dynamical systems and neural network representations. This is an exciting connection because it opens the way for the application of some of the machinery of realization theory to neural networks. A n umber of new open problems arise also. For example there is the problem of partial realizations 11, 16] . We are currently exploring the application of the theory of Pad e approximants and continued fractions to the neural networks considered here.
After this paper was substantially completed the authors became aware of the work of Barrar and Loeb 3] . They have considered parametrizations like (2.7) for general nonlinear families. We h a ve considered a slightly more speci c case, and we have obtained results not obtainable in their setup.
Finally let us point out that the ability to parametrize general neural network representations in di erent w ays could have a profound e ect on learning algorithms: simply by performing gradient descent in the di erent parameter spaces is expected to o er di erent behaviour.
