The simple neural observation that the receptive fields of visual neurons are spatially extended lies at the heart of accounts of psychophysical phenomena to do with a sometimes unrequited need for spatial selection. In this paper, we consider its role in three anomalies associated with selective attention: the apparently undue influence of distractor stimuli when decisions in the Eriksen flanker task have to be made under time pressure; the phenomenon associated with attentional load that distractors distal to a target exert more effect when the demands on selective attention are smaller rather than larger; and the observation that crowding, a breakdown in peripheral discriminability in the presence of flankers, can under some circumstances be asymmetrical with respect to the relative proximity to the fovea of target and flanker. We show how these seeming anomalies can arise from normative Bayesian inference in the face of spatially confounded input.
Introduction
One of the ostensively less contentious forms of visual attention concerns spatial selection, i.e., suppressing or eliminating some parts of the input, whilst possibly boosting other parts (Desimone & Duncan, 1995; Driver, 2001; Pashler, 1998) . A huge range of paradigms probes aspects of spatial selection, most of which quantify the influence of relatively nearer or more distant distractor stimuli on the discrimination of a target stimulus. In such tasks, distractors must be excluded from consideration, a basic requirement for selection.
Although there are many influential algorithmic models of bottom-up and top-down attention (Boynton, 2009; Grossberg, 2001; Itti & Koch, 2000; Koch & Ullman, 1985; Li, 2001 Li, , 2002 Lu & Dosher, 1998; Navalpakkam & Itti, 2005; Reynolds, Chelazzi, & Desimone, 1999; Rolls & Deco, 2002; Treisman & Gelade, 1980; Tsotsos, 1990; Wolfe, Cave, & Franzel, 1989; Yen & Finkel, 1998; Zhaoping, 2006) , there is a comparative dearth (Dayan & Zemel, 1999; Yu, Dayan, & Cohen, 2009 ; and for discussion and review Eckstein, Peterson, Pham, & Droll, 2009; Whiteley, 2008) of the sort of accounts that are of increasing importance in many other aspects of psychology and cognitive science involving statistically normative Bayesian ideal observation, possibly in the face of confounded or corrupted input (Chater, Tenenbaum, & Yuille, 2006; Oaksford & Chater, 2007) . Indeed, from an optimising viewpoint, selection appears dangerous, since once information is discarded over the course of processing, it can never subsequently be recovered.
Here, we start from the evident fact that visual receptive fields (RFs) are extended in space, and build an extremely simplified normative model of discrimination in which spatial selection emerges as a bottom-up computational principle. The foundation of our model is a treatment ) of a perplexing finding in the Eriksen flanker task (Eriksen & Eriksen, 1974) . In a standard version of this task (shown in Fig. 1A ), subjects have to make a speeded report as to whether a relatively foveal target (the central letter) is an 'S' or an 'H', ignoring flanking letters that can either be the same as (compatible) or opposite to (incompatible) the target. For consistency with later sections, we call these flanking letters distractors, since they can impact the report of the target. The odd finding is that in the incompatible condition, subjects make more than 50% errors for a range of reaction times (RTs; Gratton, Coles, Sirevaag, Eriksen, & Donchin, 1988) . In the spatial uncertainty model of this ), Bayesian inference is performed about the target based on accumulating information from inputs that integrate over regions of space. Spatial selection, which is required to separate target from distractors, emerges directly over the course of this inference process, in a computational rather than an algorithmic form. For short RTs, it is optimal to include confounded information about the distractors, leading to the large error rates.
In this paper, we consider two major extensions to this model, in each case coupled to an aspect of selective attention that has attracted substantial separate, but not always normative, study, namely attentional load and crowding. In Section 3, we consider 0042-6989/$ -see front matter Ó 2010 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2010. 04.014 the effects in the model of multiple scales of receptive fields (Dayan, 2009) . These turn out to offer an account of phenomena associated with attentional load (Lavie, 2005; Lavie & Tsal, 1994; Lavie, Hirst, de Fockert, & Viding, 2004) . The key finding in these paradigms is that when subjects are faced with an attentionally challenging discrimination task (discriminating between a single isolated 'X' or 'N' in a ring of readily discriminable flanking letters (the 'G, H, J, U, Y, S, P') as in Fig. 1C ), distractors (the large 'N' outside the ring) can easily be excluded. However, when the requirements on attention are more lax, when the target is not flanked by any letter, the same distractors can exert a significantly more deleterious effect. One interpretation of this is that there is a mandatory bandwidth for attentional selection, and so distractors will be 'let through' if nothing else occupies it. We offer an alternative, more normative, account of these findings.
Finally, spatially extended RFs also lie at the heart of some (rather more qualitative) accounts of crowding (Levi, 2008; Pelli, Cavanagh, Desimone, Tjan, & Treisman, 2007a) , the phenomenon that parafoveally-and peripherally-presented letters that can be perfectly well discriminated in isolation, are hard or impossible to discriminate when presented simultaneously with distractors at appropriately small spacings, even when their existence can be properly detected (the effect of the 'D' on the 'P', or vice-versa, in Fig. 1E ). Central to crowding is the scaling of this critical spacing with eccentricitywe therefore extend the original model to consider the effects of eccentricity. In particular, we focus on the anomalous asymmetry of crowding -that under some, but not all, circumstances, targets are more affected by a distal distractor than by a foveal one. Along with Motter and Simoni (2007) and van den Berg et al. (2010) , we argue that this arises from the way that RF sizes increase with eccentricity, i.e. the functional geometry of the cortical representation of visual space (Cowey & Rolls, 1974; Daniel & Whitteridge, 1961; Dow, Snyder, Vautin, & Bauer, 1981; Duncan & Boynton, 2003; Gattass, Sousa, & Rosa, 1987; Johnston, 1989; Levi, Klein, & Aitsebaomo, 1985; Paradiso, 1988; Rolls & Cowey, 1970; Schwartz, 1980; Virsu & Rovamo, 1979) . Finally, in Section 5, we discuss the shortcomings associated with various oversimplifications in the model, and possible extensions.
The model
We first describe the model in the context of the Eriksen task, since it is a very close relative of one of the two models in Yu et al. (2009) (the 'spatial uncertainty model') . In later sections we show how the other tasks can be captured through modest changes in the model. We adopt an ideal observer framework (Green & Swets, 1966) , specifying the generative model that leads from the experimenter-determined stimulus to the net evidence (here called y, which reflects the signal, any distractors, and all sources of noise), and then the recognition model that performs inference to discriminate the target. Fig. 1A shows an example caricature of the Eriksen task. Here, the dot is the fixation point, the target stimulus is the central member of the array (the 'S'), and the distractors are the two elements in neighbouring locations (the 'H's). Subjects have to make a speeded report of the identity of the target in the face of identical or (as here) opposite distractors. As mentioned above, they show anomalous behaviour in the case of incongruency between the two.
The Eriksen task uses rather complex stimuli (such as letters) that involve conjunctions of multiple features. To analyse the basic effect of the distractors without having to model the complexities of conjunctions, we simplify the stimuli in the generative model by considering them as spartan, binary, options (such as a left or right tilted line), which we label with the numbers À1 and 1 (reserving 0 for the absence of a stimulus at a location, and allowing our units to have both positive and negative activities). T comprising a central target (here, the 1) whose sign has to be discriminated, and distractors (here, the À1's, with strength c = 1). The stimuli are coded by spatially extended receptive fields (RFs), R, shown by the three horizontal black bars; their topographic arrangement cartooning their locations in input space. The RFs combine target and distractor stimuli linearly. (C) The generative model is completed by specifying the source of late noise g, leading to evidence y. Recognition based on y is exact as in an ideal observer (or very nearly so). (D) An example attentional load task (Lavie & de Fockert, 2003) . Subjects have to indicate whether the central ring of letters contains an 'X' or an 'N', ignoring the large, salient distractor (the 'N') outside the ring. This configuration is an example of a high load task. Under conditions of low load, the ring is empty apart from the target. The non-target characters in the ring are flankers, and are relatively easily distinguished from the potential targets. In one condition, the target letter is not only smaller than the distractor, but it can also have lower contrast. (E) In the model of this task, the flankers are balanced, so they do not favour either 1 or À1. There are now two classes of RF; small ones (the short bars), and large ones (the longer bars). The thicknesses of the parts of the long bars indicate their relative preferences for parts of the visual field. The rest of the architecture is as in (C). (F) A crowding display. If presented by themselves, 'P' or 'D' could be easily discriminated; together, though, they are confused. We consider the relative influence of proximal (to the fixation point, 'P') and distal ('D') inputs on each other. (G) In the model of this, we consider RFs of increasing size (and decreasing density) progressing away from the fovea.
them to have arbitary strengths. For example, to model the effects of high-contrast distractors on a low-contrast target, we can set c > 1; to model performance in the absence of distractors, we set c = 0.
These capture changes in effective contrast, since as we will see, the input signal has ultimately to compete with late noise. These inputs are processed by RFs (shown in Fig. 1B ) to provide the net evidence on which inference about the target is based. The most critical aspect of the RFs is their spatial location and extent (cartooned by the horizontal lines). That they can cover more than one input location implies that they are potentially influenced by both target and distractors. In this paper, we show how the separate tasks reveal three successively more complex aspects of the receptive fields.
Finally, the outputs of the RFs are subjected to late noise g (we discuss the issue of early noise later) to provide the net evidence y. From this evidence, the recognition model has to infer the sign of the target, i.e., whether it was ±1.
We formalise the stimulus to allow simple linear algebra. First, we write the target as a c = ±1 and the identity of the distractors as a d = ±1. Allowing for the scaling factor c for the distractors, we can therefore write the overall input as
where
T is a vector capturing the support of (i.e., the input locations covered by) the target, and where the rows of R quantify the spatial structure of the RFs (the black lines in Fig. 1B) , and g i (s) is late additive noise (which is assumed to be independent between different RFs and timepoints). We assume that increases in the density or number of different sorts of RFs translate into effective reductions in the strength of the added noise g i (since, except in the case of extreme correlations, the more neurons that report noisily on an underlying quantity, the more accurately that quantity can be determined). This simple, additive, scheme in Eqs.
(1) and (2) suffices for our purposes. Most types of non-linear interaction (Fukushima, 1980; Lampl, Ferster, Poggio, & Riesenhuber, 2004; Miller, Gochin, & Gross, 1993; Reynolds et al., 1999; Rolls & Tovee, 1995; Riesenhuber & Poggio, 1999; Zoccolan, Cox, & DiCarlo, 2005) can be summarised by changing the statistics of the noise g i (s); indeed, we will see later that one main effect of the presence of nearby stimuli is increasing this late noise. All of the putatively attentional effects we model involve changes in either the nearby distractors or, for the model of attentional load, a more remote distractor. The RFs never change.
As mentioned, the task always involves discriminating whether a c (which is just the second element o 2 of o) is positive or negative.
Even if one RF were perfectly matched to the target, other RFs could still contain useful information about the target's identity, and it would be optimal to integrate all such sources. Eq. (2) specifies the momentary output from the RFs. This information accumulates over time, being automatically weighted via Bayesian inference to provide a current log posterior odds ratio that a c > 0. 1 In the Eriksen task, subjects are often asked to provide speeded responses. We translated this into an evidence-independent, noisy, timing process that could force early responses even for weak log likelihood ratios, overlaid on integration-to-bound inference (Smith & Ratcliff, 2004) that reported a choice when the log odds reached a threshold. More concretely, y(s) given o is drawn from a multivariate Gaussian distribution, with mean R Á o (using Á to denote matrixvector multiplication) which only depends on the input stimulus o mapped through the RFs R, and covariance matrix H, which specifies the late or output noise g(s). We write the density as:
We also assume a flat prior probability distribution over the target, with p(a c = 1) = p(a c = À1) = 0.5.
In the special case that the distractors are known to be the same (or indeed absent) on every trial, and the covariance matrix H does not depend on the input, the recognition model takes a sequence of samples YðTÞ ¼ fyð1Þ Á Á Á yðTÞg with mean
yðsÞ ð 4Þ
and evaluates the net evidence in favour of a c = ±1. The net evidence can be summarised by the log posterior odds ratio associated with the two options,
which, for simple Gaussian input stimuli, as in Eq. (3), is additive in the samples, and so depends only on their mean (see Appendix B.1):
As expected, if the subjects can predict the nature of the distractors, then the latter do not affect inference (by virtue of having their mean values subtracted from y(s)). Consider, therefore, the case that c = 0. Then the distribution of yðTÞ is Gaussian, with mean a c Ro c and covariance H/T. Thus,
is a sufficient statistic for (i.e., contains all the relevant information in the input about) the sign of a c , with signal-to-noise ratio ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
. This signal-to-noise ratio determines the overall quality of inference, and H 
For small T, the effect reported by Gratton et al. (1988) arises, with early responses in the incompatible condition (a c = Àa value of yðTÞ). This is incompletely balanced by the second, nonlinear, term (involving the log cosh expressions) for small values of T. The apparent paradox is that it would seem to be better for the subjects to shut their eyes and guess ±1 at random. This is of course not true -in fact, on trials on which the distractors are compatible with the target (a c = a d ), the performance is better than 50% by more than it is worse than 50% on the incompatible trials. b; the fit is so close that the curves are indistinguishable). The fact that the dashed curve drops below 0 for small numbers of steps underlies the Gratton et al. (1988) effect, since it shows that incompatible distractors can bias choices the wrong way. The inset plot shows the standard deviation of the log odds.
Fig . 2B depicts the sensitivity of inference to the distractors in a richer way. This shows the derivative of the average log odds at each time step with respect to the factor c that scales o d , again for compatible (solid) and incompatible (dashed) cases. For small T, this is positive for the compatible case, implying that making the distractors stronger would aid inference; but asymptotes at 0, since the subjects will ultimately infer the identity of the distractor stimuli and ignore them. However for the incompatible case, for small T, boosting the strength of the distractors would have an even more devastating effect on inference; but for large T, boosting the distractors would actually help inference, since it would make them easier to to explain away. In this case, in incompatible trials, the influence of the distractors does not vanish asymptotically. Rather, they continually weigh on the assessment of the target. Fig. 2C shows the effect of substantially boosting the distractors, setting c = 3. In this case, the distractors, because their signature in y is so different from that of target, are easier to eliminate, and so only have a very fleeting negative impact on incompatible trials. Fig. 2D shows the sensitivities to scaling up the strength of the distractors. Now, since it is straightforward to infer the true value of the distractors, inference about the target is asymptotically the same for compatible and incompatible trials. Nevertheless, the distractors still exert an effect in early timesteps because of the substantial amount of noise. We can understand the effect at large T by noting that log cosh(aT) ' jajT and yðTÞ ' R Á ða
on the signs of c(2o
(which are the asymptotic forms of the factors inside the cosh terms), Eqs. (5) and (6) may or may not have the same asymptotic behaviour. They do for the case of Fig. 2C and D, but do not for Fig. 2A and B. For the incompatible case (Fig. 3B ), the effects of the distractors are more complex. Most obvious is the ridge of negative impact of the distractors that for small T is maximal for values of c near 1 (the case shown in Fig. 2A ), and as T increases, tends towards the value of c = 0.73 for which the first, linear, contribution to Eq. (6) is 0. Comparing Fig. 3A and B, the devastating impact of the distractors is apparent. By contrast weaker distractors (c ? 0) or stronger distractors (larger values of c) exert much less malign an effect for moderate numbers of samples T. The negative impact of the distractors for small T is somewhat obscured by the contours.
In sum, this model shows that human performance is consistent with a Bayesian consideration of all the available evidence for target identity. Attention need not attenuate input from the distractors. In the next two sections, we consider two extensions of the model -to RFs at multiple scales and to RFs whose sizes scale with their radial eccentricity -and study their effects in popular attentional paradigms.
Multiple scales and attentional load
A key limitation of the model of the Eriksen flanker task is that all the RFs had the same scale. The problem of attentional selection becomes even more stark in the case that there are multiple scales, one so fine that it includes just a single input; and one or more that are coarser, and so include extra information.
We follow Dayan's (2009) model of Lavie and de Fockert's (2003) task which assesses attentional load effects on selection (Lavie, 2005; Lavie & Tsal, 1994) . Fig. 1D shows an example display from this task. There is a ring of possible locations for a target, which can be either an 'X' or an 'N'. The other positions in the ring associated with the target can either be filled with flankers (letters other than 'X' or 'N' that can readily be distinguished from the targets), or are left blank. For consistency with the other tasks, the black circle is a fixation point -in the original experiment, each possible location in the ring had a positional marker before the onset of the letters, and so fixating in the centre would be a logical strategy, without knowing the ring position at which the target would appear. Outside the ring there can be a distractor stimulus, that can be the same as, or different from, the target.
A characteristic experiment assessing attentional load compares the effect of the distant distractor on the target across two conditions: with and without the flankers. The striking and paradoxical finding is that in the seemingly easier case, with no flankers, the distractor exerts a greater effect on the target than in the seemingly harder case in which the flankers are present. We will show that our model simulates this experimental behaviour. Fig. 1E shows the basic structure of the abstraction, for comparison with that in Fig. 1B . One key difference in the input is that the stimuli flanking the target, if present, are balanced (one is 1; the other is À1). This implies that they do not bias decision-making, but only add noise, if present.
2 The other is that there is now a distal distractor (shown as À1 in the figure) . In terms of the generative model, there are now more RFs; four have the finest scale, one each per input location; the other four cover all the inputs, but favouring one more than the others (shown by the thicknesses of the horizontal bars). That the distractor is relatively farther from the array of target and flanker stimuli is reflected in the structure of the RFs. The same structure as in Fig. 1C is replicated to realise the evidence. Fig. 4A shows this case in more detail. Here, the target is shown as c; the distractor as d and the unbiased flankers as n. Hinton diagrams are shown for the eight RFs. The finer scale RFs distinguish each input location from all the others; the broader scale inputs include all the locations, but with weights reflecting their proximities (shown in greyscale). Given the (noisy) evidence associated with these RFs, the process of inference is just as in the previous section. Fig. 4B shows the means y and inverse standard deviations (the reciprocal of the square roots of the diagonal entries of H) of the simulated inputs for the cases of low load, without flankers, and so low noise, and high load, with flankers, and so high noise; details are provided in Appendix A.2. The critical points for the model are: (a) the larger-scale RFs that include the distractor do contain some valid information about the target; but (b) in the presence of flankers, the noise associated with these RFs becomes very large. Thus, in the easier case, without flankers, the large-scale RFs will exert some influence over the log odds, and thereby allow the distractor to influence the decision. Conversely, in the harder case, the excess noise associated with the large-scale RFs will force their relative exclusion from the inference about the target, and therefore eliminate an effect of the distractor.
The solid lines in Fig. 5 show these effects. Fig. 5A shows the accumulation of the average log odds as a function of timestep within a trials in the easy, no-distractor, case for compatible (downwards triangles) and incompatible (upwards triangles) distractors. Information about the target accumulates quickly (i.e., the slopes are high), but with a big difference between compatible and incompatible cases. This implies that the distractor exerts a large effect on the processing of the target. The solid line in . 5B shows this result in a different way, reporting how much extra time it takes for the average log odds to reach a given terminal value for incompatible versus compatible distractors. The larger this is, the greater the effect of the distractors. The solid lines in Fig. 5C and D show the same information, but now for the case that there are flankers, greatly increasing the noise associated with the large-scale RFs. In this case, inference as a whole is substantially slower (note the change in the scale of the axis reporting the average log odds in Fig. 5C ); however that the curves for compatible and incompatible distractors lie directly on top of one another indicates the lack of effect of the distractor. . 5D shows the same fact, indicating that inference would take about the same time independent of the distractor.
One concern about the effects of attentional load is that the elimination of the distractor in the harder case might simply arise from the extra demands on, and thus slowing down of, inference, irrespective of the stimuli. Lavie and de Fockert (2003) tested this directly by making the task more difficult by weakening the strength of the signal. They showed that, even though this slows inference down, the distractor actually exerts a stronger rather than a weaker influence. The dashed lines in Fig. 5 show this effect. They come from a case in which the strength of the target is halved. The slopes of the accumulation of evidence are all decreased ( Fig. 5A and C) but, in the low load case, Fig. 5B , inference is actually harmed (i.e., slowed) more by an incompatible distractor, than for the case with the stronger target.
Asymmetries and crowding
The final effect we sought to consider in this modelling framework is associated with positional asymmetries in crowding (Levi, 2008) . Crowding (Bouma, 1970 (Bouma, , 1973 Korte, 1923) is the phenomenon that discriminating stimuli such as letters can be very much harder when they are flanked by nearby stimuli (which we again call distractors, for consistency) than when they are presented in isolation. Fig. 1F shows an example; fixating at the black dot, it is very hard to identify the two letters in the right visual field.
Crowding is important, for instance playing a key role in determining the maximum legible density of letters in print and reading rate (Pelli & Tillman, 2008; Pelli et al., 2007b) . It is also extremely complex and contentious, with a large range of theoretical and experimental disputes about such things as its relationship with various forms of surround suppression and masking (Levi, Hariharan, & Klein, 2002a; Parkes, Lund, Angelucci, Solomon, & Morgan, 2001; Pelli, Palomares, & Majaj, 2004; Petrov, Popple, & McKee, 2007) and whether or not crowding in the fovea is the same as crowding in the parafovea and periphery (Danilova & Bondarko, 2007; Hess, Dakin, & Kapoor, 2000; Levi, Klein, & Hariharan, 2002b; Strasburger, Harvey, & Rentschler, 1991) . There are two key empirical results associated with crowding. One is that there is a critical spacing between the stimuli at which crowding is effective, which grows linearly with eccentricity, at least outside the fovea. The other, which was present already in some of the earliest reports of the phenomenon (Bouma, 1970 (Bouma, , 1973 Shaw, 1969) , and is further confirmed by more directed studies (such as Chastain, 1982 Chastain, , 1988 Krumhansl & Thomas, 1977; Toet & Levi, 1992) , is that more peripheral distractors exert a greater impact on more foveal targets than vice-versa. Whether this is only true for complex stimuli such as letters or also simpler ones such as Gabor patches ) is open to question (see the supplement to van den Berg, Roerdink, & Cornelissen, 2007) . The asymmetry may be somewhat unexpected, since the more foveal targets are themselves more readily detected and discriminated in the absence of a distractor. It is therefore our focus.
The models in Sections 2 and 3 already exhibit forms of crowding, that is, they exhibit interference between stimuli that are neighbouring in space. This interference in our model arises from the spatial uncertainty inherent in larger RFs. Just as suggested by van den Berg, Roerdink, and Cornelissen (2010), Motter and Simoni (2007) , for instance, we might then expect that the way that the RFs scale with eccentricity should be responsible for both the empirical relationships mentioned above. Motter and Simoni (2007) explain the asymmetry by nothing that the geometry of the retino-cortical map is warped such that given a target in one location, a distractor nearer the fovea than the target is effectively a greater distance away in cortical space than a flank that is further away from the fovea than the target. This is certainly true; however results such as those by Chastain (1988) , that the magnitude of the effect on the same two visual objects depending on which is the target and which is not, are not directly explained by this fact itself. Indeed, discuss a number of theories of an empirical asymmetry related to this (albeit one that is controversial; van den Berg et al., 2007) , and put forward an additional one of their own. Classical models (Krumhansl, 1977; Wolford, 1975) suggested that features associated with the objects could be mislocalised nearer the fovea (possibly being duplicated along the way), and then be pooled with features actually present at those locations. This would obviously be highly non-normative. suggested that it is only differences or contrast in features that would affect inference, but again in a manner whose inferential approximations and even basic anisotropy lack explanations.
We therefore considered whether there are circumstances under which anisotropy might arise through normative inference with overlapping spatial RFs of the form arising as in Motter and Simoni (2007) . The obvious basis for anisotropy is that receptive fields in general get larger (cartooned by the RFs in Fig. 1G) , the further are their centers from the fovea. What is more tricky is understanding circumstances under which this leads to the combination of decreasing signal-to-noise ratio for unperturbed targets as a function of eccentricity, and yet the greater effect of the more peripheral distractors on the more foveal target than vice-versa when one might expect the latter to enjoy smaller, and hence less confounded RFs. Fig. 6A shows a very simple analysis of this. There are two possible target locations: 'inner', at eccentricity e in , which is closer to the fovea, and 'outer', at eccentricity e out = e in + @e, which is farther away. Given spatially distributed RFs, there are three classes of RFs which we represent by three units: y in , which is influenced by the inner and not the outer target location, y out , influenced by the outer and not the inner target location, and y both , influenced by both. In turn, the coding of the two locations is controlled by the three factors in the model -(i) the strength of the connection (the entries in R), which decrease with eccentricity:
(ii) the density of the RFs, which we consider to be modelled by the added noise g i , whose variance increases with eccentricity
and finally (iii) the effect of having a distractor in one of the locations and the target in the other
which is the same in both cases. Fig. 6A shows a cartoon of the first two factors (the lower plot shows R; the upper H). Crudely, the phenomenology of the effect suggests that the representation of the inner location depends more on y both than does that of the outer location (one requirement for which is that R in both > R out both ). Then, if the simultaneous presence of target and flank makes the noise H both + H flank sufficiently large to render this information significantly less useful, then the inner location can ultimately suffer more from an outer distractor than vice-versa. In the limit that y both is useless in the presence of a distractor, the key constraint concerns the swapped signal-to-noise ratio for the remaining inner and outer targets. This is satisfied if
This places a constraint on the shape of the RFs, such that their outward tails are subject to less overlap than their inward tails relative to their densities.
Quantifying this effect precisely is difficult, since it depends on how the sizes and shapes of RFs depend on eccentricity (which itself depends on the distribution of their spatial scales), and on the cortical magnification factor. One crude way to proceed is to start from the function q(e), reporting the half-width of RFs centered on eccentricity e, and quantify how many would be represented by each of the three categories y in , y out and y both . Fig. 6B shows how to do this -for instance RFs centered at eccentricity e will fall under y in if e À qðeÞ 6 e in 6 e þ qðeÞ and e þ qðeÞ < e out ð10Þ and under y out if e in < e À qðeÞ and e À qðeÞ 6 e out 6 e þ qðeÞ ð 11Þ
There are data on q(e) in various species of monkeys from V1 from a number of authors, including Dow et al. (1981) , Gattass et al. (1987) , Van Essen, Newsome, and Maunsell (1984) , and in V4 from Motter, 2009 . Although the fovea is clearly special (a fact that we would associate also with the complexities of foveal crowding; Danilova & Bondarko, 2007; Hess et al., 2000; Levi et al., 2002b; Strasburger et al., 1991) , outside it, q(e) follows the roughly linear form qðeÞ ¼ a þ be; with a = 0.42; b = 0.03 in capuchin V1 (Gattass et al., 1987) and a = 0.70; b = 0.36 in macaque V4 (Motter, 2009) . The geometry of the overlap implies that the range of eccentricities in y in and y out are respectively
and
Assuming that @e is sufficiently small that the RFs centered at e in and e out cover both inner and outer targets, we have that the sizes of these ranges are dE in = @e/(1 + b) and dE out = @e/(1 À b). Since b > 0 (as RFs grow with eccentricity), the outer tail is indeed longer than the inner tail; however, whereas for the value of b associated with V1, this is only by 6%, for V4, this is by around 200%. Completing this account requires three more specifications: (i) how the scales of dE in and dE out translate to R in and R out ; (ii) the effective noise terms H in and H out corrupting these signals associated with the density of appropriate RFs; and (iii) the values associated with 'both'. One critical fact is that psychophysical acuity appears to be controlled by the size of the image on cortex of the representation of the input, which in turn has been argued to be the product of the cortical magnification factor M(e), which determines how the centre of the cortical representation scales with eccentricity, and q(e) (see Cowey & Rolls, 1974; Daniel & Whitteridge, 1961; Dow et al., 1981; Duncan & Boynton, 2003; Levi et al., 1985; Gattass et al., 1987; Paradiso, 1988; Rolls & Cowey, 1970; Virsu & Rovamo, 1979) . M(e) is roughly inversely proportional to e in V1 (estimated as 7.8e À0.94 for the capuchin monkey by Gattass et al., 1987 and 18 .5/(1 + 1.2e) for humans in Duncan & Boynton, 2003) , and it has been argued by Motter (2009) that V4 simply inherits this scaling from V1. Indeed the general form of the relationship with eccentricity is preserved for letter discrimination in humans too (Anderson & Thibos, 1999a , 1999b .
In total, we therefore make the three crude assumptions that:
coming from the regions devoted to each location individually, with noise associated with the inverse of the density of RFs;
ð2Þ H both ¼ 1
approximating the density associated with y both from half way between e in and e out ; and
coming from the overall acuity associated with targets at inner and outer locations in the absence of distractors.
The dotted line in Fig. 7A shows the ratio qðe out Þ= ffiffiffiffiffiffiffiffiffi
Á between the signal-to-noise ratio for the unflanked inner and outer targets (via assumption 3, and using the parameters associated with V4). The inner target has a slightly higher signal-to-noise ratio because of the cortical magnification factor, making the ratio slightly less than 1. The solid and dashed lines in the figure show the ratios
Á between the signal-to-noise ratio for flanked targets (for the parameters for V4 and V1 respectively), taking advantage of the first A B Fig. 6 . Asymmetry in crowding. (A) Exaggerated three-unit cartoon of the basis of asymmetry in crowding. Inner and outer targets are covered by successive RFs. Some RFs (leading to y in ) are exclusive to the inner target, and so are unaffected by an outer distractor. Some (leading to y out ) are exclusive to the outer target, and so are unaffected by an inner distractor. The remainder are covered by both (leading to y both ). Two factors control the effects of the RFs -the weights R, which we consider come from coverage of RFs, determined by their sizes q(e), and the noise H, controlled by the cortical magnification factor M(e). assumption above. The key asymmetry, that the outer target is left much better off than the inner one, is clear for the parameters associated with V4. In sum, according to this model, the asymmetry between inner and outer locations arises from the way that the sizes of receptive fields grow with eccentricity. The growth implies that the outer tails, whose RFs are not influenced by a confusing inner distractor, are larger than the inner tails, whose RFs are not influenced by a confusing outer distractor. By making a key assumption about the mapping from the RFs to the signal-to-noise ratio associated with cortical processing, we derive the basic asymmetry. However, the magnitude of the asymmetry depends on the rate of growth, which in turn depends on the cortical area concerned. For V1, and so putatively simple patterns such as oriented Gabors, the effect is minimal. For V4 and beyond, associated with more complex inputs such as letters, the effect is much greater.
Note that as @e gets larger, fewer RFs will be affected by both inner and outer locations, and so the interference will reduce. The size of the region of interference also scales linearly with eccentricity, consistent, as in Motter and Simoni (2007) , with the common finding that the zone of crowding (independent of the asymmetry) scales in this manner (Levi, 2008) .
Discussion
We have built an extremely simple model of spatially extended receptive fields, and showed quantitative cartoons of the way it addresses three characteristic phenomena associated with spatial attention: the Eriksen flanker task, attentional load, and anisotropic interference in crowding. The model involves only Gaussian stimuli and noise and Bayes-optimal marginalization and inference.
For clarity, we further simplified the presentation of the (already spartan) model. In particular, unlike the original accounts in Dayan (2009 , we did not model the speeded integration-to-bound accumulation process (Smith & Ratcliff, 2004) leading to the decision, and only reported average log posterior odds in favour of particular targets. This is of special consequence for Fig. 5C and D, because of the non-linearity associated with tuning log odds into a decision; however, the basic point about the influence exerted by distractors remains. We also only modelled late noise (g i (s)) and explicit flankers and distractors. It would be formally straightforward to consider early or equivalent noise (corrupting o), which would lead to correlations in the noise in y coming from the extended RFs. However, we would need to consider the effect on this of normalising interactions (Carandini & Heeger, 1994; Carandini, Heeger, & Movshon, 1997; Zoccolan et al., 2005) .
There are at least three further important directions for adding richness and complexity to the model. The first (a) is to use distinct visual features (e.g., oriented bars, junctions or letters) rather than positive or negative numerical values. This would allow us to consider the general effects of statistical similarity and grouping among the distractors and between targets and distractors and the complexities of competition between more or less similar subparts of letters when they are targets and distractors (Felisberti, Solomon, & Morgan, 2005; Gheri, Morgan, & Solomon, 2007; Kooi, Toet, Tripathy, & Levi, 1994; Livne & Sagi, 2007; Louie, Bressler, & Whitney, 2007) . It would also allow us to investigate more fully issues such as the apparent absence of crowding for feature detection rather than discrimination (Andriessen & Bouma, 1976; Levi et al., 2002b; Pelli et al., 2004) . Indeed, Chastain (1988) tested asymmetry not by comparing inner and outer targets with inner and outer distractors (as we did in Section 4), but rather distracting with by more and less confusable stimuli. One basic phenomenon is the same -that the inner target is more affected by a less confusable outer distractor than is the outer target by the same inner distractor. However, we would need to model confusability itself to capture the other phenomenon, that increasing the confusability of the distractor has a much greater effect on the outer than the inner target.
A second direction (b) would be to allow hierarchies of these features (as, for instance, in Fukushima (1980) & Riesenhuber & Poggio (1999) ), with RFs in one layer feeding into RFs in the next, and with Bayesian integration happening simultaneously in all layers. A feature-based model of this sort would also allow a more straightforward notion of spatial pooling -one of the anomalies of the current model of attentional load is that strong distractors are more distinguishable from targets by virtue of being too strong; Solid: ratio for the flanked targets using q(e) associated with V4; dashed: ratio for flanked targets using q(e) associated with V1; dotted: ratio for unflanked targets with parameters for V4. Although there is a relatively small preference for the inner target in the absence of distractors, there is a large benefit for the outer target in their presence. if the subparts of RFs reported in a more all-or-nothing manner on the presence of relevant features, then this would not occur. It would also (c) be interesting to consider other forms of contextual interactions such as the divisive normalisation that we have previously (Schwartz, Sejnowski, & Dayan, 2006) argued arises from a Gaussian scale mixture model for natural scenes (Wainwright, Simoncelli, & Willsky, 2001) , and used to account for effects such as the tilt illusion (Schwartz, Sejnowski, & Dayan, 2009 ). Indeed, masking interactions like surround suppression can also arise in statistically normative models of contextual interactions (Schwartz & Simoncelli, 2001 , 2006 Schwartz et al., 2009 ). On the other hand, the fact that crowding scales with eccentricity rather than target size argues against these sorts of contextual interactions as an explanation for crowding, since their scale is determined by natural scene statistics rather than the way these statistics are sampled by a variable resolution visual system, and so would be dependent on target size rather than eccentricity (for a discussion of this, see Levi (2008) ).
In considering the hierarchical extension of the model, we should return to a central issue for the model that it is not possible to change how the input o is processed by manipulating the RFs R; rather, attention operates at or beyond the RF integration that produced y. If attention could directly affect R, then there would be no spatial pooling or uncertainty, since it could all be removed at the first instance; that so many phenomena argue for spatial uncertainty argues that the ability to manipulate R is at best very limited. Of course, it would be statistically optimal to be able to exclude o d from the outset; however, doing so would either require the simultaneous bottom-up construction of all possible RFs or the fine top-down control of the microstructure of low-level RFs. Either of these solutions imposes large wiring and processing costs. In the context of a processing hierarchy, however, the output y of one layer is the input o to the next, and so attention can have these more complex effects.
In terms of the model of attentional load -the original hypothesis (Lavie, 2005) suggested that when little attention is required to solve the set task, inputs associated with distractor stimuli leak through with little attenuation, and so cause disruption; when the task is difficult, attention is totally occupied with the set task, leaving nothing left over. By contrast, we have suggested that an inferential model taking advantage of all the information in the input will show exactly the same characteristic, with the key issue being whether the units with large RFs, which include the distractor, are rendered useless by the flankers that make for the high load in the first place. The advantage of this version of an attenuation theory (Treisman, 1960 (Treisman, , 1969 of attention is that it obviates the requirement to appeal to an inexplicable inefficiency, over and above the existence of units with large RFs, and indeed relates this set of selective attentional tasks to the wide range of other accounts of probabilistically-correct sensory inference.
In terms of crowding -we adopted Motter and Simoni (2007) 's conclusion that the essential feature and the anisotropy of interference is a straightforward consequence of spatial pooling (see also van den Berg et al., 2010) ; however, the details of the anisotropy are less mandatory for models in this class. It arose for us because of the structure of noise induced by the sharing of RFs, sharing that differs between V1 and V4 because of the differing cortical magnification and RF size scaling. It would be particularly interesting in this case to consider the effect of correlations induced by early noise, and also to simulate the additional effect captured by van den Berg et al. (2010) that the strength of the anisotropy depends non-monotonically on the exact spacing.
One other important characteristic of crowding that we have not so far modelled is the apparent fact that when a target is competently crowded, no increase in observation time would improve the ability to localise and bind together the spatial features associated with the target. One obvious possibility for modelling this is to allow for large spatial uncertainty and leaky information accumulation, so that there is a (possibly low) asymptotic certainty about the target. However, it would be interesting to seek a more direct experimental test of this.
Perhaps the model's most important characteristic, along with those in (Dayan, 2009; Yu et al., 2009 ) is that it lacks an explicit attentional mechanism in inference which has the capacity to downplay some input units over others. The model does know the location of the targets, and automatically, through inference, focuses all its resources on it. However, it lacks any way of boosting or suppressing some receptive fields compared with others. In other words, the form of selection it considers is an output from inference rather than an input into it.
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Appendix A. Parameters

A.1. Eriksen task
For the model of the Eriksen task (Fig. 2) , we consider a slight adaptation of the parameters from Yu et al. (2009) where r f = 10 (for the fine-scale RFs) and r l = 8.5 for the large-scale RFs when there are no flankers ( Fig. 5A and B ) and r l = 80 when there are.
