Abstract: Active fault diagnosis (AFD) of parametric faults is considered in connection with closed loop feedback systems. AFD involves auxiliary signals applied on the closed loop system. A fault signature matrix is introduced in connection with AFD and it is shown that if a limited number of faults can occur in the system, a fault separation in the fault signature matrix can be obtained. Then the single elements in the matrix only depend of a reduced number of parametric faults. This can directly be applied for fault isolation. If it is not possible to obtain this separation, it is shown how the fault signature matrix can be applied for a dynamical fault isolation, i.e. fault isolation based on the dynamic characteristic of the fault signature matrix as function of the different parametric faults.
INTRODUCTION
The area of AFD (Active Fault Diagnosis) has obtained an increasing interest in recent years, see e.g. (Campbell and Nikoukhah, 2004; Nikoukhah et al., 2000) and the reference herein. AFD can result in a fast fault detection and/or isolation. It is related with system identification and design of experiments in which auxiliary signals are used to excitate the system.
In the passive fault diagnosis approach, (Frank and Ding, 1994; Gertler, 1998) , the diagnosis is only based on existing signals in the system, the control input, the disturbance and the measurement output. As a consequence of this, parametric faults in the system will only be detected/isolated when it is excitated by either 1 Corresponding author the control input or the disturbance. It is clear that this will not in general give an optimal fault diagnosis of the system. Instead, if the system is excitated by auxiliary signals, the detection and isolation of parametric faults can be done in a much more systematic way. In many cases, the fault diagnosis will also be much faster.
The AFD also has drawbacks. The system is excitated by auxiliary signals. These signals might disturb the performance of the system in the fault free case. Therefore, the auxiliary input needs to be designed such that the effect on the performance is minimized, but it should still be possible to detect/isolate parametric faults in the system.
The main focus in this paper is on the setup of active fault detection in closed loop system. The fault signature matrix will be introduced as a central transfer function in connection with AFD. It will be shown that the fault signature matrix in some cases can be applied for direct fault isolation. If a direct fault isolation cannot be obtained, a dynamic fault isolation needs to be done. A design problem with respect to optimize the auxiliary input signals for obtaining dynamic fault isolation is formulated. An example study is included to verify and illustrate the results.
SYSTEM SETUP
Consider the following generalized nominal system:
where d ∈ R r is a disturbance signal vector, u ∈ R m the control input signal vector, e ∈ R q is the external output signal vector to be controlled, y ∈ R p is the measurement vector, w ∈ R k and z ∈ R k are external input and output vectors. The connection between the external output z and the external input w is given by
where θ is a diagonal matrix
representing the parametric faults in the system. We will use the notation θ i = 0 as a short form for
i.e. θ j = 0, j = i. Note that the above description is also applied in connection with the description of systems including model uncertainties. Closing the loop from w to z in Σ P by using θ, we get
Further, let the system be controlled by a stabilizing feedback controller given by:
Coprime factorization
Let a coprime factorization of the system G yu (s) from (1) and a stabilizing controller K(s) from (3) be given by:
where the eight matrices in (4) must satisfy the double Bezout equation given by, see (Tay et al., 1997) :
Feedback Control
Based on the system Σ P,θ given by (2) and the feedback controller Σ K given by (3), the following block diagram shown in Fig. 1 can be derived. Now, including also a residual vector in connection with the feedback control system in Fig. 1 . A residual vector r can be given by, (Frank and Ding, 1994) r =My −Ñu
Notice, the relation to the innovation signal in an ARX structure and system identification.
Let's use the feedback controller described by coprime factors, i.e. K =Ṽ −1Ũ , in the block diagram. Further, include also an auxiliary input vector η in between the two controller coprime matrices in feedback controller. The block diagram in Fig. 1 including η and r is shown in Fig. 2 . The two signal vectors, η and r, will be applied in connection with the active fault diagnosis.
Based on the feedback system in Fig. 2 , it is possible to give the transfer functions from the two input vectors d, η to the two output vectors e, r. This is given by:
where P is given by (Niemann and Stoustrup, 2002) :
Note that the transfer function from the input vector η to the residual vector r is equal to the dual YJBK parameter, (Niemann, 2003; Tay et al., 1997) . in terms of the stable dual YJBK parameter. The dual YJBK parameter is normally denoted S. We will use S instead of P rη in the rest of this paper.
It is possible to rewrite S = P rη given by (8) into, (Niemann, 2003) :
gives a direct description of the parametric faults effect on the closed loop stability. If S gets unstable for some faults, the closed loop system will be unstable. A large S indicates that the faults has a major effect on the system. A large S will however also facilitate the ability to detect the fault. Further, S also shows the equivalence between parametric faults and system uncertainty. This equivalence is very useful in obtaining systematic methods for fault tolerant control, see e.g. (Niemann and Stoustrup, 2002) .
PASSIVE FAULT DIAGNOSIS
It has been shown in (Frank and Ding, 1994) that it is possible to parameterize all residual generators by using the YJBK parameterization. All residual vectors r q for the Σ P given by (1) can be described by
where Q FDI,O is a stable and proper filter of suitable order. Q FDI,O needs to be designed such that the residual signal/vector r q satisfies the following conditions, (Saberi et al., 2000) :
Note that the definitions of fault detection and isolation given above are not unique. Depending on how many faults that can occur simultaneously, different definitions can be given, (Saberi et al., 2000) . It is also important to point out that it is not always possible to design Q FDI,O such that it is possible to obtain exact fault detection and fault isolation. Instead, different forms of approximative fault detection and/or fault isolation need to be considered, (Frank and Ding, 1994) .
ACTIVE FAULT DIAGNOSIS
The system given by (7) will now be applied in connection with AFD. Let the system be given by:
where (d, e) are external disturbance input and performance output vectors, respectively, and (η, r) are internal auxiliary input and residual output vectors, respectively. The internal vectors will be applied for AFD. The system Σ FDI is shown in Fig. 3 . Fig. 3 . The system setup for active fault diagnosis.
The first important observation of Σ FDI is that S(θ) is zero in the fault free case, i.e.
S(0)
It is clear from this first observation, that S(θ) is very important in connection with AFD. Following the definition of fault signature for additive faults in (Massoumnia, 1986) , S(θ) will be named as the fault signature matrix in connection with parametric faults, (Niemann, 2005a; Niemann, 2005b) .
Direct Fault Diagnosis based on S.
The definition of fault detection and isolation given in Section 3 in the passive fault diagnosis case takes the following form in the AFD case:
• Fault detection
It should again be pointed out, that it is possible to give other definitions for fault isolation, depending on the number of faults that can occur simultaneously. In the most common case, it is assumed that only a single fault occurs by itself, i.e. two faults never occur simultaneously. Based on this, it is possible to simplify the fault signature matrix S(θ) given by (9). Let the closed loop transfer function from w to z be given by
Let the i ′ th fault occur in the system, i.e. θ i = 0. The fault signature matrix in (9) can then be written as
where Ξ ii is a k × k zero matrix with 1 at element (i, i) and
Observing that bothMG yw and G zu M are stable transfer matrices. Furthermore S(θ i ) in (13) is stable if the SISO transfer function
It is clear that the rank of the fault signature matrix S(θ i ) in (13) 
is 1. This means that it should be possible to get a reduction of S(θ i ) by using a pre-filter Q FDI,I and a post-filter Q FDI,O around S(θ i ). S(θ i ) is then given by
(14) IfMG yw is left invertible, it is possible to find a stable weight function Q FDI,O such that Q FDI,OM G yw is a stable diagonal matrix. This will result in a row separation of the faults in the fault signature matrix. The i ′ th row of S Q (θ i ) will only depend on the single parametric fault θ i . In the case when G zu MQ FDI,I is right invertible, a column separation in S Q (θ i ) can be obtained, see (Niemann, 2005a) for further details.
Dynamic Diagnosis
In the case where a direct fault diagnosis based on the structure of the fault signature matrix S(θ) can be done, the auxiliary vector signal is only used to detect if S i j (θ) = 0 or S i j (θ) = 0. If this is not possible, a dynamic fault diagnosis must be done. In this case, the auxiliary vector must be designed with respect to obtain this dynamic diagnosis. An equivalent design problem has been considered in details in (Campbell and Nikoukhah, 2004) . In (Campbell and Nikoukhah, 2004) , it is assumed that the external output and the measurement output are the same. Using the fault diagnosis setup, based on the fault signature matrix as considered in this paper, results in a more general setup as shown in Fig. 3 . Consider Σ FDI given by (11) in the fault free case, θ = 0. The four transfer functions are given by:
Let's again assume that only a single parametric fault occurs by itself. This is without loss of generality. We have then the following hypothesis:
where the associated transfer functions are given by (15) for H 0 (the fault free case) and by (8) and (13) for
The auxiliary input signal η must be designed with respect to:
• Minimize the effect from η on the external output e in the fault free case.
• Maximize the signature from η on r in the fault case.
In the case of faults, the degradation of the performance due to the auxiliary input is not important. A degradation of the performance will in general always be the results of faults in the system. It is here more important to detect the faults and subsequently handle the faulty situation in a proper way.
In order to handle both deterministic and stochastic components in the signals let us for the process, y, introduceV
where y is a (possibly generated) stochastic process with properties (second order) so that the function exists. Here g is a scalar valued function (e.g.
det(·), tr(·) or g(X)
= CXC T for a specific row vector, C). Let us for short denoteV as the variance. A measure of the performace degradation for the nominal system could be
depending on the overal control objective and its relation to cost function of the type in (16).
A fault detection could be based on a test for variance increment in the residual, if that is the result of a fault. However, a fault could also result in a reduction in variance of the residual. The detection could in both cases be implemented as a CUSUM detector, (Basseville and Nikiforov, 1993) .
The chance of detecting a fault by means of passive methods depends on the change in variance i.e. on
If this fraction is close to one the detection might be difficult. In the case of variance increment the problem can be reduced if an active method is used and a stochastic probe (auxiliary) signal, η, is introduced. For (η independent of d) the ration becomes
sinceV (S(0)η) = 0. If, on the other hand, the fault results in a decreased variance, then this method seems intractable and is not pursuited further in this paper.
In the following we will focus on a method which is based on the application of a probe signal with a distinct signature in the residual signal. Such a signal could be a harmonic function with angular frequency ω 0 and amplitude A. The indicator function could be
The amplitude has to be determined such that the performance degradation in (17) is limited (to c).
In order to maximize the signature, V (S(θ)η), the frequency, ω 0 , must be found as the maximum to S(θ)P −1 eη (0).
EXAMPLE STUDY
Consider the following first order system:
It is assumed that the k and the time constant τ can be faulty. A parametric fault model is applied given by:
where k 0 and τ 0 are the fault free parameters. Using the system description given by (1), Σ P is then given by the following state space form:
where the loop from z to w is closed by θ given by
Based on the system setup in (21), it is possible to give the equation for the fault signature matrix S as function of θ k and θ τ . Assume that an observer based feedback controller is applied. Let f be a stabilizing state feedback gain and l be a stabilizing observer gain, i.e. (−
(−1 + l) are stable, respectively. S can then be calculated directly from (9).
In the following k 0 = 1 and τ 0 = 1 and the controller is designed with f = −2 and l = −3. This results in closed loop poles in −3 and −4 for the controller and observer, respectively. The plant is characterized by an input disturbance, i.e. G yd = G yu and the disturbance is modelled as white noise with intensity equal 0.1. Furthermore is G eu = G ed = G yu .
Assume that the single fault results in k = 1.1 (or θ k = 0.1, θ τ = 0). In Figure 4 the amplitude spectrum for S(9, 0) (equivalent to k = 10) and P eη (0) is depicted. θ k = 9 is selected for illustration of the effect from θ k on S. θ k = 0.1 is applied in the rest of the example. Let ω 0 be (angular) frequency at which the transfer function SP −1 eη attain is maximum value. If the task is to maximize the fault signature in r subject to a constrained degradation in e under normal operation (no fault), then the optimal probe signal is a harmonic with frequency ω 0 . From Fig. 4 is easily seen that ω 0 ≃ 10 Hz. In Fig. 5 it can also be seen that this choice is fairly robust. and their ratio. The results from a simulation experiment are shown in the Figs. 6, 7 and 8. The fault occurs at t = 10 sec and the probe signal is only active in the period from 5 sec to 15 sec. The quality of the control can be measured as the variation in the error signal, e (see Fig. 2 and the signal in 6). As a result of c = 0.1 the effect of the probe signal is barely seen in the error signal before the fault occurs (in the period from 5 sec to 10 sec). 6. CONCLUSION Active fault diagnosis has been applied in closedloop systems. A fault signature matrix S has been introduced. It has been shown how the fault signature matrix is central in the AFD. The gain of S is a direct indication of the effect from the faults on the system. Based on this matrix, direct fault detection and fault isolation can be obtained in some cases. In the cases where direct FDI is not possible, dynamic FDI must be carried out. An index for the design of auxiliary input (probe) signals has been formulated. An example shows how it is possible to detect small faults using an auxiliary signal with only a minor performance reduction of the nominal system.
