Predicting vehicle trajectories from surveillance video in a real scenario with Histogram of Oriented Gradient by Ferreira, Arthur Emidio T. et al.
Predicting vehicle trajectories from surveillance video in a real
scenario with Histogram of Oriented Gradient
Arthur Emidio T. Ferreira
University of Brasilia, Brazil
arthur.500@gmail.com
Bruno Luiggi M. Espinoza
University of Brasilia, Brazil
bruno@cic.unb.br
Flavio de Barros Vidal
University of Brasilia, Brazil
fbvidal@unb.br
Abstract
We propose a method capable to predict vehicle trajectories in a real scenario based on an unsupervised approach
using Histogram of Oriented Gradients (HOG) features to construct an uniform path. The proposed algorithm
extracts a sub-region of the input image defined as Field of View of the target vehicle, to output a possible trajectory
that the given vehicle will follow through. We perform many experiments using the proposed technique, and based
on qualitative/quantitative analyses, we conclude it is successfully able to predict reasonable trajectories.
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1 INTRODUCTION
Consider the scene described in Figure 1. We, as hu-
mans, are able to predict the trajectory that the high-
lighted vehicle is likely to traverse in order to reach the
goal indicated by the red circle. This ability is possible
due to our capacity of using prior knowledge to forecast
visual events [CBM12]. For instance, we may infer that
in order to reach the destination, the vehicle won’t col-
lide with any other cars or pedestrians, nor have any
contact with the sidewalk.
Figure 1: Given the highlighted vehicle and a goal
point. What would be the trajectory traversed by the
car before reaching the destination?
Permission to make digital or hard copies of all or part of
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the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
In computer vision, the topic of trajectory prediction
has been explored in recent works, as presented in
[WJM14, YY3, HSZ16], with the goal to forecast the
trajectories of active elements in a static input image.
A characteristic, that these works share in common, is
the use of training data in order to give an output. In
[HSZ16], for example, uses deep learning techniques
to compute the most possible paths that an active agent
is likely to traverse.
Trajectory forecasting is a very important topic in com-
puter vision. For instance, predicting paths can improve
the effectiveness of object tracking algorithms when
dealing with significant occlusions [FBV16]. More-
over, prediction takes a very important role in scene un-
derstanding.
Is it possible to predict trajectories using a method that
is not based on training data? In this work, we attempt
to answer such question by proposing a framework that
uses HOG features of the input image to compute future
paths traversed by vehicles in a road.
The gradient of an image is an interesting approach
to extract information about texture [ZZS14]. Based
on previous knowledge, we know that vehicles tend
to move on roads, a surface that is usually uniform
in terms of texture. Therefore, we can compare HOG
[DTB05] blocks to analyse different trajectories (shar-
ing the same start and goal points) to determine which
one is more suitable for a moving vehicle.
The previously mentioned works in trajectory fore-
casting propose generalized frameworks of prediction,
meaning that it should be able to predict various types
of active agents in different scenarios (e.g. pedestrians),
based on what the training data consists of. In our
proposed work, we restrict the domain of application
because the characteristic of trajectories on uniform
textured surfaces is inherent in vehicles moving on
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a road. However, since our method is primarily
based on HOG features, which are very robust to
be computed, then the time and space efficiency can
be greatly increased, meaning that our approach can
provide prediction results significantly faster than other
approaches, since ours doesn’t rely on training.
This paper is organized as follows: Section 2 provides
a brief background knowledge regarding event forecast-
ing; Section 3 presents the proposed approach applied
for path prediction; Section 4 presents the application
and validation of the proposal in a specific vehicle path
forecasting; and final remarks and future work envi-
sioned are provided in Section 5.
2 RELATEDWORKS
Prediction is an inherent human ability [SK10a], and
has also been observed in several animal species
[RW14], such as in Western scrub-jays [CSP07]. Event
prediction is an important trait to comprehend and
respond to the environment. Therefore, various recent
works have been developed with the goal to bring such
skill to the field of computer vision.
In computer vision, prediction has started to be ex-
plored in recent years for: i) tracking occluded objects
[FHS10], ii) predicting missing frames or extrapolat-
ing future frames in a video [RMB14], iii) semantically
forecasting the future contextual events that are likely
to happen in unlabeled videos [VCP15], iv) predicting
the future motion of individual pixels in a static image
[MH16], v) anticipating human events so robots can
better assist humans in daily activities [KS13], and vi)
predicting the consequences of forces applied to objects
in images [MR16].
We explore the topic of path prediction. Several tech-
niques have been developed to predict the trajectories
of active agents in a given scene. In the current lit-
erature, there are many works to predict: trajectories
in egocentric videos [SKK16], the most likely trajec-
tories of players in football games [LN16], predict tra-
jectories performed by pedestrians [KKZ12, PS11], and
more general approaches [WJM14, YY3, HSZ16].
The work done by [WJM14] consists of an unsuper-
vised technique to predict the most possible trajectories
that an active agent is likely to follow in a scene. The
proposed method is based on the extraction of mid-level
patches [SSG12] present in each frame. Then, it is cre-
ated a transition matrix containing information about
how each element can move or transition into another
patch. It is also created a reward function for each
element, which maps how likely a patch can move to
any point in space. The problem of prediction is thus
solved by modelling a graph, where each node is a state
(i.e. a patch located in a 2-dimensional point in the im-
age), and each edge corresponds to the transition from
one state to another, weighted based on the information
present in the transition matrix and the reward function.
This turns into an maximization problem: find the se-
quence of states that maximizes the reward function,
where the goal states are along the edges of the image.
The author solves this problem using Dijkstra’s algo-
rithm [CTH2]. The work shows results of this tech-
nique using datasets of vehicles and pedestrians.
One limitation of the work of [WJM14] is that the
proposed method does not take the movement of co-
occurring elements into consideration. However, the
work presented in [YY3] uses a Kanade-Lucas-Tomasi
(KLT) trackers [SJ94] to obtain object trajectories,
where each trajectory is converted into a quantized
form. The work proposes an unsupervised Hierarchical
Topic-Gaussian Mixture Model (HTGMM) that ex-
tracts semantical movement patterns (e.g. go straight,
turn left) based on quantized trajectories. These pat-
terns are divided into groups, such that all movement
patterns inside a group may occur simultaneously.
Based on this information, an energy potential map
is created and iteratively updated, allowing to predict
future trajectories considering the movement of other
agents in scene.
Another recent work in the field of path prediction is
presented in [HSZ16]. It proposes a framework that
uses deep learning to predict future trajectories. The
proposed method is based on two CNNs: a Spatial
Matching Network and an Orientation Network. The
Spatial Matching Network is responsible for generating
a reward map of the scene, which is used to check if an
agent is likely to reach a given region. The Orientation
Network is responsible for estimating the agent orienta-
tion in order to predict the most possible direction that
the agent is likely to pursue in the near future. Based
on the information present in the reward map and in the
estimated orientation, the technique of [HSZ16] uses a
unified path planning scheme to predict future trajecto-
ries.
Our method is based on the technique of Histogram
of Oriented Gradients (HOG) [DTB05]. The HOG
technique has been commonly used with Support
Vector Machines to perform human and object detec-
tion [BH2014]. HOG has also been used to assist on
some previous prediction techniques. In the work of
[WJM14], each extracted patch is considered to be a
HOG cluster. The work of [KT10] uses HOG as one
of the image representations to predict what could be
observed if the camera changed its position. Here, we
propose a technique that considers HOG as the main
element of the path prediction process.
One similarity between the methods proposed in the
works of [WJM14, YY3, HSZ16] is that they use a pre-
viously training stage in order to forecast future trajec-
tories. One of the reasons for doing this is to make
predictions more accurate in various types of scenar-
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ios. Here, we propose a simpler framework to forecast
vehicle trajectories. In this domain, we observe that ve-
hicles tend to move in uniform regions (e.g. a vehicle
usually maintains itself in a road area, which tends to
be different in texture compared to a sidewalk, a pedes-
trian, or another vehicle). HOG can be a useful tech-
nique to find texture differences inside a small region.
Therefore, we propose HOG to be used as a feature to
detect regions that a vehicle is likely to move at. Ad-
ditionally, the computational time of HOG features can
be done in a very efficient manner, both in terms of time
and space, therefore we propose a method that can be
executed very close to real-time in today’s hardware.
3 PROPOSED APPROACH
The objective behind our method is to predict the tra-
jectory that a vehicle will follow to reach a given desti-
nation point using only the information from an image.
Therefore, we propose a framework (Figure 2) with the
following input and output descriptions:
Figure 2: A flowchart describing the stages of the pro-
posed approach.
Input: a small sequence of n sequential image frames
F = ( f1, f2, ..., fn) s.t. n> 1 taken by a stationary cam-
era, the bounding rectangle R covering the vehicle that
will have interest in its trajectory predicted in f1, and a
destination point D.
Output: a trajectory T = (p1, p2, ..., pm), where pi is
the ith two-dimensional point composing the path. T
is the predicted trajectory for the input vehicle to reach
the destination point D, based on frame f1. The next
four subsections explore each stage of the proposed al-
gorithm and a visual representation of all these stages
can be see in Figure 3.
Figure 3: A visual representation of our proposed ap-
proach.
3.1 Target selection
The initial step of our approach is to provide the inputs
from the image frame. First, we delimit a rectangle that
covers the vehicle we are interested to have the trajec-
tory predicted in frame f1. Second, we mark the desti-
nation point D inside the boundaries of f1.
3.2 Computing the "Field of View"
We denote the meaning of "Field of View" of a given
vehicle as the set of all points that are located in the
plane of 180o created in terms of the orientation on
which the vehicle is heading to. A visual representa-
tion of a field of view can be seen in F¸igure 3b.
We compute a "Field of View" to minimize the number
of HOG cells to be computed in next step, with the goal
of optimizing the average execution time of the algo-
rithm.
The reason for using n input frames instead of only one
is because we must infer in the selected vehicle’s ori-
entation. Therefore, we need a small number of n con-
secutive frames which should be enough to observe a
noticeable motion of the vehicle between frames f1 and
fn. Concurrently, n should not be too large, otherwise
we could infer an incorrect vehicle’s orientation.
Therefore, in order to find an orientation between
frames f1 and fn, we must find the vehicle’s location
at frame fn. The vehicle’s location is achieved using
template matching [FBV07] on frame f2, having
as a template image the Region of Interest (ROI)
corresponding to the initial selection in the first step.
Then, we update the template image, following the
schema described in [FBV07], with the previous result
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from template matching, and repeat the process until
the vehicle is located at frame fn.
Let Mi be the 2-dimensional point of the center of mass
on the selected vehicle at frame fi. Thus, we can com-
pute the orientation of the vehicle between frames f1
and fn by calculating the slope m of the line connect-
ing M1 and Mn. Based on the slope, we can obtain the
orientation angle θ.
From θ, we can compute 180 parallel lines starting at
M1 and reaching the edges of frame f1, in terms of
the vehicle’s direction. All points composing these 180
lines are defined as the "Field of View" of the vehicle
with center of mass M1 in f1.
3.3 Computing HOG for each cell in the
"Field of View"
In order to use the field of view in our prediction
scheme, we must discretize it as an irregular matrix,
which each element in the matrix corresponds to a
point in the field of view (see Figure 3c). We do this
using Algorithm 1.
Input
I: current frame.
D: the distance between two neighboring
nodes sharing the same line in the
field of view.
VP: the vehicle’s initial position point.
EndInput.
Output
M: the irregular matrix.
DV: a matrix storing the HOG descriptor
values for each element in M.
EndOutput.
Begin
For each ith line L in the Field of View:
CP := VP
j := 1
While CP is in frame:
M[i][j] := CP
DV[i][j] := compute HOG in a 32x32
ROI of I st. the central
point is M[i][j].
CP := point P in L
s.t. dist(P, CP) = D
j := j + 1
EndWhile.
EndFor.
End.
Algorithm 1: Algorithm to compute HOG for each cell
in the field of view
The next step is to calculate the HOG features for each
element in the irregular matrix (Figure 3d). We do this
by extracting a ROI of size 32× 32 pixels defining the
central point of this region as the point stored in the
matrix element. Then, we compute the HOG features
of the ROI using a HOG block of the same size as the
ROI. The resulting vector DVi, j, containing the descrip-
tor values for each element in the irregular matrix of
row i and column j, must be saved for future use.
3.4 Predicting the path
The last step of our approach consists in transform-
ing the irregular matrix into a directed graph, where
each vertex corresponds to an element of the irregular
matrix, being adjacent to all vertices that are in its 8-
neighborhood region in the irregular matrix.
We assign a cost ci, j for every edge connecting the ver-
tex vi to v j. In order to show how it is calculated, let
Hx be the resulting HOG features vector for node vx,
which was obtained in the previous step. Consider the
following equation:
|Hi−H j|=
∣∣∣∣∣∣∣∣∣

hi1
hi2
...
him
−

h j1
h j2
...
h jm

∣∣∣∣∣∣∣∣∣=

|hi1 −h j1 |
|hi2 −h j2 |
...
|him −h jm |
 (1)
Based on Equation 1, we define the cost ci, j in Equation
2.
ci, j = 1T |Hi−H j|= |hi1 −h j1 |+ . . .+ |him −h jm | (2)
Finally, we use the A* search algorithm to compute the
predicted path of our proposed framework [PNR68].
However, we must first set the initial and goal vertices.
Let the initial vertex be the one corresponding to the
first element in the 90th line of the field of view. Addi-
tionally, let the goal vertex be the one which is nearest
to the destination point D which was selected as input
in the first step of our approach.
The optimal path given by the A* algorithm is the result
of our prediction model, which can be seen in Figure
3e.
4 EXPERIMENTAL RESULTS
In order to demonstrate the effectiveness of our pro-
posed methodology, we performed many experiments
with several frames obtained from a image dataset, and
compared the predicted trajectory with a ground truth
achieved manually from the image sequence. We anal-
ysed the results in qualitative and quantitative manners.
In the next subsections we describe the dataset, and
present and discuss our results.
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4.1 Dataset
For our experiments, we were interested in using a
dataset that would contain several elements apart from
vehicles and roads, such as pedestrians, sidewalks,
trees, and different types of terrain (e.g. grass). We
found all these elements of interest in the Minsk
dataset [SNA14]. The Minsk dataset consists in a
collection of video recordings from four different
angles. In one of the angles, we are able to see a road
intersection in aerial view. We used this subset as
our primary experimental data presented in this work,
given that crossroads present many possibilities of
vehicle movements, and usually include more obstacles
in scene.
4.2 Experiments
We present the result of two different input images from
the Minsk dataset, which can be seen in Figures 4 to 9.
Figure 4: Exp. 1: The selected vehicle (in yellow) and
its goal (in red).
Figure 5: Exp. 1: The field of view of the selected
vehicle.
For both experiments, we used the following parame-
ters for the computation of HOG features:
• Block size: 16x16 pixels.
Figure 6: Exp. 1: The predicted trajectory of the se-
lected vehicle.
Figure 7: Exp. 2: The selected vehicle (in yellow) and
its goal (in red).
Figure 8: Exp. 2: The field of view of the selected
vehicle.
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Figure 9: Exp. 2: The predicted trajectory of the se-
lected vehicle.
• Cell size: 8x8 pixels.
• Number of bins: 9.
• Distance between blocks (in terms of its centroid): 8
pixels.
The Field of View from all experiments were obtained
using a total of 5 (five) consecutive frames from the
video sequence. Moreover, the goal from all experi-
ments are the real vehicle’s destination point, obtained
from the ground truth. We choose two experiment sce-
narios, as described below.
4.3 Experiment 1
First, we can observe in Figure 5 that the field of view
matches the direction that the vehicle is pointed towards
to. Second, we can visualize the predicted trajectory
in Figure 6. The path successfully avoids any contact
with the pedestrians that are close to the selected vehi-
cle. It is also observable that a considerable part of the
trajectory remains in the road’s center line, this can be
explained due to the uniformity that this region tends to
have, therefore, the absolute difference between HOG
blocks in these parts of the frame are minimal.
4.4 Experiment 2
In this example, we select a goal that is farther away
compared to the first experiment. Hence, the field of
view, seen in Figure 8, is considerable larger, but still
coinciding with the vehicle’s direction. In the predicted
trajectory, seen in Figure 6, we can observe that the ve-
hicle is capable in avoiding a collision with the white
car located in its front. Given that the goal was selected
to be at where the bus is located, a collision is unavoid-
able. However, it can be seen that such collision only
happens very close to the goal point.
After describing the experiments scenarios, for a quan-
titative analysis, we ran our technique for all frames that
the selected vehicle is present in scene, and computed
the average error between the predicted trajectory and
the path obtained from the ground truth. We used the
Equation 3 to compute the error for iteration i:
Ei =
∑nj=1minDist(B j,GT )
n
, (3)
where n is the number of points in the predicted tra-
jectory, B j is the jth point of the predicted path, GT is
the set of points in the ground truth, and the function
minDist(x,Y ) computes the euclidean distance from
point x to the its nearest neighbor in the set of points
Y .
We present the mean errors in Figures 10 and 11 using
the selected vehicles from experiments 1 and 2.
Figure 10: The errors calculated using the vehicle from
Experiment 1.
Figure 11: The average errors calculated using the ve-
hicle from Experiment 2.
As we can observe in both plots, the mean error tends
to decrease in each iteration. This can be explained due
to the fact that the vehicle’s field of view is smaller, and
consequently the number of possible trajectories are de-
creased. Therefore, our method is expected to provide
more accurate predictions when the vehicle is closer to
its goal.
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5 CONCLUSION
We have proposed a simple and efficient method to
predict vehicle trajectories in a real scene using the
Histogram of Oriented Gradients as the main feature
and optimization algorithms. Based on the assump-
tion that vehicles are likely to move in uniform regions
(i.e. avoiding obstacles and different types of terrain),
we have shown that the comparison between HOG de-
scriptor vectors is an interesting approach to find dif-
ferences in texture between small adjacent regions. We
have demonstrated that our proposed framework pro-
vides satisfactory results with aerial view videos, being
able to propose paths that don’t intersect with additional
vehicles, pedestrians, and other non-asphalt regions.
Additionally, given the time complexity O(|E|) of the
A* search algorithm, and considering that the compu-
tation of HOG descriptors can be performed consider-
ably fast in today’s hardware, we have shown that the
time/space efficiency of predicting vehicle trajectories
is considerably positive and achievable for any com-
puter architecture, including the mobile and embedded
devices.
However, it is important to remark that our proposed
method is an initial step in trajectory prediction in
video. For future work, we plan to be able to predict
trajectories of a vehicle by considering the existence of
changes in the environment (e.g. movement of other
vehicles and pedestrians). Additionally, we plan to use
HOG as a feature in a trained model in order to ob-
serve whether we are able to forecast better trajectories.
By using a trained model, we also plan to predict the
vehicle’s final position. Furthermore, since our goal is
to predict paths executed by vehicles, it is very impor-
tant to construct a framework that infers common traffic
laws, such as recognizing whether a street only allows
one-way traffic.
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