Bayesian nonparametric models based on infinite mixtures of density kernels have been recently gaining in popularity due to their flexibility and feasibility of implementation even in complicated modeling scenarios. However, these models have been rarely applied in more than one dimension. Indeed, implementation in the multivariate case is inherently difficult due to the rapidly increasing number of parameters needed to characterize the joint dependence structure accurately. In this paper, we propose a factorization scheme of multivariate dependence structures based on the copula modeling framework, whereby each marginal dimension in the mixing parameter space is modeled separately and the marginals are then linked by a nonparametric random copula function. Specifically, we consider nonparametric univariate Gaussian mixtures for the marginals and a multivariate random Bernstein polynomial copula for the link function, under the Dirichlet process prior. We show that in a multivariate setting this scheme leads to an improvement in the precision of a density estimate relative to the commonly used multivariate Gaussian mixture. We derive weak posterior consistency of the copula-based mixing scheme for general kernel types under high-level conditions, and strong posterior consistency for the specific Bernstein-Gaussian mixture model.
1

Bayesian Nonparametric Copula Kernel Mixture
Bayesian infinite mixture models are useful both as nonparametric estimation methods and as a way of uncovering latent class structure that can explain the dependencies among the model variables.
Such models express a distribution as a mixture of simpler distributions without a priori restricting the number of mixture components which is stochastic and data-driven. In many contexts, a countably infinite mixture is also a more realistic model than a mixture with a small fixed number of components.
Even though their theoretical foundations were developed early (Ferguson, 1973; Antoniak, 1974; Lo, 1984) , infinite mixture models have only recently become computationally feasible for practical implementation on larger data sets with the development of Markov chain Monte Carlo (MCMC) methods (Escobar and West, 1995; Neal, 2000) . Bayesian infinite mixture models are becoming increasingly popular. Among the many areas of applications are treatment effects (Chib and Hamilton, 2002) , autoregressive panel data (Hirano, 2002) , finance (Jensen and Maheu, 2010) , latent heterogeneity in discrete choice models (Kim, Menzefricke, and Feinberg, 2004; Burda, Harding, and Hausman, 2008) , contingent valuation models (Fiebig, Kohn, and Leslie, 2009) , and instrumental variables (Conley, Hansen, McCulloch, and Rossi, 2008) . There is a growing number of applications in pattern recognition and other fields of machine learning (see, e.g., Fan and Bouguila, 2013) , in biology (see, e.g., Lartillot, Rodrigue, Stubbs, and Richer, 2013) , in network traffic (see, e.g., Ahmed, Song, Nguyen, and Han, 2012), in DNA profiling (see, e.g., Zhang, Meng, Liu, and Huang, 2012) , and other fields.
Most of these applications are univariate, or structured as conditionally independent copies of the univariate case, albeit in some fields, such as machine learning, infinite mixture models have been used in fairly high dimensions. Fundamentally, the computational complexity associated with algorithms based on popular nonparametric priors, such as the Dirichlet process, is not directly related to the dimensionality of the problem. However, the rapid increase in the number of mixture components required to represent a nonparametric dependence structure accurately in high dimensions poses a practical problem at the implementation level.
From a practical point of view, Dirichlet process priors can facilitate the feasibility of implementation by selecting relatively few latent classes in each MCMC step. However, this sparsity is traded off with the accuracy of estimation. The analyst does have the option to generate a large number of latent class proposals by tightening the prior of the concentration parameter in the Dirichlet process mixture. Nonetheless, many of the latent classes proposed in this way are likely to be specified over regions of the parameter space that are only weakly supported by the data. Hence, they will either not be accepted or quickly discarded during the MCMC run, leading to a noisy estimate.
The severity of the trade-off is further exacerbated with higher dimensions: few mixing components can provide a very inaccurate representation of the data generating process, but strengthening the prior to increase their number will yield a higher rejection rate.
From our practical experience, we can alleviate some of these problems by relaxing the joint parametric specification of the mixing kernel, such as in the case of the typically used multivariate Gaussian kernel. If the joint parametric mixing kernel can be decomposed into flexible building blocks, each of which can be parsimoniously determined with high probability strongly supported by the data then we should expect to obtain a more accurate representation. However, decompositions by conditional expansions such as the Cholesky factorization of the covariance matrix of the multivariate Gaussian kernel still preserve the joint parametric dependence structure of the kernel.
What is needed for our purpose is a decomposition of the dependence structure itself.
In this paper, we propose a copula-based factorization scheme for Bayesian nonparametric mixture models whereby each marginal dimension in the mixing parameter space is modeled as a separate mixture and these marginal models are then joined by a nonparametric copula function based on random Bernstein polynomials. In the implementation, only a few latent classes are required for each of the marginals, regardless of the overall number of dimensions. We show that this scheme leads to an improvement in the precision of a density estimate in finite samples relative to mixtures of Gaussian kernels, providing a suitable tool for applications requiring joint dependence modeling in the multivariate setting. Bearing in mind Freedman's (1963) result concerning a topologically wide class of priors leading to inconsistent posteriors in Bayesian nonparametric models, we specify the conditions under which our approach yields posterior consistency; both for weak topologies for a general class of kernels and strong topologies for the specific case of random Bernstein polynomial copula and Gaussian mixture marginals (Bernstein-Gaussian mixture).
In a related literature, Chen, Fan, and Tsyrennikov (2006) consider a copula sieve maximum likelihood estimator with a parametric copula and nonparametric marginals, while Panchenko and Prokhorov (2012) analyze the converse problem, with parametric marginals and a nonparametric copula. In contrast, our procedure is based on both nonparametric copula and marginals. Moreover, in our case the number of mixture components is stochastic and automatically selected during the MCMC run, without the need for model selection optimization required for approaches based on maximum likelihood.
Nonparametric copula-based mixture models have been analyzed in several specific contexts distinct from ours. Silva and Gramacy (2009) present various MCMC proposals for copula mixtures. Fuentes, Henry, and Reich (2012) analyze a spatial Dirichlet process (DP) copula model based on the stick-breaking DP representation. Rey and Roth (2012) introduce a copula mixture model to perform dependency-seeking clustering when co-occurring samples from different data sources are available. Their model features nonparametric marginals and a Gaussian copula with blockdiagonal correlation matrix. Rodriguez, Dunson, and Gelfand (2010) construct a stochastic process where observations at different locations are dependent, but have a common marginal distribution.
Dependence across locations is introduced by using a latent Gaussian copula model, resulting in a latent stick-breaking process. Parametric Bayesian copula models and their mixtures have also been analyzed in Pitt, Chan, and Kohn (2006) , Silva and Lopes (2008) , Ausin and Lopes (2010) , Epifani and Lijoi (2010) , Leisen and Lijoi (2011), Barrientos, Jara, and Quintana (2012) , Giordani, Mun, and Kohn (2012) , and Wu, Wang, and Walker (2013) , among others.
Posterior consistency
1 can fail in infinite-dimensional spaces for quite well-behaved models even for seemingly natural priors (Freedman, 1963; Diaconis and Freedman, 1986; Kim and Lee, 2001 ). In particular, the condition of assigning positive prior probabilities in "usual" neighborhoods of the true parameter is not sufficient to ensure consistency. The implication of Freedman's (1963) result is that the collection of all possible "good pairs" of true parameter values and priors which lead to consistency is extremely narrow when the size is measured topologically. A set F is called meager and considered to be topologically small if F can be expressed as a countable union of sets C i , i ≥ 1, whose closures C i have empty interior. Freedman (1963) showed that the collection of the "good pairs" is meager in the product space . It is therefore important to provide the set of conditions that ensure a proposed nonparametric modeling scenario fits into the meager collection in infinite-dimensional spaces.
For the Gaussian kernel and the Dirichlet Process prior of the mixing distribution, asymptotic properties, such as consistency, and rate of convergence of the posterior distribution based on kernel mixture priors were established by Ghosal, Ghosh, and Ramamoorthi (1999) , Tokdar (2006) , and Ghosal and van der Vaart (2001, 2007) . Similar results for Dirichlet mixture of Bernstein polynomials were shown by Petrone and Wasserman (2002) , Ghosal (2001) and Kruijer and van der Vaart (2008) . Petrone and Veronese (2010) derived consistency for general kernels under the strong condition that the true density is exactly of the mixture type for some compactly supported mixing distribution, or the true density itself is compactly supported and is approximated in terms of Kullback-Leibler divergence by its convolution with the chosen kernel. Wu and Ghosal (2008, 1 Although consistency is intrinsically a frequentist property, it implies an eventual agreement among Bayesians with different priors. For a subjective Bayesian who dispenses of the notion of a true parameter, consistency has an important connection with the stability of predictive distributions of future observations -a consistent posterior will tend to agree with calculations of other Bayesians using a different prior distribution in the sense of weak topology. For an objective Bayesian who assumes the existence of an unknown true model, consistency can be thought of as a validation of the Bayesian method as approaching the mechanism used to generate the data (Ghosal and van der Vaart, 2011) . As pointed out by a referee, our treatment of posterior consistency is concerned with the behavior of the posterior with respect to draws from a fixed sampling distribution, and so can be viewed as frequentist style asymptotics. Shen and Ghosal (2011) and Canale and Dunson (2011) showed consistency for DP location-scale mixtures based on multivariate Gaussian kernel. We extend on these results by analyzing a kernel composed of a copula density with location-scale marginals.
The remainder of the paper is organized as follows. In Section 2 we provide the details of the proposed copula-based factorization scheme, along with a specific kernel choices of Gaussian mixtures for the marginals and Bernstein random polynomial copula for the link function. In Section 3, we derive posterior consistency in the weak topology for general classes of kernels under high level conditions and the Bernstein-Gaussian case under low level conditions. In Section 3 we establish strong posterior consistency for the Bernstein-Gaussian scenario. In Section 4 we present the results of a Monte Carlo experiment, comparing the accuracy of estimation of a multivariate joint density between our Bernstein-Gaussian copula mixture and the popular multivariate Gaussian mixture.
Section 5 concludes.
Factorization for Infinite Mixture Models
Setup
Throughout, we will use the notation and terminology of Wu and Ghosal (2008) , henceforth WG, where applicable. Let X be the sample space with elements x, Θ the space of the mixing parameter θ, and Φ the space of the hyper parameter φ. Let D(X ) denote the space of probability measures F on X . Denote by M(Θ) the space of probability measures on Θ and let P be the mixing distribution on Θ with density p and a prior Π on M(Θ) with weak support supp(Π). Denote the prior for φ by μ, and the support of μ by supp(μ), with μ independent of P. Let K(x; θ, φ) be a kernel on X × Θ × Φ, such that K(x; θ, φ) is a jointly measurable function with the property that for all θ ∈ Θ and φ ∈ Φ, K(•; θ, φ) is a probability density on X .
Π, μ and K(x; θ, φ) induce a prior on D(X ) via the map
(the so-called type II mixture prior in WG). Denote such composite prior by Π * .
Copula Kernel
We consider a kernel with the structure
is the product of univariate kernels of the marginals in
of distribution functions of the marginals
with copula parameter vectors θ c and φ c . F (x; θ m , φ m ) collects the univariate marginals of the d-variate kernel in (2.2). In essence, these are univariate kernels such as Gaussian kernels, with mixing parameters θ m and hyper parameters φ m .
The copula counterpart of the mixed joint density (2.1) takes the form
where
The mixing parameter θ enters through both the marginals and the copula which complicates the analysis relative to cases when K(x; θ, φ) in (2.1) is a single kernel, such as the multivariate Gaussian.
Let Θ m × Φ m denote the space of parameters in marginals and let Θ c × Φ c denote the space of
This means that our setup effectively assumes that the space of copula parameters and space of marginal parameters form a Cartesian product, which seems to be a standard assumption in the copula literature.
Random Bernstein Polynomial Copula Density
associated with P c is defined as
The order k controls the smoothness of B k,P c , with a smaller k s associated with a smoother function along the dimension s. For P c (0, 1, . . . , 0) = . . . = P c (1, . . . , 1, 0) = 0,
is a probability distribution function on [0, 1] d and is referred to as the Bernstein distribution associated with P c . As min{k} → ∞, B k,P c (u) converges to P c at each continuity point of P c and if P c is continuous then the convergence is uniform on the unit cube [0, 1] d (Sancetta and Satchell, 2004; Zheng, 2011) .
The derivative of (2.5) is the multivariate Bernstein density function
where w k,P c (j) = ΔP c ((j − 1)/k) are mixing weights derived using the forward difference operator Δ, β(•; γ, δ) denotes the probability density function of the Beta distribution with parameters γ and δ, and
is replaced by the point {0}. The mixing weights w k,P c (j) are the probabilities of Cube(j, k) under P c . The Bernstein density function b k,P c (u) can thus be viewed as a mixture of beta densities, and is a probability density function over [0, 1] 
It can also be viewed as a smoothed version of a discrete, or empirical, copula. As an example, let
where 1 is a vector of ones. It can be shown that
Now consider smoothing M k . Define a vector of smoothing functions
, where m jl is the relevant element of M . Then, the Bernstein copula density in (2.6) is obtained if f j (u) contains β-densities with parameters {(a, b) :
Being a mixture of (a product of) β-densities, the Bernstein copula density assigns no weight outside [0, 1] d and thus avoids any boundary problems. It is a density by construction; at the same time, it does not impose symmetry, contrary to the conventional kernels such as multivariate Gaussian Ghosal, 2008, 2010) . As a density corresponding to B k,P c (u), b k,P c (u) converges, as
exists, and if p c is continuous and bounded then the convergence is uniform (Lorentz, 1986) . Uniform approximation results for the univariate and bivariate Bernstein density estimator can be found in Vitale (1975) and Tenbusch (1994) . Petrone (1999a,b) 
We adopt the multivariate Bernstein density function as a particular case of the copula density kernel in (2.2): (1999b) , p. 383, can be specified as follows:
where y i = (y 1i , . . . , y di ) are latent random variables determining the hidden labels associated with
and φ c = k. P c0 , a probability measure on [0, 1] d that is absolutely continuous with respect to the Lebesgue measure, is the baseline of the Dirichlet process DP (α c , P c0 ) with concentration parameter α c . We set P c0 to be uniform on [0, 1] d and, following Petrone (1999a) , α c = 1. As a prior for the discrete distribution μ(k) we further use the
The posterior then follows directly from Petrone (1999a) who also proposes a sampling algorithm for the posterior that we follow in the implementation.
For the marginal univariate kernel in (2.3) we consider a product of univariate Gaussian kernels
with θ ms = {ν s , σ 2 s } and φ ms being a vacuous parameter. The prior structure for the marginal is then
with P m0 for {ν s , σ 2 s } composed of N (ν s0ν , σ 2 s0ν ) and InvGamma(γ s01 , γ s02 ), respectively.
Weak Consistency
In this section we first specify general high-level conditions on K c (u; •), K m (x; •), f 0 , and the associated priors under which f P,φ (x) is consistent at f 0 . These general conditions cover a wide range of copula and marginal kernels. We then verify that the general conditions are satisfied under a set of low-level conditions for the specific case of the Bernstein polynomial copula and Gaussian marginals. Schwartz (1965) showed that posterior consistency at a "true density" f 0 holds if the prior assigns positive probabilities to a specific type of neighborhoods of f 0 defined by Kullback-Leibler divergence measure (the so-called Kullback-Leibler property) and the size of the model is restricted in some appropriate sense. For the weak topology, the size condition for the weak consistency holds automatically (Ghosal, Ghosh, and Ramamoorthi 1999, Theorem 4.4.2) . Thus the Kullback-Leibler (K-L) property is tantamount to weak posterior consistency.
Let F denote the set of all possible joint densities with respect to probability measures in D. Define a Kullback-Leibler (K-L) neighborhood of a density f ∈ F of size ε by
where f log(f /g) is the K-L divergence between f and g. By convention, we say that the K-L property holds at f 0 ∈ F or f 0 is in the K-L support of Π * , and write
for every ε > 0.
WG's Theorem 1 and Lemmas 2 and 3 specify high-level conditions under which the K-L property holds for a mixture density f P,φ (x) of the generic kernel K(x; θ, φ) in (2.1). They further show that these conditions are satisfied under lower-level conditions for specific kernel types, such as the location-scale kernel, gamma kernel, random histogram, and the Bernstein polynomial kernel.
Our analysis will proceed similarly by showing that the high-level conditions of WG's Theorem 1 and Lemmas 2 and 3 are satisfied for the copula kernel in (2.2). Our copula kernel is a composite function of the special cases treated in WG -the location scale kernel and Bernstein polynomial kernel -in that an integral of the former enters as an argument of the latter. Hence WG conditions derived for each kernel separately need to be further developed and linked together to show consistency of the resulting composite copula kernel which we do here. In Technical Appendix A, we restate WG Theorem 1, and Lemmas 2 and 3 for the sake of completeness using our notation so that we can seamlessly refer to the assumptions used by WG.
The K-L Property of a General Copula Mixture
The copula kernel K c (•) contains an integral expression and it is difficult to impose low-level conditions on it directly without specifying its functional form. Hence we will state the following Theorem in terms of relatively high-level conditions which will be subsequently verified for a specific functional form of the copula kernel. The Theorem can be somewhat loosely regarded as the copula kernel counterpart of WG Theorem 2, but under higher-level conditions. Whenever φ and θ share a common general prior, we will drop φ from the notation without loss of generality.
For any ε > 0, let P ε ∈ W ⊂ M(Θ) and φ ε ∈ A ⊂ Φ. In what follows φ will usually be subsumed by θ, so instead of f Pε,φε we will write f P ε . Let f 0 (x) = f P 0 (x) denote the true density. Assume the following set of conditions hold.
B2. For some 0 < p < ∞, 0 < p(θ) < p for all θ;
B3. K m (x; θ m ) is continuous in x, positive, bounded and bounded away from zero everywhere;
B6. The weak support of Π is M(Θ).
Condition B1 requires the true density to be bounded and bounded away from zero. Conditions B2 and B3 specify regularity conditions and f 0 -integrability of the kernels and their integrals. There is a variety of different copula and location-scale kernel choices that satisfy these conditions. Conditions B4 and B5 provide integrability and boundedness restrictions on the copula and marginal densities.
Condition B6 is relatively weak and does not make any specific assumptions on Π other than requiring that it has large weak support. Thus, Π covers a wide class of priors including the Dirichlet process. Theorem 1. Let f 0 (x) be the true density and Π * an induced prior on F (X ) with the kernel function
implying P ∼ Π, and given P, θ ∼ P. If K c (•), K m (•), and f 0 (x) satisfy conditions B1-B6 then f 0 ∈KL(Π * ).
Proof of Theorem 1:
The proof is based on invoking WG Theorem 1, stated in Technical Appendix A, and showing that its conditions A1 and A3 are met. Since in our Theorem 1 φ is subsumed as a part of θ, a separate case for Condition A2 is redundant. To satisfy Condition A1, it suffices to show that for all r > r * with some r * < ∞, there exists f Pr (x) such that
pointwise and that
Then, by the Dominated Convergence Theorem (DCT),
which implies that Condition A1 is satisfied. Now, define the probability density on a compact truncation of the parameter space as
Let P r denote the probability measure corresponding to p r . Thus, by construction,
Using conditions B2, B3, and (3.4), another invocation of the DCT yields (3.6) lim
pointwise in x for each θ. (3.6) then implies (3.1) using composition of limits and condition B1.
In order to show (3.2), we will provide bounds for the sequence f Pr (x) in r. First, using (3.3) and conditions B2 and B5,
Due to (3.7), for all r, since f Pr (x) → f 0 (x) and v r → 1 as r → ∞, there exists an r * such that for all r > r * ,
Combining (3.7) and (3.8),
Second, by Conditions B2, B3 and (3.5) there exists a function g(x) such that f P r (x) ≥ g(x) > 0 for all r and x ∈ X , and hence
The inequalities (3.9) and (3.10) combined yield (3.2), thus completing verification of Condition A1.
To show Condition A3, it suffices to verify conditions A7-A9 of WG Lemma 3, stated in Technical Appendix A. Let P ε in the statement of WG Theorem 1, also provided in Technical Appendix A, be chosen to be P r which is compactly supported. By Condition B6, P ε ∈ supp(Π). Condition A7 is satisfied by condition B4. Condition A8 is satisfied by Condition B3. Condition A9 is satisfied by condition B5.
Now consider the case of the full copula kernel specification of (2.2) where φ = {φ m , φ c } is a hyperparameter with prior μ = μ m × μ c separate from P. Assume that μ and P are a-priori independently distributed. Now the prior Π * for density functions on X is induced by Π × μ via the mapping (P, φ) → f P,φ where f P,φ is given in (2.4). In this case condition B6 is replaced by the following condition:
B6'. The weak support of Π is M(Θ × Φ).
Then the following Theorem applies:
Theorem 2. Under conditions B1-B5 and B6', for f P,φ given in (2.4), f 0 ∈KL(Π * ).
Proof of Theorem 2:
The proof of the theorem is virtually identical to the proof of Theorem 1 for verifying Conditions A1 and A3. In contrast to Theorem 1, the weak support of Π is now M(Θ × Φ) and the Condition A2 of WG Theorem 1 now also needs to be satisfied. Condition A2 holds under conditions A4-A6
given WG Lemma 2, stated in Technical Appendix A. Conditions A4 and A5 are satisfied by our Condition B6'. Condition A6 is satisfied by our Conditions B4 and B5. In summary, under the Conditions A1-A3 we can now invoke WG Theorem 1 completing the proof.
The K-L Property of the Random Bernstein Polynomial Copula
We will now show that the conditions B1-B5, and B6' of Theorems 1 and 2 are satisfied by the specific cases of the Bernstein random polynomials for the copula (2.7) along with the Gaussian marginal kernel (2.8), under their respective priors. Condition B1 is assumed for the unknown true density function and will be maintained throughout. Conditions B2 and B6' are satisfied by construction for the Dirichlet distribution and Dirichlet process priors considered. Condition B3 is satisfied by the marginal Gaussian kernel provided that its variance stays strictly positive, which is attained by the inverse gamma prior for the inverse variance. For Condition B4, f 0 -integrability 
Strong Consistency
The conditions discussed in previous section ensure weak convergence of the Bayesian estimate of the density to the true density f 0 , that is, they guarantee that asymptotically the posterior accumulates in weak neighborhoods of f 0 . However, as argued in Barron, Schervish and Wasserman (1989) , among others, there are many densities in the weak neighborhood that do not resemble f 0 and consistency in a stronger sense is more appropriate.
General conditions for strong posterior consistency
Define the Hellinger distance
and a strong ε-neighborhood of f 0
A posterior is said to be Hellinger consistent (or strongly consistent) at f 0 if Π(V ε |x 1 , . . . , x n ) → 1 in P f 0 -probability for any Hellinger neighborhood V ε of f 0 . That is, the posterior will attach a high probability (asymptotically equal to 1) to any strong neighborhood of the true f 0 . As before, the approach due to Schwartz (1965) suggests that posterior consistency is obtained by putting appropriate size restrictions on the model and conditions on the support of the prior defined by the Kullback-Leibler property. The K-L property holds by the arguments of the previous section.
However, the size condition does not hold automatically for the strong topology and one has to resort to the technique of truncating the parameter space, depending on the sample size (Canale and Dunson, 2011; Ghosal, 2010, Section 2.4) . The size condition is imposed by controlling the size of the truncated parameter space, also known as the sieve.
Let F n ⊂ F , n ≥ 1, denote a sieve for F , the set of joint densities we consider. A set of pairs of functions (l q , u 1 ), . . . , (l r , u r ) is called an ε-bracketing for the set F n if d H (l j , u j ) ≤ ε for j = 1, . . . , r and for every f ∈ F , there exists 1 ≤ j ≤ r such that
) denote the minimum number of brackets of size δ needed to cover F n , that is,
) is known as the δ-bracketing number of F n with respect to the metric d and its logarithm J [] (δ, F n , d) is known as the metric bracketing entropy (Kolmogorov and Tikhomirov, 1961) .
Based on the results of Wasserman (1998) and Barron, Schervish, and Wasserman (1999), Petrone and Wasserman (2002) list the appropriate sufficient conditions for Hellinger consistency as follows:
C2. Π(F c n ) < c 1 exp(−nc 2 ) for some constants c 1 , c 2 > 0; C3. The entropy J [] (δ, F n , d H ) satisfies the following condition: for every ε > 0 there exist constants c 3 and c 4 such that
In essence these conditions (specifically, conditions C2 and C3) balance the size of the sieve F n and the prior probability of the sieve components Π(F n ): the integrated bracketing entropy of F n has to grow slower than linearly with √ n, while the prior probability assigned outside F n has to decrease exponentially with n. Weaker conditions using covering numbers, rather than bracketing numbers, are available from Ghosal, Ghosh, and Ramamoorthi (1999) . However, since the bracketing number bounds the covering number (Kosorok, 2008, p. 160-163) , the fundamental idea of the balancing between the size of the model and the prior probability assigned outside the sieve remains the same.
In the multivariate case, the metric entropy of the sieve components may quickly increase with increasing dimensions. Wu and Ghosal (2010) and Canale and Dunson (2011) argue that this substantially restricts the set of useable sieves in the multivariate setting: if the sieve is too small, this will restrict the prior; if it is too large, this may lead to an exploding entropy. This makes it difficult to provide general results on posterior consistency in multivariate settings. In what follows
we focus on the case of the Bernstein-Gaussian prior.
Hellinger consistency of Bernstein-Gaussian posterior
We build on the results of Petrone and Wasserman (2002) by constructing a suitable sieve in the space of multivariate densities and showing that conditions C2-C3 hold for it. We start by rewriting our mixed density (2.4) using the Bernstein-Gaussian setting as follows:
where, as before, θ contains θ c = w k,Pc and θ ms = {υ s , σ 2 s }, s = 1, ..., d, while φ contains only φ c = k = (k 1 , . . . , k d ) since φ ms is empty. The advantage of the Bernstein copula based density is that the weights w k,Pc come from the simplex s k , and the density can be viewed as an infinite mixture of multivariate parametric densities, as min{k} → ∞, similar to the stick breaking representation of Sethuraman (1994) .
, and let π(k ) stand for w k,Pc . Then, f (θ, φ) can be written as follows
e − (xs−νs) 2 2σ 2 s and with K → ∞ as min{k} → ∞. We can now follow the standard proof based on bracketing entropy bounds for a simplex (Petrone and Wasserman, 2002; Genovese and Wasserman, 2000) .
First, note that the bracketing number of the family of parametric densities g k (θ m , φ m ) is generally proportional to ε −2d since the dimension of (θ m , φ m ) is 2d. Moreover, if |υ s | ≤ m and σ 2 ≤ σ 2 s ≤ σ 2 for some positive constants m, σ and σ, then the bracketing number is bounded by c ε 2d for a positive constant c depending on m, σ and σ (see, e.g., Genovese and Wasserman, 2000) . Now, the bracketing number of the family f (θ, φ) is bounded by the product of the bound for the simplex and that for g k (θ m , φ m ). So, for a fixed d and bounded (θ m , φ m ), in order to bound the bracketing entropy of the space of f (θ, φ) we only need to bound the bracketing entropy of the simplex.
Second, let B k denote the class of Bernstein densities of order k and let G k denote the class of densities g k (θ m , φ m ), where the order is indexed by k instead of k = {k 1 , . . . , k d }. In our case, the role of the sieve F n is played by the set of Bernstein-Gaussian densities of order K n or lower, that is,
(The subscript n distinguishes a sample-specific value of an index, e.g., K n , k jn , from a generic value, e.g., K , k j .) Theorem 3. Let |υ s | ≤ m and σ 2 ≤ σ 2 s ≤ σ 2 for some m > 0, 0 < σ < σ. Suppose that there exists K n → ∞ such that K n = o(n) and such that 
So, condition C2 holds. Then, by Theorem 2 of Genovese and Wasserman (2000) , there exists a constant c > 0 such that, for all 0 < ε ≤ 1,
, which, after integrating and noting that K n + 2d = o(n), gives condition C3 for all large enough n.
Clearly the index change is done here only for convenience of the proof. The rate assumption on the bound for index k implies an assumption on k. For example, if the number of grid points k jn
This point is used in the following corollary.
, and the other assumptions of Theorem 3 hold, then the posterior from the Bernstein-Gaussian prior is Hellinger consistent at f 0 .
Monte Carlo Experiment
In this Section we perform a Monte Carlo experiment, comparing the accuracy of multivariate density estimation between our Bernstein-Gaussian mixture and a multivariate Gaussian mixture, which is arguably the default option in applications. Our data generating process (DGP) was inspired by the univariate multimodal densities of Marron and Wand (1992) . The density from which our artificial data were generated is a κ-mixture of multivariate skew-Normal density kernels (Azzalini and Capitanio, 1999) . A d-dimensional random variable x is said to have a multivariate
, if it is continuous with density
where ξ 
where z 0 ∈ R, z ∈ R d , and Ω * is a correlation matrix, then
Ω −1 δ. Correspondingly, for a given shape parameter η, δ can be derived from η for use in (5.2) as δ = 1 + η T Ωη −1/2 Ωη. Moreover, for the scaling matrix A, it holds that and Capitanio, 1999 , Proposition 3).
We will first describe the DGP for d = 2 and then elaborate on it as generalized to higher dimensions. We set the number of DGP kernels as κ = 5 with equal weights, and used the first kernel, multivariate Normal with −1/d correlations in Ω but without skewness (η = 0), centered at zero as the anchor for the DGP. In the remaining kernels, we specified the correlations in Ω as 1/κ, the shape vector η = 5, and the scale matrix A = diag(a s ), a 1 = 3/2, a s = 4/5 for s = 2, . . . , d.
In order to achieve kernel locations evenly spread in space with distinct multimodal features but with tails overlapping with the first kernel to avoid complete separation, we divided 2π radians (360 • ) into (κ − 1) equal angles and shifted out the kernel center locations x under these angles until the ratio of the center kernel to the new kernel at x fell to 10 −3 . For higher dimensions d > 2
we kept the same DGP parameters, and shifted out every odd dimension under the same angle as the first dimension, and every even dimension under the same angle as the second dimension. For d = 2, this DGP generated the joint density shown on Figure 1 . Figure 2 shows the scatterplot for a simulated sampe from that joint density. [−7, 7] and summed over the grid points. The results, for sample sizes 250, 500, 750, 1, 000, 2, 000 and 3, 000, averaged over 10 different samples from the DGP, for 2, 3 and 4 dimensional densities, are presented in Table 1 below.
As the results indicate, the BG mixture model improves on the MVN mixture model by reducing the MAD measure by up to a third, though the reduction abates with higher sample sizes and dimensions. The improvement can be visually corroborated by examining the plots of the two dimensional MVN estimate and BG estimate in Figures 3 and 4 below. The DGP is based on four clusters of skewed multivariate Normal density kernels centered around a Normal kernel. The MVN estimate in Figure 3 concentrates very few multivariate Normal kernels in the cluster locations and appears to misrepresent the degree of skewness in the DGP. Moreover, the relative weights of the estimated clusters apparent from the 3D density plot does not reflect well the DGP cluster weights.
In contrast, the contour plot of the BG estimate in Figure 4 appears to capture more accurately the degree of skewness present in at least three of the estimated clusters. Their height in the 3D density plot seems to reflect their relative equal weight similarly to the DGP. Furthermore, the BG nonparametrically estimated copula function is given in Figure 5 .
Conclusions
In this paper, we propose a factorization scheme for Bayesian nonparametric mixture models based on modeling separately the marginals as univariate infinite mixtures linked by a nonparametric random copula function. We show that this scheme leads to an improvement in the precision of a density estimate in finite samples. We show weak posterior consistency of the copula-based mixing scheme for general kernel types under high-level conditions, and strong posterior consistency for a model with univariate Gaussian marginal mixing kernels and random Bernstein polynomial for the copula, under the Dirichlet process prior. Standard deviations over 10 simulated data sets are given in brackets. 
Technical Appendix B
For the implementation of the copula hierarchical model, Petrone (1999a) introduces a hybrid sampler with an additional Gibbs block sampling auxiliary parameters {y} n v=1 that provide information about the hidden labels associated with the implied latent class mixture model. Patrone's (1999a) sampling of the conditional posterior for y v corresponds to the method suggested by Escobar (1994) which was subsequently shown in the literature to perform inefficiently. An improved version with additional resampling of the latent class locations in an extra step was proposed by Bush and McEachern (1996) which we implement here. The algorithm, based on the exposition in Neal (2000) , Algorithm 2, is as follows.
Let ψ v denote the latent class associate with v th observation and let φ ψ denote the parameters that determine the distribution of observations in that class. Let ψ −v denote all ψ i such that i = v and denote by n −v,ψ the number of ψ i for i = v that are equal to ψ. Denote a normalizing constant by b. Let the state of the Markov chain consist of ψ = (ψ 1 , . . . , ψ n ) and δ = (δ ψ : ψ ∈ {ψ 1 . . . , ψ n }) . Repeatedly sample as follows:
(1) For v = 1, . . . , n : If the present value of ψ v is associated with no other observation, remove δ ψv from the state. Draw a new value for ψ v as follows: (a) With probability P (ψ v = ψ|ψ −v , x v , δ) = b n −v,ψ n − 1 + α c β (x v ; θ(y ψ , k), k − θ(y ψ , k) + 1) set y v = y ψ for all ψ such that ψ = ψ i for some i = v, and (b) with probability P (ψ v = ψ i for all i = v|ψ −v , x v , δ) = b α c n − 1 + α c k j=1 w 0,jk β (x v ; j, k − j + 1) where w 0,jk = F 0 (j/k) − F 0 ((j − 1)/k), draw a value for y ψv from f 0 (y)β (x v ; θ(y, k), k − θ(y, k) + 1) and add it to the state.
(2) For all ψ ∈ {ψ 1 . . . , ψ n } : Draw a new value from y ψ |∀v for which ψ v = ψ, that is from the posterior distribution based on the prior F 0 and all the data points currently associated with latent class ψ.
