l+k X X C(v l ;w k )(2j j) jv l j+jw k j+1 + o ;B (1) uniformly for 0 < j j < 1:
The coe¢ cients C(v l ; w k ) are independent of and T The sum is over vectors v l ;w k with integer components no greater than and are of dimension l and k respectively.
One main di¢ culty in applying this theorem is its complexity. The constants C(v l ; w k ) involve sums of the form X n x i log j (n) log (n + k); (0.1)
where i log j (n) = i (n) log j (n) and i (n) denotes the i-fold convolution of the von Mangoldt function (n): Sums of this type are usually very intricate.
I am currently using the theorem to estimate the size of small gaps between consecutive zeros of ( ) (s) and the proportion of simple zeros of ( ) (s). I then intend to use it to study the class numbers of imaginary quadratic …elds. So far I have shown that the proportion of simple zeros of 0 (s) is greater than 0.8584 (on RH). Twenty-…ve years ago Brian Conrey [2] obtained an unconditional result of 0.7869, but this hasn't been improved even on the Riemann Hypothesis till now. I expect corresponding improvements for the higher derivatives. Another consequence of our results is that the zeros tend to even out when we take high derivatives. This is consistent with work of Farmer and Rhoades [10] which says that the zeros of successive derivatives of any entire function with zeros on a line will do this.
The Class Number Problem was one of the motivations for Montgomery's work and mine. It is known that if one can show that suf…ciently many zeros of zeta have spacings less than half the average spacing, one can obtain an e¤ective lower bound for class numbers of imaginary quadratic …elds. I am trying to show that a similar result holds if there are many small spacings of zeros of ( ) (s). We could then use our information on spacings from our pair correlation theorem above to see if we obtain a strong enough result to say something about class numbers. Since the zeros of higher derivatives behave less erratically then those of the zeta-function itself, we might obtain a large supply of small gaps. On the other hand, small gaps tend to get larger with di¤erentiation, so they might not be small enough. This remains to be seen.
I am also working on a new method for estimating discrete moments of the Riemann's zeta-function, (s). If this is …nished in time, it will be a second part of my thesis. The theory of mean value estimates, or "moments"of the zeta-function, has a very long history that traces back to Hardy and Littlewood and is of fundamental importance in studying the zeros of (s): The moments are de…ned as
for k any real number and 1=2. For negative values of k 1=2, we require that > 1=2 and assume all the zeros of (s) are simple. We also de…ne the discrete moments
where runs over the complex zeros of the zeta-function. Many outstanding mathematicians have worked in this …eld since Hardy and Littlewood, and they have obtained a number of important results and created new techniques. One of the recent techniques is the so called "ratios conjecture". By using this conjecture, Conrey and Snaith [5] have been able to guess very precise answers to a wide variety of problems that are of interest in number theory.
But there is a certain class of important moments that the ratios conjecture can not handle, namely, the discrete moments for positive real values of k > 0 (as opposed to integral k), and the negative values 3=2 < k < 0. My adviser found a way to handle the case k = 1 and he suggested that I try to generalize it so that it becomes a method. If this works we expect a result of the form where = 1=2 + i and C k is a certain constant depending on k:
It will then be interesting to compare our conjecture with the random matrix predictions for such sums given by Hughes, Keating, and O'Connell in [11] .
