Abstract-In this paper we study the problem of tracking an object moving randomly through a network of wireless sensors. Our objective is to devise strategies for scheduling the sensors to optimize the tradeoff between tracking performance and energy consumption. We cast the scheduling problem as a Partially Observable Markov Decision Process (POMDP) where the control actions correspond to the set of sensors to activate at each time step. Using a bottom-up approach, we consider different sensing, motion and cost models with increasing level of difficulty. At the first level, the sensing regions of the different sensors do not overlap and the target is only observed within the sensing range of an active sensor. Then, we consider sensors with overlapping sensing range such that the tracking error, and hence actions for different sensors, are tightly coupled. Finally, we consider scenarios wherein the sensors' observations assume values on a continuous space. An exact solution is generally intractable even for the simplest model due to the dimensionality of the information and action spaces. Hence, we devise approximate solution techniques and in some cases derive lower bounds on the optimal tradeoff. The generated scheduling policies, albeit suboptimal, often provide close-to-optimal energytracking tradeoffs.
I. INTRODUCTION
In large networks of inexpensive sensors with small batteries, the sensor nodes are typically required to operate on limited energy budgets. Sensor management can prolong the lifetime of a sensor network and conserve scarce energy resources. However, inefficient management could result in severe performance degradation. This has led to a significant body of research work on sensor management for tasking sensors in dynamically evolving environments [1] - [4] .
In this work, our goal is to study the fundamental theory of sensor scheduling for tracking applications. We consider a network of n sensors tracking a single object. Sensors can be turned on or off at consecutive time steps. At time k, the permissible control actions for an n-sensors problem are ndimensional binary vectors, i.e., vectors in {0, 1}
n . We adopt a bottom-up approach where we consider various sensing, motion and cost models with increasing level of difficulty and devise suboptimal scheduling policies to balance the tradeoff This work was funded in part by a grant from the Motorola corporation, a U.S. Army Research Office MURI grant W911NF-06-1-0094 through a subcontract from Brown University at the University of Illinois, an NSF Graduate Research Fellowship, and by a Vodafone Fellowship. between energy expenditure and tracking performance. In some cases we are also able to derive lower bounds on the optimal energy-tracking tradeoff.
Due to noise and model uncertainties, natural limitations of the measurement devices, or incomplete data about the surroundings, we need to design scheduling policies when the system's state is only partially observable to the controller. Partially-Observable Markov Decision Processes (POMDPs) provide a natural framework for addressing sequential decision problems where the goal is to find a policy (strategy) for selecting actions based on the information available to the controller while addressing both short-term and long-term benefits and costs. Solving POMDPs optimally is generally intractable. This has led to a number of POMDP approximations [5] - [8] . In this paper, we use a subset of approximate solution techniques based on reduced-uncertainty and point-based approximations. The former assumes that more information would be available to the controller at future time steps, and the latter solves a reduced optimization problem based on a relatively small subset of sampled beliefs about the object's state. We devise different approaches to address the complexity of the decision and the observation spaces.
The remainder of this paper is organized as follows. In Section II, we describe the tracking problem and define the optimization problem. In Section III we describe approximate strategies to generate suboptimal scheduling policies. In Section IV, we present some experimental results, and finally, in Section V, we provide some concluding remarks.
II. SCHEDULING PROBLEM
In this section, we describe the tracking problem and define the sensing, transition and cost models, as well as the optimization problem, for the models considered in this paper. Depending on the structure of the model, we devise approximate methods to address the associated difficulties and generate efficient scheduling policies. Vectors are denoted by bold lower-case letters. The indicator function is denoted 1I {.} .
A. Simple sensing, observation and cost models
In this model, the network is divided into n distinct cells, one for each sensor. In [9] we relax this assumption and account for sensors with overlapping visibility regions. An (n + 1) × (n + 1) probability transition matrix P describes the motion of the target through the field of interest. The extra state is for an absorbing cost-free termination state of the Markov chain which is reached when the object leaves the network. It is further assumed that all information about the object trajectory is stored at some central unit and is used to determine the control actions for the different sensors. The action vector at time k, denoted u k , is a binary vector of size n × 1, where the -th entry, u k, , corresponds to the decision for sensor . In this simplistic model, we assume that the target is perfectly observable within the cell of an awake sensor or if it reaches the terminal state τ , otherwise it is unobservable (erasure). Thus, the observation s k at time k is defined according to:
( 1) where b k denotes the target state at time k and ε stands for erasure. At each time step, the incurred cost g is the sum of the energy and the tracking costs. An energy cost of c ∈ (0, 1] per unit time is incurred for every active sensor and a tracking cost of 1 for each time unit that the object is not observed. The problem terminates once τ is reached and no further cost is incurred. Hence,
B. Continuous observation and arbitrary cost models
In this class of models, the object sensing model allows for an arbitrary distribution for the observations given the current object location. Tracking cost is modeled as an arbitrary distance measure between the actual and the estimated object location. We omit time indexing whenever time evolution is well-understood to avoid cumbersome notation. We consider the following observation model for illustration, however, our approach is fairly general
where, s is an n × 1 continuous observation vector with the i-th entry, s i , representing the observation of sensor i, p i , i = 1, . . . , n, is the position of the i-th sensor, b is the target state, and ε stands for erasure. In (3), the observation of an active sensor is Gaussian with a mean received signal strength inversely proportional to the square of the distance between the sensor and the actual target location. The observation of an inactive sensor is just an erasure. The estimated target location (given all history) is denotedb. We define the tracking error through an arbitrary distance measure d (b,b) , which can be a hamming distance, d(b,b) = 1 {b =b} , or Euclidean distance for discrete and continuous state spaces, respectively.
C. Optimal scheduling policy
The design of an optimal scheduling policy depends on the history up to time k, i.e., on the information state
of the target's state given I k is a sufficient statistic for this class of partially observable processes. The distribution p k , also known as belief, summarizes all information needed for optimal control. The sufficient statistic forms a Markov process whose evolution can be obtained through Bayes' rule updates. The policy μ k (I k ) is defined as a mapping from information states I k to control actions u k . The goal is to design a policy that minimizes the expected sum of costs. Since we are dealing with an infinite horizon stochastic shortest path problem with a costfree inevitable termination state, a stationary policy μ * (.), i.e., one which does not depend on k, is optimal in the class of history-dependent policies and p k is a sufficient statistic for control [10] , i.e., u *
, is defined through a timeinvariant mapping from the belief space to the action space. The optimal actions are obtained from the solution of the Bellman equation
where J(.) is the value function and φ(.) defines a transformation mapping the current belief p, the current control vector u, and the future observation s to a future belief. Note that we removed the time dependence due to the aforementioned time invariance property. For continuous observations, summation over s is replaced by an integration.
III. APPROXIMATE SOLUTIONS AND LOWER BOUNDS
There are a number of algorithms for solving POMDPs exactly [11] - [13] . These algorithms rely on the powerful result of Sondik that the optimal value function for any POMDP can be approximated arbitrarily closely using a set of hyper-planes (α-vectors) defined over the belief simplex [11] . However, solving POMDPs optimally is generally intractable. Intractability of the optimal solution for our problem is primarily due to: (i) The cost function is minimized over the simplex of probability distributions, i.e., an (m − 1)-dimensional belief simplex for m-state discrete state-space models; (ii) The exponential explosion of the action space with the number of sensors (2 n actions); (iii) The exponential growth of the α-vectors with the planning horizon and with the number of observations, especially for continuous observation models (Section II-B). Hence, we resort to approximate solution methodologies which we describe next.
A. Approximate solutions 1) Reduced future uncertainty policies: First, we consider approximations where it is assumed that more information becomes available to the controller at future time steps. Policies based on the assumption that uncertainty in the current belief state will be gone after the next action were first introduced within the artificial intelligence community and known as Q MDP policies [6] . Under an observable-aftercontrol assumption, our sensor scheduling problem decomposes into n simpler subproblems, one subproblem per sensor, for the simplistic model of Section II-A. These subproblems can then be solved exactly using policy iteration. Furthermore, in this case, the Q MDP solution provides us with a lower bound on the optimal tracking-energy tradeoff. Unfortunately, this natural decomposition does not extend to the other class of models due to the inherent coupling of their tracking errors. However, based on intuition gained from the simplistic model, we artificially decouple the scheduling problem for those models and individually learn tracking costs corresponding to each subproblem under the aforementioned Q MDP assumption. This approach combines Q MDP with reinforcement learning [14] . For brevity we omit the details and refer the reader to [9] .
2) Point-based policies: Second, we develop sensor scheduling strategies based on point-based approximations. Despite the fact that the generated Q MDP based policies perform reasonably well, generally the resulting policies will not take actions to gain information (effect of the observableafter-action assumption). Furthermore, while decoupling the scheduling problem provides close-to optimal performance for uncoupled or lightly-coupled sensing and tracking models (see Section IV), it might come at the expense of reduction in solution quality for more realistic or heavily-coupled models. While our previous approach reduced complexity via decoupling and learning, the key idea here is to optimize the value function only for a small set of reachable beliefs P and not over the entire belief simplex. Point-based methods have shown great potential for approximating the value function for large scale POMDPs mostly for robotic applications [5] , [7] , [15] . These algorithms were designed to deal with large state spaces, yet, two extra difficulties in the scheduling problem arise from the size of the action space 2 n and the observation space (for the model in Section II-B). Regarding the dimensionality of the action space, we devise a strategy to sample actions based on the support of the beliefs and the sparse structure of the transition models. Note that the Bellman equation in (4) involves a minimization over the control space U which is exponential in the number of sensors. Intuitively, an object can only move from one side of the network to the other side within time constraints rendering exponentially many scheduling actions irrational at certain times. The idea is to exploit the structure of the scheduling/tracking problem. Since the target transition model is naturally sparse, we predict relatively small uncertainty regions for the target state at future time steps. More specifically, for every belief point in P, we use prior information about the target transition model to project the future state of the target. This is particularly useful when the current belief vector is sparse leading to more restricted uncertainty regions. Subsequently, we restrict our attention to a significant subset of sensors, that is, sensors of relevance to the particulars of the uncertainty region. Hence, we only consider scheduling actions involving different combinations of a reduced number of sensors, which considerably Fig. 1 : Structure of the point-based scheduling approximation reduces the control space for every belief in P. If the number of significant sensors is still large, we randomly sample actions from the reduced control space. Hence, instead of performing full updates including 2 n actions, we perform the minimization over a reduced control space U(p) for every p ∈ P.
To deal with continuous observations, we combine that with a methodology that aggregates observations and uses aggregate observations for value iteration updates. The idea is that if different observations map to the same minimizing hyperplane, then they can be aggregated. Hence, if we can partition the observation space into regions that map to the same hyperplane (possibly non contiguous), the continuous model is reduced to a corresponding discrete model. Integration is replaced by a summation over these partitions and the weighing probabilities are obtained by integrating the conditional density over these partitions.
At the core of our point-based scheduling algorithm we use Perseus [7] , a variant of (Point-Based Value Iteration) (PBVI) [5] , whereby value iteration updates are not carried out for every sampled belief. Instead, the values for many belief points are improved simultaneously in one update. Fig. 1 depicts the structure of our point-based approximation, combining control space reduction and observation aggregation with point-based updates, and Fig. 2 illustrates the progress of one iteration of the adopted point-based update algorithm.
B. Lower Bounds
We are able to derive lower bounds on the energy-tracking tradeoff for the simple, as well as the continuous Gaussian observation models. For the simple model, the Q MDP value function itself is a lower bound on the expected total cost since more information is available to the controller. However, in the coupled models this is not the case since the artificially factored tracking cost itself need not be a lower bound on the true tracking cost. To obtain a lower bound on the optimal energytracking tradeoff in such models, we combine the observableafter-control assumption with a decomposable lower bound on the tracking cost. The idea is to separate the effect of each sensor on the tracking error. If we separate out the effect of the -th sensor we get a better tracking performance when all the remaining sensors are active. Since this holds for every , a bound on the expected tracking error can be written as a convex combination of all sensors contributions and a lower bound can then be computed by solving a convex optimization problem. Due to space constraints we omit the details and refer the reader to [9] for a comprehensive analysis. In this section, we show experimental results illustrating the performance of the proposed scheduling policies for the different models considered in this paper. In each simulation run the object was initially placed at the center of the network and the simulation run concluded when the object reached the absorbing state τ . We perform Monte Carlo runs to compute the average tracking and energy costs for different values of the energy parameter c. For the planning phase in case of point-based policies, beliefs are sampled by simulating multiple object trajectories through the sensor network. Each trajectory starts from a random state sampled from the initial belief, picking actions at random, until the target leaves the network. First, we consider the simple model in Section II-A with a linear network of 41 sensors. Fig. 3 shows the tradeoff between the number of active sensors per unit time and the tracking error per unit time using the point-based and the Q MDP policies. The figure also shows a lower bound on the optimal performance (see Section III-B). It is clear that both policies lead to tradeoffs that closely approach the lower bound. The Q MDP gets even closer to the lower bound at small tracking errors since the observable-after-control assumption is more meaningful in this regime. In Fig. 4 we show convergence results for the point-based algorithm with reduced control space minimization. The top left subplot displays the convergence of the sum cost of all the belief points in P; the top right shows the expected cost averaged over many trajectories; the bottom left subplot shows the number of hyper-planes constituting the value function as a function of time; the bottom right subplot shows the number of policy changes versus time, i.e., the number of belief points for which the optimal action changed over 2 consecutive iterations of the algorithm. Next, we consider a network of 10 sensors where object locations are located on integers from 1 to 21. The observation for each sensor is continuous as in (3). For every object state and every scheduling action in the reduced control space, we sample 50 observations to construct estimates of the weight probabilities and compute the aggregate observation boundaries. In this setup, we assume a hamming error cost. Fig. 5 shows the performance of the different policies for the continuous observation model. It is shown that the point-based scheduling policy outperforms the Q MDP policy. We further show a lower bound on the optimal performance tradeoff. The lower bound is loose especially at the high tracking error regime since the derived bound on per-sensor tracking errors assumes all other sensors are awake. However, we can exactly compute the saturation point for the optimal scheduling policy since every policy has to eventually meet the all-asleep performance curve (shown in Fig. 5a ) when the energy cost per sensor is high. At that point, all sensors are inactive and hence the target estimate can only be based on prior information.
V. CONCLUSIONS
In this paper we studied the problem of tracking an object moving randomly through a dense network of wireless sensors. We devised approximate strategies for scheduling the sensors to optimize the tradeoff between tracking performance and energy consumption for a wide range of models. In some cases we derived lower bounds on the optimal tradeoff curves. Even though suboptimal, the generated scheduling policies often provide close-to-optimal energy-tracking tradeoffs.
