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Abstract 
 
Extracting biomedical relations from texts is a relatively new, but rapidly growing research 
field in natural language processing (NLP). Due to the increasing number of biomedical 
research publications and the key role of databases of biomedical relations in biological and 
medical research, extracting biomedical relations from scientific articles and text resources 
is of utmost importance. 
Drug-drug interactions (DDI) are, in particular, a widespread concern in medicine, and thus, 
extracting this kind of interactions automatically from texts is of high demand in BioNLP. A 
drug-drug interaction usually occurs when one drug alters the activity level of another drug. 
According to the reports prepared by the U. S. Food and Drug Administration (the FDA) and 
other acknowledged studies [1], over 2 million life-threatening DDIs occur in the United 
States every year. Many academic researchers and pharmaceutical companies have 
developed relational and structural databases, where DDIs are recorded. Nevertheless, 
most up-to-date and valuable information is still found only in unstructured research text 
documents, including scientific publications and technical reports. 
In this thesis, three complementary, linguistically driven, feature sets, are studied: negation, 
clause dependency, and neutral candidates. The ultimate aim of this research is to enhance 
the performance of the DDI extraction task by considering the combinations of the 
extracted features with well-established kernel methods. 
Our experiments indicate that the proposed features significantly improve the performance 
of the relation extraction task. We also characterize the contribution of each category of 
features and finally conclude that neutral candidate features have the most prominent role 
among all of the three categories. 
Another biomedical relation studied is the association between Single Nucleotide 
Polymorphisms (SNPs) and Phenotypes (SNPPhenA).  SNPs are referred to the most 
significant genetic changes contributing to common diseases. A SNP is a DNA 
sequence variation commonly occurring within a population with a single nucleotide —
 A, T, C, or G — in the genome varying between members of a biological species. The huge 
number of identified SNP-phenotype associations, implies the necessity of developing an 
automatic association extraction tool. 
In this thesis, a corpus for extracting ranked associations of SNP and Phenotypes has been 
developed. It is the first relation extraction corpus annotated with degree of confidence, 
showing the strength of associations. The process of producing the corpus includes 
collecting abstracts, recognizing named entities, and annotating the ranked association, 
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negation scope and cues as well as modality markers. In addition, the confident level of 
positive association was annotated in three categories: strong, moderate and weak degree 
of confidence. The corpus has been generated in two formats: xml and standoff BRAT 
formats and a website has been enabled with all the relevant information. 
Finally, a supervised method to extract SNP-Phenotypes association has been developed. 
The relation extraction method relied on linguistic-based negation detection and neutral 
candidates. The experiments have shown that negation detection as well as detecting 
neutral candidates can be employed to implement a superior relation extraction method 
outperforming the kernel-based counterparts. These results are mainly due to a uniform 
innate polarity of sentences and a small number of complex sentences in the corpus. 
Furthermore, we implemented a novel modality-based supervised method (MMS) to 
identify the level of confidence of the extracted association. 
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Resumen 
  
La extracción de relaciones entre entidades es una tarea muy importante dentro del 
procesamiento de textos biomédicos. Cada vez hay más información sobre este tipo de 
interacciones almacenada en bases de datos, pero sin embargo la mayor cantidad de 
información relacionada con el tema está presente en artículos científicos o en recursos 
donde la información se almacena en formato textual. 
Las interacciones entre fármacos son, en particular, una preocupación generalizada en 
medicina, por esa razón la extracción automática de este tipo de relaciones es una tarea 
muy demandada en el procesamiento de textos biomédicos. Una interacción entre 2 
fármacos normalmente se produce cuando un fármaco altera el nivel de actividad de otro 
fármaco. De acuerdo a los informes presentados por la Adminsitración Nacional de 
Alimentos y Fármacos de Estados Unidos y otros estudios reconocidos [1], cada año se 
producen más de 2 millones de interacciones mortales entre fármacos. Muchos 
investigadores y compañías farmaceúticas han desarrollado bases de datos donde estas 
interacciones son almacenadas. Sin embargo, la información más actualizada y valiosa sigue 
apareciendo sólo en documentos no estructurados en formato textual, incluyendo 
publicaciones científicas e informes técnicos. 
En esta tesis se estudian 3 conjuntos de características lingüísticas de los textos: negación, 
dependencia clausal y candidatos neutros. El objetivo final de la investigación es mejorar el 
rendimiento de la tarea de extracción de interacciones entre fármacos considerando las 
combinaciones de las características lingüísticas extraídas de los textos con métodos de 
aprendizaje basados en kernel. 
Nuestros experimentos indican que las características propuestas mejoran la tarea de 
extracción de relaciones de manera significativa. También se han caracterizado la 
contribución de cada una de las características por separado, lo que ha llevado a la 
conclusión de que los candidatos neutros juegan el papel más importante dentro de las 3 
categorías. 
Otra relación biomédica que ha sido estudiada es la asociación entre Polimorfismos de 
Nucleótido Simple (SNP) y Fenotipos (SNPPhenA). Los SNPs son considerados como los 
cambios genéticos más significativos que contribuyen a enfermedades comunes. Un SNP es 
una variación en la secuencia de ADN que afecta un nucleótido simple – A, T, C o G – de una 
secuencia del genoma y que varía dentro de una población significativa entre miembros de 
una especie biológica. El elevado número de asociaciones entre SNPs y fenotipos implica la 
necesidad del desarrollo de una herramienta de extracción automática de estas 
asociaciones. 
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En esta tesis se ha desarrollado un corpus para la extracción de asociaciones entre SNPs y 
fenotipos. Es el primer corpus anotado con el grado de confianza de la relación. El proceso 
de generación del corpus incluye la recopilación de resúmenes de artículos, reconocimiento 
de entidades, anotación de la asociación con su grado de confianza, así como anotación de 
negaciones y marcadores modales. La anotación del grado de confianza de las asociaciones 
positivas ha sido realizada en 3 niveles: fuerte, moderada y débil. El corpus ha sido 
generado en 2 formatos: xml y formato standoff para BRAT. También se ha habilitado un 
sitio web con toda la información relevante. 
Por último, se ha desarrollado un método supervisado para la extracción de asociaciones 
entre SNPs y Fenotipos que utiliza la información asociada a la detección de la negación y la 
presencia de candidatos neutros. Los experimentos han mostrado que la detección de la 
negación y la detección de candidatos neutros pueden ser utilizadas para desarrollar un 
método mejor que los basados en kernel tradicionales. Estos resultados son debidos, 
principalmente, a la polaridad intrínseca de la mayoría de las sentencias del corpus, así 
como al pequeño número de sentencias complejas. Además, se ha implementado un 
método supervisado basado en modalidad para identificar el nivel de confianza de las 
asociaciones extraídas.  
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1 Introduction 
This chapter presents an overview of the tasks and problems we intend to solve in addition 
to the current status of the field where this thesis is placed. We start our work by presenting 
the motivations for the thesis, in which the emerging needs for the successful 
implementations and practices to extract Drug-Drug interactions and SNP-Phenotype 
associations from text using linguistic features are highlighted. 
Due to the two (different, but completely connected) lines of research followed in the 
development of this thesis, we continue by introducing  some basic notions on extracting 
Drug-Drug interactions and SNP-Phenotype associations from text in addition to some  
related linguistic features that we have applied to improve the performance of the tasks. 
The chapter ends with a summary of the genesis of this thesis followed with a detailed 
discussion of our objectives. Finally, we conclude with the structure of the rest of the thesis. 
1.1 Motivation 
Unstructured text documents such as articles are the major source of knowledge in 
biomedical fields, and millions of biomedical papers are published every year. The MEDLINE 
2015 database contains over 22 million records, and the database is currently growing at 
the rate of 500,000 new records every year. With this huge amount of information, staying 
up to date is very difficult. On the other hand, traditional keyword and indexing search 
methods cannot satisfy researches, and so there is a need for new knowledge discovery and 
text mining tools in this area. Extracting biomedical relations from text is a relatively new 
but fast growing research field in Natural Language Processing (NLP) [1]. Because of the 
increasing number of biomedical researches and the huge number of biomedical 
unstructured text resources, extracting biomedical relations from scientific articles and text 
reports is a highly demanding task. Formally, relation extraction is the task of finding 
semantic relations between entities from text. 
Several supervised methods have been developed to extract biomedical relations from text, 
however, these methods do not consider all the linguistic information available in the text. 
One of the contributions of this thesis is to propose some new linguistic features to improve 
the extraction of biomedical relations from text: negation detection [2], clause identification 
[3] in the sentences and considering the degree of confidence of relations and modality in 
sentences [4] [5]. 
Although there are several relation extraction tasks, this thesis is concentrated in two types 
of them: Drug-Drug Interactions and SNP-Phenotype associations. 
Drug-drug interaction (DDI) is, in particular, a widespread concern in medicine, and thus, 
extracting this kind of interaction automatically from texts is of high demand in BioNLP. 
Drug-drug interaction usually occurs when one drug alters the activity level of another drug. 
According to the reports prepared by the Food and Drug Administration (the FDA) and other 
acknowledged studies [6], over 2 million life-threatening DDIs occur in the United States 
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every year. Many academic researchers and pharmaceutical companies have developed 
relational and structural databases, where DDIs are recorded. Nevertheless, most up-to-
date and valuable information is still found only in unstructured research text documents, 
including scientific publications and technical reports. 
In this thesis, we first introduce the basics of three complementary, linguistically driven 
feature sets: negation, clause dependency, and neutral candidates. The ultimate aim of this 
research is to enhance the performance of the DDI extraction task by considering and 
employing the above-mentioned three operations and feature sets. 
First, it is essential to detect negative assertions in most biomedical text-mining tasks, 
where the overall purpose is to derive factual knowledge from textual data. According to 
Loos et al. [2], negation is a morphosyntactic operation in which a lexical item denies or 
inverts the meaning of another lexical item or construction. Negation is commonly utilized 
in biomedical articles and is an important origin of low precision in automated information 
retrieval systems [8]. 
Second, identifying the role of clause dependency in complex sentences in DDI detection is 
another linguistically driven subject investigated in this research. According to Harris and 
Rowan [3], a dependent clause is a group of words with a subject and a verb that do not 
express a complete thought, cannot stand alone, and usually extend the main clause. An 
independent clause, or main clause, is one that can stand alone as a sentence and express a 
complete thought.  
Finally, we study the role of neutral DDI candidates in the relation extraction. Most of the 
current relation extraction problems and the produced corpora are based on binary 
relations, that is, they decide a binary relation between two entities. Although detecting DDI 
interactions is the main target of a DDI task, there is a difference between a negative 
interaction candidate having been stated by the authors (distinguished candidate) and that 
which has not (neutral candidate). Both of these candidates are considered negative in the 
DrugDDI corpus.  
The other biomedical relation studied is the association between Single Nucleotide 
Polymorphisms and Phenotypes (SNPPhenA).  SNPs are referred to the most significant 
genetic changes contributing to common diseases. A SNP is a DNA sequence variation 
commonly occurring within a population with a single nucleotide — A, T, C, or G — in 
the genome varying between members of a biological species. Generally, there are two 
types of mutation that work in protein-level or DNA-level. An SNP is a single base mutation 
occurring in DNA-level, and variations in the DNA sequences can influence how humans 
develop diseases and respond to pathogens, drugs, and other agents. SNPs are also 
important for personalized medicine [7].   
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1.2 This Thesis 
1.2.1 Objectives 
This thesis can be included in the general study of biomedical relation extractions from 
literature. More specifically, it was concentrated on DDI and SNP-phenotype association as 
important relations, which are of high interest in biomedical researches. Although several 
methods have been developed for extracting DDIs and limited studies have been developed 
for exploring the association between mutations and phenotypes from text, none has 
comprehensively considered negation, clause dependency, degree of confidence of 
relations, and modalities markers.   
The objectives of this thesis are mentioned in the rest of this section: 
 
1.2.1.1 Improving the Performance of Methods of DDI Extraction from Text 
through Detecting Linguistic-Based Negation 
Following the research on negation detection in the NIL group [9] and the results achieved 
by Chowdhury [10] in DrugDDI (2011) who employed the negation in a limited form, we 
aimed to study the negation more thoroughly. We started our research annotating the DDI 
corpus with negation scope and cues. Moreover, a superior method was proposed through 
employing the negation annotations. 
During the analysis of the key factors affecting the use of negation, the importance of 
neutral candidates was realized, which has not been discussed in the literature so far.  
The neutral interaction candidate in fact is a co-mention of two drugs with no remarks by 
the author in the sentence or the discussed clause, while the distinguished interaction 
candidate is exactly the opposite (with remarks by the author). Actually, neutral candidates 
are a particular subclass of non-positive candidates whose lack of interaction cannot be 
exactly determined by a confident level above zero. For instance, consider the following 
sentence:  
• Studies in healthy volunteers have shown that acarbose has no effect on either the 
pharmacokinetics or pharmacodynamics of digoxin, nifedipine, propranolol, or 
ranitidine. 
There is no remark by the author about the interaction between propranolol and ranitidine. 
Therefore, we define this candidate of drug-drug interaction as a neutral candidate. 
Since the neutral candidates have not yet been studied in relation extraction task, it was 
decided to separate them from other candidates by developing a rule-based system in the 
task of DDI extraction.  
    Introduction 
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1.2.1.2 Improving the Performance of DDI Extraction Methods from Text through 
Detecting and Discriminating Between Different Clauses 
The second major pathway of the present research came naturally when the errors of the 
developed system were analyzed in DDI extraction challenge 2013.  
Errors analysis showed that a large number of errors of the system happened in complex 
sentences. A complex sentence has one independent clause and at least one dependent 
clause. Moreover, a clause connector is a word that joins clauses in order to form complex 
sentences. Coordinators, conjunctive adverbs, and subordinators are three types of 
connectors. 
Since the existing methods of simplifying had poor results, [11], a method was developed to 
obtain different types of clauses. Likewise, detecting different clauses can improve solving 
the problem of negation. Negation in independent clauses may not change the status of a 
DDI interaction. Hence, determining independent and dependent clauses is another 
effective factor that must be taken into account. 
 
1.2.1.3 Preparing a Corpus For Extracting SNP-Phenotype Association from Text, 
Annotated With Negation, Modality and Ranked Associations 
The third major pathway of the research came naturally in the study of the neutral 
candidates, the confidence degree of an extracted relationship was found an important 
factor that has been ignored. This came into mind from the concept of the development of 
neutral candidates because they had the confidence degree of zero, and negation and 
modality of markers did not change their status. However, the confidence degree of a 
relation can determine the strength of a relationship or the intensity of an interaction that 
can contain useful information.  
On the other hand, although there are many biomedical relation extraction methods and 
corpora, none of them consider the degree of confidence or intensity of the relation. 
Expanding the available corpora of extraction of biomedical relations with the degree of 
confidence may not be an appropriate option since in most, because of the variety of 
sentences, there was not sufficient agreement on the reliable concept and development. 
Furthermore, detecting the level of confidence of a SNP-phenotype association is important 
because it can help to identify the strength of the association, which can be used by genetic 
experts to determine the phenotypic plasticity and the importance of environmental 
factors. 
 
1.2.1.4 Developing A Method for Extracting Graded SNP-Phenotype Associations 
from Text through Recognizing Degree of Confidence and Negation 
An SNP can be “associated” with the phenotype, when a particular type of variant is 
frequent within samples obtained from the subjects. The first successful genome-wide 
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association study dates back to 2005 [12] and it was the start of a worldwide trend which 
results in finding thousands SNP associations. Figure 1 shows the increasing numbers of 
papers published in this field from 2001 to 2014, obtained from a PubMed search engine for 
the query ‘Single Nucleotide Polymorphisms’ (performed in November 2015)  [13].   
 
Figure 1: Number of ‘Single Nucleotide Polymorphisms’ publications from 2000 to 2014 in 
PubMed. 
The huge number of identified SNP-phenotype associations implies the necessity of 
developing an automatic association extraction tool.  
Similar to the DDI corpus, the produced SNP-phenotype association corpus was aimed to be 
annotated with linguistic-based negation scope and cues. With the aid of the produced 
annotations in the SNPPhenA corpus, a method was also developed to extract the graded 
relationship that obtain acceptable results, being explained in a paper published in the 
JAIDM Journal. 
1.2.2 Thesis Structure  
Chapter 2 begins with an introduction to the task, i.e. classification of biomedical relation 
extraction methods from a biological point of view, number of entities, usage of prior 
knowledge, and other factors. It continues with the introduction of supervised, semi-
supervised and unsupervised methods, and kernel methods. They are followed by the 
employed NLP tasks and the related state of art methods. Finally, our contribution to the 
scientific community is described. In Chapter 4, we briefly conclude and summarize some 
(close and far) future works. Part II contains five chapters with our main publications. Part III 
collects some materials not published in papers that can be used for future works and 
extension of the research. The appendix also includes the materials related to the 
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SNPPhenA corpus, including the guideline document, Kappa inter-agreement reliability 
analyses and tests data, and snapshots of the produced formats of the corpus. 
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2 Preliminaries 
The fundamental concepts and methods which have made possible the research described 
in this thesis are introduced here. Computer science has undergone a quick evolution from 
its origins. Nowadays, traditional keyword and indexing search methods can not satisfy 
researches, so there is a critical necessity for new information retrieval and text mining tools 
[14]. Therefore, extracting biomedical relations from medical text is a rapidly moving 
forward task, and the study was devoted to the investigation of the supervised methods and 
different related linguistic features in the course of the task.  
To be more precise, the thesis focuses on the rapports between biomedical relation 
extraction methods and corpora and related NLP tasks and features. This is why we decided 
to start this chapter with a section devoted to the basic types of the biomedical relation 
extraction task and its different categorizations. After that, in Sections 2.2 and 2.3, we will 
present some previous works in the relation extraction methods and related NLP tasks. 
After this introductory chapter, we will have the necessary tools to present the 
contributions obtained in this thesis (Section 3). 
 
2.1 Biomedical Relations 
There are many types of biomedical relation extraction tasks that can be categorized from a 
biomedical point of view and using other criteria such as linguistic factors. From a biomedical 
point of view, several biological and medical entities and their relations have been 
investigated and are available in the literature [15].  
We start the review of the studied biomedical entities with Protein-protein interactions (PPI), 
which is probably the most popular biomedical relation investigated in the field. 
Protein–protein interactions (PPIs) are physical contacts established between two or more 
proteins. Determining a protein–protein interaction is essential for the investigation of 
intracellular signaling pathways, modeling of protein complex structures, and understanding 
various biochemical processes. Probably, extracting protein-protein interactions from text is 
the most popular biomedical relation extraction problem. Some of the related researches can 
be found at [16] and [17] and [18]. The following sentence shows an example of two possible 
protein-protein interactions.  
 
a) sNRP1 is secreted by cells as a 90-kDa protein that binds VEGF(165), but not 
VEGF(121). It inhibits (125)I-VEGF(165) binding to endothelial and tumor cells and 
VEGF(165)-induced tyrosine phosphorylation of KDR in endothelial cells. 
 
Finding associations between specific diseases and their relevant genes or proteins is an 
important biomedical relation task in bioinformatics. A sample of this relation is shown in 
Figure 2. Some of these types of research have been carried out by [19] and [20]. 
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Figure 2: A sample of a sentence with a gene-disease relation 
Disease-treatment association extraction is other type of relation extraction that tries to 
extract different cures for diseases from scientific articles [21] (Figure 3). 
 
Figure 3:  Two samples of sentences with disease-treatment association [22] 
 
Mutation and disease association extraction is the other biomedical relation extraction task 
recently developed and studied by some researchers [23] [24].  For example, the below 
sentence mentions the association between mutations (Q56P, P124S) and cardio-facio-
cutaneous (CFC) syndrome disease [25]: 
b) Toward this end, the Q56P and P124S mutations closely mimic T55P and P124L, 
respectively—two germline variants observed in patients with cardio-facio-
cutaneous (CFC) syndrome (15, 16) that confer aberrant MEK activation.  
 
MiRNA-gene [26] and Drug-virus mutation [27] are two other types of biomedical relation 
studied in the field. 
For the purpose of having an estimation of different biomedical relation extractions tasks, 30 
related papers published between 2005 and 2013 were randomly selected. According to the 
current survey, the most studied biomedical relation is protein-protein interaction with 10 
papers out of 30 studied papers. 
In the rest of this section, other types of categorizations concerning relation extraction task-
based on the scale of documents, training knowledge, number of entities and other factors 
will be explained. 
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Number of entities exists in the relation and their structure is one of the important factors 
to be seriously taken into account. Accordingly, the three major categories include:  
 Binary relation extraction in case of relations with two entities 
 Complex relation extraction in other cases of relations with more than two entities, 
such as the research carried out by [1] 
 Hierarchical relation extraction from text is other type of relation extraction that aims 
to identify hierarchical relations. One of the methods that investigated ontology-based 
hierarchical relation extraction system was developed by [28].  
Scope of the search text is another basis for categorization. Accordingly, the four major forms 
of relation extraction tasks are sentence level, paragraph, abstract, and document level 
relation extraction. 
There are other types of categorization such as directional and unidirectional relation and 
other classifications based on the resolution of the extracted relation including: 
  A. Unnamed relations: this provides the associated biomedical terms but does not 
specify the actual relation. 
  B. Relation class: this does not specify the relation either but indicates which 
predefined classes the relation may fall.  
  C. Named-relation: this is the actual relation among terms. 
Based on the usage of the prior knowledge, two major categories of relation extractions can 
be identified: relation extraction with prior knowledge, i.e. domain model, explicit semantic 
analyses and without prior knowledge, i.e. co-occurrence and kernel methods. 
 
2.2 Related Corpora 
As mentioned in the first chapter, this thesis investigates the task of relation extraction in 
two types of biomedical relations: Drug-Drug interactions and associations between SNP 
and Phenotype (SNPPhenA).  In this section, we provide some backgrounds regarding the 
related corpora produced previously and the corpora we used during the thesis. 
As mentioned earlier, the Drug-Drug Interaction is a vital incident in the medical science and 
therefore, extracting DDIs from the text is an important task. Accordingly, the first Drug-
Drug Interaction extraction corpus [29] was developed by Segura et al. based on a set of 579 
xml files describing DDIs, randomly collected from the DrugBank database [30].  
 
 Pairs Negative Positive  Effect  Mechanism Advice Int 
Test 26005 22217 3788 1535 1257 818 178 
Train 5265 4381 884 298 278 214 94 
Table 1: Statistics of the training and test datasets of the DDI-DrugBank 2013 corpus 
The DrugDDI 2013 corpus was developed for the DDI extraction 2013 SemEval task and 
includes part of the DDI 2011 corpus. Concretely, new documents were annotated from the 
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DrugBank database and were used for the test dataset (DDI-DrugBank Test 2013 corpus), 
while 572 documents from the previous corpus were used as training dataset (DDI-
DrugBank Train 2013 corpus). Therefore, the DDI-DrugBank 2013 corpus contains a total of 
730 documents. A dataset of 233 Medline abstracts (DDI-Medline 2013) was also annotated 
for the 2013 shared task [31]. Moreover, the DDIs in the DDI corpus 2013 were classified 
into four types: mechanism, effect, advice and int (Table 1). 
<sentence id=”DDI-DrugBank.d297.s4"  text=”Concurrent therapy with ORENCIA and TNF 
antagonists is not recommended.”> 
 <entity charOffset=”24-30” id=”DDI-DrugBank.d297.s4.e0" text=”ORENCIA” type=”brand”/> 
 <entity charOffset=”36-50” id=”DDI-DrugBank.d297.s4.e1" text=”TNF antagonists” 
type=”group”/> 
 <pair ddi=”true” e1=”DDI-DrugBank.d297.s4.e0" e2=”DDI-DrugBank.d297.s4.e1” id=”DDI-
DrugBank.d297.s4.p0” type=”advise” /> 
 <negationtags>  
  Concurrent therapy with ORENCIA and TNF antagonists is  <xcope><cue> not </cue> 
recommended </xcope> . 
 </negationtags> 
</sentence> 
Figure 4: The unified XML format of a sentence in the DrugBank-DDI 2013 corpus 
 
Comparison of the obtained results for DDI challenge 2011 and 2013 showed a significant 
improvement in F-score for 2013 teams. According to Segura et al., increasing the size of the 
corpus and optimizing the quality of annotations contributed to this improvement [31]. It is 
important to mention that the DDI corpora (2011 and 2013) have been used for the 
annotation with negation scope and cues. In addition, they have been employed for our 
experiments on the DDI extraction task. 
The rest of this section is dedicated to introducing a number of the few corpora developed 
with the aim of extracting mutation/polymorphism and disease associations.  It is worth 
mentioning that our contributions in the SNP-phenotype association are based on our 
produced SNPPhenA corpus. However, to identify the advantages and limitations of 
previous efforts, we mention three related important corpora: BRONCO [25], Variome [32] 
and EMU [33]. BRONCO contains more than four hundred variants and their associations 
with genes, diseases, drugs and cell lines in the context of cancer, all extracted from 108 
full-text articles. Variome covers 12 types of the relations annotated in 10 full-text articles. 
While, BRONCO includes more documents, both corpora annotate several types of relations, 
such as mutation-disease association, as binary relations on a full-text level. Furthermore, 
EMU corpus contains only gene and disease-related (only breast cancer and prostate 
cancer) information of each variant.   
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It is important to mention, although the mentioned corpora are valuable efforts to extract 
the mutation related information from text, they suffer from lack of annotations for 
linguistic features. 
 
2.3 Biomedical Relation Extraction Methods 
We start this section with a subsection devoted to the basic types of biomedical relation 
extraction tasks based on the amount of labeled training data. Some of the most innovative 
and important kernel methods that are most successful and advanced in the field will be 
presented in Sections 2.3.2. 
 
2.3.1 Amount of the Labeled Training Data 
Depending on the amount of the labeled training data and unlabeled training values [34], 
relation extraction problems can be categorized in three groups:  
 Non-supervised algorithms without any labeled training data such as co-occurrence 
method  
 Semi-supervised methods are methods which work with a small amount of labeled 
data and a large amount of unlabeled data as training data such as work done by [35]). 
Four main developed semi-supervised relation extraction systems are: Rationale, 
DIPRE, Snowball and KnowItAll& TextRunner: 
o KnowItAll [36] is an autonomous domain-independent system that extracts facts 
from the Web. It also has a set of entity classes to be extracted, such as “city”, 
“scientist”, “movie”, etc. 
o TextRunner [37] has a self-supervised learner which automatically labels 
“+/samples” and also has a single-pass extractor which has a single pass over 
corpus that detects relations in each sentence. 
o Snowball is a similarity based system that has been developed by Agichtein et al 
[38]. 
o DIPRE (Dual Iterative Pattern Relation Expansion) [39] is a technique which 
exploits the duality between sets of patterns and relations to grow the target 
relation starting from a small sample.  
 
 Supervised relation extraction methods: are those categories of relation extraction 
methods, i.e. kernel based methods that work with completely labeled training data. A 
conceptual comparison between supervised and semi-supervised classification method 
can be seen in Figure 5. 
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Figure 5 : A conceptual comparison between supervised and semi-supervised classification 
methods 
 
 
2.3.2 Kernel Based Methods 
Many methods have been developed for supervised relation extraction, but kernel methods 
are the most popular and successful methods [40]. Generally, in many cases, data cannot be 
easily expressed via features. For example, in most NLP problems, feature based 
representations produce inherently local representations of objects, for it is computationally 
infeasible to generate features involving long-range dependencies.  Kernel methods are an 
attractive alternative to feature-based methods and are most popular as the main classifier 
for extracting semantic relations from text documents. The major categories of kernel 
methods have been provided below: 
2.3.2.1 Sequence Kernels 
Sequence kernels are the primary invented category of relation extraction kernel methods 
that consider the input text as a sequence of tokens.  As an important sample, global context 
kernel is a sequence kernel with a feature set based on the words occurring in the sentence, 
fore-between, between, and between-after relative to the extracted pair of entities [41]. 
Consequently, three term frequency vectors are produced by mean of a bag-of-words model. 
The global context kernel is then computed as the sum of common words in the three vectors 
Preliminaries 
-31- 
(Figure 6). Another noted sequence kernel is local context kernel that uses surface 
(capitalization, punctuation, and numerals) and shallow linguistic (POS-tag, lemma) features 
generated from the tokens that are left and right of entities of the candidate relation, and the 
size of the window can be adjusted [41]. 
 
 
Figure 6: Two samples of sequence kernels (local context kernel and global context 
kernel) for a gen-disease relation 
 
2.3.2.2 Tree Kernels 
Tree kernels are the other category of kernels based on a parse tree and produced by natural 
language parsers.  The key idea of a tree kernel is computing the number of the common 
substructures between the two trees T1 and T2 without explicitly considering the whole 
fragment space.  
There are different types of tree kernels:  
- A Subtree kernel considers all common subtrees in the syntax tree representation of 
two desired sentences (Figure 7).  
- Another well-known tree kernel is subset tree kernel, which considers all 
descendants, including leaves included in the substructures (Figure 8).  
- The spectrum tree kernel is another tree kernel counting all common vertex-walks, 
and sequences of edge-connected syntax tree nodes of a speciﬁed length in two 
sequences [42]. 
- Unlexicalized Partial Tree Kernel (uPTK) was firstly proposed in [43] and experimented 
with semantic role labeling (SRL). The results showed no improvement for such task, 
but it is well known that in SRL, lexical information is essential.  
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Figure 7: Subtrees of constituent parse tree of a sample sentence 
 
 
Figure 8: List of subset trees of a constituent parse tree 
 
2.3.2.3 Graph Kernels 
The third category of kernels is graph kernels based on graph parsing. All-paths graph kernel 
is a graph kernel counting weighted shared paths of all possible lengths [44]. Paths are 
produced from both the dependency parse graph and the surface word sequence of the 
sentence (Figure 9 and Figure 10).  
 
 
Figure 9: Sentences as sample of directional dependency graphs 
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Figure 10: Graph representation generated from an example sentence with the 
candidate interaction pair is marked as PROT1 and PROT2 
 
2.3.2.4 Other Types of Kernels 
Some other forms of kernels have been developed through heuristic or combinational 
methods. Some new kernels proposed in [45], include predicate, walk, dependency, and 
hybrid kernels. Each of these kernels work on dependency trees extended with shallow 
linguistic. The walk kernel exhibited the best performance. 
In addition, the general sparse subsequence kernel for the relation extraction [46], calculates 
the total number of weighted subsequences of a given length between two strings. 
In [47], the authors define a Smith–Waterman distance function between two string 
sequences. Then, they define a local alignment kernel as the sum of Smith–Waterman 
distance scores on all possible alignments between the strings. 
 
2.4 Related NLP Tasks  
In this section, we introduce the basics and state-of-the-art NLP tasks of some linguistically 
driven operations and phenomena, which are considered to be investigated in the course of 
biomedical relation extractions in this thesis. They are negation operation, clause related 
subtasks and level of confidence and modalities. Ultimately, the aim of this research is to 
improve the performance of the biomedical relation extraction tasks through considering and 
employing the mentioned operations and feature sets. 
 
2.4.1 Negation Detection Methods 
One of the essential tasks in biomedical text mining is identifying negations. Linguists define 
negation as a morphosyntactic operation [2]. Through this operation, a lexical item either 
denies or inverts the meaning of another item or construction. The importance of negation 
in biomedical text mining is revealed when we consider the fact that negation is very 
common in texts leading to lack of precision in automatic information retrieval systems. As 
found by Chapman, 95% to 99% of reports in a radiological reports database include 
negations [48]. As a result, detecting negative assertions in most biomedical text mining 
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tasks is essential, where, in general, the aim is to derive factual knowledge from textual 
data. 
The most known corpus annotated with negation are BioScope, linguistically based, and 
Genia, event-oriented [15]. In Bioscope, the main idea is based in the detection of a set of 
negation cue, like “no” or “not”. After this, the scope of the cue is calculated based on its 
syntactic context [49]. In Genia, biological concepts (relations and events) have been 
annotated for negation, but no linguistic cues have been annotated for them. In fact, the 
main objective of the BioScope corpus is to investigate this language phenomenon in a 
general, task-independent and linguistically-oriented manner. A more detailed comparison 
between these two corpora can be found in [50]. A number of examples of the sentences 
annotated with the BioScope guideline [49] are presented below. They demonstrate the 
annotation strategy, when the sentence is in active voice and the subject contains the 
negation cue (a), a sentence is in passive voice (b) and sentence is elliptic (c): 
a) Surprisingly, however, [{neither} of these proteins bound in vitro to EBS1 or EBS2]. 
b)  [A small amount of adenopathy <cannot be> completely {excluded}]. 
c) This decrease was seen in patients who responded to the therapy as well as in those 
who did [{not}]. 
The SFU Review Corpus [51] consists of 400 documents annotated with negative and 
speculative keywords and their scope. A number of changes in their adaptation moved the 
negation cues from inside of the negation scope tags to the outside, and allowed the 
sentences to have only the negation cue, not the negation scope. Similarly, ConanDoyle-neg 
[52] is manually annotated with negation cues and their scope with several differences with 
the Bioscope corpus.  
One of the researches that took negation into account in the relation extraction task was 
conducted by Faisal Chowdhury et al. [10]. They developed a list of features, such as the 
nearest verb to the pair entities in the parse tree and few negation cues, feeding the SVM 
classifier. They reported some improvement, but they did not specified how much the 
negation identification step enhanced the performance. 
Furthermore, a survey that took negation into account was conducted by Pyysalo et al. [44]. 
They compared five PPI (protein-protein interaction) corpora in terms of several factors, 
including annotation of negative interactions and certainty level of interaction. According to 
them, BioInfer was the only corpus that had negative annotation. 
 
2.4.2 Clause Dependency Detection in Relation Extraction  
According to linguistics, a dependent clause refers to a group of words including a subject 
and a verb, which does not express a complete thought and usually extends the main 
clause. An independent clause or main clause, however, is one that can be seen as a 
complete sentence by itself, expressing a complete thought. Consequently, a complex 
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sentence consists of one independent clause together with one or more dependent clauses. 
Moreover, the term clause connector refers to a word used to join or to connect clauses to 
compose complex sentences. As an example, a complex sentence with a dependent clause 
in parenthesis and two negation cues is presented below:  
 (Although the clinical significance is not known,) it is not recommended that 
cefditoren pivoxil be taken concomitantly with H2 receptor antagonists 
Identifying the role of clause dependency in complex sentences in DDI and SNP-Phenotype 
association detection is another linguistically driven subject investigated in this thesis. One 
of the few researches that has considered clauses, in relation extraction task, was 
conducted in [53], which attempted to select the best clauses and, consequently, developed 
a simplification algorithm. They reported some improvements regarding the different types 
of simplification and clause selection rules they used. In this research, it was attempted to 
extract new features based on the text or subtree features in the kernel-based relation 
extraction methods. This process is conducted by detecting their component's existence 
token or subtree in a dependent or independent clause, as well as the type of the clause 
itself, through checking several clause connectors. 
A subtask employed in relation extraction tasks is sentence and clause simplification to 
overcome complexity of the sentences. Text simplification modifies, enhances, classifies or 
otherwise processes an existing text in a way that the grammar and structure of the prose 
are simplified to a great extent, while the original meaning and information remain the 
same [54]. ISIMP [55] is a system that simplifies the text so that its mining tools, including 
relation extraction tasks, can be improved. Along the same line, another research [11] 
applied some simplification techniques to simplify complex sentences by splitting clauses. 
They used some rules and patterns to split clauses and then adopted some simplification 
rules to generate new simple sentences. According to their conclusion, difficulty of resolving 
nested clauses is the major source of errors. 
2.4.3 Level of Confidence and Neutral Candidate Detection in Relation Extraction 
Identifying the intensity of a biomedical relation is an important and valuable task that 
allows us to extract deeper and more useful information about the desired relation. 
Estimation of the degree of confidence in information retrieval task is a difficult action that 
has not been seriously investigated for the extraction of relations from text.  
Most of the current relation extraction problems and the produced corpora are based on 
binary relations, which decide whether a binary relation, between the two entities, exists in 
the sentence. Similarly, in the DrugDDI corpus [29] and almost all of other relation 
extraction corpora, the implemented systems did not consider the neutral relation 
candidates and accordingly, they were not annotated in the corpora. 
Although detecting positive interaction is the main target of the DrugDDI corpus, there is a 
difference between a negative interaction candidate which has been stated by the authors 
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(distinguished candidate) and a negative interaction candidate which has not (neutral 
candidate); whilst, both are considered as negative in DrugDDI corpus. In other words, the 
neutral interaction candidate is one with no remark by the author, while the biased 
interaction candidate is exactly the opposite (with remarks sentence by the author). For 
instance in the sentence  
 Studies in healthy volunteers have shown that Acarbose has no effect on either 
the pharmacokinetics or pharmacodynamics of digoxin, nifedipine, propranolol, 
or ranitidine.  
There is no remark by the author about the interaction between propranolol and ranitidine. 
We define this pair of drugs as a neutral candidate. 
One among the few studies on detection of neutral candidates in the course of relation 
extraction has been conducted by [56], introducing two iteration-based systems of DIPRE 
and Snowball that regard the confidence level of the relation. In both systems, when the 
confidence level is zero, there is a neutral candidate. In addition, Frunza and Inkpen 
conducted another similar research considering neutral candidates [21]. They categorized 
and extracted the semantic relationships between disease and treatments from biomedical 
sentences. However, no significant improvement was reported through using neutral class 
in the work.  
On the other hand, although several researches have been conducted within the linguistics 
community on the use of hedging and confidence level in scientific text such as [57] and 
[58], there is little of direct relevance to the task of classifying from an NLP/ML perspective. 
According to linguistics, modality indicates the degree to which an observation is possible, 
probable, likely, certain, permitted, or prohibited. 
One of the very few direct studies is [59], where the speculation identification problem is 
introduced using examples in the biomedical domain. They address the question of whether 
there is sufficient agreement among humans regarding what constitutes a speculative 
assertion to make the task viable from a computational perspective. Although they 
attempted to separate two shades of speculation: strong and weak, they failed to gather 
sufficient agreement for such a reliable distinction. However, they concluded that having a 
reliable distinction between speculative and non-speculative sentences was feasible and 
reliable automated methods might be also developed. 
Nevertheless, to the best of our knowledge, no research has been conducted regarding the 
degree of confidence of the relations in the biomedical relation extraction task. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Th
e 
sa
dd
es
t 
as
pe
ct
 o
f l
ife
 r
ig
ht
 n
ow
 is
 t
ha
t 
sc
ie
nc
e 
ga
th
er
s 
kn
ow
le
dg
e 
fa
st
er
 t
ha
n 
so
ci
et
y 
ga
th
er
s 
w
is
do
m
. 
Is
aa
c 
A
si
m
ov
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Enhancing automatic extraction of biomedical relations using different linguistic features extracted from text  
-39- 
3 Enhancing Automatic Extraction of Biomedical Relations 
Using Different Linguistic Features Extracted From Text 
This chapter is devoted to present the main contributions shaped by this thesis. We describe 
our effort during this period of time as an exploration journey, which is more tangible. 
During the expedition, we visited different places, some stunning places, in the sense that 
they formed some of our new outcomes; some were sensational, where provided new 
routes to explore, and some places were left for the future; or too outlandish and even 
dangerous at this time which could lead us to a point of no return. As a curious adventurer, 
we always attempted to pick up valuable gifts from each one of these rooms. However, 
even the difficult steps form good experience, assisting me to evolve as a researcher. 
Truthfully, although we expected that the effort collected in this thesis will be worth the 
trouble, it is also true that we decided to conclude the story with some sedition –see Section 
4.2 for details–.  Furthermore, now there are some exciting directions to follow, we will 
continue our voyage in a short time with more work that, hopefully, will produce some new 
results. 
After exploring the field, the first direction that we followed was to study and figure out the 
strengths of methods presented by the participants of the DDI Challenge 2011 [29]. 
In the rest of this section, we will enumerate the objectives of the thesis and explain our 
related contributions asserting the mentioned objective.  
3.1 Improving the Performance of Methods of the DDI Extraction 
from Text through Detecting Linguistic-Based Negation 
In this part, we mention our contributions in this thesis that is related with our first 
objective: to extract DDIs from text employing negation related features.  
We start with the annotation of the DDI corpus with the linguistic-based negation and then 
the implemented neutral DDI feature extractor will be mentioned. 
3.1.1 Annotating the Drug-DDI Corpus with Negation 
Marking the DrugDDI corpus with linguistic based negation is the first contribution in this 
thesis. As mentioned before, two negation detection methods have been developed and 
employed to annotate the used corpora: a linguistic-based (Bioscope) approach and an 
event-oriented (Genia) approach. The adaptations of the Bioscopes guidelines, briefly 
mentioned earlier, alongside to its capability to be extracted automatically and needing less 
manual working, have proved potentially capable of feeding the study. However, they may 
be hard to synthesize with kernel methods in tasks like ours.  
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In addition, as mentioned earlier, although the DrugDDI corpus is a valuable resource to 
perform comparable experiments in order to investigate relation extraction methods, one 
restriction of this corpus is lack of negation annotation.  
Some analyses were conducted on the DrugDDI corpus, showing that a significant number 
of sentences in the corpus have at least one negator [60]. Consequently, it can be concluded 
that identifying negative statements is an essential task to obtain accurate knowledge from 
textual data. 
In the present thesis, we annotated the DrugDDI corpus (2011 and 2013 versions) with 
negation scope and cues automatically [9] and manually. The DrugDDI corpus (2013) 
included two parts: DrugBank and Medline parts, which were annotated automatically with 
a rule-base method with the BioScope guidelines and then checked manually using the BRAT 
annotation tool. The NegDDI-DrugBank and NegDDI-MEDLINE corpora are the final products 
of the whole process (Figure 11). 
 
Figure 11: A sample of sentence annotated with negation scope and cue in the NegDDI 
corpus  
The analyses of the NEGDDI corpus demonstrate that the negated statements consist of 
approximately 21% of its sentences. Furthermore, our analyses show, “not” and “no” are by 
far the most frequent cues in the corpora. However, more changes during the manual 
checking process have been performed with the cue “not”, forming 27.41% of changes. 
Most of the errors with the other cues are associated with problems detecting certain 
patterns of passive voice sentences. It is worth mentioning that although, we conducted a 
manual checking for the annotations, the experiments mentioned in 3.1.2 and 3.2.1 briefly 
show that the usage of manually checked annotations do not considerably affect the 
performance of the proposed DDI extraction method. Therefore, it can be concluded that 
the automated negation detection method indicate satisfactory results. 
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The mentioned contribution explained and presented in our papers was published in SEPLN 
(Sociedad Española para el Procesamiento del Lenguaje Natural, 2013) and LREC 
(International Conference on Language Resources and Evaluation, 2014) conferences. 
In the paper presented under the title of “Extracting Drug-Drug Interaction from Text Using 
Negation Features”, we explain the detailed process of automatically and manually 
annotation of the DDI 2011 corpus with negation scope and cues according to the Bioscope 
guidelines.   
Additionally, in the paper with the title “Exploring Negation Annotations in the DrugDDI 
Corpus”, a number of analyses concerning the correlations between negations and DDI 
annotations are presented. Furthermore, the annotation with negation scope and cue are 
extended to the DDI corpus 2013. The annotation process includes the automatic and 
manual checking conducted by the BRAT annotating tool. 
It is worth mentioning that the analyses presented in these papers led us to implement the 
comprehensive enhancement method published in our paper in the PLoS journal under the 
title “Enhancing Extraction of Drug-Drug Interaction from Literature Using Neutral 
Candidates, Negation, and Clause Dependency”. 
3.1.2 Proposing the Neutral Candidates Features and Linguistic-based 
Negation  
The neutral candidates are a subclass of non-positive class of candidates, not mentioned by 
the authors in the text. These candidates are important, since their status is not be inverted, 
if they are located in the negation scope. Other contribution of the thesis is introducing 
different types of neutral relation candidates and implementing a feature extractor method.  
The paper presented in the PLoS journal has clarified this work with more details. We 
identified three types of neutral candidates and developed a rule-based system to detect 
three types of text patterns. 
Taking neutral candidates into account is critical from another perspective, since not doing 
may induce conflicts in the corpus later. In this situation, the author did not make any 
remarks concerning the interaction or association between the two biological entities and it 
is possible that in the future, other researchers could find an interaction, which would lead 
the corpus to face conflicts.  
The significant contribution of neutral candidates and effectiveness of related features has 
been confirmed in the two studied corpus. The important role of neutral candidates in the 
SNP-Phenotype Association has been mentioned in our paper presented in the Journal of 
Biomedical Semantics. 
Moreover, it is important to mention that the proposed neutral-related rules can be used 
with extremely slight changes in other biomedical relation extraction tasks, particularly 
symmetric relations such as protein-protein interaction.  
 Enhancing automatic extraction of biomedical relations using different linguistic features extracted from text 
 
-42- 
The semantic analyses of the sentences of the corpus assist us in identifying three types of 
neutral candidates in sentences, which can be extended in other relation extraction tasks. In 
addition, we implemented a rule-based system to detect different types of neutral 
candidates. Our experiments indicate that the features aimed at detecting the neutral-
related candidates are the most effective category among the three categories occurred in 
three linguistic patterns.  
Moreover, we extracted six Boolean features to detect relative position of biomedical 
entities with negation scope. Additionally, the negation cue was employed as other negation 
related feature. 
We conducted a number of experiments using the proposed features. The experiments 
indicate that the best result was achieved by the enhanced local context kernel method with 
68.4% F-measure, which is 2.7%, more than the first system in the DDI extraction (2011) 
challenge. Moreover, the experiments indicate the best combination of invented feature 
sets (the two mentioned feature sets and the clause dependency feature set that will be 
explained in 3.2.1) for the proposed local context kernel is neutral candidate with negation 
cue and scope features, producing a slightly more improvement than the entire list of the 
invented features.  
As mentioned earlier, to the best of our knowledge, the only research that considers 
negation in the DDI extraction has been conducted by Chowdhury et al. However, they did 
not report the improvement obtained for usage of negation. Therefore, we compared our 
results with other participants of the challenges and also verified the significance of the 
obtained improvement in comparison to the original methods. 
3.2 Improving the Performance of DDI Extraction Methods from 
Text through Detecting and Discriminating Between Different 
Clauses 
In the second part, we will mention our other contributions in this thesis, creating the 
second objective, which is pay off to the DDI extraction from text through considering 
complex sentences. We start with mentioning the proposed method enhancing the utilized 
kernel methods through considering the clause dependency related features. Then, we state 
our other contribution of the thesis, which is devoted to the combination of three and 
sequence kernels. 
 
3.2.1 Enhancing the DDI Supervised Extraction Methods Using Clause 
Dependency Features  
Another contribution of the thesis is dedicated to overcome the complex sentences. The 
complex and negated sentences are two major sources of inaccuracy in biomedical relation 
extraction.  
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We proposed a method to distinguish the components of the studied kernel methods by 
detecting their position in dependent or independent clauses and their types of related 
clause connectors. The experiments indicate that the ratio of negation cues is higher in 
complex sentences in comparison with simple ones. Additionally, the results show that by 
employing the proposed features combined with a bag of words kernel, the performance of 
the used kernel methods improves. Furthermore, experiments demonstrate that the 
enhanced local context kernel outperforms other methods. The proposed method can be 
used as an alternative approach for sentence simplification techniques in biomedical area, 
which is an error-prone task. 
The paper published in the PLoS journal (2016) shows the comprehensive approach by 
employing the three linguistics-based features, i.e. negation, clause dependency, and 
neutral candidates. Although the features pertinent to clause dependency were introduced 
briefly in a previous paper, we proposed more features with additional details in this paper 
to improve the performance of the DDI extraction task. Furthermore, the overall 
performance of the method as well as the contribution of each feature set in the 
performance of the system is presented for both DrugBank and Medline parts.  
Our experiments demonstrate considering the clause dependency and type of clauses 
beside to negation related features improve the performance of the DDI extraction 
methods. The obtained improvements of the features in conjunction with neutral related 
features mentioned in 3.1.2 in comparison with the original kernel methods were verified 
through identifying the DDIs in the test parts of the DDI corpus as well as a statistical sign 
test. The sign test demonstrates that the achieved improvements are significant. 
3.2.2 Proposing a New DDI Extraction Method through Combining Tree and 
Sequence Kernels 
Combining the tree and sequence kernels through a BOW (bag of words) method is the 
other contribution of the thesis. The proposed method shows better performance in 
comparison with each of the subtrees, subset trees and global and local context kernels 
separately. Our method and experiments show that the combination of different types of 
kernels can improve the overall performance of the methods. 
More details of the contribution have been explained in our paper presented in the 
SEMEVAL Conference (International Workshop on Semantic Evaluation, 2013) under the 
title of “NIL UCM: Extracting Drug-Drug Interactions from Text Through Combination of 
Sequence and Tree Kernels”. In this paper, we employ Subtree and SubSetTree, local 
context kernel, global context kernel, and some conjunction features. The proposed 
conjunction features include POSLEMMA (POS+Lemma) and POSSTEM (POS+ Stem), the first 
verb before Drug1 and the first verb after Drug2, and their stems and lemmas.  
It is worth mentioning, we have proposed two DDI extraction approaches in the paper; the 
first approach with all categories of the DDI sentence types and the second approach that 
initially extract positive and negative DDIs and then a second classifier was used to classify 
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the positive extracted DDIs. It is observed that the results of the detection of the DDI are 
better with the two-step approach: 0.656 against 0.588 on F1. The implemented system 
with the two-stage classification was ranked the 3rd in the DDI extraction challenge (2013).  
3.3 Preparing a Corpus For Extracting SNP-Phenotype Association 
from Text, Annotated With Negation, Modality and Ranked 
Associations 
Here, we mention our contributions in this thesis regarding the third objective, which is 
devoted to producing the SNPPhenA corpus. We start with the main steps of producing the 
corpus including collecting documents, recognizing the entities and annotation of negation, 
SNP-phenotype associations, three levels of association and their level of confidence. The 
next related contribution is preparing the website for the corpus, making its usage easier. 
3.3.1 Producing the Ranked SNP-Phenotype (SNPPhenA) Association 
Extraction Corpus 
The second biomedical relation extraction corpus prepared and employed during the thesis 
is the SNPPhenA corpus. The corpus was prepared to extract ranked SNP-Phenotype 
association from text. It is the first relation extraction corpus annotated with degree of 
confidence, showing the strength of associations. The process of producing the corpus 
includes collecting abstracts, recognizing named entity, and annotating the ranked 
association, negation scope and cues as well as modality markers. In addition, the confident 
level of positive association was annotated in three categories: Strong, moderate and weak 
degree of confidence. Most frequently phenotypes, SNPs, and some basic statistics 
concerning the produced corpus are presented. The corpus is generated in two formats: xml 
and standoff BRAT formats.   Figure 12 and Figure 13 present an example of an annotated 
sentence in xml and brat standoff formats. Furthermore, the Figure 14 shows a visualization 
of the annotated sentence using brat. Moreover, the inter-annotator agreement is analyzed, 
and the Kappa coefficient is calculated for SNP-phenotype associations and the degree of 
confidence of associations showing the reliability of the corpus. The Kappa inter-annotator 
agreement between the two annotators was calculated 0.79 for annotating the associations 
and 0.80 for annotating the confidence degree of associations, approving the reliability of 
the corpus. 
Moreover, the analyses show 16.8% of the sentences have at least one negation cue and 
76.3% of the samples are distinguished (i.e. they are positive and negative association 
candidates). Additionally, 63.8% of the candidate sentences have at least one clause 
connector, while 36.2% do not have one. It is necessary to mention that the prepared 
SNPPhenA corpus is the first ranked biomedical relation extraction annotated reliably with 
the degree of confidence of associations. 
 Enhancing automatic extraction of biomedical relations using different linguistic features extracted from text  
-45- 
 
Figure 12: The unified XML format of a sentence in the SNPPhenA corpus 
                             T1      SNP  57  66                  rs2273535 
                             T2      Phenotype  23  29     cancer 
                             T3      Phenotype  110  123           breast   cancer 
                             T4      Phenotype  185  202           colorectal     cancer 
                             T5      Phenotype  276  293           esophageal  cancer 
                             T6      Modality_Marker  35  43    revealed 
                             T7      Modality_Marker  80  83    may 
                             R1      weak_confidence_association  Arg1:T1  Arg2:T2 
                             R2      weak_confidence_association  Arg1:T1  Arg2:T4 
                             R3      weak_confidence_association  Arg1:T1  Arg2:T5 
                             R4      weak_confidence_association  Arg1:T1  Arg2:T3 
Figure 13: The annotation of the sample sentences in brat format (*.ann) 
 
Figure 14: A sample of a sentence in the produced SNPPhenA corpus drawn by brat  
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More details of the contribution have been presented in our paper presented in the Journal 
of Biomedical Semantics (2017) under the title “SNPPhenA: A Corpus for Extracting Ranked 
Associations of Single-nucleotide Polymorphisms and Phenotypes from Literature”. 
In this paper, some statistics regarding linguistic features and annotation tags are 
presented. In addition, the paper presents the document of guidelines for the corpus and 
some analyses pertinent to the reliability of the annotation.   
The process of producing the corpus is mentioned in the paper and most frequently 
phenotypes, SNPs, and some basic statistics concerning the corpus produced are presented. 
In addition, the initial experiments are conducted with the corpus to extract the associations 
and the confidence level of associations with two popular kernel methods.  
3.3.2 Developing a Website for the SNPPhenA Corpus 
Additionally, for better and more convenience usage of the corpus, a website for the corpus 
was developed, which is available online at NIL Server. The website contained a brief 
introduction of the corpus and inter-annotator agreement analyses. Furthermore, the 
guidelines document; xml files of the corpus, dtd, ann and txt files were uploaded to the 
website. 
The details of the mentioned contribution and preparing the website are explained in the 
paper presented in in the Journal of Biomedical Semantics (2017). 
 
 Enhancing automatic extraction of biomedical relations using different linguistic features extracted from text  
-47- 
 
Figure 15 : A screenshot of the produced website corpus for the SNPPhenA  
3.4 Developing a Method for Extracting Graded SNP-Phenotype 
Associations from Text through Degree of Confidence and 
Negation 
Finally, we mention our contributions in this thesis dedicated to our last objective, which is 
developing a method to extract graded SNP-phenotype associations from text. Initially, we 
explain the important criteria that must be verified to ensure that the negation-neutral 
based method can work effectively. The next contribution allowing us to reach the objective 
is the proposed association extraction method that initially decides on the existence of 
association and then identifies the degree of confidence of association. Additionally, as the 
other contribution, we developed a web-based program that first recognizes entities and 
secondly identifies ranked SNP-Phenotype associations. 
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3.4.1 Suggesting the Criteria for Reliability of the SNP-Phenotype Association 
Extraction Method 
Another contribution of the thesis is suggesting a criterion that must be verified to ensure 
that the proposed negation and neutral-based method can be employed in other corpora. 
To examine whether the proposed method is applicable to other corpora or not, the 
verification criteria must be analyzed, i.e. complexity of the sentences and uniform polarity 
of the sentences. 
The paper published in the Journal of AI and Data Mining (JAIDM) under the title “Automatic 
Extraction of Ranked SNP-Phenotype Associations from Literature through Detecting 
Neutral Candidates, Negation and Modality Markers” explains the criteria with more precise 
details. 
Moreover, some statistics related to the complexity of the sentences and the innate 
polarities of the sentences are presented in the paper and the paper published in in the 
Journal of Biomedical Semantics.  
Furthermore, our analyses of the DDI corpus demonstrate the high number of dependent 
clauses of the sentences and non-uniform polarity of the key verbs, leading us to the fact 
why the proposed method mentioned in 3.4.2 has poor performance in comparison to the 
result obtained from the SNPPhenA corpus.   
 
3.4.2 Proposing a New Method for Extraction of SNP-Phenotype Association 
and Degree of Confidence of Association through Linguistic-Based 
Negation 
Implementing a supervised method to extract SNP-Phenotypes associations through 
detecting neutral candidates and negation scope and cues is other contribution of the 
thesis. The paper presented in the Journal of AI and Data Mining (JAIDM) shows the details 
of the method. 
The relation extraction method relied on linguistic-based negation detection and neutral 
candidates. The experiments showed that negation cues and scope as well as detecting 
neutral candidates can be employed to implement a superior relation extraction method 
outperforming the kernel-based counterparts due to a uniform innate polarity of sentences 
and the small number of complex sentences in the corpus.  
Furthermore, we implemented a novel modality-based supervised method (MMS) to 
identify the level of confidence of the extracted association. The proposed method employs 
a classifier trained by the modal markers, the mentioned p-value, some other linguistics 
features and the confidence level of the association annotated in the corpus. 
To evaluate the performance of our proposed association extraction method, two other 
schemes are also tested, namely local context and sub-tree kernel methods. We have used 
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the two enhanced kernel-based methods as the benchmarks, since there is no available 
method to extract the ranked SNP-Phenotype association from text working particularly 
with negation and neutral candidates.  
Our experiment shows that the proposed method outperforms the mentioned schemes. 
Moreover, the proposed MMS method outperformed the utilized benchmark method in 
identifying the degree of confidence of associations.  We used the BOW as a benchmark for 
this purpose, since to the best of our knowledge; there is no method for identifying the level 
of confidence of associations in the biomedical relation extraction task. 
The best f-measure was achieved in candidate expressions related to associations with a 
weak degree of confidence and the worst result was obtained in the medium degree of 
confidence. However, the experiments demonstrate that both methods have weak f-score, 
recall and precision in the category of the middle level of confidence. 
 
3.4.3 Developing an Online Web Based Portal for Extracting SNP-Phenotypes 
from Text 
Other contribution of the thesis is a web-based version of the ranked SNP-phenotype 
association extraction method. The application detects negation cues and scope and the 
container clause. Moreover, through employing a trained SVM classifier, the type of the 
candidate is detected.  Additionally, the web-based program classifies the level of 
confidence of association in three mentioned degrees (Figure 16 and Figure 17). The details 
of the algorithm and the used technologies are available in our paper presented in the 
Journal of Biomedical Semantics. 
 
Figure 16 : A screenshot of the web based ranked association extractor 
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Sentence: Haplotypes of A1450G and rs10012 or rs1056827 and rs1056836 
revealed an association with colorectal cancer. 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  
Phenotype: colorectal cancer 
SNP: A1450G 
Negation cue: 
Status of SNP-Phenotype Association: true 
Degree of confidence of Association: Medium 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  
Phenotype: colorectal cancer 
SNP: rs10012 
Negation cue: 
Status of SNP-Phenotype Association: true 
Degree of confidence of Association: Medium 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  
Phenotype: colorectal cancer 
SNP: rs1056827 
Negation cue: 
Status of SNP-Phenotype Association: true 
Degree of confidence of Association: Medium 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  
Phenotype: colorectal cancer 
SNP: rs1056836 
Negation cue: 
Status of SNP-Phenotype Association: true 
Degree of confidence of Association: Medium 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
Figure 17 : A screenshot of the result of the web based ranked association extractor  
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4 Conclusions and Future Works 
The publications summarized in the previous chapter (and will be presented in the next part 
of this thesis) to our knowledge, are a beneficial effort in the field of extracting biomedical 
relations from text, and more specifically, Drug-Drug interaction and SNP-Phenotype 
association extraction area. This hard attempt not only helped us to grow as a researcher, 
but also enabled me to grow as an individual. I hope to have established my future within 
the scientific community, whose first step is, in fact, becoming a reality while writing these 
concluding lines of my thesis.  
However, this period of my life has taught me that constancy together with the hope of 
being following the right path, have their reward. Real evidence is this work that has now 
definitely formed. 
This chapter will conclude with a discussion regarding the potential ways of continuing our 
research.  In the first place, concerning the near future, we present some partial results and 
ideas that we are investigating by now, all of them corresponding to the field of DDI and 
SNP-Phenotype association extraction from text. 
At the end, I will present our proposals for the future, when I expect to explore new 
horizons broadened to us at this time. 
 
4.1 Conclusions 
As we mentioned earlier, the thesis pursued four main objectives shaped by the mentioned 
contributions. In this section, we explain the conclusions reached during the process of 
achieving our objectives.  
In the rest of this section, we mention the conclusions reached in terms of our main 
objectives mentioned with further details in the first chapter. 
4.1.1 Improving the Performance of Methods of the DDI Extraction from 
Text through Detecting Linguistic-Based Negation 
Our obtained results concerning the DDI task showed that the linguistically-oriented scope-
based negation annotating identifying the negation cue and scope, may not have always 
enough information to overcome the act of negation in the DDI task. Therefore, one must 
take account of other sorts of bases and factors including identifying the neutral candidates 
and dependency of clauses. 
According to the obtained results, the neutral candidate feature set is the most useful one 
among the three different invented feature sets, generating better results with the 
combination of the other two invented feature sets.  
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In addition, the experiments and analyses demonstrated that, medical texts with symmetric 
relations such as Drug-Drug Interaction are more difficult regarding the consideration of 
negation in comparison with biological texts with asymmetric associations. Complex 
structure of sentences mentioning the DDIs, large average number of the DDI candidates in 
each sentence and uninform polarity of the key verbs are the main factors that we relied to 
be considered.  Although, developing more accurate methods for identifying the polarity of 
the key verbs needs more investigation, it leads to better performance of the DDI extraction 
methods. 
4.1.2 Improving the Performance of the DDI Extraction Methods from Text 
through Detecting and Discriminating between Different Clauses 
In addition, as analyses of the DDI corpus show, sentences with negation cue have more 
clause connectors compared to sentences without negation cue. Therefore, taking clause 
connectors and dependent clauses into account is important in resolving the negation 
action. 
The experiments show that the used sequence kernels benefit more from the clause related 
features in comparison to tree kernels. Consequently, it can be concluded that the tree 
kernels consider clauses more than sequence kernels. 
Although combination of clause dependency related features with other kernel methods 
demonstrates significant improvement, we can reach the conclusion that extracting more 
features related to different types of clauses. In other words, concessive clause in addition 
to an effective feature selection method can have better performance.  
While, the current results are promising, one of the challenging discussions is whether all 
kernel methods benefit from the clause, negation and neutral related features. As results of 
the conducted experiments, we maintain that it is probable that more advanced kernels 
deriving more informative features from different presentations of the sentence, may not 
be beneficiary from the proposed features. 
Furthermore, as a result of the conducted experiments to determine the contribution of the 
different invented feature sets, in most of the experiments, the complete list of features 
provided the best results. However, in few of them, the list did not have the best 
performance, in comparison to the other possible combinations of datasets of features; 
therefore, a suitable feature selection method can improve the results more. 
4.1.3 Preparing a Corpus For Extracting SNP-Phenotype Association from 
Text, Annotated With Negation, Modality and Ranked Associations 
In addition to the conclusions reached on the DDI extraction task and related annotations, 
we have arrived conclusion through experiments conducted on the SNPPhenA Corpus. As 
opposed to the previous biomedical relation extraction corpora containing true and false 
types of relations, the annotated associations in the corpus were divided into three classes: 
positive, negative and neutral candidates. Identifying neutral candidates is critical for the 
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negation process, since the status of those candidates and their corresponding level of 
confidence did not change, when they were located in the scope of negation terms, while 
the status of distinguished association candidates did change in such cases. Similarly, the 
level of confidence, certainty or uncertainty of a neutral candidate did not change if it was 
located in the scope of a speculation or modality term. Therefore, determining the effect of 
negation as well as modality terms requires identification in neutral candidates.  
It should be mentioned that the SNPPhenA corpus must be considered an initial step in 
extracting graded associations from the literature so that it can be used by other 
researchers as a resource to evaluate and compare the association extraction methods 
trying to identify the degree of confidence of associations. 
However, annotation of other modality and clause related features and identification of 
statistical features and values useful in the task of the degree of confidence identification 
are among the works that can improve the credibility and authority of the corpus. 
4.1.4 Developing a Method to Extract Graded SNP-Phenotype Associations 
from Text through Recognizing Degree of Confidence and Negation 
In this thesis, we proposed a ranked SNP-phenotype association extraction method based 
on the degree of confidence of association. The results demonstrate the superior 
performance of the proposed method.  Additionally, the results show the neutral candidates 
are the important category of candidates that can be utilized to implement better relation 
extraction methods. Furthermore, the achieved results show the importance of the 
confidence level of the association as a linguistic-based factor that can be used in addition 
to the existing methods to obtain more useful information. 
Identifying the important criteria to be verified in order to perceive the effectiveness of the 
proposed method is the other contribution of the thesis; however, other types of sentences 
and factors might remain unrecognized. It may need more analyses and experiments with 
other biomedical corpora in different fields. 
Consequently, it is expected for asymmetric relations such as Gene-Disease and Disease-
Treatment associations, to take more advantage from the proposed method and 
introducing the neutral candidates, rather than symmetric relations. The reason is that for 
symmetric relations such as PPI and DDI, every binary combination of entities in a sentence 
is a candidate relation. Therefore, they have significantly more neutral examples in 
comparison with the asymmetric relations. 
Generally, it can be concluded, identification of confidence level of association in biomedical 
domain is a difficult task. Lack of uniform usage of modality and confidence-related 
linguistic-rules by the authors, nonexistence of the united interpretation of the statistical 
tests and usage of different statistically significant tests between the researchers are among 
the factors making the task difficult. Thus, a precisely ranked SNP-Phenotype association 
extraction method based on the degree of confidence of associations must include these 
factors. 
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4.2 Future Works 
We start this section by the future directions that can be pursued concerning the DDI 
extraction task and discuss a new idea and open rooms for SNP-Phenotype association task. 
4.2.1 DDI Extraction  
First, encouraging future work over the DDI extraction task can be the expansion of the 
definition of the Drug-drug interaction extraction from a binary relation to a ranked relation 
through considering the corresponding confident level and other linguistic features; similar 
to the work we did with the SNPPhenA Corpus to some extent. Expansion of the confident 
level concept to a membership function for a fuzzy DDI relation instead of a crisp DDI 
relation will enable us to compare and combine the extracted results from different 
sentences. In other words, dissimilar results for a specific DDI candidate extracted from 
different sentences with different confident levels can be compared and combined with 
each other. Comparing and combining the different results for a specific candidate will help 
to identify different types of the errors including systematic or human mistakes, which can 
lead to boosting the overall performance of the system. The achievement is not possible 
with a crisp DDI relation that only detects the existence or lack of existence of an 
interaction.  Speculation and deduction cues include modal verbs of possibility such as 
“may” and related adjective and adverbs such as likely in addition to the proposed rule-
based system to identify neutral confidents that can be used to calculate the membership 
function (the confident level).   
In this regard, although during the thesis some experiments for using a few basic 
simplification methods were conducted on DDI corpus to overcome the complex sentences, 
no significant improvement was achieved. However, it is believed that a remarkable future 
work is the combination of simplification and a pronoun resolution specified for drugs 
leading to better performance. 
4.2.2 SNP-Phenotype Association Extraction 
In the rest of this section, we present some new future works and directions that can be 
followed in the continuation of the work we conducted for the new proposed ranked SNP-
Phenotype association extraction task. 
It is important to remember that the SNPPhenA Corpus and the proposed association 
extraction method are an initial step to extract graded associations from literature, which 
could lead to an idea for complete fuzzy association extraction task that can be employed to 
construct better and more realistic biomedical ontologies automatically. More generally, 
although all existing relation extraction corpora and methods utilize crisp relations, they 
could be replaced with a better mathematical model called probabilistic fuzzy relations 
(PFR) which is newer mathematical model than usual fuzzy relations. Membership function 
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and probability function are two functions used in a probabilistic fuzzy method indicating 
the level of strength of association between SNP and phenotype and confidence level of 
sentence, respectively. Thus, in future work, implementation of probabilistic fuzzy relations 
could be further investigated. Using PFRs, modals in sentences could be considered, while 
combining different confidence levels. Presumably, it will lead to improved results. 
Moreover, employing other linguistics-based or non-linguistic-based factors that could be 
utilized to determine the credibility of the reported association is an important future work. 
Assessing the statistical confidence level of the used case control tests mentioned in the 
text, as well as using genotyping techniques (such as MLPA or RFLP) in addition to more 
accurate epistemic modal analysis methods, are among the factors that could be employed 
to identify the overall degree of confidence and credibility of the reported associations.  
Moreover, although the proposed sentence-level ranked SNP-Phenotype association 
extraction method shows promising results, the estimated level of the confidence of  
association can be used in addition to other factors such as confidence level of the abstract 
and the paper itself to define the overall confidence and credibility of the extracted 
association. For example, number of citations and credibility of the publisher can be among 
the factors determining the confidence and credibility of the abstract and the paper. 
. 
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Abstract 
Genome-wide association (GWA) constitutes a prominent portion of studies which have been conducted on 
personalized medicine and pharmacogenomics. Recently, very few methods have been developed for 
extracting mutation-diseases associations. However, there is no available method for extracting the 
association of SNP-phenotype from text which considers degree of confidence in associations. In this study, 
first a relation extraction method relying on linguistic-based negation detection and neutral candidates is 
proposed. The experiments show that negation cues and scope as well as detecting neutral candidates can be 
employed for implementing a superior relation extraction method which outperforms the kernel-based 
counterparts due to a uniform innate polarity of sentences and small number of complex sentences in the 
corpus. Moreover, a modality based approach is proposed to estimate the confidence level of the extracted 
association which can be used to assess the reliability of the reported association.  
 
Keywords: SNP, Phenotype, Biomedical Relation Extraction, Negation Detection. 
 
1. INTRODUCTION 
A single-nucleotide polymorphism (SNP) is a single base mutation that happens in DNA-level [1]. 
Variations in the DNA sequences can affect how humans develop diseases and respond to 
pathogens, chemicals, drugs, and other agents. The first successful GWA study dates back to 2005 
when Klein and his colleagues carried out the first successful GWAS on patients with age-related 
macular degeneration. It was the start of a worldwide trend which results in finding thousands SNP 
associations. Fig 1 shows the increasing numbers of papers that have been published in this field 
from the year 2001 to 2014 obtained from a PubMed search engine for the query ‘Single Nucleotide 
Polymorphisms’ (performed in November 2015). SNPs are also important for personalized medicine.     
Recently, few methods have been developed recently for extracting mutation and disease 
associations from text such as [2] and [3]. However, there is no available method for extracting the 
association of SNP-phenotype from text which consider the neutral candidates and the level of 
confidence of associations.  
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A phenotype is the organism's recognizable characteristics or traits, such as its development, 
biochemical or physiological properties, behavior, and products of behavior [4]. An SNP can be 
“associated” with the phenotype when a specific type of variant (one allele) is frequent within 
samples obtained from subjects. The degree in which phenotype is determined by genotype is 
referred as “phenotypic plasticity” [5].  
 
 
Figure 1. Number of ‘Single Nucleotide Polymorphisms’ publications from 2000 to 2014 in PubMed. 
 
The amount of influence that environmental factors have on a person’s ultimate phenotype is a 
matter of serious scientific debate. 
On the other hand, one of the essential tasks in biomedical text mining is to identify negations which 
is the more important feature used in our approach. Linguists define negation as a morphosyntactic 
operation [6]. Through this operation a lexical item either denies or inverts the meaning of another 
item or construction. The importance of negation in biomedical text mining is revealed when we 
consider the fact that negation is very common in those texts leading to lack of precision in 
automatic information retrieval systems [7]. For example in the sentence below, there is not any 
association between “APOE polymorphisms” and “serum HDL-C”; however, if negation is neglected a 
wrong association might be identified: 
 There were <{ no} associations between  APOE polymorphisms and serum HDL-C, APO-CIII 
and triglycerides> 
Linguistic modality is another linguistically-driven phenomenon going to be applied in this research. 
In general, modals are special words stating modality, which expresses the internal attitudes and 
beliefs of the announcer such as facility, probability, inevitability, commitment, permissibility, 
capability, wish, and contingency [8]. In current study, we aim to use modals based on linguistic- and 
speculation analyses for determination of the confidence and strength of the stated SNP-phenotype 
associations in the corpus.  
On the other hand, despite distinguished association candidates which include remarks made by the 
author, a neutral candidate does not contain any remarks [10]. In Fig 2, relation status between 
“anorexia nervosa” and “rs4680” is neutral since the author has not mentioned their association. In 
other words, any conclusion about the association between these two entities is not possible with 
this sentence. McDonald et al. are one of the very few groups of researchers, who have investigated 
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the neutral candidates in relation extraction task [9]. More information about the neutral relation 
candidates their important role in the biomedical domain can be found at the other work of the 
authors [10].  
 
Figure. 2. A sample of neutral association candidate with used entities specified with circle 
 
In addition to the pervious subjects, innate polarity of the sentences about a relation is an important 
factor that must be taken into account. However, to the best of our knowledge, no research has 
been conducted on the effect of innate polarity of the sentences on a relation extraction task.  
However, innate polarity of a sentence speaking about a relation expresses whether the assumed 
relation candidate in the sentence without negation cue and scope exists or not. For instance, the 
first sample below gives a positive innate polarity on SNP-Phenotype [22], while the second sample 
provides a negative one. 
• The nicotinic acetylcholine receptor polymorphism (rs1051730) on chromosome 15q25 is 
associated with major tobacco-related diseases in the general population with additional 
increased risk of COPD as well as lung cancer. 
• We investigated the causal relationship between smoking and symptoms of anxiety and 
depression in the Norwegian HUNT study using the rs1051730 single nucleotide polymorphism 
(SNP) variant located in the nicotine acetylcholine receptor gene cluster on chromosome 15 as 
an instrumental variable for smoking phenotypes. 
In this study, we suggest a text-mining approach which extracts association between SNP and 
phenotypic Phenotypes. The rest of this paper is organized as follows. Section 2 introduces some 
related research works. The proposed method is explicated in section 3. Afterwards, section 4 
presents results and statistical analysis. Finally, section 5 concludes the paper while providing 
suggestions for further research.  
 
2. Related works 
Besides classical relation extraction tasks in the BioNLP domain such as protein-protein and gen-
disease tasks, some new methods and corpora been developed for extracting 
mutation/polymorphism and disease associations. DiMex [3] is a rule-based unsupervised mutation-
disease association extraction that works on the abstract level. The PKDE4J [2] is a supervised 
method that employs a rich set of rules to detect the used features. Another related miner system 
has been developed by [15] that gather heterogeneous data from a variety of literature sources in 
order to draw new inferences about the target protein families.  
Moreover, one of the few researches that took negation into account in the relation extraction task 
was [16]. In the method, SVM classifier was fed using a list of features such as nearest verb to 
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candidate entity in the parse tree and some negation cues. Pyysalo et al. [18] have conducted a 
survey wherein negation and uncertainty issues were taken into account. They stated that among 
those corpora BioInfer has negative annotation. Numerous studies have been conducted on 
modality and speculation of identification in NLP [19], but only a few of this research have been 
employed for classifying speculative language in the bioscience texts. In biomedical study: the 
vocabularies could be involved in theories, experimental results, hedges, and speculations. Though 
some studies have been performed within the linguistics community on the use of hedging in 
scientific text like [20], there is little direct relevance for categorizing task using the perspective of 
NLP/ML. 
 
2. Method 
The proposed association extraction method relys on detecting linguistic-based negation and neutral 
candidates which are introduced in this section. The basic components of the algorithm can be seen 
in the flowchart in Fig. 3.  
In this section, the process of detecting SNP-phenotypes associations is explained.  It is worth 
mentioning that we have used the SNPPhenA corpus during the research which has been introduced 
previously [20]. The corpus is available for public use1. 
 
Figure. 3. Flowchart of the different steps of the snp-phenotype association extraction proposed algorithm 
 
3.1. Verifying the Criteria of the corpus 
To examine whether the proposed negation based method is applicable to the corpus or not some 
metrics must be analyzed which are known as verification criteria (See Fig. 4): 
 Complexity of the sentences: As mentioned in previous sections, complex sentences form a 
major source of inaccuracy. They reduce the performance of the algorithm in two ways. Firstly, 
they decrease the performance of the automatic negation detection algorithm; and secondly, 
                                                             
1https://figshare.com/s/b18f7ff4ed8812e265e8 
  
-143- 
dependent clauses can change the meaning of main clause as mentioned earlier for concessive 
clauses. Additionally, the number of prominent clause connectors and average number of 
tokens can be utilized to measure complexity of a sentence. 
 
 Uniform innate polarity of the sentences regarding to SNP-Phenotype association: Innate 
polarity is an important factor in identifying relations from the text. Therefore, the produced 
corpus is analysed to derive the number of positive and negative innate polarity samples. For an 
estimation of the ratio of innate positive and negative polarities in the corpus, candidate 
sentences without negation cue were identified. Selected candidates that express no 
association between discussed SNP and Phenotype were classified as negatives and the other 
were identified as positive. 
 
Figure. 4. Verifying the criteria of the corpus 
 
3.2. Proposed association extraction approach 
For developing the proposed approach, six Boolean features were extracted from negation cues and 
scope which have been used. Additionally, to determine possible effects of negation on SNP-
Phenotypes relation, neutral examples have been identified in the corpus. Negation inverts status of 
positive or negative relations candidates which are in the negation scope while leaving neutral ones 
unchanged. As a result, the ratio of neutral candidates to positive or negative ones is of a great 
significance.  
3.2.1. Neutral candidate detector 
For automatic detection of neutral candidates we have implemented a neutral candidate detector, 
As initial experiments shows detecting the neutral candidates are very important in the negation 
based method. Consequently a neutral candidate detection system has been carried out. The 
proposed method worked with a global context method kernel method, the prepared corpus has 
been used for training and predicting the neutral candidates. 
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However, in case of neutral candidates, negation does not change the status of the association and it 
will remain false. Because of few numbers of neutral candidates in the produced corpus, considering 
the neutral candidates as negatives still leads to superior performance as will be seen in next section 
(Table 10). As a result, if the status of the existence of neutral candidate was defined as 
 “IsNeutralCand” A Boolean feature which is set as true when association candidate 
predicted as neutral, while other situation is false. 
 
3.2.2 Negation based association extraction method 
As for relation extraction, it must be noticed that negation does not necessarily change the status of 
a relation between entities. As a matter of fact, the effect of negation on association depends on 
several factors among which position of entities relative to the negation scope and cue can be 
directly extracted from extended corpus. For example, consider the following sentence: 
 Moreover, the rs1051730 variant may not merely operate as a marker for dependence or 
heaviness of smoking.  
“Dependence or heaviness of smoking” is a phenotypes name inside the negation scope, so as their 
association relation between SNP (rs1051730) and the phenotype name is inverted by the negation. 
There are 6 different possibilities based on position of SNP and phenotype names relative to the 
negation scope which are used as 6 features: 
 BothInsNegSc: A Boolean feature which is set as true when both SNP and phenotype names 
are inside the negation scope, while other situations are false. 
 OneLeftOneInsNegSc: A Boolean feature which is set as true when one SNP or phenotype 
name is on the left side (out) of the negation scope and the other one is inside the negation 
scope, while other situations are false. 
 OneRightOneInsNegSc: A Boolean feature which is set as true when SNP or phenotype name 
is on the right side (out) of the negation scope and the other one is inside the negation 
scope, while other situations are false. 
 Three other Boolean features related to other possibilities. 
As table 1 demonstrates and also we have mentioned earlier, almost all of sentences have positive 
polarity; hence negation can change the relation status from True to False. Consequently, as it is 
indicated in Fig. 3 if the studied candidate is not a neutral, and one of these three Boolean features 
(BothinsideNegSc, OneLeftOneInsideNegSc or OneRightOneInsideNegSc) are true, the test 
association is predicted as false ,  whereas, any other combination of features lead to a true 
association.  
However, In case of neutral candidates, negation does not change the status of the association and it 
will remain false. Because of few numbers of neutral candidates in the produced corpus, considering 
the neutral candidates as negatives still leads to superior performance as will be seen in next 
section. As a result, if the status of the existence of neutral candidate was defined as 
 “IsNeutralCand” A Boolean feature which is set as true when association candidate is neutral, 
while other situation is false. 
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The status of association can be calculated as below: 
  
ܵܰܲܶݎܽ݅ݐܣݏݏ݋ܿ݅ܽݐ݅݋݊ =
  (BothInsNegSc ∨  OneLeftOneInsNegSc  ∨ OneRightOneInsideNegSc) ∧ ¬ IsNeutralCand  
  
We compare the proposed negation neutral based algorithm (NNB) with the three kernel methods. 
The used kernel methods are global context kernel, local context kernel and subtree kernel. All of 
the three used kernel methods were trained with train part of the prepared corpus and were tested 
with test part.  
In the next section, we will present the results obtained by the proposed method as well as those 
given by the kernel methods, so as a comparison can be made. 
All of the kernel method experiments were carried out by a support vector with SMO [21] 
implementation. According to the experiments conducted via SMO approach and comparing the 
results to those of other implementations of SVM, e.g. libSVM, it was evident that SMO 
implementation was associated with a faster and better performance. Weka API was used as the 
implementation platform.  A sample version of the proposed system is available online at the 
address (http://snpphenotypeext-nilg.rhcloud.com/). 
 
3.3. Identifying level of confidence of SNP-phenotype association  
There are genetic instructions for growing and developing all individuals, but environmental 
parameters also influence on the phenotype of a person through embryonic growth and life. 
Environmental parameters can be resulted by a range of effects including nutrition, weather, and 
disease and stress level. For example, the ability of tasting food is a phenotype, which is estimated as 
85% affected via genetic inheritance [22]. On the other hand, this ability could be intervened by 
environmental parameters including dry mouth or lately eaten food. 
The degree in which phenotype is determined by genotype is referred as “phenotypic plasticity” 
[23]. However, phonotypic plasticity is considered high if environmental factors have a strong 
influence. Conversely, if phenotypic plasticity is low if genotype can be used to reliably predict 
phenotype. Overall, the amount of influence that environmental factors have on a person’s ultimate 
phenotype is a matter of serious scientific debate. 
Different phenotypic plasticity as well as other effective unknown genetic components presents two 
explanations for why a GWA study reports on the importance of degree of confidence for these 
associations. Consequently, the linguist-based confidence of the reported association will have 
informative data leading to determination of phenotypic plasticity.  
However, there is no available data source or automatic method for extracting level of confidence of 
the obtained results. Consequently, the presence of such a tool and data source is critical and can be 
applied to help researchers in reviewing the literature.  
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We have implemented a modality based supervised method (MMS) for identifying the level of 
confidence of the extracted association. The proposed method consists of a classifier initially was 
trained by the related modal markers, the mentioned p-value and the confidence level of the 
sentence which have been annotated in the corpus. And during the test phase initially modal 
markers and the container clause were identified. If the sentence doesn’t have any modal markers 
or the entities were not located in the clause that contains the modals, the confident level will set to 
medium. Otherwise the level of confidence was determined by the trained classifier using the 
identified modal markers of the candidate sentence.  
 
4. Evaluation 
In this section after presenting some statistical analysis regarding the number of different entities 
and linguistic-based negation cues and clause connectors in the corpus used for evaluation, 
cooperative validation results are demonstrated. We carried out two types of experiments, first the 
proposed method were carried out on train data set and were tested using test part and secondly 10 
fold cross validation on the whole corpus. We have used three supervised kernel methods as 
benchmark. For this purpose, the support vector machine was used for this purpose.  
The results revealed that the proposed method is superior to counterpart kernel methods. 
Besides, it eliminates the need for training data avoiding difficulties associated with this step done 
mostly by related experts.  
 Low proportion of complex sentences in the corpus. The result of statistical analysis on clause 
connectors shows, 9.7% (=87/895) of the instances have concessive clauses. Furthermore, 
considering the table, it could be concluded that the most frequent connectors are “but” and 
“after”. Additionally, two third of the candidates have clause connector but this ratio is not 
significant in biomedical domain. While considering that biomedical scientific manuscript contain 
complex sentences usually mention different situation and condition. However, according to 
table 6, the average ratio of SNP and phenotype names per sentences is also weak. 
 
 Similar innate polarities of the sentences, the polarity analysis shows that most of the 
sentences have innate positive polarity indicating an “association” between SNP and a 
phenotype. It is worth mentioning that the polarity analysis regarding associations was carried 
out on sentences without negation cue (Table 1). For instance the sentence beweak explains an 
“associated with” implication. Consequently, it has a positive innate polarity proving the 
existence of an association between operands:  
 In haplotype analysis, the haplotype combination of rs2254298 A allele, rs2228485 C allele 
and rs237911 G allele was found to be significantly associated with an increased risk of 
preterm birth (OR=3.2 [CI 1.04-9.8], p=0.043).  
 
4.1. Identifying the associations 
In this section, the comparative results of the proposed method and local context kernel are 
presented in terms of F-score to calculate the positive classes. 
  
-147- 
Table 1. Obtained comparative results for the proposed negation neutral based method (NNB) for the test corpus 
alongside to the obtained results for the three investigated kernel methods with non-neutral candidates (positive and 
negative-neutral class) 
 
Method LCK Subtree kernel NNB 
F1 60.3% 45.7% 75.6% 
Recall 56.7% 41.3% 79.6 
Precision 53.5% 40.1% 75.4 
 
 
Table 2. Obtained comparative 10 fold cross validation results for the proposed NNB method for the LCK kernel methods 
with two categories of candidates (positive and negative-neutral class). 
 
Method LCK Subtree kernel NNB 
F1 94.2 91.5 97.4 
 
The experiments were carried over two groups of the candidates. During the experiments whose 
results are shown in Tables 1 and 2, neutral candidates have been considered as a part of negative 
class of candidates as other relation extraction corpora. 
To evaluate performance of our proposed method two other schemes are tested as well, namely, 
local context and subtree kernel methods. As it is shown in Table 1 and 2 the proposed method 
outperforms the mentioned schemes even when neutral class of samples is ignored. Moreover as 
tables show, local context kernel shows better performance in comparison with subtree kernel. 
The role of neutral samples identification in improving performance of the NNB can be understood 
via examining Tables 1 and 2.  However, table 2 indicates f-measure values for all candidates in the 
corpus including positive, negative as well as neutral ones.  
 
4.2. Forecasting level of confidence 
In addition to the performed experiments for predicting the SNP-phenotype associations, a binary 
Bag of Word (BOW) method was performed over the corpus as a baseline method to predict degree 
of confidence for associations 
 
 
 
 
 
 
 
-148- 
Table 3. Obtained results for the calculating confident interval of the positive association of the test part of the SNPhenA 
corpus by Bag Of words and the proposed MMS method. 
 
 The achieved results are presented in Table 3. As the table shows, the best f-measure was achieved 
in those candidate expressions related to associations with a weak degree of confidence and the 
worst result was obtained in the medium degree of confidence. The reason for the weak result for 
the class with medium level of confidence is that there was small number of instances in the class. 
Moreover, better f-measure results of weak degree of confidence were determined there had been 
more trained instances. Moreover, the weak performance of the BOW method for two classes with 
stronger level of confidence can suggest that these classes overlapped with each other and that 
perhaps two classes of confidence would lead to better performance. 
As table 3 shows, the proposed MMS method has better performance in comparison to the BOW 
method in terms of f-measure, precision and recall.  In addition, as it is presented in the table, both 
methods have weak f-score, recall and precision in the category of middle level of confidences 
 
5. Discussion and Conclusion 
In this paper, we proposed a modality based SNP-phenotype association extraction method. The 
results demonstrate the superior performance of the proposed method.  Additionally the results 
how the neutral candidates are important category of candidates that can be utilized for 
implementing better relation extraction methods. Moreover the achieved results show the 
importance of confidence level of the association as a linguistic-based factor can be used beside to 
existing methods to obtain more useful information.  Although the proposed method shows 
promising results employing other feature can improve the performance of the confidence 
estimation of the extracted association. The estimated level of confidence of the association can be 
used beside to other factor such as abstract and paper confidence to define the overall confidence 
and credibility of the extracted association. 
 Parameter Low Level of  
confidence 
Middle Level of confidence High Level of confidence 
BOW F1 64.2% 16.3% 26% 
Recall 64.6% 14.5% 27.7% 
Precision 63.8% 20% 24.6% 
MMS F1 63.4% 18.8% 54.8% 
Recall 51.9% 10.9% 64.7% 
Precision 81.4% 62.9% 47.6% 
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Although all existing relation extraction corpora and methods utilize crisp relations, the authors 
believe that it is not an efficient model for natural language’s relations and they could be replaced 
with a better mathematical model called fuzzy relations (FR). Crisp relations deal with the binary 
relation between two entities in a sentence while FRs includes sets of fuzzy relations.  
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Appendix 2: Snapshots of the SNPPhenA Corpus in XML 
and Brat Formats 
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Figure 1:  A snapshot of SNPPhenA corpus in XML format 
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Figure 2: A snapshot of SNPPhenA corpus in brat format 
 
 
 
 
 
 
Figure 3: A snapshot of a sentence with four weak confidence associations in the SNPPhenA 
corpus drawn byBrat 
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Figure 4: A snapshot of a sentence with four weak confidence association in the SNPPhenA 
corpus drawn byBrat 
 
 
 
Figure 5: A snapshot of a sentence with a negation cue and scope in the SNPPhenA corpus 
drawn byBrat 
 
 
 
 
 
 
Figure 6: A snapshot of a sentence with a strong confidence association in the SNPPhenA 
corpus drawn byBrat 
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Appendix 3: Snapshots of the SNPPhenA Website 
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Figure 1: A snapshot of the website of the SNPPhenA corpus dedictated corpus download 
and inter-annotator agreement analyses  
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Figure 2: A snapshot of the website of SNPPhenA corpus  
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Appendix 4: Kappa Calculation for Analyzing the 
Reliabiabity of the SNPPhenA Corpus 
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Table 1: Kappa calculation for annotation of association  
Annotator B 
A 
Association value  0 1 2 Total 
0 101 5 9 115 
1 11 738 80 829 
2 1 9 198 208 
Total 113 752 287  
 
 
K = (Pr (a) - Pr (e)) / (1-Pr (e))  
Where,  
Pr (a) - Relative observed agreement,  
Pr (e) - Hypothetical probability of chance agreement,  
k - Cohen's kappa index value 
 
 
Pr (a) = 0.900174 
Pr (e) = 0.5245 
K = 0.79 
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Table 2: Annotatror agreement and Kappa calculation for annotation of Confidence level  
Annotator B 
A 
Confidence level  0 1 2 3 Total 
0 198 7 0 2 207 
1 62 411 3 8 484 
2 6 15 82 4 107 
3 12 10 10 195 227 
Total 278 443 95 209 
  
 
K = (Pr (a) - Pr (e)) / (1-Pr (e))  
Where,  
Pr (a) - Relative observed agreement,  
Pr (e) - Hypothetical probability of chance agreement,  
k - Cohen's kappa index value 
 
 
Pr (a) = 0.86439 
Pr (e) = 0.313686 
K = 0.8024 
 
 
 
 
 
 
 
