We consider the homogenization of parabolic equations with large spatiallydependent potentials modeled as Gaussian random fields. We derive the homogenized equations in the limit of vanishing correlation length of the random potential. We characterize the leading effect in the random fluctuations and show that their spatial moments converge in law to Gaussian random variables. Both results hold for sufficiently small times and in sufficiently large spatial dimensions d ≥ m, where m is the order of the spatial pseudo-differential operator in the parabolic equation. In dimension d < m, the solution to the parabolic equation is shown to converge to the (non-deterministic) solution of a stochastic equation in the companion paper [2] . The results are then extended to cover the case of long range random potentials, which generate larger, but still asymptotically Gaussian, random fluctuations.
Introduction
Let m > 0 and P (D) the pseudo-differential operator with symbolp(ξ) = |ξ| m . We consider the following evolution equation in dimension d ≥ m:
Here, u 0 ∈ L 2 (R d ) and q(x) is a mean zero stationary Gaussian process defined on a probability space (Ω, F , P). We assume that q(x) has bounded and integrable correlation function R(x) = E{q(y)q(x + y)}, where E is the mathematical expectation associated with P, and bounded, continuous in the vicinity of 0, and integrable power spectrum 
The potential is bounded P-a.s. on bounded domains but is unbounded P-a.s. on R d . By using a method based on the Duhamel expansion, we nonetheless obtain that for a sufficiently small time T > 0, the above equation admits a weak solution u ε (t, ·) ∈ L 2 (Ω × R d ) uniformly in time t ∈ (0, T ) and 0 < ε < ε 0 . Moreover, as ε → 0, the solution u ε (t) converges strongly in L 2 (Ω × R d ) uniformly in t ∈ (0, T ) to its limit u(t) solution of the following homogenized evolution equation
where the effective (non-negative) potential is given by
Here, c d is the volume of the unit sphere S d−1 . We denote by G ρ t the propagator for the above equation, which to u 0 (x) associates G ρ t u 0 (x) = u(t, x) solution of (3) . We assume that the non-negative (by Bochner's theorem) power spectrumR(ξ) is bounded by f (|ξ|), where f (r) is a positive, bounded, radially symmetric, and integrable function in the sense that Theorem 1 There exists a time T = T (f ) > 0 such that for all t ∈ (0, T ), there exists a solution u ε (t) ∈ L 2 (Ω × R d ) uniformly in 0 < ε < ε 0 . Moreover, let us assume that R(ξ) is of class C γ (R d ) for some 0 ≤ γ ≤ 2 and let u(t, x) be the unique solution in L 2 (R d ) to (3) . Then, we have the convergence results
where a b means a ≤ Cb for some C > 0, a ∧ b = min(a, b), where u ε (t, ·) is a deterministic function in L The Fourier transform U ε (t, ξ) of the deterministic function u ε (t, x) is determined explicitly in (58) below.
Note that the effective potential −ρ is non-positive. The theorem is valid for times T such that 4T ρ f < 1, where ρ f is defined in lemma 2.2 below by replacingR(ξ) by f (|ξ|) in the definition of ρ in (4) .
The error term u ε − u is dominated by deterministic components when ε γ∧β ≫ ε d−2α 2
and by random fluctuations when ε γ∧β ≪ ε d−2α
2 . In both situations, the random fluctuations may be estimated as follows. We show that u 1,ε (t, x) = 1
converges weakly in space and in distribution to a Gaussian random variable. More precisely, we have
Theorem 2 Let M be a test function such that its Fourier transformM
Then we find that for all t ∈ (0, T ) (u 1,ε (t, ·), M)
where convergence holds in the sense of distributions, dW x is the standard multiparameter Wiener measure on R d and σ is the standard deviation defined by
This shows that the fluctuations of the solution are asymptotically given by a Gaussian random variable, which is consistent with the central limit theorem. We observe a sharp transition in the behavior of u ε at d = m. For d < m, the following holds. The size of the potential that generates an order O(1) perturbation is now given by (see the last inequality in lemma 2.2)
Using the same methods as for the case d ≥ m, we may obtain that u ε (t) is uniformly bounded and thus converges weakly in L 2 (Ω × R d ) for sufficiently small times to a function u(t). The problem is addressed in [2] , where it is shown that u(t) is the solution to the stochastic partial differential equation in Stratonovich form
with u(0, x) = u 0 (x) and dW dx d-parameter spatial white noise "density". The above equation admits a unique solution that belongs to L 2 (Ω × R d ) locally uniformly in time. Stochastic equations have also been analyzed in the case where d ≥ m (i.e., d ≥ 2 when P (D) = −∆), see [9, 12] . However, our results show that such solutions cannot be obtained as a limit in L 2 (Ω × R d ) of solutions corresponding to vanishing correlation length so that their physical justification is more delicate. In the case d = 1 and m = 2 with q(x) a bounded potential, we refer the reader to [13] for more details on the above stochastic equation.
The above theorems 1 and 2 assume short range correlations for the random potential. Mathematically, this is modeled by an integrable correlation function, or equivalently a bounded value forR(0). Longer range correlations may be modeled by unbounded power spectra in the vicinity of the origin, for instance by assuming that R(ξ) = h(ξ)Ŝ(ξ), whereŜ(ξ) is bounded in the vicinity of the origin and h(ξ) is a homogeneous function of degree −n for some n > 0. Provided that d > m + n so that ρ defined in (4) is still bounded, the results of theorems 1 and 2 may be extended to the case of long range fluctuations. We refer the reader to theorem 3 in section 3.3 below for the details. The salient features of the latter result is that the convergence properties stated in theorem 1 still hold with β replaced by β − n and that the random fluctuations are now asymptotically Gaussian processes of amplitude of order ε d−m−n 2 . Moreover, they may conveniently be written as stochastic integrals with respect to some multiparameter fractional Brownian motion in place of the Wiener measure appearing in (8) .
Let us also mention that all the result stated here extend to the Schrödinger equation, where
is replaced by i ∂ ∂t in (1). We then verify that −ρ in (3) is replaced by ρ so that the homogenized equation is given by
The main effect of the randomness is therefore a phase shift of the quantum waves as they propagate through the random medium. Because the semigroup associated to the free evolution of quantum waves does not damp high frequencies as efficiently as for the parabolic equation (1), some additional regularity assumptions on the initial condition are necessary to obtain the limiting behaviors described in theorems 1 and 2. We do not consider the case of the Schrödinger equation further here. The rest of the paper is structured as follows. Section 2 recasts (1) as an infinite Duhamel series of integrals in the Fourier domain. The cross-correlations of the terms appearing in the series are analyzed by calculating moments of Gaussian variables and estimating the contributions of graphs similar to those introduced in [5, 11] . These estimates allow us to construct a solution to (1) in L 2 (Ω × R d ) uniformly in time for sufficiently small times t ∈ (0, T ). The maximal time T of validity of the theory depends on the power spectrumR(ξ). The estimates on the graphs are then used in section 3 to characterize the limit and the leading random fluctuations of the solution u ε (t, x). The extension of the results to long range correlations is presented in section 3.3.
The analysis of (1) and of similar operators has been performed for smaller potentials than those given in (2) in e.g. [1, 6] when u ε converges strongly to the solution of the unperturbed equation (with q ≡ 0). The results presented in this paper may thus be seen as generalizations to the case of sufficiently strong potentials so that the unperturbed solution is no longer a good approximation of u ε . The analysis presented below is based on simple estimates for the Feynman diagrams corresponding to Gaussian random potentials and does not extend to other potentials such as Poisson point potentials, let alone potentials satisfying some mild mixing conditions. Extension to other potentials would require more sophisticated estimates of the graphs than those presented here or a different functional setting than the L 2 (Ω × R d ) setting considered here. For related estimates on the graphs appearing in Duhamel expansion, we refer the reader to e.g. [4, 5, 11] .
Duhamel expansion and existence theory
Since q(x) is a stationary mean zero Gaussian random field, it admits the following spectral representation
whereQ(dξ) is the complex spectral process such that
for all f and g in L 2 (R d ;R(ξ)dξ) with the power spectrum and correlation function of q respectively defined by
In the sequel, we writeQ(dξ) ≡q(ξ)dξ so that E{q(ξ)q(ζ)} =R(ξ)δ(ξ + ζ) and E{q(ξ)q(ζ)} =R(ξ)δ(ξ − ζ).
Duhamel expansion
Let us introduceq ε (ξ) = ε d−αq (εξ), the Fourier transform of ε −α q(
). We may now recast the parabolic equation (1) as
Here and below, we use the notation ξ m = |ξ| m . After integration in time, the above equation becomeŝ
This allows us to write the formal Duhamel expansion
Here, we have introduced the following notation:
We now show that for sufficiently small times, the expansion (15) converges (uniformly for all ε sufficiently small) in the 
which, thanks to (16), are given by
Let us introduce the notation s n (s) = t n (s) = t − n−1
where the domain of integration in the s and ξ variables is inherited from the previous expression. Note that no integration is performed in the variables s n (s) and s n+1 (τ ). The integral may be recast as
where the integrals in all the s k variables for 0 ≤ k ≤ n + m + 1 are performed over (0, ∞). The δ functions ensure that the integration is equivalent to the one presented above. The latter form is used in the proof of lemma 2.1 below.
We need to introduce additional notation. The moments ofû ε,n are defined as
We also introduce the following covariance function
These terms allow us to analyze the convergence properties of the solutionû ε (t, ξ). Let M (ξ) be a smooth (integrable and square integrable is sufficient) test function on R d . We introduce the two random variables
Summation over graphs
We now need to estimate moments of the Gaussian processq ε . The expectation in U n,m ε vanishes unless there isn ∈ N such that n + m = 2n is even. The expectation of a product of Gaussian variables has an explicit structure written as a sum over all possible products of pairs of indices of the form ξ k − ξ k+1 . The moments are thus given as a sum of products of the expectation of pairs of termsq ε (ξ k − ξ k+1 ), where the sum runs over all possible pairings. We define the pair (ξ k , ξ l ), 1 ≤ k < l, as the contribution in the product given by
We have used here the fact thatR(−ξ) =R(ξ).
The number of pairings in a product of n + m = 2n terms (i.e., the number of allocations of the set {1, . . . , 2n} inton unordered pairs) is equal to
There is consequently a very large number of terms appearing in U n,m ε (t, ξ 0 , ξ n+m+1 ). In each instance of the pairings, we haven terms k andn terms l ≡ l(k). Note that l(k) ≥ k + 1. We denote by simple pairs the pairs such that l(k) = k + 1, which thus involve a delta function of the form δ(ξ k+1 − ξ k−1 ). 
The collection of pairs (ξ k , ξ l(k) ) forn values of k andn values of l(k) constitutes a graph g ∈ G constructed as follows; see Fig.1 and [5] . The upper part of the graph with n bullets representsû ε,n while the lower part with m bullets representsû ε,m . The two squares on the left of the graph represent the variables ξ 0 and ξ n+m+1 in U n,m ε (t, ξ 0 , ξ n+m+1 ) while the squares on the right representû 0 (ξ n ) andū 0 (ξ n+1 ). The dotted pairing lines represent the pairs of the graph g. Here, G denotes the collection of all possible |G| = (2n−1)! 2n −1 (n−1)! graphs that can be constructed for a givenn. We denote by A 0 = A 0 (g) the collection of then values of k and by B 0 = B 0 (g) the collection of then values of l(k). We then find that
This provides us with an explicit expression for U n,m ε (t, ξ 0 , ξ n+m+1 ) as a summation over all possible graphs generated by moments of Gaussian random variables. We need to introduce several classes of graphs.
We say that the graph has a crossing if there is a k ≤ n such that l(k) ≥ n + 2. We denote by G c ⊂ G the set of graphs with at least one crossing and by G nc = G\G c the non-crossing graphs. We observe that V n,m ε (t, ξ 0 , ξ n+m+1 ) is the sum over the crossing graphs and that U n ε (t, ξ 0 )U m ε (t, ξ n+m+1 ) is the sum over the non-crossing graphs in U n,m ε (t, ξ 0 , ξ n+m+1 ). The unique graph g s with only simple pairs is called the simple graph and we define G ns = G\g s . We denote by G cs the crossing simple graphs with only simple pairs except for exactly one crossing. The complement of G cs in the crossing graphs is denoted by G cns = G c \G cs .
As we shall see, only the simple graph g s contributes an O(1) term in the limit ε → 0 and only the graphs in G cs contribute to the leading order O(ε
The graphs are defined similarly in the calculation of U n ε (t, ξ 0 ) in (18) for n = 2n and m = 0, except that crossing graphs have no meaning in such a context. A summation over k ∈ A 0 (g) of all the arguments ξ k − ξ k−1 + ξ l(k) − ξ l(k)−1 of the δ functions shows that the last delta function may be replaced without modifying the integral in
This allows us to summarize the above calculations as follows:
Similarly,
Analysis of crossing graphs
We now analyze the influence of the crossing graphs on I ε (t) and X ε (t) defined in (20) and (21), respectively, for sufficiently small times. We obtain from (19) and (22) that
involves the summation over the crossing graphs G c . Let us consider a graph g ∈ G c with M crossing pairs, M ≥ 1. Crossing pairs are defined by k ≤ n and l(k) ≥ n + 2.
Denote by (ξ qm , ξ l(qm) ), 1 ≤ m ≤ M the crossing pairs and define Q = max m {q m }. By summing the arguments inside the delta functions for all k ≤ n, we observe that the last of these delta functions may be replaced by
Similarly, by summing over all pairs with k ≥ n + 2, we obtain that the last of these delta functions may be replaced by
The product of the latter two delta functions is then equivalent to
The analysis of the contributions of the crossing graphs is slightly different for the energy in (20) and for the spatial moments in (21). We start with the energy.
Analysis of the crossing terms in I ε (t). We evaluate the expression for |V
. We then define
Note that ξ n = ξ n+1 since ξ n+m+1 = ξ 0 . This allows us to obtain that
Here dξ also includes the integration in the variable ξ 0 . The estimates for V n,m ε here and in subsequent sections rely on integrating selected time variables. All estimates are performed as the following lemma indicates. 
where Proof. The derivation of (28) is immediate. We also calculate
Note that e ) m are bounded by 1. We now estimate the integrals in the variables s 0 , s n+m+1 , and s k for k ∈ A ′ in (26). Note that n + 1 cannot belong to A ′ and that n does not belong to A ′ either since either n = Q (last crossing) or n ∈ B 0 is a receiving end of the pairing line k → l(k). Each integral is bounded by:
The remaining exponential terms e −s k (ξ ε k ) m are bounded by 1. Using lemma 2.1, this allows us to obtain that
Here, ds corresponds to the integration in the remaining time variables s k for k ∈ A ′ ∪ {n + m + 1}. There are 2n − 1 − (n + 1) =n − 2 such variables. Note the square on the last line, which comes from integrating in both variables s 0 and s n+m+1 .
The delta functions allow us to integrate in the variables ξ l(k) for k ∈ A ′ (g) and the initial conditionû 0 (ξ n ) in the variable ξ n . Thanks to lemma 2.2 below, the power spectra allow us to integrate in the remaining variables in A ′ ∪ {0}. The integrals in the variables in A ′ are all bounded by ρ f defined in lemma 2.2 whereas the integral in ξ 0 results in a bound equal to ε β ρ f , where ε β is defined in (6) . As a consequence, we have the bound
Using Stirling's formula, we find that |G c | <
Letp =p(g) be the number of s k for k ≤ n ins andq =q(g) be the number of s k for k ≥ n + 1 ins, withp +q =n − 1. Using (30), we thus find that
≤ tn −1n n 2e
−n using Stirling's formula. This shows that
uniformly for t ∈ (0, T ). We thus need to choose T sufficiently small so that 4ρ f T < 1. Then, for r such that 4ρ f T < r 2 < 1, we find that
for some positive constant C. It remains to sum over n and m to obtain that
We shall analyze the non-crossing terms generating |E{û ε (t, ξ)}| 2 shortly. Before doing so, we analyze the influence of the crossing terms on X ε . We can verify that the error term ε β in (33) is optimal, for instance by looking at the contribution of the graph with n = m = 1.
Analysis of the crossing terms in X ε . It turns out that the contribution of the crossing terms is smaller for the moment X ε than it is for the energy I ε . More precisely, we show that the smallest contribution to the variance of X ε is of order ε d−2α for graphs in G cs and of order ε d−2α+β for the other crossing graphs. We come back to (24) and this time perform the change of variables ξ k → ξ k ε for k ∈ A ′ only. We re-define
and find that
Note that neither n nor n + m + 1 belong to A ′ (g). For each k ∈ A ′ (g), we integrate in s k and obtain using (29) that
By assumption onR(ξ), we know the existence of a constantR ∞ such that
This is where the factor ε d−2α arises. We need however to ensure that the integral in ξ Q is well-defined. We have two possible scenarios: either Q = n or n ∈ B 0 . When Q = n, the integration in ξ Q is an integration in ξ n for which we useû 0 (ξ n ). When n ∈ B 0 , we thus have n = l(k 0 ) for some k 0 and we replace the delta function involving ξ n by a delta function involving ξ Q given equivalently by
In either scenario, we can integrate in the variable ξ Q without using the termR(ε(ξ Q − ξ Q−1 )). We use the inequality
to obtain the bound
The bound is uniform in ξ 0 and ξ n+m+1 . Using (31) and (32), we obtain
After summation in n, m ∈ N, we thus find that
Similarly, by setting ξ n+m+1 = ξ 0 , we find that
for any test function ϕ ∈ L 1 (R d ). This local energy estimate is to be compared with the global estimate obtained in (33).
Analysis of the leading crossing terms in X ε . The preceding estimate on X ε may be refined as only the crossing graphs in G cs have contributions of order ε d−2α . We return to the bound (36) and obtain that
Then + 3 variables in time left are s 0 , s n+1 , s Q , s l(Q) , and then − 1 variables s l(A ′ (g)) .
Let g ∈ G c . Let us assume that for some k such that (ξ k , ξ l(k) ) is not a crossing pair, we have l(k) − 1 > k, i.e., g ∈ G ncs . The non-crossing pairs are not affected by the possible change of a delta function involving ξ n to a delta function involving ξ Q . We may then integrate in the variable s l(k) and obtain the bound for the integral
thanks to lemma 2.2 below. The summation over all graphs in G ncs of any quantity derived from V n,m ε (t, ξ 0 , ξ n+m+1 ) is therefore ε β smaller than the corresponding sum over all graphs in G c . We thus see that any non-crossing pair has to be of the form l(k) − 1 = k, i.e., a simple pair, in order for the graph to correspond to a contribution of order ε d−2α . Let us consider the graphs composed of crossings and simple pairs. We may delete the simple pairs from the graph since they contribute integrals of order O(1) thanks to lemma 2.2 below and assume that the graph is composed of crossings only, thus with n = m and Q = n after deletion of the simple pairs. Let us consider k < n with l(k) ≥ n + 1 so that the delta function
is present in the integral defining V n,m ε
. We find for the same reason as above that the contribution of the corresponding graph is of order ε d−2α ε β by integration in the variable s l(k) . As a consequence, the only graph composed exclusively of crossing pairs that generates a contribution of order ε d−2α is the graph with n = m = 1. This concludes our proof that the contribution of order ε d−2α in V n,m ε is given by the nm graphs in G cs when both n and m are even numbers (otherwise, G cs is empty). All other graphs in G c provide a contribution of order ε β smaller than what we obtained in (41). In other words, let us define
We have found that
Analysis of non-crossing graphs
We now apply the estimates obtained in the preceding section to the analysis of the moments U n ε (t) defined in (18) and given more explicitly in (23). Our objective is to show that only the simple graph g contributes a term of order O(1) in (23) whereas all other graphs in G ns contribute (summable in n) terms of order O(ε β ). Note that n = 2n, for otherwise, U n ε (t) = 0. We recall that the simple graph is defined by l(k) = k + 1. We thus define the simple graph contribution as
and
For all k ∈ A 0 , we perform the change of variables ξ k → ξ k ε and (re-)define as before
This gives
Assuming that l(k) − 1 > k for one of the pairings, we obtain as in the analysis leading to (46) the following bound for the corresponding graph:
This shows that |U
so that
at least for sufficiently small times t ∈ (0, T ) such that 4ρ f T < 1. It remains to analyze the limit of U ε,s (t, ξ) to obtain the limiting behavior of X ε and I ε,ϕ . This analysis is carried out in the next section. Another application of lemma 2.2 shows that U ε,s (t, ξ) is square integrable and that its L 2 (R d ) norm is bounded by û 0 . In other words, we have constructed a weak solutionû
for sufficiently small times t ∈ (0, T ) such that 4ρ f T < 1. Collecting the results obtained in (33) and (52), we have shown that
where U ε,s is the deterministic term given in (48). The analysis of U ε,s and that of X ε is postponed to section 3, after we state and prove lemma 2.2, which allows us to analyze the contributions of the different graphs.
Lemma 2.2 Let us assume thatR is bounded by a smooth radially symmetric, decreasing function f (r).
We also assume that f (r) ≤ τ f r −n for some 0 ≤ n < d − m in dimension d > m and n = 0 when d ≤ m. Then we obtain the following estimates. For d > m, we have
Proof. OnceR is bounded above by a decreasing, radially symmetric, function f (r), the above integrals are maximal when y = z = 0 thanks to lemma 2.3 below since |ξ| −m and (ε m |ξ| −m ∧ t) are radially symmetric and decreasing. The first bound is then obvious and defines ρ f . The second bound is obvious in dimension d > 2m since |ξ k | −2m is integrable.
All the bounds in the lemma are thus obtained from a bound for
We obtain that the above integral restricted to r ∈ (1, ∞) is bounded by a constant times ε ml ρ f for d ≥ m and by a constant times ε ml for d < m. It thus remains to bound the integral on r ∈ (0, 1), which is equal to
Replacing f (r) by τ f r −n , we find that the first integral is bounded by a constant times ε d−n and the second integral by a constant times ε d−n ∨ ε lm when d − n − lm = 0 and ε 2m | ln ε| when d = 2m − n. It remains to divide through by ε m when l = 2 to obtain the desired results.
Lemma 2.3 Let f , g, and h be non negative, bounded, integrable, and radially symmetric functions on R d that are decreasing as a function of radius. Then the integral
which is well defined, is maximal at ζ = τ = 0.
Proof. In a first step, we rotate ζ to align it with τ . The first claim is that the integral cannot increase while doing so. Then we send ζ and τ to 0. The second claim is that the integral again does not increase.
We assume that the functions f , g, and h are smooth and obtain the result in the general case by density. We choose a system of coordinates so that τ = |τ |e 1 , where (e 1 , . . . , e d ) is an orthonormal basis of R d , and ζ = |ζ|θ withθ = (cos θ, sin θ, 0, . . . , 0). Without loss of generality, we may assume that θ ∈ (0, π). Then I ζ,τ may be recast as I θ and we find that
where we denote h(|ξ|) ≡ h(ξ) with the same convention for f and g and define
It is sufficient to show that ∂ θ J θ ≤ 0. We find , cos θ, 0, . . . , 0) . We decompose the sphere as ψ = (ψ ·θ,ψ) and find, for some positive weight w(µ) that
We now observe that
This shows that |ξ|(θ · ψθ +ψ) is closer to τ than |ξ|(θ · ψθ −ψ) is, and since g(r) is decreasing, that ∂ θ J θ ≤ 0. This concludes the proof of the first claim.
If β = 0 or τ = 0, we set b = 0 below. Otherwise, we may assume without loss of generality that τ = −bζ for some b > 1. We still define ζ = |ζ|θ. We now define the integral I a = I aζ,bζ , 0 ≤ a ≤ 1, and compute
Define l(ξ, ζ) = g(ξ + (b − a)ζ)h(ξ + aζ). Then because f is radially symmetric, we have
We recast
since |ξ|ψ + γζ ≥ − |ξ|ψ + γζ by construction for all γ > 0 and thus for γ = a and γ = b − a. This shows that ∂ α I α ≤ 0 and concludes the proof of the second claim.
Homogenized limit and Gaussian fluctuations
In this section, we conclude the proof of theorems 1 and 2.
Homogenization theory for u ε
We come back to the analysis of U ε,s (t, ξ) defined in (47). Since only the simple graph is retained in the definition of mean field solution U ε,s (t, ξ), the equation it satisfies may be obtained from that forû ε by simply assuming the mean field approximation
E{q εqεûε } ∼ E{q εqε }E{û ε } since the Duhamel expansions then agree. As a consequence, we find that U ε,s is the solution to the following integral equation 
Proof. We start with the case d > m so that and ε m−2α = 1. Note that n in lemma 2.2 is defined such that d > m − n as well. With B ε = A ε − E ε in (55), we find that
The remainder E ε is then given by
The continuity of E ε U ε,s (t, ξ) in time is clear when U ε,s (t, ξ) is continuous in time.
Without loss of generality, we assume that U ε,s (·, ξ) is bounded by 1 in the uniform norm. We decompose the integral in the s 1 variable in the first term of the definition of E ε into two integrals on 0 ≤ s 1 ≤ on that interval, it is bounded by
by switching the variables 0 ≤ s ≤ v 2ε m ≤ t 2ε m . Using lemma 2.3, we may replacê R(ξ 1 − εξ) byR(ξ 1 ) in the above expression. This shows that
We observe that . The leading term is given by U ε,s , which solves the integral equation:
(57) Here we have defined
and E ε is the remainder. As in the case d > m, a contribution to | ln ε|E ε comes from
We again decompose the integral in
according to the calculations performed above on I 3 , which is uniformly bounded, and thus provides a | ln ε| −1 contribution to E ε . We are thus left with the analysis of
as an operator in L(C(0, T )) for ξ fixed. DefineR ε (ξ 1 ) =R(ξ 1 − εξ). The integral in ξ 1 may be recast as ε (rθ)dµ(θ) dr.
We observe that the integral on (1, ∞) is bounded by R 1 . Assuming thatR is of class C 0,γ (R d ) for γ > 0, we writeR ε (ξ 1 ) =R ε (0) + (R ε (ξ 1 ) −R ε (0)). The second contribution generates a term proportional to r γ in the integral and thus is bounded independent of ε. It remains to estimate c dRε (0) This shows that E ε is of order 1 | ln ε| = ε β as an operator on C(0, T ) and concludes the proof of the lemma. Note that A ε may be written as A ε U(t, ξ) = t 0 ϕ ε (s, ξ)U(t − sξ)ds, where ϕ ε (s, ξ) is uniformly bounded in s, ξ, and ε by a constant ϕ ∞ . The equation (I − A ε )U(t, ξ) = S(t, ξ), admits a unique (by Gronwall's lemma) solution given by the Duhamel expansion and bounded by |U(t, ξ)| ≤ S ∞ e tϕ∞ .
As in the proof of lemma 3.1, let us define B ε = A ε − E ε . We verify that U ε (t, ξ), the solution to (I − B ε )U ε = e −tξ mû ε (ξ), is given by U ε (t, ξ) = e −t(ξ m −ρε(ξ))û 0 (ξ).
The solution may thus grow exponentially in time for low frequencies. The error V ε (t, ξ) = (U ε,s (t, ξ) − U ε (t, ξ)) is a solution to
so that over bounded intervals in time (with a constant growing exponentially with time but independent of ξ), we find that
Up to an order O(ε β |û 0 (ξ)|), we have thus obtained that E{û ε (t, ξ)} is given by The reason for the second order accuracy is thatR(−ξ) =R(ξ) and ∇R(0) = 0 so that first-order terms in the Taylor expansion vanish. ForR(ξ) of class C γ (R d ) with 0 < γ < 2, we obtain by interpolation that e −t(ξ m −ρε(ξ)) − e −t(ξ m −ρ)
e Ct e −ξ m t ε γ tξ γ .
When m ≥ γ, the above term is bounded by O(ε γ ) uniformly in ξ and uniformly in time on bounded intervals. When m ≤ γ, the above term is bounded by O(ε m ) uniformly in ξ and uniformly in time on bounded intervals. This concludes the proof of theorem 1. In terms of the propagators defined in (47), we may recast the above result as U ε (t, ξ) − U(t, ξ) ε γ∧β , U(t, ξ) = e −(ξ m −ρ)t ,
where the bound is uniform in time for t ∈ (0, T ) and uniform in ξ ∈ R d .
Fluctuation theory for u ε
We now address the proof of theorem 2. The first term in the decomposition ofû n,ε defined in (16) is its mean E{û n,ε }, which was analyzed in the preceding section. The second contribution corresponds to the graphs G cs in the analysis of the correlation function and is constructed as follows. Let n = 2p + 1, p ∈ N. We introduce the correctorû E{q ε (ξ 2r−1 − ξ 2r )q ε (ξ 2r − ξ 2r+1 )} û 0 (ξ n )dsdξ.
In other words, all the random terms are averaged as simple pairs except for one term. There are p + 1 such graphs. We definê 
The stochastic representation in (73) is not necessary since Σ M (t) fully characterizes the random variable Z. However, the representation emphasizes the following conclusion. Let Z
