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1. Introduction
Nonlinear vibrations/oscillations is an important subject of research in mechanics, mechanical and civil engineering,
physics, electrotechnology, and other sciences. Recently, some scientists have focused on chaotic dynamical behaviors related
with this problem and some good results have been obtained [2–5,7,8]. In fact, a few results about chaotic dynamical
behaviors presented by partial differential equations (PDEs) have been obtained by a rigorous mathematical analysis. There
exist lots of interesting and diﬃcult problems in the study of strange dynamical behaviors generated by PDEs. In this paper,
we study the chaotic vibration of the following wave equation:
wxx(x, t) − wtt(x, t) = 0, 0 < x < 1, t > 0, (1)
with the left-end linear boundary condition
wt(0, t) = −ηwx(0, t), t > 0, (2)
and the right-end nonlinear boundary condition
wx(1, t) = h
(
wt(1, t)
)
, t > 0, (3)
where η is a constant with η > 0, η = 1, and h ∈ C1(R,R).
Let w satisfy the following initial condition:
w(x,0) = ϕ(x), wt(x,0) = ψ(x), 0 x 1, (4)
where ϕ ∈ C1([0,1],R), ψ ∈ C0([0,1],R).
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in [2–5,7], where the left boundary condition is ﬁxed or linear as (2). In the present paper, we mainly discuss the following
more general case:
h(s) = αs − f (s),
where α is a constant with 0 < α < 1 and
f ∈ C1(R,R) and is nondecreasing with f (0) = f ′(0) = 0. (5)
In order to study the wave equation, the problem (1)–(3) is ﬁrst reformulated into an equivalent ﬁrst-order hyperbolic
system as in [2], then by the method of characteristics the problem is reduced to a discrete iteration problem: un+1 =
H0(un), where H0 is an interval map. This PDE problem is said to be chaotic if the map H0 is chaotic.
As in [2], by letting
wx = u + v, wt = u − v,
Eq. (1) can be written as the following ﬁrst-order symmetric hyperbolic system:
∂
∂t
[
u(x, t)
v(x, t)
]
=
[
1 0
0 −1
]
∂
∂x
[
u(x, t)
v(x, t)
]
, 0 < x < 1, t > 0, (6)
the boundary conditions (2) and (3) can be written as
v(0, t) = G0
(
u(0, t)
) := 1+ η
1− ηu(0, t), t > 0, (7)
u(1, t) = F0
(
v(1, t)
)
, t > 0, (8)
respectively, where, for given x ∈ R, y = F0(x) is the unique real solution of the following equation by Lemma 2.3 given in
Section 2:
f (y − x) + (1− α)(y − x) + 2x = 0,
and the initial condition (4) becomes
u0(x) = 1
2
[
ϕ′(x) + ψ(x)], v0(x) = 1
2
[
ϕ′(x) − ψ(x)]. (9)
Throughout this paper, assume that the initial functions u0 and v0 always satisfy the compatibility conditions
v0(0) = G0
(
u0(0)
)
, u0(1) = F0
(
v0(1)
)
,
where u0(x) := u(0, x) and v0(x) := v(0, x).
By the method of characteristics, the solution (u, v) of (6)–(9) can be expressed explicitly as follows [3]: for t = 2k + τ ,
k = 0,1,2, . . . , 0 τ  2, and 0 x 1,
u(x, t) =
⎧⎨
⎩
(F0 ◦ G0)k(u0(x+ τ )), τ  1− x,
G−10 ◦ (G0 ◦ F0)k+1(v0(2− x− τ )), 1− x < τ  2− x,
(F0 ◦ G0)k+1(u0(x+ τ − 2)), 2− x < τ  2,
(10)
v(x, t) =
⎧⎪⎨
⎪⎩
(G0 ◦ F0)k(v0(x− τ )), τ  x,
G0 ◦ (F0 ◦ G0)k+1(u0(τ − x)), x < τ  1+ x,
(G0 ◦ F0)k+1(v0(2+ x− τ )), 1+ x < τ  2,
(11)
where (G0 ◦ F0)k =
k︷ ︸︸ ︷
(G0 ◦ F0) ◦ (G0 ◦ F0) ◦ · · · ◦ (G0 ◦ F0).
It is evident that (wx,wt) is topologically conjugate to (u, v). Since G0 ◦ F0 and F0 ◦ G0 constitute a natural Poincaré
section of the gradient (wx,wt) of the solution w of (6) by (10) and (11), the dynamical behaviors of the gradient of
solution w of system (1)–(3) can be determined completely by the dynamics of the map G0 ◦ F0 and F0 ◦ G0. It is evident
that G0 ◦ F0 is topologically conjugate to F0 ◦ G0 since G0 is linear and invertible. So we say that the gradient (wx,wt) of
the solution w of system (1)–(3) is chaotic in the sense of Devaney or Li–Yorke if G0 ◦ F0 is chaotic in the sense of Devaney
or Li–Yorke.
In the present paper, we shall show that system (1)–(3) can exhibit some chaotic phenomena if f , η, and α satisfy
certain conditions.
The rest of the paper is organized as follows. In Section 2, we introduce some basic concepts and useful lemmas, which
are needed in the sequel, and study properties of map G0 ◦ F0. In Section 3, we establish several criteria of chaos induced
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we give out some conditions for f , η, and α under which system (1)–(3) exhibits some chaotic phenomena. Moreover, we
study the special case that f is a polynomial and give some conditions which the coeﬃcients of f satisfy such that system
(1)–(3) is chaotic. We provide an illustrative example with computer simulations in Section 4.
2. Preliminaries
In this section, we introduce some basic concepts and lemmas, which will be used in the following section.
For convenience, by Br(x) and Br(x) denote the open and closed ball of radius r centered at x ∈ X , respectively, where
(X,d) is a metric space.
Deﬁnition 2.1. (See [9, Deﬁnitions 2.1–2.4].) Let (X,d) be a metric space and F : X → X be a map.
(i) A point z ∈ X is called an expanding (or repelling) ﬁxed point (or a repeller) of F in Br(z) for some constant r > 0 if
F (z) = z and there exists a constant λ > 1 such that
d
(
F (x), F (y)
)
 λd(x, y), ∀x, y ∈ Br(z).
The constant λ > 1 is called an expanding coeﬃcient of F in Br(z).
(ii) Assume that z is an expanding ﬁxed point of F in Br(z) for some r > 0. Then z is said to be a snap-back repeller of F
if there exists a point x0 ∈ Br(z) with x0 = z and Fm(x0) = z for some positive integer m.
(iii) Assume that z is a snap-back repeller of F , associated with an x0, an m, and an r as speciﬁed in (ii). Then z is said to
be nondegenerate snap-back repeller of F if there exist positive constants μ and r0 < r such that Br0(x0) ⊂ Br(z) and
d
(
Fm(x), Fm(y)
)
μd(x, y), ∀x, y ∈ Br0(x0).
(iv) Assume that z is an expanding ﬁxed pointed of F in Br(z) for some constant r > 0. Then z is called a regular expanding
ﬁxed point of F in Br(z) if z is an interior point of F (Br(z)). Otherwise, z is called a singular expanding ﬁxed point of
F in Br(z).
(v) Assume that z is a snap-back repeller of F , associated with x0, m, and r as speciﬁed in (ii). Then z is called a regular
snap-back repeller of F if F (Br(z)) is open and there exists a positive constant δ0 such that Bδ0(x0) ⊂ Br(z) and for
each positive constant δ  δ0, z is an interior point of Fm(Bδ(x0)). Otherwise, z is called a singular snap-back repeller
of F .
Deﬁnition 2.2. Let S ⊂ X be a set with at least two different points and a map F : S → X , where (X,d) is a metric space.
Then S is called a scrambled set of F if for any two different points x, y ∈ S ,
lim inf
n→∞ d
(
Fn(x), Fn(y)
)= 0, limsup
n→∞
d
(
Fn(x), Fn(y)
)
> 0.
F is said to be chaotic in the sense of Li–Yorke if there exists an uncountable scramble set S of F .
Deﬁnition 2.3. (See [6].) Let V be a subset of a metric space (X,d). A map F : V ⊂ X → V is said to be chaotic on V in the
sense of Devaney if
(i) F is topologically transitive in V ;
(ii) the set of periodic points of F in V is dense in V ;
(iii) F has sensitive dependence on initial conditions in V .
Properties (i) and (ii) together imply property (iii) if F is continuous in V by the result of [1]. So, property (iii) is
redundant in the above deﬁnition. Under some conditions, chaos in the sense of Devaney is stronger than in the sense of
Li–Yorke.
Lemma 2.1. (See [10, Theorem 2].) Let F : R → R be a map with a ﬁxed point z ∈ R. Assume that
(i) F is continuously differentiable in (z − a, z + a) and |F ′(x)| > 1 for all x ∈ (z − a, z + a) for some constant a > 0;
(ii) z is a snap-back repeller of F with Fm(x0) = z for some x0 ∈ (z−a, z+a), x0 = z, and some positive integer m. Furthermore, F is
continuously differentiable in some neighborhoods of x0, x1, . . . , xm−1 , and F ′(x j) = 0, where x j = F (x j−1), 0 j m − 1.
Then there exists a compact and perfect invariant set D containing a Cantor set such that F is chaotic in the sense of Devaney on D as
well as in the sense of Li–Yorke.
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Br∗ (z) for some r∗ > 0. If F is continuous on Br∗ (z), then there exists an open neighborhood U of z such that
(i) for each x ∈ U with x = z, there exists an integer k 1 such that Fk(x) /∈ U ;
(ii) for each x ∈ U with x = z, F−n(x) is uniquely deﬁned in U for all n 1, and F−n(x) → z as n → ∞.
The following lemma gives some suﬃcient conditions of a map on an interval such that the map satisﬁes (ii) in
Lemma 2.2:
Lemma 2.3. (See [11, Lemma 4.1].) Let F : R → R be a continuous function. If there is an interval I = [a,b] on which F (a) = a and
F (x) > x for all x ∈ (a,b], then for each x0 ∈ (a,b] there is a sequence {xk}∞k=1 ⊂ (a,b] such that
F (xk+1) = xk, a < xk+1 < xk, k 0,
and limk→∞ xk = a.
Now, we consider the equation
f (ξ) + (1− α)ξ + 2x = 0, 0 < α < 1, (12)
where f satisﬁes condition (5).
Lemma 2.4. Let f : R → R satisfy condition (5). Then, for each 0 < α < 1, there exists a unique function ξ = g : R → R satisfying (12),
which is surjective, decreasing, g(0) = 0, and continuously differentiable in R.
Proof. Denote
G(ξ) = −1
2
[
f (ξ) + (1− α)ξ].
Then Eq. (12) can be written as x = G(ξ). It is evident that G is continuously differentiable in R, G(0) = 0, and G ′(ξ) =
− 12 [ f ′(ξ) + 1− α] < 0. Hence, x = G(ξ) has a unique inverse function ξ = g(x), which is a surjective, decreasing, g(0) = 0,
and continuously differentiable in R. This completes the proof. 
For convenience, denote
H0(x) := G0 ◦ F0(x) = 1+ η
1− η
(
x+ g(x)), (13)
where g is speciﬁed in Lemma 2.4. Finally, we discuss properties of H0.
Lemma 2.5. H0 is continuously differentiable in R, and z = 0 is its regular expanding ﬁxed point in [−r, r] for some r > 0.
Proof. By Lemma 2.4, g is continuously differentiable in R and g(0) = 0. Hence, H0 is also continuously differentiable in R,
and z = 0 is its ﬁxed point, i.e., H0(0) = 0. In addition,
f
(
g(x)
)+ (1− α)g(x) + 2x = 0, x ∈ R, (14)
which implies that
f ′
(
g(x)
)
g′(x) + (1− α)g′(x) + 2 = 0.
Then
g′(x) = − 2
f ′(g(x)) + 1− α < 0, x ∈ R. (15)
So
H ′0(0) =
1+ η
1− η
(
1+ g′(0))= − (1+ η)(1+ α)
(1− η)(1− α) , (16)
which yields that |H ′0(0)| > 1 by referring to η > 0, η = 1. Therefore, z = 0 is an expanding ﬁxed point of H0. In addition,
since H0 is continuously differentiable in R, there exists a constant r > 0 such that |H ′0(x)| > 1 for all x ∈ [−r, r]. Hence,
z = 0 is an interior point of H0((−r, r)). Therefore, z = 0 is a regular expanding ﬁxed point of H0 in [−r, r]. This completes
the proof. 
Remark 2.1. If f is an odd function in R, then g is also an odd function in R, i.e., H0 is an odd function in R by the
discussion in the proof of Lemma 2.4.
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In this section, in order to analyze complex dynamical behaviors of H0 deﬁned by (13), we ﬁrst establish two criteria of
chaos for general maps by the snap-back repeller theory. Then, we give some conditions for f , η, and α in the boundary
conditions (2)–(3) that can generate a chaotic vibration.
Lemma 3.1. Let a map H : R → R be continuous with H(0) = 0. If
(i) H is continuous differentiable in some neighborhood of z = 0 with H ′(0) > 1, has at least one positive zero point x0 , and is
continuously differentiable in (x0 − δ, x0] for some constant δ > 0;
(ii) there exists c ∈ (0, x∗) such that H(c) > x0 , where x∗ is the minimal positive ﬁxed point of H ;
then z = 0 is a snap-back repeller of H ; that is, there exist a positive constant a, a positive integer m, and a point y0 ∈ (−a,a) such
that z = 0 is an expanding ﬁxed point in [−a,a] and Hm(y0) = 0. Furthermore, if
(iii) H is continuously differentiable in some neighborhood of y j and H ′(y j) = 0, where y j = H(y j−1), 0 j m − 1;
then there exists a compact and perfect invariant set D containing a Cantor set such that H is chaotic in the sense of Devaney on D as
well as in the sense of Li–Yorke.
Remark 3.1. H has a minimal positive ﬁxed point in (0, x0) by condition (i) in Lemma 3.1. So condition (ii) in Lemma 3.1 is
reasonable.
Proof. By assumption (i), there exists a positive constant a such that z = 0 is a regular expanding ﬁxed point in [−a,a]. By
H ′(0) > 1, we have that H(x) > x for all x ∈ (0, x∗). It follows from assumption (ii) that there exists x1 ∈ (0, c] ⊂ I := [0, x∗]
such that H(x1) = x0 by the intermediate value theorem. By applying Lemma 2.3 to map H on [0, x1], there exists a
decreasing sequence {xn}∞n=1 with H(xn+1) = xn , n  1, and limn→∞ xn = 0. So there exists a positive integer N such that
xN ∈ (−a,a). Set m = N + 1 and y0 = xN . Then Hm(y0) = 0, and consequently z = 0 is a snap-back repeller of H .
It is evident that all the assumptions in Lemma 2.1 are satisﬁed by assumption (iii). Hence, there exists a compact and
perfect invariant set D containing a Cantor set such that H is chaotic in the sense of Devaney on D as well as in the sense
of Li–Yorke by Lemma 2.1. This completes the proof. 
Remark 3.2. The condition (ii) in Lemma 3.1 ensures that there is no ﬁxed point in (0, c) such that the sequence {xn}∞n=0
speciﬁed in the proof of Lemma 3.1 does not converge to any other ﬁxed points except for the origin z = 0.
Now, we consider the relationship of chaotic dynamical behaviors between odd functions H and −H .
Lemma 3.2. Let H : R → R be an odd function with a ﬁxed point z = 0 and satisfy all the assumptions of Lemma 2.1. Then −H also
satisﬁes all the assumptions of Lemma 2.1. Consequently, there exists a compact and perfect invariant set D containing a Cantor set
such that −H is chaotic in the sense of Devaney on D as well as in the sense of Li–Yorke.
Proof. Let F (x) = −H(x). It is clear that z = 0 is also a ﬁxed point of F . By assumption (i) in Lemma 2.1, F is continuously
differentiable in (−a,a) and |F ′(x)| > 1 for x ∈ (−a,a).
Now, we prove that z = 0 is a snap-back repeller of F . By assumption (ii) in Lemma 2.1, z = 0 is a snap-back repeller of H
in (−a,a) and Hm(y0) = 0 for some y0 ∈ (−a,a), y0 = 0 and some positive integer m. Denote x j = (−1) j y j , y j+1 = H(y j),
0 j m − 1. Then we have
F (x j) = F
(
(−1) j(y j)
)= −H((−1) j(y j))= (−1) j+1H(y j)
= (−1) j+1 y j+1 = x j+1, 0 j m − 1.
In addition, Fm(x0) = (−1)mHm(y0) = 0. Hence, z = 0 is a snap-back repeller of F .
Furthermore, since H is continuously differentiable in a neighborhood of y j and H ′(y j) = 0, 0 j m − 1, F is contin-
uously differentiable in a neighborhood of x j and F ′(x j) = (−1) j+1H ′(y j) = 0, 0 j m − 1. Therefore, F satisﬁes all the
assumptions of Lemma 2.1. By Lemma 2.1, there exists a compact and perfect invariant set D containing a Cantor set such
that F = −H is chaotic in the sense of Devaney on D as well as in the sense of Li–Yorke. This completes the proof. 
The following result is a direct consequence of Lemma 3.2 by using the proof of Lemma 3.1:
Corollary 3.1. Let H : R → R be an odd function. If H satisﬁes all the assumptions (i)–(iii) in Lemma 3.1, then there exists a compact
and perfect invariant set D containing a Cantor set such that −H is chaotic in the sense of Devaney on D as well as in the sense of
Li–Yorke.
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Proposition 3.1. In the case that 0 < η < 1, assume that f is odd and satisﬁes condition (5) and the following conditions:
(i) f (x) − (1+ α)x has at least a positive zero point x0;
(ii) f (x) − (α + η)x has at least a positive zero point in (0,2x0/(1+ η));
(iii) (1 + η)((1 + α)d − f (d))/(2(1 − η)) > x0 , where d := min{x | f ′(x) = 1 + α, 0 x  2x∗/(1 + η)} and 2x∗/(1 + η) is the
minimal positive zero point of f (x) − (α + η)x.
Then there exists a compact and perfect invariant set D containing a Cantor set such that H0 is chaotic in the sense of Devaney on D
as well as in the sense of Li–Yorke, where H0 is deﬁned by (13) and g is the solution of Eq. (12).
Proof. By Remark 2.1, H0 is an odd function in R. So, by Corollary 3.1, it suﬃces to show that −H0 satisﬁes all the assump-
tions of Lemma 3.1. The proof is divided into three parts.
Step 1. By assumption (i), there exists x0 > 0 such that f (x0) − (1+ α)x0 = 0. Since f is odd, we have
f (−x0) + (1− α)(−x0) + 2x0 = 0.
On the other hand, since g(x) is the unique solution of (12) by Lemma 2.4, we have that g(x0) = −x0, and consequently,
−H0(x0) = −1+ η
1− η
(
x0 + g(x0)
)= 0.
Hence, x0 is a positive zero point of −H0. Further, it follows from (16) that
−H ′0(0) =
(1+ η)(1+ α)
(1− η)(1− α) > 1.
Step 2. By assumption (iii), 2x∗/(1+ η) is the minimal positive solution of f (x) = (α + η)x. Then x∗ ∈ (0, x0) by assump-
tion (ii). So,
f
(
2
1+ η x
∗
)
= 2(α + η)
1+ η x
∗.
Since f is odd, we have
f
(
− 2
1+ η x
∗
)
+ (1− α)
(
− 2
1+ η x
∗
)
+ 2x∗ = 0,
which implies that g(x∗) = −2x∗/(1+ η) again by Lemma 2.4. It can be easily veriﬁed that x∗ is the minimal positive ﬁxed
point of −H0 in (0, x0).
Step 3. By Lemma 2.4, g : R → R is surjective, odd, and decreasing. It is evident that d > 0. Hence, there exists a point
c > 0 such that d = −g(c). It follows from (14) that c = ( f (d) + (1− α)d)/2. By assumption (iii), we have
−H0(c) = 1+ η
1− η
(−c − g(c))= 1+ η
2(1− η)
[
(1+ α)d − f (d)]> x0.
Now, we show that 0 < c < x∗ . It follows from (13) and (15) that
−H ′0(x) =
1+ η
1− η
(−1− g′(x))= 1+ η
1− η
(
−1+ 2
f ′(g(x)) + 1− α
)
,
which, together with assumption (iii), implies that
−H ′0(c) =
1+ η
1− η
(
−1+ 2
f ′(g(c)) + 1− α
)
= 1+ η
1− η
(
−1+ 2
f ′(d) + 1− α
)
= 1+ η
1− η
(
−1+ 2
1+ α + 1− α
)
= 0.
In addition, −g(c) = d  2x∗/(1 + η) = −g(x∗), which yields that c  x∗ by referring to that g is decreasing in R. Next,
we prove that c < x∗ by contradiction. Suppose that c = x∗ . Then we have d = 2x∗/(1 + η) and so f (d) = (α + η)d. By the
assumption (iii), we obtain
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2(1− η)
(
(1+ α)d − f (d))= (1+ η)d
2
> x0,
which implies that d > 2x0/(1+ η), i.e., x∗ > x0, which is contradiction. Hence, c < x∗ .
In summary, −H0 satisﬁes all the assumptions of Lemma 3.1 by Lemma 2.5. Therefore, by Corollary 3.1, there exists a
compact and perfect invariant set D containing a Cantor set such that H0 is chaotic in the sense of Devaney on D as well
as in the sense of Li–Yorke. The proof is complete. 
Proposition 3.2. In the case that η > 1, assume that f satisﬁes condition (5) and the following conditions:
(i) f (x) − (1+ α)x has at least a negative zero point xˆ0;
(ii) f (x) − (α + η−1)x has at least a negative zero point in (2ηxˆ0/(1+ η),0);
(iii) (1+η)((1+α)d− f (d))/(2(η − 1)) < xˆ0 , where d := max{x | f ′(x) = 1+α, 2ηxˆ∗/(1+η) x 0} and 2ηxˆ∗/(1+η) is the
maximal negative zero point of f (x) − (α + η−1)x.
Then the result of Proposition 3.1 holds.
Proof. With a similar argument to that used in the proof of Proposition 3.1, one can show Proposition 3.2. So its details are
omitted. 
The following result is directly derived from Propositions 3.1 and 3.2:
Theorem 3.1. Assume that function f : R → R satisﬁes all the assumptions of Proposition 3.1 in the case of 0 < η < 1 and all the
assumptions of Proposition 3.2 in the case of η > 1. Then the gradient (wx,wt) of the solution w of system (1)–(3) (or (u, v)) is
chaotic in the sense of both Devaney and Li–Yorke.
Remark 3.3. Based on the above discussions, there are two ways to make system (1)–(3) generate chaotic phenomena: one
way is to adjust the parameter η in the left boundary condition (2) for a given function h, and the other way is to adjust
the function f and the parameter α in the right boundary condition (3) for a given η.
To end this section, we study the special case that function h in the right boundary condition (3) is a polynomial, where
f (s) =
n∑
k=1
aks
2k+1,
while its coeﬃcients ak , 1 k n, are nonnegative and
∑n
k=1 ak > 0. It is evident that
∑n
k=1 akx2k is increasing in (0,+∞).
So equations
∑n
k=1 akx2k = 1 + α and
∑n
k=1 akx2k = α + η have unique positive solutions, denoted x0 and x˜∗ , respectively.
Then x˜∗ < x0 < 2x0/(1+ η) in the case of 0 < η < 1. Hence, f satisﬁes conditions (i) and (ii) in Proposition 3.1 in this case
by setting x∗ = (1+ η)x˜∗/2. Therefore, the following result is a direct consequence of Theorem 3.1 in the case 0 < η < 1:
Theorem 3.2. Let 0 < η < 1. Assume that ak, 1 k n, satisfy the following condition:
1+ η
1− η
n∑
k=1
kakd
2k+1 > x0,
where d = min{x | Σnk=1(2k + 1)akx2k = 1+ α, 0 x x˜∗}, and x0 and x˜∗ are the unique positive solutions of
∑n
k=1 akx2k = 1+ α
and
∑n
k=1 akx2k = α + η, respectively. Then the gradient of solution w of system (1)–(3) (or (u, v)) is chaotic in the sense of both
Devaney and Li–Yorke.
Similarly, we have the following result by Theorem 3.1 in the case η > 1:
Theorem 3.3. Let η > 1. Assume that ak, 1 k n, satisfy the following condition:
η + 1
η − 1
n∑
k=1
kakd
2k+1 > x0,
where d = min{x | Σnk=1(2k + 1)akx2k = 1+ α, 0 x x˜∗} and x0 and x˜∗ are the unique positive solutions of
∑n
k=1 akx2k = 1+ α
and
∑n
k=1 akx2k = α + η−1 , respectively. Then the gradient of solution w of system (1)–(3) (or (u, v)) is chaotic in the sense of both
Devaney and Li–Yorke.
630 L. Zhang et al. / J. Math. Anal. Appl. 369 (2010) 623–634Remark 3.4. From the above discussions, one can see that it is not necessary to require that f satisﬁes condition (5) in the
whole line R. In fact, condition (5) for f can be replaced by the following condition:
f is nondecreasing and continuously differentiable in [−x0, x0] with f (0) = f ′(0) = 0, (17)
where −x0 is a negative zero point of f (x) = (1+α)x. So the following result can be concluded by the proof of Theorem 3.1:
Theorem 3.4. Assume that f is odd, and satisﬁes condition (17) and conditions (ii)–(iii) in Proposition 3.1 in the case of 0 < η < 1;
and f satisﬁes condition (17) and conditions (ii)–(iii) in Proposition 3.2 in the case of η > 1. Then the result of Theorem 3.1 holds.
Remark 3.5. In [8], Li and Huang also discussed Eq. (1) with a nonlinear right-end boundary condition under conditions
(A1), (A2) and (A3), and showed that H0 is strictly turbulent for each η ∈ [η0,1) by the proof of Lemma 2.4 in [8], where
η0 is a certain positive constant. Consequently, H0 has a positive entropy in a compact invariant set and then H0 is chaotic
in the sense of Li–Yorke. We shall remark that the conditions in [8] are different from those in Theorem 3.1 in the present
paper. Consider the following example:
f (x) =
⎧⎪⎪⎨
⎪⎪⎩
3(1+ α)(x+ (1+ α) 12 ) − (1+ α) 32 , x < −(1+ α) 12 ,
x3, |x| (1+ α) 12 ,
3(1+ α)(x− (1+ α) 12 ) + (1+ α) 32 , x > (1+ α) 12 .
It can be easily veriﬁed that all the assumptions of Theorem 3.1 in the present paper are satisﬁed for each 0 < α < 1 and
each 1− 3−3/2 < η < 1, where x0 = (1+ α)1/2, x∗ = (1+ η)(α + η)1/2/2, and d = ((1+ α)/3)1/2. Therefore, the gradient of
solution w of system (1)–(3) is chaotic in the sense of Li–Yorke as well as in the sense of Devaney by Theorem 3.1 in this
case. However, h /∈ C2(R,R) and it does not satisfy condition (A1) in [8] because
lim
x→±∞
h(x)
x
= −2α − 3 = −∞,
where h(x) = αx− f (x), x ∈ R. So the related result in [8] is not applicable to this example.
In addition, it is required that h is C2 in the whole line R in [8]. It is noted that the assumptions for f in Theorem 3.4
are restricted in a closed and bounded interval rather than the whole line R. So all the assumptions of Theorem 3.4 are
satisﬁed, and consequently the gradient of solution w of system (1)–(3) is chaotic in the sense of both Devaney and Li–Yorke
for each 0 < α < 1 and each 1− 3−3/2 < η < 1 even if f (x) = x3 for x ∈ [−(1+ α)1/2, (1+ α)1/2] and the value of f can be
arbitrarily taken at x outside the interval [−(1+ α)1/2, (1+ α)1/2].
4. An example
In this section, we discuss the following example:
Example. Consider system (1)–(3) in the special case: 0 < η < 1, f (ξ) = √5(1− α)ξ3 + ξ5, and 0 < α < 1. It can be easily
calculated that
(i) x4 + √5(1− α)x2 = 1+ α has a unique positive solution
x0 =
√√
9− α − √5(1− α)
2
;
(ii) x4 + √5(1− α)x2 = α + η has a unique positive solution
x˜∗ =
√√
5+ 4η − α − √5(1− α)
2
;
(iii) 5x4 + 3√5(1− α)x2 = 1+ α has a unique positive solution
d =
√√
65− 25α − 3√5(1− α)
10
< x˜∗.
L. Zhang et al. / J. Math. Anal. Appl. 369 (2010) 623–634 631Fig. 1. 3-D computer simulation result shows complex dynamical behaviors of wx(x, t) for t ∈ [10,12] in the case of α = 0.4, η = 0.6.
Fig. 2. 3-D computer simulation result shows complex dynamical behaviors of wt (x, t) for t ∈ [10,12] in the case of α = 0.4, η = 0.6.
632 L. Zhang et al. / J. Math. Anal. Appl. 369 (2010) 623–634Fig. 3. 3-D computer simulation result shows complex dynamical behaviors of wx(x, t) for t ∈ [50,52] in the case of α = 0.4, η = 0.6.
Fig. 4. 3-D computer simulation result shows complex dynamical behaviors of wt (x, t) for t ∈ [50,52] in the case of α = 0.4, η = 0.6.
L. Zhang et al. / J. Math. Anal. Appl. 369 (2010) 623–634 633Fig. 5. Bifurcation diagram of H0(x) for α ∈ [0.01,0.699] and η = 0.6, where the initial value is taken as 0.4.
Then, when
1+ η
1− η > 10
4
√
5
√ √
9− α − √5(1− α)√
13− 5α − 3√1− α ×
1
7+ α − √(1− α)(13− 5α) , (18)
we have
1+ η
1− η
(
2d5 +√5(1− α)d3)> x0.
By Theorem 3.2, if α and η satisfy (18), then the gradient w of system (1)–(3) is chaotic in the sense of both Devaney and
Li–Yorke.
In this case, Eq. (12) can be written as
ξ5 +√5(1− α)ξ3 + (1− α)ξ + 2x = 0. (19)
It can be easily veriﬁed that for any given x ∈ R, Eq. (19) has a unique real solution g(x) that can be expressed by
g(x) = 5
√√√√√−x+
√√√√x2 +
√(
1− α
5
)5
− 5
√√√√√x+
√√√√x2 +
√(
1− α
5
)5
.
Hence,
H0(x) = (G0 ◦ F0)(x)
= 1+ η
1− η
(
x+ 5
√√√√√−x+
√√√√x2 +
√(
1− α
5
)5
− 5
√√√√√x+
√√√√x2 +
√(
1− α
5
)5 )
,
634 L. Zhang et al. / J. Math. Anal. Appl. 369 (2010) 623–634(F0 ◦ G0)(x) = 1+ η
1− η x+
5
√√√√−1+ η
1− η x+
√(
1+ η
1− η x
)2
+
(
1− α
5
)5
− 5
√√√√1+ η
1− η x+
√(
1+ η
1− η x
)2
+
(
1− α
5
)5
.
It can be shown that α = 0.4 and η = 0.6 satisfy (18). For computer simulations, take α = 0.4, η = 0.6, and
ϕ(x) = 1
4π
(
1− cos(πx))− 1
8
x+ 1
16π
sin(2πx),
ψ(x) = 1
4
sin(πx) + 1
4
sin2(πx)
in the initial condition (4). Substituting the above ϕ , ψ into (9), we have
u0(x) = 1
4
sin(πx), v0(x) = −1
4
sin2(πx), 0 x 1.
The 3-D computer simulation results show that wx(x, t) and wt(x, t) have very complicated dynamical behaviors (see
Figs. 1–4). In addition, the bifurcation diagram of H0(x) for α ∈ [0.01,0.699] and η = 0.6 shows that H0(x) has chaotic
behaviors in the case that α = 0.4 and η = 0.6 (see Fig. 5).
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