Eigenvalue and eigenvector analysis of stability for a line of traffic by De Luisa, Andraž
UNIVERZA V LJUBLJANI
FAKULTETA ZA MATEMATIKO IN FIZIKO
Matematika  1. stopnja
Andraº De Luisa
Analiza stabilnosti prometa s pomo£jo lastnih vrednosti in
lastnih vektorjev
Delo diplomskega seminarja
Mentor: doc. dr. Aljo²a Peperko
Ljubljana, 2019
Kazalo
1. Uvod 4
1.1. Motivacija 4
1.2. Metode kontrole prometa 4
1.3. Organizacija dela 4
2. Teoreti£no ozadje 4
2.1. Stabilnost sistemov LDE 4
2.2. Kroneckerjev produkt 6
2.3. Blo£no-Toeplitzove matrike 6
2.4. Neskon£ne matrike 6
2.5. PID regulator 7
3. Vzpostavitev modelov 7
3.1. Enostranska kontrola 8
3.2. Dvostranska kontrola 8
3.3. Ravnovesje sistema 9
3.4. Zapis sistemov LDE 9
4. Problem lastnih vektorjev in lastnih vrednosti 11
4.1. Izra£un lastnih vrednosti 11
5. Robni pogoji 16
5.1. Kroºni robni pogoj 16
5.2. Drugi robni pogoji 20
5.3. Simulacije 21
6. Implementacija v praksi 25
6.1. Nelinearna modela 25
6.2. Moºnosti nadaljnjega razvoja 25
7. Zaklju£ki 26
Dodatek A. Prilagodljiva varnostna razdalja 26
Slovar strokovnih izrazov 28
Literatura 28
Analiza stabilnosti prometa s pomo£jo lastnih vrednosti in lastnih
vektorjev
Povzetek
Namen tega diplomskega dela je predstavitev dveh razli£nih metod za kontrolo pro-
meta, enostranske in dvostranske, ter analiza njune stabilnosti. Matemati£na mo-
dela, ki metodi opisujeta, bomo zapisali kot sistema homogenih linearnih diferen-
cialnih ena£b ter s pomo£jo lastnih vrednosti in lastnih vektorjev preu£ili njuno
stabilnost. Obravnavali bomo tako splo²ni primer, z neomejenim ²tevilom vozil v
sistemu, kot tudi razli£ne robne pogoje. Teoreti£ne ugotovitve bomo nazadnje pod-
krepili ²e z ra£unalni²kimi simulacijami.
Eigenvalue and eigenvector analysis of stability for a line of traﬃc
Abstract
This thesis describes two diﬀerent methods for the control of traﬃc ﬂow, the car-
following model and the bilateral control model, and presents an analysis of their
stability. The mathematical models that describes them can be written as systems
of homogeneous linear diﬀerential equations and their stability analysed by studying
their eigenvalues and eigenvectors. We will discuss a general case, with an inﬁnite
number of vehicles, and some boundary traﬃc conditions. We will then further
substantiate the theoretical claims with computer simulations.
Math. Subj. Class. (2010): 34B, 47E, 93D
Klju£ne besede: kontrola prometa, PID regulator, problem lastnih vrednosti, sis-
temi diferencialnih ena£b, neskon£ne matrike
Keywords: traﬃc control, PID controller, eigenvalue problem, systems of diﬀeren-
tial equations, inﬁnite matrices
1. Uvod
1.1. Motivacija. Vsakemu izmed nas se je ºe kdaj zgodilo, da se je po dolgem
£akanju v zastoju na avtocesti naenkrat zna²el na £elu kolone, ne da bi se zavedel,
kaj je kolono povzro£ilo. Ob prekomerni prometni obremenitvi ceste se namre£
pogosto pojavljajo t. i. fantomski zastoji, natan£neje motnje v preto£nosti prometa,
ki jih ne povzro£i nesre£a ali ﬁzi£na ovira na vozi²£u. Kateri pa je vzrok za nastanek
tak²nih motenj v prometu? Odgovor na to vpra²anje sicer ni poglavitni cilj tega dela,
dobili pa ga bomo kar mimogrede. Poudarek bo namre£ na stabilizaciji prometa in
torej na na£inih, kako lahko take zastoje prepre£imo.
1.2. Metode kontrole prometa. O nestabilnostih v prometu in iskanju razlogov
za njihov nastanek je bilo v zadnjih desetletjih napisanega ºe ogromno, komaj v
zadnjih letih pa so se za£eli pojavljati tudi predlogi, kako te nestabilnosti u£inko-
vito odpraviti. Pri tem odigrava klju£no vlogo predvsem hiter napredek v razvoju
tehnologije, ki med drugim omogo£a implementacijo cele vrste domiselnih re²itev
v sklopu kontrole prometa. V tem delu bomo podrobneje obravnavali dve, in si-
cer enostransko (car-following model) ter dvostransko kontrolo prometa (bilateral
control model).
Enostranska kontrola prometa (v nadaljevanju CFM) se ²e najbolj pribliºuje £lo-
ve²ki voºnji, upo²teva namre£ samo razliko v poloºaju in hitrosti med vodenim
vozilom ter tistim tik pred njim.
Dvostranska kontrola (v nadaljevanju BCM) pa je manj intuitivna, saj predposta-
vlja, da v vsakem trenutku poznamo razliko v poloºaju in hitrosti tudi med vodenim
vozilom ter tistim, ki nam sledi. O£itno je to izvedljivo pri samovoze£ih vozilih (do-
volj je usmeriti senzorje ²e nazaj), pri £love²ko vodenih pa precej teºje, £e ne celo
nemogo£e.
1.3. Organizacija dela. V naslednjem poglavju si bomo ogledali nekaj deﬁnicij,
izrekov in dokazov, ki jih bomo kasneje uporabili pri modeliranju in re²evanju pro-
blema o stabilnosti prometa. Problem bomo nato preko ﬁzikalnega modela pretvorili
v problem analize stabilnosti sistemov linearnih diferencialnih ena£b, po enega za
vsako metodo. Obstoj stabilnih re²itev sistemov bomo najprej obravnavali v splo-
²nem, tj. z neskon£nim ²tevilom vozil, nato pa bomo analizirali ²e obna²anje sistemov
pod razli£nimi robnimi pogoji. Nekatere teoreti£ne rezultate bomo podkrepili ²e z
ra£unalni²kimi simulacijami.
2. Teoreti£no ozadje
2.1. Stabilnost sistemov LDE. Spomnimo se kvalitativne teorije navadnih dife-
rencialnih ena£b.1 Obi£ajno NDE ne znamo re²iti, zato nas zanima obna²anje re²itev
na dolgi rok, ²e posebej pa v okolici posebnih re²itev.
Deﬁnicija 2.1. Naj bo dan sistem Y⃗ ′ = f(x, Y⃗ ), kjer je Y⃗ = (y1, . . . , yn). Stacio-
narna re²itev je re²itev oblike Y⃗0(x) ≡ a⃗. Ta re²itev ne obstaja vedno.
Deﬁnicija 2.2. Naj ima sistem Y⃗ ′ = f(x, Y⃗ ) re²itve deﬁnirane za vsak za£etni
pogoj Y⃗ (x0) = b⃗, kjer je b⃗ ∈ K (⃗a, r), a⃗ in r pa sta vnaprej izbrana. Naj bodo te
1V tem razdelku bomo omenili samo nekaj rezultatov iz [14], ki jih bomo kasneje v delu potre-
bovali (ve£ v [7, 4. poglavje]).
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re²itve deﬁnirane za vse x ≥ x0. Ozna£imo z Y⃗0 re²itev sistema, ki ustreza pogoju
Y⃗0(x0) = a⃗.
(i) Pravimo, da je Y⃗0 stabilna re²itev, £e za vsak ϵ > 0 obstaja δ ∈ (0, r), da za
vsako re²itev Y⃗ , za katero je Y⃗ (x0) ∈ K(a, δ), velja |Y⃗ (x) − Y⃗0(x)| < ϵ za
vsak x ≥ x0.
(ii) e poleg pogoja (i) velja ²e limx→∞ |Y⃗ (x)− Y⃗0(x)| = 0, potem je Y⃗0 asimp-
toti£no stabilna re²itev.
(iii) e re²itev Y⃗0 ni stabilna, potem pravimo, da je nestabilna.
Trditev 2.3. Za homogen linearni sistem Y⃗ ′ = A Y⃗ , kjer so koeﬁcienti matrike
A zvezne funkcije na [x0,∞), velja: re²itev Y⃗ je stabilna (asimptoti£no stabilna)
natanko tedaj, ko je stacionarna re²itev Y⃗ ≡ 0 stabilna (asimptoti£no stabilna).
Skica dokaza. Imejmo re²itev Y⃗0 in ²e eno re²itev Y⃗1 z bliºnjim za£etnim pogojem.
Re²itev Y⃗1− Y⃗0 re²i sistem in ima za za£etni pogoj ravno pogoj, ki je blizu 0. Zato iz
|Y⃗1(x)− Y⃗0(x)| < ϵ ⇐⇒ |(Y⃗1− Y⃗0)(x)− 0⃗| < ϵ sledi, da je (asimptoti£na) stabilnost
re²itve Y⃗0 ekvivalentna (asimptoti£ni) stabilnosti re²itve 0⃗. 
Izrek 2.4. Naj bo Y⃗ poljubna re²itev sistema Y⃗ ′ = A Y⃗ , A ∈ Cn×n. Tedaj velja:
(i) £e je Re(λj) < 0 za vse lastne vrednosti λj matrike A, potem je Y⃗ asimpto-
ti£no stabilna re²itev;
(ii) £e obstaja lastna vrednost λj matrike A, za katero velja Re(λj) > 0, potem
je Y⃗ nestabilna re²itev sistema;
(iii) e za vse lastne vrednosti λj matrike A velja Re(λj) ≤ 0 in je vsaj ena lastna
vrednost imaginarna, potem je Y⃗ stabilna re²itev sistema natanko tedaj, ko
vsem imaginarnim lastnim vrednostim matrike A pripadajo le kletke (v njeni
Jordanovi formi) velikosti 1 × 1. e vsaj eni imaginarni lastni vrednosti
pripada kletka velikosti 2× 2, potem je Y⃗ nestabilna re²itev sistema.
Izreka ne bomo dokazali v celoti, poglejmo samo idejo dokaza za prvi dve to£ki.
Skica dokaza. Po trditvi 2.3 je dovolj, da razmi²ljamo o stabilnosti stacionarne re-
²itve Y⃗ ≡ 0⃗. Splo²na re²itev podanega homogenega sistema linearnih diferencialnih
ena£b je2 Y⃗ (x) = eAx Y⃗ (0), da preverimo asimptoti£no stabilnost pa moramo analizi-
rati limito limx→∞ |Y⃗ (x)− 0⃗| = limx→∞ |eAx Y⃗ (0)|. Matrika A je podobna Jordanovi
matriki J z lastnimi vrednostmi λi na diagonali (£e so vse lastne vrednosti λi pa-
roma razli£ne je J diagonalna), problem se torej prevede na limx→∞ |eJix|, kjer je
Ji Jordanova kletka, ki pripada lastni vrednosti λi. Eksponentna funkcija za vsako
Jordanovo kletko je oblike
eJix = eλix ·
⎡⎢⎢⎢⎢⎣
1 x · · · xk−1
(k−1)!
1
. . . ...
. . . x
1
⎤⎥⎥⎥⎥⎦ ,
2Eksponentna funkcija na kon£no razseºnih matrikah je deﬁnirana s Taylorjevim razvojem eA =∑∞
i=0
1
i!A
i, kjer je konvergenca deﬁnirana v metriki d(A,B) = ||A−B||, porojeni z eno izmed norm
|| · || (vse so med sabo ekvivalentne).
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kjer je k ve£kratnost lastne vrednosti λi. Ker nara²£a (oz. pada) eksponentna funk-
cija hitreje od kateregakoli polinoma, je o£itno konvergenca (oz. divergenca) funkcije
eJx ko x → ∞ (in torej tudi eAx) odvisna od predznaka realnega dela lastnih vre-
dnosti, iz £esar sledita to£ki (i) in (ii) iz izreka. 
2.2. Kroneckerjev produkt. Kroneckerjev produkt je operacija, ki se izvede na
dveh matrikah poljubne velikosti in vrne blo£no matriko. Ime je dobil po nem²kem
matematiku Leopoldu Kroneckerju, ozna£imo pa ga z ⊗.
Deﬁnicija 2.5. Naj bosta A ∈ Cm×n in B ∈ Cp×q kompleksni matriki. Kroneckerjev
produkt je deﬁniran kot
A⊗B =
⎡⎣a11B · · · a1nB... . . . ...
am1B · · · amnB
⎤⎦ ∈ Cmp×nq.
2.3. Blo£no-Toeplitzove matrike. V tem delu bo imela ve£ina matrik, s katerimi
se bomo ukvarjali, posebno lastnost, in sicer njihovi £leni bodo na vseh diagonalah,
glavni in stranskih, konstantni. Matrikam take oblike pravimo Toeplitzove matrike
po nem²kem matematiku Ottu Toeplitzu.
Zapi²emo jih lahko kot
A =
⎡⎢⎢⎢⎢⎢⎢⎣
a0 a−1 · · · a−(n−1)
a1 a0
. . . ...
. . . . . .
... a−1
an−1 · · · a1 a0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
ali kraj²e, Ai,j = ai−j; i,j ∈ {0, . . . ,n − 1}, kjer je A n × n kvadratna matrika.
Toeplitzove matrike sicer v splo²nem niso samo kvadratne, a nekvadratnih v delu
ne bomo sre£ali.
e pa skalarje v Toeplitzovi matriki zamenjamo z bloki (ukvarjali se bomo sicer le z
2×2 bloki), dobimo blo£no-Toeplitzovo matriko, ki v smislu blo£nih operacij ohranja
vse lastnosti navadne Toeplitzove matrike. To lastnost bomo kasneje izkoristili pri
iskanju lastnih vrednosti takih matrik.
2.4. Neskon£ne matrike. V delu bomo imeli opravka tudi z neskon£no dimenzio-
nalnimi matrikami oz. operatorji. Za operiranje z njimi nam ne zadostuje znanje iz
linearne algebre, spadajo namre£ pod podro£je funkcionalne analize in teorije opera-
torjev (glej npr. [2]). Vse obravnavane neskon£ne matrike pa bodo speciﬁ£ne oblike
(Toeplitzove), kar nam bo precej olaj²alo delo:
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
. . . . . . . . .
. . . a0 a−1 a−2
. . . a1 a0 a−1
. . .
a2 a1 a0
. . .
. . . . . . . . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Deﬁnicija 2.6. Naj bo A = [aj−i]∞−∞ neskon£na Toeplitzova matrika; pravimo, da
je A omejena, £e vrsta
∑∞
−∞ an konvergira absolutno.
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Deﬁnicija 2.7. Naj bo A neskon£na omejena Toeplitzova matrika. Spekter A je
mnoºica vseh vrednosti λ, za katere matrika A− λI nima inverza.
Mnoºica lastnih vrednosti je podmnoºica spektra, zato bomo pri iskanju lastnih
vrednosti neskon£nih matrik uporabljali naslednjo trditev (vzeto iz [1]), ki jo bomo
navedli brez dokaza.
Trditev 2.8. Naj bo neskon£na Toeplitzova matrika A = [aj−i]∞i,j=−∞, ki predstavlja
Laurentovo formo
∑∞
i,j=−∞ aj−i xi yj, povezano z Laurentovim razvojem f(z) =∑∞
−∞ an z
n, omejena. Potem je f analiti£na v okolici enotske kroºnice in spekter
Toeplitzovega operatorja A je slika funkcije f , zoºene na enotsko kroºnico.
2.5. PID regulator. Stabilnost metod za kontrolo prometa bomo lahko analizirali
samo potem, ko bomo vsako metodo ustrezno zapisali v matemati£ni obliki. Pred
tem si zato oglejmo, kako lahko prakti£ni problem nadzorovanja nekega sistema
matemati£no modeliramo.3
Proporcionalni-integracijski-diferencialni regulator (v angl. proportional-integral-
derivative controller) je v industriji verjetno najpogosteje uporabljen zaprto-zan£ni
regulacijski sistem. Kot zaprto-zan£ni sistem deluje tako, da posku²a merjeno vre-
dnost pribliºati ºeleni vrednosti (v tem delu bomo tako regulirali razdalje med vozili),
ºe samo ime pa namiguje na na£in, kako to udejanja. Matemati£no PID regulator
torej modeliramo kot vsoto treh £lenov: proporcionalnega, integracijskega in dife-
rencialnega. V vsakem trenutku izra£unamo napako e(t) kot razliko med trenutno
in ºeleno vrednostjo merjene koli£ine, izhod regulatorja u(t) pa deﬁniramo kot
u(t) = kd e(t) + ki
∫ t
0
e(τ)dτ + kv
de(t)
dt
,
pri £emer so parametri kd, ki in kv proporcionalno, integracijsko in diferencialno
oja£anje. Proporcionalni £len je odvisen samo od trenutne napake, integracijski £len
upo²teva tudi preteklo dogajanje, diferencialni £len pa sku²a predvideti dogajanje v
prihodnosti.
PID regulatorji so tako popularni zaradi njihove preprostosti, zveznosti, ker v
praksi uspe²no odpravljajo motnje v merjeni vrednosti tudi ob neoptimalni izbiri
parametrov oja£anja (parametri se obi£ajno nastavijo s pomo£jo poizku²anja v pra-
ksi) in ker jih lahko prilagodimo posameznim potrebam tudi tako, da katerega od
£lenov izpustimo (v tem delu ne bomo potrebovali integracijskega £lena). Regula-
torji sami po sebi sicer ne zagotavljajo stabilnosti, ta je odvisna od samega modela
in predvsem od vrednosti parametrov oja£anja (vi²anje vrednosti vodi v hitrej²e
odzive in posledi£no ve£je nestabilnosti, prenizke vrednosti pa ne zagotavljajo ustre-
znega odziva). Uporabljajo se lahko v bistvu pri uravnavanju katerekoli izmerljive
koli£ine, na primer pri uravnavanju temperature ali pritiska v zaprtem prostoru, v
tem delu pa bomo izkoristili njihovo uporabnost pri kontroli prometa.
3. Vzpostavitev modelov
Metodo za kontrolo prometa deﬁniramo tako, da iz podatkov, ki nam jih posredu-
jejo senzorji, procesiramo ukaz v obliki vrednosti pospe²ka (ta je lahko tako pozitiven
kot negativen). Naj bo xi(t) poloºaj i-tega vozila in vi(t) = x˙i(t) njegova hitrost.
Par {xi(t), vi(t)} nam tako natan£no opi²e stanje i-tega vozila, ki se spreminja s
pospe²kom ai(t) = x¨i(t), katerega dolo£a nadzorni sistem.
3 Ve£ o teoriji nadzorovanja sistemov in PID regulatorjih v [10], [12] in [8].
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3.1. Enostranska kontrola. Pri enostranski kontroli deﬁniramo pospe²ek
(1) ai = kd(xi−1 − xi − s) + kv(vi−1 − vi)
kot izhod PD regulatorja, pri £emer je s ºelena varnostna razdalja, kd ≥ 0 proporci-
onalno, kv ≥ 0 pa diferencialno oja£anje. Za pozitivno smer na x-osi izberemo smer,
v katero se vozila premikajo, o£itno bo torej vedno veljalo xi−1 − xi > 0. Pri tem
modelu je torej kontrola vozila odvisna izklju£no od relativnega poloºaja in hitrosti
vozila neposredno pred njim. Predpostaviti moramo ²e, da so hitrosti vseh vozil v
sistemu niºje od hitrostne omejitve ceste. V nasprotnem primeru bi morali v izra£un
pospe²ka dodati ²e £len z razliko med trenutno ter maksimalno dovoljeno hitrostjo.
Slika 1. Enostranska kontrola; L predstavlja vodilno, C pa tre-
nutno vozilo
3.2. Dvostranska kontrola. Pri dvostranski kontroli pa upo²tevamo obe sosednji
vozili, potrebujemo torej stanje tako vodilnega kot slede£ega vozila. Pospe²ek deﬁ-
niramo kot izhod PD regulatorja
(2) ai = 12kd((xi−1 − xi)− (xi − xi+1)) + 12kv((vi−1 − vi)− (vi − vi+1)),
kjer sta parametra kd in kv ºe omenjena proporcionalno in diferencialno oja£anje.
Opazimo lahko, da tokrat sploh ne upo²tevamo varnostne razdalje. Metoda je na-
mre£ osnovana na principu ohranjanja enakomerne oddaljenosti do sosednjega vozila
v obeh smereh. Vodeno vozilo se torej ne bo nikoli bolj pribliºalo vodilnemu, kot pa
je vozilo za njim od njega oddaljeno.
Slika 2. Dvostranska kontrola; L predstavlja vodilno, C trenutno,
F pa slede£e vozilo
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3.3. Ravnovesje sistema. e se vsi udeleºenci v prometu premikajo v isti smeri
s konstantno hitrostjo in s konstantno razdaljo med sosednjima voziloma, je sistem
seveda v ravnovesju, ne glede na to, katero metodo za kontrolo uporabljamo. Ena-
kosti xi−1 − xi = s, kjer je s varnostna razdalja, in vi−1 = vi za vsak i opisujeta
torej stacionarno re²itev. Vemo pa, da niso vsa ravnovesja enaka, poznamo namre£
stabilna, nestabilna in metastabilna ravnovesja, najbolj²a metoda pa bo tista, ki
nam bo zagotovila stabilnost ravnovesja.
3.4. Zapis sistemov LDE. Za vsako vozilo posebej nam diferencialni ena£bi (1)
in (2) podajata vrednost odziva kontrolnega sistema v obliki pospe²ka. Ker pa nas
ne zanima obna²anje posameznega vozila temve£ celotnega sistema, moramo ena£be
²e zdruºiti v sistem LDE. Delo si olaj²amo, £e najprej uvedemo novo spremenljivko
(kot v [9]):
yi(t) = xi(t) + i · s− vo · t
y˙i(t) = x˙i(t)− v0(3)
y¨i(t) = x¨i(t).
Z novo spremenljivko relativiziramo poloºaj vozil v prometu: £e je prej par
{xi(t), x˙i(t)} opisoval absolutna poloºaj in hitrost i-tega vozila v prometu, zdaj
par {yi(t), y˙i(t)} opisuje relativna poloºaj in hitrost (glede na poloºaj prvega vozila
v sistemu in za£etno hitrost v0). Vpeljemo torej novo spremenljivko v ena£bi:
CFM: (1) =⇒ y¨i + kvy˙i + kdyi = kvy˙i−1 + kdyi−1(4)
BCM: (2) =⇒ y¨i + kvy˙i + kdyi = kv 12(y˙i−1 + y˙i+1) + kd 12(yi−1 + yi+1).(5)
Takoj opazimo, da sta levi strani ena£b enaki: v bistvu opisujeta gibanje predmeta
z maso, na katerega sta pritrjena vzmet in blaºilec. Desni strani ena£b opisujeta
vpliv zunanjih sil na ta sistem; ko sta enaki ni£ opisujeta torej tak sistem, ki je
ﬁksiran na nepremi£no steno. V splo²nem sta seveda neni£elni in modelirata pre-
mi£no steno. Pri CFM za poloºaj in hitrost premi£ne stene vzamemo kar stanje
predhodnega vozila, pri BCM pa povpre£je obeh sosednjih.
(a) Nepremi£na stena (b) Premi£na stena
Slika 3. Predmet z maso, pritrjen z vzmetjo in blaºilcem
e se ²e za trenutek ustavimo pri ﬁzikalnem vidiku obeh metod, natan£neje pri
tretjem Newtonovem zakonu, opazimo ve£jo razliko med metodama. Pri enostranski
kontroli prometa namre£ vsako vozilo neposredno vpliva na vozilo za njim, ne velja
pa obratno. Sistema si torej ne moremo predstavljati kot z vzmetmi in z blaºilci
zaporedno povezana vozila. Za vsako vozilo bi morala obstajati nekak²na kopija
le-tega, ki je povezana z naslednjim vozilom v sistemu. V ﬁzikalnem smislu je torej
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dosti bolj naraven dvostransko kontroliran sistem, v katerem tretji Newtonov zakon
o akciji in reakciji o£itno velja, in si ga z lahkoto predstavljamo kot zaporedno vezana
vozila, pritrjena na vzmeti in blaºilce (glej sliko 4). Intuitivno lahko torej opazimo,
da bo vsaka motnja v takem sistemu potovala v obe smeri in zaradi vpliva blaºilcev
tudi kmalu zamrla (ve£ v [6]).
Slika 4. Fizikalni pogled na delovanje dvostranske kontrole
Trenutno imamo sistem diferencialnih ena£b drugega reda, ker pa je dosti laºje
operirati z linearnimi diferencialnimi ena£bami, poskusimo red zniºati. Problema se
moramo lotiti na domiseln na£in (iz [9]). Vpeljimo
Yi =
[
yi
y˙i
]
, N =
[
0 0
kd kv
]
in M =
[
0 1
−kd −kv
]
.
Ena£bi (4) in (5) se na tak na£in prevedeta na
CFM:
d
dt
Yi = NYi−1 +MYi,(6)
BCM:
d
dt
Yi =
1
2
NYi−1 +MYi +
1
2
NYi+1,(7)
kar lahko na hitro preverimo za CFM:
d
dt
[
yi
y˙i
]
=
[
0 0
kd kv
]
·
[
yi−1
y˙i−1
]
+
[
0 1
−kd −kv
]
·
[
yi
y˙i
]
⇐⇒
[
y˙i
y¨i
]
=
[
0
kdyi−1 + kvy˙i−1
]
+
[
y˙i
−kdyi − kvy˙i
]
⇐⇒ y¨i = −kdyi − kvy˙i + kdyi−1 + kvyi−1
in za BCM:
d
dt
[
yi
y˙i
]
=
1
2
[
0 0
kd kv
]
·
[
yi−1
y˙i−1
]
+
[
0 1
−kd −kv
]
·
[
yi
y˙i
]
+
1
2
[
0 0
kd kv
]
·
[
yi+1
y˙i+1
]
⇐⇒
[
y˙i
y¨i
]
=
1
2
[
0
kdyi−1 + kvy˙i−1
]
+
[
y˙i
−kdyi − kvy˙i
]
+
1
2
[
0
kdyi+1 + kvy˙i+1
]
⇐⇒ y¨i = −kdyi − kvy˙i + 12(kd(yi−1 + yi+1) + kv(y˙i−1 + y˙i+1)).
Vse Yi lahko torej zdruºimo v en sam vektor stanja
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Y = (. . . , Y Ti−1, Y
T
i , Y
T
i+1, . . .),
s katerim lahko na preprost na£in opi²emo sistema ena£b za obe metodi:
d
dt
Y = AY,(8)
d
dt
Y = BY,(9)
kjer sta A in B neskon£ni blo£no-Toeplitzovi matriki
A =
⎡⎢⎢⎢⎢⎢⎢⎣
. . .
. . . M
N M
N M
. . . . . .
⎤⎥⎥⎥⎥⎥⎥⎦ , B =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
. . . . . .
. . . M N/2
N/2 M N/2
N/2 M
. . .
. . . . . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
4. Problem lastnih vektorjev in lastnih vrednosti
Stabilnost obeh sistemov bi radi dokazali (oziroma ovrgli) v splo²nem (brez ome-
jitev glede ²tevila vozil v sistemu, velikosti pospe²kov, ºelenih hitrosti itd.), za kar
bomo izkoristili znanje o kvalitativni analizi sistemov navadnih linearnih diferenci-
alnih ena£b. Pri nekaterih pogojih si lahko pomagamo tudi z dokazi, ki ne slonijo na
analizi lastnih vrednosti in lastnih vektorjev matrik sistemov in jih bomo pri posa-
meznih robnih pogojih tudi omenili. Vsak dokaz nam namre£ poleg same stabilnosti
nudi tudi dolo£ene dodatne informacije o obna²anju sistemov, ki jih lahko spretno
izkoristimo za njihovo bolj²e razumevanje.
4.1. Izra£un lastnih vrednosti. Iskanja lastnih vrednosti obeh matrik A in B se
bomo lotili na enak na£in. Obe sta neskon£ni blo£no-Toeplitzovi matriki, ali bolj na-
tan£no blo£na Toeplitzova operatorja, zato bomo najprej bloke M in N poenostavili
v skalarje, nato pa uporabili nekatere lastnosti skalarnih Toeplitzovih operatorjev
za izra£un lastnih vrednosti in pripadajo£ih lastnih vektorjev. S Kroneckerjevim
produktom bomo te vektorje raz²irili v lastne vektorje originalnih blo£nih operator-
jev. Za vsak lastni vektor bomo na koncu izra£unali ²e pripadajo£o lastno vrednost
(oziroma ocenili njen realni del).
Vemo, da lahko blo£ne matrike med sabo mnoºimo kar po blokih, £e so le velikosti
blokov ustrezne. Vsi bloki v matriki A so velikosti 2 × 2, mnoºiti pa jo moramo z
vektorjem stanja Y , ki smo ga konstruirali z bloki velikosti 2× 1. Dimenzije se torej
ujemajo in lahko produkt A · Y zapi²emo blo£no:
A · Y =
⎡⎢⎢⎢⎢⎢⎢⎣
. . .
. . . M
N M
N M
. . . . . .
⎤⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎣
...
Yi−1
Yi
...
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
...
NYi−1 +MYi
...
⎤⎥⎥⎥⎥⎥⎦ .
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Poiskali bomo najprej lastne vektorje pripadajo£e poenostavljene matrike (pred-
postavimo, da so vsi bloki M,K in Yi skalarji). Po trditvi 2.8 bomo znali izra£unati
spekter neskon£ne skalarne matrike A, £e je ta omejena, kar velja natanko tedaj, ko
vrsta
∑∞
−∞ an absolutno konvergira:
∞∑
−∞
|an| = |M |+ |N | <∞.
Izra£unajmo sliko zoºitve funkcije f(z) =
∑∞
−∞ an z
n na enotsko kroºnico:
f(eiω) =
∞∑
−∞
an e
iωn = M +Neiω; ω ∈ [0, 2π].
Lastne vrednosti matrike A so elementi spektra (sicer ne nujno vsi) in torej oblike4
µ(ω) = M + Nw−1, kjer je w(ω) = e−iω. Pripadajo£e lastne vektorje u(ω) =
(. . . ,ul−1(ω),ul(ω),ul+1(ω), . . .)T , l ∈ Z dobimo iz jedra matrike A− λ(ω)I:⎡⎢⎢⎢⎢⎢⎢⎣
. . .
. . . −Nw−1
N −Nw−1
N −Nw−1
. . . . . .
⎤⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎣
...
ul−1(ω)
ul(ω)
ul+1(ω)
...
⎤⎥⎥⎥⎥⎥⎦ = 0
Vektor u(ω) bo lastni vektor natanko tedaj, ko
Nul−1(ω) = Nw−1ul(ω)
⇐⇒ ul−1(ω) = w−1ul(ω)
⇐⇒ ul(ω) = w ul−1(ω)
in bo torej oblike u(ω) = (· · · , wl−1, wl, wl+1, · · · )T , l ∈ Z. Za vsak element µ(ω) iz
spektra smo dobili pripadajo£i lastni vektor, zato so kar vsi elementi spektra tudi
lastne vrednosti A.
Vsak lastni vektor prvotne matrike A je Kroneckerjev produkt med vektorjem
u(ω) in 2× 1 vektorjem p(ω) = (a(ω), b(ω))T :
U(ω) = u(ω)⊗ p(ω)
= (. . . , a(ω)wl−1, b(ω)wl−1, a(ω)wl, b(ω)wl, a(ω)wl+1, b(ω)wl+1, . . .)T .
Pripadajo£o lastno vrednost izra£unamo iz ena£be
λ(ω)p(ω) = Mp(ω) + w−1Np(ω) = (M + w−1N)p(ω).
Pri izra£unu si pomagamo s karakteristi£no ena£bo za problem lastnih vrednosti,
i²£emo torej λ(ω), ki bo zadostoval pogoju det(M + w−1N − λ(ω)I) = 0:
4V £lanku [9] je napa£no navedena lastna vrednost µ(ω) =M +Nw.
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M + w−1N − λ(ω)I =
[
0 1
−kd −kv
]
+ w−1 ·
[
0 0
kd kv
]
− λ(ω) ·
[
1 0
0 1
]
=
[ −λ(ω) 1
−kd · (1− w−1) −kv · (1− w−1)− λ(ω)
]
,
od koder sledi
det(M + w−1N − λ(ω)I) = −λ(ω)(−kv(1− w−1)− λ(ω))− (−kd(1− w−1))
= λ(ω)2 + λ(ω)kv(1− w−1) + kd(1− w−1) = 0.(10)
Kvadratne ena£be za λ(ω) ne bomo re²ili eksplicitno, saj natan£nega rezultata ne
potrebujemo. Zato, da dokaºemo nestabilnost enostranske kontrole je namre£ po
2.4 dovolj, da dobimo ω ∈ [0, 2π], za katerega obstaja lastna vrednost λ(ω) s strogo
pozitivnim realnim delom. Iz formule za re²itev ena£be
(11) λ1,2(ω) =
1
2
(−(1− w−1(ω))kv ±
√
k2v(1− w−1(ω))2 − 4kd(1− w−1(ω)))
najprej opazimo, da je realni del vsote lastnih vrednosti negativen:
ℜ(λ1(ω) + λ2(ω)) = ℜ(21
2
(−(1− w−1(ω))kv)) = ℜ(−(1− eiω)kv)
= ℜ(−(1− cos(ω)− i sin(ω))) = −(1− cos(ω))kv ≤ 0.
Vsaj ena lastna vrednost ima torej negativen realni del. Dolo£iti predznak realnega
dela druge lastne vrednosti ni tako lahko, pokazali pa bomo, da obstaja tak ω,
za katerega je realni del ene od dveh lastnih vrednosti strogo pozitiven, razen v
skrajnem primeru ko je kd = 0 (in je takrat druga lastna vrednost imaginarna).
Za izra£un realnih delov lastnih vrednosti si bomo pomagali z domiselnim trikom
−1
2
(1− eiω) = −1
2
(1− cos(ω)− i sin(ω)) = i
2
sin(ω)− 1− cos(ω)
2
=
i
2
sin(ω)− sin
(ω
2
)2
= i cos
(ω
2
)
sin
(ω
2
)
− sin
(ω
2
)2
= i(cos
(ω
2
)
+ i sin
(ω
2
)
) sin
(ω
2
)
= iei
ω
2 sin
(ω
2
)
in zapisali ena£bo (11) nekoliko druga£e:
(12) λ1,2(ω) = kviei
ω
2 sin
(ω
2
)
±
√
−k2veiω sin
(ω
2
)2
+ 2ikde
iω
2 sin
(ω
2
)
.
Ena£bo lahko raz£lenimo na vsoto dveh £lenov in primerjamo realna dela obeh.
Izra£un realnega dela kvadratnega korena kompleksnega ²tevila pa ni tako o£iten,
zato bomo pri tem uporabili pomoºno trditev.
Trditev 4.1. Naj bo a + ib, a ∈ R, b ∈ R \ {0} kompleksno ²tevilo. Realni del
njegovega korena
√
a+ ib je enak ℜ(√a+ ib) = 1√
2
√
a+
√
a2 + b2. 5
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Dokaz. I²£emo tako kompleksno ²tevilo x + iy, x,y ∈ R, da bo (x + iy)2 = a + ib,
zanima pa nas ℜ(x+ iy) = x. Iz
(x+ iy)2 = x2 + 2ixy − y2 = x2 − y2 + i(2xy) = a+ ib
lahko torej izrazimo a = x2 − y2 in b = 2xy ter zapi²emo ena£bo za x:
a = x2 − b
2
4x2
.
Zgornjo ena£bo zapi²emo malo druga£e x4−ax2− b2
4
= 0 in re²imo v dveh korakih
s formulo za kvadratno ena£bo:
x2 =
a±√a2 + b2
2
, x = ±
√
a±√a2 + b2
2
.
Toda vemo, da x2 ≥ 0 in x ≥ 0, iz £esar sledi trditev:
x =
√
a+
√
a2 + b2
2

Raz£lenimo torej realni del lastne vrednosti (12) in z uporabo trditve izrazimo
d(ω):
ℜ(λ1,2(ω)) = ℜ
(
kvie
iω
2 sin
(ω
2
))
±ℜ
(√
−k2veiω sin2
(ω
2
)
+ 2ikde
iω
2 sin
(ω
2
))
= c(ω)± d(ω),
c(ω) = ℜ
(
kvi sin
(ω
2
)(
cos
(ω
2
)
+ i sin
(ω
2
)))
= −kv sin2
(ω
2
)
≤ 0,
R(ω) = ℜ
(
− k2veiω sin2
(ω
2
)
+ 2ikde
iω
2 sin
(ω
2
))
= −k2v cos(ω) sin2
(ω
2
)
− 2kd sin2
(ω
2
)
= − sin2
(ω
2
)(
k2v cos(ω) + 2kd
)
= − sin2
(ω
2
)(
k2v
(
cos2
(ω
2
)
− sin2
(ω
2
))
+ 2kd
)
= − sin2
(ω
2
)(
k2v
(
1− 2 sin2
(ω
2
))
+ 2kd
)
,
I(ω) = ℑ
(
− k2veiω sin2
(ω
2
)
+ 2ikde
iω
2 sin
(ω
2
))
= − sin(ω) sin2
(ω
2
)
k2v + 2 cos
(ω
2
)
sin
(ω
2
)
kd
= −2 cos
(ω
2
)
sin
(ω
2
)(
k2v sin
2
(ω
2
)
− kd
)
in
d(ω) =
√
R(ω) +
√
R2(ω) + I2(ω)
2
.
Izra£unu vrednosti d(ω) se lahko izognemo. Vemo, da za vsak ω ∈ [0,2π] velja
c(ω) ≤ 0 in d(ω) ≥ 0. Realni del obeh lastnih vrednosti bo torej negativen natanko
tedaj, ko d2(ω) ≤ c2(ω):
5Za kvadratni koren kompleksnega ²tevila vzamemo tistega, ki ima pozitiven realni del.
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R(ω) +
√
R2(ω) + I2(ω)
2
≤ c2(ω)√
R2(ω) + I2(ω) ≤ 2c2(ω)−R(ω)
R2(ω) + I2(ω) ≤ 4c4(ω)− 4c2(ω)R(ω) +R2(ω)
I2(ω) ≤ 4(c4(ω)− c2(ω)R(ω)).
Ra£unanje si olaj²amo, £e uvedemo p = sin2(ω
2
). Neenakost mora torej veljati za
vsak p ∈ [0,1]:
4p(1− p)(k2vp− kd)2 ≤ 4((kvp)4 + (kvp)2p((1− 2p)k2v + 2kd))
p(1− p)(k4vp2 − 2k2vkdp+ k2d) ≤ k4vp4 + k4vp3 − 2k4vp4 + 2kdk2vp3
(1− p)(k4vp2 − 2k2vkdp+ k2d) ≤ −k4vp3 + k4vp2 + 2kdk2vp2
k4vp
2 − 2k2vkdp+ k2d − k4vp3 + 2k2vkdp2 − k2dp ≤ −k4vp3 + k4vp2 + 2kdk2vp2
2k2vkdp+ k
2
dp− k2d ≥ 0
2
k2v
kd
p+ p− 1 ≥ 0
p
(
2
k2v
kd
+ 1
)
≥ 1
p− 1
2k
2
v
kd
+ 1
≥ 0.
V tretjem koraku smo obe strani neena£be delili s p, zato je to£en pogoj
(13) p
(
p− 1
2k
2
v
kd
+ 1
)
≥ 0.
e kd > 0, potem pogoj (13) ne velja za vse p ≥ 0, torej je kd = 0. Vse lastne
vrednosti neskon£ne Toeplitzove matrike A imajo torej nepozitivne realne dele na-
tanko tedaj, ko je kd = 0, za kd > 0 pa je enostranska kontrola prometa nestabilna
(vedno obstaja lastna vrednost s strogo pozitivnim realnim delom). e se za tre-
nutek spomnimo deﬁnicije enostranske kontrole, pa nam je takoj jasno, da kd = 0
opisuje metodo kontrole, pri kateri upo²tevamo samo razlike v hitrostih med zapo-
rednimi vozili (ne pa razdalj med njimi). Ta metoda je v teoriji stabilna, v praksi
pa neuporabna: promet sicer konvergira proti stanju, v katerem potujejo vsa vozila
z enako hitrostjo, vendar ker ne kontroliramo njihovih poloºajev, ne moremo zago-
toviti, da ne bo pri²lo do trkov med njimi. Zato ºe ob vpeljavi enostranske kontrole
predpostavimo, da je kd > 0.
Z uporabo trditve 2.8 izra£unamo ²e spekter matrike B za dvostransko kontrolo.
Preverimo absolutno konvergenco vrste
∞∑
−∞
|bn| = |N |
2
+ |M |+ |N |
2
= |M |+ |N | <∞
in izra£unamo sliko zoºitve funkcije g(z) =
∑∞
−∞ bn z
n na enotsko kroºnico:
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g(eiω) =
∞∑
−∞
bn e
iωn =
N
2
e−iω +M +
N
2
eiω = M +N
e−iω + eiω
2
, ω ∈ [0, 2π].
Lastne vrednosti poenostavljene (skalarne) matrike B so elementi spektra in torej
oblike µ(ω) = M + N w+w
−1
2
, pripadajo£i lastni vektor u(ω) pa je enak kot za
matriko A. Lastni vektor blo£ne matrike spet dobimo kot Kroneckerjev produkt
U(ω) = u(ω) ⊗ p(ω), λ(ω) in p(ω) pa sta v tem primeru lastna vrednost in lastni
vektor matrike
M +N
e−iω + eiω
2
= M +N cos(ω).
Iz pripadajo£e karakteristi£ne ena£be
λ2(ω) + (1− cos(ω))kvλ(ω) + (1− cos(ω))kd = 0
lahko takoj opazimo, da sta realna dela obeh lastnih vrednosti manj²a ali enaka
ni£. Vsota lastnih vrednosti λ1(ω) in λ2(ω) je namre£ negativna, njun produkt pa
pozitiven.6 Lastna vrednost λ(ω) je enaka ni£ le v primeru, ko je (1 − cos(ω)) =
0 ⇐⇒ ω = 0, pripadajo£i lastni vektor U(0) pa opisuje ravnovesje, ko so vsa vozila
v sistemu enako narazen in imajo isto hitrost.
Za poljuben za£etni vektor stanja Y (0) bo sistem ob uporabi dvostranske kon-
trole konvergiral k ravnovesju, to je zatorej stabilno. Pokazali smo, da v splo²nem
dvostranska kontrola u£inkovito odpravlja motnje v prometu.
Na tem mestu moramo omeniti ²e moºnost izbolj²ave enostranske kontrole z upo-
rabo prilagodljive (namesto konstantne) varnostne razdalje, kar je v bistvu ²e naj-
bolj²i pribliºek £love²ki voºnji. V dodatku A bomo pokazali, da je pri nizki pre-
to£nosti prometa ta metoda stabilna, £e pa preto£nost prekora£i dolo£eno kriti£no
vrednost, povzro£i tudi izbolj²ana metoda nestabilnosti v prometu.
5. Robni pogoji
Do sedaj smo obravnavali splo²en primer, ko je ²tevilo udeleºencev v prometu
neskon£no. Za laºjo predstavo o delovanju opisanih metod za kontrolo prometa v
praksi pa si bomo ogledali nekatere robne pogoje pri kon£nem ²tevilu vozil.
5.1. Kroºni robni pogoj. Zamislimo si, da se K vozil premika po kroºnici, K-to
vozilo pa sledi prvemu (in je torej x0 = xK .)
Za trenutek opustimo dokazovanje stabilnosti s pomo£jo lastnih vektorjev in si
oglejmo precej preprostej²i dokaz stabilnosti dvostranske kontrole (iz [5]). Deﬁni-
rajmo skupno energijo celotnega sistema
(14) E =
1
2
K−1∑
n=0
x˙2n +
1
2
kd
K−1∑
n=0
(xn+1 − xn)2
6Iz formule za re²itev kvadratne ena£be x2+ bx+ c = 0 vemo, da je x1+ x2 = −b in x1 · x2 = c.
Torej je λ1(ω) + λ2(ω) = −(1− cos(ω))kv ≤ 0 in λ1(ω) · λ2(ω) = (1− cos(ω))kd ≥ 0.
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kot vsoto kineti£ne energije in potencialne energije vzmeti za vsa vozila skupaj. Za-
nimajo nas spremembe energije v £asu. Stabilnost namre£ dokaºemo, £e pokaºemo,
da je energija padajo£a in konvergira proti nekemu ravnovesju. Ra£unajmo
(15)
dE
dt
=
K−1∑
n=0
x˙nx¨n + kd
K−1∑
n=0
(xn+1 − xn)(x˙n+1 − x˙n).
Obe vsoti lahko razpi²emo z upo²tevanjem deﬁnicije x¨n = kd(xn−1−2xn+xn+1)+
kv(x˙n−1 − 2x˙n + x˙n+1) in kroºnega pogoja xK = x0:
K−1∑
n=0
x˙nx¨n =
K−1∑
n=0
x˙n(kd(xn−1 − 2xn + xn+1) + kv(x˙n−1 − 2x˙n + x˙n+1))(16)
= kd
K−1∑
n=0
x˙n(xn−1 − 2xn + xn+1) + kv
K−1∑
n=0
x˙n(x˙n−1 − 2x˙n + x˙n+1);
K−1∑
n=0
(xn+1 − xn)(x˙n+1 − x˙n) =
K−1∑
n=0
(xn+1x˙n+1 − xnx˙n+1 − x˙nxn+1 + xnx˙n)(17)
=
K−1∑
n=0
2xnx˙n −
K∑
n=1
xn−1x˙n −
K−1∑
n=0
x˙nxn+1
=
K−1∑
n=0
x˙n(2xn − xn−1 − xn+1)
= −
K−1∑
n=0
x˙n(xn−1 − 2xn + xn+1).
Pri tem smo spretno izkoristili dejstvo, da lahko indekse poljubno premetavamo ne
da bi spremenili vrednosti vsote, saj nastopajo v vsaki vsoti vsi indeksi. Opazimo, da
je vsota (17) nasprotno enaka prvemu £lenu vsote (16), dobimo torej poenostavljen
zapis enakosti (15):
dE
dt
= kv
K−1∑
n=0
x˙n(x˙n−1 − 2x˙n + x˙n+1)
= kv
(K−1∑
n=0
x˙nx˙n−1 +
K−1∑
n=0
x˙nx˙n+1 −
K−1∑
n=0
x˙2n −
K−1∑
n=0
x˙2n
)
= −kv
K−1∑
n=0
(−2x˙nx˙n+1 + x˙2n+1 + x˙2n) = −kv
K−1∑
n=0
(x˙n+1 − x˙n)2.
O£itno velja dE
dt
≤ 0 in dE
dt
= 0 ⇐⇒ x˙n+1 − x˙n = 0 za vsak n. Minimum
doseºemo, ko imajo vsa vozila isto hitrost. Ko pa so vse hitrosti enake, bi lahko
na pospe²ke vozil v sistemu vplivale samo ²e razlike v razdaljah med vozili. Toda,
ker ostajajo hitrosti enake, morajo biti vsi pospe²ki enaki 0 in zato tudi razlike v
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razdaljah konvergirajo k 0. Vozila se torej asimptoti£no pribliºujejo enakomerni po-
razdelitvi na kroºnici z enakimi hitrostmi, tj. ravnovesju.
Pri tem ﬁzikalnem dokazu smo izkoristili dejstvo, da lahko dvostransko kontroli-
ran promet modeliramo kot ﬁzikalni sistem vozil, medsebojno povezanih z vzmetmi.
Kot pa smo ºe ugotovili v poglavju 3.4, ne moremo na podobno intuitiven na£in
obravnavati enostranske kontrole, zato se moramo povrniti na analizo stabilnosti
sistemov diferencialnih ena£b.
Poglejmo torej kako lahko analiziramo stabilnost obeh metod pod kroºnim robnim
pogojem s pomo£jo lastnih vrednosti. Neskon£ni blo£no-Toeplitzovi matriki A in B
se prevedeta na kroºni blo£ni 2K × 2K matriki
A =
⎡⎢⎢⎣
M N
N M
. . . . . .
N M
⎤⎥⎥⎦ , B =
⎡⎢⎢⎢⎣
M N/2 N/2
N/2 M
. . .
. . . . . . N/2
N/2 N/2 M
⎤⎥⎥⎥⎦ .
Kot pri re²evanju splo²nih sistemov, bomo za trenutek zanemarili blo£no strukturo
matrik in zaM inN namesto 2×2matrik vzeli kar skalarje (da si to lahko privo²£imo
smo ºe utemeljili). I²£emo vse pare lastnih vrednosti µk in lastnih vektorjev uk, ki
zado²£ajo enakosti Auk = µkuk. Matriko A pa lahko zapi²emo kot
(18) A =
⎡⎢⎢⎣
M
M
. . .
M
⎤⎥⎥⎦+
⎡⎢⎢⎣
0 N
N 0
. . . . . .
N 0
⎤⎥⎥⎦ = M · I +N ·
⎡⎢⎢⎣
1
1
. . .
1
⎤⎥⎥⎦
in opazimo, da bo uk lastni vektor matrike A natanko tedaj, ko bo lastni vektor
druge matrike v vsoti (18) (vsak neni£eln vektor je namre£ lastni vektor identitete).
Problem torej prevedemo na iskanje lastnih vektorjev p = (p0, . . . ,pK−1)T prepro-
stej²e matrike: ⎡⎢⎢⎣
1
1
. . .
1
⎤⎥⎥⎦ ·
⎡⎢⎢⎣
p0
p1
...
pK−1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
pK−1
p0
...
pK−2
⎤⎥⎥⎦ = w ·
⎡⎢⎢⎣
p0
p1
...
pK−1
⎤⎥⎥⎦ .
Iz vsake komponente lastnega vektorja p razberemo isti podatek in sicer pi =
w−1pi−1 ∀ i ∈ {0,1, . . . ,K − 1} oziroma p = (p0, w−1p0, . . . ,wK−1p0)T . e upo²te-
vamo ²e, da velja p0 = w−1pK−1 = w−Kp0 natanko tedaj, ko velja 1 − w−K = 0
ugotovimo, da so lastne vrednosti wk ravno K-ti koreni enote. Dobili smo to-
rej K razli£nih lastnih vrednosti w−1k = e
2πik/K in pripadajo£e lastne vektorje
pk = (1, wk, w
2
k, . . . ,w
K−1
k )
T , lastne vrednosti matrike A pa so (podobno kot v splo-
²nem primeru)7 oblike8 µk = M +Nw−1k .
Vsak lastni vektor prvotne matrike A je torej Kroneckerjev produkt med vektorjem
uk in 2× 1 vektorjem pk = (ak, bk)T :
7Ni presenetljivo, da dobimo v bistvu enake rezultate kot v primeru neskon£nih matrik, saj so
(po [3]) kroºne matrike asimptoti£no ekvivalentne neskon£nim Toeplitzovim matrikam.
8V £lanku [9] je napa£no navedena lastna vrednost µk =M +Nwk.
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Uk = uk ⊗ pk = (ak,bk,wkak,wkbk, . . . , wK−1k ak, wK−1k bk)T .
Pripadajo£o lastno vrednost pa izra£unamo iz ena£be
λkpk = Mpk + w
−1
k Npk = (M + w
−1
k N)pk.
Pri izra£unu si pomagamo s karakteristi£no ena£bo za problem lastnih vrednosti,
i²£emo torej λk, ki bo zadostoval pogoju det(M + w−1k N − λkI) = 0:
M + w−1k N − λkI =
[
0 1
−kd −kv
]
+ w−1k ·
[
0 0
kd kv
]
− λk ·
[
1 0
0 1
]
=
=
[ −λk 1
−kd · (1− w−1k ) −kv · (1− w−1k )− λk
]
,
od koder sledi
det(M + w−1k N − λkI) = −λk(−kv(1− w−1k )− λk)− (−kd(1− w−1k )) =
= λ2k + λkkv(1− w−1k ) + kd(1− w−1k ) = 0.
Opazimo lahko, da je karakteristi£na ena£ba skoraj enaka ena£bi (10) za enostran-
sko kontrolo v splo²nem primeru, razlikuje se samo v porazdelitvi ω. Lahko torej
uporabimo isti postopek kot v poglavju 4.1 in analiziramo neenakost (13):
p(ω)
(
p(ω)− 1
2k
2
v
kd
+ 1
)
≥ 0.
e pri tem upo²tevamo, da ω ni ve£ poljuben z intervala [0,2π] temve£ oblike
2π k
K
, k ∈ {0,1, . . . ,K − 1}, lahko zapi²emo p(ω) kot pk = sin2(π kK ). Opazimo ²e, da
za p0 = 0 neenakost drºi, od vseh ostalih pk-jev pa je najmanj²i p1. Ra£unanje za
k ̸= 0 si tako olaj²amo:
pk
(
pk − 1
2k
2
v
kd
+ 1
)
≥ 0 ⇐⇒
(
p1 − 1
2k
2
v
kd
+ 1
)
≥ 0 ⇐⇒ sin2
( π
K
)
≥ 1
2k
2
v
kd
+ 1
⇐⇒
(
2
k2v
kd
+ 1
)
sin2
( π
K
)
≥ 1 ⇐⇒ k
2
v
kd
≥ 1
2
( 1
sin2( π
K
)
− 1
)
≈ 1
2
(K2
π2
− 1
)
.
Za ve£je K si lahko privo²£imo dodatno aproksimacijo in zapi²emo
k2v
kd
≥ K
2
2π2
.
e torej izberemo parametra kv in kd tako, da izpolnjujeta zgornji pogoj, imajo
vse lastne vrednosti matrike A negativne realne dele in metoda je stabilna. Teºava
pa je v tem, da je ºe pri manj²ih K-jih pogoj teºko izpolniti: £e za primer izberemo
K = 10 in postavimo kv = 0,2, moramo izbrati kd < 0,008 (glej sliko 5), kar je ab-
solutno premalo, da bi lahko uspe²no uravnavali promet. Za ve£je K-je je to samo
²e bolj o£itno.
Po istem postopku (upo²tevamo blo£no strukturo matrike, asimptoti£no ekvi-
valentnost neskon£ni matriki B iz splo²nega primera in diskretno porazdelitev ω)
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Slika 5. Graﬁ£ni prikaz obmo£ja, znotraj katerega imajo lastne vre-
dnosti kroºne matrike A za N = 10 negativne realne dele. Dopustne
vrednosti za kd leºijo pod krivuljo.
poi²£emo ²e lastne vrednosti matrike B za dvostransko kontrolo: λk in pk sta v tem
primeru lastna vrednost in lastni vektor matrike
M +
1
2
(w−1k + wk)N = M + cos(2πk/K)N.
Iz pripadajo£e karakteristi£ne ena£be
λ2k + λkkv(1− cos(2πk/K)) + kd(1− cos(2πk/K)) = 0
lahko takoj opazimo, da so vse lastne vrednosti res negativne. Za poljuben k sta
namre£ re²itvi kvadratne ena£be λk1 in λk2 istega predznaka, njuna vsota pa je
nepozitivna.9 e ve£, λk = 0 samo v primeru, ko je cos(2πk/K) = 1, kar se zgodi
natanko tedaj, ko je k = 0. Pripadajo£i lastni vektor U0 pa opisuje ravnovesno
stanje sistema; promet pod kroºnim robnim pogojem z dvostransko kontrolo torej
konvergira proti stabilnemu ravnovesju za katerokoli za£etno stanje Y (0).
5.2. Drugi robni pogoji. V delu smo podrobneje obravnavali samo t. i. kroºni
robni pogoj, omenili pa bomo ²e nekaj smiselnih robnih pogojev, ki so natan£no
opredeljeni v [9]. Spet si zamislimo, da je v promet udeleºenih K vozil, ki potujejo
v vrsti drugo za drugim. V kroºnem robnem pogoju so si bila vsa vozila v sistemu
enakovredna, saj je prvo vozilo sledilo zadnjemu. Temu se moramo sedaj odre£i
in vozila na kraji²£ih obravnavati druga£e. Razli£ne robne pogoje dobimo glede na
razli£ne predpostavke o gibanju le-teh.10 Robno vozilo lahko ﬁksiramo (mu dolo£imo
gibanje s konstantno hitrostjo) ali pustimo prosto (tako da dodamo kopijo istega
9Iz formule za re²itev kvadratne ena£be x2+ bx+ c = 0 vemo, da je x1+ x2 = −b in x1 · x2 = c.
Torej je λk1 + λk2 = −(1− cos(2πk/K))kv ≤ 0 in λk1 · λk2 = (1− cos(2πk/K))kd ≥ 0.
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vozila, ki ima v vsakem trenutku enaka relativni poloºaj in hitrost).
Za dvostransko kontrolo lahko obravnavamo tri razli£ne robne pogoje:
• ﬁksnega: ﬁksiramo prvo in zadnje vozilo v sistemu, dodelimo jima konstan-
tno hitrost v0;
• prostega: sprostimo prvo in zadnje vozilo tako, da dodamo navidezni vozili
na za£etek in na konec sistema;
• me²anega: prvo vozilo ﬁksiramo s hitrostjo v0, zadnje pa sprostimo.
Pri vseh treh robnih pogojih se dvostranska kontrola izkaºe za stabilno tako v
teoriji (vse lastne vrednosti so negativne) kot tudi v simulacijah.
Pri enostranski kontroli lahko obravnavamo samo dva robna pogoja, in sicer ﬁ-
ksnega in prostega; deﬁniramo jih na enak na£in kot pri dvostranski kontroli
(upo²tevamo pa le prvo vozilo). Teh pogojev pa ne moremo ve£ uspe²no analizirati
s pomo£jo lastnih vrednosti in lastnih vektorjev, ker pripadajo£ih matrik ne moremo
diagonalizirati (nimajo 2K razli£nih lastnih vrednosti), so pa podobne Jordanovim
blokom. Podrobni dokazi so v [9], bistvo pa je, da je tudi pod tema robnima pogo-
jema enostranska kontrola nestabilna.
5.3. Simulacije. Nekatere teoreti£ne rezultate bomo v tem razdelku sku²ali podkre-
piti z ra£unalni²kimi simulacijami.11 Pri tem bomo uporabljali programski paket za
numeri£no ra£unanje MATLAB. Splo²nih (neskon£nih) sistemov o£itno ne moremo
simulirati, zato se bomo osredoto£ili na kroºni robni pogoj, ki smo ga tudi edinega
podrobneje analizirali. Sisteme linearnih diferencialnih ena£b bomo numeri£no re²e-
vali z MATLAB-ovo vgrajeno funkcijo za re²evanje netogih sistemov diferencialnih
ena£b ode45, ki temelji na adaptivni eksplicitni Runge-Kutta metodi reda 4 in 5.12
tevilo vozil v sistemu bi lahko za vsak primer izbrali poljubno, a bomo zaradi
preglednosti prikazanih grafov in laºje primerjave med posameznimi primeri kar
dolo£ili K = 50. Kontrolnih parametrov kd in kv prav tako ne bomo spreminjali in
bomo ²e privzeli, da sta njuni vrednosti enaki kd = kv = 0,2. Da bodo simulacije
£imbolj verodostojne, bomo dolo£ili ²e za£etno hitrost sistema v0 = 25 m/s in
varnostno razdaljo s = 30 m,13 kar je lahko v praksi primer voºnje po avtocesti ob
gostej²em prometu.
e je sistem na za£etku v ravnovesju (Y (0) ≡ 0), bo v ravnovesju neodvisno od
kontrole o£itno tudi ostal (vsi pospe²ki bodo ob vsakem trenutku ni£elni). Oglejmo
pa si kaj se zgodi, £e v ravnovesni poloºaj dodamo nekaj motenj in primerjajmo
odzive pod enostransko in dvostransko kontrolo. Za£etno stanje Y (0) izberemo
tako, da vsako vozilo premaknemo iz ravnovesja za naklju£en odmik iz intervala
(−1m, 1m), hitrosti pa ohranimo enake. Na sliki 6 so prikazani rezultati simulacije,
iz katerih opazimo o£itno razliko v stabilnosti obeh kontrol. Enostranska kontrola
10Pri enostranski kontroli se nazaj ne oziramo in posebej obravnavamo samo prvo vozilo, saj je
zadnje enakovredno ostalim.
11Programske datoteke, ki porodijo vse predstavljene ra£unalni²ke simulacije, so dostopne na
povezavi https://github.com/andrazdeluisa/DiplomskoDelo.
12Uradna dokumentacija za funkcijo ode45 je dostopna v [11].
13Namen opravljenih simulacij je samo prikaz stabilnosti kontrole v praksi in ne optimizacija
parametrov, zato vzamemo kar enake parametre kot v £lanku [9].
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(a) CFM: odmiki (Yi) (b) CFM: hitrosti (Y˙i)
(c) BCM: odmiki (Yi) (d) BCM: hitrosti (Y˙i)
Slika 6. Odziv kontrolnih metod na motnje v ravnovesnem stanju,
£e vsako vozilo premaknemo iz ravnovesja za naklju£no vrednost iz
intervala (−1 m, 1 m). Graﬁ prikazujejo relativne poloºaje oziroma
hitrosti vozil v sistemu.
za£etne motnje namre£ ºe po pribliºno 20 sekundah opazno oja£i (in kmalu nato
ustvari zastoj), dvostranska kontrola pa jih izredno hitro ublaºi.
Enak rezultat dobimo tudi ob podobni simulaciji, £e za za£etno stanje Y (0) sis-
tema vzamemo ravnovesni poloºaj, v katerem vsakemu vozilu spremenimo hitrost
za naklju£no vrednost iz intervala (−1 m/s, 1 m/s) (razdalje med sosednjimi vozili
ostanejo torej konstantne). Spet se izkaºe (glej sliko 7), da enostranska kontrola
motnje oja£i (v bistvu ²e hitreje kot v prej²njem primeru), dvostranska pa jih hitro
ublaºi.
Dvostranska kontrola je torej stabilna v teoriji in se v simulacijah uspe²no odziva
na majhne motnje; zanima nas ²e, £e uspe²no stabilizira promet tudi v kriti£nih
situacijah, ko motnje niso ve£ majhne in se zdi nastanek zastoja neizbeºen. Ideja
je torej ta, da se dvostranska kontrola vklopi ob potrebi oz. takrat, ko enostranska
ni ve£ zmoºna prepre£iti zastoja. Za potrebe simulacije situacijo, ko je nastanek
zastoja neizbeºen, kvantiﬁciramo tako, da sproti preverjamo kolik²na je najniºja
hitrost in najmanj²a razdalja med voziloma v sistemu: £e je katera od teh koli-
£in premajhna, vklopimo dvostransko kontrolo.14 Kot za£etno stanje spet vzamemo
ravnovesni poloºaj, v katerem vsako vozilo premaknemo za naklju£no vrednost iz
intervala (−1 m, 1 m), na sliki 8 pa tokrat prikaºemo absolutne poloºaje vozil v
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(a) CFM: odmiki (Yi) (b) CFM: hitrosti (Y˙i)
(c) BCM: odmiki (Yi) (d) BCM: hitrosti (Y˙i)
Slika 7. Odziv kontrolnih metod na motnje v ravnovesnem stanju,
£e vsakemu vozilu spremenimo za£etno hitrost za naklju£no vrednost
iz intervala (−1 m/s, 1 m/s). Graﬁ prikazujejo relativne poloºaje
oziroma hitrosti vozil v sistemu.
sistemu (t. j. na kroºnici). Opazimo lahko, da zmore dvostranska kontrola res hitro
in u£inkovito odpraviti nestabilnosti v prometu, saj je za stabilizacijo dovolj, da jo
vklopimo par sekund pred nastankom zastoja.
Za konec pa si oglejmo ²e situacijo, ki je sicer formalno nismo teoreti£no obrav-
navali, a verjetno ²e najbolje opisuje primer iz prakse.15 e vedno obravnavamo
kroºni robni pogoj v sistemu K-tih vozil, ki se v ravnovesnem poloºaju pomikajo
po kroºnici pod nadzorom dvostranske kontrole. Namesto, da spremenimo stanje
vozilom v sistemu, ravnovesje zmotimo tako, da v sistem vklju£imo dodatno vozilo.
Pri tem torej sistemu diferencialnih ena£b, ki opisuje dvostransko kontrolo, dodamo
dve ena£bi (in dve neznanki), kar pa ne bi smelo vplivati na u£inkovitost dvostran-
ske kontrole. Na to situacijo tipi£no naletimo v prometu, ki poteka po dveh (ali
ve£) pasovih, ko se mora zaradi menjave pasu enega vozila na isti prostor preraz-
porediti eno vozilo ve£, ali na primer pri vklju£evanju vozil z uvoza na avtocesto.
Na posamezno vozilo spreminjanje ²tevila vozil v sistemu ne vpliva (itak potrebuje
samo podatke o sosednjih vozilih), v na²em modelu, ki uporablja relativne koordi-
nate, pa moramo to upo²tevati. Ravnovesje se namre£ spremeni: v ravnovesnem
14V simulaciji uporabimo za prenizko hitrost vrednost v1 = 5 m/s, za premajhno razdaljo pa
polovico varnostne razdalje d = s2 .
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(a) CFM: poloºaji (Xi) (b) BCM: poloºaji (Xi)
Slika 8. Prikaz u£inkovitosti dvostranske kontrole pri prepre£evanju
nastajanja zastojev tudi ob kriti£nih trenutkih: v simulaciji vklopimo
dvostransko kontrolo tik pred nastankom zastoja (po pribliºno 24s).
Grafa prikazujeta poloºaje vozil v sistemu.
Slika 9. Prikaz odziva dvostranske kontrole na dodajanje in odstra-
njevanje vozil iz sistema.
poloºaju bo razdalja med sosednjimi vozili enaka s1 = K·sK+1 , hitrost sistema v0 pa
se ohrani. Relativne poloºaje vseh vozil moramo zato ob vklju£itvi novega vozila
v sistem ustrezno popraviti. Na sliki 9 je prikazan odziv dvostranske kontrole na
dodajanje in odstranjevanje vozil iz sistema. Pri tem predpostavimo, da se dodano
vozilo vklju£i v sistem na sredino med dve vozili s hitrostjo v0 (kar je tudi v praksi
smiselno, pomislimo na prehitevanje na avtocesti). Tudi v tem primeru dvostranska
kontrola u£inkovito blaºi motnje in stabilizira celoten sistem.
15Nekaj ve£ o tem je v [6].
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(a) enostranska kontrola (b) dvostranska kontrola
Slika 10. Prikaz obravnavanega linearnega jedra (£rtkan pravoko-
tnik) znotraj kompleksnej²ega modela, primernega za uporabo v pra-
ksi.
6. Implementacija v praksi
6.1. Nelinearna modela. Za obe metodi kontrole prometa smo teoreti£no analizi-
rali njuno stabilnost in rezultate podkrepili z ra£unalni²kimi simulacijami, sedaj pa
si lahko postavimo ²e vpra²anje, kako bi metodi implementirali v praksi. Pri vzpo-
stavitvi modelov (glej poglavje 3.4) smo sku²ali ohraniti £imbolj preprosto obliko
ena£b; predpostavili smo na primer, da so hitrosti vseh vozil v sistemu niºje od
maksimalne dovoljene, kar se v praksi pogosto ne dogaja. Tako deﬁnirani kontroli
niti ne prepre£ujeta, da bi hitrost vozil postala negativna: to lahko opazimo tudi v
simulacijah enostransko vodenega prometa, kjer je pojav negativnih hitrosti o£iten.
V tem delu obravnavana modela sta v bistvu linearni aproksimaciji popolnej-
²ih modelov, primernih za neposredno uporabo v praksi. Na sliki 10 so za obe
kontroli prikazani vhodi in izhod takega nelinearnega modela, ki v izra£unu pospe-
²ka upo²teva ²e najvi²jo dovoljeno hitrost vmax in ºeleno hitrost vdes. V model pa
bi bilo priporo£ljivo dodati ²e omejitev glede najniºje dovoljene hitrosti vmin = 0
in glede najve£jih dovoljenih pospe²kov (pospe²ki po absolutni vrednosti ve£ji od
3 m/s povzro£ajo zelo neudobno voºnjo). V [9] je omenjena celo moºnost sprostitve
predpostavke o konstantnosti parametrov kd in kv: £e ju deﬁniramo na primer kot
obratno sorazmerna razliki v razdaljah in hitrostih, postane kontrola bolj ob£utljiva
ob majhnih razlikah, kar je v bistvu podobno obna²anju £love²kega voznika.
Tudi ob vpeljavi vseh teh izbolj²av pa linearno jedro obeh kontrol ostane enako in
bo enostranski kontroli vseskozi prepre£evalo stabilnost, dvostranski pa zagotavljalo
u£inkovito odpravljanje motenj v prometu.
6.2. Moºnosti nadaljnjega razvoja. Zaenkrat smo vseskozi predpostavljali, da
poteka promet po enem samem pasu in so torej vsa vozila v sistemu razporejena
zaporedno v vrsti. Med simulacije pa smo nala²£ vklju£ili tudi prikaz odziva dvo-
stranske kontrole za vsak pas prometa na prehajanje vozil med pasovi. Od tega
koraka je sicer pot do vzpostavitve modela za dvostransko kontrolo ve£pasovnega
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prometa ²e dolga (natan£no bi bilo treba deﬁnirati pogoje, kdaj lahko posamezno
vozilo zamenja pas in kdaj se lahko - ali mora - umakne nazaj na vozni pas), saj bi
morali poleg stabilnosti vsakega pasa posebej obravnavati ²e interakcije med pasovi,
izgleda pa obetavna.
Podobne ugotovitve izhajajo tudi iz £lanka [6], v katerem pa se za analizo obravna-
vanih kontrol prometa uporablja precej razli£en pogled na problem: namesto osredo-
to£anja na interakcije med posameznimi vozili v sistemu uporablja avtor splo²nej²e
principe potovanja motenj v preto£nosti prometa v obliki valovanja, problem tako
prevede na analizo (parcialne diferencialne) valovne ena£be. Iz tega izhaja tudi sla-
bost dvostranske kontrole, omenjena v [4]: uspe²no bo odpravljala nestabilnosti v
prometu samo takrat, ko bo z dvostransko kontrolo vodena velika ve£ina vozil v
sistemu.
7. Zaklju£ki
Dvostranska kontrola u£inkovito odpravlja motnje v prometu, enostranska kon-
trola pa se je izkazala za nestabilno. Omenili smo sicer moºno izbolj²avo enostran-
ske kontrole z vpeljavo prilagodljive varnostne razdalje (aktivni tempomat, ki je v
avtomobilih vi²jega cenovnega razreda na voljo ºe nekaj let, deluje po podobnem
principu), a dolo£a ta metoda zgornjo mejo v preto£nosti prometa, preko katere ne
more ve£ prepre£evati nastanka zastojev. Ravno v tem je najbolj o£itna prednost
dvostranske kontrole, saj njena stabilnost ni pogojena z gostoto prometa in torej ne
omejuje preto£nosti. Tehni£ne omejitve, ki trenutno ²e prepre£ujejo avtomatizacijo
prometa in vpeljavo dvostranske kontrole, bodo verjetno s trenutno hitrostjo tehno-
lo²kega napredka kmalu odpravljene, zaenkrat pa si velja zapomniti na£elo, da se ne
smemo vozilu pred nami bolj pribliºati, kot pa imamo prostora za nami.
Dodatek A. Prilagodljiva varnostna razdalja
Pri navadni enostranski kontroli smo varnostno razdaljo s deﬁnirali kot konstanto.
Metodo lahko izbolj²amo s smiselno predpostavko, da se varnostna razdalja spre-
minja s hitrostjo vozila.16 Deﬁnirajmo torej s = Tvi, kjer je vi hitrost vozila, T pa
neodvisna konstanta, ki ji pravimo reakcijski £as. Ena£bo za pospe²ek pri navadni
enostranski kontroli (1) ustrezno popravimo v
ai = kd(xi−1 − xi − Tvi) + kv(vi−1 − vi)
= kd(xi−1 − xi) + kv(vi−1 − (1 + τ)vi)− τv0kv,(19)
kjer je τ = Tkd/kv > 0. Do zapisa sistema diferencialnih ena£b pridemo na enak
na£in kot v poglavju 3.4, paziti moramo le, da vpeljemo novo spremenljivko yi(t) =
xi(t)− v0 (v (3) nastavimo s = 0) in popravimo matriko M :
M =
[
0 1
−kd −(1 + τ)kv
]
.
Dobimo zapis sistema v obliki
16Med zaporednimi vozili se torej ob spremembi hitrosti ne ohrani razdalja temve£ £as, ki ga
drugo vozilo potrebuje, da doseºe trenutni poloºaj prvega. V praksi se za reakcijski £as obi£ajno
upo²teva pribliºno 1 sekundo, £eprav upo²teva zakonsko dolo£ena varnostna razdalja reakcijski £as
2 sekund (ve£ v [13, 44. £len]).
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ddt
Y = AY − C,
kjer je A ºe poznana neskon£na blo£no-Toeplitzova matrika iz poglavja 3.4, C pa
konstanten vektor (izhaja iz konstantnega £lena v (19)). Dobljeni sistem ni homogen,
vendar je po [7, 4. poglavje] stabilnost njegovih stacionarnih re²itev odvisna samo
od homogenega dela. Lahko torej ponovimo analizo iz poglavja 4.1.
Lastne vrednosti neskon£ne matrike A so re²itve kvadratne ena£be
λ2(ω) + (1− w−1(ω) + τ)kvλ(ω) + (1− w−1(ω))kd = 0,
kjer je w(ω) = e−iω. Za oceno njihovih realnih delov uporabimo ºe opisan postopek.
Vsi koraki so popolnoma enaki, zato bomo ra£une izpustili in zabeleºili samo vmesne
rezultate. Iz enakosti
c(ω) = −kv sin2
(ω
2
)
− τ
2
kv < 0,
R(ω) = − sin2
(ω
2
)((
1− τ − 2 sin2
(ω
2
))
k2v + 2kd
)
+
τ 2
4
k2v in
I(ω) = 2 cos
(ω
2
)
sin
(ω
2
)(
sin2
(ω
2
)
k2v − kd +
τ
2
k2v
)
izpeljemo pogoj za stabilnost sistema:
(20) p
(
p− 1− (τ
2/2 + τ)(k2v/kd)
2(k2v/kd) + 1 + τk
2
v/kd
)
≥ 0,
kjer je p = sin2(ω/2). Veljati mora za vsak p ∈ [0,1] (primer p = 0 pa smo ºe
obravnavali), zato je ekvivalenten pogoju
1− (τ 2/2 + τ)(k2v/kd) ≤ 0
oziroma, £e izrazimo reakcijski £as:
(21) T ≥
√
2kd + k2v − kv
kd
.
Ta pogoj se (v nasprotju s (13)) da izpolniti tudi v praksi. Vzemimo npr. kd = kv =
0,2; sistem bo stabilen, £e bo reakcijski £as ve£ji od 2,3 sekund. Na sliki 11 opazimo,
da je metoda vsekakor bolj u£inkovita od enostavne enostranske kontrole, saj mine
(ob istem - kroºnem - robnem pogoju in enako izbranih parametrih) do nastanka
zastojev precej ve£ £asa tudi ob manj²em T -ju (izbran je tako, da je obseg kroºnice
enak kot v simulacijah na sliki 6). Pri ustreznem T -ju, ki zagotavlja stabilnost, pa
opazimo, da potujejo vozila po precej dalj²i kroºnici.
Iz tega lahko torej sklepamo, da je pri nizki gostoti prometa17 (oz. pri dovolj
velikem T -ju) enostranska kontrola s prilagodljivo varnostno razdaljo stabilna, ob
pove£anju gostote pa vodi do motenj v prometu. Dolo£imo lahko zgornjo mejo za
preto£nost prometa, ob prekora£itvi katere bodo nastajali zastoji:
v
l + vT
≤ 1
T
≤ kd√
2kd + k2v − kv
.
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(a) Poloºaji (Xi); T = 30/25 s (b) Poloºaji (Xi); T = 2,5 s
Slika 11. Prikaz delovanja izbolj²ane enostranske kontrole s prilago-
dljivo varnostno razdaljo ob razli£nih reakcijskih £asih T .
Slovar strokovnih izrazov
boundary condition robni pogoj
bounded operator omejen operator
circulant matrix kroºna matrika
closed-loop controlller zaprto-zan£ni regulator
damper blaºilec
decay razpad, upad
derivative gain diferencialno oja£anje
eigenfunction lastna funkcija
eigenvalue lastna vrednost
eigenvector lastni vektor
integral gain integracijsko oja£anje
non-stiﬀ equation netoga ena£ba
operator theory teorija operatorjev
proportional gain proporcionalno oja£anje
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