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1 導入
　 kを代数閉体, R = k[x0, · · · , xn], deg xi > 0とし, f を次数 dの 0でない斉次多項式とする. A = R/(f)
とし, X = ProjA とする.
　 Orlovは連接層の導来圏 Db(X)と f で定まる行列因子化の圏MFgr(f)のホモトピー圏 HMFgr(f)に次の
ような関係があることを示した.
定理 1. ([8]) Dgrsg(A) := Db(grA)/Db(grprojA) とし, q : Db(grA)→ Dgrsg(A)を自然な関手,
さらに関手 Coker : MFgr(f)→ Db(grA)を, P • 7→ Coker p1(−d)で定義する.
(i) d < N + 1のとき,
　　 Db(X) = 〈OX(d−N), · · · ,OX ,HMFgr(f)〉
(ii) d > N + 1のとき,
HMFgr(f) = 〈Coker−1 ◦ q(k), · · · ,Coker−1 ◦ q(k(N − d+ 2)), Db(X)〉
(iii) d = N + 1のとき,
　　 Db(X) ≃ HMFgr(f)
　つまり, (ii), (iii)のケースに対し, Db(X)の対象に対応する HMFgr(f)の対象が存在する. これを理解す
るには [8]において Orlovの示した圏同値を詳細に観察する必要がある. その構成に必要な定義や諸定理は第
２章で, 同値の構成は第３章でみる.
　以下, 文字の変数の次数は全て 1とする. Lazaや Galinatは (iii)における, d = 3, n = 2のケースに着目
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し, それぞれ
• フェルマー曲線 X = (f := x30 + x31 + x32 = 0) ⊂ P2
• 楕円曲線 (f := x21x2 − x30 − ax0x22 − bx32 = 0) ⊂ P2
上の点 p ∈ X ⊂ P2 の構造層 k(p) ∈ Db(X)に対応する HMFgr(f)の対象を求めた.([2])([5])
第 3章において, Orlovの与えた同値とともにその対応をみる. 第 4章では, Galinatの結果の補足を行う.
　そして筆者は以下の結果を挙げた.
定理 2. kを代数閉体, R = k[x, y, z], d ≥ 3とし, f を d次の任意の斉次式とする. A = R/(f), X = ProjA,
p = (λ : µ : 1) ∈ X ⊂ P2 と仮定する. このとき, ある多項式 PX(λ, µ), QX(λ, µ) が存在して, p ∈ X の構造
層 k(p) ∈ Db(X)に対応する HMFgr(f)の対象は, 以下の行列因子化で与えられる.
R(−3)⊕R(−d− 1)
φ=
x− λz QX(λ, µ)
µz − y PX(λ, µ)

−−−−−−−−−−−−−−−−−−→ R(−2)2
ψ=
PX(λ, µ) −QX(λ, µ)
y − µz x− λz

−−−−−−−−−−−−−−−−−−−−−→ R(d− 3)⊕R(−1)
また,以下の予想をたてた.
予想 3. k を代数閉体, R = k[x, y, z, w], d ≥ 4 とし, f を d 次の任意の斉次式とする. A = R/(f),
X = ProjA, p = (λ : µ : τ : 1) ∈ X ⊂ P3 とする. このとき, ある多項式 P,Q, S ∈ Rが存在して, p ∈ X の
構造層 k(p) ∈ Db(X)に対応する HMFgr(f)の対象は, 以下の行列因子化で与えられる.
R(−3)3 ⊕R(−d− 1)
φ=

P −Q S 0
y − µw x− λw 0 S
τw − z 0 x− λw Q
0 τw − z µw − y P

−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ R(d− 4)⊕R(−2)3
ψ=

x− λw Q −S 0
µw − y P 0 −S
z − τw 0 P −Q
0 z − τw y − µw x− λw

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ R(d− 3)3 ⊕R(−1)
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証明や根拠は第 5章で述べる.
2 Orlovの示した同値の構成に必要な諸定義、定理
　この章では Orlovの示した同値の構成に必要な定義および定理を述べる. 証明は（[8])や ([1])などを参
照されたい.
定義 4. 　 D を三角圏, C をその部分加法圏とする. このとき,
C⊥ := {E ∈ D | ∀F ∈ C,HomD(F,E) = 0}
⊥C := {E ∈ D | ∀F ∈ C,HomD(E,F ) = 0}
と定義する.
　定義 4の記号を用いて, 以下の三角圏の半直交分解を定義する.
定義 5. 　三角圏 Dに対し, D の半直交分解とは, Dの充満部分三角圏の組 C1, · · · , Cm であって, 以下の 2条
件を満たすことである.
(i) i < j ならば, Ci ⊂ Cj⊥
(ii) D の任意の対象 F に対し, 以下の完全三角形の組が存在する.
Fi+1 −−−−→ Fi −−−−→ Ci −−−−→ Fi+1[1]　　　 (i = 1, 2, · · · ,m)
(ただし, F1 = F,　 Fm+1 = 0, 各 iに対し, Ci ∈ Ci)
このとき, D = 〈C1, · · · , Cm〉 とかくことにする.
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以下, A =⊕i≥0Ai を次数付きネーター k 代数で連結かつ Gorenstein環とする.
また商として, qgrA := grA/torsA とおく. これから, 導来圏Db(grA≥i)の半直交分解を述べるための記号や
補題を述べる.
S<i := 〈k(n) : n > −i〉,　　　 S≥i := 〈k(n) : n ≤ −i〉
P<i := 〈A(n) : n > −i〉,　　　 P≥i := 〈A(n) : n ≤ −i〉
とおく. ただし, 一般の三角圏 C の対象の族 {ωλ}に対し, 〈ωλ〉 を ωλ たちを含む最小の充満部分三角圏と定
義する.
補題 6. 　自然な関手 pii : grA≥i → qgrA は右随伴関手 ωi をもつ. さらに ωi により, 右導来関手
Rωi : D
b(qgrA)→ Db(grA≥i)
が定まる.
これにより, 関手の合成
Db(qgrA)
Rωi−−→ Db(grA≥i) ↪→ Db(grA)
が定まり, その像を Di とおく. さらに, Ti :=⊥ P≥i とおく.
　上で定義した記号を用いて, 以下の Db(grA≥i) の半直交分解を得る.
定理 7. 　記号は全て上記の通りとする.
Db(grA≥i) = 〈Di,S≥i〉 = 〈P≥i, Ti〉
が成り立つ.
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また次の補題が成立する. この事実も第 3章で用いる.
補題 8. 以下, Dgrsg(A) := Db(grA)/Db(grprojA)とする.
Di ≃ Db(qgrA),　　　 Ti ≃ Dgrsg(A)
が成り立つ.
　次に, 行列因子化の定義に移る.
定義 9. (行列因子化の圏) 　 R =⊕i≥0Ri を次数付き有限生成 k 代数とし連結とする. f を零因子でない次
数 dの斉次元とし, A = R/(f)とする.
(i) f の次数付き行列因子化（Graded Matrix Factorization)とは, 図式
P • := (P 0
p0−→ P 1 p
1
−→ P 0(d))
のことである. ここで, P i は次数付き有限階数の自由 R加群であり, pi は次数付き R加群の写像で次
を満たす.
p1 ◦ p0 = f,　　 p0(d) ◦ p1 = f
(ii) f の次数付き行列因子化 P •, Q• が与えられたとき, その間の写像 g• = (g0, g1) は, grR の写像の組
g0, g1 であって,次の図式を可換にするものである.
P 0 −−−−→
p0
P 1 −−−−→
p1
P 0(d)yg0 yg1 yg0(d)
Q0 −−−−→
q0
Q1 −−−−→
q1
Q0(d)
(iii) 上のように定めた次数付き行列因子化の圏をMFgr(f)とかく.また, そのホモトピー圏を HMFgr(f)と
かく.
定理 10. k を体, R = k[x0, · · · , xn],deg xi = 1 とし, f を次数 dの 0でない斉次多項式とする. A = R/(f)
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とおく.
Coker : MFgr(f)→ Db(grA)　　　　 P • 7→ Coker p1(−d)
と関手を定義すると, これは三角圏の同値
HMFgr(f) ≃ Dgrsg(A)
を誘導する.
したがって, HMFgr(f) の対象を求めるには,対応する Dgrsg(A) の対象を求めることが重要となる. 定理 10
は第 3章の可換図式の構成に用いる.
3 Orlovの同値
k を体, R = k[x0, · · · , xn],deg xi = 1 とし, f を次数 d の 0 でない斉次多項式とする. A = R/(f) とし,
X = ProjA ⊂ Pn とする. また,
a := n+ 1− d
とおく. この章ではOrlovの示した同値を紹介し,定理１の (ii),(iii)のケースにおいて,点 p = (p0 : · · · : pn) ∈
X ⊂ Pn の構造層 k(p) ∈ Db(X)に対応するDgrsg(A)の対象を求める. まず Orlov（[8])によれば, 以下の定理
が成り立つ. これは Orlovの同値と定理 1の主張の関連性を理解するのに重要な定理である.
定理 11. ([8]) 第 2章における記号を用いて,
• a > 0のとき, Dj ⊃ Tj
• a = 0のとき, Dj = Tj
• a < 0のとき, Dj ⊂ Tj
が Db(grA)において成り立つ.
注) aは Aの Gorensteinパラメーターに一致する.
以下, Orlovの示した同値を紹介する. 証明は, [8], [7]等を参照されたい.
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定理 12. ([8]) a = 0とする. 関手
D(−) := RHomA(−, A) : Db(grA)→ Db(grA)◦
を用いて, 関手 γj : Db(grA≥j)→ Dj を
〈Dj ,S≥j〉 D−→ 〈S<j ,Dj◦〉 tr≥i−−−→ Dj◦ D−→ Dj
で定義する. δj : Db(grA≥j)→ Tj も同様に定義する.また,関手 (−˜) : Db(grA)→ Db(X) を（[4], p116)で
定義された関手を導来圏のレベルに持ち上げた関手とする.
このとき, 以下の可換図式が存在する.
Db(grA) −−−−→
tr≥j
Db(grA≥j) 〈Dj ,S≥j〉 〈P≥j , Tj〉 −−−−→ Db(grA) ←−−−−
Coker
HMFgr(f)
(−˜)
y y γjy δjy qy y
Db(X) −−−−→∼ D
b(qgrA) −−−−→∼ Dj Tj −−−−→∼ D
gr
sg(A) −−−−→∼ HMF
gr(f)
すなわち, Gorensteinパラメーターが 0のときは下の行に着目すると, Db(X) ≃ HMFgr(f) が成り立つ.
注) a < 0のとき,すなわち定理 1の (ii)のケースは, 定理 11より図式の下の行において Dj ⊂ Tj が成り立つ.
　上の図式では j は任意の整数でよいが, 以降は j = 1のときの同値のみを考える. また, a ≤ 0とする.
　これから, 点 p = (p0 : · · · : pn) ∈ X ⊂ Pn (pi = 1)の構造層 k(p) ∈ Db(X)に対応するDgrsg(A)の対象を求
める.
　まず, Galinatにより以下の主張が示されている.
補題 13. ([2]) 　記号は全て上記の通りとする.
Ap0,··· ,pn := A/(x0 − p0xi, · · · , xn − pnxi)
と定義すると, ˜Ap0,··· ,pn = k(p)が成り立つ.
したがって、γ1((Ap0,··· ,pn)≥1)を求めればよい.
また以下は容易に確かめることができる.
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補題 14. 　以下の grAにおける同型が成り立つ.
(Ap0,··· ,pn)≥1 ≃ Ap0,··· ,pn(−1)
また,以下が成り立つ.
補題 15. ([2]) 　定理 12で定義した D(−)に対し,
D(Ap0,··· ,pn(−1)) = D(Ap0,··· ,pn(−1))≥0
よって,補題 14, 補題 15 より,
γ1((Ap0,··· ,pn)≥1)　≃　 γ1(Ap0,··· ,pn(−1))　
≃　 D(D(Ap0,··· ,pn(−1))≥0)　
≃　 D(D(Ap0,··· ,pn(−1)))　
≃　 Ap0,··· ,pn(−1)
したがって, 点 p = (p0 : · · · : pn) ∈ X ⊂ Pn (pi = 1)の構造層 k(p) ∈ Db(X)に対応する Dgrsg(A)の対象は
Ap0,··· ,pn(−1) であることが結論付けられた. ゆえに, k(p) ∈ Db(X) に対応する HMFgr(f) の対象を求める
には, Coker−1(Ap0,··· ,pn(−1))を計算すればよいことがわかる.
次章では, Galinatによる n = 2, d = 3, さらに f が楕円曲線のケースを紹介し, その証明の補足説明を行う.
4 Galinatの結果について
　以下, k は代数閉体とする. R = k[x, y, z], f = y2z − x3 − axz2 − bz3 とする. さらに, A = R/(f),
X = ProjA, p = (λ : µ : 1) ∈ X ⊂ P2 とする. Galinatは以下の定理 16の主張を導いた. 筆者はこの結果の
Galinatの証明にアレンジと補足説明を加え, 第 5章の主結果へと展開する.
まず, Rにおいて, f に関して次の等式が成り立つ.
f = (x− λz)(−x2 − λxz − (a+ λ2)z2) + z(y + µz)(y − µz) (1)
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そこで, (1)の (−x2 − λxz − (a + λ2)z2)を R あるいは Aの元として考えたものを PX(λ, µ)とかくことに
する.
定理 16. p ∈ X の構造層 k(p) ∈ Db(X)に対応する HMFgr(f)の対象は以下の行列因子化である.
R(−3)⊕R(−4)
φ=
x− λz z(y + µz)
µz − y PX(λ, µ)

−−−−−−−−−−−−−−−−−−→
R(−2)2
ψ=
PX(λ, µ) −z(y + µz)
y − µz x− λz

−−−−−−−−−−−−−−−−−−−−−−→ R⊕R(−1)
定理 16を証明するためのステップとして, 以下の補題を示す.
補題 17. 　以下の grAの系列において, 次の 2つの主張が成立する.
· · · → A(−4)2
ψ¯=
PX(λ, µ) −z(y + µz)
y − µz x− λz

−−−−−−−−−−−−−−−−−−−−−−→ A(−2)⊕A(−3)
φ¯=
x− λz z(y + µz)
µz − y PX(λ, µ)

−−−−−−−−−−−−−−−−−−→ A(−1)2
p¯=
(
y − µz x− λz
)
−−−−−−−−−−−−−−−−→ A→ Aλ,µ,1 → 0
(i) 上の系列は複体である.
(ii) Ker p¯ = Im φ¯ が成立する.
補題 17の証明. 　複体になることは計算すれば容易にわかるので, Ker p¯ = Im φ¯ を示す.特に, Ker p¯ ⊂ Im φ¯
を示す.
∀
g
h
 ∈ Ker p¯, ∃r ∈ R s.t.
g(y − µz) + h(x− λz) = rf 　 ∈ R (2)
(2)と, (1)の r 倍を引き算して,
(y − µz){g − rz(y + µz)} = (x− λz){rPX(λ, µ)− h}
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を得る. ここで, Rは UFDなので, ∃c ∈ R s.t.
g − rz(y + µz) = c(x− λz),　 rPX(λ, µ)− h = c(y − µz)
よって,
g
h
 =
c(x− λz) + rz(y + µz)
c(µz − y) + rPX(λ, µ)

=
x− λz z(y + µz)
µz − y PX(λ, µ)
c
r

= φ¯(
c
r
) ∈ Im φ¯
より補題が示された.
ここで, 補題 17 を確かめる上で, Rにおいて以下が成り立つことが分かる.
ψ ◦ φ = f,　φ ◦ ψ = f (3)
次に, 以下の補題を示す.
補題 18. L := Coker φ¯とおく. grRにて以下の短完全列を構成できる.
0→ R(−2)⊕R(−3) φ−→ R(−1)2 s−→ L→ 0 (4)
ただし, s : R(−1)2 → A(−1)2 → L で定義する.
補題 18の証明. sの全射性は明らか. φの単射性も (3)から容易にわかる.
また,以下の可換図式を考える.
0 −−−−→ R(−2)⊕R(−3) −−−−→
φ
R(−1)2 −−−−→
s
L −−−−→ 0y y ∥∥∥
A(−2)⊕A(−3) −−−−→
φ¯
A(−1)2 −−−−→ L
上を観察すれば, s ◦ φ = 0は容易にわかるので, Ker s ⊂ Imφを示す. ∀r ∈ Ker s とすると, r¯ ∈ Im φ¯.
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よって ∃r′ ∈ R(−2)⊕R(−3) s.t. φ¯(r′) = r¯.　つまり, φ(r′) = r¯.
したがって, ∃c ∈ R(−4)2 s.t. φ(r′)− r = cf .　よって, (3)を利用すると,
r = φ(r′)− cf
= φ(r′)− φ ◦ ψ(c) ∈ Imφ
である.
以上の 2つの補題を用いて,定理を示す.
定理 16の証明. 補題 17と補題 18を利用すれば, Lに関して以下の関係が得られる.
Coker φ¯ = Cokerφ = Ker p¯ (5)
したがって, (3) を考慮すると, (5)の左の関係と, 関手 Cokerの定義から,
P • := (R(−1)2
ψ=
PX(λ, µ) −z(y + µz)
y − µz x− λz

−−−−−−−−−−−−−−−−−−−−−−→ R(1)⊕R
φ=
x− λz z(y + µz)
µz − y PX(λ, µ)

−−−−−−−−−−−−−−−−−−→ R(2)2)
と定義すれば CokerP • = Lがわかる. また (5)の右の関係を利用すれば, grAにて以下の短完全列が構成で
きることがわかる.
0→ L→ A→ Aλ,µ,1 → 0
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よって, Dgrsg(A)にて, Aλ,µ,1 ≃ L[−1]が成立する. ゆえに,
Coker−1(Aλ,µ,1(−1)) = Coker−1(L(−1)[−1])
= P •(−1)[−1]
= (R(−3)⊕R(−4)
φ=
x− λz z(y + µz)
µz − y PX(λ, µ)

−−−−−−−−−−−−−−−−−−→
R(−2)2
ψ=
PX(λ, µ) −z(y + µz)
y − µz x− λz

−−−−−−−−−−−−−−−−−−−−−−→ R⊕R(−1))
であり, 求める行列因子化が得られた.
　特に, 筆者の証明で強調したい点は, 補題 17における Ker p¯ ⊂ Im φ¯の証明である.
　この手法を用いれば, より一般の f に対して p = (λ : µ : 1) ∈ X ⊂ P2 の構造層 k(p) ∈ Db(X)に対応する
HMFgr(f)の対象を求めることができる.
5 主結果
　 k を代数閉体, R = k[x, y, z], d ≥ 3 とし, f を d 次の任意の斉次式とする. A = R/(f), X = ProjA,
p = (λ : µ : 1) ∈ X ⊂ P2 とおく. このとき, 次の等式が成り立つ.
f = (x− λz)PX(λ, µ) + (y − µz)QX(λ, µ)
ここで, PX(λ, µ)は f を xを変数とみなして x− λz で割ったときの商, QX(λ, µ)は f − (x− λz)PX(λ, µ)
を y を変数とみなして y − µz で割ったときの商である. 筆者は以下の結果を得た.
定理 19. 上記の仮定の下, p ∈ X の構造層 k(p) ∈ Db(X)に対応する HMFgr(f)の対象は, 以下の行列因子
化である.
R(−3)⊕R(−d− 1)
φ=
x− λz QX(λ, µ)
µz − y PX(λ, µ)

−−−−−−−−−−−−−−−−−−→ R(−2)2
ψ=
PX(λ, µ) −QX(λ, µ)
y − µz x− λz

−−−−−−−−−−−−−−−−−−−−−→ R(d− 3)⊕R(−1)
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定理 19の証明. 証明は, 前章の定理 16と同様である.
注）Galinatの結果は, 標数が 2, 3でない任意の非特異な 3次曲線は楕円曲線の標準形をもつ（[9], p.512-
513)ところに意義があったが, 定理 19の結果は, 任意の標数で成立することに注意されたい.
また以下は予想であるが, 完全に証明できていない.
予想 20. k を代数閉体, R = k[x, y, z, w], d ≥ 4 とし, f を d 次の任意の斉次式とする. A = R/(f),
X = ProjA, p = (λ : µ : τ : 1) ∈ X ⊂ P3 とする. このとき, ある多項式 P,Q, S ∈ Rが存在して, p ∈ X の
構造層 k(p) ∈ Db(X)に対応する HMFgr(f)の対象は, 以下の行列因子化で与えられる.
R(−3)3 ⊕R(−d− 1)
φ=

P −Q S 0
y − µw x− λw 0 S
τw − z 0 x− λw Q
0 τw − z µw − y P

−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ R(d− 4)⊕R(−2)3
ψ=

x− λw Q −S 0
µw − y P 0 −S
z − τw 0 P −Q
0 z − τw y − µw x− λw

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ R(d− 3)3 ⊕R(−1)
この予想に至った根拠を述べる.
　 f は次の等式を満たす.
f = (x− λw)P + (y − µw)Q+ (z − τw)S
ただし, x を変数とみなして f を x − λw で割ったときの商を P , y を変数とみなして f − (x − λw)P を
y − µw で割ったときの商を Q, z を変数とみなして f − (x− λw)P − (y − µw)Qを z − τw で割ったときの
商を S とおいた. 以下は grAの複体となっている.
· · · → A(−d− 2)3 ⊕A(−2d)
φ¯=

P −Q S 0
y − µw x− λw 0 S
τw − z 0 x− λw Q
0 τw − z µw − y P

−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ A(−3)⊕A(−d− 1)3
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ψ¯=

x− λw Q −S 0
µw − y P 0 −S
z − τw 0 P −Q
0 z − τw y − µw x− λw

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ A(−2)3 ⊕A(−d)
p¯1=

y − µw x− λw 0 S
τw − z 0 x− λw Q
0 τw − z µw − y P

−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ A(−1)3
p¯0=
(
z − τw y − µw x− λw
)
−−−−−−−−−−−−−−−−−−−−−−−−→ A→ Aλ,µ,τ,1 → 0
この複体において Ker p¯0 = Im p¯1, Ker p¯1 = Im ψ¯ が証明できれば, A(−1)3 は射影加群であることから,
Coker ψ¯[−2] ≃ Aλ,µ,τ,1
が成り立つ. HMFgr(f)において転換関手 [2]は恒等関手になることに注意すれば, 定理 16と同様の論法によ
り, 求める行列因子化を得ることができる. 未だ, Ker p¯0 = Im p¯1, Ker p¯1 = Im ψ¯ は証明できていない.
6 今後の展望
より変数を増やした同様の問題や, 構造層 OX に対応する行列因子化を具体的に求めることが問題として考
えられる.
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