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Abstract
Data infrastructures represent information about physical reality. As reality changes, data infrastructures might also be subject to 
change. Researchers have increasingly approached physical infrastructures as being complex adaptive systems (CAS). Although 
physical infrastructures are often approached as CAS, the underlying data infrastructures hardly are. Studying data infrastructures 
as CAS has significant implications for our understanding of them. A CAS lens will help us to identify and better understand 
their key elements and coordination mechanisms for their functioning and dealing with change. Accepting data infrastructures as 
CASs also means we need to understand the consequences for their development. On the basis of state of the art literature, and an 
explorative case study of Rijkswaterstaat in the Netherlands, an overview of known data infrastructural elements and the 
coordination mechanisms connecting them will be presented. The results show that successful development of data 
infrastructures requires consideration of a wide variety of elements that can be coordinated using various coordination 
mechanisms. We conclude that a more complete picture of what data infrastructures are and how they can be coordinated is 
needed.
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1. Introduction
Robust, large scale, infrastructure is developed over many years, and decisions regarding this infrastructure have 
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to be made in the midst of a good deal of uncertainty regarding the future1. There are many variables that may 
change over the course of time such as technological advances, political shifts, changing stakeholders, or economic 
fluctuations. These complexities have only increased over the course of time, greatly increasing the risks involved1.
More and more, modern organizations tasked with the management of physical infrastructure are relying on data to 
help them make decisions in order reduce these risks, improve efficiency and achieve their business objectives2.
Information infrastructures have been defined as a shared, evolving, heterogeneous installed base of information 
technology (IT) capabilities among a set of user communities based on open and/or standardized interfaces3.
Information infrastructures offer a shared resource for delivering and using information services in a community. 
But this definition is insufficient with regards to data infrastructures due to the focus on IT assets and the lack of 
attention for the content within the systems and the interaction of communities between themselves and with the 
information infrastructure itself. IT systems enable the automation of data infrastructures just as technological 
advances enable the development of physical infrastructures. For example, the term “Spatial Data Infrastructure” 
(SDI) is often used to denote the relevant base collection of technologies, policies and institutional arrangements that 
facilitate the availability of and access to spatial data4. The focal point of the SDI concept is facilitating the 
interaction between data and people. A SDI can therefore be seen as a sociotechnical assembly rather than simply a 
technical tool5. For the purpose of this research we follow the reasoning of spatial data infrastructures and define 
data infrastructures as being a shared, evolving, heterogeneous, set of resources capable of continuously providing 
data required by organizations to manage and maintain their physical resources.
The methodology used in this research will be explained in section two. On the basis of state of the art literature
and an explorative case study into which elements and coordination mechanisms can be found in present day data 
infrastructures, an overview of known data infrastructural elements and the coordination mechanisms connecting the 
elements will be presented in section three. The case under study is Rijkswaterstaat in the Netherlands.
Rijkswaterstaat is part of the Dutch Ministry of Infrastructure and the Environment and is responsible for the design, 
construction, management and maintenance of the main infrastructure facilities in the Netherlands. The results of the 
literature review and the case study and the potential impact of adopting a CAS lens on data infrastructures will be 
discussed in section four. The results show that successful development of data infrastructures requires consideration 
of a wide variety of factors. This implies that a more complete picture of what data infrastructures are and how they 
can be coordinated is needed. The conclusions will be drawn in section five.
2. Methodology
To determine the elements and coordination mechanisms of data infrastructures we followed two research steps. 
First the common elements and coordination mechanisms of data infrastructures were identified from a rigorous 
review of literature. As guiding research linking data infrastructures to CAS we followed Grus et al. (2010)6. We 
then followed an explorative case study research method to identify data infrastructure elements and mechanisms in 
an organization. The case under study is Rijkswaterstaat in the Netherlands. This includes the main road network, 
the main waterway network and the main water systems of The Netherlands. The state road network constitutes of 
three thousand kilometers of highways, one thousand four hundred km of connecting roads, two thousand seven 
hundred and forty-nine viaducts, thirteen ecoducts, twenty-two tunnels and seven hundred and forty-three bridges. 
The case study was explorative in method and descriptive in nature. Unstructured interviews were held with 
managers, subject matter experts, and internal consultants. Internal documentation concerned with the description of 
the data infrastructure of the Rijkswaterstaat was studied. The pattern-matching technique7 was used to analyze the 
case study evidence. The technique was applied in the following way. First the common patterns of elements and 
coordination mechanisms were listed. These common elements and mechanisms were then compared with the 
evidence from the case study analysis.
3. Results:  Elements of data infrastructures
Using literature and the case study, seven elements were found that will be discussed hereafter. All these elements 
influence data infrastructures.
The first element is data, which has long been recognized as a core factor in information systems and has been 
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generally defined as the measure or description of objects or events8,9. Data infrastructures necessarily include data. 
The term “data” is often used in everyday terminology to refer to either raw data or to information10,11,12. In fact 
there is an important difference between the two9. Data are facts about objects, subjects or events within or without 
the organization. These facts generally involve the condition of the object or subject or refer to a transaction 
involving that object or subject. Data only becomes information once it is given context and presented in a form that 
people are able to understand. 
Although it is clear that a great deal of data is being produced, managed and maintained, asset managers within 
Rijkswaterstaat observed that they often do not receive the data that they require because the data is produced by 
(sub)contractors who produce only the data that they themselves require. Also, data that is produced is often 
“locked” into systems as, for example, logging files. Retrieving the data for objectives other than those originally 
defined can be difficult and time consuming. At Rijkswaterstaat, data is produced in order to achieve certain goals. It 
very much depends on the goals of the parties producing the data as to which data is being produced and how.
Data infrastructures also necessarily include people. People are seen as a key element6,13–17 in data infrastructures 
as people are responsible for the decision making, design, implementation, and use of the data infrastructure. 
Without people, the data infrastructure would have no function, nor would it evolve. With regards to people, 
knowledge management is of utmost importance17. Local knowledge is often central to the ongoing maintenance of 
data, particularly in the face of unanticipated and unpredictable changes in local context and practice17. Furthermore, 
people have a direct influence on the role of organizational culture within data infrastructures5. De Man (2007) 
believes that effective data infrastructures are developed and applied around commonly felt needs.
The Rijkswaterstaat employees appear to be the driving force behind the success of their data infrastructure. 
Despite major reorganizations over the last few years and large budget cuts, Rijkswaterstaat has a culture of “getting 
things done”. Workarounds and quick fixes are often made at a local level in order to ensure that the system 
continues to function. This means that local knowledge is central to the ongoing maintenance of data within the 
Rijkswaterstaat.
Technology within data infrastructures is required to manage connected data resources. This technology must 
support the data process18. The general problem of retrieval faced by the data analysts is that a vast quantity of data
is available, but the nature, quality, structure, type, and precise location are often not known4,18,19. Furthermore, 
development issues incurred by legacy and heterogeneous systems drive the need for interoperability. 
Rijkswaterstaat has a well-developed data access network which allows access to users based on open standards. 
Although it creates and manages its metadata locally, Rijkswaterstaat also makes use of external facilities to publish 
its data. For example, Rijkswaterstaat uses the National Spatial Data metadata library, National Geo-Register (NGR) 
to publish and find its spatial data. Other data types are generally stored in specialized systems such as digital 
libraries for images and digital photography. The metadata for these data types is created, stored and searched within 
the system itself.
The wide variety of data formats, protocols and data types drive the need for interoperability through 
standardization. Standards are an agreed upon set of rules that are established by an authority20. Despite the plethora 
of standards, many researchers6,13,20–22 believe that they play an important role in data infrastructures. Their 
importance lies within their endorsement by authorities, experts that have significant domain knowledge, and who 
may have conflicting views but have come to a compromise to ratify a standard20. The endorsement of standards 
allows them to be widely implemented, improving interoperability and supporting the data process.
With regards to its data, Rijkswaterstaat has implemented a variety of open standards in order to maintain 
compliancy to external policies and directives, but they have also implemented de facto, industrial standards where 
necessary. The implementation of open standards appears to be driven by compliancy constraints, whereas the 
implementation of industrial standards appears to be driven by performance necessity.
According to Dawes (2010)23, policies reflect societal choices about how data should be handled. Policies reflect 
strong values attached to data sources and content as well as access to and participation in the marketplace of ideas. 
By applying principles, an organization treats data as an object of policy, that is, data itself is the subject of policy
making23. Policy provides broad general guidance and helps to regulate data processes.
The general, overriding policy echoed by all the respondents was that Rijkswaterstaat was required to do “more 
with less”, with “less” meaning fewer personnel and “more” meaning a higher level of production. The response 
being to ask the private sector to perform more of the operational tasks and to handle the issue of quality through 
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contract management, whereby (sub)contractors are required to demonstrate system quality. But much work is still 
being done by Rijkswaterstaat personnel. This is more of an informal principle than official policy, as although 
policy documents do promote use of the private sector for operational tasks, there is always specific mention of 
maintaining mission critical knowledge and skills within the organization. Rijkswaterstaat is also required to be 
compliant with external policy such as the required usage and production of base registrations.
A next element is the data management process. Within the data management process, knowledge about work 
processes encompasses knowledge about the key processes within the data management process: collection of raw 
data, storage and maintenance of data, and user retrieval and manipulation of data24–26. Knowledge about work 
performance is knowledge about producing high-quality data from data production processes.
During the last few years, Rijkswaterstaat has developed into a process organization in which an executive board 
member is responsible for managing a particular process. The processes are designed to be in the form of a 
“client/contractor” relationship, in which the regional divisions are the clients and the supporting divisions are the 
contractors. Rijkswaterstaat has defined a formal information management process, the “Detailed Information 
Management Process”, but this process is relatively new and there does appear to be some discussion as to its 
validity. It is certainly not yet widely known or yet implemented throughout the organization. Not all 
Rijkswaterstaat data processes are handled centrally. A large percentage of the data production is handled either by 
regional departments, or by external contractors or by project organizations. At the moment of writing there did not 
appear to be a strictly managed policy as to which division was primarily responsible for data production at what 
time. 
According to Khatri & Brown (2010), data governance refers to what decisions must be made to ensure effective 
management and use of data (decision domains) and who makes the decisions (locus of accountability for decision 
making)10. For example, data governance includes establishing who in the organization holds decision rights for 
determining standards for data quality. In the past, organizations have generally tended to assign accountabilities for 
data mostly to IT departments12. Wende & Otto (2007) believe that organizations have thereby ignored critical 
organizational issues12. With data governance, companies implement corporate-wide accountabilities that 
encompass professionals from throughout the organization.
The head of the information management process at Rijkswaterstaat is the Chief Information Officer (CIO) who 
is supported by a Chief Data Officer (CDO) and a Chief Technical Officer (CTO). The CIO is an executive board 
member, whereas the CDO and the CTO have advisory roles. The CIO has a double role and is also the Managing 
Director of the “Central Information Management” division (CIM). As such he is responsible for managing both the 
organizational process and the operational execution of commissions. Although a large percentage of data
management is performed by the CIM, Rijkswaterstaat is in the process of placing responsibility for the governance 
of their data with the “client” executives, but this process is still very much underdeveloped.
4. Coordination mechanisms within data infrastructures
The variety of elements makes their coordination challenging. A distribution network such as a data infrastructure 
consists of independent parties that perform activities and interact. The activities performed by one party are 
dependent on activities performed by other parties and on the commitments agreed upon between the parties2. The 
activities in an organizational process can be separated into the activities intended to attain goals and the 
coordination mechanisms27. The term “coordination mechanism” denotes the way interdependencies between 
activities are managed28. Events happening in the physical environment influence the data infrastructure elements. 
Coordination is necessary to manage the demand and need for data.
4.1.1. Self-organization
Grus et al. (2010) believe that data infrastructures, as CASs, are able to adjust and adapt themselves to both 
external and internal influences6. For example, increasing concurrence in the sector may force a particular company 
or organization to adapt by changing its organizational model to a more efficient one and systems may change as 
they learn from experience. The ability of data infrastructures and CASs to develop a new system structure by 
themselves is a result of their internal constitution and not a result of external management6,29. Self-organization is a 
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process in which a system can develop a complex structure from fairly unstructured beginnings30. The process 
occurs under the influence of both the environment and the legacy of the system. 
We found a large amount of evidence for self-organization at Rijkswaterstaat. For example, the introduction of a 
service-oriented architecture has meant that once silo’ed systems now have data dependencies and connections with 
a large variety of systems and data sources, which has impacted the level of complexity of the system. There does 
not appear to be any formal coordination mechanism to coordinate these dependencies.
4.1.2. Coordination by feedback
Grus et al. (2010) suggest that data infrastructures should have feedback loop mechanisms which enable the
system to use its own output to adjust its inputs and processes6. Coordination by feedback, adaptive coordination, 
involves coordination during the actual execution of organizational activities and is done by monitoring, feedback 
and control31.
There appear to be few coordination mechanisms within Rijkswaterstaat which deal with feedback. 
Rijkswaterstaat has well-developed portfolio management and information management processes, but there is little 
uniformity between business domains. The level of detail and the subject matter varies widely between year plans. 
In general, the planning focuses mostly on developing new functionality and pays lip service to general 
maintenance. Little attention is given to feedback over achieved results.
4.1.3. Coordination by plan: direct supervision; mutual adjustment; standardization
March & Simon (1958) identify coordination by plan, anticipatory coordination, to achieve organization
behavior. This involves planning to coordinate activities that have yet to be executed31. These coordination 
mechanisms suggest the prevalence of a form of governance and organizational structure in which direct 
supervision, as described by Mintzberg (1993), plays a role32. Mintzberg (1993) also believes that mutual adjustment 
and standardization are important organizational coordination mechanisms.
As mentioned, Rijkswaterstaat does have a well-developed portfolio and information management process, 
despite the lack of standardization. The governance structure means that most development occurs according to 
yearly plans, although there does appear to be a lot of room for unplanned development. There was some evidence 
that although structures and processes were in place, there was lack of knowledge of how these processes worked 
and a shortage of suitably qualified personnel to enforce the plans.
4.1.4. Allocation of resources: contracting
Another way of managing interdependencies between activities is to divide these activities into subtasks that can 
be performed by specialist agents. Nwana, Lee and Jennings (1996) define this mechanism as contracting33. This 
way, a decentralized structure is formed which consists of functional components. Data infrastructures as CASs 
mostly take the form of a patchwork of functional components working together. Allocation of resources is a very 
prominent kind of coordination mechanism, since various resources are needed to perform a task33,34. Contracting 
emphasizes the allocation of human capital and expertise to different tasks.
In 2013, Rijkswaterstaat introduced the concept of contracting as general coordination mechanism throughout the 
organization. The focus was placed on the client-contractor relationship. This process is as yet underdeveloped, but 
there is evidence to suggest that an informal contracting mechanism has been widely accepted for some time. As 
supporting process, information management within Rijkswaterstaat only develops new systems under contract. A 
good deal of general maintenance does appear to occur without contract.
5. Discussion
The objective of the research was to identify key elements and coordination mechanisms of data infrastructures.
In CAS the system is composed of individual entities (agent) that interact with each other and in this way affect the 
system level. The CAS lens views the relationship between the elements and the emergent properties.  The 
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relationships need to be coordinated.
We used two research methods: (1) a literature review, (2) an analysis of a data infrastructure case study. Here we 
discuss the results of using these two methods in our research. The literature review served several purposes in 
research. Firstly, it provided us with an overview of the existing body of knowledge, allowing us to analyze where 
gaps in knowledge or focus occur. Secondly, it provided us with a theoretical foundation for the research topic. It 
provided definitions for the key concepts and helped develop a broader knowledge base in the research area. Case 
study research is a widely used qualitative research method in information systems research, and is well suited to 
understanding the interactions between information technology-related innovations and organizational contexts35.
Following the advice of Yin (2003), the protocol used in the case study included a variety of data collection 
instruments. In order to counter the possible influences of bias, multiple research instruments were employed to 
ensure construct validity through triangulation7.
Data infrastructures are complex socio-technical systems and their complexity shows in the physical networks, 
and in the actor networks, as well as the combination of the two36. Complexity arises when the dependencies among 
the elements become important. The behavior of many complex systems arises from the activities of lower-level 
components. This is the result of a very powerful self-organizing force that can overcome a variety of changes. As 
CASs data infrastructures consist of relatively stable and simple building blocks6, elements, that are linked via 
mutual interactions, coordination mechanisms.
Data infrastructures represent information about physical reality. As reality changes, data infrastructures might 
also be subject to change. A design solution is therefore required that can accommodate the information needs and 
requirements of today’s world as well as catering for the needs and requirements of an unknown future state.
Although physical infrastructures are often approached as CAS, their underlying data infrastructures hardly are. 
Studying data infrastructures as CAS has significant implications for our understanding of them. A CAS lens helps 
us to identify and better understand their key elements and mechanisms for their functioning and dealing with 
change. Accepting data infrastructures as CASs also means we need to understand the consequences for their 
development, particularly when there is a dependence on interactions between the elements of the data 
infrastructures such as when the development of a new dataset is announced. The resulting anticipation can cause 
major changes in the behavior of the system, even when the anticipated situation does not arise. Because the 
individual parts of a complex adaptive system are continually revising their rules for interaction, each element is 
forced to adapt to the changing behavior of the other elements7. In this way, data infrastructures, as complex 
adaptive systems, continue to evolve, and steadily exhibit new forms of emergent behavior.
6. Conclusions
This research provides a new insight into the elements and coordination mechanisms of data infrastructures from the 
perspective of CASs. By means of case study analysis and consulting experts it was possible to investigate the 
possibilities of using CAS theory to describe data infrastructures. Data infrastructures are composed of multiple 
elements, which make them hard to model and difficult to understand. Key elements of data infrastructures are data, 
people, technology, standards, policy, processes and data governance. These elements are dependent on each other 
and need to be coordinated. Coordination can be accomplished by mechanisms including self-organization,
coordination by feedback, coordination by plan (direct supervision; mutual adjustment; standardization) and 
contracting for allocation of resources. Our future research focuses on understanding the coordination of data 
infrastructures from a CAS Lens and we will explore the system-of-systems approach. The fact that a data 
infrastructure can be viewed as a CAS has implications for various studies regarding data infrastructures, especially 
with regards to their development. New development strategies, preferably derived from the research on complex 
systems, should be further investigated with a view to their possible application in the development of data 
infrastructures. In addition, the in-depth analysis of CAS elements and coordination mechanisms identified and 
analyzed in this study may lead to a better understanding of data infrastructures.
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