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We study general state-space Markov chains that depend on a parameter, say, . Sufﬁcient conditions are established for
the stationary performance of such a Markov chain to be differentiable with respect to . Speciﬁcally, we study the case
of unbounded performance functions and thereby extend the result on weak differentiability of stationary distributions of
Markov chains to unbounded mappings. First, a closed-form formula for the derivative of the stationary performance of a
general state-space Markov chain is given using an operator-theoretic approach. In a second step, we translate the derivative
formula into unbiased gradient estimators. Speciﬁcally, we establish phantom-type estimators and score function estimators.
We illustrate our results with examples from queueing theory.
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1. Introduction. In recent years a great deal of attention has been devoted to the computation of derivatives
of performance indicators in stochastic systems. More speciﬁcally, suppose that the system can be modelled
by a (general state-space) Markov chain Xn, depending on a (vector-valued) parameter  ∈, and assume
that the process is ergodic for any  ∈, that is, Xn converges, independent of the initial state, to a steady-
state X. We would like to compute the gradient of the expected value of a performance function g of
the Markov chain in equilibrium, that is, 
ƐgX. A typical example is the GI/G/1 queue, where the
distribution of the service times or of the interarrival times depends on a parameter, such as the mean. We
may be interested in computing the sensitivity of the expected stationary waiting time ƐgW with respect
to the parameter . Moreover, the computation of derivatives allows one to take an additional step and develop
optimization procedures for the performance indicator of interest.
The problem dealt with in this paper has a long history. Based on a weak differentiation approach, Pﬂug
derives in [27, 28] for Harris ergodic Markov chains with an atom an asymptotically unbiased estimator for
derivatives of continuous bounded stationary performance functions. Kushner and Vázquez-Abad use in [25] a
weak differentiation approach for establishing differentiability of the stationary distribution, assuming that the
driving Markov kernel has a differentiable density. Based on a likelihood ratio approach, Glynn and L’Ecyuer
provide in [11] an asymptotically unbiased single-run estimator for general Harris recurrent chains, where “gen-
eral” means that the existence of an atom is not assumed. See Glynn et al. [12] for details on the unbiasedness
of the estimator.
The philosophy of the present paper differs from the approach predominant in the literature. First, a closed-
form formula for the derivative of the stationary performance of a general state-space Markov chain is given
using an operator-theoretic approach. Speciﬁcally, we will derive sufﬁcient conditions for the existence of the
derivative of the stationary distribution of a Markov chain in terms of differentiability and stability properties
of the Markov kernel driving the chain. In a second step, we translate the derivative formula into unbiased
gradient estimators. A straightforward procedure is to introduce variants of the Markov chain, called phantoms,
and to evaluate the phantoms over a cycle of the Markov chain. The key point is, however, that our formula can
be translated into gradient estimators of various kinds, and we will discuss some (possible) implementations.
Speciﬁcally, we will recover the estimators of Pﬂug [27, 28] and will illustrate how the score-function estimator
of Glynn and L’Ecuyer [11] emerges from our overall formula if the Markov kernel under consideration possesses
a differentiable density satisfying some additional regularity conditions.
The mathematical analysis is performed within the framework of measure-valued differentiation (MVD), see
Heidergott and Vázquez-Abad [18]. MVD overcomes the restriction of likelihood ratio approach to differentiable
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densities. Moreover, MVD extends the concept of weak differentiability, as introduced in Pﬂug [27, 28], so that
performance measures out of a predeﬁned class  can be handled, and thereby overcomes the restriction to
bounded functions, which is inherent in the results in Pﬂug [27, 28]. As explained in Heidergott and Vázquez-
Abad [18], MVD implies no restriction to a particular estimation method and allows for various interpretation
in terms of estimators. We present a new phantom estimator and establish its unbiasedness.
It is our belief that separating the search for closed-form derivative formulae on the one hand and the search
for translations of these formulae to efﬁcient algorithms on the other hand will fertilize research on gradient
estimation.
The paper is organized as follows. Section 2 introduces MVD. Basic deﬁnitions and concepts of MVD are
provided in §2.1 and the likelihood ratio counterpart is discussed in §2.2. In §3 the main result of the paper is
established, namely, that the stationary distribution of a -differentiable Markov chain is -differentiable. In
§4, we provide—based on ergodicity concepts—a set of sufﬁcient conditions for our main result to hold that
can be veriﬁed in applications. We then turn to translating the closed-form expression for the derivative of the
stationary distribution into gradient estimators in §5. Examples are provided in §6.
2. MVD for Markov chains.
2.1. Background on MVD. Let S  be a Polish measurable space. Let S  denote the set of ﬁnite
(signed) measures on S  and 1S  that of probability measures on S .
Deﬁnition 2.1. The mapping P S× → 01 is called a (homogeneous) transition kernel on S  if
(a) Ps · ∈S  for all s ∈ S; and
(b) P·B is  measurable for all B ∈ .
If, in condition (a), S  can be replaced by 1S , then P is called a Markov kernel on S .
Denote the set of transition kernels on S  by S  and the set of Markov kernels on S  by
1S . Consider a family of Markov kernels P  ∈  on S , with  ⊂ , and let L1P ⊂ S
denote the set of measurable mappings g S→, such that ∫
S
Psdugu is ﬁnite for all  ∈ and s ∈ S. We
call P ∈S -preserving for ⊂ L1P if
∫
S
P·dugu ∈ for any g ∈. For ease of exposition,
we ﬁx 0 and let  be an open neighborhood of 0.
Deﬁnition 2.2. For  ∈, let P ∈S  and ⊂ L1P⊂ S . We call P -continuous at 0 if,
for any g ∈ and any s ∈ S:
lim
→0
∣∣∣∫ P0+sdzgz− ∫ P0sdzgz∣∣∣= 0
Furthermore, we call P -Lipschitz continuous at 0 if, for any g ∈, a Kg ∈ exists such that for any  ∈,
with 0+ ∈, and any s ∈ :∣∣∣∫ P0+sdzgz− ∫ P0sdzgz∣∣∣≤ Kgs
We denote the set of bounded continuous mappings from S to  by CbS. Let P ∈1S , for  ∈. We
call ⊂ L1P a set of test functions for P  ∈ if CbS⊂.
Deﬁnition 2.3. Let ⊂ L1P be a set of test functions for P  ∈. We call P ∈S  differ-
entiable at  with respect to , or -differentiable for short, if for any s ∈ S a P ′s · ∈S  exists such
that for any g ∈:
d
d
∫
S
Psdugu=
∫
S
P ′sdugu (1)
and if P ′ is -preserving. If the left-hand side of Equation (1) equals zero for all g ∈, then we say that P ′ is
not signiﬁcant.
If P is -differentiable, then the measure-valued derivative P
′
· · is uniquely deﬁned, which stems from
the fact that we have assumed that CbS⊂. It is, however, not clear whether P ′· · is a transition kernel on
S . For example, if for any A ∈  its indicator function is in , then P ′· · is indeed a transition kernel
on S  , see Heidergott and Vázquez-Abad [18]. As shown in Heidergott et al. [13], if
sup
g∈CbS supu∈S gu≤1
∣∣∣∫ gzP ′sdz∣∣∣< (2)
for any s ∈ S, then P ′ is a transition kernel on S .
Remark 2.1. In the case that 0 is the boundary point of the deﬁnition range of P, we take  to be a
half-open interval with 0 as boundary point. In this case, limits have to be understood as one-sided limits.
Example 2.1. A typical choice for  is the set of measurable bounded functions on S, denoted by b
(it is easily checked that b is indeed a set of test functions).
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To assume that the sample performance is bounded (g ∈b) is often too restrictive in applications. A more
convenient set of performance functions is the set p of polynomially bounded performance functions deﬁned by
p =
{
g S→
∣∣∣∣ gx≤ p∑
i=0
#ixi #i ∈0≤ i≤ p
}

for some p ∈ , where  ·  denotes a norm on S (assuming that S is indeed equipped with a norm). Most
cases that are of interest in applications fall into this setting. The set p is a set of test functions if and only if
p ⊂ L1P, or, equivalently, if
∫
S
Psduup is ﬁnite for any s ∈ S and  ∈.
If P ′ exists, then the fact that P
′
s · fails to be a probability measure poses the problem of sampling from
P ′s ·. For s ∈ S ﬁxed, we can represent P ′s · by its Jordan decomposition as a difference between two
positive ﬁnite measures. Appropriate rescaling of these measures leads to a decomposition into two probability
measures. More precisely, for s ∈ S, let P ′+s · P ′−s · denote the Jordan decomposition of P ′s ·
and set
cP s= P ′+s S= P ′−s S (3)
and
P+ s ·=
P ′
+s ·
cP s
 P− s ·=
P ′
−s ·
cP s

Then it holds, for all g ∈, that∫
S
P ′sdugu= cP s
(∫
S
P+ sdugu−
∫
S
P− sdugu
)
 (4)
For the above line of argument we ﬁxed s. For P+ and P
−
 to be Markov kernels, we have to consider P
+
 and
P− as functions in s and have to establish measurability of P
+
 ·A and P− ·A for any A ∈  . This problem
is equivalent to showing that cP · in (3) is measurable as a mapping from S to . As shown in Heidergott
et al. [13], a sufﬁcient condition for this is (2). Another situation where it can be shown that cP is measurable is
when P possesses a Radon-Nikodym derivative with respect to some Markov kernel Q that is independent of ;
for details we refer to the next section. In applications cP is calculated explicitly and its measurability is therefore
established case by case. Speciﬁcally, in many examples that are of interest in applications, cP turns out to be a
constant and measurability is thus guaranteed; see Heidergott and Vázquez-Abad [18] for more details.
We now introduce the notion of -derivative, which extends the concept of a weak derivative.
Deﬁnition 2.4. Let P be -differentiable at . Any triple cP ·P+  P− , with P± ∈1S  and cP a
measurable mapping from S to  that satisﬁes (4) is called a -derivative of P. The kernel P
+
 is called the
(normalized) positive part of P
′ and P− is called the (normalized) negative part of P
′; and cP · is called the
normalizing factor.
We illustrate the concepts introduced above with a simple example.
Example 2.2. Let PQ ∈1S  and set
P = P + 1− Q  ∈ 01
Note that P ∈ 1S  for  ∈ 01, and that P0 = Q and P1 = P . Speciﬁcally, let PQ  L1P
denote the set of measurable mappings g S→  such that both ∫
S
Psdugu and ∫
S
Qsdugu exist
and are ﬁnite for any s ∈ S. Moreover, assume that Cb ⊂PQ and that P and Q, respectively, are PQ-
preserving. For any g ∈PQ and any s ∈ S, we now compute
d
d
∫
S
Psdugu =
d
d
(

∫
S
Psdugu+ 1− 
∫
S
Qsdugu
)
=
∫
S
Psdugu−
∫
S
Qsdugu
Hence, P is PQ-differentiable and it is easily seen that P
′
 is PQ-preserving. Speciﬁcally, 1 PQ
is an instance of a PQ-derivative, for any  ∈ 01, where the derivative at the boundary points has to be
understood as one-sided derivatives.
A -derivative is not unique. To see this, let cP  P
+
  P
−
  be a -derivative of P and choose Q ∈1S 
so that
∫
S
guQsdu is ﬁnite for any g ∈ and s ∈ S. Set
P+ = 12P+ + 12Q P− = 12P− + 12Q
It is easily seen that 2cP 
P+  P−  satisﬁes Equation (4) for all g ∈ and is thus a -derivative of P.
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2.2. The likelihood ratio approach. In the previous section, we have dealt with the problem that P ′s ·,
for s ∈ S, fails to be a probability measure through considering a Jordan-type decomposition of P ′. This has led
to the concept of a -derivative. An alternative approach is to apply a change of measure so that P ′ becomes
dP ′/dQQ for an appropriately chosen Markov kernel Q, where dP
′
/dQ notably is the Radon-Nikodym
derivative of P ′ with respect to Q. As noted in Heidergott and Hordijk [17], provided that P
′
 has -derivative
cP  P
+
  P
−
 , such a kernel Q can always be found. Indeed, ﬁx  and let
Q= 12P+ + 12P− 
then Q dominates P ′ and thus the Radon-Nikodym derivative of P
′
 with respect to Q exists.
The Markov kernel Q deﬁned above is usually too complex to be of use in applications. A particularly nice
situation is when Q can be taken as P. As will be explained in the following, dP
′
/dP then becomes the score
function.
Suppose that a Markov kernel Q ∈1 exists such that P has a Radon-Nikodym derivative with respect to Q
and denote the Radon-Nikodym derivative by f, that is, assume that it holds for any s ∈ S:∫
Psdzgz=
∫
Qsdzfs zgz
for any Ps · integrable mapping g. In symbols, f = dP/dQ. In order to avoid confusing Radon-Nikodym
“derivatives” with measure-valued “derivatives,” we will refer to f as Q-density in the following.
Assume that fs z is differentiable with respect to  for any s z ∈ S and let  denote the set of mappings
such that for any g ∈:
d
d
∫
Qsdzfs zgz=
∫
Qsdz
d
d
(
fs z
)
gz (5)
Then, P is -differentiable, and it holds that for any g ∈,∫
P ′sdzgz=
∫
Qsdz
d
d
(
fs z
)
gz (6)
In words, dfs z/d serves as a Q-density of P
′
 (that dfs z/d is indeed measurable in s and z follows
from the fact that it is the limit of measurable mappings).
Example 2.3. Let S = . A sufﬁcient condition for (5) to hold for any g ∈ p (see Example 1 for the
deﬁnition of p) is:
∀s ∈ S
∫
Qsdzzp sup
ˆ∈
∣∣∣∣ dd
∣∣∣
=ˆ
fs z
∣∣∣∣<
Provided that Qs · has ﬁnite 2pth moment, the above follows by the Cauchy-Schwartz inequality from
∀s ∈ S
∫
Qsdz sup
ˆ∈
∣∣∣∣ dd
∣∣∣
=ˆ
fs z
∣∣∣∣2 <
which is Glynn [10, Assumption (A2)] for p= 2.
For easy reference we introduce the following condition.
(SF) For  ∈, the Markov kernel P has P0 -density f. In symbols: P0sdzfs z= Psdz, for s ∈ S.
Moreover, fs z is differentiable with respect to  for any s z ∈ S.
Note that Condition (SF) is implied in Glynn and L’Ecuyer [11, Assumptions (A1) and (A2)]. Under Condition
(SF), Equation (6) reads∫
P ′sdzgz=
∫
P0sdz
d
d
fs zgz=
∫
Psdz
d/dfs z
fs z
gz (7)
The mapping
SFs z
d/dfs z
fs z
is called score function in the literature (Glynn [10] and Rubinstein and Shapiro [30]).
Remark 2.2. Under Condition (SF), the score function is a P-density of P
′
.
From (7) an instance of a -derivative of P ′ can be obtained as follows: let
cP s=
∫
Qsdzmax
(
d
d
fs z0
)
=
∫
PsdzmaxSFs z0
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and set
SF+ s z=
1
cP s
maxSFs z0
SF− s z=
1
cP s
max−SFs z0
Then it holds for any g ∈ that
d
d
∫
Psdzgz =
∫
P ′sdzgz
=
∫
PsdzSFs zgz
= cP s
(∫
PsdzSF
+
 s zgz−
∫
PsdzSF
−
 s zgz
)
= cP s
(∫
P+ sdzgz−
∫
P− sdzgz
)

for Markov kernels P± having P-densities SF
±
 . Hence, cP  P
+
  P
−
  is a -derivative of P. Note that SF is
measurable in both arguments, which implies that cP is measurable.
The above analysis shows that the existence of the score function (for a certain set of performance map-
pings ) implies -differentiability of P and yields an instance of a -derivative. The converse, however, is
not true. A classical example of this kind is the uniform distribution on 0 , denoted by 	0 . It is easy to see
that 	0  is 
-differentiable, with 
 the set of continuous mappings from S to , and that any measure-valued
derivative of this distribution has a continuous and a discrete part. Obtaining a measure-valued derivative via
the score function therefore fails; see Brémaud [3] and Heidergott and Vázquez-Abad [18] for details. Thus, the
Markov kernel Ps ·=	s s+·, with s ∈ S = , is 
-differentiable, but the score function does not exist.
Another example of this kind is the following.
Example 2.4. Let ( be a continuous probability measure on  with mean x and consider the family of
probability measures given by
) = (+ 1− *x  ∈ 01
At = 0, ) degenerates to a point mass and, at = 1, ) becomes the distribution (. Hence, letting  go from
0 to 1, increases the variability of ) and, speaking in terms of random variables, transforms a deterministic
variable (which is equal to the ﬁrst moment of () into a random variable with distribution (. Evaluating the
derivative of
∫
gy)dy at  = 0 then measures the sensitivity of the performance function with respect to
the simplifying assumption that the considered variable is deterministic. This sensitivity is called analysis of
variability.
For instance, the inverse throughput of a max-plus linear queueing network can be easily evaluated when all
variables are deterministic. Deterministic max-plus models have been successfully applied to railway networks;
see, for example, Braker [2] and Heidergott and de Vries [20]. This is in contrast to the situation where (some
of the) variables are random. Here, except for special cases, no solutions are known. In order to calculate the
sensitivity of the deterministic model with respect to the random nature of the variables, analysis of variability
can be applied. Notice that one actually calculates a Taylor series expansion of the inverse throughput with
respect to the artiﬁcial parameter ; see Baccelli and Hong [1] for more on this.
In the following we will show that the score function method is not capable of delivering an unbiased sensi-
tivity estimator for analysis of variability. It is easily seen that ), with  ∈ 01, is absolutely continuous with
respect to )0 , for 0 ∈ 01, with likelihood ratio
f 0y
d)
d)0
y= 
0
1\xy+
1− 
1− 0
1xy
for any  ∈ 01. Indeed, for  ∈ 01 and 0 ∈ 01, it holds for any measurable subset A of :∫
A
f 0y)0dy =
∫
A
(

0
1\xy+
1− 
1− 0
1xy
)(
0(+ 1− 0*x
)
dy
= (A+ 1− *xA
where the equality follows from the fact that mu is a continuous measure, and set x therefore has (-mass
zero. Notice that the point 0 = 0 is an extreme point: )0 does not dominate ), for  ∈ 01, and f0 is not
deﬁned for any  ∈ 01.
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For  0 ∈ 01, the pathwise derivative of the likelihood ratio is
f ′ 0y=
1
0
1\xy−
1
1− 0
1xy (8)
For = 0 ∈ 01, the score function reads
SFy=
f ′ 0
f 0
= 1

1\xy−
1
1−  1xy
It is easily checked that
d
d
∫
gy)dy =
∫
gySFy)dy
=
∫
gy(dy−
∫
gy*xdy
for any  ∈ 01. Observe that the score function fails to exist at = 0 and d/d=0
∫
gy)dy cannot be
obtained via the score function. It is worth noting that taking ), for  > 0, as dominating measure, a likelihood
ratio estimator can be applied.
It is worth noting that Kushner and Vázquez-Abad in [25] use a weak differentiation approach for establishing
differentiability of the stationary distribution, assuming that P ′ has a P-density (this is in Kushner and Vázquez-
Abad [25, Condition (A2)]). As we have already pointed out, the approach presented in the present paper allows
us to overcome this restriction and avoids any assumption on the existence of an overall dominating kernel.
3. MVD of the stationary distribution. Let P be the transition kernel of an aperiodic Markov chain
possessing a unique invariant distribution, denoted by .. See the next section for conditions that are sufﬁcient
for the existence of .. Let L
1. denote the set of measurable mappings g S→ such that
∫ gd. is ﬁnite.
We denote the ergodic projector of . by /, that is, for any probability measure ( on S  it holds that
(/ =.. To simplify the notation, we set:
(g =
∫
gs(ds
for ( ∈S , and
Pgs=
∫
Psdzgz
for P ∈S , provided that the expression exists. Note that Pg is a mapping from S to ∪ −. For
any ( ∈ with (S= 0, we have the following rule of computation
(Pn g =(Pn −/g n ∈ (9)
provided that the integrals exist. In what follows, we work locally and ﬁx . With slight abuse of notation, we
take  to be an open neighborhood of .
Theorem 3.1. If:
(i) P is -Lipschitz continuous at ,
(ii) for any ˆ ∈, if h ∈ then Pˆh ∈,
(iii) for any h ∈ and any  ∈, with + ∈,
lim
k→
.+−.Pk h= 0
(iv) for any h ∈,
a
∑
n=0
Pn −/h ∈
b
∑
n=0
Pn −/h ∈
(v) for any h ∈ a ﬁnite number ch exists such that
.ˆh ≤ ch ∀ ˆ ∈
then . is -Lipschitz continuous at .
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Moreover, if we assume, in addition to the above conditions, that P is -differentiable at , then . is
-differentiable at  with -derivative
. ′ =.
∑
n=0
P ′P
n
 
or, equivalently,
. ′ =.P ′
∑
n=0
Pn −/
Proof. Let I denote the unit operator, that is, .I =.. Simple algebraic calculation shows that
.+−.I −P+ = .+−.+P+︸ ︷︷ ︸
=.+
−. +.P+
= .P+−P
Hence,
.+−.I −P+
k∑
n=0
Pn =.P+−P
k∑
n=0
Pn  (10)
with P 0 = I . By algebraic calculation,
.+−.I −P+
k∑
n=0
Pn = .+−.
{
I −P
k∑
n=0
Pn + P −P+
k∑
n=0
Pn
}
= .+−.
{
k∑
n=0
Pn −
k+1∑
n=1
Pn + P −P+
k∑
n=0
Pn
}
= .+−.
{
I −Pk+1 + P −P+
k∑
n=0
Pn
}
= .+−. − .+−.Pk+1 + .+−.P −P+
k∑
n=0
Pn 
Inserting the right-hand side of the above equation into (10) yields:
.P+−P
k∑
n=0
Pn =.+−. − .+−.Pk+1 + .+−.P −P+
k∑
n=0
Pn  (11)
We now study the limit of the above expression as k tends to . Firstly, under assumption (iii), we have
lim
k→
.+−.Pk+1 h= 0 (12)
As a second step, we show
lim
k→
.P+−P
k∑
n=0
Pn h=.P+−P
∑
n=0
Pn −/h (13)
for h ∈. By assumptions (ii) together with (v),
.P+−P
k∑
n=0
Pn h
exists and is ﬁnite for any k≥ 0 and any h ∈. Elaborating on (9), this implies that
.P+−P
k∑
n=0
Pn −/h
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exists and is ﬁnite for any k≥ 0 and any h ∈, where we use the fact that .P+− P is a signed measure
with total mass 0. By assumption (iv)(a), for any h ∈,∣∣∣∣ k∑
n=0
Pn −/h
∣∣∣∣≤ ∑
n=0
Pn −/h ∈
Moreover, by assumption (ii) together with (v),
.P+−P
∑
n=0
Pn −/h
exists and is ﬁnite, for any h ∈. Hence, (13) follows from the dominated convergence theorem.
Finally, following the line of argument in the above second step, we show that
lim
k→
.+−.P −P+
k∑
n=0
Pn = lim
k→
.+−.P −P+
k∑
n=0
Pn −/
= .+−.P −P+
∑
n=0
Pn −/ (14)
Taking the limit in (11) as k tends to , we obtain from (12), (13), and (14), for h ∈:
.+−.h=.P+−P
∑
n=0
Pn −/h− .+−.P −P+
∑
n=0
Pn −/h (15)
For h ∈, condition (iv) (b) implies
∑
n=0
Pn −/h= hˆ ∈
and -Lipschitz continuity of P at  implies∣∣∣∣.P+−P ∑
n=0
Pn −/h
∣∣∣∣ ≤ .Khˆ
≤ cKhˆ <
where ﬁniteness of .Khˆ is guaranteed by (v). From the same line of argument, we obtain that∣∣∣∣.+−.P −P+ ∑
n=0
Pn −/h
∣∣∣∣ ≤ .++.
∣∣∣∣P −P+ ∑
n=0
Pn −/h
∣∣∣∣
≤ .++.Khˆ
≤ 2cKhˆ 
for any h ∈. Because  is a set of test functions, the constant functions cKhˆ  2cKhˆ as well as their sum,
lie in . From (15) it thus follows that . is -Lipschitz continuous at . In particular, the Lipschitz factor is
the constant function 3cKhˆ .
Starting point for the second part of the theorem is Equation (15). From -Lipschitz continuity at  of both
. and P it follows that
lim
→0
1

. −.+P −P+
∑
n=0
Pn −/h= 0
for any h ∈. Moreover, because P is -Lipschitz at , assumption (v) yields
lim
→0
1

.P+−P
∑
n=0
Pn −/h=.
(
lim
→0
1

P+−P
∑
n=0
Pn −/h
)
and, by -differentiability of P, this limit equals
=.P ′
∑
n=0
Pn −/h
For h ∈, we therefore obtain from (15)
.P
′

∑
n=0
Pn −/h= lim
→0
1

. −.+h
Heidergott et al.: Measure-Valued Differentiation for Stationary Markov Chains
162 Mathematics of Operations Research 31(1), pp. 154–172, © 2006 INFORMS
Using the fact the P ′s · is a signed measure with P ′s S= 0, for any s ∈ S, it readily follows from (9) that
.
∑
n=0
P ′P
n
 h=.P ′
∑
n=0
Pn −/h
which concludes the proof. 
Remark 3.1. If h ∈ implies that any g ∈ L1P with g ≤ h lies in  as well, then Condition (iv) (a)
already implies Condition (iv) (b).
Remark 3.2. The operator D 
∑
n=0P
n
 −/ is called the deviation operator in the theory of Markov
chains. Using the deviation operator, the derivative of the stationary distribution can be written in a concise way
as . ′ =.P ′D, provided that the conditions of Theorem 3.1 are satisﬁed.
4. Ergodicity framework. In this section, we provide sufﬁcient conditions for Conditions (ii) to (iv) to hold.
Let X= Xn= Xsn, for  ∈ , be the aperiodic Markov chain with initial state s and transition
kernel P, and set, for any B ∈ ,
Pn sB PsnB= Xs n ∈ B
The joint state-space of X,  ∈, is denoted by S. However, for any speciﬁc  the chain X may live on a
(measurable) subset S of S. Therefore, ergodicity conditions for X will be expressed with respect to S ⊂ S.
Speciﬁcally, we consider S, with  = S ∩ , as a (measurable) space, for  ∈.
In §4.1, we discuss the general situation. Section 4.2 provides an alternative representation of the -derivative
of . for the situation where X possesses an atom.
4.1. General chains. The main technical conditions needed for the analysis in this section are introduced
subsequently. We will use the following “Lyapunov function” condition:
(C.1) There exists a function gs≥ 0, s ∈ S, such that any  ∈,
Ɛ
[
gXsm
]− gs≤−4+ cIV s (16)
for some m ≥ 1 4 > 0 and c <, where for some d <
V = s ∈ S gs≤ d
and IV s= 1 if s ∈ V and, otherwise, zero. Note that the function g is the same for each .
Furthermore, we need the following Harris-type condition for the set V.
(C.2) For any  ∈ , there exist n ≥ 0, 6· a probability measure on S, and p ∈ 01 such that
for all B ∈:
inf
x∈V

(
Xxn ∈ B
)≥ p6B (17)
Under Condition (C.1), let
7s gXs1− gs s ∈ S
and introduce the following condition:
(C.3) The r.v. 7s is uniformly integrable (in s and ), and there exist 8 > 0 such that 7se
87s are
uniformly integrable (in s and ).
Recall that uniform integrability of 7s in s and  is deﬁned as
sup
s 
∫
t>c
tP7s ∈ dt↘ 0 for c→
and similarly the uniform integrability of 7se
87s requires that
sup
s 
∫
t>c
tP7se87s ∈ dt↘ 0 for c→
Notice that (C.3) is stronger than the assumption that there exists a point at which the corresponding moment-
generating functions of all random variables are uniformly bounded; see Borovkov and Hordijk [6] for details.
In order to establish conditions (ii) to (iv) in Theorem 3.1, we will work with normed ergodicity. Normed
ergodicity dates back to the early eighties; see Hordijk and Dekker [21] and the revised version, which was
published as Dekker and Hordijk [8]. It was originally used in analysis of Blackwell optimality; see Dekker
and Hordijk [8] and Hordijk and Yushkevich [24] for a recent publication on this topic. Since then, it has been
used in various forms under different names in many subsequent papers. In Hordijk and Spieksma [22] it was
shown that for a countable Markov chain, which may have one or several classes of essential states (a so-called
multichained Markov chain), normed ergodicity is equivalent to geometrical recurrence (for a similar result in
Markov decision chains see Dekker et al. [9]). Inspired by this result for a countable Markov chain, a similar
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result was proved for a Harris chain in Meyn and Tweedie [26]. In this paper we use the recent results of
Borovkov and Hordijk [5], the ﬁrst part of this technical report has appeared as Borovkov and Hordijk [6].
Let v denote the space of real-valued functions f on S with the ﬁnite v-norm
f v = sup
s∈S
f s
vs 
where v S→ 1. The associated operator norm for a linear operator, say T  v −→v, is deﬁned by
T v = sup
f v≤1
Tf v
and the associated norm of a (signed) measure, say (, is
(v = sup
f v≤1
(f 
For our analysis, we choose v to be the following mapping:
vs e8gs s ∈ S (18)
for some positive 8, where g is deﬁned in (C.1).
Lemma 4.1. Condition (C.3) implies that for 8 small enough
sup
∈
Pv <
Proof. With 7s= gXs1− gs, s ∈ S, and vs= e8gs, s ∈ S, we ﬁnd that
Pv = sup
s
Pe
8gs
e8gs
= sup
s
Ɛ
[
e8gXs1−gs
]
= sup
s
Ɛ
[
e87s
]
 (19)
By (C.3), 7se
87s is uniformly integrable which implies
sup
s 
Ɛ
[∣∣7se87s∣∣]<
For s ∈ S, we now write
Ɛ
[
e87s
]= Ɛ[e87sI7s≤ 1]+ Ɛ[e87sI7s > 1]
The ﬁrst term on the right-hand side is bounded by e8, and the second term is bounded by
sup
s 
Ɛ
[∣∣7se87s∣∣]<
Inserting these bounds into (19) yields
sup

Pv < 
Conditions (C.1)–(C.3) imply geometric ergodicity of P for ﬁxed  as will be shown in the next theorem,
which is a direct consequence of Borovkov and Hordijk [6, Theorem 5]. In particular, the type of ergodicity estab-
lished in the subsequent theorem is called v-geometric ergodicity in Hordijk and Spieksma [22] and v-uniform
ergodicity in Meyn and Tweedie [26]. The precise statement is as follows.
Theorem 4.1. Conditions (C.1), (C.2), and (C.3) imply that, for any  ∈ , there exist c <  and
0<= < 1 such that
Pn −/v ≤ c=n (20)
Note that this theorem implies /v < for any . Let
v = g S→∃ r ∈ gs ≤ r · vs s ∈ S
In words, v is the set of mappings g from S to  that are bounded by r · v (for some ﬁnite number r). It is
easily seen that Lemma 4.1 implies that any g ∈v is integrable with respect to any P, for  ∈ , or, more
formally:
v ⊂ L1P
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Theorem 4.2. Let  denote an open neighborhood of . If
(i) P is v-Lipschitz continuous in ,
(ii) Conditions (C.1) to (C.3) are satisﬁed,
then . is v-Lipschitz continuous.
Moreover, if we assume, in addition to the above conditions, that P is v-differentiable, then . is v-dif-
ferentiable with v-derivative
. ′ =.
∑
n=0
P ′P
n
 
or, equivalently,
. ′ =.P ′
∑
n=0
Pn −/
Proof. We will show that conditions (ii) to (iv) of Theorem 3.1 hold. Condition (ii) is a straightforward
consequence of Lemma 4.1. Note that
Pn −/v ≤ c=n
implies that, for any h ∈v,
Pn −/h ≤ c¯=nv
with
c¯  chv
Hence, ∑
n=0
Pn −/h = hˆ≤
c¯
1−=
v
Note that c¯/1−=v ∈v. Because for any measurable mapping g with g ≤ h for some h ∈v it follows
that g ∈ v, we conclude hˆ ∈ v and condition (iv) (a) holds. Moreover, because g ∈ v implies g ∈ v,
condition (iv) (b) holds as well. With relation (9) we have that
/+−/Pk h= /+−/Pk −/h
Condition (iii) then follows from (20) of Theorem 4.1. 
Remark 4.1. In Heidergott and Hordijk [16],  · v-norm differentiability of . has been established. Gener-
ally speaking, -differentiability is a weaker condition than ·v-norm differentiability. Studying the relationship
between the two notions is the topic of further research.
Remark 4.2. Note that Theorem 4.2 remains true for  a subset of v if it is assumed that (ii) of Theorem 1
holds for . For example, taking  to be the subset of all continuous functions in v yields the existence of
the derivative of Markov kernels such as Ps ·=	s s+·, with s ∈.
4.2. Chains with an atom. Throughout this section, we assume that Conditions (C.1)–(C.3) are satisﬁed.
The setup is as in the previous section, with the additional assumption that the chain possesses an atom, say ?.
The expression of the stationary distribution for a regenerative process is well known (see Ross [29]):
.h=
1
Ɛ@s
Ɛ
[
@s−1∑
m=0
hXsm
]
 s ∈ ?
where @s is the recurrence time to atom ?, i.e., @s=minm≥1 Xsm∈? and @s= if Xsm = ?
for m≥ 1. With the notation Qsf =
∫
S\? Psdyf y, s ∈ S, we can write
Ɛ
[
@s−1∑
m=0
hXsm
]
=
∑
m=0
Qs
mh (21)
and for any h ∈v the above expression is ﬁnite. Hence, with e the vector with all components equal to 1,
Ɛ@s=
∑
m=0
Qs
me
and thus, provided that s ∈ ?,
.h=
∑
m=0Qs
mh∑
m=0Qsme

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Using the taboo representation, the deviation operator can be obtained as follows:
D = I −/
∑
m=0
Qs
mI −/
see Hordijk and Spieksma [23], where a proof can be found for the denumerable state-space. Elaborating on (9),
it follows that P ′/h= 0 for any h ∈v, which gives
P ′I −/
∑
m=0
Qs
mI −/= P ′
∑
m=0
Qs
mI −/
We thus obtain the following representation for the derivative
∀h ∈v . ′h=.
∑
m=0
P ′Qs
mI −/h (22)
5. Gradient estimation. In this section, we illustrate how our result can be applied to gradient estimation.
We assume that the conditions put forward in Theorem 3.1 are satisﬁed for . The starting point will be our
formula . ′ =.
∑
n≥0 P ′P
n
 for the -derivative of the stationary distribution. In order to facilitate this formula
for gradient estimation, two problems have to addressed: (1) translating P ′ into a proper Markov transition
kernel, and (2) turning the deviation operator into a proper simulation experiment.
Our approach to (1) is to replace P ′ by an instance of a -derivative. Speciﬁcally, we will consider two
Markov chains, called phantom Markov chains (or phantoms for short), one with initial distribution .P
+
 and
one with initial distribution .P
−
 . This will be discussed in §5.1. In the fortunate case, however, that condition
(SF) holds, we may replace P ′ by P multiplied by the score function, which simpliﬁes the resulting estimator
considerably, as we will show in §5.3. As for (2), Conditions (C.1)–(C.3) imply ergodicity with geometric rate,
and the inﬁnite sum can be approximated by a sufﬁciently large ﬁnite sum, which will be explained in §5.1. If
the Markov chain is Harris recurrent with an atom, one can construct a coupling and replace the inﬁnite sum by
observing the Markov chain over a random number of transitions. This will be addressed in §5.2.
5.1. Phantom estimators for general chains. Throughout this section we assume that the conditions put
forward in Theorem 3.1 are in force for . Let P be -differentiable with -derivative cP  P
+
  P
−
  (see
Deﬁnition 2.4), and let X± s n, with initial state s, evolve according to the kernel
P± P
n
 
or, equivalently, for n > 0, let the transition from X± s n to X
±
 s n+ 1 be governed by P, whereas the
transition from X+ s0 to X
+
 s1 is governed by P
+
 and that from X
−
 s0 to X
−
 s1 by P
−
 , respec-
tively. Hence, for n > 0, both X+ s n and X
−
 s n are driven by the same Markov kernel. The chains
X+ s n n > 0 and X
−
 s n n > 0 are called phantoms. More speciﬁcally, let the phantom chain Zsn=
X+ s nX
−
 s n, for n ≥ 0, be given as follows: for AB ∈  , Zs1 ∈ A× B = P+ sAP− sB
and, for n≥ 1, Zs n+ 1 ∈A×BZsn= z= PzAPzB, for z ∈ S. While this kind of indepen-
dent coupling is always possible, one can often construct a more efﬁcient coupling through, for example, using
common random numbers.
The name “phantom” originates from Suri and Cao [31], where a queueing network was studied, the perturbed
version of which had fewer customers than the nominal version. The customers, which are present in the nominal
system but not in the perturbed system, act like “phantom customers” in the perturbed system. In a broader
sense, the name “phantom” refers to a version of a stochastic process that differs from the nominal one in a
certain aspect and was coined in Brémaud and Vázquez-Abad [4].
Let
D =
∑
n=0
P ′P
n
 = P ′D
which yields . ′ = .D as the expression for the derivative of .. The above formula extends the result in
Heidergott and Cao [15] to Markov chains with general state-space. Elaborating on the phantom chains X± sm,
we obtain
Dgs=
∑
n=0
Ɛ
[
cP sgX
+
 s n− gX− s n
]

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for g ∈, and eventually
.
∑
n=0
P ′P
n
 g = Ɛ. DgX (23)
where X is distributed according to ., and to indicate this fact, we write Ɛ. for the expectation operator on
the right-hand side.
The right-hand side of (23) is not suited as gradient estimator because it contains ., which is generally
unknown, and it contains an inﬁnite sum. Following the train of thought put forward in Pﬂug [27], the expression
on the right-hand side of (23) can be approximated as follows. Introduce the truncated version of D deﬁned as
follows. For N > 0, set
DN =
N∑
n=0
P ′P
n
 
which is shorthand notation for
(
DN g
)
s=
N∑
n=0
Ɛ
[
cP sgX
+
 s n− gX− s n
]

for s ∈ S and g ∈. Furthermore, for s ∈ S ﬁxed, let Pm s denote the distribution of the chain after m transition
started in state s. Provided that Conditions (C.1)–(C.3) are in force, it holds∣∣PM sDN g−.Dg∣∣ ≤ ∣∣(PM s −.)DN g∣∣+ ∣∣.(DN g−Dg)∣∣
≤
(
=M P ′v
1−=N+1
1−=
+.vP ′v
=N+1
1−=
)
cvs (24)
Hence, the truncated estimator PM sD
N
 g converges as M and N tend to inﬁnity exponentially fast towards the
desired derivative. Pﬂug proposed this type of approximation in [27]. Unfortunately, the numerical values for
.vP ′v c and = are only known in special cases.
As we will illustrate in the following section, under the additional assumption that the Markov chain possesses
an atom, an exact expression for . ′ can be derived using a random horizon for the simulation experiment.
5.2. Phantom estimators for chains with an atom. We now turn to the situation where X possesses an
atom, denoted by ?, such that ? is independent of . Let X?n denote the Markov chain started in ? and
denote the ﬁrst entrance time after n= 1 of the chain into ? by @. Denote by @± s the ﬁrst time that X+ sm
and X− sm simultaneously hit ?:
@± s= inf
{
m≥ 1 X+ sm ∈ ? and X− sm ∈ ?
}
and @± s= if the set on the right-hand side is empty.
Remark 5.1. The stopping time @± can alternatively be deﬁned as
@± s= inf
{
m≥ 1 X+ sm=X− sm
}

and @± s = if the set on the right-hand side is empty. This deﬁnition will, for example, be preferred for
chains with discrete state-space.
For any g ∈, we obtain:
Dgs =
∑
n=0
(
Ɛ
[
cP s
(
gX+ s n− gX− s n
)
1@± s>n
])
= Ɛ
[
cP s
(
@± s∑
n=0
gX+ s n−
@± s∑
n=0
gX− s n
)]
 (25)
If conditions (C.1)–(C.3) hold, then the ﬁniteness of the above expression follows from Theorem 2 and the
following inequalities:
Ɛ
[∣∣cP sgX+ s n− gX− s n1@± s>n∣∣]≤ P ′Pn vvsgv
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and
P ′Pn v = P ′Pn I −/v ≤ P ′vc=n <
The expression for the stationary distribution for a chain with an atom is well known (see Ross [29]) and,
provided the conditions put forward in Theorem 4.2 hold, we obtain from (23) for any g ∈:
d
d
Ɛ. gX=
1
Ɛ@
Ɛ
[
@−1∑
n=0
DgX?n
]
 (26)
Inserting the expression for Dg provided in (25), the overall estimator becomes
d
d
Ɛ. gX=
1
Ɛ@
Ɛ
[
@−1∑
n=0
cP X?n
(
@± X?n−1∑
m=0
gX+ X?nm
−
@± X?n−1∑
m=0
gX− X?nm
)]
 (27)
a formal proof can be found in Heidergott et al.[14], which is the report version of this paper.
5.3. Single-run estimators. Assume that the conditions put forward in Theorem 4.2 are satisﬁed and that
the chain possesses an atom, say, ? independent of . Under Condition (SF), it holds that P ′ = SFP and
Equation (22) reads
. ′h=.
∑
n=0
SFPQ
nI −/h (28)
for h ∈v, where Q is the taboo version of P with respect to ?. Recall that Xsm denotes the mth state of
the Markov chain with initial value s, i.e., Xs0= s. Using Equation (28) and the fact that XXsnm=
Xsn+m, we obtain for h ∈v:
. ′h = Ɛ.
[
SFXXX1
(
@XX1−1∑
m=0
hXXm+1−@XX1.h
)]
= 1
Ɛ@s
Ɛ
[
@s−1∑
n=0
SFXsnXsn+1
(
@Xsn+1−1∑
m=0
hXsn+m+1−@Xsn+1.h
)]

for h ∈v and s ∈ ?; see the previous section for details. At @Xs @s, the Markov chain X enters ?
and a new cycle starts. The expected value of the last factor in the above expression is equal to 0 for initial
state s ∈ ?. Moreover, for n < @s it holds @s = @Xs n and the above expression for the derivative
simpliﬁes to
. ′h=
1
Ɛ@s
Ɛ
[
@s−1∑
n=0
SFXs nXs n+ 1
(
@s−1∑
m=0
hXsm+ n+ 1− @s.h
)]
(29)
for h ∈v and s ∈ ?, which recovers the formula of Glynn and L’Ecuyer [11].
A few remarks on the relationship between phantom and single-run formulae via likelihood ratios are in order
here. Comparing the single-run formula in (29) with the phantom formula (27), one notices that the single-run
formula involves the term .h. Because .h is typically not known, it has to estimated along with estimating
the derivative. The resulting estimator is asymptotically unbiased; see Glynn et al. [12]. No type of estimator
dominates the other. Single-run estimators are typically easy to implement, but usually tend to suffer from
signiﬁcant variance. A phantom estimator consumes computer storage for keeping track of the parallel phantoms,
which makes the estimator usually cumbersome to implement, but typically has a low variance. As a rule of
thumb, a single-run estimator should be applied whenever possible. However, counterexamples to this rule can
be found in the literature as well. For instance, Pﬂug discusses in [28, §4.3.2] a Markov chain example for which
a phantom estimator outperforms a single-run estimator. Heidergott and Vázquez-Abad present in [19] a public
transportation problem where a phantom estimator has considerably less variance than the single-run estimator.
A thorough analysis of the relationship between single-run estimators and phantom-type ones is a challenging
subject for further research.
We conclude the discussion of estimators by mentioning that Glynn and L’Ecyuer provide in [11] a single-run
estimator for the general case of a Harris recurrent chain, where “general” means that the existence of an atom
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is not assumed. Moreover, Equation (29) was established in Glynn and L’Ecuyer [11] for performance mappings
out of the set
* = g g ≤ f 
for some f with .f
1+* <, with * > 0. Notice that for given * > 0, a suitable choice of 8 in (18) implies
.v
1+* <, which gives * ⊂v.
6. Examples. Consider a single-server queue with i.i.d. exponentially distributed service times with rate (.
Service times and interarrival times are independent, and let the interarrival times be a sequence of i.i.d. random
variables following a Cox distribution with rates Dj , j = 12, and parameter , that is, the interarrival times
consist with probability 1−  of a single exponentially distributed stage with rate D1, and a second stage with
rate D2 follows with probability . Let h( denote the density of the exponential distribution with rate (, and
write ( for the distribution. Denoting the density of the sum of two independent exponentially distributed
random variables with rate D1 and D2 by hD1D2x and the corresponding distribution function by D1D2, the
density of the interarrival times is given by
hx= 1− hD1x+ hD1D2x x≥ 0 (30)
The parameter of interest is . Observe that, for  = 1, hx = hD1D2x and the interarrival times follow
a phase-type distribution, whereas for  = 0, hx = hD1x and the interarrival times follow an exponential
distribution.
6.1. Discrete state-space. Let Xn = X1 nX2 n be the state of the embedded discrete-time
Markov chain of the queueing system, with X1 n ∈  the total number of customers in the system, and
X2 n ∈ 12 the stage of the interarrival time. Let
Pk i k
′ i′= Xm+ 1= k′ i′Xm= k i
for k i k′ i′ ∈× 12. Then, the probability that an arrival occurs is
Pk1 k+ 11= 1− 
D1
D1+(1k>0

Pk2 k+ 11=
D2
D2+(1k>0

the probability that the state of the interarrival time jumps from Stage 1 to 2 is
Pk1 k2= 
D1
D1+(1k>0

and the probability that a departure occurs is
Pk1 k− 11=
(
D1+(

Pk2 k− 12=
(
D2+(

Set P = P1 and Q= P0, then
P = P + 1− Q (31)
For any  the process is a discrete-time Markov chain that is irreducible, and hence any state is an atom. In
particular, 01 is an atom for each of the processes.
Let us verify Conditions (C.1) to (C.3). We assume that for any  the process is ergodic. By well-known
results for the G/M/1 queue (see Cohen [7]), this requires that the mean service time must be smaller than the
mean interarrival time. Hence, for all 0≤  ≤ 1,
1−  1
D1
+ 
(
1
D1
+ 1
D2
)
>
1
(

or
1
D1
>
1
(

Heidergott et al.: Measure-Valued Differentiation for Stationary Markov Chains
Mathematics of Operations Research 31(1), pp. 154–172, © 2006 INFORMS 169
For the Lyapunov function, we try a function from S = 0 × 12 to + that is linear in the number of
customers:
gk i ck (32)
for some c > 0 and i= 12.
Easy calculation gives that Pgs− gs < 0 for any s = k i, with k≥ 1 and i= 12, provided that (>D2
and (>D1.
We conclude that for any c > 0 the function g in (32) is a Lyapunov function with
V = 01 02 for  > 0
and
V = 01 for = 0
Condition (C.1) is thus satisﬁed with m = 1. Without loss of generality, we take c = 1 in the Lyapunov
function g.
Remark 6.1. While the ergodicity condition is
1
D1
>
1
(
 (33)
we also required above that
1
D2
>
1
(
 (34)
As shown in the appendix, we do not need relation (34) for satisfying Condition (C.1) if we take m sufﬁciently
large in relation (16).
For an ergodic Markov chain with atom, the Harris condition is automatically fulﬁlled, which implies that
Condition (C.2) is satisﬁed. It is straightforward to check Condition (C.3). By Theorem 4.1 together with relation
(18), we may choose the bounding function v as vs i e8s , for s i ∈ S, for sufﬁciently small 8, which gives
v =
{
g S→  ∃ r ∈ gs i ≤ r · e8s s i ∈ S}
Note that Theorem 4.1 implies that ) ⊂ L1P∩L1/. Only the transition out of state k1 depends
on . Speciﬁcally, for g ∈) , it holds:
d
d
∑
r∈S
Pk1 rgr= gk2
D1
D1+(1k>0
− gk+ 11 D1
D1+(1k>0

whereas
d
d
∑
r∈S
Pk2 rgr= 0
Set
P+k1 k2= D1
D1+(1k>0
= P−k1 k+ 11
P+k1 k+ 11= 0= P−k1 k2
and for any other pair of states s s′ set P+ s s
′ = Ps s′ = P− s s′. In words, under P+ there are two
possible events that can trigger the Markov chain to leave state k1: A departure takes place, or the phase of
the interarrival is increased. Under P− the two possible events that can trigger the Markov chain to leave state
k1 are: A departure takes place, or an arrival occurs. Then, for any g ∈) it holds that
d
d
∑
r∈S
Ps rgr=
∑
r∈S
P+s rgr−∑
r∈S
P−s rgr s ∈ S
which implies that 1 P+ P− is a )-derivative of P. Observe that P+ = P1 and P− = P0. Notice that the
)-derivative is independent of , and one-sided derivatives at the boundary points = 01 are thus well deﬁned.
A quick way of obtaining the above result is as follows. We revisit the representation of P as the mixture
of the kernels P and Q in (31). For any g ∈) , it holds that
∫
Psdugu and
∫
Qsdugu exist and are
ﬁnite. Hence, by Example 2.2, P is )-differentiable with )-derivative 1 PQ, where P
+ = P and P− =Q.
Because the )-derivative of P is independent of , P is )-Lipschitz continuous at any  ∈ 01. Hence,
provided that 1/D1 > 1/(, Theorem 4.2 applies and the estimators presented in §5.2 and §5.3 are unbiased
(respectively, asymptotically unbiased) for any g ∈) .
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6.2. Continuous state-space. Let Wn be the waiting time of the nth customer arriving to the system. We
have S = and we take the usual norm on  for  · S , i.e., for any x ∈ we have xS = x. Let An be
the i.i.d. sequence of interarrival times and Sn the i.i.d. sequence of service times, respectively. Lindley’s
recursion yields:
Wn+ 1=maxWn+ Sn−An+ 10 n≥ 1
and W1= 0. For w > 0, the transition kernel for the waiting times is given by
Pu 0w=
∫ 
0
(∫ u+s
maxu+s−w0
hada
)
f sds
and
Pu 0=
∫ 
0
(∫ 
u+s
hada
)
f sds
with h as in (30) and f the density of an exponential distribution with parameter (. For the ergodicity of
Markov chain Wn, 0≤  ≤ 1, we need that (see Cohen [7])
1
(
<
1
D1
 (35)
Stability of the queue on  = 01 is implied by stability of the queue at  = 0. By (35) the average service
time for any  ∈ 01 is larger than the average interarrival time. Hence, for c sufﬁciently large, it holds
I inf

∫ c
0
ahada−
∫ 
0
sf sds > 0
Choose g such that gu= u, for u≥ 0, and gu= 0 otherwise. For u≥ c, it holds that
∫
Pudygy =
∫ 
0
(∫ u+s
0
gu+ s− ahada
)
f sds
=
∫ 
0
(∫ u+s
0
−ahada+ u+ s
)
f sds
≤
∫ 
0
(∫ c
0
−ahada+ u+ s
)
f sds
= −
∫ c
0
ahada+ u+
∫ 
0
sf sds
≤ u− I
Hence, g satisﬁes Condition (C.1) with V = 0 c. This Markov chain has an atom, and it is straightforward to
check Conditions (C.2) and (C.3). The bounding function is vs e8s , s ∈+, which gives
v =
{
g S→  ∃ r ∈ gs ≤ r · e8s s ∈ S}
Note that Theorem 4.1 implies that
v ⊂ L1P∩L1/
As in the previous example, the kernel can be written as a mixture of two kernels P = P1 and Q = P0 as
follows: P = P + 1−Q, for  ∈ 01. Speciﬁcally, under P , the interarrival times are distributed according
to D1D2, and under Q, the interarrival times have distribution D1 . Hence, P falls into the setup of Example 2.2,
and it readily follows that P is v-differentiable with v-derivative 1 PQ. Because the )-derivative of P
is independent of , P is )-Lipschitz continuous at any  ∈ 01. Hence, if the system is stable at  = 1
(see (35)), then Theorem 4.2 applies, and the estimators presented in §5.2 and §5.3 are unbiased (respectively,
asymptotically unbiased) for any g ∈) .
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Appendix. Let gk i = k for k i ∈ S, and suppose that relation (33) is satisﬁed, but relation (34) not,
then
D2 >(>D1 (A1)
Below we assume that the starting state is large and that the queueing system is never empty on the time
interval we consider. Note that in this case the transitions of the phases are not dependent on the state. Hence,
the long-run fraction of states of the embedded Markov chain for which the interarrival process is in Phase 1
and Phase 2 can be computed from the two-state Markov chain with transition probabilities
p12= 1−p11= D1
D1+(
and
p21= 1−p22= D2
D2+(

Calculation gives that the stationary probabilities .1.2 are
.1 =
D2D1+(
D2D1+(+ D1D2+(
and
.2 =
D1D2+(
D2D1+(+ D1D2+(

By calculation, for k≥ 1,
ƐgXk11− gk1=
1− D1−(
D1+(
and
ƐgXk21− gk2=
D2−(
D2+(

see Heidergott et al. [14] for details. We have thus shown that
.1
(
ƐgXk11− gk1
)−.2(ƐgXk21− gk2)< 0
if and only if
D2D1−(− D1(< 0 (A2)
Writing ƐgXs t− gs as a telescope sum
ƐgXs t− gs= Ɛ
[ t∑
l=1
(
ƐgXs lXs l− 1− gXs l− 1
)]
(A3)
it follows from (A2) together with assumption (A1) that, for t sufﬁciently large, the right-hand side of (A3) is
negative for any state s = k i, with k≥ t. Take m = t, then relation (16) is satisﬁed for d = t. We conclude
that indeed the ergodicity condition is sufﬁcient for Condition (C.1).
Note that we have shown that the linear function g satisﬁes the Condition (C.1), which we use for our analysis.
For proving that the Markov chain is positive recurrent the limiting-average drift argument in Meyn and Tweedie
[26, Chapter 19] could also be used.
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