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Electrical impedance tomography, also known as EIT, is a type of diffusive imaging modality
that is non-invasive, radiation-free, and cost-effective for recovering electrical properties within a
closed domain from surface measurements. The process involves injecting electrical current into
a set of electrodes to measure the voltage on the smooth surface of the domain. The recovered
EIT images show how well different materials or tissues within the domain conduct or impede
electrical flow, which is helpful in detecting and locating anomalies. For the EIT inverse problem,
it is challenging to recover reliable and resolvable electrical conductivity images since it is highly
nonlinear and severely ill-posed, especially when the data is corrupted with noise.
To address this issue, we propose (1) a wavelet-based modified Gauss-Newton (WGN)
method that uses wavelets as a form of regularization and parameter reduction. In (1), we en-
force regularization through the use of wavelet coefficients by projecting the original formulation
to the wavelet domain and then only retaining the wavelet coefficients of highest power. The pro-
jected wavelet formulation is of a smaller dimension and, therefore, shows promise in improving
the ill-posedness of the EIT inverse problem. Different wavelet families are implemented to capture
localized features, smoothness, and irregularities within the domain.
In addition, we also propose (2) a novel deep learning algorithm to solve the EIT inverse
problem. In (2), we develop a deep neural network (DNN) with multiple transposed convolutional
layers and activation functions to recover the EIT images. The DNN is first trained on a large
set of EIT images and data, and then we recover EIT images in real-time from the trained DNN.
We compare the image reconstructions from the DNN with a benchmark algorithm. For model
validation, we employed a set of synthetic examples with various anomalies to test the performance
and efficacy of both the DNN and WGN method. The results from both methods show promise in
improving EIT image reconstructions.
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Electrical impedance tomography is a noninvasive and radiation-free imaging modality for
recovering tomographic images of the electrical conductivity within a closed domain from a set
of boundary data. Also known as EIT, it non-destructively measures how well a body conducts
electricity and how much polarization occurs when an electric field is applied without harming the
body. Every type of material will have a certain characteristic or electrical property. For the purpose
of this thesis, we ignore the effects of electric permittivity and focus solely on the effects of electrical
conductivity. Since the electrical properties of materials differ, we can distinguish inclusions within
a body as having either a higher (conductive) or lower (resistive) electrical conductivity. Some
examples of more electrically conductive materials are metals, saltwater, and bodily tumors. Higher
conductive materials can be distinguished from lower conductive materials, like air, freshwater and
healthy tissues. This behavior aids in detecting and locating anomalies within an object.
The overarching goal of EIT is to detect anomalies or diagnose irregularities from notice-
able discontinuities or changes in the electrical conductivity distribution. This imaging process is
accomplished from the sole use of surface measurements. A set of voltages are collected by injecting
low frequency or weak currents into a set of electrodes that are attached on the smooth surface
of the domain. In accordance to a specified current pattern, the voltages are the electric poten-
tial differences between the measuring electrodes. Some current patterns include the adjacent and
trigonometric current patterns, which will be discussed in further detail in Chapter 2. Once we have
the set of electric potentials, it is mapped back to the internal electrical conductivity distribution.
We refer to this type of problem as an inverse problem because the known data, e.g., voltages or
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boundary potentials, are needed to recover the unknown variables, e.g., the electrical conductivity
distribution. The experimental process of recording the voltage data and solving the inverse problem
is a well-known and challenging problem with many opportunities for improvement.
In 1978, Henderson and Webster designed and invented the EIT system to noninvasively
image the human thorax from rapid electrical impedance measurements [26]. For EIT, some of its
alluring factors are its ease of application, nondestructive setup, safety, and relative affordability.
Over the past decades since its installment, the applications of EIT have grown to become vast and
numerous. In [31], Khan and Ling nicely review the applications of artificial intelligence to EIT,
such as neural networks, particle swarm optimization, genetic algorithms, and the work that has
been done in medical EIT imaging. EIT is being practiced in the fields of biomedicine, biology, the
geosciences, and engineering. More specifically, EIT has been applied to monitor lung function and
ventilation for irregularities [40]; to detect cancerous tumors in the breast through three-dimensional
imaging [16]; to measure oil saturation in a geological core for oil reservoir detection [44]; to detect
the spatial extent and location of metal damage [36]; to quantitatively image damage in concrete
[23]; to non-invasively monitor the transport of dense non-aqueous phase liquids in saturated porous
media [13], and much more.
For theoretical settings, statistical, iterative, and machine learning methods have been de-
veloped to solve the EIT inverse problem. Borsic et al. [11] solved the EIT inverse problem with a
Primal Dual-Interior Point Methods and regularized with a total variation prior. Similar to sparsity
reconstruction, total variation priors offer edge-preserving noise removal and strong reconstruction of
sharp edges. Total variation priors are also more robust to noise because they can handle piecewise
discontinuities. The downside to the TV approach is that the regularized functional cannot be lin-
earized for some iterative methods since it is no longer differentiable [11]. In [46], the authors present
the Markov Chain Monte Carlo (MCMC) method to impose smoothness and sparsity constraints by
using both the mixed total variation and non-convex `p, 0 < p ≤ 2, priors for regularization. Simi-
larly, in [2], the authors compared an iterative Gauss-Newton approach against their Pilot Adaptive
Metropolis algorithm that coupled the non-convex `p and total variation priors for better regulariza-
tion. In [30], the authors propose a sparse reconstruction algorithm that has an `1−penalty term in
the Tikhonov functional and an iterative algorithm of soft-shrinkage type. Sparsity reconstruction
is a powerful technique because it preserves discontinuities in the electrical conductivity distribution
that would otherwise be smoothed out from `2 priors during regularization. In [20], Gehre et al.
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performed water tank experiments to evaluate the performance of sparsity reconstruction with an `1
constraint for the Tikhonov functional using experimental data. Wang et al. [48] regularized with
an L1 norm in an iterative algorithm that couples the Bregman distance with a splitting technique
for sparse optimization within a few Bregman steps.
There are many approaches for regularizing the EIT inverse problem to improve recovered
solutions. However, there is another approach that can also reduce its ill-posedness: model reduction.
The EIT problem can be projected to a smaller subspace in the wavelet domain. In the realm of
wavelets for EIT, there are some studies that have implemented wavelets to solve either the forward
or inverse problem. Xu et al. [49] constructed a multi-dimensional wavelet network that combines a
single-scaling wavelet frame and radial basis function network to solve the EIT inverse problem. Since
the EIT forward problem is difficult to solve without a mesh when there is coordinate dependence, the
authors in [50] introduce a combined wavelet-based mesh-free method. In [18], the authors perform
machine learning classification using a combination of principal components analysis, wavelets, and
image segmentation to extract features from EIT images to determine if someone’s bladder is full.
In [38], the authors propose a neural network using radial basis functions to reconstruct EIT images.
For machine learning applications to EIT, there has been some preliminary work to solve
the EIT forward and inverse problems. In [32], the authors applied shallow and convolutional
networks to the EIT with several assumptions to leverage the problem. Hamilton et. al. [24] used
convolutional neural networks as post processors to convolve forward reconstructions provided by
the DBar method. Bar and Sochen [8] used deep neural network-based algorithms to solve forward
and inverse problems for partial differential equations, and they applied their method to the two-
dimensional EIT problem. Seo et al. [41] used a variational autoencoder to find meaningful low
dimensional solutions on a compact and dense manifold, and then they related these solutions to
EIT images. Fan and Ying [19] proposed compact neural network architectures for the forward and
inverse EIT maps for both two- and three-dimensional problems using the BCR-Net model. Very
recently, Ardizzone et al. [3] used Invertible Neural Networks to learn the forward process using
additional latent output variables to capture the information otherwise lost. Due to invertibility of
these networks, a model of the corresponding inverse process is implicitly learned.
Although there are many opportunistic avenues for EIT, there is some difficulty in recovering
meaningful and dependable tomographic images. The EIT inverse problem is highly nonlinear, and,
in reference to Hadamard’s definition for a well-posed PDE problem, it is severely ill-posed. As a
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direct consequence, it suffers from non-uniqueness, instability, and sensitivity from the presence of
noise in the data. In the following chapter, we will present the EIT forward and inverse problems
in further detail.
Definition 1.0.1 (Hadamard definition for well-posed problems). A PDE problem is well-posed if
the following conditions hold:
(i) a solution exists;
(ii) the solution is unique;
(iii) the solution continuously depends on the data;
(iv) otherwise, the problem is ill-posed.
The remainder of this thesis is organized as follows: in Chapters 2 and 3, we discuss the
EIT forward and inverse problems, respectively. In Chapter 4, we develop a deep neural network
algorithm to solve the EIT inverse problem. In Chapter 5, we discuss the implementation of wavelets
using the MIRGN method to improve the ill-posedness of the EIT inverse problem. Finally, in
Chapters 6 and 7, the numerical findings and recovered EIT images from the deep learning and




2.1 EIT Forward Problem
The EIT forward problem is formulated from the quasi-static or time independent Maxwell
equations to model the electromagnetic field within the body as an elliptic differential equation with
boundary conditions. Weak electrical current is injected into a set of electrodes that are placed
on the smooth surface of a body. Then, the voltage is recorded as the electric potential difference
between the measuring electrodes. For a known conductivity distribution and current pattern, the
EIT forward problem solves for the electric potential in the domain u and on the boundary U . In
practice, there are different mathematical representations of the EIT forward problem, such as the
continuum model, gap model, shunt model, point electrode model and complete electrode model;
see [15, 14]. We introduce the point electrode model (PEM); however, we focus particular attention
on the complete electrode model (CEM) as it is the most experimentally sound and accurate model
[43].
To begin, suppose the electrical conductivity σ is known in the domain Ω ⊂ Rdim, where
dim = 2, 3, and there are no current sources inside Ω. We focus solely on the case when dim = 2 for
the purpose of this thesis. Additionally, σ
∣∣∣
∂Ω
= 0 over the smooth surface ∂Ω, and this electrical
conductivity distribution resides in a class of admissible conductivities denoted as the set, A = {σ ⊂
L∞(Ω) : 0 < σ1 < σ < σ2 < ∞, σ1, σ2 ∈ R}. The known electrical conductivity σ ∈ A is used
to solve for the set of electric potentials (u, U) ∈ H̃1(Ω), where H̃1(Ω) = H1(Ω) ⊕ RL0 for a set
of L electrodes. The internal electric potential u ∈ H1(Ω) is within the body Ω, and the surface
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potential U ∈ RL0 is on the boundary ∂Ω. For the space RL0 , an arbitrary x ∈ RL0 must satisfy
the condition that
∑L
`=1 x` = 0. For the EIT forward problem, we are concerned with solving the
nonlinear functional mapping between σ 7→ (u, U), which we will discuss in Sections 2.2 and 2.3.
The governing elliptic differential equation is
− div (σ∇u) = 0 in Ω. (2.1)




= jc on ∂Ω, (2.2)
represents the current density jc produced when electrical current Ic is injected into the electrodes on
the surface ∂Ω. The inward pointing unit normal for the electric potential u is ∂u∂n , which is restricted
to the boundary. For (2.1) and (2.2), we have what is known as the continuum model. In practice,
the current density jc is oftentimes unknown, so the continuum model is infeasible. To address this
issue, the gap model assumes that the current density jc is constant over each electrode. These two
models, however, are inadequate representations of the physics and electrochemical processes of the
EIT problem and, consequently, poorly reproduce the experimental data [14].
Using the Dirichlet condition, another model considers the electric potential U` to be con-
stant over each discretely sized electrode E` for ` = 1, 2, . . . , L,
u = U` on E`, ` = 1, 2, . . . , L. (2.3)
In the gaps between the electrodes, there is no current applied to this part of the boundary, which




= 0 on ∂Ω/ ∪L`=1 E`, ` = 1, 2, . . . , L. (2.4)
If we integrate (2.4) over the electrode’s surface E`, the current density jc becomes the current






dS = Ic` on E`, ` = 1, 2, . . . , L. (2.5)
For (2.1), (2.3) and (2.4), we call this set of equations the shunt model, which [14] has also shown to
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still be an inadequate forward model for EIT. Both the continuum and shunt models provide limited
accuracy in reproducing the experimental data from the EIT problem. We need a robust model,
especially one that can accommodate relatively noisy data and cases when the highly conductive
material of the electrodes affects the measurements.
2.2 Point Electrode Model
For some known conductivity σ ∈ A and unknown set of electric potentials (u, U) ∈ H1(Ω)⊕
RL0 , the governing elliptic differential equation with its respective Neumann and Dirichlet boundary
conditions is




= jc on ∂Ω,
u = U on ∂Ω
where jc is the current density produced from the injected electrical current Ic ∈ RPc×L
with Pc current patterns. To guarantee existence of the solution, (2.6) must satisfy the Conservation
of Charge, ∫
∂Ω
jcdS = 0. (2.7)
To ensure uniqueness of the solution, (2.6) must satisfy the choice of a ground potential,
∫
∂Ω
Uds = 0. (2.8)
We refer the reader to [43] for the proof of existence and uniqueness. The point electrode model
(PEM), therefore, is (2.6), (2.7) and (2.8). Put simply, the PEM is a mathematical representation of
the EIT forward problem for capturing its underlying physics and electrochemical processes. In this
model, we consider the discrete set of electrodes to be infinitesimally small with negligible effects
on the produced data. The PEM works well the size of the electrodes is negligible compared to the
surface area of the domain Ω However, this assumption misrepresents cases when the surface area
of the electrodes occupies a considerable proportion of the surface ∂Ω.
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2.3 Complete Electrode Model
Suppose there is a set of L electrodes that are fixed on the surface ∂Ω. Weak electrical current
Ic ∈ RL×Pc0 is applied into a set of L uniformly sized electrodes that are attached to the smooth
surface ∂Ω. Each electrode has a surface area of E` and contact impedance of c` for ` = 1, . . . , L.




in order for a solution to exist. The set of measured voltages, V ∂Ω =
(





from Pc current patterns and each vector V ∂Ω` ∈ RL0 for ` = 1, 2, . . . , L. The set of electric potentials
(u, U) ∈ H̃1(Ω) must satisfy the choice of a ground potential in (2.11), such that
L∑
`=1
U` = 0. (2.10)
The complete electrode model,













= 0, on ∂Ω \ ∪L`=1E`, ` = 1, . . . , L,
is a combination of the continuum and shunt models with the following alteration to the Dirichlet
condition in (2.3). The mixed-typed or Robin boundary condition, u + c`σ ∂u∂n = U`, considers
the formation of a highly resistive, thin layer at the interface between the surface ∂Ω and the
electrode’s surface E`. We model this electrochemical process with an impedance constant called c`
that accounts for resistance of flow into the body Ω in the measured potential U` in (2.3). The CEM
is experimentally more sound because it accounts for the discrete size of the electrodes and their
electrochemical effect on the set of boundary potentials; see [15, 14, 43]. The CEM is our model of
choice for the EIT forward problem. With that being said, later on in Chapter 6, we compare the
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CEM and PEM forward models in the wavelet-based modified Gauss-Newton method.
2.4 Weak Formulation of the CEM
The forward model in (2.11) is first reformulated into a variational problem before we
approximate the CEM with the finite element method (FEM). Below, we derive the weak formulation
of the CEM using its boundary conditions.
Suppose we have the test functions v ∈ H1(Ω) in the Sobolev space and V ∈ RL0 . We
multiply (2.1) by the test function v ∈ H1(Ω) and apply Green’s Theorem, such that
∫
Ω









σ∇u · ∇vdx = 0. (2.12)
Then, we modify (2.12) by splitting the integral over the surface ∂Ω into its two components: ∪L`=1E`
































σ∇u · ∇vdx = 0. (2.14)
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U`V`dS, ` = 1, . . . , L,∫
E`






V`dS, ` = 1, . . . , L,∫
E`






dS, ` = 1, . . . , L,∫
E`




















(u− U`) vdS +
∫
Ω



















(u− U`) (v − V`) dS +
∫
Ω






Suppose B ((u, U), (v, V )) is the bounded, coercive, and bilinear form that maps B : H̃10 ×
H̃10 7→ R. Let the functional f(v, V ) be the well-defined and continuous mapping of f : H̃10 7→ R; see
[1] for proof. Then, the weak form of the CEM is







(u− U`) (v − V`) dS +
∫
Ω
σ∇u · ∇vdx, (2.18)






B ((u, U), (v, V )) = f(v, V ). (2.20)
The weak form of the CEM satisfies the Lax-Milgram theorem as proven in [1]. Hence, there
exists a unique solution of (u, U) to the CEM.
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2.5 Finite Element Method for the CEM
The finite element method (FEM) is a numerical method for finding the finite dimensional
solution to the variational problem of a partial differential equation and its boundary conditions.
Since there exists a unique solution to (2.11), we can numerically solve it using the FEM. The infinite
dimensional problem is projected to a finite dimensional problem by dividing the body Ω ⊂ R2 into
segments of triangles; although, in two-dimensions, one can use quadrilaterals as well. The Delaunay
triangulation method generates nonoverlapping triangular elements on a grid that discretizes the
body Ω. The set of electric potentials (u, U) is rewritten as a finite linear combination of basis
functions or basis vectors. The finite element method (FEM) can be used to turn the infinite
dimensional equation of EIT into a finite dimensional formulation. Let T = {T1, T2, ..., T|T |} be the
triangulation of the body Ω, and let HN ⊂ H1 be the finite dimensional subspace of H1(Ω) with N









where θu,i, θU,k ∈ R are the unknown coefficients, and ψi(x) are basis functions of HN satisfying
ψi(xk) = δi,k, for i, k = 1, 2, ..., N . The matrix of basis vectors for UN is
C =

1 1 . . . 1
−1 0 . . . 0
0 −1 . . . 0
...
... . . .
...
0 0 . . . −1

∈ RL×(L−1), (2.23)
whose columns are the basis vectors φk ∈ RL0 , k = 1, 2, ..., L− 1. The nonlinear forward problem can
now be written as a linear problem; see [47] for more details.
Aθ = f̂ , (2.24)
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where A ∈ R(N+L−1)×(N+L−1) is the CEM stiffness matrix and the right hand side vector f̂ =




contains the set of





has the following representation with respect to the bilinear form (2.18):
A1,1 = B ((ψi, 0), (ψj , 0)) ,
A1,2 = B ((ψi, 0), (0, φl)) ,
A2,2 = B ((0, φk), (0, φl)) .
Furthermore,
B ((ψi, 0), (ψj , 0)) =
∫
Ω







ψiψjdS, i, j = 1, 2, . . . ,N ,










ψidS, i = 1, 2, . . . ,N , l = 1, 2, . . . , L− 1




, k 6= l
E1
c1
+ El+1cl+1 , k, l = 1, 2, . . . , L− 1
.
2.6 Data Generation
Depending on the current pattern used, there are a total of Pc current patterns for L
electrodes placed on the smooth surface ∂Ω. For the electrode configuration, there are many types
of current patterns available, such as the trigonometric, adjacent, and the opposite current patterns.
The goal is to choose an electrode configuration that will specifically target an area of interest and
sufficiently characterize the electrical conductivity σ through the information available in the surface
potential U . In this thesis, we use the adjacent current pattern since it is easy to implement and
nicely characterizes the body Ω from the information available in the set of voltages V ∂Ω ∈ RL×Pc0 .
When using the adjacent current pattern, Pc = L since electric current is applied into each
of the L electrodes, which produces L current patterns. For a single adjacent current pattern, a pair
12
of electrodes is designated as the source for injecting positive current and as the receiver of negative
current at the neighboring electrode. The applied current is stored in a matrix Ic ∈ RL×Pc , where
Ic = (Ic1 , I
c
2 , ..., I
c
Pc





`,k = 0. In other words, at the `
th electrode, Ic`,k+I
c
`+1,k = a+(−a) = 0 when
current is applied with an amplitude of a milliamperes. If ` = L, then this current pattern uses the
first electrode ` + 1 = 1 for the neighboring electrode. In practice, the adjacent current pattern is
performed in a clockwise direction until each electrode has served as both a source and receiver.
For the adjacent current pattern, the set of voltages V ∂Ω ∈ RL×L is collected from a total
of L − 3 measurements between each pair of the measuring electrodes. At the remaining three
electrode pairs, the voltage is not measurable because voltage cannot be induced between any pair
including the source electrode or receiver electrode. Hence, the voltage is set to zero at these
three electrode pairs. We refer to this set of induced voltages as the potential differences, where
V ∂Ω` = (U2,` − U1,`, U3,` − U2,`, . . . , U1,` − U16,`)
T at the `th adjacent current pattern. The set of
surface potentials U = (U1, U2, ..., UL)T satisfy the condition for a ground potential, such that∑L
`=1 U` = 0.
2.7 PEM Jacobian Derivation
In this derivation, we show that one can use (2.36) to solve for the PEM Jacobian. The
nonlinear forward operator is linearized around σk during the iterative Gauss-Newton method. The
purpose of calculating the PEM Jacobian is to update σk during our modified Gauss-Newton method.
We are solving for the adjoint problem of (2.6), and then we apply the variational formula
to solve for the PEM Jacobian. We begin by linearizing the PEM in (2.6) with δσ ∈ L∞(Ω),
σ + δσ ∈ A, δu ∈ H1(Ω), and u + δu ∈ H1(Ω). The known parameters are σ, δσ, u, U , and
δσ|∂Ω = 0. The unknown parameters are δu, δU .




= jc on ∂Ω, (2.27)
u+ δu = U + δU on ∂Ω. (2.28)
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Beginning with the elliptic differential equation in (2.26):
− div (((σ + δσ)∇(u+ δu))) = 0 in Ω,
− div (σ∇(u+ δu))− div (δσ∇(u+ δu)) = 0 in Ω,
− div (σ∇u)− div (σ∇δu)− div (δσ∇u)− div (δσ∇δu) = 0 in Ω,
− div (σ∇δu)− div (δσ∇u) = 0 in Ω,
− div (σ∇δu) = div (δσ∇u) in Ω. (2.29)



















= 0 on ∂Ω. (2.30)
For (2.28), it is simplified using δσ|∂Ω = 0 and u|∂Ω = U .
u+ δu = U + δU on ∂Ω,
δu = δU on ∂Ω. (2.31)
Finally, we have derived the adjoint problem to (2.6).




= 0 on ∂Ω, (2.33)
δu = δU on ∂Ω. (2.34)
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v∇ · σ∇δudx =
∫
Ω
σ∇δu · ∇vdx. (2.36)
2.8 CEM Jacobian Derivation
Likewise to Section 2.7, we show that one can use (2.57) to solve for the CEM Jacobian.
The purpose of calculating the CEM Jacobian is to update σk during the modified Gauss-Newton
method.
The variational formula is applied to solve for the CEM Jacobian
B((w,W ), (v, V )) = −
∫
Ω
δσ∇u · ∇vdx, (2.37)
for any (v, V ) ∈ H̃10 , (w,W ) = F ′(σ)δσ, and (u, U) = F(σ). For the `th current pattern, let
(u, U) ∈ H̃1(Ω) be the unique solution to the CEM forward problem. The EIT forward problem
in (2.11) is linearized, where δσ ∈ L∞(Ω), σ + δσ ∈ A, δu ∈ H1(Ω), and u + δu ∈ H1(Ω). The
known parameters are σ, δσ, u, U`, ` = 1, . . . , L, and δσ|∂Ω = 0. The unknown parameters are
δu, δU`, ` = 1, . . . , L.
We begin by linearizing the elliptic differential equation in (2.1) using σ + δσ and u + δu.
Then, we linearize the boundary conditions in (2.11).





dS = Ic` on E`, ` = 1, . . . , L, (2.39)
(u+ δu) + c`(σ + δσ)
∂(u+ δu)
∂n




= 0, on ∂Ω \ ∪L`=1E`, ` = 1, . . . , L. (2.41)
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Beginning with the elliptic differential equation in (2.38),
− div (((σ + δσ)∇(u+ δu))) = 0 in Ω,
− div (σ∇(u+ δu))− div (δσ∇(u+ δu)) = 0 in Ω,
− div (σ∇u)− div (σ∇δu)− div (δσ∇u)− div (δσ∇δu) = 0 in Ω,
− div (σ∇δu)− div (δσ∇u) = 0 in Ω,
− div (σ∇δu) = div (δσ∇u) in Ω. (2.42)
For (2.39), it is simplified using δσ|∂Ω = 0 and
∫
E`





























dS = 0, ` = 1, 2, . . . , L. (2.43)
For (2.40), it is simplified using δσ|∂Ω = 0 and u = U` on E`.
(u+ δu) + c`(σ + δσ)
∂(u+ δu)
∂n
= U` + δU`, on E`, ` = 1, 2, . . . , L,
(u+ δu) + c`σ
∂(u+ δu)
∂n




















= 0, on E`, ` = 1, 2, . . . , L. (2.45)
16
Finally, we have derived the adjoint problem to (2.11).













= 0, on ∂Ω \ ∪L`=1E`, ` = 1, . . . , L. (2.49)
For (δu, δU), the bilinear form in (2.18) becomes







(δu− δU`) (v − V`) dS +
∫
Ω
σ∇δu · ∇vdx. (2.50)











V`dS, ` = 1, 2, . . . , L,∫
E`

















V`dS = 0, ` = 1, 2, . . . , L,∫
E`
(δu− δU`)V`dS = 0, ` = 1, 2, . . . , L. (2.51)












































































































(δu− δU`) (v − V`)dS. (2.54)




v∇ · σ∇δudx =
∫
Ω
































v∇ · σ∇δudx = −
∫
Ω
δσ∇u · ∇vdx. (2.55)


















δσ∇u · ∇vdx = B((δu, δU), (v, V )). (2.56)
From [33], the CEM Jacobian formula is
B((w,W ), (v, V )) = B((δu, δU), (v, V )). (2.57)
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Chapter 3
Inverse Problem for EIT
Let F define the transformation function from a set of inputs x to a set of outputs y, such
that F (x) = y. Inverse problems involve using the data y (oftentimes noisy data) produced from a
nonlinear or linear function F to recover some set of unknown model parameters x. However, such
an invertible mapping or inverse function (i.e., bijection) typically does not exist, so we must perform
numerical approximations to find a nearby solution. If the inverse problem does not continuously
depend on the data, then it will be highly sensitive to changes in the boundary measurements; see
the third condition of Hadamard in Definition 1.0.1(iii). This condition leads to ill-posed inverse
problems. Unlike the well-posed EIT forward problem, the EIT inverse problem is severely ill-posed
and extremely sensitive to small perturbations in the boundary data. So, it is not difficult to see
that using even a moderately noisy set of (experimental) data could make it challenging to resolve
meaningful solutions.
For the EIT inverse problem, σ ∈ Ω is the set of unknown electrical conductivity parameters
and V ∂Ω (or U) is the known set of voltages (or surface potentials) for some given electrical current
Ic. We focus our attention on solving the discrete, nonlinear EIT inverse problem using numeri-
cal optimization and regularization to address the sensitivity and ill-posedness. More specifically,
we present a wavelet-based approach in Chapter 5 and a deep learning algorithm in Chapter 4.
The modified iteratively regularized Gauss-Newton (MIRGN) method is a modified Gauss-Newton
method for solving nonlinear ill-posed problems; see [6, 42]. The MIRGN method has a stabilizing
Tikhonov penalty functional, which is used to find nearby solutions to exponentially ill-posed in-
verse problems. It differs from the traditional Gauss-Newton method by adaptively computing the
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step length at every iteration to update the solution. In [42], the proposed backtracking strategy
computes the step length parameter at every iteration satisfy the strong Wolfe’s conditions. In
this chapter, we present the MIRGN as our benchmark algorithm and then cover how we integrate
wavelets into the MIRGN in Chapter 5. Our purpose is to determine if projecting to a smaller
subspace with wavelets as a form of regularization will provide a better conditioned formulation.
Therefore, the objective is to improve EIT solutions compared to the original MIRGN method.
3.1 Minimization Problem
We define the nonlinear EIT forward operator as
F : A → H̃N (3.1)
for some fixed electrical current matrix Ic and positive contact impedance (c`)L`=1, where H̃N =
HN ⊕ RL0 . For the EIT forward problem, the nonlinear foward operator F is the Fréchet differen-
tiable operator that maps the known electrical conductivity to the unknown finite element solution
(uN , U
N ). Suppose the set of noisy data U δ is corrupted with measurement error ε, such that
Uδ = U + ε, (3.2)
for some unknown error-free dataset U . The relative noise level δ satisfies
‖Uδ − U‖2 < δ. (3.3)




If solutions exist to these types of minimization problems, they are very sensitive to perturbations
in the available data Uδ. Therefore, regularization is needed to solve (3.4) for ill-posed inverse
problems. The solution to (3.4) is replaced with a solution that is less sensitive to the error present
in the data. A regularization term is then introduced to formulate a nearby, well-posed (or at least
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a better posed) problem. The regularized problem can be written as the following cost functional
J , such that
J (σ) = min
σ∈A
‖F(σ)− Uδ‖22 + λ‖σ − σ∗‖pp, (3.5)
where λ is the regularization parameter, and σ∗ is the prior conductivity based on assumptions or
a priori knowledge about the conductivity distribution σ. Further regularization can be introduced




‖F(σ)− Uδ‖22 + λ‖W(σ − σ∗)‖pp. (3.6)
There are different possible choices forW, which are discretization of the first or the second derivative
operator, the identity matrix, or some type of weighting matrix. In this thesis, the regularization
matrix W is set to the identity matrix I|T | in the modified Gauss-Newton algorithm for equal
weighting of the solution vector σ.
We refer the reader to Section 2.8 for a detailed derivation of the Jacobian F ′(σ) using the
CEM. For a reminder,
B((w,W ), (v, V )) = −
∫
Ω
δσ∇u · ∇vdx, (3.7)
for any (v, V ) ∈ H̃1(Ω), (w,W ) = F ′(σ)δσ, and (u, U) = F(σ). For large scale problems, methods
that directly compute and use the Jacobian matrix are computationally expensive. Instead, we
introduce a wavelet-based method in Chapter 5 to project the parameter space of σ to a smaller
subspace containing a set of wavelet basis vectors and corresponding wavelet coefficients. This
parameter reduction eases the main computational costs from matrix-vector and matrix-matrix
multiplications of the Jacobian and forming matrix inverses with the Jacobian.
3.2 A Modified Gauss-Newton Method
Suppose we are interested in the minimization problem of the cost functional Jλ(σ) in
(3.6) with p = 2 for generalized Tikhonov regularization of the least squares penalizing model
term. We propose the modified iteratively regularized Gauss-Newton (MIRGN) method to solve
the EIT inverse problem. It is an iterative approach for solving nonlinear ill-posed problems; see
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‖W(σ − σ∗)‖22 (3.8)
The prior conductivity model σ∗ is set equal to the initial guess, which is typically the homogeneous
background electrical conductivity distribution. Once convergence has been reached at iterate M,
the unique solution σM recovered from (3.8) is
σM = σM−1−((F ′M−1)TF ′M−1+λM−1WTW)−1
(




During each iteration for k = 1, 2, . . .M, we compute the Jacobian F ′(σk) and the nonnegative
penalizing model parameter λk > 0. The model regularization parameter {λk}Nk=1 is a monotonically





= d <∞, lim
k→∞
λk = 0. (3.10)
For the stopping criteria, we propose the generalized discrepancy principle for nonlinear ill-posed
problems in [7]. For some iterateM =M(δ), convergence is reached when ‖F(σM)−U δ‖2 ≤
√
ρδ <
‖F(σk) − Uδ‖2, k = 1, 2, . . . ,M− 1 for ρ > 1. We further modified the IRGN algorithm in (3.9)
using the line search procedure proposed in [42]. Below is the modified IRGN method:
σk+1 = σk − αk((F ′k)TF ′k + λkWTW)−1
(
(F ′k)T (Fk − Uδ) + λkWTW(σk − σ∗)
)
, (3.11)
where 0 < α ≤ αk ≤ 1 for k = 1, 2, . . . ,M is the variable line search parameter. The objective
function Φs is minimized to find the optimal step size αk at the k-th iterate of the MIRGN algorithm




Φs(α) = J (σk + αsk). (3.13)
The k-th search direction sk is the solution to
(F(σk)TF(σk) + λkWTW)sk = −F ′(σk)T (F(σk)− Uδ) + λkWTW(σk − σ∗). (3.14)
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In addition, while i ≤ Miter, the search direction sk must satisfy one of the following strong Wolfe
conditions in the backtracking strategy:
J (σk + αsk) ≤ J (σk) + c1α∇J (σk)T sk, (3.15)
|∇J (σδk + αsk)T sk| ≤ |c2J (σδk)T sk|, (3.16)
where c1 = 0.0001 and c2 = 0.9 are theoretically derived, andMiter is the maximum number of inner
iterations within the backtracking strategy [39].
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Chapter 4
Deep Neural Networks for EIT
Over the years, the application of different machine learning techniques has become widely
popular for engineers, mathematicians, and scientists in many domains in the realm of image clas-
sification, speech and facial recognition, image detection, and much more. It offers a robust and
automated approach to learn complicated systems through the development and training of a neural
network. The idea behind the neural network is that it mimics the neurological behavior of the visual
cortex. In other words, a neural network is formed from a set of interconnected neurons much like
the human brain, and the relationships between these neurons are used to extract (hidden) patterns
present in the data. The architecture of a deep learning algorithm has many layers and subsequently
many parameters to be trained. This requires training the neural network on a large set of data to
optimize its learnable weights and biases by minimizing some type of cost functional just like any
other type of optimization problem. Within each layer, the data is transformed in an attempt to
learn about its inherent characteristics and features.
In practice, ANNs have been applied to solve the EIT inverse problem, which can be found
in a few studies. In [45], the three-dimensional EIT inverse problem was solved with an ANN to
detect potential anomalies in breast tissue. Similarly, a particle swarm optimization trained the
ANN to solve the EIT inverse problem [37]. In [28], EIT images are reconstructed using radial
basis functions and artefacts are removed with U-nets for the ANN. The authors in [32] solved the
EIT inverse problem with both ANNs and CNNs in their preliminary study. It must be noted,
however, that there are some limitations to the ANNs for severely ill-posed problems, like EIT.
A deep learning approach is typically preferred since it is more adept at finding anomalies hidden
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within the data from the use of many hidden layers. Unlike the shallow approach of an artificial
neural network (ANN), deep or convolutional neural networks are a "deep" approach in that they
have many hidden layers (up to hundreds) compared to 2 or 3 hidden layers in ANNs.
In deep learning, there are convolutional neural networks (CNN) for solving forward prob-
lems and deep neural networks (DNN) for solving inverse problems. In terms of image analysis and
reconstruction, traditionally convolutional neural networks (CNN), also known as Convnets, have
been widely used. For a given training set, Convnets learn hierarchical features from an architec-
ture that has spatially shared weights and spatial pooling. These hierarchical features range from
low-order features, like lines or edges, to high-order and more abstract features, such as shapes and
objects. There are many layers to Convnets, which include convolutional, nonlinearity, pooling,
fully-connected, and decision layers. For the first layer, we begin with a convolutional filter of the
full image and then apply a nonlinear activation function, like a rectified linear unit (ReLU), for
modeling complex data. We call each output from a layer in the CNN a feature map. In the pool-
ing layer, the feature map is down sampled to detect or summarize features. There are two type
of pooling layers: average pooling and maximum pooling of the patches in the feature map. The
decision layer is the last layer in which the output of the network is responsible for the classification
decision. We refer the reader to [21] for more details on deep learning using ConvNets and DNNs.
We will summarize some of the papers that solve the EIT forward and inverse problem
using ConvNets and DNNs. In [34], the authors developed a novel DNN algorithm for EIT image
reconstruction using two layers: Stacked Autoencoder and Logistic Regression. In [24, 25], forward
reconstructions are convolved with the D-Bar method to obtain blurry EIT images that are post-
processed with CNNs. Guo and Jiang [22] construct two types of deep direct sampling methods from
CNNs and fully-connected neural networks. A novel DNN algorithm is proposed by [8] for solving
the forward and inverse models to partial differential equations, including the EIT. Fan and Ying [19]
propose a multi-scale neural network architecture using the BCR-Net that is compact, numerically
low rank, translation-invariant, and global to approximate the forward and inverse maps from the
two- and three-dimensional EIT problem. In [41], the authors recover EIT images by projecting the
EIT problem onto a compact and dense manifold and using generative models known as variational
autoencoders. Lastly, [3] presents Invertible Neural Networks to model the forward problem and
also implicitly learns the inverse model.
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Figure 4.1: Illustration of a 2D convolutional
layer. Two kernels K(l)1 and K
(l)
2 produce two fea-
ture maps in layer l from feature maps of layer
l − 1
4.1 Direct and Transposed Convolutional Layers
The deep neural network (DNN) algorithm presented in this thesis is composed of two-
dimensional transposed convolutional layers that are stored within an elementary block. First, we
define any direct convolutional layer l as an output layer of n(l) feature maps with an input layer l−1
of n(l−1) feature maps. The l − 1 convolutional layer is outputted from the previous convolutional
layer l − 2 and so on until convolutional layer l = 1 is reached. The first convolutional layer l = 1






2 , the jth























2 +1) is a kernel filter
that connects the kth feature map of layer l − 1 to the jth feature map of layer l.
Without padding, convolutions are computed at the borders or edges of the maps, which
makes the output maps smaller in size than the input maps, such that the rows n(l)1 are reduced to
a size of n(l−1)1 − 2h
(l)
1 and the columns n
(l)




2 . A transposed
convolutional layer is the inverse of direct convolutional layers. In other words, the kernel defines a
convolution, and it is the process of upsampling that works by swapping the forward and backward
passes of a convolution; see Figure 4.2. In short, these transposed convolutions allow upsampling of
the images while learning about their kernels. A subsampling scheme can also be performed before
applying the kernels using stride parameters to move up a fix number of horizontal pixels s(l)1 and
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vertical pixels s(l)2 .
Step 1 Step 2 Step 3
Step 4 Step 5 Step 6
Step 7 Step 8 Step 9
Figure 4.2: Transposed convolution of a 5×5 kernel over a 3×3 input image using 2×2 strides
4.2 Activation Layers, Batch Normalization and Fully Con-
nected Layers
Nonlinear activation layers are used to increase the effectiveness of the deep neural nets,
such as rectified linear unit (ReLU) functions, which do not cause gradients to vanish like the logistic
or hyperbolic tangent functions. Some ReLU functions that computationally perform well and help
the training process of the DNN are the SeLU, LeakyReLU, and ELU functions. The inputs of















We use a batch normalization layer (see [29]) for each neuron activation to individually
calculate the center and norm from the batch, such as the mean and variance, to avoid issues during
the training process. When the distribution of the values of neurons is changing, training a new
batch of examples can either slow down, alter the training process or effectively do both.
The function z(l)j below links the fully connected layers l and l − 1 for some weights w
(l)
i,k










k , where z
(l) = w(l)ỹ(l−1). (4.2)
If l and l− 1 are not fully connected layers, then n(l−1) feature maps are inputted into the lth layer






























where w(l)j,k,r,s is the weight connecting neuron at position (r, s) in the map k of layer l − 1 with
neuron j of layer l.
4.3 Minimization Problem for DNN






δ ), i ∈ [[1, . . . , LZ ]]]
}
as the ith pair of conductivity
image X(i)σ and corresponding vector of noisy voltages V
(i)
δ for some relative noise level δ, which
is abbreviated notation of
(
V ∂Ωδ
)(i). Let the neural network be a parameterized function Nθd of
weights and biases to be learned that are stored in the vector θd. We minimize the loss function L
to learn the optimal parameters of θ̂d in the neural network. For the inverse problem, the objective





















We use the backpropagation algorithm to find the vector θ̂d in (4.4). For a differentiable
loss function L, we train the neural network to find the θd that minimizes the gradient of L or its
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loss (1) over all of Z: I = [[1, . . . , LZ ]] as part of the gradient descent method;
(2) for every single example that is randomly chosen in Z as part of the stochastic gradient descent;
or,
(3) for a batch of examples of Z: I ⊂ [[1, . . . , LZ ]]]. One of the parameters from the training process,
the number of epochs, is the number of times we repeat this process.
4.4 Deep Learning for the Inverse Problem
For the inverse problem, the deep neural network involves randomly inputting each vector of
noisy voltages V (i)δ based on one of the methods (1), (2) or (3) from Section 4.3, and then outputting
the reconstructed conductivity images X(i)σ for i = 1, . . . , LZ . The process involves swapping the
forward and backward passes of the convolution, so we can recover an output of a greater dimension
from an input of smaller dimension. Initially, we pass the input through the dense linear layer
twice to upsample the vector, and then we pass it through the six parameterized elementary blocks
B(m; g), which contain m kernels in the transposed convolutional layer and the activation functions
g; see Figure 4.4. We used the exponential linear unit (ELU) activation functions and transposed
convolutional layers with m ∈ {256, 128, 64, 32} kernels of size 3 × 3. Each feature map is then
normalized in the batch normalization (BN) layer, and then this process is repeated until the output
has passed through all six of the elementary blocks.
For the deep network Ñθd with θ̂d, the objective is to optimize the set of parameters θd from
our training set Z for the inverse problem. The parameters θd are optimized in the differentiable loss
function L, which involves taking the L2 norm for the mean squared error over a batch I, regularized
gradient of the output using λ1, and regularized computed image using λ2:





















L(Ñθd , V ∂Ω). (4.6)
For the first regularization term in (4.5), the L2 norm of the gradient of the outputted
conductivity image penalizes sudden edges and discontinuities. For the second regularization term in
(4.5), the L2 norm enforces smoothness over the outputted conductivity image. For the regularization
hyperparameters, λ1 = 5 and λ2 = 0.1 are fixed by 5-fold cross validation. The Adam algorithm
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finds the optimal parameters for the loss function L using batches of size m = 256, an initial learning




































Figure 4.3: Architecture of the deep network for the inverse problem
The deep neural network for solving the inverse problem is illustrated in Figure 4.3. In
Table 4.1, we list the total of 2,440,120 trainable parameters, such as the algorithmic parameters
(e.g., learning rate), number of epochs, and batch size. As it can be seen, training and learning on
the set Z is computationally very expensive and requires many parameters to be learned. However,







Figure 4.4: For the deep network, B(m; g) is
composed of the transposed convolutional layer,
an activation layer using function g, and a batch
normalization layer (BN)
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# Trainable parameters 2,440,120
4.5 Batch Data Generation
In this section, we propose the algorithm used to construct the training set Z for a cir-
cular domain with nonoverlapping circular inclusions in Algorithm 1. The algorithm is written in
MATLAB R2018b, but the user can use any programming language. The first step entails creating
the conductivity images by defining the geometry of the domain Ω. Then, we create the set of
non-overlapping inclusions that are randomly placed within the domain. The number of inclusions
is Nc ∈ {1, 2, 3, 4}. For each inclusion, its conductivity differs from that of the domain Ω.
As discussed in Section 2.6, the next step involves generating the synthetic data from the
electrical conductivity distribution. The noiseless synthetic vector of surface potentials Uδ is then






δ ), i ∈ [[1, . . . , LZ ]]]
}
, there
are 10,000 sets of images and corresponding voltages from Algorithm 1, respectively. The training
set Z for the neural network Ñθd was designated as 80% for training and 20% for testing purposes.
The vector of noisy voltages Vδ ∈ RPcL×1 was saved as a vector in an ASCII-delimited text file, and
the electrical conductivity image Xσ was saved as a Portable Network Graphics (PNG) image files.
We uploaded this training set on the Cloud Online Database Service (ODS) My CoRe platform.
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4.5.1 Circular Domain
For the circular training set, we define a unit circle for the domain Ω with a radius R = 1
that is centered at the origin, (xc0, yc0) = (0, 0). The radius of each inclusion, rc,k = (rmaxR)rand+rp
for k ∈ 1, . . . , Nc, is uniformly varied using the built-in MATLAB function rand. The radius of each
inclusion must be at least rp% the radius of R so it is not too small that it is undetectable. It must
also be no more than rmax% the radius of R and extend past or too close to the boundary. For the





0 + (1− rp)R cos (θk)rand, yc0 + (1− rp)R sin (θk)rand) .
All of the inclusions must remain within some user-specified boundary, where rp = 0.05 and rmax =
0.50. Figure 4.5 showcases an example of five homogeneous circular inclusions within (1−rp)% = 95%
of the boundary as indicated by the white dashed lines.
Figure 4.5: Example of circular geometry
In Algorithm 1, we outline the pseudo code for the random creation of non-overlapping
circular inclusions. The radius of each inclusion, rc,k for k ∈ 1, . . . , Nc. In other words, rc ≤ rmax,
and its Euclidean distance dk =
√
(xck − xc0)2 + (yck − yc0)2 must reside within the specified boundary.
For multiple inclusions with Nc > 1, a set of non-overlapping or disjoint circles is created. The user
can then define the electrical conductivity distribution associated within the circular domain Ω and
for each inclusion. For the training set, we created a set of homogeneous inclusions.
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Algorithm 1 Random Circular Geometry Generation
1: procedure CircGeom(x0,y0,R,Nc, rp, rmax) . The inputs are described below
2: for k ← 1 to Nc do
3: rk = (rmaxR)rand + rp . Beginning of (∗)
4: xck = x
c
0 + (1− rp)R cos (θk)rand
5: yck = y
c
0 + (1− rp)R sin (θk)rand
6: dk =
√
(xck − xc0)2 + (yck − yc0)2
7: for i← 1 to k − 1 do
8: di =
√
(xck − xci )2 + (yck − yci )2
9: if di = 0 then . For case when there is an overlap between inclusions
10: di =∞
11: end if
12: end for . End of (∗)
13: while (1− rp)R ≤ (dk + rk) & di < 1.25(rk + ri) i = 1, . . . , k − 1 do







In this chapter, wavelets are introduced along with their application to regularizing the EIT
inverse problem. The localized representation of wavelets has garnered success in many fields, such
as image compression, image denoising, signal processing, and much more. The objective of this
chapter is to reduce the ill-posedness of the EIT inverse problem by projecting the model space to
the wavelet domain and recovering a set of wavelet coefficients.
5.1 Wavelets and Their Properites
Wavelets provide a localized representation of an unknown or known function, such as
a signal, image, or some type of dataset. A wavelet transform is the translation and scaling of
a function, such as a one-dimensional signal or two-dimensional image. Wavelets are a class of
continuous or discrete functions that are localized in both space and scale, or both time and frequency
for a time series. For a mother wavelet ψ : R 7→ R, the continuous wavelet transform of a one-
dimensional function f ∈ L2(R) can be written as























The scaled and translated mother wavelet is









where ||ψa,b|| = 1 for all (a, b) ∈ R2. Therefore,
Wf(a, b) = 〈f, ψa,b〉, (5.4)
|Wf(a, b)| ≤ ||f ||. (5.5)










The continuous wavelet transform must adhere to the admissibility and regularity condi-
tions. Essentially, the admissibility condition states that a function can be recovered after a wavelet
transform without a loss of information. In other words, for ψ ∈ L2(R), ||ψ|| = 1, and tψ ∈ L1(R)(R),











ψ(x) expixξ dx. (5.7)
The Fourier transform is denoted by ψ̂(·), and |ψ̂(ξ)|2|ξ=0 = 0 vanishes when ξ = 0 for a zero
frequency. This means that the average of ψ ∈ L2(R) in the time or space domain must be zero. For
some interval, the oscillation condition,
∫
ψ(x)dx = 0, represents the oscillation of the wavelet and
the damping that occurs outside of this interval. The oscillation condition is needed as a necessary
condition for wavelets to form an unconditional (stable) basis.
For the regularity condition, the wavelet transform locally analyzes the regularity of a func-
tion pointwise to impose smoothness. For example, the Haar wavelet is a discontinuous function
with zero vanishing moments, and it covers the entire L2(R) space by translating for different values
of b [17]. Let Mn define n vanishing moments of the wavelet ψ with n continuous and fast decaying
derivatives, such that ∫ ∞
−∞
tkψ(x)dx = 0 for 0 ≤ k < n. (5.8)
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If there exists a function f ∈ L2(R) that is more than n times differentiable at some point x, then it
can then be approximated by a nth degree polynomial and the wavelet transform of this polynomial
will either be zero or close to zero. In turn, the wavelet coefficients will be fast decaying for the
function f . The more vanishing moments n a wavelet ψ has the stronger its compression and the
better its regularity will be. There will also be more smoothing effects as well [17]. The regularity
condition is important because it states that the moment of the wavelet is zero. This means that the
wavelet will be able to account for the functional space with good localization and with less wavelet
coefficients needed.
5.2 Two-Dimensional Wavelet Transform
Depending on the wavelet transform, one can perform a discrete wavelet transform (DWT)
or a continuous wavelet transform (CWT). We focus our attention on implementing two-dimensional
DWT for a sparse representation of our conductivity images. We refer the reader to [35] for informa-
tion about multiresolution analysis and how the scaling function is translated at different resolutions
to cover the entire space L2(R).
In the following equations, we are closely following [12, 35]. For j levels of decomposition,
we begin by scaling and translating at different resolutions for the scaling function, φ(x, y), and the
wavelet function, ψ(x, y), along the horizontal H, vertical V , and diagonal D edges to produce the
set of basis functions:




2jx−m, 2jy − n
)
, (5.9)




2jx−m, 2jy − n
)
, i = {H,V,D}. (5.10)
The shifting is moved either m units in the horizontal direction or n units in the vertical direction
at each wavelet decomposition level j.
The horizontal, vertical, and diagonal wavelet functions are constructed as the product of
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the scaling and wavelet functions,
φ(x, y) = φ(x)φ(y), (5.11)
ψH(x, y) = ψ(x)φ(y), (5.12)
ψV (x, y) = φ(x)ψ(y), (5.13)
ψD(x, y) = ψ(x)ψ(y). (5.14)
The conductivity σ(x, y) is treated as a two-dimensional function, so that we can project
it onto the wavelet domain. This projection involves a two-dimensional wavelet decomposition by
taking the linear combination of the set of scaling and wavelet basis functions. For the basis of the
scaling function Wφ(j0,m, n), we compute its set of scaling basis functions as the linear combination










2 φ(2j0x−m, 2j0y − n). (5.15)
For the set of wavelet basis functions W iψ(j,m, n), we take linear combination of σ(x, y)
with the set of basis functions from the horizontal, vertical, and diagonal wavelet functions, ψi, i =
{H,V,D}:









2ψi(2jx−m, 2jy − n), i = {H,V,D} (5.16)
After wavelet decomposition, the conductivity σ(x, y) can be recovered as the linear combi-






















The wavelet transform can be performed using one of many different wavelet families, which
we will discuss the ones used in the next section. The properties of wavelet families vary from being
symmetrical, biorthogonal, orthogonal, oscillatory, support, and much more. We are particularly
interested in wavelet transforms that enforce sparsity, especially from the compact support, to impose
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in the EIT problem.
5.3 A Modified Gauss-Newton Method with Wavelets
In this chapter, we introduce an approach for regularizing the EIT inverse problem with
wavelets. We propose the wavelet-based modified Gauss-Newton method, also referred to as the
WGN, to regularize the extremely ill-posed EIT inverse problem. It is based on reformulating
the MIRGN method from Chapter 3.2. The WGN method works by projecting the conductivity
distribution onto the wavelet domain for dimensionality reduction and reformulation of the cost






‖F(cw)− U δ‖22 +
λ
2
‖W(cw − c∗w)‖22, (5.18)
where the prior model c∗w is set equal to the initial guess for cw and F(cw) is now a function of the
wavelet coefficients Fc based on 2D wavelet decomposition of σ(x, y); W is the regularization matrix
corresponding to the wavelet coefficient space. The cost functional (5.18) that is projected in the
wavelet domain is solved using the MIRGN method.
As a form of regularization, we are attempting to reduce the EIT inverse problem’s ill-
posedness by only retaining non-redundant and localized wavelet coefficients. Due to regularity
conditions, wavelet coefficients rapidly decay to zero, which means only some wavelet coefficients are
needed with the highest energy. Hence, this condition allows the EIT inverse problem to be solved
in a smaller dimensionality. For the WGN, we apply the MIRGN method to find the optimal set of
wavelet coefficients cw that minimize (5.18).







TF ′cK + λKW
TW)−1((F ′cK)
T (FcK − U δ) + λKWTW(cKw − c∗w)
)
. (5.19)
The MIRGN procedure outlined in Section 3.2 is followed using the reformulated cost func-
tional (5.18) and its minimal solution in (5.19). From (5.17), we can then perform wavelet recon-
struction of σ(x, y) using the set of wavelet coefficients cK+1w in (5.19).
To solve the EIT inverse problem with wavelets, we developed Algorithm 2 using MATLAB
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R2018b. This algorithm is referred to as the wavelet-based modified Gauss-Newton (WGN), and it
can be applied to any of the built-in wavelet families in the function wavedec2 for two-dimensional
wavelet decomposition. We perform wavelet decomposition of σ(x, y) to improve localization of
inhomogeneities in its distribution. The objective is to better detect the shape, size, location, and
conductivity of anomalies from using a set of wavelet coefficients and basis functions. The first step
is to create the Cartesian grid with 2nrc rows and columns for nrc = 7. We performed nw = 7 levels of
wavelet decomposition and retained only lc coefficients. For wavelet reconstruction, lw > lc from the
total of lw wavelet coefficients. The number of wavelet decomposition levels was selected based on the
tradeoff between the higher accuracy during wavelet reconstruction from retaining more information
and using fewer wavelet decomposition levels for faster performance. We investigated how the WGN
performed for the EIT inverse problem when we implemented different wavelet families:
• Haar
• Daubechies: DB4, DB8, and DB16;
The first discrete wavelet family, the Haar wavelets, are the simplest since the set of basis
functions or wavelets are formed by shifting and scaling a constant square function. The Haar wavelet
possesses poor regularity from its sharp changes, which means it has poor (frequency) localization.
The Haar wavelet can be thought of as the Daubechies extremal phase wavelets with N = 1 vanishing
moment over a compact support of [0, 1]. The Daubechies extremal phase wavelets with N vanishing
moments are widely used since they are form an orthonormal and compactly supported basis of
L2(R). They are based on some of the following criteria, such as localized resolution, regularity,
orthogonality of the wavelets, and the number of vanishing moments. They have a compact support
of [0, 2N − 1] over which they are nonzero in value. As the number of vanishing moments increases,
the Daubechies’ extremal phase wavelet will be imposing more smoothing effects. We include the
Daubechies’ extremal phase wavelets with 4, 8, and 16 vanishing moments to examine how increasing
the number of vanishing moments affects our image reconstructions.
In Figure 5.1, the scaling and wavelet functions are shown for the Haar wavelet and Daubechies’
extremal phase wavelets with 4, 8, and 16 vanishing moments.
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Figure 5.1: The scaling and wavelet functions of the Haar, DB4, DB8, and DB16.
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Algorithm 2 WGN Algorithm
1: procedure WavGN(p, e, t, nodes, σTrue, rect, nrc, σarea, nw, wtype, lc, Niter, ρ, δ,Uδ) . The inputs
are described below
2: pos(1,:) = linspace(rect(3),rect(4),2nrc)
3: pos(2,:) = linspace(rect(9),rect(7),2nrc)
4: σTxy = tri2grid(p,t,σTrue,pos(1,:),pos(2,:))
5: σguess = σarea× ones(nodes,1)
6: Finite element triangulation to Cartesian grid: σxy = tri2grid(p,t,σguess,pos(1,:),pos(2,:))
7: 2D wavelet decomposition with built-in function: ctrue = wavedec2(σTxy ,nw, wtype)
8: [cguess,S] = wavedec2(σguess, nw, wtype)
9: clen = length(cguessw )
10: cg = cguess(1 : lc) and ct = ctrue(1 : lc)
11: Run MIRGN method: .
12: Initialize i = 1
13: Convert wavelet coefficients to conductivity: σ(i) = c2sig(c(i)w ,S,wtype,pos,p,t)
14: For c(i) = zeros(1, clen), c(i)(1, 1 : lc) = c
(i)
w
15: 2D wavelet reconstruction with built-in function: s’ = waverec2(c(i), S,wtype)
16: Cartesian grid to finite element triangulation: σ(i) = pdeintrp(p,t,s∗) for s∗ = grid-
data(pos(1,:),pos(2,:),s’,p(1,:),p(2,:))
17: while i < Niter & ||F(σ(i))− Uδ||2 ≤
√
ρδ do
18: Calculate Jacobian for wavelets, F ′(i)c
19: Calculate step size αi and search direction si using Jacobian for wavelets, F ′(i)c
20: Update wavelet coefficients: c(i+1)w = c
(i)
w + αisi
21: σ(i+1) = c2sig(c(i+1)w ,S,wtype,pos,p,t)
22: Run CEM forward model to produce data F(σ(i+1)) using σ(i+1)
23: i = i+ 1
24: end while
25: end procedure
26: Inputs: finite element triangulation mesh - (p,e,t), size of finite element mesh - nodes, true
conductivity - σTrue, rectangular geometry - rect, background conductivity - σarea, wavelet





In this section, we present three synthetic examples to showcase the performance of the
WGN and four synthetic examples for the DNN. We trained our DNN by following Algorithm 1
to create multiple non-overlapping and homogeneous inclusions. For each synthetic example, we
simulated some known conductivity distribution σ with one to multiple anomalies. All of the WGN
examples have a background electrical conductivity of σ∗ = 0.0007 S/m with resistive inclusions that
have a conductivity of 1× 10−8 S/m. We assume that the prior conductivity is 0.0007 S/m for the
initial guess in the WGN. For all of the MIRGN examples, the background electrical conductivity
is σ∗ = 0.0001 S/m with resistive inclusions that have a conductivity of 75 S/m.
Next, we ran the conductivity σ using the CEM or PEM forward model to produce the
voltage data V ∂Ω. For the DNN, we only used the CEM forward model to produce the voltage
data. However, for the WGN, we used both the PEM and CEM to produce two sets of voltage
data. For our electrode configuration, we created Pc = 16 adjacent current patterns from L = 16
equally spaced electrodes that were placed along the boundary. The synthetic voltage data was then
contaminated with multiplicative noise from 1% to 10% for the WGN examples and additive noise
from 0.1% to 0.5%. We used smaller noise levels for additive noise since it takes the infinity norm




For the simulated data in the WGN examples, we used pointwise multiplicative Gaussian
noise ξ for some relative level of noise δ > 0:
Uδ = F(σ)(1 + δξ). (6.1)
In the following wavelet examples presented, the relative noise level δ ranged from 1% to 10%.
For the simulated data in the DNN examples, we used pointwise additive Gaussian noise ξ
for some relative level of noise δ > 0:
Uδ = F(σ)(1 + δ||F(σ)||∞ξ). (6.2)
In the following DNN examples presented, the relative noise level δ ranged from 0.1% to 0.5%.
The recovered conductivities are compared for the DNN σdnn, WGN σWGN , and MIRGN
σMIRGN . For the exact conductivity σ, the relative reconstruction error (RRE) is computed for the
`1 and `2 norms for some recovered conductivity σ̂:
RREi(σ̂ − σ) =
||σ̂ − σ||i
||σ||i
, i = 1, 2. (6.3)
The RRE1 enforces sparsity and captures discontinuities or jumps and the RRE2 enforces smooth-
ness between the true and recovered solutions. For the second criteria, we then examined the residual
error,
RE(σ̂) = ||F(σ̂)− U δ||2, i = 1, 2. (6.4)
6.2 Results from the WGN Method
In this section, we present results from the wavelet-based Gauss-Newton method using
three examples with single, double, and quadruple inclusions. We discretize σ(x, y) to a size of
2nrc with nrc = 7, and we use nw = 7 levels of wavelet decomposition and retain only lc = 86
wavelet coefficients for reconstruction. The true electrical conductivity solution was produced using
N = 11, 272 nodal elements and |T | = 22, 222 triangular elements. To avoid inverse crime, the inverse
problem is solved on a coarser finite element mesh with N = 724 nodal elements and |T | = 1, 366
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triangular elements. The first 86 wavelets coefficients were retained during inversion starting from
the coarsest approximation levels. There was a trade-off between having higher accuracy with more
wavelet coefficients and a slower computational time. The objective was to retain only the wavelet
coefficients necessary for high resolvability without reintroducing redundant information and slowing
down the WGN.
All of the computations were carried out in MATLAB R2018b with about 15 significant
decimal digits running on Clemson University’s Palmetto high-performance computing (HPC) re-
source using 15 core CPUs with 300GB of RAM for parallel computing of each example at 1%, 5%,
and 10% relative noise levels. We ran through a list of regularization parameters to find which one
optimized our reconstructions. Then, we ran all examples again with their respective regularization
parameters that minimized their relative reconstruction errors.
For the MIRGN and WGN, we set c = 4 for the iterative procedure as λk+1 = λkcc+k−1 for
updating the regularization parameter at iteration k. The initial regularization parameter varied
depending on the example and relative noise level. We refer the reader to Tables 6.1, 6.4, and 6.7 for
the initial regularization parameters of each example. For the line search procedure, the maximum
number of inner iterations in the backtracking strategy is set to 16 with an initial step length of 0.01
and a minimum step length of 2× 10−7.
6.2.1 Example 1: Single Circular Inclusion
In the first example, we present a resistive circular inclusion with a radius of 0.2 meters and
an electrical conductivity of 1 × 10−8 S/m in Figure 6.1. The recovered solutions from the WGN,
σWGN, are shown in Figures 6.2-6.5. The recovered solutions from the MIRGN, σMIRGN, are shown
in Figure 6.6. The initial regularization parameter λ0 for each case is provided in Table 6.1.
For computational time, it takes about 15 minutes to run the WGN compared to an average
of 45 minutes for MIRGN. The relative reconstruction errors, RRE1 and RRE2, and the residual
error RE are provided below in Table 6.2 for the WGN and Table 6.3 for the MIRGN.
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Initial Regularization Parameter, λ0
Noise
PEM CEM
MIRGN Haar DB4 DB8 DB16 MIRGN Haar DB4 DB8 DB16
1 % 0.0005 0.00005 0.00005 0.00005 0.00005 0.00005 0.0001 0.0001 0.0001 0.00005
5 % 0.0005 0.005 0.001 0.0005 0.005 0.005 0.0001 0.0001 0.0001 0.00005
10 % 0.0005 0.0001 0.0005 0.005 0.0005 0.005 0.0001 0.0001 0.0001 0.00005
Table 6.1: Initial λ0 from Ex. 1 for the PEM and CEM using the WGN and MIRGN











































Figure 6.6: Recovered solutions from the MIRGN for the PEM in the first row and CEM in the




RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.1635 0.2108 0.1841 0.1817 0.2103 0.4210
5 % 0.2038 0.2445 0.7236 0.1944 0.2237 1.4987
10 % 0.2082 0.2456 1.2882 0.2337 0.2629 2.6534
Noise DB4
RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.1733 0.2140 0.1778 0.1676 0.1927 0.3762
5 % 0.1909 0.2226 0.7123 0.1808 0.2094 1.2895
10 % 0.1847 0.2232 1.3063 0.2345 0.2661 2.3924
Noise DB8
RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.1763 0.2170 0.1434 0.1675 0.1974 0.2652
5 % 0.1922 0.2313 0.7138 0.1981 0.2304 1.4601
10 % 0.2122 0.2513 1.4329 0.2358 0.2744 2.6134
Noise DB16
RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.1692 0.2123 0.1945 0.1673 0.2013 0.2541
5 % 0.1790 0.2257 0.7230 0.2267 0.2657 1.1947
10 % 0.2194 0.2511 1.2038 0.2777 0.3103 2.4715
Table 6.2: Reconstruction errors from Ex. 1 for the WGN
Noise PEM CEMIter. RRE1 RRE2 RE Time (min) Iter. RRE1 RRE2 RE Time (min)
1 % 8 0.1787 0.2259 0.1535 25 15 0.1892 0.2187 2.7213 58
5 % 15 0.2008 0.2408 0.7121 53 15 0.2462 0.2949 2.6297 34
10 % 11 0.2116 0.2578 1.6007 34 15 0.2512 0.2844 4.0413 43
Table 6.3: Reconstruction errors from Ex. 1 for the MIRGN
6.2.2 Example 2: Double Rectangular Inclusions
In the second example, we present two resistive rectangular inclusions with an electrical
conductivity of 1 × 10−8 S/m in Figure 6.7. The recovered solutions from the WGN, σWGN, are
shown in Figures 6.8-6.11. The recovered solutions from the MIRGN, σMIRGN, are shown in Figure
6.12. The initial regularization parameters λ0 are provided in Table 6.4. The computational time of
each case is about 28 minutes for the WGN compared to an average of 52 minutes for the MIRGN.
The relative reconstruction errors, RRE1 and RRE2, and the residual error RE are provided below
in Table 6.5 for the WGN and Table 6.6 for the MIRGN.
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Initial Regularization Parameter, λ0
Noise
PEM CEM
MIRGN Haar DB4 DB8 DB16 MIRGN Haar DB4 DB8 DB16
1 % 0.005 0.00005 0.0001 0.0001 0.00005 0.001 0.00001 0.00001 0.0001 0.00005
5 % 0.005 0.0001 0.0001 0.0001 0.00005 0.001 0.00001 0.00001 0.0005 0.0005
10 % 0.005 0.00005 0.00005 0.001 0.001 0.005 0.00001 0.00005 0.001 0.001
Table 6.4: Initial λ0 from Ex. 2 for the PEM and CEM using the WGN and MIRGN











































Figure 6.12: Recovered solutions from the MIRGN for the PEM in the first row and CEM in the




RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.3878 0.3978 1.7449 0.2399 0.2962 1.0984
5 % 0.4057 0.4195 2.0804 0.2690 0.3010 6.9514
10 % 0.4219 0.4278 3.1155 0.2681 0.3051 3.4923
Noise DB4
RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.3372 0.3439 1.7241 0.2661 0.2924 2.4487
5 % 0.3465 0.3523 1.9395 0.2754 0.2987 2.8726
10 % 0.3499 0.3576 2.8597 0.3197 0.3388 3.9032
Noise DB8
RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.3837 0.3818 1.7383 0.3676 0.3835 3.9253
5 % 0.4077 0.4099 2.0521 0.3812 0.4023 4.7759
10 % 0.4235 0.4247 3.1363 0.3853 0.4068 5.6189
Noise DB16
RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.3355 0.3536 1.7370 0.3546 0.3860 3.9494
5 % 0.3962 0.4047 2.2463 0.3831 0.3912 9.9528
10 % 0.4269 0.4272 3.1039 0.3907 0.4103 5.7235
Table 6.5: Reconstruction errors from Ex. 2 for the WGN
Noise PEM CEMIter. RRE1 RRE2 RE Time (min) Iter. RRE1 RRE2 RE Time (min)
1 % 15 0.3997 0.4167 1.7452 44 15 0.3585 0.3929 3.9210 60
5 % 15 0.4217 0.4380 2.0616 43 15 0.3609 0.3973 4.3261 57
10 % 14 0.4215 0.4380 3.1155 39 15 0.3967 0.4273 5.5803 55
Table 6.6: Reconstruction errors from Ex. 2 for the MIRGN
6.2.3 Example 3: Six Circular Inclusions
In the third example, we present six resistive circular inclusions in Figure 6.13. The circular
inclusions have a radius of 0.015 meters and an electrical conductivity of 1×10−8 S/m. The recovered
solutions from the WGN, σWGN, are shown in Figures 6.14-6.17. The recovered solutions from the
MIRGN, σMIRGN, are shown in Figure 6.18. The computational time is about 19 minutes for running
the WGN compared to an average of 58 minutes for running the MIRGN.The initial regularization
parameters λ0 are provided in Table 6.7. The reconstruction errors RRE1, RRE2, and residual
errors RE are provided below in Tables 6.8 for the WGN and 6.9 for the MIRGN.
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Initial Regularization Parameter, λ0
Noise
PEM CEM
MIRGN Haar DB4 DB8 DB16 MIRGN Haar DB4 DB8 DB16
1 % 0.005 0.0005 0.00005 0.00005 0.0001 0.0001 0.00001 0.0001 0.0001 0.0001
5 % 0.005 0.0001 0.00005 0.00005 0.005 0.0005 0.0005 0.0001 0.0001 0.0005
10 % 0.005 0.0001 0.005 0.005 0.005 0.005 0.00001 0.0001 0.001 0.005
Table 6.7: Initial λ0 from Ex. 3 for the PEM and CEM using the WGN and MIRGN











































Figure 6.18: Recovered solutions from the MIRGN for the PEM in the first row and CEM in the




RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.1485 0.1954 0.2973 0.1740 0.2142 0.2354
5 % 0.1528 0.2059 0.6210 0.1778 0.2158 3.3530
10 % 0.1558 0.2097 1.1710 0.2539 0.3287 2.0633
Noise DB4
RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.1471 0.1974 0.3347 0.1724 0.2101 0.2662
5 % 0.1640 0.2168 0.9138 0.1726 0.2234 1.3418
10 % 0.1648 0.2158 1.3189 0.2539 0.3287 2.0633
Noise DB8
RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.1444 0.1940 0.3187 0.1544 0.1939 0.2618
5 % 0.1540 0.2075 0.8358 0.1910 0.2383 1.2242
10 % 0.1656 0.2147 1.2496 0.1831 0.2368 4.4092
Noise DB16
RRE1 RRE2 RE RRE1 RRE2 RE
1 % 0.1586 0.2080 0.3302 0.1770 0.2163 0.2039
5 % 0.1597 0.2160 0.7645 0.1729 0.2194 3.1644
10 % 0.1636 0.2217 1.3920 0.1681 0.2257 3.2200
Table 6.8: Reconstruction errors from Ex. 3 for the WGN
Noise PEM CEMIter. RRE1 RRE2 RE Time (min) Iter. RRE1 RRE2 RE Time (min)
1 % 15 0.1484 0.2031 0.3198 32 15 0.1490 0.1906 2.8482 59
5 % 7 0.1546 0.2135 0.6611 13 12 0.1702 0.2215 3.3530 46
10 % 6 0.1610 0.2227 1.2303 14 15 0.1789 0.2395 4.0538 50
Table 6.9: Reconstruction errors from Ex. 3 for the MIRGN
6.3 Results from the Deep Neural Network
In this section, we present results from the deep learning algorithm developed for the EIT
inverse problem. For illustration, we selected four examples with single, double, triple and quadruple
inclusions to highlight the performance of the DNN. We solved the forward problem using the CEM
and trained the DNN on noiseless voltage data. For the CEM forward solution, the true electrical
conductivity solution was produced using N = 8856 nodal elements or |T | = 17454 triangular
elements. To avoid inverse crime, the inverse problem was solved on a coarser finite element mesh
of N = 559 nodal elements and |T | = 1052 triangular elements.
The voltage data from the true solution was then corrupted with 0.1% and 0.5% additive
Gaussian noise. All of the MIRGN computations were carried out in MATLAB R2018b with about
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15 significant decimal digits running on Clemson University’s Palmetto high-performance computing
(HPC) resource for parallel computing for each example. Initially, we ran through a list of regular-
ization parameters to find which one optimizes the image reconstructions. Then, we ran all of the
examples with the regularization parameters that minimize their relative reconstruction errors.
For the MIRGN, we set c = 4 for λkcc+k−1 at iteration k and various starting points for λ0
depending on the example and relative noise level. For the line search procedure, the maximum
number of inner iterations in the backtracking strategy is set to 16 with an initial step length of
0.01 and a minimum step length of 2 × 10−7. The initial regularization parameters along with the
number of iterations until convergence are provided in each example.
6.3.1 Example 1: Single inclusion
In this example, we have a single large circular inclusion with an electrical conductivity of
75 S/m in Figure 6.19(a). The DNN recovered solutions σdnn are shown in Figures 6.19(b) and
6.20(a) & (c). In Figure 6.19(b), the DNN image is recovered using noiseless data. It has relative
reconstruction errors of RRE1 = 0.1341 and RRE2 = 0.1197. The MIRGN method started with an
initial λ = 8, and the recovered solutions σMIRGN after 25 iterations are shown in Figures 6.20(b) &
(d). The recovered solutions at a noise level of 0.1% and 0.5% did not have a significant effect on
the MIRGN method’s reconstruction errors compared to the DNN trained with noiseless data. The
relative reconstruction errors RRE1 and RRE2 of the recovered solutions from the DNN algorithm
and MIRGN method are provided below in Table 6.10.
RRE1 RRE2
Noise DNN MIRGN DNN MIRGN
0.1% 0.1916 0.2272 0.1380 0.2289
0.5% 0.2584 0.2272 0.2121 0.2289
Table 6.10: Relative reconstruction errors for a single inclusion
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(a) (b)
Figure 6.19: (a) True electrical conductivity of a single inclusion, and (b) the recovered conductivity






Figure 6.20: Single inclusion with (a)-(b) 0.1% Gaussian noise and (c)-(d) 0.5% Gaussian noise.
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6.3.2 Example 2: Double inclusions
In this example, we have double inclusions with an electrical conductivity of 75 S/m in each
inclusion with one smaller inclusion on the left and a large inclusion on the right in Figure 6.21(a).
The DNN recovered solutions σdnn are in Figures 6.21(b) and 6.22(a) & (c). In Figure 6.21(b), the
DNN image is recovered using noiseless data. It has relative reconstruction errors of RRE1 = 0.1843
and RRE2 = 0.1369. The MIRGN method started with an initial λ = 60, 000, and the recovered
solutions σMIRGN after 25 iterations are shown in Figures 6.22(b) & (d). The relative reconstruction
errors RRE1 and RRE2 of the recovered solutions from the DNN algorithm and MIRGN method
are provided below in Table 6.11.
RRE1 RRE2
Noise DNN MIRGN DNN MIRGN
0.1% 0.2048 0.2794 0.1457 0.3042
0.5% 0.3324 0.2794 0.2570 0.3042
Table 6.11: Relative reconstruction errors for double inclusions
(a) (b)
Figure 6.21: (a) True electrical conductivity of double inclusions, and (b) the recovered conductivity







Figure 6.22: Double inclusions with (a)-(b) 0.1% Gaussian noise and (c)-(d) 0.5% Gaussian noise.
6.3.3 Example 3: Triple inclusions
In this example, we have triple inclusions with an electrical conductivity of 75 S/m for each
inclusion of nearly uniform size in Figure 6.23(a). The DNN recovered solutions σdnn are in Figures
6.23(b) and 6.24(a) & (c). In Figure 6.23(b), the DNN image is recovered using noiseless data. It has
relative reconstruction errors of RRE1 = 0.1883 and RRE2 = 0.1483. The MIRGN method started
with an initial λ = 0.6, and the recovered solutions σMIRGN after 25 iterations are shown in Figures
6.24(b) & (d). The relative reconstruction errors RRE1 and RRE2 of the recovered solutions from
the DNN algorithm and MIRGN method are provided below in Table 6.12.
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RRE1 RRE2
Noise DNN MIRGN DNN MIRGN
0.1% 0.1797 0.4028 0.1278 0.4154
0.5% 0.3178 0.4028 0.2519 0.4354
Table 6.12: Relative reconstruction errors for triple inclusions
(a) (b)
Figure 6.23: (a) True electrical conductivity of triple inclusions, and (b) the recovered conductivity







Figure 6.24: Triple inclusions with (a)-(b) 0.1% Gaussian noise and (c)-(d) 0.5% Gaussian noise.
6.3.4 Example 4: Quadruple inclusions
In this example, we have quadruple inclusions with an electrical conductivity of 75 S/m
for each inclusion in Figure 6.25(a). The DNN recovered solutions σdnn are in Figures 6.25(b) and
6.26(a) & (c). In Figure 6.25(b), the DNN image is recovered using noiseless data. It has relative
reconstruction errors of RRE1 = 0.1805 and RRE2 = 0.1279. The MIRGN method started with an
initial λ = 0.05, and the recovered solutions σMIRGN after 25 iterations are shown in Figures 6.26(b)
& (d). The relative reconstruction errors RRE1 and RRE2 of the recovered solutions from the DNN
algorithm and MIRGN method are provided below in Table 6.13.
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RRE1 RRE2
Noise DNN MIRGN DNN MIRGN
0.1% 0.1926 0.1393 0.1393 0.4354
0.5% 0.2699 0.4203 0.2103 0.4354
Table 6.13: Relative reconstruction errors for quadruple inclusions
(a) (b)
Figure 6.25: (a) True electrical conductivity of quadruple inclusions, and (b) the recovered conduc-











In this thesis, we introduced two methods for improving solutions to the electrical impedance
tomography inverse problem. Regularization was imposed using the wavelet-based modified Gauss-
Newton method, and it showed promise in recovering anomalies at different locations. We used both
the PEM and CEM forward models to see how they would perform in the WGN. There was a mix
performance of the PEM and CEM. This was a perplexing finding. Further investigation indicates
that it is most likely a result of the CEM’s sensitivity to the choice of the perturbation of the wavelet
coefficients, effective contact impedance, and regularization parameter. The choice of the contact
impedance constant strongly affects the recovered images since a highly resistive layer is forming at
the location of the electrodes in the CEM reconstructions, which is not accounted for in the PEM.
Since we are using synthetic data, we concluded that the CEM’s averaging of the voltage over the
surface area of the electrodes could have affected some of the results.
In terms of wavelet families, the Haar wavelets performed best when there were edges or
sharp changes in the image. For circular anomalies, the Daubechies extremal phase wavelets with 16
vanishing moments nicely captured the smooth shape of the circular inclusions. From our findings,
it is important to use wavelets with fewer vanishing moments when there are anomalies with many
edges. When the anomalies are expected to have smooth surfaces, wavelets with more vanishing
moments should be used. The wavelets even performed well when the inclusion(s) were far away
from the boundary where the data is retrieved. Typically, scenarios where the anomalies are farther
inside the object, close together, or the anomalies are small in size are difficult for iterative methods
to reconstruct, like MIRGN. We hope that we can overcome these limitations of iterative methods
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with further development of the WGN.
During reconstruction, there were only 86 wavelet coefficients used from the coarsest ap-
proximation levels compared to 724 finite element nodes. As to be expected, the MIRGN takes a
longer time to converge while the WGN offers a faster and computationally more efficient approach.
However, a downside to the WGN is that it is even more sensitive to the choice of regularization
than the MIRGN and wasn’t as robust to noise. In future studies, we would like to investigate
modifying the number of wavelet coefficients as the relative noise level increases even if this comes
at the computational expense of the algorithm.
Similarly, the DNN is extremely sensitive to noise. We trained the DNN with noiseless data
for our preliminary study. Then, we provided noisy data sets with 0.1% and 0.5% additive Gaussian
noise to see how the DNN would perform. If the DNN is trained without noisy data, it is not robust
to noise. When we used 0.5% noise, the recovered DNN images performed poorly compared to the
case when we use 0.1% in the data. When the data was noiseless, the recovered DNN images look
excellent. There is little difference between the true conductivity images and the recovered DNN
images in the four examples. For future studies, we intend to train our DNN with noisy data using
inclusions that have mixed conductivity. The reason we trained the DNN on noiseless data is to see
how it would perform without the added difficulty of noise.
A general observation about the recovered DNN and WGN solutions are as follows. As the
number of inclusions and their distance from the electrodes increased, the relative reconstruction
errors increased consequently. In addition, it is more difficult to recover smaller inclusions whereas
larger inclusions are easier to resolve from the boundary data. Hence, a large inclusion closer to
the boundary is more likely to result in higher resolution images compared to multiple and small
inclusions far away from the boundary. Consequently, these cases reduced the resolvability of the
recovered images.
In this thesis, we have presented the preliminary phase of the WGN and DNN for solving
the EIT inverse problem. For future studies, we will investigate how the WGN and DNN perform
when we have inclusions with mixed conductivities. All of the examples shown have inclusions with
homogeneous resistive or homogeneous conductive targets. There is great difficulty in recovering
images with mixed conductive targets, so this will be our next step. Overall, both the WGN and
DNN show promise for solving the EIT inverse problem by addressing issues with ill-posedness and
capturing localized features in the conductivity distribution.To conclude, we plan to address all of
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the issues we discovered with the WGN and DNN by further developing both of the algorithms.
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