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a b s t r a c t
To improve the prediction accuracy of complex multivariate chaotic time series, a novel
scheme formed on the basis of multivariate local polynomial fitting with the optimal
kernel function is proposed. According to Takens Theorem, a chaotic time series is
reconstructed into vector data, multivariate local polynomial regression is used to fit the
predicted complex chaotic system, then the regression model parameters with the least
squaresmethod based on embedding dimensions are estimated,and the prediction value is
calculated. To evaluate the results, the proposed multivariate chaotic time series predictor
based onmultivariate local polynomialmodel is comparedwith a univariate predictorwith
the same numerical data. The simulation results obtained by the Lorenz system show that
the prediction mean squares error of the multivariate predictor is much smaller than the
univariate one, and is much better than the existing three methods. Even if the last half of
the training data are used in the multivariate predictor, the prediction mean squares error
is smaller than that of the univariate predictor.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In many theoretical and practical problems, complex chaotic systems exist everywhere. With the rapid development
of chaos theory and applications to signal processing, communications, control, social economics and bio-informatics,
modeling and prediction of chaotic systems have attracted increasing interest from the research society in recent years [1,2].
Chaotic time series prediction poses a significant challenge for the time series analyst, since the structure in strange
attractors tends to be very intricate and nonuniform. Although frequently referred to as unpredictable deterministic
behavior, chaotic systems can in fact be forecast over limited time scales. In many situations, it is hard to build up an
exact analytic model for complex systems (such as the stock market and the electric load) because their constructions are
very intricate and the information available is incomplete and inaccurate. Complex systems are usually analyzed by time
series observed or measured from the systems. Many prediction methods have been investigated in the last decades [3–5],
but how to improve its effectiveness and accuracy of complex systems including the chaotic, hydrological, biological,
physiological, and economical systems, is still a problem to be researched. A novel multivariate predictor with multivariate
local polynomial fitting (M-MLP) [6], which combines the advantages of traditional local, weighted, multivariate prediction
methods, is proposed. Simulation results show that the proposed method has lower mean squares error compared with the
univariate predictor based on univariate local polynomial regression (U-MLP) and most of the traditional ones (such as the
local mean prediction, local linear prediction, and BP neural networks prediction).
The paper is organized as follows. In Section 2, phase space reconstruction is introduced. In Section 3, the multivariate
local polynomial estimator is used to get a multivariate chaotic time series predictor. The selection of the time delay, the
embedding dimension, the order of multivariate local polynomial function, the kernel function, and the bandwidth are
described in Section 4. Simulations and discussions are given in Section 5. Conclusions are drawn in Section 6.
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2. Phase space reconstruction model
Suppose that we have anM-dimensional time series {xn}Nn=1 = {x1,n, x2,n, . . . , xM,n}Nn=1. As in the case of univariate time
series (whenM = 1), the phase space reconstruction can be described by
Vn = {x1,n, x1,n−τ1 , . . . , x1,n−(m1−1)τ1; x2,n, x2,n−τ2 , . . . , x2,n−(m2−1)τ2; · · · ; xM,n, xM,n−τM , . . . , xM,n−(mM−1)τM } (1)
n = J0, J0 + 1, . . . ,N; J0 = max1≤i≤M{(mi − 1)τi + 1},
where τi,mi(i = 1, 2, . . . ,M) are the time delays and the embedding dimensions, respectively. Following Takens’s delay
embedding Theorem, ifm =∑Mi=1mi or eachmi is large enough, there exists anM-dimensional continued vector mapping
f : Rm → Rm, such that
Vn+1 = f (Vn), (2)
or, there exists anM-dimensional continued function fi: Rm → R, such that
xi,n+1 = fi(Vn) i = 1, 2, . . . ,M. (3)
Thus the evolution from Vn to xi,n+1 reflects the motion of the original unknown dynamics. This means that the
geometrical characteristics of the strange attractor in the reconstructed space are equivalent to the original state space.
So any differential or topological invariant quantities computed for the the reconstructed strange attractor are identical to
those in the original state space. The selection of the time delays τi and the embedding dimensions mi will be discussed in
Section 4.
3. Multivariate chaotic time series predictor with local polynomial fitting
Multivariate local polynomial fitting is an attractive method both from a theoretical and a practical point of view. The
multivariate local polynomialmethod has a smallmean squares error comparedwith theNadaraya–Watson estimatorwhich
leads to an undesirable form of the bias and the Gasser–Muller estimator which has to pay a price in variance when dealing
with a random design model. Multivariate local polynomial fitting also has other advantages. The method adapts to various
types of design such as random and fixed designs, highly clustered and nearly uniform designs. Furthermore, there is an
absence of boundary effects: the bias at the boundary stays automatically of the same order as the interior, without the use
of specific boundary kernels. The local polynomial approximation approach is appealing on general scientific grounds: the
least squares principle to be applied opens the way to a wealth of statistical knowledge and thus easy generalizations. In
this Section, we briefly outline the idea of the extension of multivariate local polynomial fitting to multivariate chaotic time
series forecasting.
3.1. Multivariate kernel function
To localize data in m-dimensions, we need a multivariate kernel function. Generally speaking, a multivariate kernel
function refers to am-variate function satisfying∫ +∞
−∞
· · ·
∫ +∞
−∞
K(x)dx = 1. (4)
Here and hereafter, we use
∫
to indicate multivariate integration over them-dimensional Euclidean space.
There are two commonmethods for constructing multivariate kernel functions. For a univariate kernel k(x), the product
kernel is given by
K(x) =
m∏
i=1
k(xi), (5)
and the spherically symmetric kernel is defined as
K(x) = cK ,mK(‖x‖), (6)
where cK ,m = {
∫
K(‖x‖)dx}−1 is a normalization constant and ‖x‖ = (x21 + x22 + · · · + x2m)−1/2. Popular choices of K(x)
include the standardm-variate normal density
K(x) = (2pi)−m/2exp(−‖x‖2/2), (7)
and the spherical Epanechnikov kernel
K(x) = {d(d+ 2)Γ (m/2)/(4pim/2)}(1− ‖x‖2)+. (8)
The latter is the optimal kernel, according to Fan et al. [7].
The localization in multivariate nonparametric regression is frequently carried out by kernel weighting. Let H be a
symmetric positive-definite matrix called a bandwidth matrix. The localization scheme at a point x assigns the weight
KH(Xi − x), with KH(x) = |H|−1K(H−1x), (9)
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where |H| is the determinant of thematrixH . The bandwidthmatrix is introduced to accommodate the dependent structure
in the independent variables. For practical problems, the bandwidth matrix H is taken to be a diagonal matrix. The different
independent variables will be accommodated into different scales. For simplification, the bandwidthmatrix is designed into
H = hIm (Im denoting the identity matrix of orderm).
3.2. Multivariate predictor with local polynomial fitting
Suppose that the state vector at time T is VT . Time p later than T on attractor is fitted by the function
xi,T+p = fi(VT ). (10)
Our purpose is to obtain the estimation xˆi,T+p = fˆi(VT ) of function fi. This paper, we use the dth order multivariate local
polynomial fi(V ) to predict the value of the fixed point VT . The polynomial function can be described as
fi(V ) ≈
∑
0≤|j|≤d
1
j!D
(j)fi(VT )(V − VT )j =
∑
0≤|j|≤d
bj(VT )(V − VT )j, (11)
where
j = (j1, j2, . . . , jm), j! = j1!j2! · · · jm!, |j| =
m∑
l=1
jl, (12)
∑
0≤|j|≤d
=
d∑
|j|=0
 |j|∑
j1=0
|j|∑
j2=0
· · ·
|j|∑
jm=0

|j|=j1+j2+···+jm
, V j = vj11 vj22 · · · vjmm , (13)
D(j)fi(VT ) = ∂
|j|fi(V )
∂v
j1
1 ∂v
j2
2 · · · ∂vjmm
∣∣∣∣∣
V=VT
, bj(VT ) =
1
j!D
(j)fi(VT ). (14)
In the multivariate prediction method, the change of VT with time on the attractor is assumed to be the same as those of
nearby points, VTa(a = 1, 2, . . . , A), according to the distance order. Using A pairs of (VTa , xi,Ta+p), for which the values are
already known, the coefficients of fi are determined by minimizing
A∑
a=1
xi,Ta+p − ∑
0≤|j|≤d
bj(VT )(VTa − VT )j
2 · KH(VTa − VT ). (15)
For the weighted least squares problem, a matrix form can be described by
W 1/2 · Y = W 1/2 · X · B+ ε, (16)
where
Y = (yi,T1+p, yi,T2+p, . . . , yi,TA+p)T , yi,Ta+p = xi,Ta+p, (17)
B = (b0(VT ), b1(VT ), . . . , bd(VT ))T , (18)
W = diag{KH(VT1 − VT ), KH(VT2 − VT ), . . . , KH(VTA − VT )}, (19)
and X is the A× S (S = ∑
0≤|j|≤d
|j|
j! ),
X =

1 (VT1 − VT )1 · · · (VT1 − VT )d
1 (VT2 − VT )1 · · · (VT2 − VT )d
...
...
. . .
...
1 (VTA − VT )1 · · · (VTA − VT )d
 . (20)
We then have the least squares solution with multivariate local polynomial fitting.
Bˆ = (W 1/2X)ĎY , (21)
where (Ď) denotes pseudo-inverse, or, when XTWX is inverse, the estimation can be written by
Bˆ = (XTWX)−1XTWY , (22)
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then, we can get the estimation xˆi,T+p = fˆi(VT ),
xˆi,T+p = fˆi(VT ) = E1(XTWX)−1XTWY , (23)
where E1 = (1, 0, 0, . . . , 0)1×S .
Computing the Bˆwill suffer from large computational cost. We can use the recursive least squares method to reduce the
computation complexity, and it is very powerful especially in the real time prediction problems. There are several important
issues about the bandwidth, the order of multivariate local polynomial function and the kernel function which have to be
discussed. These three problems will be presented in Section 4.
3.3. Forecasting error
Give an M-dimensional complex time series {xn}Nn=1 = {x1,n, x2,n, . . . , xM,n}Nn=1, divide N into two parts T and L. The
former T data are used to construct a model and estimate the coefficients, which are called the trained sets, the latter L
data are used to make forecasting, which are called prediction sets. Make the prediction of xi,T+p be xˆi,T+p. This prediction is
defined as p-step prediction. For the purpose of simplification, we only predict the first variable.
Furthermore, in order to evaluate the prediction accuracy and effectiveness, we apply the following indices, namely the
mean squared prediction error (MSE)
eMSE = 1L
L∑
l=1
(xi,T+l − xˆi,T+l)2. (24)
and the absolute error
ei(n) = xi,n − xˆi,n. (25)
4. Parameters selections
We calculate the time delays τi with the mutual information method [8] separately for each univariate time series
{xi,n}Nn=1, i = 1, 2, . . . ,M . The mutual information method is based on linear statistics, not taking into account nonlinear
dynamical correlations. Therefore, it is advocated that one look for the first minimum of the time delayed mutual
information. In words, this is the information we already possess about the of {x(t + τ)} if we known {x(t)}. Denote by
pi the probability that the signal assumes a value is inside the ith bin of the histogram, and let pij(τ ) be the joint probability
that x(t) is in bin i and x(t + τ) is in bin j. Then the mutual information for time delay τ reads
I(τ ) =
∑
i,j
pij(τ ) ln pij(τ )− 2
∑
i
pi ln pi. (26)
The first minimum of I(τ )marks the time delay.
There are many the embedding dimensions algorithms [9,10]. In univariate time series {xi,n}Nn=1, i = 1, 2, . . . ,M , a
popular method that is used for finding the embedding dimensions mi is the so-called false nearest-neighbor method [11,
12]. Here we apply this method to the multivariate case.
For each Vn we find its nearest neighbor VF(n), i.e.
‖VF(n) − Vn‖(m1,...,mi,...,mM ) = minj=J0,...,N,j6=n‖Vj − Vn‖. (27)
When the some dimension is increased from mi to mi + 1, the distance between VF(n) and Vn becomes ‖VF(n) −
Vn‖(m1,...,mi+1,...,mM ). If ‖VF(n) − Vn‖(m1,...,mi+1,...,mM ) is greatly larger than ‖VF(n) − Vn‖(m1,...,mi,···,mM ), this may be the result
of non-near points in a high dimensional attractor becoming near points in a lower dimensional space. So the point VF(n) is
called as a false neighbor. In other words, if
‖VF(n) − Vn‖(m1,...,mi+1,...,mM ) − ‖VF(n) − Vn‖(m1,...,mi,...,mM )
‖VF(n) − Vn‖(m1,...,mi,...,mM )
≥ RT , (28)
where VF(n) is the false nearest neighbor of Vn, RT is a threshold and its value is determined by the practical situations.
For the researched chaotic time series, we start at mj = 1, j = 1, 2, . . . ,M and increase some mi by one every time.
When false nearest neighbors are very few or no longer decrease with mi increasing, thus the optimum dimensions
(m1, . . . ,mi, . . . ,mM) are obtained.
For themultivariate local polynomial predictor, there are three important problemswhich have a significant influence on
the prediction accuracy and computational complexity. First of all, there is the choice of the bandwidth matrix, which plays
a rather crucial role. The bandwidth matrix H is taken to be a diagonal matrix. For simplification, the bandwidth matrix is
designed intoH = hIm. So themost important thing is to find the bandwidth h. A too big bandwidth under-parameterizes the
regression function, causing a large modeling bias, while a too small bandwidth over-parameterizes the unknown function
and results in noisy estimates. In theory, there exists an optimal bandwidth hopt in the meaning of mean squared error,
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Fig. 1. Result of Lorenz system. (a), x1 component; (b), x2 component.
such that
hopt = arg min
h
∫
(fi(x)− fˆi(x))2dx. (29)
Another issue in multivariate local polynomial fitting is the choice of the order of the polynomial. Since the modeling
bias is primarily controlled by the bandwidth, this issue is less crucial however. For a given bandwidth h, a large value of d
would expectedly reduce the modeling bias, but would cause a large variance and a considerable computational cost. Since
the bandwidth is used to control the modeling complexity, and due to the sparsity of local data in multi-dimensional space,
a higher-order polynomial is rarely used. So we apply the local quadratic regression to fit the model (that is to say, d = 2).
The third issue is the selection of the kernel function. In this paper, we choose the optimal spherical Epanechnikov kernel
function, which minimizes the asymptotic MSE of the resulting multivariate local polynomial estimators, as our kernel
function.
5. Numerical simulation and discussions
Consider Lorenz system
dx1
dt
= σ(x2 − x1)
dx2
dt
= x1(r − x3)− x2
dx3
dt
= x1x2 − bx3
, (30)
where σ = 10, r = 28, b = 8/3. The step length of the integral is1t = 0.04 and the initial points are x01 = 1, x02 = 10, x03 =
100.We apply a four-order Runge–Kutta integral method and obtain two simulated time series of x1 and x2 individually with
6524 data. To reduce the influence of transition, we get rid of first 5000 data and only keep the last 1524 data, which are
shown in Fig. 1.
The former 1024 data are used as the training sets and the latter 500 data are used as the prediction sets. We apply the
normalized method to the original time series, the formula is followed as
xi,j ← xi,j − xi,minxi,max − xi,min . (31)
For the Lorenz chaotic time series {x1,n}1024n=1 , we obtain the optimal time delay τ = 4 and the minimum embedding
dimension m = 3, we reconstruct a phase space with (x1,n, x1,n−4, x1,n−8). For the multivariate time series {x1,n, x2,n}1024n=1 ,
from Fig. 2, we obtain the optimal time delay τ1 = 4, τ2 = 14 and the minimum embedding dimension m1 = 3,m2 = 4
from Fig. 3, we reconstruct a phase space with (x1,n, x1,n−4, x1,n−8; x2,n, x2,n−14, x2,n−28, x2,n−42).
Mean squared prediction errors with univariate data are shown in Table 1. BPNN predictor is defined as BP neural
networks predictor with the hidden layer consists of 12 neurons and the training times are 900 times. The LM predictor
denotes the localmean predictor. The LL predictor is the abbreviation of the local linear predictor. The three local approaches
are compared with the U-MLP predictor using the same the number of nearest neighbors 200 (i.e. A = 200). From Table 1,
we can conclude that the prediction results of U-MLP predictor are significantly better than the three traditional methods
in the same univariate data.
In order to further discuss the influence of different reconstructed vector data to prediction with the same data from
complex Lorenz system, The prediction errors are shown in Table 2. From Table 2, we can see that the predicted results with
M-MLP method are better than U-MLP one.
742 L.-y. Su / Computers and Mathematics with Applications 59 (2010) 737–744
0 5 10 15 20
3.5
4
4.5
5
5.5
6
6.5
7
time delay
m
u
tu
al
 in
fo
rm
at
io
n
0 5 10 15 20
3
3.5
4
4.5
5
5.5
6
6.5
time delay
m
u
tu
al
 in
fo
rm
at
io
n
Fig. 2. Time delay result of Lorenz system: a, x1 component (Left); b, x2 component (Right).
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Fig. 3. Embedding dimension result of Lorenz system: a, x1 component (Left); b, x2 component (Right).
Table 1
MSE of four kinds of predictors.
Method LM predictor LL predictor BPNN predictor U-MLP predictor
eMSE 1.98 1.62× 10−6 1.33× 10−6 4.81× 10−8
Table 2
MSE using both methods.
p Training data Method eMSE
1 1000 U-MLP 4.81× 10−8
1 500 U-MLP 8.13× 10−8
1 1000 M-MLP 9.07× 10−9
1 500 M-MLP 9.97× 10−9
10 1000 U-MLP 2.62× 10−3
10 500 U-MLP 7.65× 10−2
10 1000 M-MLP 8.04× 10−5
10 500 M-MLP 2.19× 10−4
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Fig. 4. Predicted result of Lorenz system (x1 component, 1024 training data).
The results from Figs. 4–7 show that the proposed multivariate chaotic time series predictor based on multivariate local
polynomial fitting is effective, even only the last half of the training data, the method performs well for the prediction of
complex multivariate time series Lorenz system. Fig. 4 is the one-step prediction results with 1024 training data, and Fig. 5
is its absolute error. Fig. 6 is the one-step prediction results with just the last 512 training data, and Fig. 7 is its absolute
error. From the Figs. 4–7, we know that a big training data obtains a small mean squares error. This is one of the advantages
of nonparameter approaches, that is to say, the more training data can make the prediction results more accurate.
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Fig. 6. Predicted Result of Lorenz system (x1 component, 512 training data).
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Fig. 7. Absolute error of one step prediction (512 training data).
6. Conclusion
In this brief, we have presented a new method for the prediction of multivariate chaotic time series based on
multivariate local polynomial fitting with kernel smoothing technique. The multivariate local polynomial and weighted
least squares method are applied to the chaotic time series prediction. The univariate predictor has been compared with the
multivariate forecasting based on the multivariate local polynomial fitting in the same numerical data. Comparisons with
the conventional three predictors have also beenmade. The simulation results obtained by the Lorenz system have indicated
that the predictionmean squares error of theM-MLP predictor is much smaller than the U-MLP one, even if that the last half
of the training data is used in the former one, and the proposedmethod is alsomuch better thanmost of the existingmethods
including the local mean prediction, local linear prediction, and BP neural networks prediction.The proposed scheme also
can be applied to other complex nonlinear systems, such as stock markets, and short-term power load systems.
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