Currently, the wireless body area network for monitoring the human body and preventing the critical situations of life are widely spread. Data from the sensors are collected in the memory of the microcomputer, and should be delivered in a cloud service for the further analysis. The classical methods for delivery via wireless interfaces require large power consumption (Wifi, LTE, 3G technology), whereas the protocols with low power consumption suggest the presence of additional gateway with the Internet, which is not always possible to implement. The paper proposes an original approach of using UAVs to deliver data from the wireless body area network to a remote cloud server. The proposed model takes into account the bandwidth, the ability of generating traffic parameters, the number of sensor nodes and the characteristics of the UAV.
INTRODUCTION
The Flying Ubiquitous Sensor Network (FUSN) is a new application of the Internet of Things . The term is rather new, but it has managed to win the attention of the scientific community. The main objective of the FUSN is a collection of data from the remote sensor nodes by using public unmanned aerial vehicles (UAV-P). This effect has become possible and necessary due to the emergence of a large number of objects, equipped with sensors (temperature sensors, humidity, light, etc.) and radiomodules based on protocols: ZigBee, 6LoWPAN, BLE, RPL, AODV and so on Vasiliev et al. 2014; Rosario et al. 2014) , as well as a reduction of the cost and promotion the UAV-P that can perform the autonomous flights on a given route (Phuong et al. 2014; . There are two segments of the flying ubiquitous sensor networks: terrestrial and flying. The terrestrial segment is represented as a classical ubiquitous sensor network (Abakumov and Koucheryavy 2014; Vybornova and Koucheryavy 2014; Futahi et al. 2015) , and the flying segment as one or several of UAV-P (Sahingoz 2014; De Freitas et al. 2010; Orfanus et al. 2014) . Actively developing medical wireless body area networks (WBAN) are : -Wearable smart fitness electronics, which acts as a mentor in the observance of a healthy way of life (sleep, physical activity, etc.) . The data is collected from all kinds of bracelets, smart watches, pedometers, neurointerface and then is delivered to the cloud service through the Internet, while the smartphone is used as a gateway. As a rule, these products do not require strict medical certification.
-Specialized clothing and high-precision sensors for collecting the data on the state of human health data according to the key performance indicators (heart rate, blood sugar, blood pressure and others.). Sensors are installed in the suits of sportsmen and people of extreme professions. These products are subject to mandatory medical certification. -Medical nanonetworks are implanted directly into the body of the human and communicate through a dedicated gateway. This area is at the stage of research, but the results are predicting the widespread of this type of network. In turn, the collected data should be delivered to a single point for storage and subsequent processing. For these purposes, it is advisable to use UAV-P that can quickly fly around the area of people dislocation and transmit data to the cloud server, using the telemetry channel. An example of such an interaction can be a group of climbers who came under an avalanche of snow. UAV-P is capable of arriving at the accident site in a few minutes, flying around the area, fixing the place where there are people and transmitting the data from the WBAN about their health in the cloud server.
OVERVIEW OF THE UAV CHANNELS OF INTERACTION WITH THE PUBLIC COMMUNICATIONS NETWORK
One or more UAV can be used for the tasks of data collection and transmission (figure 1). Autonomous UAV flight is performed on the basis of the flight task, which is pre-loaded into the controller . Although the full autonomy of the flight, the telemetry channel is typically used for monitoring parameters of UAV and for supplying the emergency landing command. Given the fact that the maintenance traffic is transmitted in the channel -the channel utilization is about 60%, the channel resource remains small for efficient data transmission collected from WBAN. Thus, it is necessary to solve the problem of guaranteed data delivery from the sensor nodes (a man with WBAN) on the cloud server via the Internet.
The following parameters can be varied: -The number of people; -The number of UAVs; -The radius of radio coverage of the UAV; -The size of the territory with people; -Frequency (various channels of interaction).
THE MODEL OF DATA DELIVERY FROM THE WBAN TO THE PUBLIC COMMUNICATION NETWORK WITH THE USE OF UAV
The purpose of the UAV network simulation is to choose its parameters to provide the desired quality of service traffic . The quality of service traffic in the context of this task is determined by the delivery of the data from the sensor network (WBAN) in the cloud server. The network parameters are the bandwidth data transmission channel and the number of UAVs required for the task. In order to build a model, we will make the following assumptions. Let us assume that it is required to transfer the data from a group of n sensor nodes. The sensor nodes are arranged randomly and form a Poisson field (Ventcel' 1959) . Each of the sensor nodes produces a fixed amount of data v (bytes), which is a set of values obtained from the various sensors. The data from each of the nodes should be delivered to the collection cloud server at a time not exceeding T 0 . The network structure includes a segment of the sensor nodes, the access network segment, implemented with the help of UAVs, gateway and data network segment between the gateway and the cloud services server. We assume that the bottleneck in this structure is a segment of the access network. Further we will consider only the settings for the access network segment, believing that the network settings of other elements have a substantial margin of bandwidth.
The access network is constructed on the basis of the communication nodes located on UAVs. In general, k UAVs can be located in a service area, where the sensor nodes coverage areas may overlap, as shown in figure 2, 3. Area can be served by multiple UAVs. UAVs have a random location at some time, and can also be viewed as a Poisson field. We believe that the communication nodes which are located on UAVs, have a choice of free frequency channel to communicate with the sensor nodes. Frequency Division Multiplexing makes it possible to serve the nodes of sensor network with multiple UAVs crossing their service areas. We assume that the sensor node periodically performs the data sending operation. If at the time of this operation there is a free channel resource, the data is transmitted at a rate determined by the free channel bandwidth. If there is no available resource, the data waits to be sent. Time data delivery through the access network will be determined by the transmission rate in the channel and the standby transmission start time
where W -waiting time of the beginning of transfer; b -transfer time through a channel. Considering this system as a queuing system, it is possible to estimate the delay associated with waiting for the start of service. The flow of requests for the system input is determined by the activity and the number of the sensor nodes. We proceed from the fact that the traffic characteristics, which are produced by various different nodes, differ (different frequency of sending data and different amount of data). Then the resulting flow of quite a large number of nodes can be described by a simple flow model, the intensity of which is equal to
where λ i -the flow rate produced by the i-th node. The average volume of transmitted data is:
where ν i is the volume of data transmitted by the i-th node.
At a constant speed of data transmission in the channel b (bit/s) the average service time of requests is equal to
where t C -the time required for channel selection and communication (sec). v -the amount of sensor data (bit); b -the data transmission rate in the channel (bits/sec). If t C is significantly less time required for transmission, it can be neglected.
If at the moment of awakening the node selects a free, at the moment, frequency channel, ie, channel which is not currently transmitted to a traffic, then the model can be described with a queuing system form M/G/k in service procedure with expectation. Assuming that the communication channels with the UAV 1 ... k, are identical, it is possible to present that their total capacity is equal to (requests/sec) If we make the assumption that the time of service requests (the time of its transmission over the channel) is accidental and has an exponential distribution, for the system M/M/k we can estimate the waiting time at queue as the (6) where is the second formula Erlang (Erlang C-formula) (Iversen 2001) ; -the intensity of the load (Earl); k -the number of available channels (UAV); -the average number of requests served (sent) by one channel per unit of time.
If the distribution of the service time is different from the exponential, it is possible to resort to an approximate evaluation of its upper limit, for example (Kleinrock 1975) . Assuming an exponential distribution service time, the necessary number of available channels (UAV) can be estimated as the solution of the inequality that can be obtained by minimizing the expression (7) The conditions of the model k -should be viewed as the average number of UAVs, which are simultaneously in communication area where the density can be obtained, i.e. the average number of UAV unit area service area (8) where R -the radius of the node connection. Thus, using the expressions (7) and (8) based on the intensity of traffic data which is produced by the sensor nodes, and their amount of traffic intensity, the amount of transmitted data and the radius of connection, one can estimate the required number (density) of the UAV which is necessary for data delivery over the time, which does not exceed a predetermined value.
CONCLUSION
The paper suggests the new ways of using UAVs to deliver the real-time data on a remote cloud server. The proposed model will enable to calculate the number of UAVs required for the collection and delivery of data, taking into account the intensity and volume of traffic to the network underwear, the number of units and the radius of their connection. These results will be used to conduct a series of experiments on the flying ubiquitous sensor network.
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