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Abstract
A rigorous mathematical analysis is given for a magnetohydrodynamics boundary layer problem, which
arises in the two-dimensional steady laminar boundary layer flow for an incompressible electrically con-
ducting power-law fluid along a stretching flat sheet in the presence of an exterior magnetic field orthogonal
to the flow. In the self-similar case, the problem is transformed into a third-order nonlinear ordinary differ-
ential equation with certain boundary conditions, which is proved to be equivalent to a singular initial value
problem for an integro-differential equation of first order. With the aid of the singular initial value problem,
the uniqueness and existence results for (generalized) normal solutions are established and some properties
of these solutions are explored.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Viscous flows due to a moving sheet in the electromagnetic fields, i.e., magnetohydrodynamic
(MHD) flows, are relevant to many practical applications in the metallurgy industry, such as the
cooling of continuous strips, filaments drawn through a quiescent electrically conducting fluid
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208 Z. Zhang, J. Wang / J. Math. Anal. Appl. 330 (2007) 207–220subject to a magnetic field, and the purification of molten metals from nonmetallic inclusions.
MHD flows of Newtonian fluids were studied by Pavlov [10], Chakrabarti and Gupta [4], Va-
jravelu [13], Takhar et al. [12], and Andersson [1,2]. While MHD flows of non-Newtonian fluids
were first investigated by Sarpkaya [11] and then followed by Djukic [5,6], Andersson et al. [3],
etc. [8,9].
Consider the two-dimensional steady laminar flow of an incompressible electrically conduct-
ing fluid, obeying the power-law model in the presence of a uniform transverse magnetic field
over a stretching flat sheet coinciding with the plane y = 0, the flow being confined to y > 0.
Two equal and opposite forces are applied along the x-direction so that the sheet is stretched
keeping the origin fixed. The governing equations are⎧⎨
⎩u
∂u
∂x
+ v ∂u
∂y
= −k
ρ
∂
∂y
(− ∂u
∂y
)n − σB20
ρ
u, x > 0, y > 0,
∂u
∂x
+ ∂v
∂y
= 0, x > 0, y > 0,
(1.1)
where u,v are the velocity components along the x and y directions, respectively. ρ,σ, k, and
B0 are the density, electrical conductivity, consistency coefficient of the fluid, and the strength
of magnetic field, respectively, which are all positive constants. n > 0 is the power-law index of
the fluid. For 0 < n < 1, the fluid is called pseudo-plastics fluid; for n = 1, we obtain the usual
Newtonian fluid; for n > 1, we have the so-called dilatable fluid. Therefore the deviation of n
from unity indicates the degree of deviation from Newtonian behavior. In the present problem,
we have ∂u
∂y
 0 and
τxy = −k
(
−∂u
∂y
)n
is the shear stress.
It should be noted here that we have neglected the induced magnetic field under the jus-
tification for flow at small magnetic Reynolds number. Moreover, this flow is caused solely by
stretching of the sheet, so, there is no free-stream velocity outside the boundary layer. The bound-
ary conditions are thus stated as follows:{
u = Cx, v = 0 at y = 0,
u → 0 as y → +∞, (1.2)
where C is a positive constant.
As indicated by Andersson [3], the above-mentioned two partial differential equations with the
boundary conditions in (1.2) are self-similar, i.e., the equations can be reduced into an ordinary
differential equation. We introduce the similarity variable
η := yx(1−n)/(1+n)
(
C2−nρ
k
) 1
n+1
,
and take a physical stream function of the form
ψ(x, y) :=
(
kC2n−1
ρ
) 1
n+1
x
2n
n+1 f (η).
Here and henceforth := or =: denotes the definition of a quantity or a mapping. We put
u(x, y) := ∂ψ , v(x, y) := −∂ψ ,∂y ∂x
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tum equation (the second one in (1.1)) becomes
n(−f ′′)n−1f ′′′ + 2n
1 + nff
′′ − f ′2 − Mf ′ = 0, η > 0, (1.3)
where the prime denotes differentiation with respect to η and M := σB20/ρC is the magnetic
parameter.
Let
f (0) = 0, f ′(0) = 1, f ′(+∞) = 0. (1.4)
Then the boundary conditions in (1.2) must be satisfied. For details, the reader refer to Andersson
et al. [3].
It has been reported in [11] that the boundary layer problem (1.3)–(1.4) with n = 1 has an
exact analytic solution
f (η) = 1 − exp(−
√
1 + Mη)√
1 + M , η 0.
In 1992, Andersson et al. [3] solved numerically the boundary layer problem (1.3)–(1.4) for
seven different values of the power-law index (n = 0.4, 0.6, 0.8, 1.0, 1.2, 1.5, 2.0) and five
different values of the magnetic parameter (M = 0.0, 0.5, 1.0, 1.5, 2.0). The numerical results
are displayed in five figures and four tables.
By employing the homotopy analysis method, S.J. Liao [9] in 2003 resolved the problem for
six different values of the power-law index in the range 1 n 4 and for several different values
of the magnetic parameter in the range 0M  1000.
According to the above-mentioned facts, we know that the uniqueness and existence of solu-
tions to the boundary layer problem (1.3)–(1.4) with n = 1 have not been proven up to now.
In the present paper, we restudy the boundary layer problem (1.3)–(1.4) with the aim of es-
tablishing the existence and uniqueness of (generalized) normal solutions and exhibiting some
properties of these solutions. We observe that the problem has two kinds of solutions: normal
solutions and generalized normal solutions. Our conclusion is that the problem (1.3)–(1.4) has
a unique normal solution for 0 < n  1 and a unique generalized normal solution for n > 1.
The mathematical methods used in the papers [3,9] are approximate methods which cannot tell
generalized normal solutions from normal solutions.
Definition 1. A function f (η) is said to be a normal solution to the boundary layer problem
(1.3)–(1.4) if
(i) f (η) ∈ C3[0,+∞), f (0) = 0, f ′(0) = 1, f ′(+∞) = 0,
(ii) 0 < f ′(η) < 1, f ′′(η) < 0 for all η > 0, and
(iii) Eq. (1.3) is satisfied on (0,+∞).
Definition 2. A function f (η) is called a generalized normal solution to the boundary layer
problem (1.3)–(1.4) if
(i) f (η) ∈ C2[0,+∞), f (0) = 0, f ′(0) = 1,
(ii) there exists an η∗ > 0 such that 0 < f ′(η) < 1, f ′′(η) < 0 for all η ∈ (0, η∗), f ′(η) ≡ 0,
f ′′(η) ≡ 0 on [η∗,+∞), which shows that Eq. (1.3) holds on [η∗,+∞),
(iii) (−f ′′(η))n is continuously differentiable on (0, η∗), so that (1.3) is satisfied.
210 Z. Zhang, J. Wang / J. Math. Anal. Appl. 330 (2007) 207–220In next section, we explore a singular initial value problem which will be proven to be equiv-
alent to the problem (1.3)–(1.4). In the last section, we establish the existence and uniqueness
results.
2. A singular initial value problem
In the present section, we are going to explore a singular initial value problem of the form{
w′(t) = t2+Mt
wβ(t)
+ 21+β
∫ 1
t
s ds
wβ(s)
, 0 < t  1,
w(0) = 0, β = 1/n,
(2.1)
which will be proved to be equivalent to the boundary layer problem (1.3)–(1.4) in the next
section.
Definition 3. A function w(t) is said to be a positive solution to the singular nonlinear initial
value problem (2.1) if
(i) w(t) ∈ C[0,1] ∩ C1(0,1], w(0) = 0, w(t) > 0 for all t ∈ (0,1], and
(ii) the integro-differential equation in (2.1) is satisfied on (0,1].
It is easy to see that a function w(t) ∈ C[0,1] ∩ C1(0,1] is a positive solution to the singular
initial value problem (2.1) if and only if w(t) > 0 for all t ∈ (0,1] and solves the integral equation
w(t) =
t∫
0
[
3 + β
1 + β s
2 + Ms
]
w−β(s) ds + 2t
1 + β
1∫
t
sw−β(s) ds, 0 t  1. (2.2)
Based upon (2.1) and (2.2), we can obtain the following a priori estimates.
Theorem 2.1 (A priori estimates). Assume that w(t) is a positive solution to the singular initial
value problem (2.1). Then the following estimates hold:
(i) When M > 0, we have
Atλ < w(t) < Dtλ, 0 < t  1, if n ∈ (0,1], (2.3)
and
Bt < w(t) < Dt, 0 < t  1, if n > 1, (2.4)
where⎧⎨
⎩
λ := 2n
n+1 ,A :=
[
(n+1)M
2n
] n
n+1 , D := 2n+(n+1)M2nAβ ,
B := 1
(1+β)Qβ , Q :=
[ 3n+1
3n + n+12n M
] n
n+1 .
(2.5)
(ii) When M = 0, we have
A0t
λ0 < w(t) < D0t
λ0, 0 < t  1, if n ∈ (0,0.5), (2.6)
t < w(t) < 2t2/3, 0 < t  1, if n = 0.5, (2.7)
and
Bt < w(t) < E0t, 0 < t  1, if n > 0.5, (2.8)
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⎩
λ0 := 3nn+1 , A0 :=
[
n+1
3n
] n
n+1 ,
D0 := n+13n(1−2n)Aβ0 , E0 :=
2n
(2n−1)Aβ0
.
(2.9)
Proof. Assume that w(t) is a positive solution to the singular initial value problem (2.1). Then
it is strictly increasing on [0,1], and hence w(1) > 0 is its maximum value. It follows from (2.1)
that
w′(t)wβ(t) < t2 + Mt + 1
1 + β
(
1 − t2), 0 < t < 1.
Integrating both sides of the above inequality on [0,1], and utilizing w(0) = 0, we get
wβ+1(1) < 3 + β
3
+ (1 + β)M
2
,
i.e.,
w(1) <
[
3 + β
3
+ (1 + β)M
2
] 1
1+β =
[
3n + 1
3n
+ n + 1
2n
M
] n
n+1 =: Q. (2.10)
From (2.1) again, it follows that
w′(t)wβ(t) > t2 + Mt, 0 < t < 1.
Integrating both sides of the above inequality on [0, s], and utilizing w(0) = 0, we get
wβ+1(s) > 1 + β
3
s3 + (1 + β)M
2
s2, 0 < s  1. (2.11)
If M > 0, then we have by (2.11)
w(t) >
[
(1 + β)M
2
] 1
1+β
t
2
1+β =: Atλ, 0 < t  1, (2.12)
which is the first inequality of (2.3).
Substituting (2.12) into the right-hand side of (2.2) yields
w(t) <
1
Aβ
t∫
0
[
3 + β
1 + β s
2 + Ms
]
s−λβ ds + 2t
(1 + β)Aβ
1∫
t
s1−λβ ds
= 1
Aβ
t∫
0
[
(1 + λ)sλ + Msλ−1]ds + λt
Aβ
1∫
t
s1−λβ ds
= M
Aβλ
tλ + 1
Aβ
t

{ 1
Aβ
2n+(n+1)M
2n t =: Dt, 0 < t  1, if n > 1,
1
Aβ
2n+(n+1)M
2n t
λ =: Dtλ, 0 < t  1, if n 1. (2.13)
Here we have used the fact that 2−λβ = λ = 2n/(n+ 1). This is the right part of (2.3) and (2.4).
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w(t) >
[
1 + β
3
] 1
1+β
t
3
1+β =
[
n + 1
3n
] n
n+1
t
3n
n+1 =: A0tλ0 , 0 < t  1,
which is the first inequality of (2.6) for n ∈ (0,0.5) and that of (2.7) for n = 0.5.
Substituting the above inequality into (2.2) leads to
w(t) <
1
A
β
0
t∫
0
3 + β
1 + β s
2−λ0β ds + 2t
(1 + β)Aβ0
1∫
t
s1−λ0β ds
= 3 + β
3Aβ0
t
3
1+β + λt
A
β
0
1∫
t
s
1−2β
1+β ds, 0 < t  1. (2.14)
Here we have used the fact that 3 − λ0β = λ0 = 3n/(n + 1).
If n = 0.5, then β = 2, λ = 2/3 and A0 = 1, we have by (2.14)
w(t) <
t
3
(
5 + 2|ln t |), 0 < t  1.
A simple calculation shows that
w(t) <
t
3
(
5 + 2|ln t |)< 2t2/3, 0 < t  1,
which is exactly the second inequality of (2.7).
If n ∈ (0,0.5), then β > 2. In this case, we have by (2.14)
w(t) <
3 + β
3Aβ0
t
3
1+β + 2t
(β − 2)Aβ0
(
t
2−β
1+β − 1)< 3 + β
3Aβ0
t
3
1+β + 2
(β − 2)Aβ0
t
3
1+β
= n + 1
3n(1 − 2n)Aβ0
tλ0 =: D0tλ0, 0 < t  1, (2.15)
which is exactly the second inequality of (2.6).
If n > 0.5, then β < 2. In this situation, we have by (2.14)
w(t) <
3 + β
3Aβ0
t
3
1+β + 2t
(2 − β)Aβ0
(
1 − t 2−β1+β )< 2
(2 − β)Aβ0
t
= 2n
(2n − 1)Aβ0
t =: E0t, 0 < t  1, (2.16)
which is exactly the second inequality of (2.8).
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w(t) >
1
wβ(1)
[
3 + β
3 + 3β t
3 + M
2
t2 + t
1 + β −
1
1 + β t
3
]
>
1
(1 + β)Qβ t = Bt, 0 < t  1, (2.17)
which is the left part of (2.4) and that of (2.8).
Up to now, the proof of the theorem is complete. 
Remark 1. It is easy to verify that w(t) = √1 + Mt is a positive solution to (2.1) with n = 1.
To establish the uniqueness and existence of the positive solution w(t) to the singular initial
value problem (2.1), we need to consider the following nonsingular initial value problem:⎧⎨
⎩
w′(t) = t2+Mt
wβ(t)
+ 21+β
∫ 1
t
s ds
wβ(s)
, 0 t  1,
w(0) = 1
j
> 0, β = 1
n
> 0,
(2.18j )
where j is a fixed positive integer.
Note that the nonsingular initial value problem is equivalent to the integral equation
w(t) =
t∫
0
[
3 + β
1 + β s
2 + Ms
]
w−β(s) ds + 2t
1 + β
1∫
t
sw−β(s) ds + 1
j
=: (Φjw)(t), 0 t  1. (2.19)
Now we define a mapping Φj :D → D, by using the right-hand side of the above integral
equation, where D := {w ∈ C[0,1]; w(t) 1/j, t ∈ [0,1]}. For each w(t) ∈ D, we have
0 (Φjw)′(t) = t
2 + Mt
wβ(t)
+ 2
1 + β
1∫
t
s ds
wβ(s)
< jβ(2 + M) on [0,1]
and
1
j
 (Φjw)(t) jβ(2 + M) + 1 on [0,1],
which shows that Φj(D), the range of Φj , is a bounded set of C1[0,1] and hence is also a
compact subset of D. The Schauder fixed point theorem tells us that Φj has a fixed point in D,
which is denoted by w(t; j).
Now we prove the uniqueness of the positive solution to the singular (or nonsingular) ini-
tial value problem. Assume that w1(t) and w2(t) are both positive solutions to the singular (or
nonsingular) initial value problem. Then there are two cases to be considered.
Case (i) w1(1) > w2(1) > 0. From the fact that w1(0) = w2(0), we know that there exists a
point ξ ∈ [0,1) such that w1(t) > w2(t) for all t ∈ (ξ,1] and w1(ξ) = w2(ξ). If ξ = 0, then we
have, by (2.2) (or (2.19)),
0 < w1(1) − w2(1) =
1∫ (3 + β
1 + β s
2 + Ms
)[
1
w
β
1 (s)
− 1
w
β
2 (s)
]
ds < 0,0
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0w′1(ξ) − w′2(ξ) =
ξ2 + Mξ
w
β
1 (ξ)
− ξ
2 + Mξ
w
β
2 (ξ)
+ 2
1 + β
1∫
ξ
(
s
w
β
1 (s)
− s
w
β
2 (s)
)
ds < 0,
a contradiction again. In other words, Case (i) cannot occur.
Case (ii) w1(1) = w2(1) > 0. In this case, we have that
w′1(1) =
1 + M
w
β
1 (1)
= 1 + M
w
β
2 (1)
= w′2(1) > 0
and hence both w1(t) and w2(t) are positive solutions to the following initial value problem:{
w′′(t) = (1+β)M+2βt
(1+β)wβ(t) − β(t
2+Mt)
wβ+1(t) w
′(t) =: F(t,w(t),w′(t)),
w(1) = w1(1) = w2(1), w′(1) = w′1(1) = w′2(1).
(2.20)
Here it is obvious that F(t,w, z) ∈ C∞(R × R+ × R), where R := (−∞,+∞) and R+ :=
(0,+∞).
A standard theorem in ordinary differential equation theory (see [7]) tells us that the initial
value problem (2.20) has one and only one positive solution. That is to say, w1(t) ≡ w2(t) on
[0,1]. The uniqueness is thus proved.
Lastly, we prove the existence of the positive solution to the initial value problem (2.1). To
this end, we need the following comparison principle.
Proposition 2.2. Let w(t; j) be the unique positive solution to (2.18)j . Then for k > j  1, we
have
0 < w(t; j) − w(t; k) 1
j
− 1
k
on [0,1]. (2.21)
Proof. Suppose to the contrary that the first inequality is not correct. Then there are three cases
to be considered.
Case (i) w(1; j) < w(1; k). From w(0; j) = 1
j
> 1
k
= w(0; k), it follows that there exists a
point ξ ∈ (0,1) such that such that
w(t; j) < w(t; k) in (ξ,1], and w(ξ ; j) = w(ξ ; k),
and hence, we have
w′(ξ ; j)w′(ξ ; k).
On the other hand, we come to, by (2.18)j
0w′(ξ ; k) − w′(ξ ; j)
= ξ
2 + Mξ
wβ(ξ ; k) −
ξ2 + Mξ
wβ(ξ ; j) +
2
1 + β
1∫
ξ
(
s
wβ(s; k) −
s
wβ(s; j)
)
ds < 0,
a contradiction. This shows us that Case (i) cannot occur.
Case (ii) w(1; j) = w(1; k). In this case, we have w′(1; j) = w′(1; k) and hence w(t; j) ≡
w(t; k) on [0,1], which contradicts the fact that w(0; j) = 1 > 1 = w(0; k).
j k
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w(t; j) > w(t; k) in (ξ,1], and w(ξ ; j) = w(ξ ; k),
which implies
w′(ξ ; j)w′(ξ ; k).
From this and (2.18)j , it follows that
0w′(ξ ; j) − w′(ξ ; k)
= ξ
2 + Mξ
wβ(ξ ; j) −
ξ2 + Mξ
wβ(ξ ; k) +
2
1 + β
1∫
ξ
(
s
wβ(s; j) −
s
wβ(s; k)
)
ds < 0,
a contradiction.
This shows that the first inequality of (2.21) is true. The first inequality along with (2.19)
implies the second inequality of (2.21). The proof of the proposition is complete. 
According to the above comparison principle, we come to the conclusion that the sequence
{w(t; j)}∞j=1 is uniformly convergent on [0,1], and the uniform limit is denoted by
w(t) := lim
j→∞w(t; j) on [0,1].
Notice that
w(t; j) = 1
j
+
t∫
0
[
3 + β
1 + β s
2 + Ms
]
ds
wβ(s; j) +
2t
1 + β
1∫
t
s ds
wβ(s; j) on [0,1].
Letting j → ∞ in the above identity and applying the monotone convergence theorem yields
w(t) =
t∫
0
[
3 + β
1 + β s
2 + Ms
]
ds
wβ(s)
+ 2t
1 + β
1∫
t
s ds
wβ(s)
on [0,1],
which shows that the uniform limit w(t) is exactly a positive solution to the initial value prob-
lem (2.1).
Up to now, we have proved the uniqueness and existence result.
Theorem 2.3 (Existence and uniqueness). For each fixed M  0 and β > 0, the initial value
problem (2.1) has a unique positive solution w(t).
3. Results to the boundary layer problem
The present section is devoted to the boundary layer problem (1.3)–(1.4).
Firstly, we demonstrate that the boundary layer problem (1.3)–(1.4) is equivalent to the sin-
gular initial value problem (2.1).
We now assume that the function f (η) ∈ C2[0,+∞) is a generalized normal solution to the
problem (1.3)–(1.4). Then there exists a positive number η∗ such that{
0 < f ′(η) < 1 and f ′′(η) < 0 for all η ∈ (0, η∗), and
′ ′′ ∗f (η) ≡ 0 and f (η) ≡ 0 on [η ,+∞).
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inverse function η = g(t), which is strictly decreasing on [0,1]. Moreover, we have g(0) = η∗,
g(1) = 0, and
t ≡ f ′(g(t)) on [0,1]. (3.1)
Differentiating both sides of (3.1) with respect to the variable t gives
1 ≡ f ′′(g(t))g′(t) on t ∈ (0,1).
Let us define a function w(t) ∈ C[0,1] by setting
w(t) := (−f ′′(g(t)))n ≡ 1
(−g′(t))n > 0, 0 < t < 1. (3.2)
Then w(0) = (−f ′′(η∗))n = 0,w(1) = (−f ′′(0))n  0, and
w′(t) = −n(−f ′′(g(t)))n−1f ′′′(g(t))g′(t), 0 < t < 1. (3.3)
Substituting η = g(t) into Eq. (1.3), multiplying the resulting equality by −g′(t), and then uti-
lizing all the above equalities and the fact f (0) = 0, we obtain
w′(t) = t
2 + Mt
wβ(t)
+ 2
1 + β f
(
g(t)
)= t2 + Mt
wβ(t)
+ 2
1 + β
[
f
(
g(t)
)− f (g(1))]
= t
2 + Mt
wβ(t)
+ 2
1 + β
1∫
t
f ′
(
g(s)
)(−g′(s))ds
= t
2 + Mt
wβ(t)
+ 2
1 + β
1∫
t
s
wβ(s)
ds, 0 < t < 1,
where β := 1/n. This shows that the function w(t) defined by (3.2) must be the unique posi-
tive solution of the singular initial value problem (2.1), which implies that w(1) > 0 and hence
f ′′(0) < 0. Moreover, we have
η∗ = g(0) = g(0) − g(1) =
1∫
0
(−g′(s))ds =
1∫
0
1
wβ(s)
ds < +∞. (3.4)
Conversely, we assume that the function w(t) is the unique positive solution to the singular
initial value problem (2.1) and the condition (3.4) holds. Let us define a new function η = g(t)
by setting
η = g(t) :=
1∫
t
ds
wβ(s)
, 0 t  1. (3.5)
Then g(1) = 0, η∗ := g(0) < +∞, and t = h(η), the inverse function to η = g(t), exists and is
strictly decreasing on [0, η∗], h(0) = 1, and h(η∗) = 0. We further define h(η) ≡ 0 on [η∗,+∞).
Then the function h(η) is continuous on [0,+∞).
Let
f (η) :=
η∫
h(s) ds for all η 0. (3.6)0
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on [0,+∞) and f ′(η) = f ′′(η) ≡ 0 on [η∗,+∞), which means that the function f (η) defined
by (3.6) satisfies Eq. (1.3) on [η∗,+∞).
In what follows, we are going to demonstrate that the function f (η) defined by (3.6) also
satisfies Eq. (1.3) on (0, η∗).
Plugging t = h(η) ≡ f ′(η) into the equality (3.5) yields
η ≡ g(f ′(η))≡
1∫
f ′(η)
ds
wβ(s)
on
[
0, η∗
]
. (3.7)
Differentiating both sides of (3.7) with respect to the variable η, we obtain
−f ′′(η) ≡ wβ(f ′(η))> 0 for all η ∈ (0, η∗), (3.8)
and
−f ′′(0) = wβ(1) > 0, −f ′′(η∗)= wβ(0) = 0,
which means that f ′′(η) is continuous on [0,+∞). Moreover, we have(−f ′′(η))n ≡ w(f ′(η)) on [0, η∗]. (3.9)
Notice that
d
dη
( 1∫
f ′(η)
s ds
wβ(s)
)
= f
′(η)
wβ(f ′(η))
(−f ′′(η))= f ′(η), 0 < η < η∗, (3.10)
which along with f (0) = 0, f ′(0) = 1 implies that
f (η) ≡
1∫
f ′(η)
s ds
wβ(s)
, 0 η η∗. (3.11)
Differentiating both sides of (3.9) with respect to the variable η gives
0 = n(−f ′′(η))n−1f ′′′(η) + w′(f ′(η))f ′′(η)
= n(−f ′′(η))n−1f ′′′(η) + f ′′(η)
[
(f ′(η))2 + Mf ′(η)
wβ(f ′(η))
+ 2n
n + 1
1∫
f ′(η)
ds
wβ(s)
]
= n(−f ′′(η))n−1f ′′′(η) − f ′(η)2 − Mf ′(η) + 2n
n + 1f (η)f
′′(η), 0 < η < η∗. (3.12)
This shows that Eq. (1.3) is satisfied on (0, η∗). Consequently, we have proven that the function
f (η) defined by (3.6) is a generalized normal solution to the boundary layer problem (1.3)–(1.4),
whose uniqueness can be derived from the uniqueness of positive solution to (2.1).
According to Theorem 2.1 and (3.4), we can obtain the following conclusions:
(i) If n > 1, M > 0, then we have by (2.4)
1∫ 1
Dβsβ
ds < η∗ =
1∫ 1
wβ(s)
ds <
1∫ 1
Bβsβ
ds,0 0 0
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n
(n − 1)Dβ < η
∗ < n
(n − 1)Bβ ;
(ii) if n > 1, M = 0, then we have by (2.8)
1∫
0
1
E
β
0 s
β
ds < η∗ =
1∫
0
1
wβ(s)
ds <
1∫
0
1
Bβsβ
ds,
i.e.,
n
(n − 1)Eβ0
< η∗ < n
(n − 1)Bβ .
From the identity (3.12), we know that
nf ′′′(η) = w′(f ′(η))∣∣f ′′(η)∣∣2−n > 0 on (0, η∗).
Let η → η∗− in the above identity gives
lim
η↑η∗ f
′′′(η) =
⎧⎨
⎩
0 if 1 < n < 2,
2
n+1f (η
∗) if n = 2,
+∞ if n > 2.
(3.13)
Here we have used the fact that
w′(0) = lim
t→0w
′(t) = 2
1 + β
1∫
0
s ds
wβ(s)
= 2n
n + 1f
(
η∗
)
.
Summarizing the above discussions, we can state these results in the following
Theorem 3.1. The boundary layer problem (1.3)–(1.4) has a generalized normal solution f (η)
if and only if the singular initial value problem (2.1) has a positive solution w(t) with
1∫
0
ds
wβ(s)
< +∞.
Furthermore, for each fixed n > 1 and M  0, the boundary layer problem (1.3)–(1.4) has a
unique generalized normal solution f (η) ∈ C2[0,+∞), i.e., there exists an η∗ > 0 such that
0 < f ′(η) < 1, f ′′(η) < 0 for all η ∈ (0, η∗),
f ′(η) ≡ 0, f ′′(η) ≡ 0 on [η∗,+∞)
with
n
(n − 1)Dβ < η
∗ < n + 1
(n − 1)Bβ , if M > 0,
and
n
(n − 1)Eβ0
< η∗ < n + 1
(n − 1)Bβ , if M = 0.
Here B , D and E0 are positive constants given by Theorem 2.1.
Z. Zhang, J. Wang / J. Math. Anal. Appl. 330 (2007) 207–220 219Moreover, we have
(i) when 1 < n < 2, f ′′′(η) is continuous on [0,+∞);
(ii) when n = 2, f ′′′(η∗ − 0) = 2
n+1f (η
∗) > 0; and
(iii) when n > 2, f ′′′(η∗ − 0) = +∞.
In very much the same way, we can obtain another existence and uniqueness result.
Theorem 3.2. The boundary layer problem (1.3)–(1.4) has a normal solution f (η) if and only if
the singular initial value problem (2.1) has a positive solution w(t) with
1∫
0
ds
wβ(s)
= +∞.
Furthermore, for each fixed 0 < n 1 and M  0, the boundary layer problem (1.3)–(1.4) has a
unique normal solution f (η). In particular, the function
f (η) = 1 − exp(−
√
1 + Mη)√
1 + M
is a normal solution to the boundary layer problem (1.3)–(1.4) with n = 1.
In boundary layer theory, f ′(η) is the dimensionless velocity of the flow, which we are inter-
ested in. Finally, we can explore the asymptotic behavior of f ′(η).
Theorem 3.3. Let f (η) be the unique normal solution to the boundary layer problem (1.3)–(1.4).
Then the following estimates hold:
(i) When M = 0, we have(
1 + 2 − n
1 + nA
β
0 η
)− 1+n2−n
> f ′(η) >
(
1 + 2 − n
1 + nD
β
0 η
)− 1+n2−n
, if n ∈ (0,0.5), (3.14)
1
(1 + 43η)3
< f ′(η) < 1
1 + η , if n = 0.5, (3.15)(
1 + 1 − n
n
Bβη
)− n1−n
> f ′(η) >
(
1 + 1 − n
n
E
β
0 η
)− n1−n
, if n ∈ (0.5,1). (3.16)
(ii) When M > 0, we have(
1 + 1 − n
1 + nA
βη
)− 1+n1−n
> f ′(η) >
(
1 + 1 − n
1 + nD
βη
)− 1+n1−n
, when n ∈ (0,1). (3.17)
Here A, B , D, A0, D0 and E0 are given by Theorem 2.1.
Proof. From (3.5) and Theorem 2.1, we can obtain that, for M > 0,
1∫
ds
Dβsβλ
< η = g(t) <
1∫
ds
Aβsβλ
, when n ∈ (0,1).t t
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1 + n
(1 − n)Dβ
[
1
f ′(η)
1−n
1+n
− 1
]
< η <
1 + n
(1 − n)Aβ
[
1
f ′(η)
1−n
1+n
− 1
]
, when n ∈ (0,1).
Consequently,(
1 + 1 − n
1 + nA
βη
)− 1+n1−n
> f ′(η) >
(
1 + 1 − n
1 + nD
βη
)− 1+n1−n
, when n ∈ (0,1),
which is exactly (3.17).
In very much the same way, by (3.5) and Theorem 2.1, we can obtain (3.14)–(3.16) for M = 0.
The proof is thus complete. 
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