Abstract. Let A be a centrally closed prime algebra over a characteristic 0 field k, and let q : A → A be the trace of a d-linear map (i.e., q(x) = M (x, . . . , x) where M :
Introduction
Let R be a ring. A map q : R → R is said to be commuting if [q(x), x] = q(x)x − xq(x) = 0 for all x ∈ R. The study of commuting maps has a long and rich history, starting with Posner's 1957 theorem stating that there are no nonzero commuting derivations on noncommutative prime rings [16] . The reader is referred to the survey article [8] for the general theory of commuting maps. We will be concerned with commuting traces of multilinear maps on prime algebras. A map q between additive groups (resp. vector spaces) A and B is called the trace of a d-additive (resp. d-linear) map if there exists a d-additive (resp. d-linear) map M : A d → B such that q(x) = M (x, . . . , x) for all x ∈ A (for d = 0 this should be understood as that q is a constant). If R is a prime ring (resp. algebra) and q : R → R is a commuting trace of a d-additive map, is then q necessarily of a standard form, meaning that there exist traces of (d − i)-additive (resp. (d − i)-linear) maps µ i from R into the extended centroid C of R such that q(x) = d i=0 µ i (x)x i for all x ∈ R? This question was initiated in 1993 by the first author who obtained an affirmative answer for d = 1 [5] , and also for d = 2 [6] provided that char(R) = 2 and R does not satisfy S 4 , the standard polynomial identity of degree 4. The d = 3 case was treated, in a slightly different context, by Beidar, Martindale, and Mikhalev [3] . These three results have turned out to be applicable to various problems, particularly in the Lie algebra theory, and have played a crucial role in the development of the theory of functional identities [9] . The next step was made in 1997 by Lee, Lin, Wang, and Wong [15] , who answered the above question in affirmative for a general d, but under the assumption that char(R) = 0 or char(R) > d and R does not satisfy the standard polynomial identity S 2d . The reason for the exclusion of rings satisfying polynomial identities (of low degrees) is the method of the proof; it is, therefore, natural to ask whether, by a necessarily different method, one can get rid of this assumption. For d = 2 this has turned out to be the case [10] . To the best of our knowledge, the question is still open for a general d (cf. [8, p. 377] and [9, p. 130] ). The first main goal of this paper is to give an affirmative answer for centrally closed prime algebras and traces of d-linear maps (Theorem 3.3). In this setting the problem can be reduced to the case where the algebra in question is a full matrix algebra. The essence of our approach is interpreting the reduced problem in the algebra of generic matrices, which enables to use the tools of Commutative Algebra.
In the second part of the paper, in Sections 4-7, we will deal with considerably more general functional identities. However, the main issue will be the reduction to the commuting trace case. Roughly speaking, the general theory of functional identities deals with expressions of the form
which are assumed to be either 0 or central for all elements x i 1 , . . . , x kr ; here, F t are arbitrary functions, and the goal is to describe their form [9] . One usually assumes that the ring (algebra) in question does not satisfy nontrivial polynomial identities (of low degrees), which makes the problem essentially easier. The second main goal of this paper is to study functional identities of one variable in general centrally closed prime algebras. That is, we will consider the situation where the summation m i=0 x i q i (x)x m−i is always zero or central; here, q i will be assumed to be the traces of multilinear maps (so that after the linearization one gets an expression as above). The main novelty is that we will handle the finite dimensional case (which can be actually easily reduced to the full matrix algebra case). We will see that the only "solutions" of our functional identity that do not exist already in the infinite dimensional case arise from the Cayley-Hamilton theorem; more precisely, they can be expressed through the adjugation (Theorem 7.1).
For simplicity, we assume throughout the paper that k is a field with char(k) = 0.
From the proofs it is evident that in some of the results we only need k to be infinite or having characteristic either 0 or big enough.
Commutative algebra preliminaries
Let ξ = {ξ ij | 1 ≤ i, j ≤ n} be the set of commuting indeterminates. We write Y for the generic n × n matrix (ξ ij ), and c(t) for the characteristic polynomial of Y , i.e., c(t
(throughout the paper, we use the same notation for scalars and scalar multiples of unity).
Proof. We consider c = c(t) as a polynomial in indeterminates t, ξ ij , 1 ≤ i, j ≤ n. Suppose c = f g for some f, g ∈ k(ξ)[t] of positive degree in t. Then c is reducible already in k[ξ][t] (see, e.g., [11, Corollary 3.5.4] ), so we may assume that f, g ∈ k[ξ] [t] . Since c has degree n, f and g have to be of degree strictly less than n. Regarding c, f, g as polynomials in t, the constant term of c equals the product of the constant terms of f and g. Since the former equals (−1) n det(Y ), which is irreducible [4, pp. 7-8] , and none of f and g can be constant due to the degree restriction, we have arrived at a contradiction.
is a zero of its characteristic polynomial, this homomorphism is well-defined. It is obviously surjective. We can extend it to a homomorphism from k(ξ)[t]/(c(t)) to M n (k(ξ)) which has trivial kernel as k(ξ)[t]/(c(t)) is a field by Lemma 2.1.
Recall that an integral domain R is said to be integrally closed if it is integrally closed in its field of fractions Q. That is, if f is a monic polynomial with coefficients in R, then every root of f from Q actually lies in R.
Proof. In view of Lemma 2.2, we have to show that k[ξ][t]/(c(t)) is integrally closed. To this end, it is enough to prove that
, and therefore also
We define the action of GL n−1 on D so that σ ∈ GL n−1 acts on an n × (n − 1) matrix by (a ij ) σ = (a ij )σ, and on an (n − 1) × n matrix by (b ij ) σ = σ −1 (b ij ). By the first fundamental theorem for the general linear group (see, e.g., [13, Section 2.1.]), the algebra of invariants D GL n−1 is generated by the entries of the matrix (η ij )(µ ij ). These entries parametrize the variety of matrices of rank at most n − 1. Therefore the algebra D GL n−1 is isomorphic to the coordinate ring B = k[ξ]/(det(Y )) of this variety. Thus, we can regard B as a subalgebra D GL n−1 of D. If x lies in the field of fractions of B and is integral over B, then x lies in the field of fractions of D and is integral over D. But D is a polynomial algebra, so x ∈ D. Hence x ∈ D GL n−1 , i.e., x lies in the invariant subalgebra, namely B.
Commuting traces
Let q : M n (k) → M n (k) be the trace of a multilinear map. Identifying M n (k) with k n 2 , we can regard q as a homogeneous polynomial map from k n 2 to k n 2 . The identity [q(x), x] = 0 for every x ∈ M n (k) can be thus interpreted as [q ξ , Y ] = 0 where Y is, as above, a generic matrix, and q ξ is the matrix in M n (k[ξ]) corresponding to q. In the next lemma we will show that the centralizer
) is trivial. As we shall see, from this it can be easily derived that q is of a standard form. We remark that if d ≥ n, then a standard form
This follows from the Cayley-Hamilton theorem.
Proof. Since Y is a generic matrix, it has n distinct eigenvalues (see, e.g., [17 In the proof of the next theorem we combine Lemma 3.2 with results from [15] . 
In light of [15, Theorem 3 .1] we may assume that A satisfies the standard polynomial identity S 2d . Since A is assumed to be centrally closed, this simply means that A is a central simple algebra over
. . , x) be its trace. It is easy to verify thatq is commuting, and thus, by 1, x 1 , . . . , x n−1 1 , x 2 , . . . , x n ), where C 2n−1 is the Capelli polynomial. If h(a, x 2 , . . . , x n ) does not vanish on A, then the minimal polynomial of a has degree n (see, e.g., [17, Theorem 1.4 .34]), and so in this caseμ i (a) ∈ k. Since h is not an identity of A (see, e.g., [17, Proposition 3.1.6]), there exists a ∈ A such that h(a, x 2 , . . . , x n ) is not a generalized polynomial identity. Take b ∈ A. A standard Vandermonde argument shows that h(a + αb, x 2 , . . . , x n ) is a generalized polynomial identity for only finitely many α ∈ k. Thereforeμ i (a+αb) ∈ k for infinitely many α ∈ k, and hence, again by a Vandermonde argument,μ i (b) ∈ k.
Reduction to the commuting trace case
The goal of this section is to prove a lemma which will be used as an essential tool for reducing the study of general functional identities of one variable to commuting traces of multilinear maps. It considers general unital algebras, so perhaps it could be of use elsewhere.
Let A be a unital algebra over k. If q : A → A is the trace of a d-linear map M : A d → A, then we may assume that M is symmetric (otherwise we replace it by the map
. Then M is unique, which makes it possible for us to define ∂q : A → A by ∂q(x) = M (x, . . . , x, 1). Obviously, ∂q is the trace of the symmetric (d − 1)-linear map M (x 1 , . . . , x d−1 , 1). Alternatively, one can introduce ∂q by avoiding M as follows. First notice that q(x + λ), where x ∈ A and λ ∈ k, is a polynomial in λ with coefficients in A of degree at most d. The coefficient at λ is equal to d∂q(x). In fact, q(x + λ) = q(x) + d∂q(x)λ + · · · + q(1)λ d (and therefore, in a suitable setting, we have ∂q(
). Using this alternative definition, one easily checks that if q ′ is another trace of, say, d ′ -linear map, then we have
In the next lemma we consider the situation where the traces of d-linear maps q and r satisfy [q(x)x − xr(x), x] = 0, in other words, the situation where x → q(x)x − xr(x) is a commuting map. We are actually interested in the special case where q(x)x − xr(x) ∈ k. However, the proof runs more smoothly if we consider a slightly more general situation. Proof. We set q 0 = q and q t = ∂q t−1 , t = 1, . . . , d. If M is as above, then we have q t (x) = M (x, . . . , x, 1, . . . , 1) where x appears d − t times and 1 appears t times. Analogously we introduce r t , t = 0, . . . , d. For the traces of multilinear maps f and g we will write
, x] = 0 for every x ∈ A (i.e., f − g is commuting). In this case we also have ∂f (x) ≡ ∂g(x). Indeed, this follows immediately by applying (1) to f (x)x − g(x)x = xf (x) − xg(x). Accordingly, q(x)x ≡ xr(x) implies dq 1 (x)x + q 0 (x) ≡ dxr 1 (x) + r 0 (x), and, furthemore, by induction one easily checks that
for t = 0, 1, . . . , d − 1. Next, we claim that
, and hence, using
which proves (3) for t = 1. Now assume that 1 < t < d. Using (2) we obtain
This readily implies (3) for any t.
Note that q d (x) = q(1) and r d (x) = r(1). Thus, the t = d − 1 case of (2) reads as q(1)x+dq d−1 (x) ≡ xr(1)+dr d−1 (x). Substituting 1 for x in this relation we obtain (d+1)q(1) ≡
, and so the t = d case of (3) reduces to
, we can rewrite this as
Thus, Proof. If A is infinite dimensional, then this follows easily from the general theory of functional identities [9] ; more explicitly, it is a special case of [1, Theorem 4.6] . We may therefore assume that A is finite dimensional, in which case it is a central simple algebra. A standard scalar extension argument shows that with no loss of generality we may assume that A = M n (k) (cf. the proof of Theorem 3. We remark that such a condition has been studied extensively in the case where s is a derivation or a related map (see, e.g., [14] ), and also in the case where s is a general additive map [2, 7] . Proposition 5.1 thus takes a step further in this line of investigation.
A functional identity determined by the adjugation
Let A be a central simple k-algebra with dim A = n 2 . We define the trace of an element a ∈ A as the trace of a ⊗ 1 ∈ A ⊗ K ∼ = M n (K), where K is a splitting field of A. It can be shown that the trace of a belongs to k and that this definition is independent of the choice of K [17, Theorem 3.1.49]. Hence, by using the fact that the coefficients of the characteristic polynomial of a matrix can be expressed through the traces of the powers of this matrix, one can also define adj(x), the adjugate of x. The map x → adj(x) is the trace of an (n − 1)-linear map, in fact adj(x) = n−1 i=0 τ i (x)x i where τ i is the trace of an (n − 1 − i)-linear map from A into k. Just as for matrices, we have
where det(x) can be also defined through the traces of powers of x. The goal of this section is to show that the functional identity x m q(x) ∈ k always arises from the adjugation. Consider now the general case where A is an arbitrary centrally closed prime algebra. From the general theory of functional identities it follows that A is finite dimensional (specifically, one can use [9, Corollary 5.13] ). From now on we argue similarly as in the proof of Theorem 3.3, so we omit some details. Take a splitting field K ⊇ k of A, and consider the scalar extension
and observe that y mq (y) ∈ K for all y ∈ A K . Using the result of the previos paragraph we readily arrive at the situation where q(x)⊗1 = adj(x m )⊗λ(x) with λ : A → K. If adj(x m ) = 0 then λ(x) ∈ k; since such elements x exist, a Vandermonde argument easily yields λ(x) ∈ k for every x ∈ A.
General functional identities of one variable
Our final theorem will be derived from all the main results of the previous sections.
Theorem 7.1. Let A be a centrally closed prime k-algebra, and let q 0 , q 1 , . . . , q m : A → A be the traces of d-linear maps. Suppose that
Then there exist the traces of (d − 
for all x ∈ A. Moreover:
for all x ∈ A. 
for all x ∈ A. for some traces of multilinear maps β i : A → k -in fact, the right-hand side is either 0 or it can be expressed through adj(x), but the form we have stated is sufficient for our purposes. Namely, we can interpret the last identity as p 0 (x)x + q 1 (x) x m−2 x − xs(x) = p 0 (x)x + q 1 (x) x m−1 − xs(x) = β 0 (x) ∈ k for some trace of a multilinear map s, which brings us to the situation considered in the first paragraph. The same argument therefore gives p 0 (x)x + q 1 (x) = xp 1 (x) + µ 1 (x), i.e., q 1 is of the desired form. We can now continue this line of argumentation. In the next step we write q(x) ∈ k as First applying Proposition 6.1 and then the argument from the first paragraph it thus follows that q 2 has the desired form. In this manner we describe the form of all q i with i < m. Cosequently, q(x) ∈ k can be written as 
