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Recent advances in engineering and control of nanoscale quantum sensors have opened new paradigms in
precision metrology. Unfortunately, hardware restrictions often limit the sensor performance. In nanoscale
magnetic resonance probes, for instance, finite sampling times greatly limit the achievable sensitivity and spec-
tral resolution. We develop a technique for coherent quantum interpolation that can overcome these problems.
Using a quantum sensor associated with the Nitrogen Vacancy center in diamond, we experimentally demon-
strate that quantum interpolation can achieve spectroscopy of classical magnetic fields and individual quantum
spins with orders of magnitude finer frequency resolution than conventionally possible. Not only is quantum
interpolation an enabling technique to extract structural and chemical information from single biomolecules, but
it can be directly applied to other quantum systems for super-resolution quantum spectroscopy.
Precision metrology often needs to strike a compromise be-
tween signal contrast and resolution, since the hardware appa-
ratus sets limits on the precision and sampling rate at which the
data can be acquired. In some cases, classical supersampling
techniques have become a standard tool to achieve a significantly
higher resolution than the bare recorded data. For instance, the
Hubble Space Telescope uses classical digital image processing
algorithms like variable pixel linear reconstruction, also known
as Drizzle1, to construct a supersampled image from multiple
low resolution images captured at slightly different angles. This
technique amounts to effectively interpolating to a higher num-
ber of pixels than in the native sensor. Unfortunately, this clas-
sical interpolation method would fail for signals obtained from
a quantum sensor, where the information is encoded in its quan-
tum phase2.
Quantum systems such as trapped ions3, superconducting
qubits4,5 and spin defects6,7 have been shown to perform as ex-
cellent spectrum analyzers and lock-in-detectors for both clas-
sical and quantum fields30,31. The technique relies on modula-
tion of the quantum probe during the interferometric detection
of an external field. This is typically achieved by a periodic se-
quence of pi-pulses that invert the sign of the coupling of the
quantum probe to the external field, leading to an effective time-
dependent modulation f(t) of the field4,10. These sequences,
more frequently used for dynamical decoupling12,13, can be de-
scribed by sharp band-pass filter functions obtained from the
Fourier transform of f(t). This description is at the basis of their
application for precision spectroscopy, as the filter is well ap-
proximated by modified sinc functions, F (ωτ,N) ≈ sin2(Nωτ)
sin2(ωτ)
,
where τ is the time interval between pi-pulses and N the num-
ber of pulses. The filter bandpass is centered at ν = 1/τ , its
rejection (signal contrast) increases with the number of pulses
∝ N2, and the bandpass bandwidth (frequency resolution) de-
creases as ∆ν = 1/Nτ , tremendously improving frequency res-
olution with increasing pulse numbers. Unfortunately, this high
resolution can only be obtained if the experimental apparatus
allows a correspondingly fine time sampling ∆τ , with a preci-
sion 1/(Nν). In practice, this is an extremely serious limitation
since conventional hardware time sampling bounds are quickly
saturated, leading to losses in both signal contrast and spectral
resolution.
Here we introduce a technique, that we call quantum interpo-
lation, to overcome these limitations in sensing resolution. In
analogy to classical interpolation, our method aims at capturing
data points on a finer mesh than they are directly accessible be-
cause of experimental limitations. The key idea is presented in
Fig. 1A: the result of any quantum sensing experiment, imple-
mented for example, by a dynamical decoupling sequence with
fixed precession time τ , can be represented as a point in a con-
tinuous manifold of evolution operators, but the timing resolu-
tion ∆τ limits sampling to only a discrete subset of points in
this manifold. Simply acquiring data at two or more time points
and interpolating the results, as done in classical sensing to ob-
tain an approximation of the signal at intermediate times, yields
no new information. Indeed, the information is stored in the
quantum sensor phase, which is then read in an incoherent man-
ner. Instead, we achieve quantum interpolation by manipulat-
ing the quantum sensor dynamics in a coherent way, effectively
supersampling the ideal sensing manifold at arbitrarily small
fractional intervals. More precisely, given discrete propagators
U(τk) describing the quantum probe evolution under a control
sequence block of pi-pulses separated by a time τk = k∆τ , we
construct the interpolated propagators
UN (τk+p/N ) = P
{
N−p∏
m=1
U(τk)
p∏
n=1
U(τk+1)
}
≈ UN (τk+p/N ),
(1)
suitably ordering the pulse sequence for interpolation, reflected
by the permutation P .
We exploit quantum interpolation to perform high spectral
resolution magnetometry of quantum and classical fields using
the electronic spin of the Nitrogen Vacancy (NV) center in di-
amond14 as a nanoscale probe7,15,16,30. Using a conventional
XY8-6 dynamical decoupling sequence17,18 to measure the 14N
nuclear spin of the NV center, we obtain a low resolution sig-
nal where the expected narrow sinc-like dip is barely resolved
(Fig. 1B). Upon increasing the number of pulses, this dip sig-
nal is completely lost. To recover the signal with high resolu-
tion we use an optimized interpolation sequence (Fig. 1C) that
completely mitigates the deleterious effects of timing resolution.
Indeed, the number of points that can be sampled via quantum
interpolation scales linearly with the number of pulses N while
the filter bandwidth decreases as 1/N . The sensing resolution is
now determined only by the quantum probe coherence time T2
(simultaneously extended due to dynamical decoupling) and the
number of pulses that can be reliably applied.
The ordering of the different pulse sequence blocks is a cru-
cial step in achieving an interpolated propagator that would be
the most faithful approximation of UN (τk+p/N ) at large N . For
instance, a naive construction, P = 1 in Eq. (1), leads to error
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Figure 1. Quantum Interpolation scheme. (A) Conceptual picture of quantum interpolation. The unitary evolution of a quantum sensor can
only be probed at discrete intervals τk = k∆τ (black cubes) and classical reconstruction would miss an accurate description (dashed black line).
Quantum interpolation faithfully approximates the evolution at arbitrary small fractional intervals (green spheres) by coherent combination of pulse
sequences. (B-C) NMR signal from a single 14N spin associated with the NV quantum sensor. Left: sensing with conventional sequences limited
to ∆τ=2ns. Right: quantum interpolation, improving the resolution to 110 ps. The lower panels show that only quantum interpolation can reveal
details of signal (the appearance of a double peak) linked to the quantum evolution of the 14N spin. (D) Filter function description of quantum
interpolation. Top: Time domain filter function f(t) for the desired (dashed green lines) and interpolated pulse sequence (solid blue lines) for the
simplest case of a half-time interpolation with total sequence time T . The deviation between these filters is the error function  (middle panel)
that needs to be minimized for an optimal interpolation construction. Bottom: Frequency domain representation of both filter functions and their
difference.
accumulation. We tackle this problem by minimizing the devi-
ation  = |fU − fU | of the time domain modulation (shaded
regions in Fig. 1C) as we find it minimizes the filter function
error and maximizes the fidelity of the interpolated propagator
with the ideal one.
We can thus design a simple procedure to determine the
optimal control sequence to approximate any desired unitary
UN (τk+p/N ). Intuitively, the optimal construction compensates
the error at each decoupling sequence block and achieves a con-
stant error for any number of pulse N that depends only on
∆τ . We show analytically and numerically that the error for
interpolated propagators of all p/N samples is approximately
equal and bounded by the error of U2(τk+1/2) = U2(τk+1/2) +
O(∆τ2) (see Supplemental Information19).
To demonstrate the power of quantum interpolation we per-
form high resolution magnetometry of a classical single-tone AC
magnetic field at the frequency fAC = 2.5MHz. By applying
optimally-ordered quantum interpolated sequences (Fig. 2A),
we detect the spurious harmonic of frequency 2fAC20. As the
number of pi-pulses is increased, the filter function associated to
the equivalent XY-N sequences, and accordingly the measured
signal, becomes narrower. The spectral linewidths extracted
from a Gaussian fit of these dips are not affected by the finite
time resolution as highlighted in Fig. 2C. Without quantum in-
terpolation, we reach our experimental resolution limit after ap-
plying a sequence of only 64 pi-pulses19. Quantum interpolation
enables AC magnetometry far beyond this limit: we obtain an
improvement by a factor 112 in timing resolution, correspond-
ing to sampling at 8.9ps.
The advantage of quantum interpolation over conventional
dynamical decoupling sequences is evident when the goal is to
resolve signals with similar frequencies. Fig. 2D shows that our
quantum sensor is easily able to detect a classic dual-tone pertur-
bation, resolving fields that are separated by ∆f = 6.2kHz, far
below the limit set by our native 1ns hardware time resolution.
A useful figure of merit to characterize the resolution en-
hancement of quantum interpolation, in analogy to band-pass
filters, is the Q-value of the sensing peak, Q = f/∆f . The Q-
value for conventional decoupling pulse sequences is set by the
finite time resolution, Q = 1/(2f∆τ). Quantum interpolation
lifts this constraint, allowing Q ≈ 2N/pi, limited only by the
coherence time T2, Nmax ≤ T2/(2τ). Our experiments illus-
trate that the effective sensing Q can be linearly boosted with
the pulse number to over 1000 (Fig. 2D). Given typical NV co-
herence time (1ms), pi-pulse length (50ns) and timing resolution
(1ns), an impressive gain of about 104 over the hardware limits
is achievable.
Even more remarkably, the coherent construction of quantum
interpolation ensures that one can measure not only classical sig-
nals, but also coherent quantum systems (e.g. coupled spins21)
with high spectral resolution. This result is not trivial since it
implies not only modulating the quantum probe, but also effec-
tively engineering an interpolated Hamiltonian for the quantum
probed system22. Specifically, we consider a quantum probe (the
NV center) coupled to the quantum system of interest via an
interaction H = |0〉〈0|H0 + |1〉〈1|H1. Here |0〉, |1〉 are the
two eigenstates of the quantum probe andH0,1 the target system
Hamiltonians in each manifold. Then, the propagator under a pi-
pulse train (with timings as in the CPMG1,16 sequence) is given
by UN (τ) = |0〉〈0|UN0 (τ) + |1〉〈1|UN1 (τ), with
UN0,1(τ) = (e−iH0,1τe−iH1,02τe−iH0,1τ )N (2)
Sensing of the external quantum system is achieved via interfer-
ence between the two evolution paths given by UN0,1(τ), which
results in a signal S =
[
1 + Tr(UN0 UN†1 )
]
/211,12. The interfer-
ence is enhanced by increasing the number of pulsesN , and by a
careful choice of the time τ , making one susceptible once again
to finite timing resolution. Quantum interpolation can over-
come this limitation, constructing any propagator UN0,1(τk+p/N )
by suitably combining UN−p0,1 (τk) and Up0,1(τk+1). It is some-
what surprising that such a prescription might work at all: the
non-commutativity of the propagators and the non-convergence
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Figure 2. High resolution sensing and spectroscopy. (A) Detection of the spurious harmonic of an AC magnetic field via quantum-interpolated XY16 sequences.
The incoherent external magnetic field is generated by an AC current at fAC = 2.5MHz through a 20-µm wire located in the vicinity of the NV center. Our hardware
limitation (∆τ = 1ns) translates in a frequency resolution of ∆fAC = 35.3kHz, and would cause a severe suppression of the detected signal as its linewidth decreases
linearly with the number of pi-pulses. In the rightmost panel, quantum interpolation enables supersampling at 8.9ps (an effective boost of 112), which still permits
to resolve clearly a linewidth of 2.5kHz. (B) Detection of incoherent AC magnetic fields with two distinct frequencies. Quantum interpolation with a maximum of
672 pi-pulses allows for a gain of a factor 72 and faithfully reconstructs the AC fields, even if the two frequencies are not resolved by regular XY16 sequences with
our timing resolution. (C) Linewidth of the detected AC magnetometry signal (from A) with regular sampling (blue) and supersampling (green). The error bars are
residuals to a Gaussian fit. (D) Sensing quality factor Q = f/∆f extracted from (B). Conventional dynamical decoupling sequences can only achieve Q ≤ 100.
This limit can be surpassed with quantum interpolation, scaling linearly with number of pulses, to reach Q ≈ 1000.
of the perturbative Baker-Campbell-Hausdorff expansion could
potentially amplify the error, when considering a large number
of pulses. Fortunately, the construction developed for classical
fields still keeps the error small19.
Consider for example the coupling of a quantum probe (the
NV center) to a two-level system (a nuclear spin-1/2). NV
centers implanted a few nanometers below the diamond sur-
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Figure 3. High resolution spin detection. A modified XY8-12 se-
quence enables an effective sampling at 48ps (a resolution gain by 41
with respect to the hardware-imposed ∆τ=2ns). The lineshape of the
14N NMR signal displays a slight asymmetry in the signal sidelobes, an
expected feature19 of the NMR signal under the XY8 sequence (solid
line). The agreement with the theory-fitted curve is very good, reflected
by the relative residual standard deviation being 3%.
face have recently emerged as the prime technology towards
the long-standing goal of obtaining high spatial-resolution struc-
ture of single molecules in their natural environment, by per-
forming nano-scale Nuclear Magnetic Resonance (NMR) spec-
troscopy27,30. The outstanding key challenge is resolving the
spectral features (and hence positions) of densely packed net-
works of spins in such molecules. Frequency differences, as
small as a few Hz, arise from chemical shifts and the coupling to
the NV. The Hamiltonian of each spin in the molecule is given
by H0 = ωLIzj ; H1 = ωLIzj +
∑
ν A
(j)
zν Iνj , where ωL is
the Larmor frequency of the spins, and A(j)zν are the compo-
nents of the coupling to the NV center. Then, the U0,1 prop-
agators are composed of nuclear spin rotations conditioned on
the NV state; the maximum interference signal arises when
τ = pi/
[
2(ωL +A
(j)
zz )
]
, the propagators corresponding to ro-
tations around two non-parallel axes separated by an angle α =
tan−1
[
A
(j)
z⊥/(ωL +A
(j)
zz )
]
. The angle between the nuclear spin
rotation axes in the two NV manifolds is amplified with every
subsequent application of pi-pulse, giving rise to a signal contrast
that grows with N2. The destructive interference is also ampli-
fied away from the sensing peak, leading to a sinc linewidth that
falls as 1/(Nτ), similar to the results obtained using the semi-
classical filter picture.
To experimentally demonstrate the high precision sensing
reached by quantum interpolation, we measure the 14N nuclear
spin via its coupling to the NV center electronic spin. Even if
the 14N is strongly coupled to the NV (Azz = −2.16MHz), it
usually does not give rise to an interferometric signal, because
of its transverse coupling Azx = 0. However, a small perpen-
dicular field B⊥ = 0.62G generates an effective transverse cou-
pling γeB⊥Axx(∆−γeBz) , withAxx = −2.62MHz28 and γe = 2.8MHz/G
the NV gyromagnetic ratio. This effect becomes sizable at a
longitudinal magnetic field Bz = 955.7G that almost compen-
sates the NV zero-field splitting ∆ = 2.87GHz. The 14N nu-
4clear spin frequency is largely set by its quadrupolar interaction
P = −4.95MHz, a high frequency beyond our timing resolu-
tion (Fig. 1B). We employed quantum interpolation to super-
sample the signal at 48ps (a 41-fold gain), revealing precise fea-
tures of the spectral lineshape (Fig. 3), including the expected
slight asymmetry in sidelobes19. Detecting this distinct spectral
feature confirms that quantum interpolation can indeed achieve
a faithful measurement of the quantum signal, as we find an
excellent match of the experimental data with the theoretical
model, with the error being less than 3% percent for most inter-
polated points. The ability to probe the exact spectral lineshape
provides far more information than just the signal peaks, espe-
cially when there could be overlapping peaks or environment-
broadened linewidths.
These results have immediate and far-reaching consequences
for nanoscale NV-NMR30,31,33, where our technique can map
spin arrangements of a nearby single protein with a spatial res-
olution that dramatically improves with the number of pulses.
The Q-value provides an insightful way to quantify the resolu-
tion gains for these applications. With a Q ≈ 104 that is cur-
rently achievable, 13C chemical shifts of aldehyde and aromatic
groups can now be measured34. Beyond sensing nuclear spins,
we envision quantum interpolation to have important applica-
tions in condensed matter, to sense high frequency (hence high
Q) signals31, such as those arising from the excitation of spin-
wave modes in magnetic materials like Yittrium Iron Garnett32.
In conclusion, we have developed a quantum interpolation
technique that achieves substantial gains in quantum sensing res-
olution. We demonstrated its advantages by performing high
frequency-resolution magnetometry of both classical fields and
single spins using NV centers in diamond. The technique al-
lows pushing spectral resolution limits to fully exploit the long
coherence times of quantum probes under decoupling pulses.
We experimentally demonstrated resolution gains by 112, and
Q-value by over 1000, although the ultimate limits of the tech-
nique can be at least an order of magnitude larger. Quantum
interpolation thus turns quantum sensors into high-resolution
and high-Q spectrum analyzers of classical and quantum fields.
We expect quantum interpolation to be an enabling technique
for nanoscale single molecule spectroscopy at high magnetic
fields33,34, allowing the discrimination of chemical shifts and
angstrom-resolution single molecule structure.
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SUMMARY
In this supplement, we provide details of the theory of quantum
interpolation, and supporting information for the experiments pre-
sented in the main paper. We also provide explicit details of the
construction of the optimal quantum interpolation sequences, with
the hope that this might aid their adoption in other experiments.
The Materials and Methods section presents details about NV cen-
ters and the home-built experimental setup (Sec. I A) as well the
Hamiltonian describing the NV center coupled to a network of nu-
clear spins (Sec. I B). We further provide additional information
about the experiments and the fitting model, as well as additional
experimental results.
The Supplementary Text provides in depth details and analysis of
the quantum interpolation scheme. We analyze in detail the inter-
ferometric spin sensing technique (Sec. II A) based on the popular
CPMG/XY8 pulse sequencesS1,S2 in order to show that the signal
contrast not only grows∝ N2 (with N the number pulses), but more
importantly to obtain an insightful and precise understanding of the
signal lineshape and linewidth. After quantifying in Sec. II B how
finite sampling times limit the resolution and contrast, we develop
the basic theory of quantum interpolation in Sec. II C, where we
specify the metric that allows one to evaluate how faithful the in-
terpolated signal is to the true sensing signal assuming there is no
limitation of finite ∆τ . The theory is presented in a more simple
semiclassical picture of time domain filtersS3,S4, and a more rigorous
analysis of the propagators. In Sec. II D we describe the optimal
quantum interpolation construction that minimizes errors in super-
sampling, providing a graphical visualization of these constructions
and a simple algorithm. Sec. II E details the Q-value, Q = f/∆f , as
a figure of merit of quantum interpolation, and quantifies gains in our
experiments as well as potential improvements in other experiments,
especially where the signals to be sensed are of high-Q, i.e. either
with narrow linewidth or high frequency.
I. MATERIALS AND METHODS
A. Experimental setup
Nitrogen-vacancy (NV) centers in diamond are substitutional ni-
trogen atom close to a vacancy in the carbon latticeS5. Their elec-
tronic spins possess remarkable quantum properties that persist at
room temperature. The spin state of the negatively charged NV cen-
ter has an exceptionally long coherence time and its electronic level
structure allows efficient, all-optical spin polarization. The level
structure of NV centers is shown in Fig. 1. The NV can be op-
tically excited by a 532 nm laser light and it emits at 637 nm. It
has a zero-field splitting of 2.87 GHz between the ms = |0〉 and
ms = | ± 1〉 states. A magnetic field splits the ms = | ± 1〉 levels
allowing selective microwave excitation of the spin transition.
In the experiment we used NV centers that are created in an opti-
cal grade, isotopically pure diamond (99.99% C-12, purchased from
E6) via implantation and subsequent annealing. Single NV centers
are addressed using a home-built confocal microscope. In the mi-
croscope, a collimated 532 nm laser (SPROUT from Lighthouse
Photonics) beam is first sent through an acousto-optic modulator
(AOM, Isomet Corporation, M113-aQ80L-H) for switching and then
focused using an oil immersion objective (Thorlabs N100X- PFO
Nikon Plan Flour 1.3NA). The sample is mounted on a 3D-piezo
scanner (Npoint) to position at the microscope focus with nm preci-
sion. The fluorescence excitation light is collected by the same ob-
jective, collimated, filtered from the 532 nm beam using a dichroic
(Chroma NC338988) and then focused onto a pinhole for spatial
filtering. The NV center fluorescence was filtered with a 532 nm
notch filter (Semrock, BLP01-594R-25) and a 594 nm long-pass fil-
ter (Semrock, BLP01-594R-25) and collected using a single-photon
counting module (Perkin Elmer SPCM-AQRH-14).
In our experiments, we generate microwave pulses to construct
quantum interpolation dynamical decoupling sequences using the
following hardware:
2(i) Direct synthesis of the pulses using 1.25 GS/s four channel ar-
bitrary waveform generatorS6 (Model WX1284C, Tabor Elec-
tronics Ltd.). This has a timing resolution of ∆τ = 1ns, and is
employed in experiments described in Fig. 2 of the main paper.
(ii) By using a microwave signal generator (Stanford Research Sys-
tems SRS 384) gated by a 500 MHz PulseBlasterESR-PRO
pulse generatorS7 from Spincore Technologies through a mi-
crowave switch (Minicircuits ZASWA-50-DR+). The Pulse-
Blaster has a timing resolution of ∆τ = 2ns, and this is em-
ployed in experiments described in Fig. 1 and Fig. 3 of the
main paper.
The MW pulses are subsequently amplified using a high power am-
plifier (Minicircuits LZY22+). The AWG, the AOM and the single-
photon counting module were gated using TTL pulses produced by
the 500 MHz PulseBlaster. The static magnetic field is generated us-
ing a 1T surface magnetization permanent magnet (BX0X0X0-N52)
obtained from K&J Magnetics. The magnet assembly is mounted
on a combination of motorized translation and rotation stages (Zaber
TLA series) that are used to align the field to the [111] axis of the
NV center.
B. Coupled system of NV center and nuclear spins
NV centers have shown to be sensitive probes of their nuclear spin
environment. The NV center interacts with the nuclear spins via the
anisotropic hyperfine interaction given by
Hhf =
∑
j
S ·A(j) · Ij =
∑
j
g
r3N
[3(S · rˆN )(Ij · rˆN )− S · I] ,
where g = ~µ0γNγe4pi , with the gyromagnetic ratios of nu-
clear and electron spins respectively γN and γe, and the vec-
tor ~r(j)N = (rxj , ryj , rzj) joins the center of the NV and the
nuclear spinS8,S9. In the presence of a magnetic field, one
can consider on the NV the pseudo two level system formed
by the {0,−1} levels. Applying now a secular approxima-
tion and retaining terms that commute with Sz gives Hhf =∑
j
gN
(r
(j)
N )
3
Sz
[
3rz(rxjIxj + ryjIyj) + (3r
2
zj − 1)Izj
]
. The overall
Hamiltonian of the coupled system is then,
H = ∆Sz + |0〉 〈0|H|0〉 + |−1〉 〈−1|H|−1〉 (S1)
with ∆ = ∆0 − γeBz , where ∆0 = 2.87GHz is the zero field NV
splitting, and
H|0〉 = ωLIzj (S2)
H|−1〉 = [(ωL +Aj)Izj +BjIxj + CjIyj ] (S3)
represent the effective nuclear spin Hamiltonians conditioned on the
state of the NV. Here, we have used the common spectroscopic no-
tationS10, Aj ≡ A(j)zz = (3r2zj − 1), Bj ≡ A(j)zx = 3rzjrxj , Cj ≡
A
(j)
zy = 3rzjryj to represent the magnitude of the hyperfine inter-
actions to spin j, that are contained in the hyperfine tensor A(j) =
A
(j)
µ,ν .
C. Experimental spin sensing via quantum interpolation
In this section we provide additional information for the experi-
ments described in the main paper, including details of the theoretical
models in the fits.
1. 14N spin sensing and lineshape analysis
In the main paper we applied quantum interpolation based super-
sampling to study the lineshape from a single 14N spin intrinsic to
the NV center. We performed experiments close to the ground state
anti-crossing of the NV center, Bz ≈ 1000G, where due to the pres-
ence of a weak misaligned magnetic field, one obtains a peak signal
under XY8-N of the form
S(δ = 0) = cos(8Nα), where α = tan−1
[
γeB⊥Axx
∆ω
]
, (S4)
withAxx = −2.62MHz, and where ∆ = ∆0−γeBz is the resonance
frequency of the NV center, and ω = P − A‖/2 − γnBz , with the
quadrupolar interaction P = −4.95MHz, the parallel hyperfine term
A‖ = −2.16MHz, and the gyromagnetic ratio γn = 0.31kHz/G.
This signal originates from second order perturbation effects due to a
combination of the non-secular termsB⊥Sx and A⊥2 (S+I−+S−I+)
in the NV center Hamiltonians
H = H0 + V (S5)
H0 = ∆0S2z +Bz(γeSz + γNIz) + PI2z +A‖SzIz
V = γeB⊥Sx +
A⊥
2
(S+I− + S−I+)
that yield a term ∝ SzIx. The signal thus becomes stronger close
to the avoided crossing, where the energy denominator ∆ becomes
small. For typical values of misaligned fields,α is small, and the
signal is approximately S ∝ cos
[
8γeBxA⊥N
∆ ω
]
. In Fig. 1(B) of the
main paper, and in Fig. S1 we perform XY8 sensing while sweeping
the number of cycles N . In Fig. S1 we fit the data to the theoretical
lineshape, numerically evaluated following Eq. (S17),
where the operators U|0〉 and U|1〉 are now defined with the tilt
angle αj = α from Eq. (S4) above. We find a remarkable match
with the theoretical model in Fig. S1, and from the data we extract a
value of B⊥ which corresponds to an misalignment of 1.14G at the
bare field of 954.71G. One is also able to discern the asymmetry in
the lineshape (see Sec. II A 3).
2. Data fitting and error estimation
To fit the theoretical model to the data, we use a steepest descent
minimization algorithm to minimize the χ2 in conjunction with sim-
ulated annealing to avoid local minima and ensure the global best
fit. Subsequently, we use a Monte-Carlo approach to estimate the
uncertainty of the various fit parameters.
Let us denote the fit parameters for our model by P. For a given
setP, our theoretical model provides a non-linear functional relation
y = f(x|P). Given a measured set of data points {xn} and {yn},
we determine the optimal set of parameters Popt by minimizing χ2 =∑
n[yn − f(xn|P)]2/σ2y . Here we have assumed that the statistical
error σy of the measured data points is identical for all points.
For example, the fitting parameters for Fig. 3 in the main article
are the tilt angle α1 of the rotation axis of U1, as well as the offsets
and scaling factors for both the x and y axes (x and y correspond-
ing to deviation time from the sensing peak and the measured signal
intensity in this case).
Once Popt, the statistical uncertainty of ym is estimated
from the deviation from the optimally fitted function σ2y ≈∑
n[yn − f(xn|Popt)]2/(N − 1), where N is the number of data
points. The value of σy obtained by this procedure yields sets a lower
bound for the true statistical uncertainty, as any systematic deviation
of the fitted function (i.e. if we have not captured the underlying true
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Figure S1. Detailed analysis of 14N spin sensing experiments. In these panels we study the lineshape of the signal from a 14N supersampled via quantum
interpolation. This data was also depicted in Fig. 1(B) of the main paper. Here the experimental data (points) is fit to the expected theoretical lineshape (solid
line) that is slight asymmetric. The experiments were performed at 954.71G, and from the model we extract the misalignment value of 1.14G. The crosses
denote the total error of each sample from the theoretical result. The right panels show a histogram of the errors of different supersamples. The hardware
resolution here was ∆τ = 2ns, and we effectively supersampled by the factors denoted by the x-. We sweep the number of XY8-N cycles from left to right,
and the lineshape opens up characteristic sidebands upon increasing number of pulses. We find that the signal obtained via quantum interpolation is indeed a
faithful representation, with the error under a few percent.
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Figure S2. Quantum interpolation for increasing resolution. Here we
demonstrate that quantum interpolation while increasing the number of
pulses can allow us to resolve peaks that were normally indistinguishable.
We perform AC magnetometry from two distinct incoherent sources, sepa-
rated by 6.2kHz (see also Fig. 2(B) of main paper). The timing resolution
here experiments was ∆τ = 1ns, and without quantum interpolation based
supersampling, the entire data would just consist of four points in this plot.
The supersampling resolution gains for both experiments are indicated in the
boxes. Note that we have normalized the two experimental results so that the
peak signal strength is identical for both cases.
functional form in our theoretical model) increases σy . Subsequently
the uncertainty in the fit parameters P can be estimated beyond lin-
ear order by generating artificial data sets of points {xn} and {yn}
statistically distributed around f(xn|Popt), subsequently performing
a fit for each data set. We assume a Gaussian distribution for the gen-
eration of these data points, an assumption which can be verified by
inspecting the distribution of δyn = yn − f(xn|Popt) in the original
data. Repeating this procedure yields a distribution of fit parameters
of which the distributional form, confidence intervals and standard
deviation for the individual parameters can be extracted.
3. Spectroscopy of Classical AC Magnetic Fields
As a supplemental experiment to the AC magnetometry experi-
ments described in Fig. 2(B) of the main paper, we performed mag-
netometry of two AC signals separated by 6.2kHz with XY16-8 and
XY16-36 (see Fig. S2). We observe that the two peaks cannot be
resolved by XY16-8, but upon increasing the number of pulses, one
is able to resolve them. It is important to note that we employed
quantum interpolation for both experiments; indeed given our timing
resolution of ∆τ = 1ns, the entire data in Fig. S2 would otherwise
just consist of four points.
The experiment in Fig. S2, along with those in Fig. 2 of the main
paper demonstrate that via quantum interpolation, the effective abil-
ity to resolve two closeby spectral frequencies is no longer limited
by hardware but only by the number of pulses that can be reliably
applied.
II. SUPPLEMENTARY TEXT
A. Interferometric spin sensing via the NV center
Although the principle of nuclear spin sensing by NV centers has
been discussed extensively, the method is very often presented with
a semi-classical picture of the nuclear spin noise and the filter for-
malism. For a better understanding of quantum interpolation, we
need instead to more precisely evaluate this interferometric method
by considering the full quantum mechanical evolution of the the nu-
clear spinsS11,S12.
1. NV nuclear spin sensing from a geometric perspective
In the sensing pulse sequences, the NV is prepared initially in the
state |ψ〉 = 1√
2
(|0〉+ |−1〉), while given the low magnetic field and
high temperature, the nuclear spins are in the mixed state 1j/2. Due
to different evolutions of the nuclear spins conditioned on the |0〉 or
|−1〉 of the NV center (following Eq. (S1)), the evolution in the two
4NV manifolds gives rise to a destructive interference that is detected
as a an apparent decay of the NV coherence.
We now provide a geometric perspective to spin sensing sequences
with the aim of describing the origin of the increasing sensitivity and
the decreasing linewidth with the number of cycles N .
We first define the unitary rotation operator Rj(Θj , nˆj) :=
e−iΘj~σ
j ·nˆj/2, describing a rotation of the nuclear spin j around the
axis nˆj by an angle Θj (the flip angle).
The fundamental units of the CPMG and XY8 spin sensing se-
quences are described by a unitary transformation composed of three
successive rotations
Utot : = R(Θa, nˆa)R(Θb, nˆb)R(Θa, nˆa), (S6)
that, in turn, can be described as a rotation about a new rotation axis
nˆtot by a flip angle Θtot, Utot = eiϕtot R(Θtot, nˆtot), where ϕtot is an
unimportant global phase. Some algebra yields the total effective
flip angle
Θtot = 2 arccos
(∣∣∣∣2b cos(Θa2
)
− cos
(
Θb
2
)∣∣∣∣) (S7)
and the effective rotation axis
ntot = 2b sin
(
Θa
2
)
nˆa + sin
(
Θb
2
)
nˆb (S8)
with
b = cos
Θa
2
cos
(
Θb
2
)
− (nˆa · nˆb) sin
(
Θa
2
)
sin
(
Θb
2
)
. (S9)
For CPMG-like sequences, the rotation axis associated with Utot
lies in the plane spanned by the original rotation axes nˆa and nˆb, i.e.
nˆtot always has the same azimuth angle as nˆb if we choose a coordi-
nate system with zˆ = nˆa. We shall use this property later to visualize
trajectories of metrology Hamiltonians in a three-dimensional visu-
alization in Fig. S16. This is not the case for periodic dynamical
decoupling sequencesS13 (such as the spin echoS14).
Figure S3. Geometry of interferometric CPMG sensing. Bloch sphere
description of the simple interferometric CPMG control sequence that is em-
ployed for sensing nuclear spins in the environment of an NV center. Here
nˆ0 and nˆ1 are the two axes of the nuclear spin conditioned on the state of the
NV. At the signal peak, obtained for 2τ ≈ pi/ωL, the result of the sequence
are the two effective axes nˆ0⊥ and −nˆ1⊥ (see Eq. (S10)).
We can now use these results for the system described in Sec. I C 2,
where the two axes of rotations are defined by the Hamiltonians
H|0,1〉 in Eq. (S3).
Here we chose the coordinate system such that zˆ = nˆ0, i.e. the
z-axis is aligned with the external magnetic field. We consider the
coupling of the NV with a single spin j at a time, which furthermore
allows us to choose the coordinate system such that ϕj = 0 and
the hyperfine coupling Cj = 0. Specifically, using the geometric
notationS15 to represent the normalized Hamiltonians in Eq. (S3),
we have Hˆ|0〉 = nˆ0 = zˆ and Hˆ
j
|−1〉 = nˆ1 = cos(αj)zˆ+sin(αj)zˆj⊥,
where zˆj⊥ = cos(ϕj)xˆ + sin(ϕj)yˆ. We refer to the angle αj =
tan−1
[
Bj
ωL+Aj
]
as the tilt angle of spin j.
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Figure S4. Lineshape in spin sensing experiments. Here we compare the
analytic expressions for the lineshape of spin sensing experiments with the
numerically obtained result for a small deviation δ about the sensing peak.
We considered αj = 0.1 rad and N = 10 cycles of the CPMG experiment.
The result demonstrates that the first order expression obtained in Eq. (S22)
does indeed capture the lineshape accurately, including the asymmetry in
the sidelobes on either side of the sensing peak (red dashed lines). The
green shading represents the region over which the first order expression is a
good approximation. The dashed lines describe the evaluation of the signal
linewidth w following Eq. (S23).
The simplest protocol for spin sensing is the interferometric
CPMG-N techniqueS1,S16, which consists of 2N refocusing pi pulses.
For spin sensing, we sweep the delay between pulses 2τ , and the
sensing signal dip appears when 2τ ≈ pi/ωL. At this time, the nu-
clear spin sees two different evolutions conditioned on the state of
the NV center, that for ωL  Aj , Bj can be approximated as
U|0〉 = R(pi/2, nˆ0)R(pi, nˆ1)R(pi/2, nˆ0) = R(nˆ|0〉,Θ|0〉)
U|−1〉 = R(pi/2, nˆ1)R(pi, nˆ0)R(pi/2, nˆ1) = R(nˆ|−1〉,Θ|1〉).
(S10)
(see Sec. II A 2 for the exact expression.) The effective axes of rota-
tion are
nˆ|0〉 =
nˆ0 − nˆ1 cosαj
sinαj
= −nˆ1⊥ (S11)
nˆ|1〉 =
nˆ1 − nˆ0 cosαj
sinαj
= nˆ0⊥ . (S12)
Note that both axes lie in the plane span(nˆ0, nˆ1) and are orthogo-
nal to nˆ1 and nˆ0 respectively. Thus they retain the same mutually
spanned angle nˆ0 · nˆ1 = cosαj in magnitude. The effective flip
angles are found to be Θ|0〉 = Θ|−1〉 = 2αj , which leads to the to
5a simple geometric interpretation (see Fig. S3): effectively the con-
trol protocol translates the initial tilt angle αj to twice the flip angle,
while the effective axes are perpendicular to the initial axes are still
separated by αj .
We can now formally derive the dip signal from a CPMG/XY8
experimentS17, and interpret it geometrically using Eq. (S10). The
time evolution operator for the entire control sequence withN cycles
is
U = |0〉 〈0| ⊗ UN|0〉 + |−1〉 〈−1| ⊗ UN|−1〉, (S13)
Note that for UN|0/−1〉 = R(NΘ|0〉, nˆ|0〉) the rotation angles are am-
plified by N , whereas the rotation axes remain unchanged.
Initially, we prepare the NV in the |0〉+|−1〉√
2
state by applying a pi2
pulse. The initial state of the system is thus described by the density
matrix ρini = 14 (1+ σx)⊗ 1, where the first operator acts on the NV
space and the second on the nuclear spin space. After the decoupling
pulse sequence, the system is thus in the state
ρfinal = UρiniU
† =
1
4
(1 + U(σx ⊗ 1)U†). (S14)
After the sequence, another pi2 pulse is applied, which maps the phase
onto a population of the NV state. We can therefore define the signal
as the expectation value S = 〈σx ⊗ 1〉 before the last pi2 pulse. The
signal can be interpreted as the overlap of the initial and final density
matrix
S = Tr(σxρfinal) = 4Tr(ρ†iniρfinal)− 1. (S15)
Using Eq. (S13) and Eq. (S14), a straightforward calculation yields
S =
1
4
Tr[(σx ⊗ 1)(|0〉 〈−1| ⊗ UN|0〉UN|−1〉
†
+ |−1〉 〈0| ⊗ UN|−1〉UN|−0〉
†
)]
=
1
4
Tr(UN|0〉UN|−1〉
†
+ UN|−1〉UN|−0〉
†
).
(S16)
Since the trace of any SU(2) rotation operator is real, the last two
terms are equal and the signal can be expressed in geometric terms
S =
1
2
Tr
{[
1 cos
(
NΘ|0〉
2
)
− inˆ|0〉 · σ sin
(
NΘ|0〉
2
)]
×
[
1 cos
(
NΘ|−1〉
2
)
− inˆ|−1〉 · σ sin
(
NΘ|−1〉
2
)]}
= 1− sin2(Nαj) cos2(αj/2) (S17)
To obtain the last line, we used (nˆ|0〉 ·σ)(nˆ|−1〉 ·σ) = nˆ|0〉 ·nˆ|−1〉1+
iσ · (nˆ|0〉 × nˆ|−1〉) and Tr(σj) = 0 for all terms containing a single
Pauli matrix.
Geometrically, the signal in Eq. (S17) is just the overlap of the ro-
tations UN|0〉 = R(Nαj ,−nˆ1⊥) and UN|−1〉 = R(Nαj , nˆ0⊥). It also
becomes evident that amplification of the flip angle from αj to Nαj
upon application of N cycles explains why the peak signal inten-
sity grows quadratically with the number of cycles N – an important
feature for external spin sensing. Equivalently, the application of N
cycles leads to a longer evolution path length and hence larger phase
accumulation in the interferometric detection.
2. Exact analysis of the signal dip
To evaluate the exact expression for the peak sig-
nal from a CPMG/XY8 experiment we consider the
Figure S5. Schematic of quantum interpolation based supersampling.
Consider that we have, due to hardware limitations, a sampling resolution
∆τ in the delays τ that are swept in the usual CPMG sequence. If ∆ϑ =
ωL∆τ this refers to the fact that one can only sample angles k∆ϑ, with
integral k (purple points). The aim of quantum interpolation based super-
sampling is to effectively obtain a large number of samples
(
k + q
p+q
)
∆ϑ
(crosses) between two neighboring hardware allowed samples. In principle
forN cycles of a CPMG sequence, the number of experimentally achievable
samples with low error scales∝ N , allowing the effective sensing resolution
to be limited only by the number of pulses that can be reliably applied.
propagators U|0〉 = R(ηpi/2, nˆ1)R(pi, nˆ0)R(ηpi/2, nˆ1),
and U|−1〉 = R(pi/2, nˆ0)R(ηpi, nˆ1)R(pi/2, nˆ0), where
η =
[(
1 +
Aj
ωL
)2
+
(
Bj
ωL
)2]1/2
takes into account that the
nuclear spin Hamiltonian norm in the two NV manifolds is different.
This gives for N cycles of the experiment,
UN|0〉 = −1 cosNαj + i
sinNαj
sinαj
σ · [−nˆ1⊥ sinαj (S18)
+nˆ1 cosαj cos(ηpi/2)]
UN|−1〉 = −1 cosNαj + i
sinNαj
sinαj
σ · [nˆ0⊥ sinαj sin(ηpi/2)
+nˆ0 cos(ηpi/2)] ,
where cos(αj) = cos(αj) sin(ηpi/2). Note that when the interac-
tions are weak, ωL  Aj , Bj , we have η → 1 and cosαj → cosαj ,
and one exactly recovers the expressions Eq. (S10) above. The exact
signal including the hyperfine terms is now,
1− S = cos2Nαj + sin
2Nαj
sin2 αj
[
sin2 αj cos
2 αj (cos(ηpi/2)− 1)
+ cos2 αj − cos2 αj + sin2 αj cos(ηpi/2)
]
3. Linewidth of the nuclear spin sensing signal
The previous sections considered the peak signal obtained as a re-
sult of the spin sensing experiment. However, it is also of critical
importance to quantify the linewidth of the sensing signal since by
falling as 1/N it allows sensing spins at higher resolution as N in-
creases.
To derive the sensing linewidth, we resort to an expansion in the
6deviation δ about the signal peak obtained in Eq. (S10),
UN|0〉(pi + δ) =
[
R(pi/2 + δ
2
, nˆ0)R(pi + δ, nˆ1)R(pi/2 + δ
2
, nˆ0)
]N
(S19)
≈ 1 cosNα′j + i
sinNα′j
sinα′j
σ · [−nˆ1⊥ sinαj − δ(1 + cosαj)nˆ1]
where to first order in δ,
sin2 α′j = sin
2 αj + δ
2(1 + cosαj)
2 . (S20)
which incorporates an effective destructive interference in the flip
angle. It is also instructive to compare Eq. (S19) with Eq. (S10): the
expressions are identical except for a corruption factor proportional
to δ in Eq. (S19). This can be visualized as a slight mixing of the
perfect vector nˆ1⊥ with a term δ(1 + cosαj)nˆ1. Crucially this is the
same factor that causes the interference in Eq. (S20). Similarly in
the |−1〉 manifold of the NV center one has,
UN|−1〉(pi + δ) =
[
R(nˆ1, pi/2 + δ
2
)R(nˆ0, pi + δ)R(nˆ1, pi/2 + δ
2
)
]N
(S21)
≈ 1 cosNα′j + i
sinNα′j
sinα′j
σ · [nˆ0⊥ sinαj − δ(1 + cosαj)nˆ0]
This gives the signal similar to Eq. (S17), but now as a function of
the deviation from the sensing peak δ,
S = cos2Nα′j +
sin2Nα′j
sin2 α′j
[− sin2 αj cosαj
+ δ2 cosαj (1 + cosαj)
2 − 2δ sin2 αj (1 + cosαj)
]
.(S22)
Figure S4 compares the analytical expression in Eq. (S22) to an exact
numerical calculation. It is evident that for most of the region close
to the sensing peak (shaded region), the agreement is very close.
Importantly then the insight offered by Eq. (S19) allows one to
intuitively understand the origin of the sensing linewidth: with in-
creasing δ, there is destructive interference of the flip-angle αj to
α′j (Eq. (S20)). As the number of cycles is increased, the destruc-
tive interference effect is magnified by N (Eq. (S22)) and leads to a
decreasing linewidth ∝ 1/N .
To quantify the linewidth w exactly, let us define it as the first zero
of sensing signal S in Eq. (S22). This happens when the function
sin(Nα′j) vanishes, i.e. α
′
j = pi/N , giving the linewidth in units of
angle,
w2 ≈ sin
2(pi/N)− sin2 αj
2 cos2(αj/2)
(S23)
Similarly, the sensing linewidth in units of time can be evaluated as
w/ωL, giving for small αj ,
w/ωL ≈ 1/(
√
2ωL cos(αj/2)) · sin(pi/N) (S24)
that indeed falls as ∝ 1/N as we would expect for interferometric
detection.
The linewidth directly shows the origin of the asymmetry of the
sensing peak. This is subtle feature, characteristic of CPMG-like
sequences (but not of period sequences) that we are able to discern
clearly in our experiments via quantum interpolation (Fig. 1 of main
paper and Fig. S1). This shows that our quantum interpolation ex-
pansion is indeed of low error and faithfully represents the true sig-
nal.
The asymmetry is manifested by the linear term in δ in Eq. (S22),
or equivalently the odd sin δ term in Eq. (S22), as it is evident in Fig.
S4. Indeed, the time 2τ = pi/ωL is not the exact signal minimum; in-
stead, at this time, the effective vectors [nˆ0⊥ sin(α)−δ(1+cosα)nˆ0]
and [−nˆ1⊥ sinα − δ(1 + cosα)nˆ1] in Eq. (S19) and Eq. (S21) are
not exactly perpendicular to each other away from the sensing peak.
B. Deleterious effects of finite sampling
1. Loss in sensing contrast
Often we are interested in resolving spins that are very close to-
gether in frequency, for instance to be able to reconstruct their posi-
tions and the structure of the spin network of which they are part. The
differences in frequency arising for instance from chemical shifts
could be as small as 10−6ωL. In a real experimental scenario how-
ever, the rotations on the nuclear spins via the NV are effectively
achieved through delayed evolution as in Fig. S3, and the construc-
tion of Eq. (S22) is prone to finite-sampling effects, leading to a loss
of signal contrast and resolution. In this section, we quantify these
deleterious effects in detail.
Consider for interferometric spin sensing, we would like ideally
to construct the CPMG sequence by matching the delay 2τ = pi/ωL;
however given a finite sampling resolution ∆τ , one has a finite error
that directly translate to a deviation from the ideal signal peak. For
instance in Eq. (S10), this translates to errors in the rotation flip
angles of pi/2 and pi that constitute a perfect CPMG spin sensing
sequence – instead, these angles can now only be achieved to within
the sampling interval ∆ϑ = ωL∆τ (see Fig. S5).
In the following, we shall quantify the deleterious effects of the
this finite timing resolution:
(i) Due to the fact that the signal linewidth decreases with the num-
ber of cycles N , finite sampling resolution ∆ϑ might cause the
sensing peak to be lost beyond a threshold) Nmax. This is ex-
perimentally demonstrated for instance in the left panels of Fig.
1(B) of the main paper, where the sensing peak is just a single
point or less and is not efficiently sampled.
(ii) For a deviation away δ0 from the perfect interferometric con-
struction, we will show below that the signal falls away quadrat-
ically with δ0 and the number of cycles N . This leads, very
quickly, to the underestimation of the sensing peak contrast,
that can lead to significant error in reconstructing the hyperfine
term Bj for spin sensing experiments.
(iii) Finite resolution also leads to a decrease in the maximum
achievable peak signal, directly affecting the sensitivity of the
NV based spin sensor.
Let us first evaluate the maximum number of cyclesNmax such that
the linewidth w/ωL ≤ ∆ϑ, i.e. after which we become susceptible
to finite sampling effects. From Eq. (S23),
Nmax ≈ pi√
(ωL∆τ)2(1 + cosαj)2 + sin
2 αj
(S25)
For instance for a hardware set timing limitation of ∆τ=1ns (see Fig.
S6(A)), for a weakly coupled 1H spin at 0.5T and αj = 0.05rad, we
have that the maximum XY8-N experiment that can be applied is
Nmax ≈ 12. This is a very small number of cycles, and increasing
N beyond Nmax leads to subsampling of the peak signal, leading to
a substantial loss of contrast.
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Figure S6. Effects of finite timing resolution. (A) Panel denotes the max-
imum number of CPMG cycles N before one becomes sensitive to finite
timing resolution effects. Here we consider a single 1H spin that is 2.45nm
away from the NV center at relative coordinates [1,1,2]nm to the NV cen-
ter. As is evident, at moderately high magnetic fields > 0.5T, one quickly
becomes prone to subsampling effects. (B) Panel denotes the largest ∆τ
required to still be not prone to subsampling effects, i.e. the largest ∆τ re-
quired to still efficiently sample the signal peak. We consider here different
total times of the sequence, limited by the maximum T2 ≈ 1ms. Even for
moderately high magnetic fields, one requires a timing resolution of a few
picoseconds, which is at the limit of current hardware (see Table S1). Quan-
tum interpolation based supersampling allows us to achieve a small effective
∆τ from modest available hardware.
Let us now in determine in detail the loss in signal contrast and
resolution. Let us define sampling error δ0 = pi − k∆ϑ where k is
integral (Fig. S5), and which denotes the deviation from the perfect
CPMG sensing sequence (the perfect sequence in Eq. (S10) refers to
δ0 = 0). The signal contrast C(δ0) = 12 [1− S(δ0)] is now,
C(δ0) =
1
2
sin2Nα′j (1−cosα′j)+
sin2Nα′j
sin2 α′j
sin2 αj cosαj (S26)
while the perfect contrast C(0) = sin2(Nαj)[1 + cos(αj)]. For
small sampling error δ0, one can now evaluate the effective loss in
contrast,
ε = C(0)− C(δ0) = 1
4
(Nαj)
2δ20
(
2− α
2
j
2
)2
(S27)
This expression is good upto second order in δ0, and captures the
scaling of the contrast loss ε ∝ N2δ20 , i.e. as the number of cyclesN
increases or as one improperly samples the signal peak (larger ∆τ ),
the loss in contrast increases quadratically. This is also evident in the
experimental data shown in the left panels of Fig. 1(B) of the main
paper – the sensing peak is improperly sampled, and the structure in
the peaks cannot be resolved.
While Eq. (S27) considered the loss in contrast for small δ0, let us
consider now the maximum bound on the contrast Cj(δ0). We will
show that the signal not only grows quadratically slowly following
Eq. (S27), but is also upper bounded to a significantly lower level.
Consider that maximum contrast at the peak C(0)|max = 1 + cosαj ,
while at finite δ0 we have,
C(δ0)|max = 1 +
cos(αj)
[
sin2(αj)− δ20(1 + cosαj)2
]
sin2(αj) + δ20(1 + cosαj)
2
(S28)
It is quite easy to see that C(δ0)|max < C(0)|max. For instance, for
δ0  sinαj (meaning one is away from the sensing peak), we have
C(δ0)|max = 1− cos(αj) → 0 since αj by definition is small. This
quantifies the intuition of destructive interference affecting the flip
angle αj into α′j (see Eq. (S20)) as one moves away from the sensing
peak. In contrast in the perfect case C(0)|max = 12 (1 + cosαj) →
1. Hence, in summary, one can quantify the deleterious effects of
limited timing resolution ∆τ with regards to signal contrast: not only
does the signal grow quadratically slower withN and δ0, but it is also
upper bounded to a lower level.
2. Loss in sensing resolution
In addition to a loss of signal contrast, in this section we show
that finite timing resolution ∆τ also leads to a loss of sensing resolu-
tion. Consider that the effective linewidth in time units (Eq. (S23)) is
given by ∆τlw = w/ωL =
[sin2(pi/N)−sin2(αj)]1/2
2ωL cos(αj/2)
, however the hard-
ware limits us to effectively a resolution of ∆τ . In order to resolve
the signal peak faithfully we have the requirement that ∆τ ≤ 12τlw.
Along with the fact that the number of pulses is bounded by the co-
herence time, Nmax = T2ωL2pi , this translates to
∆τ . 1
2
√
2ωL cos(αj/2)
sin
(
2pi2
T2ωL
)
(S29)
Eq. (S29) quantifies the fact that one needs a better timing reso-
lution (smaller ∆τ ) as one goes to higher magnetic fields, or higher
number of cycles. For instance (see Fig. S6(B)), for a 1H nuclear
spin at a field of 0.5T, assuming T2 = 1ms and αj = 0.05rad
typical for a weakly coupled spin, Eq. (S29) sets the requirement
∆τ ≤ 15.83ps, which is a very small required timing resolution (Ta-
ble S1). If ∆τ does not satisfy Eq. (S29), then the sensing peak can
be completely lost. This is demonstrated also in the left panels of
Fig. 1(B) of the main paper, where poor sampling resolution does
not allow us to resolve the structure in the 14N signal (that follows
Eq. (S22)).
C. Quantum interpolation for supersampling the sensing signal
The key power of the interferometric CPMG spin sensing proto-
col is that as the number of cycles N increases the signal strength
increases ∝ N2 and the linewidth falls as w ∝ 1/N , yielding the
double advantages of higher sensitivity and higher resolution for in-
creasing number of pulses. To achieve the goal of single protein
structure reconstruction, we need to apply the sensing protocol in its
optimal conditions, that is, at large N and high field (high frequency
ωL). Indeed, at high field, one also gains additionally in sensitivity
and resolution because of an increase in statistical polarization of the
nuclear spins being sensedS18, and the fact that parameters of inter-
est like chemical shifts scale with magnetic field, thereby allowing
an effective gain in sensing resolution.
Quantum interpolation overcomes hardware finite-timing resolu-
tion limits (see Table S1) to dramatically gain in both sensitivity and
resolution.
1. Theory of quantum interpolation
To make things concrete, consider that the nuclear signal obtained
via the NV center is interferometrically obtained by sweeping the
delay 2τ between pulses, and S = 12 Tr
(
U†|0〉(τωL)U|−1〉(τωL)
)
,
where
U|0〉,|−1〉(ϑ) = R(ϑ/2, nˆ0,1)R(ϑ, nˆ1,0)R(ϑ/2, nˆ0,1) , (S30)
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Figure S7. Evaluating quantum interpolation via explicit subsampling. In these experiments, we deliberately undersample the signal from a 14N
spin using a timing resolution that is larger than the intrinsic ∆τ = 2ns set by hardware. The experiments are schematically described in (A-
B). In (C), we construct for different values of (p, q) (the legend shows q/(p + q)) in an XY8-6 sequence, the approximate supersampled point[
Up|0〉(k∆ϑ+ δ)U
q
|0〉((k + p+ q)∆ϑ+ δ)
]N/(p+q)
(orange circles) and compare it against the ideal one UN|0〉((k + q)∆ϑ + δ) (green circles). Both these
propagators can be separately and individually constructed experimentally, allowing us to characterize the supersampling error with no free parameters (i.e.
model independent). In these experiments k is swept, and the sensing peak corresponds to the closest value of k such that k∆ϑ ≈ pi. If the construction has
high fidelity error than the two lines should be identical and shifted, and hence should overlap in the panels. The results demonstrate that the construction
error is low for most values of (p, q), and this can be further improved by means of an optimal interpolation construction (see Sec. II D).
refer to nuclear rotation operators conditioned on the state of the NV
center, with the definition R(ϑ, nˆj) = e−iϑ~σ·nˆj/2. The signal peak
arises when the flip angle ϑ = 2τωL ≈ pi, however due to finite tim-
ing resolution, one can only sample ϑ in steps of ∆ϑ = ωL∆τ . Our
technique allows one to effectively mitigate this problem through the
supersampling of points, leading to a far finer grid than the ∆τ res-
olution barrier. To develop this notion mathematically, we denote by
U0 and U1 two hardware defined nuclear unitaries in the |0〉manifold
of the NV center,
U0 := U|0〉(pi + δ0 −∆ϑ/2) ; U1 := U|0〉(pi + δ0 + ∆ϑ/2) (S31)
Here ∆ϑ refers to the effective sampling interval in angle, ∆τ =
∆ϑ/ωL, and δ0 is the parameter that describes how far away we are
from the sensing peak – in essence pi + δ0 − ∆ϑ/2 = k∆ϑ for
an integral k. A similar definition for Eq. (S31) also exists in the
|−1〉 subspace. Let us now assign U1/2 the unitary arising from the
product,
U 1
2
:= [U0U1]
1
2 ≈ U|0〉(pi + δ0) (S32)
where the subscript on U1/2 refers to the fact we are effectively con-
structing a unitary, good to first order in ∆ϑ, that lies exactly “in-
between” the two hardware defined unitaries U0 and U1, and cru-
cially which leads to the same signal as the ideal unitary U|0〉(pi+δ0)
to second order in ∆ϑ. The high fidelity of the approximation
would imply that the signal obtained is a faithful representation of
the signal interferometrically obtained employing U|0〉(pi + δ0) and
U|−1〉(pi+δ0), which cannot be accessed due to finite sampling reso-
lution. This can be explicitly quantified as the requirement, to second
order in ∆ϑ,
Tr
{
U†|0〉(pi + δ0 + ∆ϑ/2) U†|0〉(pi + δ0 −∆ϑ/2) U|−1〉(pi + δ0 −∆ϑ/2) U|−1〉(pi + δ0 + ∆ϑ/2)
}
≈ Tr
{
U2†|0〉(pi + δ0) U2|−1〉(pi + δ0)
}
(S33)
We will refer to the construction of Eq. (S32) as quantum interpo-
lation – we have essentially interpolated the interval ∆τ by employ-
ing a composite construction of hardware accessible unitaries at the
endpoints of this interval. In Fig. S16, we develop a geometric inter-
pretation of quantum interpolation and graphically demonstrate how
the error in the propagators grow with ∆ϑ.
Generalizing this further, while hardware limits us only to sam-
ple k∆ϑ and (k + 1)∆ϑ, quantum interpolation allows us to lin-
early interpolate the interval ∆ϑ to effective supersample points(
k + qp+q
)
∆ϑ (Fig. S5). Given 2N pi-pulses in the spin sensing
sequence, this can expressed as,
U q
p+q
:= [Up0 (k∆ϑ+ δ0)U
q
0 ((k + 1)∆ϑ+ δ0)]
N
p+q
≈ UN0
[(
k +
q
p+ q
)
∆ϑ+ δ0
]
(S34)
Importantly, as N increases, the number of points q/(p+ q) that can
be supersampled ideally scales ∝ N . This is remarkable because
although the linewidth decreases ∝ 1/N , the interpolated resolu-
tion scales∝ N , allowing one to completely mitigate the deleterious
effects of timing resolution ∆τ . The sensing resolution is now de-
termined only the number of pulses that can be reliably applied, and
9the NV coherence time T2, and experimental gains in resolution ap-
proaching three orders of magnitude are now achievable. However,
for this to be true, it is crucial that the approximation infidelity in Eq.
(S34) is minimized. This infidelity limits the number of supersam-
ples one can reliably construct. In the following section, we motivate
a method to quantify this infidelity, and later develop an optimal con-
struction of U q
p+q
.
One can draw insight about the need for an optimal construc-
tion by performing some simple experiments: the approximation be-
comes worse when p ≈ q ≈ N/2 for the same reason that the con-
struction in Eq. (S34) has an error that grows with N and δ. In order
to study this in detail, we characterize this experimentally in Fig. S7
via deliberate undersampling. We construct the propagators,
[Up0 (k∆ϑ+ δ)U
q
0 ((k + p+ q)∆ϑ+ δ)]
N
p+q ≈ UN0 ((k+q)∆ϑ+δ)
(S35)
Both the left and right hand sides of the equation can be indepen-
dently constructed experimentally. If the approximation fidelity in
Eq. (S35) is good, the signals should be identical in both cases. The
experimental results show a very good overlap, demonstrating that
the construction error is low for most values of (p, q). However, the
error is found to slightly increase away from the sensing peak. This
is an artifact of the construction of Eq. (S35) being non-optimal.
We shall show below that to minimize the error one needs to obtain
a construction is one that minimizes the effective distance at which
the effective error compensation occurs.
(    )
(    )
Figure S8. Compensation mechanism in quantum interpolation of U1/2.
Compensation mechanism in the construction of the quantum interpolated
half-way point U1/2. We denote the two effective axes corresponding to the
operators U|0〉 and U|−1〉 in Eq. (S10). Here the red arrows refer to the orig-
inal nuclear axes nˆ0 and nˆ1 conditioned on the state of the NV, separated by
the tilt angle αj . As a result of the CPMG sequence, these axes respectively
effectively become nˆ0⊥ and nˆ1⊥ (green arrows). To describe the linewidth
of the sensing signal one notices that the propagator U|0〉(pi± δ) (Eq. (S19))
are effectively described by the vectors nˆ1⊥ ∓ δ cot
(αj
2
)
nˆ1 (dashed green
arrow), and the product [U|0〉(pi+δ)U|0〉(pi−δ)] points in the direction nˆ1⊥
to second order in δ, forming the basis of quantum interpolation.
2. Analytical results for quantum interpolated U1/2
Let us now evaluate fully analytically the quantum interpolation
construction of the half-way-sample U1/2, consisting of 2N pulses
of the form,
U1/2 =
[U|0〉(pi + ∆ϑ/2)U|0〉(pi −∆ϑ/2)]N/2 . (S36)
This can be effectively translated to a pulse sequence following
Fig. 1(A) of the main paper, consisting of pulses that are unequally
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Figure S9. Robustness of quantum interpolation. In this panel, we numer-
ically study the quantum interpolation construction for different values of δ0.
More specifically, here we consider the signal obtained using the quantum
interpolated unitary U1/2 = [U0U1]1/2 ≈ U|0〉(pi+ δ0), for different values
of δ0. The signal is calculated with αj = 0.1 rad following Eq. (S17) and
is represented in color. The graph indicates, as is our expectation from Eq.
(S33), that the interpolated unitary faithfully produces the same signal as the
target unitary U|0〉(pi + δ0) independent of the choice of δ0. Moreover, the
deviation in the signal goes second order in ∆ϑ (inset).
spaced. To illustrate the mechanism of the interpolation in Eq. (S36),
consider that we had determined that the origin of the finite linewidth
of the spin sensing sequence is the fact that away from the signal peak
(δ = 0) there is effectively destructive interference in the flip angle
αj into α′j (see Eq. (S20)) leading to a loss of signal contrast. Now
if the effective flip angle α′j can be made independent of δ, then the
signal linewidth is proportional to a constant to second order. This
is precisely what occurs through the quantum interpolation construc-
tion in Eq. (S36).
To describe this in detail, for simplicity, once again one can use a
first order expansion to discern the physics of the problem. Evaluat-
ing the effective propagators, for effectivelyN/2 cycles (keeping the
number of pulses the same as in Eq. (S19)), we obtain
[U|0〉(pi + ∆ϑ/2)U|0〉(pi −∆ϑ/2)]N/2 ≈ 1 cosNαj + i sinNαj
sin 2αj
σ · [−nˆ1⊥(2 cosα′j sinαj)−∆ϑ sinαj (1 + cosαj)(nˆ1⊥ × nˆ1)][U|−1〉(pi + ∆ϑ/2)U|−1〉(pi −∆ϑ/2)]N/2 ≈ 1 cosNαj + i sinNαj
sin 2αj
σ · [nˆ0⊥(2 cosα′j sinαj) + ∆ϑ sinαj (1 + cosαj)(nˆ0⊥ × nˆ0)](S37)
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Instrument Manufacturer Timing resolution ∆τ Jitter (Random RMS) Cost ∆ϑ for 1H at 0.5T Q-value for 1H at 0.5T
AWG70001AS22 Tektronix 20 ps 250 fs $100,000 pi/7378 1174.4
AWG5002CS23 Tektronix 1.76 ns 5.0 ps $32,300 pi/83 13.3
WX1284CS6 Tabor 1 ns 2.0 ps $30,000 pi/147 23.5
PulseBlaster ESR-PROS7 SpinCore 2.0 ns 100 fs $5,000 pi/73 11.7
Table S1. Representative examples of timing instruments commonly used for spin sensing experiments, and their respective timing resolution ∆τ . There
is a steep increase of instrument price with improved resolution. For the special case of a single 1H nuclear spin that is 2nm away from the NV center,
and at a field of 0.5T, we specify also the corresponding values of ∆ϑ and the bare Q-value. Note that the Q-value is rather poor for instruments with a
few nanosecond ∆τ , while for sensing structural features such as chemical shifts one requires a Q-value approaching atleast 105 (see Table S2). Quantum
interpolation based supersampling can provide significant boosts in Q over these bare values. In the table, we also specify the RMS timing jitter of these
instruments that ultimately might limit the achievable resolution via quantum interpolation.
Remarkably the dependence of α′j on the ∆ϑ and the destructive
interference in Eq. (S20) is now removed (compare with Eq. (S37)
with Eq. (S19)). The sensing signal as a function of ∆ϑ is now
S = cos2Nαj − sin2Nαj cosαj
− sin
2Nαj
sin2 2αj
[
∆ϑ2 sin2 αj (1 + cosαj)
2 (1− cosαj)
]
.(S38)
The first line is exactly the signal magnitude obtained at the signal
peak – but now the width is set weakly by the second line that goes
as ∆ϑ2. This quantum interpolation compensation mechanism has
also a simple geometric interpretation (Fig. S8) – similar to a spin
echoS14, the linear dependence on ∆ϑ leading to the destructive in-
terference in Eq. (S20) is removed by employing another vector with
the opposite sign, giving an effective propagator that is independent
of ∆ϑ.
We note that while in the above analysis we considered the case of
the offset δ0 = 0 in Eq. (S31), we can also numerically evaluate that
the quantum interpolation construction for U1/2 is robust to different
values of offset δ0. This is shown in Fig. S9, where the shading
represents the signal obtained as a function of ∆ϑ for different δ0.
It is evident that for any slice in the δ0 dimension, the signal falls
off quadratically in ∆ϑ, a reflection of the fact that to first order the
quantum interpolation compensation mechanism (Fig. S8) is still
robust.
3. Evaluating the fidelity of quantum interpolation
As a clarifying calculation, let us evaluate how close the unitary
out of quantum interpolation is close to the ideal one. Using a trace
norm measure, we show that this is approximately second order in
∆ϑ. The ideal propagator is Uid = U2|0〉(pi) = exp(−i2αjσ · nˆ1⊥).
Comparing with the quantum interpolated expression, we have that
the trace norm,
F = Tr
{
U|0〉(pi + ∆ϑ/2)U|0〉(pi −∆ϑ/2)U†id
}
= cos 2αj [sin
2(∆ϑ/2) + cos2(∆ϑ/2) cos 2αj ]
+ 2 sin 2αj sinαj cosα
′
j cos(∆ϑ/2)
≈ 1 +O(∆ϑ2) (S39)
Note that except the cosα′j term, all the other terms are second or-
der or more in ∆ϑ. The cosα′j term too is weighted by sin
2 αj , and
for most practical cases of spin sensing where αj is small, this term
has a negligible contribution. Hence to a very good approximation,
the quantum interpolation expression is good to first order in ∆ϑ. A
graphical comparison of the unitaries obtained via quantum interpo-
lation to the ideal one is shown in Fig. S16.
4. Comparison with Baker-Campbell-Hausdorff result
Let us now demonstrate that the effectiveness of the quantum in-
terpolation construction cannot be seen as a simple manifestation
of the zeroth order of the Baker-Campbell-Hausdorff (BCH) expan-
sionS19,S20. The zeroth order BCH expression does not care for cross
terms or commutators between the two unitaries, and can be written
down as,
[U|0〉(pi + ∆ϑ/2)U|0〉(pi −∆ϑ/2)] ≈ UBCH, with,
UBCH = exp
[−iα′jσ · (nˆ1+ + nˆ1−)]
= exp
[
i2α′jσ ·
−nˆ1⊥ sinαj cos(∆ϑ/2)
sinα′j
]
(S40)
where nˆ1± are the exact effective vectors in the expressions for uni-
taries away from the sensing peak (Eq. (S19)),
nˆ1+ =
1
sinα′j
[nˆ1⊥ sinαj − nˆ0 sin(∆ϑ/2) (1 + cosαj)] cos(∆ϑ/2)
nˆ0+ =
1
sinα′j
[nˆ0⊥ sinαj − nˆ1 sin(∆ϑ/2) (1 + cosαj)] cos(∆ϑ/2)
(S41)
For N/2 cycles of the CPMG experiment, this has the form,
U
N/2
BCH ≈ exp
[
iNα′j cos(∆ϑ/2)
sinαj
sinα′j
(σ · −nˆ1⊥)
]
(S42)
Eq. (S42) immediately reveals that the quantum interpolation com-
pensation effect in Eq. (S37) cannot be captured by a simple BCH
analysis. This is because ∆ϑ cannot be seen as a perturbative pa-
rameter in the expressions, and in general the BCH expansion does
not convergeS21. More intuitively, the flip angle compensation in Eq.
(S20) that was crucial to remove the dependence of δ to bring back
the bare flip angle of αj in Eq. (S37) is no longer present. Instead
the flip angle is now α′j cos(∆ϑ/2)
sinαj
sinα′j
, which only approaches the
right expression when α′j is small. Note however that we have made
no assumptions in our analysis about αj being small, and hence the
simple zeroth order BCH analysis leads to a larger error than a more
complete analysis that also includes the effect of commutators or
cross terms.
5. Survey of hardware and comparison with supersampling
Table S1 summarizes a list of hardware used for spin sensing ex-
periments, and their respective timing resolutions. In our experi-
ments in Sec. I C we used the SpinCore PulseBlasterS7 and Tabor Ar-
11
bitrary Waveform GeneratorS6 with timing resolutions of 2ns and 1ns
respectively. Using the latter instrument, through quantum interpo-
lation based supersampling we were able to experimentally demon-
strate a resolution of 8.9ps, a boost by a factor of 112 (Fig. 3 of the
main paper). Note that random timing jitter of these instruments sets
the ultimate achievable resolution through supersampling.
(U1/2)
2 =
(U1/4)
4 =
U0 U1
U0 U0 U0U1
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Abs. Error
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Figure S10. Evaluating construction error via the filter formalism. (A)
Here the upper rail of the trapezium represents the interpolated construction
(approximate), and the lower rail represents the target construction (ideal)
(see also Fig. S11). The circles denote the total period of the corresponding
interpolated (blue line) and exact time domain filter functions (green dashed
lines), corresponding to Fig. 1(C) of the main paper. ∆a and ∆b denote
the deviations of the interpolated filter from the exact one, and the net error
is then ε =
∣∣− 3
4
∆a+ 1
4
∆b
∣∣ + ∣∣− 1
4
∆a+ 3
4
∆b
∣∣, which is minimized by
the optimal supersampling construction. (B) Optimal constructions for the
quantum interpolated points one-half and one-quarter between two hardware
defined samples (see also Fig. S13).
D. Optimal supersampling construction
The naive construction based on the approximation of Eq. (S34)
is not optimal, and carries the error that finally limits the number of
additional supersamples that reliably constructed. Thus we develop
an optimal construction for quantum interpolation to overcome this
problem. The optimal construction sets the order of operatorsU0 and
U1 used to interpolate a supersample q∆τ/(p + q) with the lowest
amount of error.
1. Error in sequence construction: Semiclassical analysis
The simplest method to characterize the error of supersampling
sequences is through a semiclassical analysis using the filter formal-
ism of dynamical decouplingS3,S24–S26, as it enables a simple optical
analogyS27. Here we assume a classical noise field acting on the NV
center, yielding the Hamiltonian Hn = bEz(t)Sz . Here Ez(t) is a
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Figure S11. Geometric representation of the optimal construction, for
two particular sampling times (A) ∆τ/4 and (B) 3∆τ/8. We represent the
desired sample as phasor at angle pi×sample on a circle (orange circles). The
left half plane (LHP) of the circle (shaded) is considered forbidden. Starting
with an initial loop counter m = 0, we propagate the algorithm by forming
the phasorm→ m+ sample (arrows); and so long as we don’t pass into the
LHP we assign to this the operator U0. In the opposite case, we assign U1,
and reflect the phasor about the origin. The algorithm ends when we finally
return to the starting position. The numbers in the orange circles indicate
the progression of the algorithm. This geometric representation also allows
an intuitive understanding of why the error of all samples is almost the same
(see Fig. S14).
Algorithm : Construction of the optimal interpolation sequence
procedure OPTIMALCONSTRUCTION
Set loop iteration counter m← 0
Optimal sequence string U ← null
loop:
Propagate m← m+ sample
if |m| ≤ 1/2 then Append U0 operator to sequence
else
Append U1 operator to sequence
Reflect m← m− 1
while m 6= 0 do
goto loop
end procedure
Figure S12. Algorithm for optimal quantum interpolation construction.
The algorithm produces the optimal sequence of U0 and U1 operators to
interpolate the desired sampling point. In the algorithm, “sample” stands for
a fraction between 0 and 1 corresponding to the desired supersample time.
See Sec. II F for an explicit MATLAB implementation of this algorithm.
classical noise field, assumed to be Gaussian-distributed with zero
mean. For instance, Ez(t) might approximate the spin noise for an
ensemble of weakly coupled nuclear spins. For stationary noise, the
time-correlation is 〈Ez(t)Ez(t+ τ)〉 = g(τ), with the noise spec-
tral density S(ω) = 1√
2pi
∫∞
∞ dtg(t)e
−iωt. For example, the spectral
density function due to nuclear spin noise is centered at their reso-
nance frequency, with zero linewidth if considering a single nuclear
spin. In the toggling frame, each pi pulse in the control sequence
flips the sign of the noise Hamiltonian Hn, leading to the effective
time-dependent Hamiltonian H˜ = bf(t)Ez(t)Sz . The time-domain
filter function f(t) switches between ±1 at each pulse. The decay
of the coherence of the NV center is then given by the overlap inte-
gral χ(t) =
√
2pi|b|2
2
∫∞
−∞ |F (ω)|2S(ω)dω, between the frequency
12
Sa
m
pl
e
8 16 24 32
Operator Number Operator NumberU0 U156
58
60
62
64
D
el
ay
 τ
 (n
s)
0
0.125
0.25
0.375
0.5
0.625
0.75
0.875
1
Sa
m
pl
e
8 16 24 32 40 48 56 64
0
0.125
0.25
0.375
0.5
0.625
0.75
0.875
1A B
Figure S13. Pulse sequence construction for optimal quantum interpolation. Shown is the optimal quantum interpolation supersampling construction
for different samples for (A) N=4 and (B) N=8 cycles of an XY8 sensing sequence. Here “sample” refers to point to be interpolated between two hardware
limited intervals as the fraction of the timing resolution ∆τ . For reference example experimental data is shown (red circles, corresponding to Fig. 1(B) of
the main paper). Here ∆τ = 2ns, and in each such interval one could effective supersample proportional to the number of pulses applied. To experimentally
construct the optimal interpolated sequence for a sample corresponding a particular row of the matrix, one applies the sequence of operators U0 (white) or U1
(red) from left to right. The boxed inset panels denote the pulse sequences corresponding to four example samples – {0, 1/4, 1/2, 1}.
domain filter F (ω) (the Fourier transform of f(t)) and the noise
spectrum.
Now, given the finite timing resolution ∆τ , we can only obtained
two different time-domain filter functions with total time separated
by 4∆τ . The aim of quantum interpolation is to obtain a filter that
leads to the same signal as the effective filter that is “in-between”
these two hardware separated filters. While the error arises from dif-
ferences between the ideal and interpolated F (ω), to evaluate the
how closely this construction is a faithful representation of the ideal
filter, by Parseval’s theorem, one just needs to determine the devia-
tion ε of the interpolated time-domain filter from the ideal one.
For the case of U1/2, the relative error is just ∆τ/2τ , which is
13
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Figure S14. Performance of optimal quantum interpolation. We rep-
resent the percentage errors (specified in units of ∆τ/4τ ) of the construc-
tion of a supersample [q/(p+ q)] ∆τ via quantum interpolation using two
hardware defined unitaries U0 and U1, and an time resolution of ∆τ . Here
we consider N = 16 cycles of the CPMG sensing sequence, giving a to-
tal of 32 possible supersamples. The error is calculated from the effective
area under the time domain error function ε following Fig. S10. (A) The
green points denote the naive construction Up0U
q
1 , where the errors accumu-
late very quickly. The purple line and points instead denote the case of the
optimal construction following Fig. S11, where the error of all samples is
less than the half-way-sample (zoomed in the inset (B)). Hence the optimal
construction can reliably produce different supersamples with low effective
error (see also Fig. S15).
proportional to the size of the sampling interval. This provides a
convenient starting point to determine the optimal interpolation con-
struction for any arbitrary sampling point qp+q∆τ : Essentially the
optimal construction is the one that minimizes the net deviation ε of
the time-domain interpolated filter from the ideal one. Fig. S10 of-
fers a simple prescription to calculate this error; the upper rail repre-
sents the filter corresponding to the quantum interpolation construc-
tion out of U0 and U1 operators, while the lower rail represents the
ideal filter. The total length for both rails is identical – this ensures
that the filter does indeed sample the correct frequency. Comparing
each filters for each successive application of operators (i.e. piece
wise), one obtains trapezium shaped blocks that can be pieced to-
gether to evaluate the error of a supersampling sequence. The net
error of each of these blocks has the form (see Fig. S10),
ε =
∣∣∣∣−34∆a+ 14∆b
∣∣∣∣+ ∣∣∣∣−14∆a+ 34∆b
∣∣∣∣ (S43)
The optimal constructions, for instance shown in the lower panels of
Fig. S10 for U1/2 and U1/4 minimize this error. Note that the error
in Eq. (S43) is maximized in the situation where ∆a is negative, and
∆b positive, giving the bound,
ε ≤ (∆a+ ∆b) (S44)
2. Algorithm for optimal supersampling construction
Let us now determine the supersampling construction that mini-
mizes the error ε in Eq. (S43) – the deviation from the ideal filter.
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Figure S15. Evaluating optimality of quantum interpolation construc-
tions. Figure evaluates the optimal quantum interpolation construction for
N = 9 cycles of the CPMG sequence. For every sample, of the form
p∆τ/N , for integral p, we evaluate the fidelity of the interpolated unitary
obtained from hardware defined unitaries U0 and U1 to the target unitary, for
every possible permutation of U0 and U1. For clarity, for instance, for the
sample 1/9, there are 8 permutations of the sequence [U0U81 ], and we study
the infidelity of each of these permutations (second bar). Here we evaluated
the mean infidelity over the range δ0 ∈ [−2∆ϑ, 2∆ϑ], for ∆ϑ = pi/20
and αj = 0.1 rad. The permutations are sorted down to up by Hamming
weight, i.e. in increasing decimal order of their sequence strings. The colors
represent the log of the infidelity, and the smaller number represents that the
constructed unitary is better, i.e. has lower error. The optimal construction
obtained using the Algorithm in Fig. S12 are shown in the by the orange cir-
cles. Numerically, we find that the construction from Fig. S12 does indeed
capture the optimal possible permutation.
For a sample of the form sample = q/(p + q), we obtain the opti-
mal string of operators U0 or U1 with the minimization evaluated at
the end of each applied operator following Fig. S10. We note that
while in principle one has to minimize the deviation of the time do-
main filters edge to edge in Fig. S10, however it is sufficient to use
a simple approach of minimizing deviations in the total periods. A
simple algorithm that achieves this has the pseduocode in Fig. S12.
The optimal construction is shown in Fig. S13, where the colors rep-
resent the operators U0 or U1. The panels describe the construction
of different supersamples, the total number of which scales linearly
with the number of pulses (shown are the examples of XY8-4 and
XY8-8).
A geometric interpretation of this algorithm, similar to House-
holder rotationsS28,S29 is described in Fig. S11. The required sample
can be represented as a phasor on a circle, at an angle pi × (sample).
The algorithm is composed of two steps – propagate, or propagate
and reflect, associated with the application U0 or U1 operators re-
spectively. Geometrically, one keeps propagating along points on
14
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Figure S16. Quantum interpolation from a geometric perspective. The blue line indicates the ideal manifold of sensing unitaries, while the black
squares represent the hardware accessible unitaries (see also Fig. 1(A) of the main paper). We represent unitaries as points in the 3D space spanned by
the operators {1, nˆ0, nˆ0⊥}. The projection of the missing dimension, (nˆ0 × nˆ0⊥) is small and only causes the norm of the vector to be smaller than one.
Without quantum interpolation, the signal obtained upon sweeping δ0 corresponds to the dashed black line. The green circles are the unitaries resulting from
quantum interpolation with two successive hardware accessible samples following the optimal construction, where one seeks to construct the ideal unitaries
UN|0〉(pi − δ0 + k∆ϑ), with δ0 ∈ {−∆ϑ, 0,∆ϑ, 2∆ϑ}. Here N = 8 leading to 8 supersamples in each ∆ϑ interval, and we considered αj = 0.1 rad.
The different panels denote different values of ∆ϑ. The success of quantum interpolation is evident from the fact that the two result of interpolation closely
matches the target unitaries over the entire manifold, even for large ∆ϑ.
Experiment/System Signal Source f ∆f Q-value Reference Notes
Nanoscale
NMR/ESR
13C spins 2.5 MHz 7.5 kHz 333 S30 Nanoscale spin sensing experiments on asingle protein of Ubiqutin.
Nitroxide rad. 430 MHz 20 MHz 21.5 S31 Electron radicals measured in a singleprotein.
1H spins 1.06 MHz 30 kHz 35.3 S32 Proton spins measured in an organic
molecule outside diamond.
13C spin clusters 2 MHz 200 Hz 104 S33
Simulated linewidths requried to resolve
clusters of spins in CXCR4.
Nanoscale NQR of
2H clusters
1.5 MHz 500 Hz 3000 S30
Simulated linewidths requried to resolve
NQR peaks arising in deuterated
phenylalanine.
13C Chemical shift
Aldehyde group 5.35 MHz at 0.5T - ∼ 5000 S34,S35
We assume that to be able to resolve
chemical shifts, one requires a Q of atleast
the shift value.
Aromatic group ∼ 7700
Alcohol group ∼ 16000
Spin waves in
Ferromagnets
FMR in Permalloy 5.5 GHz 0.3 MHz 1.8× 104 S36 Here we consider spectrally sensing thespin waves excitations directly via the NV.
FMR in YIG 3 GHz 5 MHz 600 S36,S37
STOs 9 GHz 450 MHz 20 S38 Spin torque switching in Tantalum.
Table S2. Examples of Q-values from different sources. In this table we show representative examples of Q-values required to effectively sense signals
from different sources, including single spins, chemical shifts, and spin wave modes in ferromagnets (see also Fig. S17). We note that most measurements
in the literature are of low Q-value, below 1000 (see also Table S1). Given that we can experimentally achieve substantial gains in Q-value due to quantum
interpolation, several of the high Q signals are now within the regime of quantum metrology with NV centers.
the circle that differ by the required sample, and reflect every time
when one trespasses into the left half circle (shaded region in Fig.
S11). The algorithm ends when the phasor returns to the starting
point. It is evident then for a sample ∆τ/N , one needs N operators
in the construction.
As the optimal construction compensate the error at each step, it
is significantly better than the naive construction Up0U
q
1 that lets the
error accumulate (see Fig. S14). Consequently, the number of super-
samples achievable via quantum interpolation scale linearly with the
number of pulses to a large extent (Fig. ??). More interestingly, this
also implies that the error of all supersamples is approximately the
same and bounded by the error of the U1/2 as we shall show below.
3. Error of the Optimal Quantum Interpolation Construction
While in principle we expect that each quantum interpolation con-
struction, achieving supersampling at a different sampling point,
might have a different error, here we show that for the same number
of pulses, the error is always bounded by the error of UN1/2 (see inset
of Fig. S14). For clarity, let us first consider the simple case when
N = 2k and calculate the error of any of the supersamples. From the
geometric picture in Fig. S11, all samples of the form `∆τ/2k for
integral (`, k) traverse the same set of points on the right half circle.
Since ∆a and ∆b are now constrained to be points on the right half
circle in Fig. S11 the net error can be calculated from Eq. (S44) to
be
ε ≤ 2∆τ × 2(sum of all points on right half circle)
= 2∆τ × 2
2 2(k−1)−1∑
`=0
`
2k
+
1
2
 = 2k(2∆τ), (S45)
Hence the net error is bounded by ε ≤ 2k−1(4∆τ), exactly the er-
ror of U2
k
1/2, which is the construction of the half-way-sample with
the same number of pulses. An analogous calculation and graphi-
cal approach can be made for general N , and once again it is easy
to show that that the error of all supersamples is bounded by that
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Figure S17. Q-value vs f for different quantum metrology experiments.
In this scatter plot we show representative examples the Q-values from dif-
ferent signal sources plotted against their native frequency f (see Table S2).
Note that in our experiments, we could obtains gains in Q by about 104
via quantum interpolation, and this might open up the metrology of several
signals (green shaded region) that were hitherto extremely challenging.
of U1/2. This is convenient because it allows a simplification of the
error analysis of supersampling, which is bounded by the analytical
results obtained in Sec. II C 2, where we evaluated the error of U1/2
and quantified its dependence on the size of the sampling interval
∆τ .
E. Q-value as figure of merit
1. Gains in Q-value via quantum interpolation
In order to characterize the boost in resolution granted by super-
sampling, we introduce as figure of merit the Q-value of the sensing
peak, Q = fAC/∆fAC. Given that the sensing peak arises at time
τ = 1/fAC, and the sensing linewidth in time units is w, we have the
frequency linewdith
∆f =
1
τ − w −
1
τ + w
≈ 2w
τ2
= 2wf2AC (S46)
giving Q ≈ 1/ [2wfAC]. This definition of Q describes the ability to
resolve sensing peaks at different frequencies, where the minimum
condition to resolve two sensing peaks is that the peaks are separated
by at least 2w. The Q-value scales linearly with the number of pulses
N , since ideally w ∝ 1/N . However, in practice w is bounded by
the finite timing resolution ∆τ . Let us now evaluate the maximum
achievable Q-value in this situation of limited ∆τ . Then, the smallest
linewidth one can achieve for sensing is w = ∆τ , giving the bare Q-
value
Qbare =
1
fAC(2∆τ)
. (S47)
Quantum interpolation can boost the Q-value by overcoming the lim-
its in sampling time, ∆τ . This is shown for instance in Fig. 2 of
the main paper, where ∆τ = 1ns restricts Qbare to a maximum of
100. Thanks to quantum interpolation, where the number of possi-
ble supersamples scales linearly with the pulse number, the Q-value
is limited in principle only by the intrinsic linewidith of the sensing
peak, given by the total time of the experiment. At the maximum
allowed time, that is T = T2 ≈ 1ms, we can estimate the Q-value
under quantum interpolation using Eq. (S24),
Qsupersample =
√
2 cos(αj/2)
sin
(
2pi2
T2ωL
) . (S48)
Hence, due to quantum interpolation, one achieves a boost in the
sensing Q value by an amount,
Qboost =
Qsupersample
Qbare
=
∆τ
w
=
√
2∆τωL cos(αj/2)
sin
(
2pi2
T2ωL
) (S49)
where we have used the expression in Eq. (S29). Figure 2(D) of the
main paper, obtained from the experiments in Fig. 2(C), illustrates
that the effective sensing Q = f/∆f can be boosted by a factor of
1000. However this experiment was performed with a total time of
115.2µs. At the T2 of 1ms, one expects that Q = 8680, i.e. one
approach a Q-value of 104 that could allow NV based sensors to
measure fields from varied sources.
2. Applications to quantum metrology experiments
The Q-value provides a convenient measure to characterize the
gains due to quantum interpolation. In our experiments, we were
able to achieve substantial gains in Q-value over the bare limit set by
the hardware. More broadly, quantum interpolation is useful for NV-
based sensing of signals that have high Q, for instance, signals with
extremely small ∆f (narrow linewidths or frequency differences)
such as nuclear spins and chemical shifts, or signals with high fre-
quency f , such as spin wave modes in ferromagnets. Many of these
signals are currently out of reach because of the severe constraint set
by timing resolution. In the case of high frequency signals (for in-
stance FMR in ferromagnets), we envision sensing higher harmonic
of the signal for which the time τ is greater than the pulse width.
Then, thanks to quantum interpolation the time can be swept with a
very fine step, allowing one to detect high-Q, high f signals. Quan-
tum interpolation would then significantly broaden the impact of NV
center as a probe for condensed matter systems, as we show in de-
tail Table S2 and Fig. S17, where the Q-values are plotted against
frequency.
F. Code for the construction of the optimal supersampling sequence
Here we present a simple code (in MATLAB) that allows con-
structing the optimal interpolation sequence for a desired sampling
time q/(p + q)∆τ (see Fig. S13). The algorithm yields an array
of time delays for how the basic CPMG building blocks U0 and U1
(each consisting of 3 rotations) should be ordered and the pi-pulses
phases chosen according to the XY8 scheme.
* e-mail:ashokaj@mit.edu † e-mail:pcappell@mit.edu
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Listing 1. Matlab code for the optimal quantum interpolation sequence construction
1 %% Basic blocks of delay time (separation between neighbouring pi pulses).
2
3 U_0 = [tau, 2*tau, tau];
4 U_1 = [tau+delta_tau, 2*(tau+delta_tau), tau+delta_tau];
5 % tau is the parameter we sweep in experiment and delta_tau is the smallest time step we can
sweep by
6
7 %% Assemble the delay time in the order as in the optimal construction of a supersampling
sequence.
8
9 delay={}; % Initialize cell array 'delay'
10 count=0; m=0;
11
12 for j = 1: 4*n % Here n is XY8 cycle number
13 m = m + sample;
14 % sample is a fraction number between 0 and 1, rounded to multiples of 1/(4*n);
15 if abs(m) <= 1/2
16 count = count+1;
17 delay{count} = U_0;
18 else
19 count = count+1;
20 delay{count} = U_1;
21 m = m−1;
22 end
23 end
24
25 % For instance, for n=1 and sample =1/4, one gets a delay cell array: delay={U_0 U_0 U_1 U_0}.
26
27 % Let us take as given functions which add a pulse or delay to a sequence.
28 % For simplicity, the carrier power and frequency are not shown as inputs and only phase is
emphasized here.
29
30 function add_pi/2_pulse(phase)
31 function add_pi_pulse(phase)
32 function add_delay(delay_time)
33
34 %% Create a supersampling XY8−n sequence, combining pi pulses with correct phase and delay.
35
36 add_pi/2_pulse(0);
37
38 for j=1:4*n
39 if mod(j,4)==1 || mod(j,4)==2
40 add_delay(delay{j}(1,1));
41 add_pi_pulse(0); % pi|x
42 add_delay(delay{j}(1,2));
43 add_pi_pulse(90); % pi|y
44 add_delay(delay{j}(1,3));
45 else
46 add_delay(delay{j}(1,1));
47 add_pi_pulse(90); % pi|y
48 add_delay(delay{j}(1,2));
49 add_pi_pulse(0); % pi|x
50 add_delay(delay{j}(1,3));
51 end
52 end
53
54 add_pi/2_pulse(0);
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