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Abstract
The finite and high temperature equilibrium properties of Yang-Mills theory in Landau
gauge are studied. Special attention is paid to the fate of confinement and the infrared
properties at high temperatures. The method implemented are the equations of motion,
the Dyson-Schwinger equations. A specific approximation scheme is introduced, which
was previously applied successfully to the vacuum.
In a first step, the infinite temperature limit is taken. The theory reduces to a 3-
dimensional Yang-Mills theory coupled to a massive adjoint Higgs field. The equations for
the propagators of the Higgs, the gluon, and the Faddeev-Popov ghost are obtained. They
are solved in the infrared analytically and at least in the Yang-Mills sector confinement
is found. Therefore the high-temperature phase of a 4-dimensional Yang-Mills theory is
non-trivial and strongly interacting. Solutions for all propagators are obtained numerically
at all momenta. Thereby also the propagators of a pure 3-dimensional Yang-Mills theory
are determined. Systematic studies find only quantitative effects of the errors, which are
induced by the approximations. Good agreement to lattice calculations is found.
Finite temperatures down to the regime of the phase transition are investigated. It
is found that the infrared properties are only quantitatively affected, and confinement of
gluons transverse to the heat bath is established. The hard modes are nearly inert even
at temperatures of the order of the phase transition temperature. Therefore the infinite
temperature limit is a good approximation already at temperatures a few times the critical
temperature, in agreement with lattice calculations.
Finally quantities derived from the propagators are studied. The Schwinger functions
are calculated. It is found that also the gluons longitudinal with respect to the heat bath
are strongly influenced by higher order or even genuine non-perturbative effects, even in the
infinite temperature limit. The analytic structure of the gluon propagator is investigated,
and it is found that at least gluons transverse to the heat bath comply with the Kugo-
Ojima and Zwanziger-Gribov confinement scenarios. Investigating the thermodynamic
potential, an approximate Stefan-Boltzmann-like behavior is found. The thermodynamic
potential, but not necessarily the pressure, is dominated by the hard modes.
By comparison with calculations below the phase transition and lattice calculations
it is conjectured that Yang-Mills theory likely undergoes a first order phase transition,
which changes a strongly interacting system into another. The phases differ mainly by the
properties of the chromoelectric sector.
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Note added to the e-print version
This thesis has been submitted to the faculty of physics of the Darmstadt University
of Technology on the 19th of October 2004. It has been defended successfully on the
1st of December 2004. The supervisor was Prof. Jochen Wambach. This e-print version
has some formal changes compared to the accepted version, e.g. the german abstract
has been removed. The accepted offical version can be obtained from the Universita¨ts-
und Landesbibliothek of the Darmstadt University of Technology online. The URL is
“http://elib.tu-darmstadt.de/diss/000504/”.
Most parts of the chapters 4 and 6 have been published in [81]. The unsettled problem
discussed in subsection 5.5.2 has been resolved since the submission of this thesis. The
method implemented here has been demonstrated to yield the correct limit for the number
of Matsubara frequencies N going to infinity, N → ∞. This will be discussed in some
more detail in an upcoming publication by A. Maas, J. Wambach, and R. Alkofer, as will
be most of chapter 5.
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Introduction
1.1 Strong Interactions
Nature is described by only three fundamental forces according to the current knowledge.
Each of those covers an own realm of physics and each one comes with its own problems.
These forces are the electroweak and strong interactions, building together the standard
model of particle physics, and gravitation [1, 2].
Gravitation describes the behavior of macroscopic objects to the largest distances
known and it determines the gross properties of the universe at the present time. Its
formulation in the general theory of relativity [2] has been supported by overwhelming
experimental evidence. It is the weakest of the forces and quite well understood in the
classical regime. On the other hand, there is still no successful implementation of a quan-
tum theory of the tensorial gravitation field. Also several observations indicate that the
current state of the universe is not only determined by the matter fields of the standard
model. The nature and interactions of approximately 95% of the universe are not known
today.
Electromagnetism, electroweak symmetry breaking, weak processes like the β-decay,
neutrino-oscillations and various other effects are due to electroweak interactions as for-
mulated by the Glashow-Salam-Weinberg theory [1]. It is rather well understood and its
treatment using perturbative methods has been tested with high experimental precision.
Although being rather tractable in general it is demanding in detail. Fundamental ques-
tions are still posed by the absence of the Higgs in experiments up to now and the origin
of the large number of parameters.
The interaction binding together nucleons to build nuclei, thus forming the core of
atoms, is known as the strong interaction. It is the strongest of all known forces. It
describes also the way in which nucleons and all other hadrons are made out of their
1
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constituents, the quarks and gluons. The theory of strong interactions in its quantized
form is termed quantum chromodynamics (QCD) [1], as quarks and gluons carry a charge
termed color. In contrast to the electroweak theory, which includes electromagnetism, and
gravitation, the strong force does not appear on a macroscopic level beyond its bound
state spectrum.
QCD offers a rich set of phenomena, which are not yet really understood. Primarily,
a complete first-principle calculation of the bound-state spectrum of QCD is still lacking.
Such a calculation must be able to explain why some bound-states like mesons and baryons
appear in large numbers but why others like glue-balls and hybrids have not yet been
convincingly found or appear only in rather small numbers like penta-quarks and meson-
molecules possibly observed recently [3].
At a more fundamental level, three properties of QCD are most striking. Two are
connected to the fermionic content of the theory: The breaking of chiral symmetry and the
axial anomaly. The first phenomenon gives rise to the proton mass of nearly 1 GeV, while
the quarks making it up have masses only of the order of MeV. This can be understood
as due to the spontaneous breaking of the approximate chiral symmetry of the lightest
quarks and is also well known in other models. The axial anomaly is connected to a true
quantum anomaly, and e.g. gives rise to the anomalous large mass of the η′-meson.
The third property is confinement, the absence of the colored degrees of freedom from
the physical spectrum. It is this property which significantly shapes the low-energy reality
of daily life while simultaneously being least understood of all the genuine non-perturbative
effects of QCD. At the same time it is one of the properties which has been measured with
the highest precision available: Free quarks have a unique experimental signature due to
their fractional electric charge. The absence of such objects in nature has been established
at a precision of the order of 1 : 1030 [4].
The true non-perturbative nature of QCD is the reason for the complications in the
study of these phenomena. Perturbation theory describes strong effects reasonably well
only at energies larger than a few GeV, the precise scale depending on the process. At
smaller energies, which ultimately govern hadron and nuclear physics, the interaction is
so strong that perturbation theory is not applicable. Therefore different approaches are
needed.
Extensive results are available from model calculations. However, only few attempts
of first-principle approaches have been employed. Out of these, lattice gauge theory [5]
is by far the most successful and widespread, and several achievements have been made
using it. Lattice calculations are a numerical tool which discretizes space-time and thus is
able to calculate the partition function directly, albeit numerically expensively. Especially
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fermionic contributions pose significant problems. Furthermore lattice calculations are
restricted at best to two orders of magnitude in momenta and rather small volumes due
to the limitation by computing time.
As many interesting phenomena of QCD are likely to be generated in the far infrared
and include singularities, a continuum formulation is desirable. It is provided e.g. by the
equations of motions in form of the Dyson-Schwinger equations. It is this method which
is implemented here and it will be discussed in more detail in chapter 3. Compared to
lattice calculations, this approach suffers from a larger number of necessary assumptions
to make it technically treatable. At the same time it allows the direct investigation of
the continuum manifestation of non-perturbative effects. Both these methods and several
other approaches are complementary and necessary to untangle the complex structure of
low-energy QCD.
1.2 Thermodynamics of QCD
The phase structure of QCD is a long-standing problem [6]. Naively, deconfinement would
be expected in a sufficiently hot medium in a simple picture like the bag-model [7]. The
properties of such a different phase of QCD would grant additional insight into the mech-
anisms of strong interactions. Such a medium is also expected to have existed at the
beginning of the universe, and its specific properties are of relevance for cosmology. There-
fore great experimental efforts have been undertaken in the last decades to generate it.
Temperatures of around 100-200 MeV have been reached in heavy-ion collisions, but with
large experimental uncertainties on the highest temperature achieved, especially as the
thermalization process is not yet clear [8].
This has also led to great theoretical efforts to solve the many-body problem of QCD.
However, up to now the results generate more questions than answers. This is especially
true for the non-equilibrium and dynamical part of the experiments, but even for the
equilibrated medium it is still the case.
The general aim of experiment and theory is to map out the phase diagram of QCD in
the temperature-(baryon) chemical potential plane. Roughly sketched it is shown in figure
1.1, together with the currently available experimental data. The hadronic phase with its
gas-liquid phase-transition occupies the small temperature and density/chemical potential
region. A rich set of solid-state-like phases are expected at large chemical potentials,
such as color-superconductors, see e.g. [12]. At high temperatures, a so-called quark-
gluon-plasma is expected. It is not yet settled whether it is reached by a genuine phase
transition or a cross-over in the real world. A pure gluon system like the one to be studied
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Figure 1.1: The left figure from [9] sketches the current idea of the phase diagram of QCD
in the temperature (T )-baryon chemical potential (µ)-plane. It is not yet settled whether
the transition at µ = 0 is a true phase transition or merely a cross-over. µ0 corresponds to
normal nuclear matter density, χ denotes chiral. The right panel shows a more quantitative
picture with µb ≡ µ. This figure from [8] contains the available experimental data. The full
triangle corresponds to normal nuclear matter and the open squares indicate the position
of a possible tri-critical point from lattice calculations [10]. The circles are from fits of
particle ratios with a thermal model [8, 11]. They have been obtained by the experiments
at RHIC at high and low energies, SPS at high and low energies, AGS and SIS in order of
increasing µ. The dashed and dotted curves show freeze-out trajectories for a hadron gas
at constant density or energy density, respectively [8].
here exhibits a first order phase transition [9].
It is expected that chiral symmetry is restored in the high-temperature phase. This
is supported by lattice calculations, see e.g. [9]. Concerning the other properties of this
phase, even the nature of the effective degrees of freedoms is currently under debate. The
initial picture made was a perturbative gas of free quarks and gluons, leading to the name
deconfinement. As colored currents are gauge dependent, this view can only be true in
a figurative sense. However, the idea of almost local colorless objects with otherwise the
quantum numbers of quarks and gluons as weakly interacting quasi-particles remains.
The main aim of this work is an analysis of the properties of gluons in the high-
temperature phase as well as the validity of this simple picture. Still addressing merely
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equilibrium dynamics, the fate of the confining properties at temperatures above the phase
transition are investigated. In addition, there is recent evidence that at temperatures
just above the phase transition the matter is in a non-trivial, strongly interacting phase.
Whether this extends to all temperatures is also a main subject of this work.
The basic field theoretical concepts used will be compiled in chapter 2. The Dyson-
Schwinger equations used to study this theory including the introduction of thermody-
namic features will be laid out in chapter 3. A first step will be concerned with inves-
tigations regarding the infinite temperature limit in chapter 4. This will be followed by
introducing a high temperature expansion in chapter 5. The thermodynamic potential,
analytic properties and other aspects of the solutions will be investigated in chapter 6.
The results will be interpreted and summed up in chapter 7. Appendix A contains con-
ventions and commonly used symbols. Five further appendices contain technical details
which would have broken the line of argument inside the main text.
Chapter 2
Aspects of QCD as a Gauge Theory
2.1 Formulation
QCD describes the interaction of quarks, massive fermions, through gauge bosons, the
gluons. The gauge group for the physical QCD is SU(3). In this work, the scope is enlarged
to an arbitrary semi-simple, compact Lie-group. However, only some of the assumptions
made later have been tested by lattice calculations and just with respect to SU(Nc) gauge
groups at small Nc. Thus although the results will turn out to be independent of the gauge
group, the assumptions made are potentially not.
The classical Lagrangian of such a general gauge theory is given by [1]
Lm = −1
4
F aµνF
µν,a +
∑
f
(
ψ¯αf γ
µiDµψ
α
f −mf ψ¯αf ψαf
)
(2.1)
F aµν = ∂µA
a
ν − ∂νAaµ + gdfabcAbµAcν
Dµ = ∂µ − igdtaAaµ.
Aaµ denotes the gluon fields with color a and Lorentz index µ. ψ¯
α
f and ψ
α
f are the anti-
quark fields and quark fields, respectively, of flavor f = 1, ..., Nf and color α. For a SU(Nc)
gauge group a = 1, ..., N2c − 1 and α = 1, ..., Nc. F aµν is the field strength tensor and Dµ
the fundamental covariant derivative, ta are the generators of the gauge group and fabc its
structure constants. The mf are the masses corresponding to the quark flavor f , and gd is
the gauge coupling where d is the space-time dimension. γµ denotes the Dirac γ-matrices
[1].
The introduction of equilibrium thermodynamics in chapter 3 includes a Wick rotation
[13] and hence the Euclidean version of (2.1) will be more important throughout. It is
6
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given by [14]
L = 1
4
F aµνF
µν,a −
∑
f
(
ψ¯αf γ
µDµψ
α
f −mf ψ¯αf ψαf
)
(2.2)
F aµν = ∂µA
a
ν − ∂νAaµ − gdfabcAbµAcν
Dµ = ∂µ + igdt
aAaµ.
All further expressions will be in Euclidean space-time, if not otherwise noted. In the
remainder of this work only the gauge-subsector of (2.2) will be investigated and the
matter content discarded. This reduced theory is known as Yang-Mills theory [1, 15]. In
section 2.3 it will be discussed to which extent this is justified. In section 7.2 a short
assessment of the influence of quarks on the results presented will be given.
In chapter 4, the Yang-Mills sector will be coupled to an adjoint scalar field. For the
sake of completeness, its Lagrangian is given here in Euclidean space as
L = 1
4
F aµνF
µν,a +
1
2
(Dabµ φ
bDacµ φ
c +m2hφ
aφa) +
h
4
φaφaφbφb (2.3)
Dabµ = δ
ab∂µ + gdf
abcAcµ.
φa is the scalar field of color a, mh its mass and h its self-coupling. For an SU(Nc) gauge
group a = 1, ..., N2c − 1. Dabµ is the adjoint covariant derivative. A three-Higgs coupling is
not present due to the antisymmetry of the coupling constants and the color symmetry at
tree-level.
The next step is to quantize the Lagrangians (2.2) and (2.3).
2.1.1 Quantization, Gauge Fixing and the Gribov Problem
Quantization can be performed using either canonical or path integral methods. The latter
will be used here, because they give a somewhat more sophisticated access [16]. In this
case, the generating functional is given by
Z[jaµ] =
∫
DAaµ exp
(∫
ddx
(−L+ Aaµ(x)jµ,a(x))) =: eW [jaµ], (2.4)
which depends on the classical sources jaµ for the gauge field; the ’free energy’ W is the
generating functional of connected correlation functions. The integration is over the set
of all configurations of the gluon field Aaµ. This set is termed gauge space. The classical
sources have to be set to 0 at the end of all calculations.
The prescription (2.4) has the problem that not all possible fields Aaµ contribute inde-
pendently to the path integral, since Yang-Mills theory is a gauge theory. L is invariant
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under local gauge transformations
Aaµ → Aaµ +Dabµ δθb (2.5)
φa → φa + gdfabcφcδθb, (2.6)
where the second transformation is only relevant for (2.3). δθa are independent functions.
Field configurations, which are equivalent up to a gauge transformation (2.5) or (2.6) are
said to lie on the same gauge orbit. This gauge freedom leads to over-counting in the
path integral (2.4). It is hence necessary to take the gauge freedom into account when
quantizing.
The most powerful, albeit technically complicated method to circumvent these prob-
lems is stochastic quantization [17]. It is in generally well suited to calculate gauge in-
variant quantities, including all observables. Furthermore it is possible to obtain gauge
dependent objects like gluon propagators corresponding to a conventional gauge choice
[16, 18]. For Landau gauge, this process yields the same equations describing the gluons
[19] as the approach followed here within the approximation scheme employed.
The conventional approach followed here is to fix the gauge prior to quantization [16].
The aim is to include only one configuration on each gauge orbit. This is performed by
introducing an appropriate δ-function in the path integral (2.4). The argument of this
function is a local functional of the fields of the form Ca[Abµ, x], and its equality to 0
defines the gauge. The remaining steps are a standard procedure and will not be detailed
further [1].
There is still one point to be mentioned. The gauge fixing usually used is an algebraic
or differential condition, such as
∂µA
a
µ = 0 (2.7)
for Landau gauge or
~∇ ~Aa = 0 (2.8)
for Coulomb gauge. Evidently, (2.7) and (2.8) are not complete gauge-fixings. Any har-
monic gauge transformation in (2.7) and any transformation depending only on time in
(2.8) are still allowed. It is possible to fix this residual classical gauge freedom. However,
the conditions (2.7) and (2.8) are still not unique. In non-abelian gauge theories there
is more than one gauge-equivalent solution to them, i.e. more than one configuration on
each gauge orbit satisfies the gauge condition. E.g. in the case of Coulomb gauge (2.8)
a gauge-equivalent solution to the vacuum Aaµ = 0 is a hedgehog configuration [20]. The
consequence is over-counting in (2.4). This is known as the Gribov problem [20] and it can
be shown to extend to a large class of local gauges [21]. As the additional copies in general
involve large gauge field fluctuations, this problem does not appear in perturbation theory.
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It is not yet known whether there exists any local gauge condition which resolves
this problem1. With regard to the problems induced by non-local gauge conditions, it is
worthwhile to investigate if there is a way to circumvent this problem. Indeed it has been
shown that the zeros of the Faddeev-Popov determinant
M = det(−∂µDabµ ) (2.9)
define non-intersecting convex and compact regions of gauge-space. Each region is inter-
sected at least once by each gauge orbit. The one enclosing the origin and thus perturbation
theory is called the first Gribov horizon [20, 21]. Within it, (2.9) is positive. It is possible
in the approach followed here to ensure M > 0 and thus to be inside the first Gribov hori-
zon. This will be discussed in section 3.3. However, this condition is not sufficient [23],
and gauge copies are still present. The copy-free region contained inside the first Gribov
horizon, called the fundamental region, can be defined using a non-local minimalization
condition [24]. This in turn implies that there is again no local condition like the Gribov
horizon to eliminate the copies, and a full solution is still missing.
Nevertheless, it has been argued that a bounded volume in an infinite dimensional
space, like gauge space, is dominated by its boundary. Therefore only this region con-
tributes to objects constructed from a finite number of operators2 [19]. Using this entropy
argument, the common boundary of the fundamental region and the first Gribov horizon
is the only region contributing and the Gribov horizon condition is sufficient. For the
remaining part of this work, this argument will be accepted as an assumption and hence
the Gribov horizon condition will be used to restrict the space of possible solutions.
The impact of Gribov copies can be studied by lattice calculations. A relatively weak
effect on the gluon propagator and a stronger quantitative effect on the ghost propagator,
to be discussed shortly, is found [25]. It is therefore likely that even if the assumption is
incorrect, the results found here are still qualitatively reliable.
2.1.2 Landau Gauge
Most calculations based on perturbation theory restrict the gauge condition as weakly as
possible and use the requirement of gauge independence to check the results for errors.
In a well-defined scheme such as perturbation theory, this is clearly advantageous. In the
1There are arguments that Landau gauge is still well-defined, if a summation is made over all signed
Gribov copies [22]. It is however probable that the truncations introduced in section 3.3 will interfere
with these cancellations. Thus other techniques are necessary here.
2So the following argument does not necessarily apply to the Polyakov loop or other exponentials of
operators.
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case of non-perturbative calculations no such rigorous scheme exists up to now. Hence,
the requirement of approximate gauge invariance will actually be used to investigate the
quality of the solution. To this end, Landau gauge (2.7) turns out to be well suited for
reasons to be described shortly.
Landau gauge belongs to the class of covariant gauges. Using the standard prescription
for gauge fixing [1], the generating functional (2.4) becomes
Z[jaµ] =
∫
DAaµM exp
(
−
∫
ddx
(
L+ Aaµ(x)jµ,a(x)−
1
2ξg
∂µA
a
µ(x)∂
µAaµ(x)
))
, (2.10)
where ξg is an arbitrary constant, the gauge constant. Landau gauge is obtained by
the limit ξg → 0, in which case the last term in (2.10) is dismissed. The Faddeev-Popov
determinant (2.9) emerges from an intermediate change of variables as a Jacobian. Faddeev
and Popov showed [26] that it can be rewritten as a path integral over scalar Grassmann
fields, leading in Landau gauge to
Z[jaµ] =
∫
DADcDc¯ exp
(
−
∫
ddx
(L+ c¯a(x)∂µDµ,abcb(x)− Aaµ(x)jµ,a(x))) , (2.11)
where ca and c¯a are the (Faddeev-Popov-) ghost and anti-ghost fields. As they are anti-
commuting scalars, they may not appear in final states, since they would violate the
CPT-theorem. This can be guaranteed in both, perturbative calculations and also in
the non-perturbative calculations in this work, as will be detailed in subsection 2.1.3 and
section 3.3. Consequently, no external sources are associated with the ghosts at this level.
They will be introduced in chapter 3, when off-shell ghosts will be investigated in more
detail. Similar to time-like gluons, ghosts contribute indefinite norm states to the Hilbert-
space already in perturbation theory. This is directly visible from the fact that ghosts act
as ‘negative degrees of freedom’ in scattering processes [28].
The ghost fields have a new global symmetry, the ghost number symmetry. Rescaling
the ghost fields by a scale transformation exp(s) and its anti-field by exp(−s), leaving all
other fields unchanged, is a symmetry of the Lagrangian3. It gives rise to the conserved
ghost number QG, in analogy to the fermion number. As the ghosts are the only fields
carrying them, it is necessary that all observable final states must have ghost number 0.
Note that the hermiticity assignment of the ghosts in (2.11) is different from the com-
mon choice, which is reflected in the different sign for the ghost term in (2.11). This would
lead to problems in general covariant gauges, but in ghost-anti-ghost symmetric gauges
like Landau gauge this is permissible and for technical reasons advantageous [14, 27]. Of
these gauges, Landau gauge turns out to be favorable as it is less singular than other
3It is a left-over from the original local symmetry, which was broken by gauge fixing.
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gauges [27]. This manifests itself in the non-renormalization of the ghost-gluon vertex,
which will be discussed below. A further advantage of Landau gauge is that as long as
multiplicative renormalizability holds4, it is a fixed point of the gauge parameter, since
the latter is exactly 0.
2.1.3 BRST Symmetry
With the introduction of ghosts in (2.11) a further global symmetry arises, which is also
a residual of the local gauge symmetry. It is named BRST-symmetry after its discoverers
Becchi, Rouet, Stora, and Tyutin [29]. Consequently it is possible to define the BRST
charge QBRST, which has ghost number 1.
The corresponding symmetry transformations are
δBRSTA
a
µ(x) = δλD
ab
µ c
b(x) (2.12)
δBRSTc
a(x) = −δλ1
2
gdf
abccb(x)cc(x) (2.13)
δBRSTc¯
a(x) = δλ
1
ξg
∂µA
a
µ(x) (2.14)
δBRSTφ
a(x) = δλgdf
abcφc(x)cb(x), (2.15)
where for the Landau gauge the appropriate limit has to be taken. The transformation
rule for the adjoint field φa was added for completeness. δλ is an infinitesimal constant
Grassmann parameter. This defines the BRST-operator s as
δBRSTF = δλsF,
by its action on any field F . As it is defined as the left-derivative of the transformed field
with respect to δλ, it directly obeys the generalized Leibniz rule. Since it is Grassmann
in nature, as can be seen from the fact that it changes the number of Grassmann fields in
the transformations (2.12-2.15) by 1, this rule reads
s(FG) = (sF )G∓ F (sG). (2.16)
The sign depends on whether F is Grassmann or not. It further carries ghost number 0,
as the transformation parameter δλ has to carry ghost number -1 since the BRST charge
carries ghost number 1. As (2.12) is a global Grassmann valued gauge transformation,
the gauge part of (2.2) is invariant on its own. The combination of the gauge fixing part
4Note that multiplicative renormalizability of Yang-Mills theory with and without matter fields is only
proven perturbatively order by order. It is unknown if it also holds non-perturbatively. In the results
presented here it does hold.
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and the ghost contribution is also invariant, where in Landau gauge the limit ξg → 0 has
to be taken. It is possible to linearize the transformation rules (2.12-2.15) by introducing
an auxiliary field, the Nakanishi-Lautrup field Ba [28]. Without going into details, this
establishes manifestly the nil-potency of the BRST transformation5
δ2BRST = 0. (2.17)
This establishes a closed algebra
{QBRST, QBRST} = 0
[iQG, QBRST] = QBRST
[iQG, QG] = 0
of the residual local gauge symmetry.
A well-defined nilpotent charge directly splits the state space into three disjoint parts
[28, 30, 31]. The states which are not annihilated by the BRST-transformation form
a subspace Q1, carrying BRST-charge. By acting on these states, daughter states in a
subspace Q2 are generated which are annihilated by the BRST-charge. The last possibility
are states which are also annihilated by the BRST-charge but are not generated from
parent states. These form a subspace Q0. Physical states must be gauge invariant and
are therefore annihilated by QBRST [32]. In addition, any states in Q2 do not contribute
to matrix elements. Therefore the physical subspace is
Hphys = KerQBRST/ImQBRST = Q0.
It is this subspace in which the perturbatively physical transverse gauge bosons exist, while
forward polarized gluons and anti-ghosts belong to Q1 and backward polarized gluons and
ghosts belong to Q2. This can be seen directly using the Nakanishi-Lautrup formulation
of the gauge-fixed Lagrangian [28]. Due to the relation of Q2 and Q1, the unphysical
degrees of freedom are connected by BRST transformations and are thus metric partners.
They are said to be confined by the quartet mechanism [31]. Hence in perturbation theory
the physical subspace Q0 contains only transverse gluons, and perturbatively unphysical
degrees of freedom are confined6. One of the confinement mechanisms proposed, the
Kugo-Ojima scenario discussed in subsection 2.2.2, requires also transverse gauge bosons
to belong to either Q2 or Q1 and thus provides confinement.
5Without this field, the nil-potency would only be manifest on-shell [30].
6In principle it is possible to have states in Q0 with non-vanishing ghost number, which would render
the theory ill-defined [31]. This seems not to be the case for Yang-Mills theories.
Chapter 2. Aspects of QCD as a Gauge Theory 13
2.1.4 Slavnov-Taylor Identities
It is possible to directly construct identities relating different Green’s functions by calcu-
lating the BRST transform of an operator expression, using that the vacuum belongs to
Q0. These are the Slavnov-Taylor identities (STI) [33, 34]. These identities are a result of
gauge invariance. A failure in fulfilling them therefore indicates a violation of gauge in-
variance. This property makes them an important technical tool to check the consistency
of calculations and they will be used in this way extensively in chapters 3 to 5.
In this work two STIs are of particular importance. The first is obtained when forming
the expectation value of the BRST transform of c¯a∂µA
a
µ and yields [1] after usage of the
equation of motions
pνD
ab
µν(p) = −iξgpµδab (2.18)
with the gluon propagator Dµν . By virtue of Lorentz invariance, the Landau gauge limit
hence requires Dµν to be of the form
Dµν(p) = Pµν(p)
Z(p2)
p2
(2.19)
Pµν(p) = δµν − pµpν
p2
, (2.20)
i.e. to be transverse. Z is the associated scalar dressing function. This simple Lorentz
structure is one of the advantages of Landau gauge. The other prominent feature of
(2.18) is its independence of higher n-point Green’s functions. In general, the identity for
an n-point Green’s function depends on n′-point Green’s functions with n′ > n. Hence
an infinite set of coupled equations arises. Therefore, their use is limited in the case
of non-perturbative calculations7, as there is not yet any possibility to assess a-priori the
contribution of the n′-point Green’s functions. In special kinematic regions, however, those
unknown contributions may drop out, providing relations between n-point functions only.
A further result which can be obtained from (2.18) in connection with the equation of
motion of the ghost is that the ghost-gluon vertex is undressed for a vanishing incoming
ghost momentum in Landau gauge [33, 36]
lim
p→0
Γcc¯A,abcν (p, q,−p− q) = igdfabcqν . (2.21)
It is thus not divergent and its renormalization constant Z˜1 can and will be set to 1 here.
This is maybe the most important property of Landau gauge. It makes it much more
7In perturbative calculations such contributions can be neglected as they are of higher order in the
expansion parameter.
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tractable than other gauges [27]. The ghost-gluon vertex will be further investigated in
subsection 2.2.3 and used in chapters 3 to 5.
The second identity is concerned with this ghost-gluon vertex. It can be obtained from
the BRST-transform of cac¯bc¯c [35, 37] and reads
ikµΓ
c¯cA
µ (p,−q)G(q2) + iqµΓc¯cA(p,−k)µG(k2) = p2Z˜1
G(k2)G(q2)
G(p2)
+ η. (2.22)
η summarizes contributions from n′-point Green’s functions with n′ > 3. Color indices
have been removed by assuming a tree-level8 color structure. This assumption is discussed
in more detail in chapter 3. G is the ghost dressing function, defined via its propagator as
DabG (p
2) = −G(p
2)
p2
δab. (2.23)
The identity (2.22) is consistent with the bareness of the ghost-gluon vertex (2.21) if the
contributions from the higher Green’s functions vanish in this limit.
2.2 Confinement
As one of the main observables for this work is the absence or presence of confinement
it is necessary to detect it. Two fundamentally different approaches to this question will
be discussed. The first is concerned with the mere statement of confinement. This will
be investigated in subsection 2.2.1. The other approach consists of criteria deduced from
possible confinement mechanisms. Three of them will be discussed in sections 2.2.2 to
2.2.4. The number of proposed mechanisms for confinement is large. Only those which
generate criteria that can be tested using the objects obtained in this work will be discussed
here. A more general overview can be found in [14].
In any case, cluster decomposition [38, 39] must be violated for colored objects to allow
for a long range force. This necessarily implies the existence of a massless excitation in
the complete state space. On the other hand since all experimental results show validity
of cluster decomposition, the physical mass spectrum of QCD must have a mass gap for
colorless objects. Otherwise it would be possible to scatter a colorless object into far apart
colored objects, the so-called “behind-the-moon” problem. However, the existence of a
massless excitation alone does not suffice for confinement of color, as it is necessary to
show that it is not part of the physical spectrum.
8This is exact in perturbation theory.
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2.2.1 Criteria for Confinement
There are two criteria which will be used here. One implies the other. The basic object
is in both cases the spectral density ρ [40] of a given particle. For a particle to exist as a
physical final state having a Ka¨llen-Lehmann representation, it has to have a positive semi-
definite spectral function9. This is known as the Osterwalder-Schrader axiom of reflection
positivity [39, 41]. A violation of positivity can be tested using the Schwinger function to
be discussed in chapter 6.
A stronger condition is violation of the Oehme-Zimmermann super-convergence relation
[42]. The spectral representation of a particle of mass m0 is [40]
D(p) =
Z
p2 +m20
+
∞∫
m2
dκ2
ρ(κ2)
p2 + κ2
, (2.24)
with m > m0 being the threshold mass for contributions above the single-particle pole,
the multi-particle threshold. Z is the positive overlap between an in-state and the field
described by the propagator D. If the propagator vanishes at 0,
lim
p→0
p2D(p) = 0, (2.25)
then the spectral function must be at least partly negative, thus implying the first condition
above. Secondly, a vanishing propagator at p = 0 implies the absence of a Ka¨llen-Lehmann
representation. The particle can thus be not a physical particle anymore: The particle is
confined. This gives the second condition for confinement.
For massless particles the interpretation of (2.25) is more direct. As p2 = 0 is just the
statement of the particle being on-shell, it implies the vanishing of the on-shell propagator:
The particle does not propagate and is thus confined.
Note here a subtle difference. It is possible to think of confined particles as either
confined due to dynamic effects or due to being unphysical. For example magnetic con-
finement of neutrons in a magnetic field is such a case: The particles are physical but they
are bound in a way disallowing separation. The confinement e.g. of ghosts differs from
this. These are unphysical particles and are thus confined in a different sense. Note that
in an unbroken non-abelian gauge theory, charged currents are gauge-dependent and can
thus not be observed directly. Observing a quark thus corresponds e.g. to an observation
of a colorless object with non-integer electric charge.
9In a theory with indefinite metric, as Yang-Mills theory, for unstable particles such that the width
exceeds the mass the spectral function is also not necessarily positive semi-definite. They do not occur in
final states, since they decay when letting t→∞.
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One of the major questions concerning confinement is which of both possibilities applies
to colored objects. The Kugo-Ojima criterion described in the next subsection favors the
latter option, as colored objects will turn out to be automatically BRST-charged. The
more common attitude is the first option.
2.2.2 Kugo-Ojima Scenario
The Kugo-Ojima confinement scenario [31] puts forward the idea that all colored objects
form BRST-quartets and therefore do not belong to the physical state space. The metric
partners of transverse gluons would be ghost-gluon bound states.
Thus, the confinement mechanism is essentially the same as in the case of ghosts in
perturbation theory. This scenario is based on a rigorous derivation and requires three
preconditions. One of them is an unbroken BRST charge also in the non-perturbative
regime. Whether this is the case is not known10. The second is the failure of the cluster
decomposition theorem and hence the existence of a massless excitation. This is also
unknown and can not yet be attacked in the approach used here. The third ingredient
is an unbroken global color charge. In Landau gauge, this condition can be put into the
form [43]
lim
p2→0
p2DG(p
2)→∞, (2.26)
where DG is the propagator of the Faddeev-Popov ghost (2.23). This scenario also neces-
sarily implies that (2.25) holds for the gluon. Both of these conditions (2.25) and (2.26)
will be checked.
Note that this scenario does not imply that colored objects do not have an asymptotic
field. However, as they are BRST charged a configuration with arbitrarily many colored
objects belongs to one equivalence class, and only the colorless objects contribute to matrix
elements.
2.2.3 Zwanziger-Gribov Scenario
The central idea of the Zwanziger-Gribov scenario [19, 20, 44, 45] is that zero-modes at
the common boundary of the first Gribov horizon and the fundamental region dominate
the infrared properties and thus generate confinement. Both regions necessarily have a
common boundary. This boundary is convex, compact, and includes the origin [19].
As gauge space is infinite-dimensional, all the volume will be concentrated at the
boundary, and the system is dominated by it. Since the Faddeev-Popov-determinant (2.9)
10It is even unknown how to define a non-perturbative BRST charge. Due to the non-trivial topology
of the gauge group this necessarily has to be done patch-wise in gauge space.
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vanishes there, the corresponding excitations have to be long-range. Using stochastic
quantization and performing a Landau gauge limit under certain assumptions, it can be
shown that (2.26) follows. In addition, it follows that the infrared limit is dominated by the
ghost-term of (2.11) alone [44]. As this term can be written as a BRST-transform, Yang-
Mills theory in this limit is a topological field theory of Schwarz type with no propagating
modes [46]. Thus colored objects do not appear, implying confinement. Using these results,
(2.25) for the gluon is also obtained, thus leading to the same criteria as the Kugo-Ojima
scenario. This analogy, if it is more than mere coincidence, is not yet understood.
It is also intuitively clear that a strongly divergent ghost propagator at zero momentum
can mediate confinement. After Fourier-transformation such an infrared divergence relates
to long-ranged spatial correlations. These are stronger than the ones induced by a Coulomb
force since the divergence in momentum space is stronger than that of a massless particle.
A bare ghost-gluon vertex in the infrared is sufficient to generate this behavior. Such
a vertex would also be consistent with the perturbative renormalization group [19]. This
Zwanziger-hypothesis has been checked numerically in context with this work [47] and
turns out to be well fulfilled.
Recently, investigations in Coulomb gauge indicate, that a similar connection between
the dynamics on the Gribov horizon and confinement of gluons holds there as well [48].
2.2.4 Gribov-Stingl Scenario
The last scenario investigates a manifestation of confinement different from the two pre-
vious ones. The Gribov-Stingl scenario [20, 49, 50] puts forward the idea that confined
particles have one or more pairs of complex conjugate poles, and thus cannot be physical
states. In general, such a pole structure leads to violation of causality [28]. However, for a
special structure of the propagators it can be shown that it is possible to reconcile such a
pole structure with causality on the level of the S-matrix [49]. The essential argument is
that due to the absence of real poles, application of the LSZ-reduction formula [28] leads
to vanishing matrix elements for states with colored objects [49]. Thus colored objects
can only exist as short-lived quantum excitations. In addition, colorless objects only have
real poles but no continuum, if they cannot decay into colorless objects [49].
2.3 Interplay with Quarks
As quarks will be neglected throughout this work, a short comment to which extent the
results may be affected by the presence of quarks is in order. Calculations in the vacuum
show that the presence of quarks does not qualitatively alter the gauge propagators, as
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long as there are less than 5 light flavors [51]. This is not expected to change at finite
temperature, as quarks acquire an effective mass increasing with temperature and thus
behave more perturbatively [52]. Especially they should not contribute to the infinite
temperature limit of the gluon propagator. Thus the results presented will probably not
be changed qualitatively by quarks; this is only a conjecture, though. Especially in the
vicinity of the phase transition quarks are relevant. Lattice calculations indicate a possible
change of the order of the phase transition when including quarks [9], but this issue is still
under debate.
The impact on quarks by the results found here may be more significant but also more
intricate to understand. Lattice calculations show a drastic change in the properties of
quarks above the phase transition. The free energy of two static quarks changes sub-
stantially and may change from a linear rise with distance to a logarithmic or even flat
shape [53]. However, as the mechanism of quark confinement is not understood yet [54],
assessing the consequences of this change is not simple. The most prominent change is the
restoration of chiral symmetry [9], which surprisingly occurs at the same temperature as
the changes in the gauge sector.
One possible chain of arguments to understand this coincidence is based on evidence
from lattice calculations that the underlying degrees of freedom confining quarks and
gluons are topological objects [55]. These carry topological charge, and can thus be brought
into connection with zero modes of the Dirac-operator by the Atiyah-Singer index theorem
[56]. The density of such modes again is related to the chiral condensate by the Banks-
Casher formula [57]. If this chain of arguments is correct, it gives a connection between
confinement and chiral symmetry breaking. As will turn out in this work, at least part of
the gluons are confined even at high temperatures. It is therefore still unclear what the
relation above the critical temperature is and how the quark properties are affected.
Chapter 3
Derivation of the Dyson-Schwinger
Equations
Knowledge of all of the Green’s functions would grant complete knowledge of a theory
[39]. The inverse 2-point Green’s functions are the propagators. These are the main
objects of interest here, as they carry information concerning confinement and other non-
perturbative properties. The equations determining these Green’s functions are the Dyson-
Schwinger equations [58] (DSEs), which can be obtained using the functional equations of
motion. This will be described in section 3.1. Since the aim of this work is to investigate
the equilibrium high temperature phase, temperature will be introduced into the DSEs
in section 3.2. As there are an infinite number of coupled DSEs, it is generally not
possible to solve these simultaneously. To obtain approximate solutions, truncations are
necessary and these are discussed in section 3.3. The connections to perturbation theory
and renormalization are investigated in sections 3.4 and 3.5.
This work is based on a calculational scheme which has been applied successfully in
the vacuum to both Yang-Mills theory and full QCD, as will be described in section 3.6.
3.1 Vacuum Formulation
The most straightforward way to derive the DSEs for a generic field φa is by using the fact
that the integral of a total derivative vanishes [14]
0 =
∫
Dφa δ
δφa(y)
e−S+
∫
ddxφa(x)ja(x)
S =
∫
ddxL.
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Figure 3.1: The Dyson-Schwinger equations for the 2-point functions described by the
Lagrangian (2.3). Dotted lines are ghosts, wiggly lines are gluons and dashed lines are
Higgs. Lines with a dot are full propagators, vertices with a small black dot are bare
vertices and white circles are full 3- and 4-point functions.
S is the action, ja is the source of φa and the integral is over full field space. Performing
the derivative and pulling the resultant factor out of the integral by replacing φa with
δ/δja, the prescription to calculate the full one-point Green’s function is obtained as((
− δS
δφa(x)
∣∣∣
φa(x)= δ
δja(x)
+ ja(x)
)
Z[ja]
)
ja=0
= 0. (3.1)
Further derivatives with respect to the fields generate the Green’s functions of arbitrarily
high order. They form an infinite set of coupled non-linear integral equations. For Yang-
Mills theory and full QCD, these are known for the propagators, see e.g. [14]. For the
Lagrangian (2.3) these are derived for all 2-point Green’s functions in appendix B. A
graphical representation of these is given in figure 3.1.
In the case of Yang-Mills theory or QCD, it is not necessary to integrate over all field-
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space for Green’s functions. As the Faddeev-Popov determinant (2.9) appears explicitly in
(2.10), it is sufficient to integrate only over the first Gribov horizon, since the determinant
vanishes on its boundary [19]. Hence the DSEs have the same form whether the integration
is over all of gauge-space or only over the first Gribov horizon. Therefore it is necessary
to restrict the space of solutions to those from inside the first Gribov horizon. This is
discussed in section 3.3.
3.2 Dyson-Schwinger Equations at Finite Tempera-
ture
The starting point of the analysis are the DSEs of Yang-Mills theory described by (2.2)
with the quark fields set to zero. Besides neglecting all equations for n-point Green’s
functions with n > 2, all genuine full two-loop graphs in figure 3.1 are neglected, too. The
consequences of this and further truncations will be discussed in detail in section 3.3. The
remaining system is then represented in figure 3.2 and given by
Dab−1G (p) = −δabp2
+
∫
ddq
(2π)d
Γtl,cc¯A,daeµ (−q, p, q − p)Defµν(p− q)DdgG (q)Γcc¯A,bgfν (−p, q, p− q)(3.2)
Dab−1µν (p) = δ
ab(δµνp
2 − pµpν) + TGGµν
−
∫
ddq
(2π)d
Γtl,cc¯A,dcaµ (−p− q, q, p)DcfG (q)DdeG (p+ q)Γcc¯A,febν (−q, p+ q,−p)
+
1
2
∫
ddq
(2π)d
Γtl,A
3,acd
µσχ (p, q − p,−q)Dcfσω(q)Ddeχλ(p− q)ΓA
3,bfe
νωλ (−p, q, p− q).
(3.3)
Here Γcc¯A is the full ghost-gluon vertex and ΓA
3
is the full three-gluon vertex. The respec-
tive tree-level quantities are denoted by a superscript ‘tl’ and given in (B.14) and (B.15).
TGGµν is the tadpole term. The full vertices will be discussed further in section 3.3. Note
that these are in general Minkowski-space equations, but equations (3.2) and (3.3) have
already been rotated to Euclidean space.
To obtain the equilibrium Green’s functions at a temperature T , the Matsubara or
imaginary time formalism is implemented [13, 59]. This amounts to a compactification
of time and entails a genuine Euclidean formulation. All objects depend on the three-
momenta ~p and the Fourier-component p0 separately. Both ghosts and gluons have to
obey periodic boundary conditions [60], thus
p0 = 2πnT, nǫZ. (3.4)
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Figure 3.2: The truncated Dyson-Schwinger equations for the 2-point functions of Yang-
Mills theory at T = 0. Dotted lines are ghosts and wiggly lines are gluons. Lines with a
dot are full propagators, vertices with a small black dot are bare vertices and white circles
are full vertices.
Hence in both cases a soft mode exists, defined by Euclidean p2 ≪ T , i.e. those with
p0 = 0 in contrast to the hard modes with p0 6= 0. Note that although Lorentz invariance
is no longer manifest in this formulation, it is not lost [61]. Furthermore, as the gluon
is a vector-particle, its propagator exhibits two independent tensor-structures and two
independent dressing functions1 [13] instead of one as in (2.20),
Dµν(p) = PTµν(p)
Z(p20, ~p
2)
p2
+ PLµν(p)
H(p20, ~p
2)
p2
(3.5)
PTµν(p) = δµν − pµpν
~p2
+ δµ0
p0pν
~p2
+ δ0ν
pµp0
~p2
− δµ0δ0ν
(
1 +
p20
~p2
)
(3.6)
PLµν(p) = Pµν(p)− PTµν(p). (3.7)
The projectors PTµν and PLµν are transverse and longitudinal with respect to the heat bath
or alternatively with respect to the three spatial dimensions. Both are four-dimensionally
transverse, so (3.5) still satisfies the STI (2.18). This is necessary, as STIs are still valid
at finite temperature [59]. For T = 0, Z = H and (2.20) is recovered. Note that (3.6)
projects solely on the space-space components and the p0 = 0-component of (3.7) solely on
the 00-component of the propagator. Hence the soft mode of Z is purely chromomagnetic,
while the one of H is purely chromoelectric. For the ghost, being a scalar, one dressing
function is sufficient at finite temperature.
In general, all full Green’s functions obtain a much more complicated tensor structure
at finite temperature, e.g. the ghost-gluon vertex obtains four instead of two tensor struc-
tures. This generates a significant amount of technical problems. As the main assumption
of the truncation scheme presented in section 3.3 is the negligibility of dressings other than
1In general, three dressing functions exist, but only two are independent due to the STI (2.18).
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Figure 3.3: The truncated Dyson-Schwinger equations for the 2-point functions of Yang-
Mills theory at T 6= 0. Dotted lines are ghosts, wiggly lines are 3d-transverse gluons and
dashed lines are 3d-longitudinal gluons. Lines with a dot are full propagators, vertices
with a small black dot are bare vertices and white circles are full vertices.
those of propagators, the irrelevance of such effects is assumed as well. Hence the tree-level
tensor structure is used for all full vertices. The last issue to be addressed before writing
down the equations is the one determining the gluon. It is a matrix equation, but only
two components are independent. The most direct way to obtain two scalar equations for
the two dressing functions is to contract the gluon equation once with (3.6) and once with
(3.7). The more convenient way is to contract with
P ζTµν = ζPTµν + (ζ − 1)ATµν (3.8)
P ξLµν = ξPLµν + (ξ − 1)ALµν . (3.9)
Varying the parameters ζ and ξ allows to investigate the amount of gauge invariance
violation, as discussed in section 3.3. The tensors (3.8) and (3.9) reduce to (3.6) and (3.7)
at ζ = ξ = 1. The selection of AT/Lµν is governed by practical aspects and will be different
for the high temperature case and the finite temperature case. Thus writing down the final
equations will have to await chapters 4 and 5, respectively. Graphically the equations for
the three scalar functions G, Z and H at finite temperature are given in figure 3.3.
3.3 Truncations and Constraints
As already indicated, the DSEs to be solved in the following chapters are truncated.
Although in the following several arguments will be made to support the truncations, there
is no method (yet) known which permits an a priori controlled truncation. In addition, no
possibility is yet known to conserve local internal symmetries at least on the level of the
truncation. Even for global symmetries this leads to enormous technical complications, see
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e.g. [62]. Furthermore any such truncation necessarily violates unitarity. Also no scheme
is yet known which at the same time conserves energy and agrees with perturbation theory
in the far ultraviolet. Hence it is currently only possible to assume that all these effects
do not contribute significantly. This can only be done by comparing a posteriori either to
experiments or different methods. As the objects treated here are gauge-variant quantities,
only other calculational methods are available for comparison. Only lattice calculations
have been performed in the region of interest up to now and only for SU(Nc) gauge theories.
It will turn out that the results agree remarkably well, considering the drastic assumptions
made. By systematically assessing the error due to gauge invariance violation, it is found
that the effects of the truncation are of a quantitative nature only. Hence the truncation
scheme to be described seems to be applicable.
The most extreme truncation is the neglect of the equations of all n-point Green’s
functions with n > 2. This truncation is well justified in the ultraviolet due to asymptotic
freedom. In the infrared, assuming the correctness of the Zwanziger-Gribov scenario,
this is also justified and the results support this assumption self-consistently. At mid-
momenta, significant deviations are to be expected. Indeed this is the region where the
largest deviation from lattice results will be found. The further truncation is to neglect all
genuine full 2-loop contributions within the equations for the 2-point Green’s functions.
Largely the same arguments apply here: The 2-loop contributions are sub-dominant in
the ultraviolet and most probably sub-leading in the infrared. The latter was checked and
found to be correct for tree-level instead of full vertices [37]. In addition it was found that
only considerable fine-tuning of the vertices allowed the 2-loop contributions to become as
leading as the 1-loop contributions in the infrared [63].
The next assumption is that the color structure is the same as in perturbation theory.
All investigations concerning this point have supported this assumption [64]. This also au-
tomatically entails the vanishing of all 1-point Green’s functions due to the antisymmetry
of the color structure of the vertices.
The last ingredient of the truncation is the construction of the remaining full ver-
tices. The ghost-gluon-vertex will be kept at its tree-level form (B.14), motivated by the
Zwanziger-Gribov scenario. This is exact for vanishing incoming ghost momenta as dis-
cussed in subsection 2.1.4. A bare vertex is also supported by numerical studies in three
and four dimensions [47] and lattice calculations in four dimensions [65]. Furthermore,
at least in the vacuum, the qualitative nature of the infrared solution is independent of
the detailed structure of the ghost-gluon vertex to a large extent [66]. It has also been
shown that, under weak assumptions, the qualitative infrared solution for the ghost is
independent of the truncation [67].
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The various three-gluon vertices for 3d-longitudinal and 3d-transverse gluons are not
fixed yet. These will be constructed by requiring minimal gauge invariance violation. This
will be addressed in chapters 4 and 5, completing the truncation scheme.
Concerning the artifacts of the truncation, it is not possible to solve the problem of
unitarity violation. Unitarity will always be violated as long as the full infinite system is
not solved2. The problem of energy conservation will be addressed in section 6.2.
The last point to be discussed is the violation of gauge invariance. There are two
aspects to be treated. The first is the problem of Gribov copies. Due to the arguments
given in section 2.1.1, this can be resolved by requiring
G(p2) ≥ 0, Z(p2) ≥ 0, H(p2) ≥ 0, (3.10)
since this guarantees to stay within the first Gribov horizon. Note that by condition (3.10),
the ghost propagator is negative definite and cannot have a positive semidefinite spectral
function.
The second problem is much harder to address. Even provided the Gribov problem is
solved, gauge invariance is violated, as the STIs are no longer fulfilled. Indeed it is not
even possible to test whether the STIs are fulfilled, as in general the STIs for an n-point
Green’s function contain contributions from n′-point Green’s functions with n′ > n. These
are negligible in perturbation theory because they are of higher order in the expansion
parameter, but this is not true in general in non-perturbative calculations. In principle it
would be possible to test the STIs when truncating them to the same level as the Green’s
functions, but it turns out that this leads to inconsistencies, see e.g. [35]. Nonetheless
trying to construct vertices which as best as possible fulfill the truncated STIs, it is found
that the results are only weakly affected compared to tree-level vertices [35]. This gives
confidence that these violations are small.
There are two consequences of these gauge invariance violations. The first is the
appearance of spurious divergences in cases where the degree of divergence is lowered by
gauge invariance compared to naive power counting. This is the case for the gluon self-
energy. These spurious divergences have to be removed. This will be done using the tadpole
terms, which are not left as free parts of the equations, but are chosen to compensate such
spurious divergences and other artifacts of the truncation, thus mimicking their role in
perturbation theory.
The second consequence is the violation due to finite contributions of the STIs. In the
remainder of the work, the main equation to test the amount of gauge invariance violation
2In perturbation theory, these violations are of higher order in the expansion parameter and can thus
be neglected. The same applies to the results here in the realm of applicability of perturbation theory, as
the same results are obtained in this domain.
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will be the STI for the gluon propagator, (2.18). It is for this reason the projectors (3.8)
and (3.9) are used instead of (3.6) and (3.7). If (2.18) was exactly fulfilled, the results
obtained would be independent of ζ and ξ. If the results do only weakly depend on these
parameters, gauge invariance violations are most likely small [68, 69, 70]. The variational
range for ζ and ξ in the case of a violation cannot be extremely large, since otherwise the
projection will be primarily on the gauge-violating longitudinal part and will not give rise
to further useful information.
3.4 Perturbation Theory
The DSE approach followed here aims at the full 2-point Green’s functions. Hence it is
necessary that perturbative results are embedded in the final results. For sufficiently large
momenta the Green’s functions must reduce to their perturbative counterparts, due to
the asymptotic freedom of Yang-Mills theories. As the DSEs are truncated at one-loop
level, this reduction can only be correct to leading order (LO) in g2d/p
4−d, where p is
the momentum scale. Subleading contributions will necessarily deviate from perturbation
theory. This also guarantees that the violation of gauge invariance will be not worse than
in LO perturbation theory, and thus at least the same level of gauge invariance is achieved.
The high temperature limit in chapter 4 will give an explicit example of this. In case
of the finite temperature corrections in chapter 5, the results are restricted to momenta of
the order of T , see section 5.5. Therefore, perturbation theory will only be reproduced if
these momenta are already in the perturbative regime.
In the case of 4d vacuum calculations, agreement with LO resummed perturbation
theory turns out to be a significant task and requires modifications of the three-gluon
vertex [35, 68]. Comparison to perturbation theory is at the current level of truncation
the only possibility to compare to experiment, and thus an important constraint.
3.5 Renormalization
As in perturbation theory, the usual ultraviolet divergences of Yang-Mills theory are en-
countered and must be regularized and renormalized [1]. A wide variety of possibilities
to deal with the divergences at the perturbative level exist, especially with dimensional
regularization for gauge theories. However, most of these concepts, including the latter,
are not applicable to non-perturbative calculations [71, 72].
Due to the lack of a symmetry conserving regularization scheme for DSEs which is of
technically acceptable complexity, an alternative route is chosen. It is always possible to
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use gauge non-invariant regularization prescriptions if appropriate compensating counter-
terms are chosen [71]. This approach will be employed in chapter 5. There the effects of
a non-gauge-invariant regularization will be absorbed into the tadpoles.
The remaining divergencies are then regularized and renormalized using counter-terms.
In general a counter-term for e.g. renormalizing the wave function is introduced in a
Lagrangian by performing the replacement
L = (∂µφ)2 → LR = (∂µφ)2 + δZ(∂µφ2) =: Z(∂µφ)2.
Here φ is an arbitrary field and the counter-term δZ has been chosen such as to cancel
the divergences [71]. This guarantees multiplicative renormalizability even in the non-
perturbative regime by explicitly constructing the wave-function renormalization constant
Z. At finite temperature no new divergences arise compared to the vacuum divergence
structure of the phase the theory is in [59]. Nevertheless, the finite parts of the counter-
terms may depend on temperature.
When treating finite temperature effects in chapter 5 a few subtleties concerning renor-
malization in the employed truncation scheme arise. These are treated in section 5.5.2.
3.6 Solutions in the Vacuum
Solutions of the DSEs in the vacuum [14, 35, 68] have already convincingly demonstrated
the non-triviality of the infrared regime and also showed good agreement with lattice
calculations. This supports the applicability of the truncation scheme. In this section
these results will be described briefly to put this work in the appropriate context and
demonstrate that the method is sufficiently stable for an extension to finite temperature.
3.6.1 Yang-Mills Theory
For the pure Yang-Mills sector, results have been obtained with increasing precision over
time3. The DSE results satisfy (2.25) and (2.26) and thus exhibit manifest gluon con-
finement, in accordance with the Kugo-Ojima and Zwanziger-Gribov scenario [14, 35, 68].
Also, the analytical structure has been understood to some extent [54]. The results [68]
are shown in figure 3.4 compared to lattice results [75, 76].
The lattice points farthest in the infrared suffer from finite volume effects and are
expected to bend down for larger lattice volumes. In 3d-calculations, where significantly
3The earliest attempt neglected the ghost contribution [74]. This “Mandelstam approximation” leads
to results contradicting recent lattice results and is therefore dismissed today.
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Figure 3.4: The left panel shows the ghost dressing function and the right panel the gluon
propagator in vacuum Yang-Mills theory [68]. The results are compared to lattice data of
the ghost dressing function [75] and the gluon propagator [76]. The indicated errors are
statistical only.
larger lattices can be used, this is indeed the case [77] and will be seen when comparing
to lattice results in section 4.6. Recently, the results have also been confirmed by exact
renormalization group methods [78]. These results give confidence that the method can
be applied to the finite temperature case as well.
A further result of the vacuum studies is that the quantity
α(µ) = α(s)G(s, µ)2Z(s, µ), (3.11)
where µ is the renormalization scale and s the subtraction point, is a renormalization group
invariant, and agrees with the running coupling in the perturbative regime. Although it
is under debate what the non-perturbative definition of a coupling constant is, if any, it
is possible to investigate this quantity. It does not exhibit a Landau pole and has an
infrared fixed point of α(0)Nc = 8.915 [68]. This result has also been confirmed by exact
renormalization group calculations [78].
3.6.2 Full QCD
DSEs have also been applied to full QCD in two different ways. A more phenomenological
ansatz has employed model gluon propagators. This has led to extensive and successful
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Figure 3.5: The quark propagator in the chiral limit [51] compared to lattice results using
the asqtad action [80]. The left panel shows the quark wave-function renormalization
compared to lattice results. The right panel shows the quark mass function compared to
chirally extrapolated lattice results. The indicated errors are statistical only.
investigations of hadron phenomenology. For a review see e.g. [14, 79]. As the approach
followed here is more bottom-up, this aspect will not be discussed further. The other
approach couples the Yang-Mills sector described above to the quarks and solves the
corresponding DSEs in a similar truncation scheme [51]. The general structure of the
Euclidean quark propagator is
S(p) =
Z(p)
−iγµpµ +M(p) (3.12)
with the wave-function renormalization Z and the mass function M . For less than 4 light
or massless quarks (as it is realized in nature), the Yang-Mills solutions remain essentially
the same, besides the according changes in the ultraviolet anomalous dimensions. Thus
even the effect of massless quarks is small. The two independent dressing functions Z and
M are shown in figure 3.5. Chiral symmetry breaking is manifest. However, the amount
of symmetry breaking is sensitive to the specific quark-gluon vertex, as the quark results
are in general. In the present case a modified Curtis-Pennington vertex has been employed
[51]. Also, the problem of quark confinement is not yet understood in this ansatz, as the
information obtainable from the quark propagator alone are not conclusive [54].
Chapter 4
Infinite-Temperature Limit
The infinite-temperature limit of Yang-Mills theory is presented in this chapter1. Although
the limit itself is purely academic, it is valuable not only due to technical simplifications.
Firstly, properties surviving in this limit will also be present at lower temperatures. Es-
pecially persisting non-trivial effects are genuine features of the high-temperature phase.
Secondly, it is found in the finite-temperature calculations of chapter 5 as well as in lattice
calculations [82] that the propagators are already close to their asymptotic values for quite
small temperatures, as low as a few times Tc.
The chapter starts with the derivation of the infinite-temperature limit in section 4.1.
The emerging theory is a 3d-Yang-Mills theory with an additional adjoint Higgs field. The
infrared and ultraviolet properties of this theory will be inspected in section 4.2. It is then
studied numerically in three truncation schemes. The first is the ghost-loop-only scheme,
to test the Zwanziger-Gribov scenario, in section 4.3. The next schemes address the pure
Yang-Mills theory in section 4.4 and finally the full theory in section 4.5. The numerical
method deployed is described in appendix F.
A comparison to lattice results will be made in section 4.6. The 3d-theory is not
only relevant to the high temperature behavior of Yang-Mills theory. As an example, a
recently obtained relation between Landau gauge in 3d and Coulomb gauge in 4d [83] will
be addressed in section 4.7.
As this chapter deals nearly exclusively with a 3d-theory, the notation p ≡ |~p| is used,
if not noted otherwise.
4.1 From 4d to 3d
To obtain the infinite-temperature limit, temperature is introduced into the vacuum equa-
tions (3.2) and (3.3) as detailed in the previous chapter. To obtain scalar equations for the
1Most of the results presented are published in [81].
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dressing functions Z and H , the additional tensor structures in (3.8) and (3.9) are chosen
most conveniently in 4d as
ATµν =
(
δµν −
(
1 +
p20
~p2
)
δµ0δ0ν
)
(4.1)
ALµν =
(
1 +
p20
~p2
)
δµ0δ0ν . (4.2)
In [84] it was demonstrated that, in zeroth order, the infinite-temperature limit can be
found by neglecting any contributions from Matsubara frequencies different from zero.
This yields an effective 3d-Yang-Mills theory with an additional adjoint Higgs. The Higgs
field is the A0 field of the 4d-theory, and therefore the number of degrees of freedom is
conserved in this process.
By considering the structure of the projectors (3.8) and (3.9) in the case of p0 = 0,
which is the zeroth Matsubara frequency, it is also possible to find the connection of the
3d and 4d degrees of freedom. At p0 = 0, P
ξ
Lµν becomes δ00, independent of ξ. It projects
out the time-time component of the propagator, which belongs to the A0 field. Therefore
the 3d-longitudinal part of the 4d gluon propagator corresponds to the Higgs propagator.
On the other hand, P ζTµν becomes
P ζij = δµν − ζ
pipj
p2
(4.3)
with zero time-time and time-space components. At ζ = 3 this is the Brown-Pennington
projector of the 3d-theory [85]. (4.3) projects onto the 3d-subspace and thus establishes
the connection between the 3d-transverse gluon and the gluon of the 3d-theory. Therefore
the dressing functions H and Z of the gluon propagator (3.5) describe the Higgs and the
3d gluon, respectively.
This amounts to integrating out the hard modes at tree-level. In general, this is not
sufficient [86]. Higher order effects of the hard modes can potentially still influence the
interactions of the soft modes. Therefore the general prescription to obtain the effective
3d-theory is to write down the most general Lagrangian allowed and match the parameters
by comparing to the 4d-theory [86]. This can be done e.g. by lattice calculations [82] and
perturbation theory [86]. In the present case a tree-level mass for the Higgs and a 4-Higgs
coupling are additionally present. This also modifies the Dyson-Schwinger equations, and
they therefore have to be rederived. As an explicit example of this process the generation
of the tree-level mass will be demonstrated in section 5.3.
Hence the Lagrangian (2.3) governs the 3d-theory and describes a Yang-Mills field
coupled to an adjoint scalar field [14, 86]. All occurring constants are effective constants,
which arise by integrating out the hard modes. The effective constants can only be derived
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by calculating the full theory. Therefore the values obtained from lattice and perturbative
calculations will be used here, as listed in [82]. In most results these constants are irrelevant
and will drop out, except for the objects discussed in chapter 6.
The only exception is the 4-Higgs coupling constant h, which can be uniquely deter-
mined already in the 3d-theory. In principle, the Higgs self-energy may contain linear
divergences, if this theory stood on its own. However, the Higgs field is only a component
of the 4d gluon field, and thus should not contain a linear divergence due to the STIs of
the 4d-theory. Implementation of this requirement, in leading-order perturbation theory,
fixes h as
h = −2g23
CA
CA + 2
, (4.4)
which is detailed in appendix E. CA is the second Casimir of the gauge group, see appendix
A. Note that by (4.4) exact t’Hooft scaling [87] is also maintained, which would otherwise
be broken by the Higgs-tadpoles.
Hence the 3d-theory is finite and therefore all renormalization constants can be set to
1, i.e. no counter-terms are necessary. The divergences have not disappeared, though.
By sending the temperature to infinity while maintaining for the renormalization scale
µ ≫ T , renormalization takes place at p → ∞ and can therefore be neglected at finite
momenta. This intuitive argument is shown to be correct in chapter 5, where the limit is
taken explicitly.
The DSEs for the Yang-Mills sector are already known, see e.g. [14, 79]. Adding the
Higgs, the ghost equation will not be modified compared to pure Yang-Mills theory, since
no tree-level Higgs-ghost-coupling is present. The remaining alterations of the equations
due to the Higgs are derived in appendix B. They lead to the DSEs
DabG (p)
−1 = −δabp2
+
∫
ddq
(2π)d
Γtl,cc¯A,daeµ (−q, p, q − p)Defµν(p− q)DdgG (q)Γcc¯A,bgfν (−p, q, p− q) (4.5)
DabH (p)
−1 = δab(p2 +m2h) + T
HG,ab + THH,ab
+
∫
ddq
(2π)d
Γtl,Aφ
2,eac
ν (−p− q, p, q)Dcgνµ(p+ q)Dfc(q)ΓAφ
2,gbf
µ (p+ q,−p,−q)
(4.6)
Dabµν(p)
−1 = δab(δµνp
2 − pµpν) + TGG,abµν + TGH,abµν
−
∫
ddq
(2π)d
Γtl,cc¯A,dcaµ (−p− q, q, p)DcfG (q)DdeG (p+ q)Γcc¯A,febν (−q, p+ q,−p)
+
1
2
∫
ddq
(2π)d
Γtl,A
3,acd
µσχ (p, q − p,−q)Dcfσω(q)Ddeχλ(p− q)ΓA
3,bfe
νωλ (−p, q, p− q)
+
1
2
∫
ddq
(2π)d
Γtl,Aφ
2,acd
µ (p, q − p,−q)Dde(q)Dcf(p− q)ΓAφ
2,bef
ν (−p, q, p− q),
(4.7)
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Figure 4.1: The system under study in the infinite-temperature limit. Wiggly lines rep-
resent 3d-transverse gluons, dashed lines Higgs and dotted lines ghosts. Lines with a dot
are full propagators. Black dots are bare vertices and white circles are full vertices, which
have to be reconstructed in the truncation discussed.
where T ij are the tadpole contributions. The first index gives the equation where the
tadpole contributes, G for gluon and H for Higgs, and the second index the type of
tadpole appearing. Tree-level quantities are again denoted by a superscript ‘tl’, and can
be found in equations (B.14-B.19) in appendix B. In these equations already the genuine
two-loop contributions in the gluon and Higgs equations have been neglected. The ansa¨tze
for the 3-gluon and Higgs-gluon vertices are motivated by technical considerations and are
thus deferred to sections 4.4 and 4.5. The graphical representation of this set of truncated
equations is shown in figure 4.1.
The Higgs propagator DH is linked to the dressing function H by
DH(p
2) =
H(p2)
p2
. (4.8)
Replacing the propagators in (4.5-4.7) by their respective dressing functions, equations for
the latter are obtained. These are divided by p2 to make them dimensionless. To obtain
a scalar equation for the gluon dressing function, equation (4.7) is contracted with (4.3)
and divided by 2. This results in
1
G(p)
= 1 +
g23CA
(2π)2
∫
dθdqAT (p, q)G(q)Z(p− q) (4.9)
1
H(p)
= 1 +
m2h
p2
+ THG + THH +
+
g23CA
(2π)2
∫
dθdq
(
N1(p, q)H(q)Z(p+ q) +N2(p, q)H(p+ q)Z(q)
)
(4.10)
1
Z(p)
= 1 + TGH + TGG +
g23CA
(2π)2
∫
dθdq
(
R(p, q)G(q)G(p+ q)
+ML(p, q)H(q)H(p+ q) +MT (p, q)Z(q)Z(p+ q)
)
. (4.11)
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Here θ is the angle between ~p and ~q. AT , N1, N2, R, ML and MT are the integral kernels
for the employed truncation and are given in appendix C.1. The tadpoles in the gluon
equation are now also contracted. Although N1 and N2 can be rearranged in one kernel
by an integral transformation, they are left separated for a better comparison to the finite
temperature case. CA is the second Casimir of the adjoint representation of the gauge
group. It only appears in the combination g23CA, thus any change of the gauge group can
be cast into a change of g23. Especially ’t Hooft-scaling is therefore manifest.
4.2 Asymptotic Analysis
In this section, equations (4.9-4.11) will be solved analytically for asymptotically small
and large momenta. In all these calculations, a massive Higgs will be assumed, as this is
the case for Yang-Mills theories. However, a massless Higgs offers a rich infrared phase
structure. Since this is somewhat out of the main line of interest it is deferred to appendix
D.2.
4.2.1 Ultraviolet Analysis
Since asymptotic freedom is expected to hold also in the 3d case [88], the dressing functions
and vertices should reduce to their one-loop counterpart and ultimatively to their tree-level
value for sufficiently large momenta.
As g23 has dimension of mass and does not enter in the loop integrals in (4.9-4.11),
by dimensional analysis the 1-loop contributions must be proportional to g23/p. All loop-
integrals are therefore sub-leading in the ultraviolet compared to the tree-level contribu-
tion. In the case of the Higgs, this is only true if also p ≫ mh. This has been verified by
explicit calculations, see appendix E. The 3d-theory gives therefore a very vivid example
of asymptotic freedom. Thus all dressing functions D acquire their tree-level value in the
ultraviolet,
lim
p→∞
D(p) = 1. (4.12)
Stated otherwise, to leading order for p≫ g23, mh
D(p) ≈ 1 + cg
2
3CA
p
. (4.13)
The constant c turns out to be positive for all dressing functions. Thus, all dressing
functions approach the tree-level behavior from above.
Chapter 4. Infinite-Temperature Limit 35
4.2.2 Infrared Analysis
To obtain analytical solutions in the infrared, the first step is to note that all integral
kernels contain a term (p ± q)2 or q2 in the denominator. Therefore the integrands are
strongly peaked for p ≈ q. To obtain analytic infrared solutions it is hence permissible to
replace the dressing functions by their asymptotic infrared form. Since the infrared limit
is a critical limit of the theory, the ansatz of power-laws is justified. The ansa¨tze for the
dressing functions are
G(p) = Agp
−2g (4.14)
Z(p) = Azp
−2t (4.15)
H(p) = Ahp
−2l. (4.16)
In principle, three possibilities for the infrared behavior can be distinguished: Dominance
of tree-level-, tadpole- and loop-terms.
Tree-level dominance is motivated by the naive idea of a free gas of gluons in the
asymptotic temperature limit. A first tempting ansatz is g = t = 0, and l = −1 due
to the explicit mass term for the Higgs. This corresponds to a purely perturbative or
Coulomb phase. This is already impossible in the ghost equation, since in this case the
ghost self-energy would diverge as 1/p in the infrared and hence superseding the tree-level
term. The only possibility would be a ghost-gluon vertex suppressed at least like p in the
infrared, which would be unexpected for tree-level propagators. Similar arguments apply
to the gluon equation. Hence no Coulomb phase exists in 3d.
If the gluon would behave as a massive particle in the infrared then the ghost equation
would allow for a tree-level ghost. This is expected in a Higgs-phase, which would generate
a magnetic screening mass. Such a term could only be generated by a tadpole diagram,
since otherwise any of the possible vertices would have to diverge at least as strong as 1/p
in the infrared (from the ghost-loop) or like 1/p5 (from the gluon- or Higgs-loop). This
is not very probable with massive or tree-level particles. This should then also have to
be true for arbitrary projections of the gluon equation, especially for ζ = 3. Since the
tadpoles, even without truncation, drop out identically, a contradiction arises, and this
solution is excluded.
Attempting to save this option by using the ghost-loop to generate a mass also fails,
since the required ghost exponent would lead to an non-renormalizable ultraviolet di-
vergence of the integral. The only way to generate such a Higgs phase2 would be by
appropriate fine-tuning of the ghost-gluon vertex and the ghost. This could of course
2Besides spontaneous breaking of the gauge symmetry on the level of the Lagrangian by giving the
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happen, but is unlikely. Besides, it is hard to see how the vacuum corresponding to such
propagators avoids the violation of Elitzur’s theorem [73]. Hence the tadpole must at least
be compensated in the gluon equation and t ≤ −1, but integral convergence will require
t < −1, see appendix D.
Thus, the remaining option is loop dominance. Motivated by the reasoning of Zwanziger
[19], ghost dominance is assumed, and the solutions indeed satisfy it. Hence neglecting
all contributions without ghost lines, it is then only necessary to specify the ghost-gluon
vertex. As discussed in section 3.3 a bare ghost-gluon vertex is chosen. As it is already
required that
t < −1, (4.17)
confinement is present due to the Oehme-Zimmermann super-convergence relation (2.25).
It is then possible to calculate the infrared limit of the DSEs (4.9-4.11). This is done
in appendix D and leads to
yg
Ag
= y−(4−d)/2−g−tIGT (g, t)AgAz (4.18)
yt
Az
= 1 + y−(4−d)/2−2gIGG(g, ζ)A
2
g (4.19)
yl
Ah
= 1 +
m2h + δm
2
3
y
, (4.20)
where y = p2 and d is the dimension. A subtraction in (4.18) has been performed and only
the finite part has been retained. The expressions for IGT and IGG stemming from the
ghost-self energy and the ghost-loop, are calculated in appendix D. In the Higgs equation,
a finite renormalization of the mass has been allowed for. The mass renormalization will
be discussed in subsection 4.5 and is given in equation (4.40). Equation (4.20) is then
solved immediately by setting l = −1 and
Ah =
1
m2h + δm
2
3
, (4.21)
since 1 can be neglected for p ≪ mh. This already indicates that a qualitative change
occurs in the high temperature limit, as in the vacuum t = l. This also immediately shows
that the Higgs particle decouples, at least in the infrared, from the Yang-Mills sector. This
agrees with corresponding findings on the lattice [82].
By dimensional consistency in the ghost equation (4.18), a relation between g and t
follows directly [44] as
g = −1
2
(
t+
4− d
2
)
=d→3 −1
2
(
t +
1
2
)
. (4.22)
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Figure 4.2: The left panel shows the two solution branches of equation (4.24) as a function
of ζ within the region allowed by (3.10) and integral convergence, see equation (D.2) and
[44]. This excludes the second branch in d = 2. Dashed is 2d, solid is 3d and dashed-dotted
is 4d. Note that at d = 4 there seems to be only one solution branch. It has been argued
that the second branch is g = 1 [44]. The right panel shows the solution of (4.24) as a
function of d for ζ = 1.
The result at asymptotic temperature is hence different from the relation [35]
g = −2t (4.23)
which is found at zero temperature. The additional power of p introduced by this change
compensates the dimension of the effective coupling constant in 3d or the temperature in
general finite-temperature 4d calculations.
Due to (4.17) it then follows directly, that g is less than 0, and thus any solution
will automatically satisfy (2.26) and therefore the Kugo-Ojima and the Zwanziger-Gribov
conditions are both fulfilled. Also the tree-level contribution in the gluon equation in (4.19)
can now be neglected, since the ghost-loop diverges in the infrared. Hence dominance of
the gauge-fixing term as predicted by the Zwanziger-Gribov scenario is confirmed.
Dividing equations (4.19) and (4.18) and eliminating t using (4.22), a conditional equa-
tion for g is obtained as
1 = −
22g−d
√
π(d
2
+ g)(2 + d(ζ − 2)− 4g(ζ − 1)− ζ) csc
(
π(d−4g)
2
)
sin(πg)Γ(d
2
+ g)(
(d− 1)2gΓ (1+d−2g
2
)
Γ(2g)
) .
(4.24)
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This equation has solutions in any dimension, see figure 4.2. For d = 3 it simplifies to
1 =
32g(1− g)(1− cot2(gπ))
(1 + 2g)(3 + 2g)(2 + 2g(ζ − 1)− ζ) . (4.25)
This equation has two solution branches. One is ζ-independent and yields
(g, t) = (
1
2
,−3
2
) (4.26)
while the other one varies with ζ . In the special case of ζ = 1, the other branch yields
(g, t) ≈ (0.3976,−1.2952) (4.27)
thus reproducing the results of a previous analysis [44] which only regarded ζ = 1. The
second solution is a function varying significantly with ζ . It is therefore necessary to fix
the allowed range of g. By virtue of the Gribov condition (3.10) and (4.17) as well as
convergence of the integrals in the infrared, the allowed range for g in 3d is
1
4
< g ≤ 3
4
. (4.28)
It is further restricted by the requirement that a Fourier transform of the ghost propagator
should exist, at least in the sense of a distribution, requiring g ≤ 1/2. This restricts the
range of allowed ζ-values for the varying branch to
1/4 ≤ ζ < 3. (4.29)
At the lower boundary both solutions merge into one. Note that the position space ghost
propagator for g = 1/2 is a half-sided distribution, since its Fourier-transformed exists
only in the sense of a limiting procedure. This is analogous to older expectations for the
gluon propagator in 4d [85].
Comparing the solution (4.26) with the 4d-case [35] where
1
2
< g ≤ 1, (4.30)
the ghost exponent is only very weakly different from the 4d case, and the difference is
even less pronounced for the gluon exponent.
In equations (4.18) and (4.19) the coefficients Ag and Az only appear in the product
A2gAz. Therefore only this combination is determined by the infrared analysis and one of
both coefficients has to be determined during the numerical solution procedure. This is a
non-trivial problem, see appendix F. Expressing Az by Ag yields
1
Az
=
A2gCAg
2
3
(4π)
3
2
24(g−1)(2 + 2g(ζ − 1)− ζ)Γ(2− 2g) sin2(πg)
cos(2πg)(g − 1)g2Γ(3
2
− 2g) . (4.31)
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This result is used to check whether a correct solution is found during the numerical
calculations. It also emphasizes that there is only one free parameter of the infrared
solution. This one degree of freedom is necessary when using the full solution to perform
the exact cancellation of the tree-level term in the ghost equation, which is the single
crucial point in the derivation.
With these results and appropriate regularization, it is possible to calculate the other
contributions in all equations in the infrared limit as well. No contradiction is found. It
would therefore be safe to proceed and solve the equations at all momenta numerically.
However, both solutions can be realized at all momenta. Therefore the question arises
which is the correct infrared solution or are both physical, characterizing different phases?
In principle, the solution having the lower thermodynamic potential should be the correct
one. This is investigated in chapter 6 and prefers the varying branch at ζ = 1. Likewise the
comparison with lattice calculations in subsection 4.6 prefer the varying branch at ζ = 1.
Furthermore, under the assumption of continuity in d, the solution in 3d and 4d should
lie on the same solution branch. From the right panel of figure 4.2, it can be inferred that
again the varying solution lies on the same branch as the solution found in 4d. Therefore
is is probable that the varying branch is the physical solution at ζ = 1. However, it is
possible, that the presence of one of the solutions is only an artifact of the truncation.
This cannot be ruled out in the current approximation scheme.
4.3 Ghost-Loop-Only Truncation
The ghost-loop-only truncation retains only tree-level expressions and loops with explicit
ghost-lines. It thus implements the hypotheses of Zwanziger of dominance of the gauge-
fixing contribution at all momenta. Calculations in 4d with this truncation [89] give
qualitatively the same results as with the gluon-loop included [68].
The result of the calculations for both the ghost and the gluon at ζ = 3 are shown in
figure 4.3. In this case only the g = 1/2 infrared solution exists. The gluon propagator,
for kinematical reasons, exhibits a significant maximum, with a center around p/g23 =
0.25. The Higgs is in this case trivially tree-level, and therefore not shown. The infrared
coefficients for all presented truncations are typically of order Agg
−2g
3 = O(10−1) and
Azg
−2t
3 = O(10).
Note that the 3d-theory is finite, and therefore no dimensional transmutation occurs.
Hence the coupling constant is the only dimensionful quantity left. Measuring then all di-
mensionful quantities in units of g23, the theory is without scale and should be independent
of the value of the coupling constant. In this truncation scheme, this is the case, which
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Figure 4.3: The solutions of the DSEs in the ghost-loop-only truncation scheme at ζ = 3.
The left panel shows the dressing functions and the right panel the propagators. The
dashed line refers to Z and the solid line to G. All quantities have been made dimensionless
by dividing out appropriate powers of g23.
can been seen by rescaling the integration momenta in (4.9-4.11) appropriately. Thus, the
plots shown in figure 4.3 are the results for any positive value of the coupling constant.
Even for very small values strong non-perturbative effects for momenta smaller than g23
appear clearly. Hence this theory is never purely perturbative.
For values of ζ different from 3, spurious divergences are present, and it is therefore
necessary to include and adjust the tadpole term TGG such that these terms are canceled.
To identify the correct contribution, the integration kernel R is split as
R(ζ) = R0 + (ζ − 3)R3 +RD(ζ), (4.32)
where R0 and R3 are independent of ζ and do not give rise to divergences, and RD contains
the divergent part for ζ 6= 3. In perturbative calculations, the last term would be exactly
canceled by the tadpole. However, it is not possible just to remove RD for two reasons.
First, RD contributes dominantly to the infrared, and the subtraction should not alter the
infrared. Secondly, RD is necessary to compensate an infrared divergence in the integration
(not in the external momenta) of R3 at ζ 6= 3. Setting
TGG = −g
2
3CA
(2π)2
∫
dqdθRD(p, q) (2G(|~p|+ |~q|)− 1) (4.33)
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would be sufficient. This quantity contains no finite part for ζ = 3 and contributes only a
small finite part compared to R0 and R3 otherwise.
However, even for a small deviation from ζ = 3, no further solution can be found. This
is not unexpected, since the ghost-loop should only dominate in the infrared and is only
there restricted to be purely transverse. It is not transverse in the ultraviolet, as pertur-
bative calculations show. However, as the corresponding compensating parts proportional
to δµν of the gluon-loop are neglected in this truncation, a failure was likely. Therefore
using (4.33) does not permit to go beyond ζ = 3 in the ghost-loop-only truncation. This
behavior is not altered when using the second solution branch of the infrared. It is neces-
sary to use a different subtraction scheme which removes these terms at finite momenta.
This is possible by using
R(p, q)G(q)G(p+ q)→
R0(p, q)G(q)G(p+ q) + ((ζ − 3)R3(p, q) +RD(p, q))A2gq−2g(p+ q)−2g
+(ζ − 3)R3(p, q) (4.34)
or equivalently setting
TGG = −g
2
3CA
(2π)2
∫
dqdθ
(
RD(p, q)(G(q)G(p+ q)− A2gq−2g(p+ q)−2g)
+(ζ − 3)R3(p, q)
(
G(q)G(p+ q)−A2gq−2g(p+ q)−2g − 1
))
. (4.35)
The last term in (4.34) ensures the correct ultraviolet behavior to reproduce the 1-loop
result.
Note that by using (4.34) instead of (4.33), also the solution at ζ = 3 is changed,
since the second term in (4.34) misses the correct mid-momenta behavior. This change is
however negligible, and the results would hardly be distinguishable from the plots shown in
figure 4.3. This is the expected trade-off of the truncation, a deficiency at mid-momenta.
Both solutions at ζ = 1 are shown in figure 4.4. The main features visible are the
following: The ghost dressing function is nearly featureless. It approaches its tree-level
behavior in the ultraviolet from above. The gluon dressing function has a (non-visible)
peak, and it approaches its tree-level behavior also from above.
It is now possible to study different values of ζ . This gives a systematic error for the
solution, since it corresponds to varying the amount of gauge symmetry violation. This
is shown in figure 4.5. The variation for the g = 1/2 branch is obtained by varying ζ
between 0 and 4. It is possible to obtain solutions for other ζ , but at some point the
projection would be on the gauge violating longitudinal parts only and would hence give
no information anymore on the transverse part. For the other branch ζ is varied from
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Figure 4.4: The ghost and gluon dressing function at ζ = 1. The left panel shows the
ghost dressing function, the right panel shows the gluon dressing function. The solid line
denotes the solution for g = 1/2 and the dashed line gives the other solution branch with
g ≈ 0.4.
1/4 up to 2.55, the latter corresponding to g = 0.2708 and t = −1.042. In principle, it
should be possible to extend the variation over the complete range (4.29). However, it
was not possible numerically to go to larger ζ , since the available numerical precision of
16 significant digits was not sufficient. Once higher precision is available the remaining
solutions should be obtainable. The reason is that as t comes close to −1, the dressing
function more and more resembles a massive solution. This corresponds to a jump from 0
to a finite quantity in the corresponding propagator. Hence, the zero is only reached far in
the infrared, and it is numerically necessary to have at the same time very large momenta
from the integration and very small ones from the infrared, a combination limited by
precision. This is also the case when including the gluon- or Higgs-loop.
Looking now in detail at the ζ-dependence, it can be observed that there are only
quantitative, but no qualitative changes. The vanishing of the peak in the gluon dressing
function for ζ > 2 is a purely perturbative phenomenon, since the contribution of the
ghost-loop changes sign at ζ = 2 in the ultraviolet. The changes in the infrared are partly
due to changes of the coefficients Ag and Az. The variable branch shows a much larger
variation as expected. The deviation is comparatively small when going to smaller ζ . It
increases significantly when increasing ζ , since the gluon propagator becomes more and
more like the one of a massive particle. The propagator always vanishes at zero, though.
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Figure 4.5: The ghost and gluon dressing function in ghost-loop-only approximation for
different values of ζ . The left panel shows the ghost dressing function, the right panel
the gluon dressing function. The solid lines represent the solutions with g = 1/2, and the
dashed lines for the varying branch. At the peak in the gluon, the middle lines correspond
to solutions at ζ = 1. The upper and lower line at mid-momenta give the solutions at
ζ = 0 and 4 for the g = 1/2-branch and at ζ = 1/4 and 2.55 for the other branch. Note
the linear scale for Z in the right panel.
4.4 Yang-Mills Theory
The next step is to restrict the calculation to the Yang-Mills subsector without Higgs.
This is then a theory defined on its own. Starting again at ζ = 3 no solution can be found.
Even trying a significant diversity of subtraction schemes to do calculations at other values
of ζ does not help, nor does employing the other solution branch.
Closer inspection reveals the source for these problems. The ghost- and gluon-loop
contribute with opposite sign. This is correct in the ultraviolet and irrelevant in the
infrared, where the gluon-loop is subleading. However, at momenta of the order of g23, the
gluon loop is able to dominate the ghost-loop and the tree-level term, and thus leads to
a violation of the Gribov condition (3.10). Therefore, within this truncation scheme, the
tree-level 3-gluon vertex is not an acceptable truncation. The reason is that either the bare
three-gluon vertex overestimates the true vertex at mid-momenta, the bare ghost-gluon
vertex underestimates the true one at mid-momenta, or the contributions of the two-loop
graphs are important. A finite contribution from the tadpole would not help, since the
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problem persists even at ζ = 3 where its contribution vanishes identically3. This is clearly
an artifact of the truncation. Any of these options deserves further attention, and as a
first step, currently the ghost-gluon vertex is under closer investigation [47].
For the purpose of this work, the specific reason for this mid-momenta deficiency is
of minor importance. For further calculations it is only necessary to improve the vertex
such that it provides a sufficient suppression at mid-momenta. This situation is similar to
the case of 4d, where without a change of either vertex, the correct ultraviolet behavior
is not reproduced [51]. Since the only relevant effect is at mid-momenta, such a vertex
construction has to fulfill two criteria: It has to be tree-level in the ultraviolet and not
more strongly divergent than 1/pt+1 on either leg in the infrared.
The simplest solution is to multiply the bare 3-gluon vertex with an additional function
delivering this suppression. This leads to the ansatz
ΓA
3,abc
βσµ (−q, q + p,−p)→
Γtl,A
3,abc
βσµ (−q, q + p,−p)(A(q, G, Z)A(q + p,G, Z)A(p,G, Z))δ
A(q, G, Z) = 1
Z(q)G(q)
2+ 12g
. (4.36)
This ansatz is motivated by the vertex used in 4d [68], with the anomalous dimensions
set to 0, as appropriate for 3d. Then an appropriate structure has been selected so that
A is constant in the infrared and tree-level in the ultraviolet. The additional parameter δ
smoothly interpolates between a tree-level vertex and a large suppression by selecting it
from [0,∞). This ansatz conserves Bose symmetry, as opposed to the case of 4d, where
this was not possible without spoiling the ultraviolet properties.
Alternative concepts have been studied. The simplest possibility to remedy the situa-
tion, albeit at the expense of an incorrect ultraviolet behavior, is to multiply the vertex just
with a constant, thus introducing a vertex renormalization Z1. Qualitatively the same and
quantitatively similar solutions have been found for Z1 / 0.6. The Bose non-symmetric
ansatz A(q, G, Z)A(q + p,G, Z), similar to the 4d-case, has also been made. Although it
delivers a smaller suppression at the same value of δ as (4.36), the solution is possible
for sufficiently large values of δ. It does not differ qualitatively from the results obtained
using (4.36). Even the quantitative changes are small. The last option investigated was
modeling the two-loop terms by adding a term which is Gaussian in momentum to (4.11).
As long as its strength around g23 was sufficient, the system was solvable, again with only
minor modifications. Thus it is likely that the exact solution does not change the results
3Albeit a scaleless integral also in 3d, it is not necessarily a purely divergent quantity. In 4d, it is
possible to absorb any finite contributions in the renormalization constant. Lacking a renormalization
process, this is not possible in 3d.
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Figure 4.6: The vertex and the gluon loop with and without modifications. The left panel
shows the function A from (4.36). The solid line is δ = 0, the tree-level vertex. The dashed
line is the g = 1/2 solution and the dotted line the g ≈ 0.4 solution. From bottom to top
these are δ = 1, δ = 1/4 and in the last case δ = 0.14 and δ = 0.12, respectively. The
right panel shows at ζ = 3 the full gluon loop compared to the gluon loop suppressed by
the vertex (4.36) and subtracted by the gluon part of the tadpole (4.38), again for both
solutions with the same type of line. The larger values are always without suppression.
qualitatively. The approach taken with (4.36) is supported by lattice calculations of the
dressing functions, see section 4.6.
An interesting possibility to assess the effect of different vertices is to change δ. While
δ = 1 corresponds to a significant suppression, the smallest values with still a stable solu-
tion are 0.131 for the g = 1/2 solution and 0.114 for the other one. As a convenient value
which still provides very stable numerics and at the same time not too large suppression,
δ = 1/4 is arbitrarily chosen in the following. The structure of the vertex and its impact
on the gluon loop are studied for different values of δ in figure 4.6.
It is now possible to solve the equations at ζ = 3. The results are shown in comparison
to the ghost-loop-only results in figure 4.7. The only qualitative difference compared to
the ghost-loop-only truncation is that a peak in the gluon dressing function is now present
for all ζ due to the now correctly reproduced LO perturbation theory for p≫ g23.
After this first view at the full Yang-Mills solution, it is again interesting to study its
dependence on ζ . In principle, it would be sufficient again to split off the divergent part
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Figure 4.7: Solution of the Yang-Mills sector at ζ = 3. The left and right panel shows
the ghost and gluon dressing function, respectively. The dashed curve gives the ghost-
loop-only solution for comparison. The solid curve gives the full Yang-Mills solution at
δ = 1/4. Note the linear scale for Z in the right panel.
MTD of MT and subtract it in the same way as in (4.33), by setting
TGG = −g
2
3CA
(2π)2
∫
dqdθ
(
RD(p, q) (2G(|~p|+ |~q|)− 1)
+ (A(q, G, Z)A(q + p,G, Z)A(p,G, Z))δMTD(p, q) (2Z(|~p|+ |~q|)− 1)
)
.(4.37)
The naive expectation is that after the inclusion of the gluon loop the spurious terms
would be eliminated. This does not occur, since by introducing an ad-hoc suppression,
these cancellations are affected. Hence the same problem arises again, and it is necessary
to correct both loops individually. This can be done by
TGG = −g
2
3CA
(2π)2
∫
dqdθ
(
RD(p, q)(G(q)G(p+ q)− A2gq−2g(p+ q)−2g)
+ (ζ − 3)R3(k, q)
(
G(q)G(p+ q)− A2gq−2g(p+ q)−2g − 1
)
+ (A(q, G, Z)A(q + p,G, Z)A(p,G, Z))δMTD(p, q)Z(q)Z(p+ q)
)
, (4.38)
i.e. by completely removing the term MTD and keeping the same subtraction as before
for the ghost-loop. Removing MTD is not harmful to the infrared, since the gluon-loop
is subdominant there. It is also irrelevant in the ultraviolet, where it contributes only a
pure divergence and would therefore anyhow be canceled by the tadpole. Thus, only the
mid-momenta behavior is altered.
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Figure 4.8: Solution of the Yang-Mills sector at ζ = 1. The left panel shows the ghost
dressing function and the right panel the gluon dressing function. The solid curve denotes
the g = 1/2 solution, while the dashed curve displays the g ≈ 0.4 solution. Both are at
δ = 1/4.
It is now possible to solve for any ζ . Both infrared solutions are found to connect to
full solutions and a comparison at ζ = 1 and δ = 1/4 is shown in figure 4.8. The difference
is again only quantitative in nature, and even this difference is quite small.
It remains to assess the dependence on the parameters ζ and δ as a systematic error
estimate. While the dependence on ζ summarizes the impact of violation of gauge sym-
metry, the dependence on δ exhibits the uncertainty in the correct mid-momenta behavior
of the vertices. Both problems are linked, and do not cause independent errors. However,
both generate different changes when varied. Figure 4.9 and 4.10 display the dependence
on ζ and δ, respectively.
The uncertainty in the structure of the vertices is much more significant at mid-
momenta than the violation of the STI (2.18). On the other hand, the uncertainty in
the vertex only amounts to a shift in the infrared but not to a change of the infrared
exponents as in the case of the violation of the STI.
The height and the position of the peak depends weakly on the vertex construction.
The height of the peak can be traced to the amount of suppression the vertex gives. When
the suppression is weak enough, the peak tends to become a divergence with sign change.
Therefore, this truncation scheme can give no definite answer to the size of the peak. It
turns out that the peak only starts to get very large when δ gets close to the critical value.
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Figure 4.9: The ghost and gluon dressing functions of Yang-Mills theory for different
values of ζ . The left panel shows the ghost dressing function, and the right panel the
gluon dressing function. The solid line gives the solution for g = 1/2 and the dashed line
is for the other solution branch. At the peak in the gluon dressing function, the middle
lines represent the solution at ζ = 1. The upper and lower lines at mid-momenta give the
solutions at ζ = 0 and ζ = 4 for the g = 1/2-branch and at ζ = 1/4 and ζ = 2.45 for the
other solution branch.
Before that, it is stable at height around 1.5 and below. Hence, it is to be expected that
the correct suppression would also not deliver a significantly larger peak. This is confirmed
by lattice results, as will be shown in subsection 4.6.
Comparing these results with those of the 4d-theory [35], little difference is found. On
qualitative grounds, both are the same, besides renormalization. They only differ in their
quantitative nature. Thus the 3d Yang-Mills theory is a strongly interacting, confining
theory, confirming the expectation [88].
4.5 Full 3d-Limit
Finally, by adding the Higgs, the full system of equations (4.9-4.11) is implemented. Al-
though the contribution of the Higgs-loop in (4.9) is positive, it is not sufficient to allow
for a solution with a bare 3-gluon vertex. Hence the vertex ansatz and also the tadpole
construction will be kept the same as in the Yang-Mills case.
In addition, as no further input is available, the tree-level gluon-Higgs vertex (B.17)
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Figure 4.10: The ghost and gluon dressing functions of Yang-Mills theory for different
values of δ at ζ = 1. The left panel shows the ghost dressing function, and the right panel
the gluon dressing function. The solid line gives the solution for g = 1/2 and the dashed
line for g ≈ 0.4. At the peak in the gluon dressing function, the middle lines represent
the solution at δ = 1/4. The upper and lower lines at mid-momenta give the solutions at
δ = 0.131 and δ = 1 for the g = 1/2-branch and at δ = 0.114 and δ = 1 for the other
solution branch.
is employed. A closer inspection of the consequences of this choice is made in subsection
6.1.
The ratio mh/g
2
3 remains to be fixed. In the pure 3d-theory, mh is a parameter and
can therefore not be determined a priori. It stems from integrating out the hard modes
when making the 3d-approximation [86]. By taking these modes into account in chapter
5, it will be possible to investigate it more closely rather than making an ansatz. For the
investigation in this chapter, the origin (and also the exact value) of the Higgs mass is
not of direct importance, and hence will be fixed to mh/g
2
3 = 0.8808, a value extracted by
lattice calculations and perturbative fitting [82].
By adding the Higgs, three more tadpole contributions arise, as can be seen from figure
3.3 and in appendix B. Since the Higgs has a tree-level mass, two of the tadpoles can have
a non-vanishing finite part already in leading-order perturbation theory, see appendix E.
Hence, a more thorough discussion is needed here.
The first additional tadpole appears in the gluon equation. On the one hand, all
diverging contributions must cancel again due to the STI, hence the structure of diver-
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Figure 4.11: The solution of the Yang-Mills system compared to the full system at ζ = 1.
The solid line denotes the full solution at g = 1/2 while the dotted line is the corresponding
Yang-Mills solution. The dashed line gives the full solution for g ≈ 0.4 while the dashed-
dotted line is the corresponding Yang-Mills solution.
gencies must be the same for all graphs. On the other hand, when projecting with the
Brown-Pennington projector (4.3), the tadpole identically drops out. Therefore all finite
contributions of the tadpole must also be contained in the other loops as well. For a
vanishing tree-level mass, the tadpole is canceled by divergent loop contributions. It is
hence a good assumption that any finite part of the tadpole will also be canceled by the
loop contributions. Therefore the approximation concerning the Higgs-tadpole will be
TGH = −g
2
3CA
(2π)2
∫
dqdθ
(
MLD(k, q)H(q)H(k + q)
)
(4.39)
where MLD is the divergent part of ML. If this were not justified, at ζ = 3 a trace of
the finite contribution should be visible. Any such term would behave like 1/p2, a clear
signature. The gluon- and Higgs-loop both are at most constant in the infrared and can
thus not induce such a contribution. Only the ghost loop with its strongly divergent
behavior could contain it. However, it seems unlikely that the finite part of the tadpole
should be completely moved to the ghost loop, hence the assumption described above will
be made.
The Higgs equation with two tadpoles is more problematic, as the argument using the
projection is not available. As the Higgs is a component of a 4d gluon, its self-energy
has to be finite. Thus the divergent parts of the tadpoles have to cancel. This fixes the
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Figure 4.12: The left panel shows the Higgs propagator and the right panel its dressing
function, both at ζ = 1. The solid line gives the solution for g = 1/2, the dashed line
for g ≈ 0.4, the dashed-dotted line denotes the leading-order perturbative result and the
dotted line the tree-level behavior.
tree-level coupling h at leading-order perturbation theory, as given by (4.4). The only
remaining question is that of a possible finite contribution. Such a contribution would
only change the mass of the Higgs, and this occurs already at leading-order perturbation
theory. However, the subtraction of two divergent quantities is not simple, and due to the
error induced by the truncation somewhat arbitrary. Hence the mass-shift is essentially
unknown. Nonetheless, the Higgs dressing function behaves similar to perturbation theory.
Therefore assuming the finite part of the tadpole to be the same as in leading-order
perturbation theory seems to be justified. Thus, the tadpoles are fixed to be
THG + THH =
g23CA
p2
mh
4π
=
δm23
p2
, (4.40)
defining the finite mass renormalization δm3 of the bare Higgs mass. This amounts to a
change of the mass of about 10%.
The impact of the Higgs on the Yang-Mills sector at ζ = 1 is shown in figure 4.11. The
infrared behavior is only weakly affected and the situation is similar in the ultraviolet.
The largest impact on the gluon dressing function is on the peak height and the impact
on the peak position is significantly weaker. Altogether, the effect of the additional Higgs
field is only quantitative, as expected from lattice calculations [82].
The Higgs propagator and dressing function are shown in figure 4.12. Both show a
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Figure 4.13: The left panel shows the gluon dressing function and the right panel the Higgs
propagator as a function of mh. The gluon peak increases with decreasing mass, while
the Higgs propagator decreases with increasing mass. Solid is the g = 1/2 and dashed the
g ≈ 0.4 solution. The masses are 2g23, 0.88g23 for both solutions, and 0.75g23 and 0.68g23,
respectively.
behavior very similar to the leading-order perturbative result, and the difference to a
tree-level propagator is mainly due to the mass-shift by the tadpole.
Although the mass is fixed in the current setting, the question of the dependence on
the mass is still interesting. Making the tree-level mass larger, the solution approaches
smoothly the Yang-Mills solution, with which it merges as mh →∞. On the other hand,
the mass cannot be made arbitrarily small. When the mass is reduced below mh/g
2
3 ≈ 0.7,
no solution can be found without changing δ. The reason is that the Higgs self-energy
is negative, and only while it is sufficiently small compared to the renormalized tree-level
contribution, it is possible to maintain the Gribov condition (3.10) at mid-momenta. This
additional constraint only stems from the 4d origin of the theory and the fact that the Higgs
is part of a 4d gluon, and is not inherent to the 3d-theory. In the 3d-theory, a negative
dressing function of the Higgs would be allowed, and smaller masses could be reached. The
height of the gluon peak directly corresponds to the size of the Higgs-self-energy and hence
to the lowest masses achievable without violating (3.10). Thus, increasing δ compensates
to some extent a lowering of the mass, but this has only been pursued up to δ = 1 or
a lowest mass of mh/g
2
3 ≈ 0.6. The dependence of the Higgs propagator on the mass is
depicted in figure 4.13. An effect at small Higgs masses had been anticipated from the
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Figure 4.14: The Higgs dressing function and propagator as a function of δ at ζ = 1. The
solid line is the solution for g = 1/2, the dashed line for g ≈ 0.4. The higher the peak, the
larger δ. The lowest peak corresponds to δ = 1, the middle one to δ = 1/4 and the largest
one to δ = 0.0862 and δ = 0.061, respectively.
effect of a massless Higgs on the infrared solutions, see appendix D.2.
The dependence of the Higgs on ζ is very small, on the order of a few percent at
mid-momenta. The ζ-dependence of the Yang-Mills sector is also only affected to this
extent by the presence of the Higgs. The dependence on δ, which influences the size of
the self-energy, is more pronounced. The latter is shown in figure 4.14. Similar to the
gluon dressing function, in the Higgs dressing function the peak increases with decreasing
δ, at some point also generating a peak in the propagator. This is due to the direct
link of the Higgs self-energy to the peak volume of the gluon propagator. As the latter
increases, the Higgs-self-energy increases. Since it is negative, it starts to compensate
the tree-level term at mid-momenta, where the effect of the peak in the gluon dressing
function is most pronounced and thus increases the peak in the Higgs dressing function.
At some point a further effect sets in, when the system tries to compensate the increasing
negative contribution from the gluon loop by an increasing positive contribution in the
Higgs-loop. This is most easily achieved by an enhancement of the Higgs dressing function
at mid-momenta, thus also increasing the peak in the Higgs dressing function. This process
slows the growth and for sufficiently small values of δ even decreases the peak in the gluon
dressing function. Therefore it becomes likely that a violation of the Gribov condition
(3.10) will occur due to the Higgs rather than due to the gluon. This behavior is much
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Figure 4.15: The dependence of the infrared coefficient Ag on ζ in the left panel and on δ
in the right panel. Solid lines are the g = 1/2 solution and dashed lines the other solution
branch.
more pronounced in the g = 1/2 solution.
Apart from the dependence on ζ of the exponents in the case of the second branch,
also the dependence of the infrared coefficients on ζ and δ is of interest. Ah is fixed by
the renormalized mass and Az depends uniquely on Ag, hence only the dependence of Ag
is relevant. Its dependence is shown in figure 4.15. The dependence on ζ is rather weak.
Both solution branches evolve smoothly out of one solution at ζ = 1/4. The dependence
on δ is much more pronounced, where the trend to become singular is visible in the strong
increase at low values of δ. The bending-over is the aforementioned effect of the peak
growth switching from the gluon to the Higgs.
4.6 Comparison to Lattice Results
Currently, only lattice calculations for the gluon propagator [77, 82] and the Higgs propa-
gator [82] are available, but not for the ghost propagator. Furthermore, lattice calculations
do not yet see a significant difference in the gluon propagator with or without the Higgs
[82]. Hence the lattice calculations for the gluon propagator are done in pure 3d Yang-
Mills theory. Therefore, these results have to be compared to the results from section 4.4
rather than to the full calculations in section 4.5. The comparison is made in figure 4.16.
Comparing the gluon propagator to the lattice results, the assumed suppression using
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Figure 4.16: The left panels show the gluon propagator and dressing function in Yang-
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The errors indicated are statistical.
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δ = 1/4 seems to fit the data quite well. The dressing function is better fitted by the
g = 1/2 solution while the propagator and especially the infrared favors g ≈ 0.4. At
momenta p ≈ g23, the truncation scheme is not trustworthy and the better agreement of
the g = 1/2 solution with the lattice gluon dressing function is not conclusive. Although
the lattice data for the propagator are quite scattered, they lie pretty close in case of the
dressing function. The propagator is hence more sensitive than the dressing function. A
better fit could be achieved by varying δ. This is not the aim of this work, but may be of
interest for phenomenological studies.
The lattice result for the Higgs propagator differ more from the DSE result than for the
gluon propagator. Especially, the lattice Higgs propagator is much more similar to the tree-
level result than to the leading-order perturbative result. The reason for the discrepancy
between the current calculation and the lattice data may be twofold. The value at zero
momentum indicates that (4.40) overestimates the mass renormalization and the mass
found is too large by roughly 5%. More severe is that the bare vertex used here seems to
significantly overestimate the gluon-Higgs interaction compared to the fully dressed vertex
of the lattice result. The self-energy must be significantly suppressed even for large values
of p to allow for such a deviation from the leading-order perturbative result, and must be
nearly negligible. In principle, such an effect could be modeled by a construction similar
to (4.36) for the Higgs-gluon vertex. Again, this is not the aim of this work. However,
this finding entails that strong subleading or even genuinely non-perturbative effects are
also present in the Higgs sector. Even for quite large momenta of the order of 10g23, where
the gluon propagator has already become perturbative, this is not the case for the Higgs
propagator, which will only become perturbative at much larger momenta of the order
of 100g23. Indeed, the overestimation of the mass already shifts the result towards the
tree-level propagator, and a smaller mass would enhance the discrepancy. This is indeed
quite an interesting effect, and it will be investigated in some more detail in section 6.1.
4.7 Coulomb Gauge Instantaneous Potential
Recently, a connection between Coulomb-gauge in 4d and Landau-gauge in 3d has been
established [83, 90]. It was shown [83] that under certain approximations, the static
quark-anti-quark potential, which is linked to the 00-component of the Coulomb gauge
gluon propagator, is given in four dimensions by
Vcoul(p) =
G(p)2
p2
+ Vcon(p). (4.41)
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Vcon designates contributions which stem from connected parts of expectation values of
the Faddeev-Popov operator. Neglecting this part, the potential is solely given by the
function G. It can be shown to be identical to the ghost dressing function of the 3d
Landau gauge Yang-Mills theory [83]. While the solution g ≈ 0.4 generates a potential
which behaves as ∼ 1/p3.6 and thus a little less than linear, the second branch generates
a solution proportional to 1/p4 for small momenta, thus generating the behavior expected
for a linear confining potential.
In principle it is expected that after Fourier-transformation (4.41) would give the lead-
ing contribution of the static potential. However, it is not possible in the given approx-
imation scheme to obtain the Fourier transform. The Fourier integral is quadratically
divergent in the ultraviolet. The reason is that G goes to 1 in the ultraviolet, thus to-
gether with the measure it generates a contribution proportional to p. Using a prescription
as will be used in section 6.2, it may still be possible to extract some information, but since
not a constant but a function needs to be fitted, this would turn out to be significantly
more complicated. It is improbable that the numerical accuracy would be sufficient to ex-
tract relevant information, as it is already hard to do so in the case of a constant quantity
like the thermodynamic potential treated in section 6.2. This is due to the approximations
involved when obtaining the infrared limit (4.41).
Chapter 5
Finite-Temperature Effects
Lowering the temperature down from infinity also the hard modes must be included. The
corresponding DSEs are derived in section 5.1. The precise implementation of the limiting
process needs some deeper analysis of the running coupling, which will be conducted in
section 5.2. The infrared properties of the dressing functions will be investigated in section
5.3. The truncation will be discussed in section 5.4. In general, an infinite number of Mat-
subara frequencies contributes at finite temperatures. At sufficiently high temperatures,
most of them can be neglected, however. This corresponds to a small-momentum approx-
imation, to be defined in section 5.5. Also the renormalization process will be discussed
there. Results on the ghost-loop-only truncation and the full theory will finally be shown
in sections 5.6 and 5.7, respectively. The chapter will be closed in section 5.8 by presenting
results for low temperatures, which have been obtained in the context of this work. There,
also a comparison to the high-temperature case will be drawn.
For convenience, the 3d-longitudinal and 3d-transverse gluons will be referred to as
longitudinal and transverse gluons. In this chapter is again p2 = p20+~p
2 ≡ p20+p23. External
momenta are referred to as p while internal loop momenta and Matsubara summation
momenta are referred to by q.
5.1 Finite-Temperature Dyson-Schwinger Equations
As described in section 3.2, the equations are obtained from the vacuum equations (3.2)
and (3.3) by application of the Matsubara formalism [13]. To obtain scalar equations
for the (infinite) set of dressing functions Z and H of the gluon propagator (3.5), the
gluon equation is contracted with the generalized projectors (3.8) and (3.9). Due to the
kinematical singularity present, the choices (4.1) and (4.2) are extremely cumbersome.
58
Chapter 5. Finite-Temperature Effects 59
Therefore
ATµν = δµν − δµ0δ0ν (5.1)
ALµν = δµ0
p0pν
p2
+ δ0ν
pµp0
p2
(5.2)
are used instead. This is a specialization of the most general projector
P ηT/Lµν = ηPT/Lµν + (1− η)
(
txδµν + fδµ0δ0ν + ftδµ0
p0pν
p2
+ ctδ0ν
pµp0
p2
+ tz
pµpν
p2
)
, (5.3)
where η can be either ζ or ξ. The choices of the constants tx, f , ft, ct, and tz in (5.1)
and (5.2) were made to obtain a well-defined 3d-limit. They are not unique, indicating
a larger range of possibilities than just one parameter η in general. Nevertheless, as the
choices fulfill all requirements they are sufficient.
Employing the projectors (3.8) and (3.9) yields
1
G(p)
= Z˜3 +
g24TCA
(2π)2
∞∑
n=−∞
∫
dθdq
(
AT (p, q)G(q)Z(p− q)
+AL(p, q)G(q)H(p− q)
)
(5.4)
ξ
H(p)
= ξZ3L + T
HG + THH +
g24CA
(2π)2
∞∑
n=−∞
∫
dθdq
(
P (p, q)G(q)G(p+ q)
+NL(p, q)Z(q)Z(p+ q) +N1(p, q)H(q)Z(p+ q) +N2(p, q)H(p+ q)Z(q)
+NT (p, q)H(q)H(p+ q)
)
(5.5)
1
Z(p)
= Z3T + T
GH + TGG +
g24CA
(2π)2
∞∑
n=−∞
∫
dθdq
(
R(p, q)G(q)G(p+ q)
+ML(p, q)H(q)H(p+ q) +M1(p, q)H(q)Z(p+ q) +M2(p, q)H(p+ q)Z(q)
+MT (p, q)Z(q)Z(p+ q)
)
+
p20(ζ − 1)
2p2
(
Z3L − 1
H(p)
)
. (5.6)
The ζ and ξ dependence is acquired by using (5.1) and (5.2). At ζ = ξ = 1 the original
form of the equations is recovered. For the correct solutions, the appearance of these
terms would be compensated by corresponding structures in the loop contributions, and
the result would be independent of ζ and ξ. For p0 = 0, equation (5.5) is only superficially
dependent on ξ. As all integral kernels are proportional to ξ, the dependence can be
divided out for ξ 6= 0. Then, only the implicit dependence due to the interactions with
the hard modes remains. The latter effect vanishes in the 3d-limit and the Higgs-equation
(4.6) is again independent of the projection and thus unique. The finite-temperature 4d-
theory is no longer finite, but renormalizable. Thus explicit wave-function renormalization
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constants Z˜3, Z3L, and Z3T have been introduced and will be discussed in section 5.5.2
and 5.5.3.
The summation is over all Matsubara frequencies q0 = 2πTn. Z˜1 = 1 has been em-
ployed [33]. Z1 cannot be calculated in the present approach, but it is finite and set to
1 [68, 70]. The kernels AT , AL, R, MT , M1, M2, ML, P , NT , N1, N2, and NL are listed
in appendix C.2. The tadpoles T ij are again used to cancel spurious divergences in much
the same way as in the previous section. However, also in the soft equations, they can
possess finite parts at finite temperature. In case of the longitudinal equation, these can be
absorbed in the mass renormalization discussed below. In the transverse equation, these
are at ζ = 3 completely contained in the loop terms, and their continuation away from
ζ = 3 is thus arbitrary. Also these contributions scale at best only as 1/p2 and are thus
irrelevant to the infrared. Therefore, they are dropped, especially as no simple prescription
as (5.10) below can remove the related spurious divergences
Note the considerably higher symmetry between the equations for H and Z than in
equations (4.9-4.11). Close inspection of the equations reveals further that the dressing
functions can only depend on |p0| and |~p|. The corresponding symmetry, under p0 → −p0,
is used to reduce the number of equations significantly.
5.2 Temperature Dependence of the Coupling
The equations (5.4-5.6) depend on the coupling constant g4 as the only parameter. In turn
g4 depends on the renormalization scale µ, which can be chosen arbitrarily at any fixed
temperature T . It directly enters into the definition of the infinite-temperature limit, as
g3 depends on g4. In the simplest case, g
2
3 ∼ g24(µ)T . Comparing equations (4.9-4.11) and
(5.4-5.6), the constant of proportionality has to be 1 in this truncation scheme to obtain
a smooth infinite-temperature limit. Hence it only remains to choose the temperature
dependence of µ. There are two options to consider.
If µ is fixed, the 3d-coupling grows without limit as T grows. This does not necessarily
pose a problem, as the infinite-temperature propagators are independent of g3 as long
as expressed as a function of p/g23. Under such circumstances, all momenta below T are
effectively infrared, and the non-perturbative regime would extend to all momenta.
Alternatively, it is possible to use the limit prescription g24(µ(T ))T = c∞, where c∞ is
an arbitrary constant, effectively performing a renormalization group transformation when
changing the temperature. This fixes g23 to be proportional to ΛQCD, the dynamical scale
of QCD [1], while the 4d-coupling vanishes like 1/T . This defines a t’Hooft-like scaling
in T . Note that g4 → 0 for T → ∞ corresponds to the conventional arguments of a
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vanishing coupling in the high-temperature phase [91]. However here, as in the large-N
limit, t’Hooft-scaling is performed, generating a well-defined theory. Hence this possibility
defines a smooth 3d-limit with a finite 3d-coupling constant. Here c∞ = 1 is chosen.
Nonetheless, the case of fixed µ is also of interest, as it permits to compare the results for
different temperatures directly.
These possibilities all correspond to the 4d-situation, where it is possible to shift the
onset of non-perturbative physics by renormalization group transformations. Under all
circumstances, for any finite temperature, there is always a non-perturbative regime at
sufficiently small momenta.
Furthermore, it would be useful to give explicit units for the temperature scale. In
the vacuum the scale is fixed via a comparison of the running coupling to perturbation
theory [68]. This is not possible here because the Matsubara sum is truncated and the
coupling cannot be calculated for momenta of the order of 2πNT , where N is the number
of Matsubara frequencies included1
The simplest procedure is to compare g3 to lattice calculations. There the effective
3d-coupling is found to be g23(2Tc)/2Tc = 2.83 [82]. The phase transition temperature
is Tc = 269 ± 1 MeV [9]. Albeit this will not be exactly g24Tc due to the truncation,
a first approximation is to require the same temperature scale at 2Tc. Using the fixed
g24T = c∞ prescription, then 1 = c∞/(2Tc2.83). Since here c∞ = 1 in internal units,
internal units have to be multiplied by 1.5 GeV to yield physical units. This temperature
scale will be used in sections 5.6 and 5.7. The ratios of temperatures are independent of
this prescription.
5.3 Infrared Properties
Regarding the infrared properties, asymptotic freedom turns out to be advantageous also
for the infrared. Just at the phase transition, the n = 1 Matsubara frequency has already
an effective ‘mass’ p0 = 2πTc ≈ 1.7 GeV. By the Appelquist-Carazzone theorem [92] the
hard modes are suppressed by powers of |~p|/p0 in the infrared. Thus hard modes do not
contribute significantly. Studying each equation in detail, it turns out that this quite
general statement is implemented very differently in each equation.
In case of the hard modes, there is no pure soft contribution due to momentum conser-
vation at the vertices. Thus they decouple and a self-consistent solution is that all hard
mode dressing functions are constant in the infrared.
In the case of the soft ghost equation (5.4), all contributions become also constant in
1Always, only the frequencies with p0 ≥ 0 are counted.
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the infrared. Thus they can be canceled by the (renormalized) tree-level value. Only the
subleading behavior remains, as in the case of the 3d- and 4d-theory. As the subleading
contribution of the purely soft term dominates the hard terms, the same behavior as in
the infinite-temperature limit emerges.
In case of the transverse equation (5.6), the hard mode contributions give rise at best
to mass-like 1/p2 terms. These terms are subleading compared to the soft ghost-loop.
Thus the infrared is dominated by the latter and the same infrared solution as in the
infinite-temperature limit is found.
The longitudinal equation (5.5) is finally quite different from its equivalent in the 3d-
or 4d-case. In the prior case, it was dominated by its tree-level mass, while in the latter it
is identical to the transverse one. In the present case, the absence of pure soft interactions
with ghosts, which could generate divergent contributions as in the transverse equation,
leads to dominance of the hard modes2. These provide mass-like contributions in the
infrared. Inspecting e.g. P at ξ = 1
P (0, q0, ~q, ~p) =
|~q|2 q20 sin θ
|~p|2 q2(q20 + (~p + ~q)2)
, (5.7)
and using the fact that the hard dressing functions are constant in the infrared, directly
leads to a mass-like behavior due to the explicit 1/|~p|2 factor and the finiteness of the
remaining expression. Thus the 3d-mass of the Higgs is generated spontaneously by the
interaction with the hard modes.
Hence, the infrared behavior of all soft mode dressing functions does not depend on
the temperature, expect for changes in the infrared coefficients.
Note that these observations imply that by using a finite number of Matsubara fre-
quencies it will not be possible to obtain the 4d-vacuum solutions. Any finite number
of such modes will not be able to generate a divergence stronger than mass-like in the
longitudinal equation to compensate the missing soft interactions with ghosts. Hence, the
4d-behavior can be established only by infinite summation. In this case the generated
mass has to diverge even after renormalization at p = 0 to obtain the vacuum solution,
providing over-screening instead of screening. The possibility that the ghost-gluon-vertex
changes due to temperature to couple soft ghost modes to soft longitudinal gluons at low
temperature and not at high temperature is unlikely, since a bare ghost-gluon vertex is
already sufficient at low temperatures and in the vacuum [35, 93].
2The pure soft interactions represented by the kernels N1 and N2 only generate a constant term in the
infrared. Without a tree-level mass, the soft tadpoles generate a contribution which can be removed by
renormalization.
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5.4 Truncation and Spurious Divergences
Also for large but still finite T the 3d-limit is to be made explicit. Thus all the problems
encountered in the 3d-theory persist, including the necessity of a modified soft 3-gluon
vertex. Hence all modifications of the pure soft terms will be left as in the case of chapter
4, except for the tadpoles in the Higgs equation (4.10). Due to the spontaneously gener-
ated mass, it will be necessary to alter this behavior. There are also additional spurious
divergences due to the hard mode contributions. As they occur at mid-momenta, when
viewed from the 4d-perspective using p2 = p20+~p
2, it is expected that due to the truncation
ansatz, they are much harder to compensate. This is indeed the case.
The spurious divergences in contributions of hard modes due to the integration are dealt
with in exactly the same way as in 3d by adjusting the tadpole terms. Each integration
kernel K is split as
K = K0 +KD (5.8)
K0 is finite and KD divergent upon integration. Each kernel KD will be compensated by
a corresponding tadpole as for MTD and MLD in the 3d-theory in equations (4.38) and
(4.39), respectively.
However, a new kind of spurious divergences appear when performing the Matsubara
sum. In principle this is no problem when using a finite number of Matsubara frequencies,
since then all expressions are finite. However, when including more and more Matsubara
frequencies, it is found that their contribution in the gluon equations (5.5) and (5.6) at
|~p| < max(q0) scales as q0, thus behaving as a quadratic divergence. This is an artifact of
using a finite number of Matsubara frequencies. It does not vanish as long as the number
of frequencies is finite, no matter how large the number. This behavior is spurious and
must be removed.
The ghost equation does not contain spurious divergences3 and can thus serve as a
starting point to trace the origin of those in the gluon equations. Analyzing the |~p| = 0
limit for p0 6= 0, it is directly found that if the equation looks like
1
G(p0 6= 0, 0) =
1
Ag(p0)
= Z˜3 + g
2
4TI, (5.9)
then the integral I must scale like 1/p0 because of dimensional consistency. Here Z˜3
is the wave-function renormalization of the ghost. For any finite number of Matsubara
frequencies, Z˜3 is finite. Hence the infrared behavior of the hard ghost dressing function is
3The problem is also not present in the mixed contributionsM1,M2, N1 and N2 in the gluon equations.
Hence these do not need to be subtracted.
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1/(Z˜3 + aT/p0) with a suitable constant a. For sufficiently large p0 this can be expanded
to yield 1/Z˜3 − aT/(p0Z˜23) in leading order.
The effect is most directly seen in the p0 = 0 longitudinal equation in the ghost-loop.
For dimensional reasons, in the infrared the terms in the Matsubara sum must scale as
Tq0/|~p|2A2g(q0). Hence the divergence is directly visible due to the leading constant term in
Ag(q0). The situation is analogous, but not as directly visible in the remaining equations.
This spurious divergence can be removed when removing the leading 1/Z˜3 term in the
ghost dressing function, i.e. by the replacement
G(q, q0)G(p+ q, q0 + p0)
→
(
G(q, q0)− 1Z˜3
)(
G(q + p, q0 + p0)− 1Z˜3
)
, (5.10)
and correspondingly for the gluon loops.
Including a finite number N of Matsubara frequencies only is equivalent to studying a
3d-theory with 1 massless particle and 2N massive particles for each 4d particle species.
Therefore the ultraviolet asymptotic analysis of subsection 4.2.1 applies, and I in (5.9)
will again fall off polynomially in the ultraviolet. Hence (5.10) amounts to subtracting
the asymptotic constant to which G evolves and thus corrects for N being finite. 1/Z˜3
must become 0 when including an infinite number of Matsubara frequencies, as this is the
correct perturbative 4d behavior for p ≫ T . Hence the spurious divergences are in this
case only an artifact of the finite number of Matsubara frequencies.
In the the longitudinal equation the Brown-Pennington value ξ = 0 is pathologic. It
removes all terms in the soft equation and so is not applicable on its own. Thus the
replacement (5.10) has to be applied to the complete loop contributions P , NT and NL.
In the transverse equations all spurious divergences including the one of the Matsubara
sum are again removed at ζ = 3. Therefore the replacement (5.10) will only be necessary
in those contributions in R, MT , and ML which are proportional to (ζ − 3). Hence the
integral kernels are split differently than (5.8) as
K(ζ) = K0 + (ζ − 3)K3 +KD(ζ),
similar to (4.32). Here K0 and K3 are finite and independent of ζ , and KD contains all
divergences upon integration. The corresponding subtraction is then performed by the
replacement
KD(q)D(p+ q)→ K0D(q)D(p+ q) + (ζ − 3)K3
(
D(q)− 1
Z3
)(
D(p+ q)− 1
Z3
)
where D is a generic dressing function and Z3 its wave-function renormalization.
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In the soft transverse equation it is additionally necessary to remove tadpole-like struc-
tures at ζ 6= 3 in K3. They contribute a logarithmically divergent mass-term, which is
irrelevant in the infrared and in the ultraviolet. It cannot be renormalized, as a counter-
term would be required, which is forbidden by gauge symmetry. Thus these contributions
are absorbed by the tadpoles as well. Then, in the transverse equation for the soft-soft
interactions, the subtractions are as in chapter 4. The soft-hard contributions, R, MT ,
and MD are subtracted as
KD(q)D(p+ q)→ K0D(q)D(p+ q)
+(ζ − 3)
(
K3 − 1p2 (limp→0 p2K3)
)(
D(q)− 1
Z3
)(
D(p+ q)− 1
Z3
)
. (5.11)
5.5 Small-Momentum Approximation and Renormal-
ization
Performing the subtractions (5.10) and (5.11), the resulting equations are still logarith-
mically divergent for N → ∞. This also includes the ghost equations. The integrals
themselves are convergent quantities, but the Matsubara sum is not, as the terms scale
like 1/q0. Thus, for an infinite number of Matsubara frequencies, the sum diverges. This
is the 4d logarithmic divergence and thus the usual one of Yang-Mills theory [1].
In the case of a finite number of Matsubara frequencies, the sum is finite. Nonetheless,
there are a few aspects to be dealt with in the following subsections.
5.5.1 Small-Momentum Approximation
There are three regions of momentum to be distinguished:
At p ≤ 2πT , all Matsubara sums behave essentially the same due to the Appelquist-
Carrazone decoupling theorem. It is valid as the hard modes behave essentially tree-level-
like. As the contributions of the hard modes behave as 1/q0, the final result will depend
on the number of Matsubara frequencies included, and by adding an arbitrary number,
any quantitative (but not qualitative) result can be generated. Thus, it is necessary to
renormalize in order to be independent of the cutoff. The cutoff is in this case imposed
by the number of Matsubara frequencies included. The renormalization procedure will be
implemented in the next subsections. By this approach, the results can be made quite
reliable in this regime.
At 2πT ≤ p ≤ 2πT (N−1), where N is the number of Matsubara frequencies included,
more and more Matsubara terms depart from their 1/q0 behavior to a 1/p behavior. As
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the external momentum p becomes large compared to the effective mass q0 of a hard mode,
the mode becomes dynamical and behaves like a massive 3d-particle. The results are still
quite reliable in this region as also in the case N → ∞, for any finite momentum p only
a finite number of Matsubara frequencies are dynamical. It becomes less and less reliable
when approaching the upper limit 2πTN .
At p ≥ 2πT (N − 1), the situation changes drastically. Opposite to the case N = ∞,
all Matsubara modes are dynamical and their contributions will scale as 1/p. Thus the
number of Matsubara modes will now enter linearly instead of logarithmically. This is
an artifact of cutting off the Matsubara sum. In this region the results are not reliable.
However, as the sum is still finite and suppressed by 1/p, the contribution is subleading
with respect to the tree-level term and thus the system of equations can still be closed
consistently4.
By renormalization, these artifacts can be reduced, if not completely removed at suf-
ficiently small momenta. In that sense the finite Matsubara sum approximation is indeed
a small-(3-)momentum approximation.
5.5.2 Renormalization of a Truncated Matsubara Sum
There are a few subtleties involved concerning the renormalization of a truncated Mat-
subara sum. These are discussed here.
Firstly, in the vacuum case [14, 68], renormalization was performed using a momentum
subtraction scheme (MOM), i.e. by subtracting from the DSEs themselves at a fixed
subtraction point s. This leads to a generic form of
1
D(p)
− 1
D(s)
= I(p)− I(s), (5.12)
where D is the corresponding dressing function and I is the self-energy contribution. As
the highest divergences encountered are logarithmic [1], (5.12) is finite and can be solved if
a proper value ofD(s) is known. This can be achieved by choosing s inside the perturbative
region. This approach fails if the large momentum asymptotic value of D is a constant
different from 0, since (5.12) is ambiguous with respect to such a constant. In the case
of a truncated Matsubara sum, the ultraviolet behavior is that of a massive 3d-theory.
Thus the self-energy contributions vanish as 1/p in the ultraviolet, see subsection 4.2.1.
Therefore the dressing functions D are dominated by the tree-level term
lim
|~p|→∞
D(p0, |~p|)→ 1
Z3
, (5.13)
4Otherwise the corresponding finite 3d-theory would be ill-defined, which is not the case.
Chapter 5. Finite-Temperature Effects 67
with Z3 their wave-function renormalization. For a finite number of Matsubara frequencies
Z3 is finite and thus D goes to a constant in the ultraviolet and (5.12) is not applicable.
Therefore the renormalization is performed by explicit counter-terms. This is discussed in
the next subsection.
A second point is the mass and mass renormalization necessary for the soft longitudinal
mode. The soft mode with frequency p0 = 0 of the A0 component of the gauge field
transforms homogeneously instead of inhomogeneously under gauge transformations (2.5).
Therefore gauge symmetry permits to add a term
m2A20(0, ~p) (5.14)
to the Lagrangian. In the vacuum, however, such a term is forbidden by manifest Lorentz
invariance. At finite temperature in the Matsubara formalism, this is no longer the case,
and such a term could in principle be present. This term replaces the p20A
2
0 term of the
hard modes, which stems from the A0∂
2
0A0 term in the Lagrangian (2.2) for p0 6= 0.
Concerning the counter-terms, the wave-function renormalization is performed by adding
the counter-term
δZ3(A
a
µ∂µ∂νA
a
µ − Aaµ∂2Aaµ)
to the Lagrangian. In the case p0 = 0, the first term is not present for the longitudinal
mode A0. Its place can be taken by a counter-term for the mass term (5.14). This implies
a relation between the wave-function counter-term δZ3 and the mass counter-term δm
2,
which cannot be exploited here due to the truncation of the Matsubara sum. Therefore
an independent renormalization of the wave function and the mass of the soft longitudinal
mode is necessary and will be performed in the next subsection.
A last point concerns the implications for the counter-terms due to the truncation of
the Matsubara sum. As the divergence structure must be the same as in the vacuum,
the counter-terms must be the same for all frequencies. This is no longer the case when
the Matsubara sum is truncated, as can be seen directly by counting. In the sum for
the soft mode, p0 = 0, contributions from 2N − 1 Matsubara modes are present for each
loop. For the hard mode with p0 = 2πT (N − 1), only N contributions are present, as
|p0 + q0| ≤ 2π(N − 1)T . Thus different numbers of modes contribute and the counter-
terms cannot be the same. This is always the case as long as N < ∞. To surpass the
problem in a constructive manner, each mode will be renormalized independently.
Therefore, a counter-term Lagrangian is added, given by
L = δm2Aa0(0)2 +
∑
q0
(
δZ3T (q0)A
a
µ(q0)∆Tµν(q0)A
a
ν(q0)
+ δZ3L(q0)A
a
µ(q0)∆Lµν(q0)A
a
ν(q0) + δZ˜3(q0)c¯
a(q0)∂
2ca(q0)
)
(5.15)
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where Aaµ(q0) are the modes of the gluon field and c¯(q0) and c(q0) are the modes of the
ghost and anti-ghost field, respectively. ∆T/Lµν are the appropriate tensor structures
of derivatives. Consequently, the corresponding wave-function renormalization constants
in the subtractions (5.10) and (5.11) have to be replaced by their frequency-dependent
versions.
This shortcoming is a consequence of the small momentum approximation yielding the
incorrect ultraviolet properties: The treated system is for large momenta equivalent to a
3d-theory of 2N − 1 particles per 4d particle species. In such a theory all fields can be
renormalized independently. This problem has to be investigated further to obtain reliable
results on the large momentum behavior of the dressing functions.
5.5.3 Implementation of Renormalization
In all equations but the one for H(0, ~p), using the counter-terms of (5.15) amounts to
replacing the tree-level term 1 by 1 + δZ3. This way explicitly multiplicative renor-
malization is obtained. In the equation for H(0, ~p), the tree-level term is replaced5 by
1 + δZ3L + δm
2/p2. Thus, it also generates a mass-renormalization. By the arguments
following equation (5.7) just a renormalization is indeed necessary, and the mass is not
generated purely by this procedure.
The last ingredient is the renormalization prescription. To investigate both cases dis-
cussed in section 5.2, either a fixed subtraction point s = s0 or to establish a well-defined
3d-limit s = T is employed. Thus, the following prescription is applied to all dressing
functions D, except H(0, ~p):
D(s) = 1.
This also ensures G(s)2Z(s) = 1 as is required in the 4d-theory [35]. The soft ghost mode
is not renormalized at 0 as in the vacuum calculation [68].
In case of H(0, ~p), two prescriptions are necessary. The first is6
lim
|~p|→0
|~p|−2H(0, ~p) = 1
m23d
=
1
r2g44T
2 + g24TCA
rg24T
4π
where m3d is the tadpole-improved mass of the 3d-theory. It depends on r = mh/g
2
3,
which is again taken to be the same value as in the previous chapter. For fixed g3, this
mass is independent of the temperature while for fixed µ it scales with temperature as
5Note that when using the projector (5.2), also δm2 is multiplied by ξ.
6For numerical reasons, it is actually performed at 2δi, where δi is the numerical IR-cutoff of the
integration. This is only a marginal difference.
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expected. This again indicates the necessity of control over the infinite-temperature limit
of the theory in terms of the effective coupling constant. In addition,
1
H(0, s)
= 1 +
m3d
s2
is required to fix the mass renormalization.
It should be noted that, by renormalizing at T , it is guaranteed that the correct 3d-limit
is obtained. This prescription requires that at T →∞ all dressing functions approach 1 at
infinity. This yields the 3d-results7 as in chapter 4. It would be easily possible to readjust
the requirements on H(0, ~p) to comply with the lattice data in the infrared and ultraviolet.
Here the exact correspondence to the 3d results in chapter 4 is preferred, as this will make
the 3d-limit explicit.
Therefore the explicit implementation of the renormalization prescription for the DSE
of a dressing function D with self-energy contributions I
1
D(p)
= 1 + I(p)
is then
1
D(p)
= 1 + δZ3 + I(p)
δZ3 = −I(s)
and in the case of H(0, ~p)
1
H(0, ~p)
= 1 + δZ3L +
δm2
p2
+ I(p)
δm2 = m2r − lim
p→0
p2I(p)
δZ3L = −I(s) + limp→0p
2I(p)
s2
,
where mr = m3d is the renormalized mass.
5.6 Ghost-Loop-Only Truncation
The first step is again the calculation of the ghost-loop-only solutions. Performing the
calculations turns out to be numerically more complicated than in 3d due to the recursive
definition of the elimination of the spurious divergences (5.10) and (5.11). This is discussed
in more detail in appendix F. Nonetheless, both solutions can be found. They are shown
in figure 5.1 with the largest number of Matsubara frequencies currently available8 at
7This is only correct, if g2
4
T ≪ T . This is immanent, if g2
4
T is fixed. If µ is fixed, this is only possible
if µ is taken sufficiently large for a fixed temperature. Still deviations from 1 will be found for |~p| ≫ µ, T .
8The number of frequencies included is only a matter of CPU-time.
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Figure 5.1: The left panels show for the soft modes from top to bottom the dressing
functions of the ghost and transverse gluon and the propagator of the longitudinal gluon.
The right panels show the hard mode dressing functions. The less the deviation from 1,
the harder the mode is. The solid lines are the g = 1/2 solution and the dashed lines the
g ≈ 0.4 solution. Both are at T = 1.5 GeV and N = 20. Note the different momentum
scale in the left and the right panels.
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ζ = ξ = 1. In general, all hard mode dressing functions are similar, but behave more and
more tree-level like with increasing frequency p0 = 2πnT . The different asymptotic values
of the dressing functions for each mode are a direct manifestation of the artifacts of the
truncation of the Matsubara sum, as discussed in section 5.5.2.
The small deviation from tree-level for the hard longitudinal modes is most likely due
to the severe subtraction (5.10). Within the current ansatz however, this is the best
achievable. Note that due to p2 = p20 + ~p
2, the infrared of the hard modes is actually
mid-momenta with respect to 4d. Thus, these problems do not come unexpected, as
the truncation is tailored to the infrared and thus to the soft modes. In addition, the
transverse gluon wave-function renormalization is smaller than 1 for n = 0. Thus the
dressing function would diverge for large momenta in the limit N → ∞. This is also an
artifact of the truncation, as the ghost loops alone have the wrong sign at large momenta.
This will be remedied by adding the gluon loops in the next section, and can be ignored
for now.
The dependence on the number of Matsubara frequencies is shown in figure 5.2. As
expected, in the infrared region, the soft mode dressing functions are not affected by the
number of Matsubara frequencies. The onset of deviation of the hard mode dressing func-
tions calculated with N frequencies from the solutions with M > N frequencies increases
in 3-momenta with N . This is a manifestation of the small momentum approximation.
Naturally, the dependence on the temperature is the next subject. Using the t’Hooft-
like scaling, the results shown in figure 5.3 are obtained. While the soft mode dressing
functions are relatively unaffected by temperature, significant changes are found for the
hard mode dressing functions. These become increasingly tree-level with increasing tem-
perature and thus the hard modes cease to interact. At low temperature they exhibit
significantly more dynamics.
The case for fixed µ is shown in figure 5.4. The soft longitudinal gluon propagator
is scaled by the interaction strength, since the mass of the soft longitudinal gluon is
a dynamical effect. The results represent, how the system reacts on a change of s/T ,
which are the only dimensionful quantities involved as long as g4 is fixed. The changes
are governed by the renormalization prescription, and are qualitatively different from the
previous case. As expected, the higher the temperature, the further out in momentum
the non-perturbative effects in the soft mode dressing functions extend, only limited by
the requirement to obey the renormalization prescription. At the same time the dynamics
of the hard modes is pushed to higher momenta, although the dressing functions do not
decrease. Indeed, this scenario describes rather a change of the relevant scale for the onset
of non-perturbative effects than the effects of temperature.
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Figure 5.2: The dependence of the solutions on N at T = 1.5 GeV. The left panels show
for the soft modes from top to bottom the dressing functions of the ghost and transverse
gluon and the propagator of the longitudinal gluon. The right panels show the dressing
functions for the n = 1 hard mode. The red lines show the solution g = 1/2 and the black
lines g ≈ 0.4. Solid is N = 2, dashed is N = 5, dotted is N = 12 and dashed-dotted is
N = 20.
Chapter 5. Finite-Temperature Effects 73
2
3/g3p
-210 -110 1 10 210
) 3
G(0
,p
1
10
g=1/2, T=0.8 GeV
g=1/2, T=1.5 GeV
g=1/2, T=137 GeV
 0.4, T=0.8 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=137 GeV≈g
n=0 ghost dressing function
2
3/g3p
-210 -110 1 10 210
) 3
Z(0
,p
-410
-310
-210
-110
1
g=1/2, T=0.8 GeV
g=1/2, T=1.5 GeV
g=1/2, T=137 GeV
 0.4, T=0.8 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=137 GeV≈g
n=0 transverse gluon dressing function
2
3/g3p
-210 -110 1 10 210
2 3
)/p 3
H(0
,p
4 3g
0
0.2
0.4
0.6
0.8
1 g=1/2, T=0.8 GeV
g=1/2, T=1.5 GeV
g=1/2, T=137 GeV
 0.4, T=0.8 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=137 GeV≈g
n=0 longitudinal gluon propagator
2
3/g3p
-210 -110 1 10 210 310 410
) 3
G(1
,p
0.9
0.92
0.94
0.96
0.98
1
g=1/2, T=0.8 GeV
g=1/2, T=1.5 GeV
g=1/2, T=137 GeV
 0.4, T=0.8 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=137 GeV≈g
n=1 ghost dressing function
2
3/g3p
-210 -110 1 10 210 310 410
) 3
Z(1
,p
0.98
0.99
1
g=1/2, T=0.8 GeV
g=1/2, T=1.5 GeV
g=1/2, T=137 GeV
 0.4, T=0.8 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=137 GeV≈g
n=1 transverse gluon dressing function
2
3/g3p
-210 -110 1 10 210 310 410
) 3
H(1
,p
0.995
0.996
0.997
0.998
0.999
1
1.001
g=1/2, T=0.8 GeV
g=1/2, T=1.5 GeV
g=1/2, T=137 GeV
 0.4, T=0.8 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=137 GeV≈g
n=1 longitudinal gluon dressing function
Figure 5.3: The dependence of the solutions on T at fixed g24T and subtraction at T at
N = 5. The left panels show for the soft modes from top to bottom the dressing functions
of the ghost and transverse gluon and the propagator of the longitudinal gluon. The right
panels show the dressing functions for the n = 1 hard mode. The red and black lines
are the g = 1/2 and the g ≈ 0.4 solution, respectively. Solid is T = 0.8 GeV, dashed is
T = 1.5 GeV, and dotted is T = 137 GeV.
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At fixed µ, it was possible9 to follow the solution down to T = 91 MeV. Lattice
calculations find a phase transition temperature of (269± 1) MeV [9]. Thus super-cooling
is possible, provided the temperature estimate of section 5.2 is correct within a factor
of 2 and the phase transition temperature in the approximation scheme used here is not
significantly lower than in lattice calculations.
The remaining issue is the dependence of the solutions on the projection and thus
on ζ and ξ. It is shown in figure 5.5. The largest effect is seen in the infrared region
of the soft solutions of the alternating branch when varying ζ , similar to the infinite-
temperature limit. The hard modes are significantly less affected, with the largest impact
on the hard longitudinal dressing functions when varying ξ. For the smallest ξ values, the
self-energy of the hard longitudinal mode seems to switch sign, generating a wave-function
renormalization smaller than 1. This effect has not been observed in the full system and
is thus likely an artifact of the ghost-loop-only truncation. Thus, the dependence on the
projection is of similar extent as in the infinite-temperature limit.
5.7 Full Theory
Finally, the full system of equations (5.4-5.6) is implemented. For the largest available
number of Matsubara frequencies, the result is shown in figure 5.6. There are several
observations. First of all, the soft modes are again nearly unaffected in the infrared by
the presence of the hard modes. The latter show a significant modification, compared to
tree-level, although still only of the order of 30%. Also, all wave-function renormalization
constants are now larger than one, as is required. The hard mode dressing functions exhibit
some structure. There are maxima in all dressing functions. This is most pronounced in the
case of the dressing functions of the longitudinal gluon. These structures do not translate
into a corresponding structure in the propagators, which are monotonically decreasing
from a constant of order 1/p20 in the infrared to 0 in the ultraviolet. It is also nearly
irrelevant for the hard mode dressing functions to which soft infrared solution they are
coupled to.
Figure 5.7 displays the dependence of the full solutions on the number of Matsubara
frequencies. While the soft mode dressing functions are nearly unaffected, apart from the
value of the renormalization constants, the effect on the hard mode dressing functions is
significant. The ghost is quite insensitive, except for its wave-function renormalization.
This is not the case for the gluons. The peaks at mid-momentum are sensitive to the
number of Matsubara frequencies included. The effect is largest for the longitudinal gluon
9In the case of fixed g2
4
T , it is likely not yet found due to limitation in CPU time.
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Figure 5.4: The dependence of the solutions on T at fixed µ and s at N = 5. The left
panels show for the soft modes from top to bottom the dressing functions of the ghost
and transverse gluon and the propagator of the longitudinal gluon. The right panels show
the dressing functions for the n = 1 hard mode. The red and black lines are the g = 1/2
and the g ≈ 0.4 solution, respectively. Solid is T = 0.3 GeV, dashed is T = 1.5 GeV, and
dotted is T = 5.0 GeV.
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Figure 5.5: The dependence of the solutions on ζ and ξ at N = 5. The left panels show
for the soft modes from top to bottom the dressing functions of the ghost and transverse
gluon and the propagator of the longitudinal gluon. The right panels show the dressing
functions for the n = 1 hard mode. The red and black lines are the g = 1/2 and the
g ≈ 0.4 solution, respectively. Solid is (g, ζ, ξ) = (1/2, 7/2, 9/4) and (0.4, 2, 5/2), dashed
is (1/2, 1, 1) and (0.4, 1, 1), dotted is (1/2, 0, 0.1) and (0.4, 1/4, 0.1).
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Figure 5.6: The left panels show for the soft modes from top to bottom the dressing
functions of the ghost and transverse gluon and the propagator of the longitudinal gluon.
The right panels show the hard mode dressing functions. The less the deviation from 1,
the harder the mode is. The solid lines are the g = 1/2 solution and the dashed lines the
g ≈ 0.4 solution. Both are at T = 1.5 GeV and N = 12. Note the different momentum
scale in the left and the right panels.
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Figure 5.7: The dependence of the solutions on N at T = 1.5 GeV. The left panels show
for the soft modes from top to bottom the dressing functions of the ghost and transverse
gluon and the propagator of the longitudinal gluon. The right panels show the dressing
functions for the n = 1 hard mode. The red lines show the solution g = 1/2 and the black
lines g ≈ 0.4. Solid is N = 2, dashed is N = 5, dotted is N = 8 and dashed-dotted is
N = 12.
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dressing functions. From the available number of Matsubara frequencies, it is hard to
estimate whether the peak grows to a finite value when N → ∞ or not. It cannot be
excluded that the hard longitudinal gluon dressing functions violate the Gribov condition
(3.10) once sufficiently many Matsubara frequencies are included. This would be very
similar to the case of the transverse gluon dressing function in the infinite-temperature
limit and therefore would necessitate a similar vertex construction for the longitudinal-
gluon-transverse-gluon vertex as for the soft transverse gluon vertex. If such a vertex
would be necessary, the result would be a finite peak, very similar to the present situation.
Thus, the results would be even quantitatively quite similar.
The disappearance of the peaks in the gluon dressing functions at N = 2 can be directly
related to the vanishing of hard-mode couplings due to the restriction (p0+q0)/(2πT ) < 2.
Only hard-soft-mode couplings contribute. Thus, the peak is generated due to pure hard-
hard interactions alone.
Again here and in the following only the n = 1 modes are presented. The n > 1 modes
essentially follow their behavior, albeit much closer at tree-level.
The dependence on temperature when using t’Hooft-like scaling is shown in figure 5.8.
Here, a significant effect also on the soft modes can be seen. While a direct influence on the
infrared coefficients for the ghost and transverse gluon dressing functions is visible, for the
dressing function of the longitudinal gluon only a slight change at mid-momenta occurs.
Therefore, the dressing function of the longitudinal gluon is dominated by its renormalized
mass also when changing the temperature. As expected, the hard mode dressing functions
become more and more tree-level like when increasing the temperature. The peaks in
the hard mode dressing functions shift to higher momenta, owing to the renormalization
condition, and become smaller due to the increase of the effective mass p0 of the hard
modes. At low temperature, the opposite effect is observed. In general, the hard mode
dressing functions become more dynamical as their effective mass decreases, albeit quite
slowly. The insensitivity on the infrared solution of the soft sector is not changed when
reducing the temperature, and it may need a significantly lower temperature to induce a
change.
Switching to a fixed renormalization scale and subtraction point, the solutions shown
in figure 5.9 are found. The effect is quite the same as in the ghost-loop-only truncation.
Changing the temperature at fixed 4d-coupling, and thus increasing the 3d-coupling with
temperature, shifts the onset of non-perturbative effects to larger momenta. Obeying the
renormalization at fixed momentum then requires the changes in the dressing functions
seen in the figure. In this case, it was also again possible to super-cool down to at least
T = 152 MeV.
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Figure 5.8: The dependence of the solutions on T at fixed g24T and subtraction at T at
N = 5. The left panel shows the soft modes, where apart from the longitudinal gluon the
dressing functions are shown. In the latter case the propagator is shown. The right panels
show the dressing functions for the n = 1 hard mode. The red and black lines are the
g = 1/2 and the g ≈ 0.4 solution, respectively. Solid is T = 0.9 GeV, dashed is T = 1.5
GeV, and dotted is T = 9.1 GeV.
Chapter 5. Finite-Temperature Effects 81
/s3p
-210 -110 1 10 210
) 3
G(0
,p
1
10
g=1/2, T=0.3 GeV
g=1/2, T=1.5 GeV
g=1/2, T=3.2 GeV
 0.4, T=0.3 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=2.3 GeV≈g
n=0 ghost dressing function
/s3p
-210 -110 1 10 210
) 3
Z(0
,p
-410
-310
-210
-110
1
g=1/2, T=0.3 GeV
g=1/2, T=1.5 GeV
g=1/2, T=3.2 GeV
 0.4, T=0.3 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=2.3 GeV≈g
n=0 transverse gluon dressing function
/s
3
p
-210 -110 1 10 210
2 3
)/p 3
H(0
,p
4 3g
0
0.2
0.4
0.6
0.8
1
g=1/2, T=0.3 GeV
g=1/2, T=1.5 GeV
g=1/2, T=3.2 GeV
 0.4, T=0.3 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=2.3 GeV≈g
n=0 longitudinal gluon propagator
/s3p
-210 -110 1 10 210 310 410
) 3
G(1
,p
0.94
0.95
0.96
0.97
0.98
0.99
1
1.01
g=1/2, T=0.3 GeV
g=1/2, T=1.5 GeV
g=1/2, T=3.2 GeV
 0.4, T=0.3 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=2.3 GeV≈g
n=1 ghost dressing function
/s3p
-210 -110 1 10 210 310 410
) 3
Z(1
,p
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1
1.02
g=1/2, T=0.3 GeV
g=1/2, T=1.5 GeV
g=1/2, T=3.2 GeV
 0.4, T=0.3 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=2.3 GeV≈g
n=1 transverse gluon dressing function
/s
3
p
-210 -110 1 10 210 310 410
) 3
H(1
,p
0.82
0.84
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1
1.02
1.04
g=1/2, T=0.3 GeV
g=1/2, T=1.5 GeV
g=1/2, T=3.2 GeV
 0.4, T=0.3 GeV≈g
 0.4, T=1.5 GeV≈g
 0.4, T=2.3 GeV≈g
n=1 longitudinal dressing function
Figure 5.9: The dependence of the solutions on T at fixed µ and s at N = 5. The left panel
shows the soft modes, where apart from the longitudinal gluon the dressing functions are
shown. In the latter case the propagator is shown. The right panels show the dressing
functions for the n = 1 hard mode. The red and black lines are the g = 1/2 and the
g ≈ 0.4 solution, respectively. Solid is T = 0.3 GeV, dashed is T = 1.5 GeV, and dotted
is T = 3.2 GeV for g = 1/2 and T = 2.3 GeV for g ≈ 0.4.
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Figure 5.10: The dependence of the solutions on ζ and ξ at N = 5. The left panel shows
the soft modes, where apart from the longitudinal gluon the dressing functions are shown.
In the latter case the propagator is shown. The right panels show the dressing functions
for the n = 1 hard mode. The red and black lines are the g = 1/2 and the g ≈ 0.4
solution, respectively. Solid is (g, ζ, ξ) = (1/2, 3, 2) and (0.4, 1.7, 7/4), dashed is (1/2, 1, 1)
and (0.4, 1, 1), dotted is (1/2, 0, 1/4) and (0.4, 1/4, 1/2).
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The dependence on ζ and ξ is shown in figure 5.10. Varying ζ leads to similar variations
for the soft mode dressing functions as in the 3d-case. The largest effect is seen in the
infrared. As the hard mode dressing functions are insensitive to the infrared behavior of
the soft modes due to their effective mass, there are only weak variations of them with ζ .
Only at small ζ an additional structure appears in the transverse gluon dressing function.
This is likely due to the cross-term in equation (5.6). The effect of varying ζ on the
longitudinal sector is negligible, as in the 3d-case. Correspondingly, the effect of varying
ξ is only significant for the longitudinal sector. The sensitivity is much less pronounced
then in the case of varying ζ . Especially the soft longitudinal dressing function is nearly
unaffected by variation of ξ. The reason is that the soft equation does not depend explicitly
on ξ, as it can be divided out of the equation for ξ 6= 0. Therefore, any ξ dependence only
enters indirectly by the weak dependence of the hard modes on ξ.
The dependence on δ is qualitatively not different from the high temperature case for
the soft modes. With decreasing temperature, the lowest attainable value of δ increases
and is around δ ≈ 0.11 for the g = 1/2 solution and δ ≈ 0.15 for the g ≈ 0.4 solution at
T = 1.5 GeV. Surprisingly, the roles of the g = 1/2 and g ≈ 0.4 solutions are interchanged:
At low temperatures, it is possible to reach lower values of δ in case of the half-integer
solution. The hard mode dressing functions are nearly not affected by the change in δ.
Thus, there is no significant change concerning the dependence on δ at finite temperatures.
At this point, a comparison can be made to a different approach to obtain the high-
temperature gauge propagators. The usual continuum method is the semi-perturbative
hard thermal loop (HTL) approach [91]. It is based on resumming the hard mode con-
tributions in self-energy diagrams, hence its name. In the transverse infrared sector it is
plagued by severe problems, due to its perturbative nature. The final result is a transverse
gluon propagator with a particle like pole at p = 0, thus t = 0. This is in sharp contrast
to the results found here and, as discussed in chapter 4, such a behavior is not likely. Also
the lattice results tend to support the results found here. Concerning the soft longitudinal
mode and the hard modes, HTLs and the ansatz presented here find qualitatively similar
results on the level of the propagators.
5.8 Solutions at Small Temperature
As the temperature region of and above the phase transition is probed by experiments,
the aim of the calculations presented here is to eventually describe the phase transition.
This is not yet possible. Currently, the phase transition is approached from two sides. The
first approach is from above, and is presented in this work. The second approach is from
84 5.8. Solutions at Small Temperature
p[GeV]1
) 3
(0,
p
G
1
T=0 MeV
T=100 MeV
T=200 MeV
Ghost dressing function
Figure 5.11: The dressing function of the soft ghost mode at zero [68] and finite tempera-
ture [93].
below and treated especially in [94] and also to some extent in the context of this work
[93]. The main aim in these calculations is to investigate whether any qualitative changes
are observed at small temperatures as compared to the vacuum solutions. Sufficient for
this aim is to employ not a full continuum method but solving the DSEs approximately on
a discretized space-time with a toroidal topology. This method had already been applied
successfully to the vacuum [68, 70].
The results for the soft mode dressing functions are shown in figure 5.11 for the ghost
propagator and in figure 5.12 for the two independent dressing functions of the gluon
propagator (3.5), compared to the zero temperature solution. While the 3d-transverse
part of the propagator becomes steeper in the infrared, the 3d-longitudinal part becomes
more shallow. Thus, it experiences significant finite volume effects, as in the case of lattice
calculations. Finite volume scaling shows that it is still confined, as in the case of the
vacuum [93]. Indeed it cannot be distinguished yet whether the exponents or merely the
coefficients of the infrared solution change.
Interestingly, the 4d-transverse projection of (3.5), yields that the quantity 2Z +H , is
extremely temperature-independent [93]. As this combination is the only one entering the
thermodynamic potential to be discussed in section 6.2, and G in itself is rather tempera-
ture independent, the corresponding thermodynamic potential is itself nearly independent
of temperature and compatible with 0. This is what would be naively expected from a
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Figure 5.12: The propagator of the soft gluon mode at zero [68] and finite temperature
[93]. The left panel shows the 3d-transverse part Z of (3.5) and the right panel the 3d-
longitudinal part H .
confined gluon system, as bound states are not included in the description here.
In addition, it is possible to trace the solution up to temperatures of 800 MeV [93],
significantly above the expected phase transition temperature of (269± 1) MeV according
to lattice results [9]. Therefore it is possible to super-heat the system.
If the temperature scale used in [93] and here are compatible within a factor of 4, then
within a substantial temperature range, two qualitatively different solutions exist. One
solution has an over-screened and one a screened soft longitudinal gluon. Together with
the observation of super-heating and super-cooling when comparing to lattice results, this
implies a first order phase transition.
Compared to the high-temperature case presented before, the sector of ghosts and
transverse gluons is not changed qualitatively. Quantitatively, especially the infrared ex-
ponents changed, though. The main difference is in the longitudinal sector, where a change
from over-screening to screening occurred. Comparing the hard modes in both cases, no
qualitative change is found in any sector. Therefore, the main difference of the two phases
is only in the longitudinal/chromoelectric sector. Therefore the nature of the phase tran-
sition will likely be chromoelectric. This implication for the phase transition and the
compatibility of these observations with lattice calculations will be discussed in section
7.2.
Chapter 6
Derived Quantities
The dressing functions obtained in chapters 4 and 5 are only the first step from the basic
Lagrangian towards observables. In this chapter, derivations towards such observables are
performed. The screening masses and with them the analytic structure of the particles
described will be investigated in section 6.1. A second natural object is the thermodynamic
potential discussed in section 6.2.
If not stated otherwise, throughout this chapter CA = Nc = 3, ζ = ξ = 1, δ = 1/4,
and the lattice value for mh/g
2
3 are used.
6.1 Schwinger Functions and Analytic Structure
6.1.1 Schwinger Functions
Screening masses are most directly extracted from the analytic structure of the propaga-
tors. To obtain access to these analytic properties, the Schwinger function related to the
dressing function D is calculated. It is defined as [54]
∆(t) =
1
π
∞∫
0
dp0 cos(tp0)
D(p0)
p20
, (6.1)
i.e. the Fourier transform of the propagator with respect to (Euclidean) time. Note that
this definition is independent of the dimensionality of the underlying theory. Negative
values for the Schwinger function can be traced to violations of positivity and therefore to
absence of the particle represented by D from the physical spectrum [54].
The numerical implementation of (6.1) is non-trivial. To obtain sufficient precision, a
FFT-algorithm using edge corrections and compensation for the infinite integration range
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Figure 6.1: The left panel shows the Schwinger function of the gluon. The right panel
shows the comparison of the fit-function (6.2) to the full solutions of the dressing function.
The solid line gives the numerical result for g = 1/2 while the dashed line is for g ≈ 0.4.
The dotted and dash-dotted line denote their respective fits using the ansatz (6.2).
of (6.1) together with at least 512 or more frequencies1 was employed [95].
The time t in (6.1) in the 3d theory of the infinite temperature limit is actually a
space-direction in 4d. To such a direction also the arguments concerning positivity can be
applied in Euclidean space-time. Therefore, the result for the gluon, presented in figure 6.1,
clearly exhibits positivity violations. This is in accordance with the Oehme-Zimmermann
super-convergence relation (2.25) and thus has been expected. Furthermore, the position
of the zeros can be interpreted as the confinement scale. For the g = 1/2 solution, the zero
occurs at g23t ≈ 3.29 and at g23t ≈ 3.98 for the other branch. This result is in agreement
with recent lattice results [96].
To be able to perform an analytic continuation of the gluon propagator into the complex
p2-plane, the Schwinger function is fitted. This is performed by using the ansatz2
Zf(p) =
Azp
4g+1
1 + f + Azp4g+1
(
1 +
f
1 + faup
)
=
Azp
4g+1(1 + f + aufp)
(1 + aufp)(1 + f + Azp4g+1)
(6.2)
for the dressing function. Az is the infrared coefficient determined previously, and au is
1Ten thousands to a million are much better. The results presented here have been obtained using
roughly 5 · 105 frequencies.
2In [54], a parameterization with only a branch cut and no isolated pole provided a successful fit. Due
to the different asymptotic behavior in 4 and 3 dimensions, a different ansatz is used here.
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Solution Azg
−2t
3 aug
2
3 f
g = 1/2 20.3 64/27 1.32511
g ≈ 0.4 13.4 64/27 1.03148
Table 6.1: The coefficients for the gluon fit (6.2).
the ultraviolet coefficient of leading-order resummed perturbation theory, as calculated in
appendix E. The fit parameters for both solutions are given in table 6.1. As demonstrated
in figure 6.1, the Schwinger function is fitted very well. The gluon propagator and dressing
function are also reasonably well described by the fit.
Similar to a meromorphic fit ansatz used in [54], the Higgs propagator and its Schwinger
function, the latter being analytically calculated from the former [97], are described as
Hf(p) =
e+ fp2
p4 + 2m2 cos (2φ) p2 +m4
, (6.3)
∆f (t) =
e
2m3 sin (2φ)
e−tm cos(φ)
(
sin (φ+ tm sin (φ)) +
fm2
e
sin (φ− tm sin (φ))
)
.
As demonstrated in figure 6.2, these fits already describe the Schwinger function quite well,
but miss around 20% of the propagator at zero momentum. This indicates that further
massive modes are present. Indeed, for the g = 1/2 solution, a further term of the form
(6.3) has to be added. For the g ≈ 0.4 solution, adding a term with one pole,
Hf(p) =
e
p2 +m2
, (6.4)
∆f(t) =
e
2m
e−mt, (6.5)
improves the fit also in this case. Both subleading fits are not very accurate for large t,
and the results have to be taken with care. They indicate, nevertheless, the existence of
subleading contributions due to the presence of further massive-particle-like contributions.
The fit parameters of both solutions can be found in table 6.2.
As can be seen from figure 4.16, the result for the Higgs propagator deviates signifi-
cantly from the lattice results, the self-energy being significantly overestimated. While the
gluon Schwinger function is reasonably independent of the truncation, this turns out not
to be the case for the Higgs Schwinger function. In order to show this, the solutions for a
bare Higgs-gluon vertex suppressed via a scaling factor ω are obtained3. The first result is
3In the Landau gauge, due to the transversality of the gluon, this is equivalent to modifying the tensor
structure of the vertex.
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Figure 6.2: The Higgs propagator is shown in the top panels and its Schwinger function
in the middle panels compared to their fits. The bottom panels show the comparison of
the numerical (solid) and the fitted (dashed) subleading Higgs contribution, see text. The
left and right side shows the g = 1/2 and g ≈ 0.4 solutions, respectively. The solid lines
represent the numerical solution, the dashed lines give the leading contribution and the
dashed-dotted lines the first subleading contribution. The dotted lines underneath the
solid lines give the sum of the leading and subleading contribution.
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Figure 6.3: The bottom panel shows the Higgs propagator for various suppression factors
ω of the Higgs-gluon vertex. The top panel shows the corresponding Schwinger functions.
The left panels contain the g = 1/2 solution while the right ones display the g ≈ 0.4
solution. The lattice data are the same as on the right side of figure 4.16. The solid
line is for ω = 1/4, the dashed line for ω = 1/2, the dotted line is for ω = 3/4 and the
dashed-dotted line for ω = 1.
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Solution e fg43 φ m/g
2
3
g = 1/2 4.0199 0.3545 -0.67078 1.4998
subleading 9.4493 0.6736 -0.18387 2.561
g ≈ 0.4 4.0697 0.37793 -0.63975 1.5045
subleading 0.81188 1.9223
Table 6.2: The coefficients for the Higgs fit (6.3) and the subleading one (6.3) and (6.4),
respectively.
that the gluon Schwinger function, in contrast to the Higgs one, is not susceptible to such
a change.
Figure 6.3 displays corresponding results for different values of ω. The position of the
first zero tends to increase for decreasing ω. At ω ≈ 1/4 any oscillation, at least within
the available numerical precision, seems to be gone altogether. A fit to the Schwinger
function using (6.5) reveals again additional structure at very small t which cannot be
captured by such a simple fit. As the fit also misses some strength at zero momentum for
the propagator, this again indicates the presence of further massive contributions in the
propagator.
When adding the hard modes, the qualitative picture does not change, as is visible
in figure 6.4. In this case the Schwinger function also depends on a ‘space’-variable with
respect to 4d and p0 = 2πTn acts as an effective mass. The gluon soft mode shows an
oscillation as expected. The same is still true for the Higgs, thus this property of the
truncation used here is still present. At this rather low temperature, it exhibits only one
oscillation, and is thus qualitatively much more similar to the gluon. In both cases, the
oscillation frequency has decreased due to the additional interactions with the hard modes.
The interpretation of the oscillations in the longitudinal gluon Schwinger function are still
inconclusive, though.
For the hard mode Schwinger functions no oscillations are seen. They cannot be
excluded as they might probably not be resolvable numerically if the oscillation frequency
is of the order of the mass. Up to the numerical accuracy, the hard modes present the
behavior expected for a massive particle. This equally well applies to the higher modes,
as is visible by the example of the next mode n = 2.
Thus, the features found in the infinite temperature limit persist at finite temperatures.
Note, however, that if the hard modes oscillate, this oscillation does not necessarily vanish
when the T → ∞ limit is taken. If the oscillation frequency only vanishes as fast as
the interaction, then even for arbitrarily small interactions, oscillations remain. It will
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Figure 6.4: The Schwinger functions at T = 1.5 GeV and N = 5. The left top panel shows
the soft transverse gluon Schwinger function, the right top panel the hard transverse gluon
Schwinger function for n = 1 with a black line and for n = 2 with a red line. The bottom
panels show the same for the longitudinal gluon Schwinger function. In all cases are solid
lines the g = 1/2 solution and dashed lines the g ≈ 0.4 solution.
Chapter 6. Derived Quantities 93
take more sophistication to settle the question of whether the hard modes show positivity
violation or not.
6.1.2 Analytic Properties in the Infinite-Temperature Limit
Although the high-temperature limit of the four-dimensional Minkowski theory is a gen-
uinely Euclidian theory, it will be of interest for other applications to extract the analytic
structure of the propagators investigated.
The gluon propagator exhibits similar behavior for both solutions, but there are also
some significant differences. The denominator of the ansatz (6.2) contains two factors,
both of which could possibly give rise to a non-trivial analytic structure. The first part
stems from the fit of the perturbative tail necessary to generate the maximum in the gluon
dressing function. Since all fit parameters are positive, this factor does not give rise to
a pole on the first Riemann sheet. However, it generates a pole on the second Riemann
sheet, which will occur at 1/auf , that is, at Euclidian momenta. This pole does not have
a physical interpretation, and may well be an artifact of the fit, since (6.2) is tailored to
generate the correct leading-order perturbative behavior. Thus, it generates most likely a
structure which has the Landau pole of perturbation theory on the second Riemann sheet.
It is to be expected that this pole vanishes when using a more sophisticated fit.
The second factor generates a genuine isolated pole at (−(1+ f)/Az)−1/t. This expres-
sion has only one value on the first Riemann sheet given by (−0.0933+ 0.1615i)g43 for the
g = 1/2 and (−0.1462 + 0.1248i)g43 for the other solution4. In both cases, a pole close to
the origin is generated, with an imaginary part larger than the real part in one case. For
the first solution, the pole is found for an angle significantly above π/4 while in the second
case somewhat below. In addition, the first solution generates two more poles on two
more Riemann sheets, while the second solution, with a (most likely) irrational exponent,
generates an infinite number of further poles on an infinite number of Riemann sheets. In
both cases, the residue is complex. In addition, there is a cut along the complete negative
real axis starting at zero. In this way it is similar to the results in four dimensions [54].
This analysis infers that the gluon propagator is violating positivity, and thus satisfies
the requirements of the Kugo-Ojima and Zwanziger-Gribov confinement scenario.
On the other hand, the Higgs propagator very likely does not have a branch cut but
a number of simple poles whose locations are given in table 6.3. The sensitivity to the
Higgs-gluon vertex, however, necessitates further investigations before a firmer conclusion
can be drawn.
4This is of the order of ΛQCD when using the ’t Hooft-like scaling of section 5.2.
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Solution Order Pole/g43
g = 1/2 Leading −0.5112± 2.191i
g = 1/2 Subleading −6.11972± 2.35777i
g ≈ 0.4 Leading −0.650078± 2.16822i
g ≈ 0.4 Subleading −3.69539
Table 6.3: Location of the poles of the Higgs propagator for ω = 1.
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Figure 6.5: The dependence of the first zero of the Higgs Schwinger function on the vertex
suppression ω. Solid is the g = 1/2 solution and dotted its fit, dashed is the g ≈ 0.4
solution and dashed-dotted its fit.
The dependence of the first zero of the Higgs-Schwinger function on ω is shown in
figure 6.5. The result can be fitted using
t0 =
a
ωb
where t0 is the position of the first zero. The parameters are (a, b) = (2.49, 1.78) for
the g = 1/2 solution and (2.40, 1.73) for the g ≈ 0.4 solution. Such a behavior would
indicate a vanishing imaginary part and thus oscillations only when the Higgs ceases to
interact. Thus, the oscillations would remain, albeit the poles move closer to the real
axis. This might only be an indication of the possibility of the Higgs to decay, but the
question remains into what, as gluons are confined. The existence of one or more complex
conjugate poles on the same Riemann sheet can be interpreted in the framework of the
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Gribov-Stingl scenario [50] as a signal of confinement for the Higgs as well. However, as
the Higgs is sensitive to the truncation, this is not conclusive, until more studies have been
performed.
6.2 Thermodynamic Potential
6.2.1 Soft Mode Contribution in the Infinite-Temperature Limit
Knowledge of all Green’s functions as functions of the temperature would permit to cal-
culate the thermodynamic potential and therefore all thermodynamic quantities. Since
not all of these are known, it is not possible to calculate an exact thermodynamic po-
tential. Knowledge of the propagators is however sufficient to compute an approximation
to the thermodynamic potential, using the Luttinger-Ward or Cornwall-Jackiw-Tomboulis
(LW/CJT) effective action [98, 99].
This effective action can be extended to abelian and non-abelian gauge theories, see e.g.
[100]. Its calculation is prohibitively complicated when using constructed vertices instead
of bare or exact vertices. Therefore, only some qualitative features using the simplest
approximation to the thermodynamic potential will be extracted here. It only depends on
the propagators, and reads
Ω =
1
2
d(G)T
∑∫ d3q
(2π)3
(
− ln
(
Z(q)
Z0(q)
)
+
(
Z(q)
Z0(q)
− 1
)
+ ln
(
G(q)
G0(q)
)
−
(
G(q)
G0(q)
− 1
)
− 1
2
ln
(
H(q)
H0(q)
)
+
1
2
(
H(q)
H0(q)
− 1
))
, (6.6)
where d(G) = δaa is the dimension of the gauge group. Z0, G0, and H0 are the tree-level
dressing functions
Z0(p) = G0(p) = 1
H0(p) =
p2
p2 +m2h
.
Working in the infinite-temperature limit, the thermodynamic potential divided by T 4
becomes interesting. This motivates a rescaling of the integration momenta to obtain
Ω
T 4
=
g63
T 3
a (6.7)
where the dimensionless constant a depends only on the dimensionless ratio mh/g
2
3 and
thus becomes independent of temperature in the limit T →∞. Herein, the explicit value of
g3 enters. Using the t’Hooft-like scaling presented in section 5.2, g
2
3 ∼ ΛQCD results. Hence
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(6.7) scales as 1/T 3 and does not contribute to the thermodynamic pressure significantly
compared to the hard modes. The expected Stefan-Boltzmann behavior must then be
obtained from the hard modes alone, requiring
Ω
T 4
= g64(µ)
(
a +
ah
g64(µ)
)
=
g63
T 3
a + ah
where ah stems from the hard modes. However, the soft modes may still contribute
significantly to thermodynamic properties, especially the trace anomaly θ = ǫ − 3p, near
the phase transition [101].
The calculation of (6.6) turns out to be plagued by spurious divergences, since the
DSEs with the modified 3-gluon-vertex are no longer exact stationary solutions of (6.6).
By close examination of (6.6), and the fact that all dressing functions D can be expanded
in the infinite temperature limit for p≫ g23 as
D(p) = 1 +
∞∑
n=1
an
(
g23
p
)2
,
the divergence structure can be isolated. The tree-level value drops out in each term
independently. Expanding the logarithms also in g23/q directly shows that the LO cancels
between the linear and the logarithmic terms as well. This is no longer the case in next-
to-leading order (NLO), and this will only be possible by requiring a correct solution of
the Dyson-Schwinger equations to NLO in perturbation theory and using the appropriate
2-particle irreducible expression [99] for the thermodynamic potential. As the NLO term
is proportional to (g23/q)
2, it generates a linear divergence in Ω together with the measure.
Although there is no a priori reason for this NLO contribution to be the same for both
solutions, as this term is truncation dependent, still this is the case5. The NNLO will
generate a logarithmic divergence and only from NNNLO all terms will be UV-finite. The
general structure of the result is therefore
Ω
g63T
= a+ b log
Λ
c
+ dΛ (6.8)
where Λ is the ultraviolet cutoff when calculating (6.6).
While the linear term is easily identifiable, this is not the case for the logarithmic one,
especially as it is always possible to move contributions from c to a and back. This makes
it in some sense arbitrary to calculate a. Assuming that the divergent contributions will
5Since the two solutions only differ in their respective infrared behavior, this may have only a minor
influence on the perturbative tail.
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be small at sufficiently small cutoff, but a has already reached its final value, a first fit is
performed using
Ω
g63T
= a+ dΛ.
In a second step, with a held fixed, the full fit using (6.8) is performed. This gives the
final values. For this approach to be valid, the logarithmic term must be much smaller
than a. At least for calculating the differences of both solutions, this is the case. Also c
turns out to be always the same value for all fits, giving confidence in the fit procedure.
In the case of the ghost-loop-only truncation, the difference is independent of the cutoff
and is −0.001862(0). As all differences were performed by subtracting the g = 1/2 solution
from the second solution, this result would favor the g = 1/2 solution.
In all other cases the prescribed subtraction was necessary. Note that, although d
should be 0 when calculating the differences, this is only true up to numerical errors.
Hence also for differences it was necessary to extract d and perform the corresponding
fits6. 48 fit points have been included from the Λ interval [54763.70,4830021]. Within
these values, the integrand and the integral did not show significant numerical fluctuations.
The statistical error on a is obtained by calculating the mean square error of the full fit.
Besides the statistical error, systematic errors were investigated using variations of the
3-gluon vertex and the gluon-Higgs vertex by varying δ and ω. The results are listed in
table 6.4. Note that the calculated difference and the fitted difference are always the same
within statistical errors.
These results strongly indicate that the g ≈ 0.4 solution is the thermodynamically
preferred one, as this result is stable with respect to variation of the parameters. This
agrees with the comparison to lattice results in section 4.6. However, as it still cannot be
excluded that either of the solutions is a truncation artifact, this is not a final statement.
Moreover, the value of a seems to be O(1). However, the systematic study of the vertex
influence indicates that the value can only be determined within a factor of 2 or worse.
The thermodynamic potential seems to be generated mainly in the chromoelectric sector,
but also this is only an indication.
6.2.2 Hard Mode Contribution
To obtain the contribution from the hard modes, it is at least problematic to use (6.6).
The LW/CJT-action (6.6) considers only the interaction part. It vanishes identically for
a free system, i.e. for a system containing only tree-level dressing functions. This free
6The required accuracy for these calculations is very high. An expansion in up to 500 Chebychef
polynomials, see appendix F, was necessary.
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Truncation Object Sol. a b c/g23 dg
2
3
Ghost-loop ∆Ω -0.001862(0)
Ghost-loop Ω 1 -0.2095(186) -0.258 189 · 103 -0.0025
Ghost-loop Ω 2 -0.2076(607) -0.258 189 · 103 -0.00250
Yang-Mills ∆Ω 0.03942(0) 0.00265 189 · 103 1.25 · 10−11
Yang-Mills Ω 1 1.735(135) 1.92 189 · 103 0.0175
Yang-Mills Ω 2 1.696(135) 1.92 188 · 103 0.0175
Full ∆Ω 0.05276(0) 0.00280 189 · 103 5.54 · 10−12
Full Ω 1 3.586(254) 3.67 189 · 103 0.0322
Full Ω 2 3.533(254) 3.67 189 · 103 0.322
YM contribution ∆Ω 0.02083(0) 0.00162 189 · 103 9.92 · 10−12
YM contribution Ω 1 0.8215(983) 1.33 189 · 103 0.0108
YM contribution Ω 2 0.8007(983) 1.33 189 · 103 0.0108
δ = 1 ∆Ω 0.08433(0) 0.00910 189 · 103 4.90 · 10−11
δ = 1 Ω 1 2.442(255) 3.55 189 · 103 0.0322
δ = 1 Ω 2 2.338(255) 3.54 189 · 103 0.0322
ω = 1/4 ∆Ω 0.03820(0) 0.00258 189 · 103 9.37 · 10−12
ω = 1/4 Ω 1 1.708(136) 1.93 189 · 103 0.0171
ω = 1/4 Ω 2 1.669(136) 1.93 189 · 103 0.0171
δ = 1, ω = 1/4 ∆Ω 0.08282(0) 0.00999 189 · 103 6.9610−11
δ = 1, ω = 1/4 Ω 1 0.4518(4210) 1.79 189 · 103 0.0171
δ = 1, ω = 1/4 Ω 2 0.3689(1362) 1.78 189 · 103 0.0171
Table 6.4: The thermodynamic potential Ω and the difference between both solutions
∆Ω in the different truncation schemes. The fit was performed using (6.8). The quoted
errors are statistical only. Solution 1 is g = 1/2 and solution 2 is g ≈ 0.4. Note that
ln(4830021/189000) ≈ 3.25. YM contribution is the Yang-Mills part of the full solution.
The δ-, ω-, and δω-variations stem from the variation of the 3-gluon vertex, the gluon-Higgs
vertex and the combined variations.
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contribution has thus to be added explicitly. Therefore the hard mode contribution can
essentially be calculated to be the same as that of a non-interacting system of free gluons.
The LW/CJT-expression (6.6) does not capture the tree-level contribution of the soft
modes, and it thus can be added here. This yields a thermodynamic potential of a gas of
massless gluons with small corrections due to the explicit soft-mode contributions and the
residual interactions of the hard modes. It is for Nc = 3 [9]
lim
T→∞
Ω
T 4
≈ −16π
2
90
. (6.9)
Using the t’Hooft-scaling for the interaction strength, the corrections due to the soft contri-
butions vanish like 1/T . The only remaining contribution in the infinite temperature limit
is the Stefan-Boltzmann-limit (6.9), in agreement with results from lattice calculations [9].
Therefore the thermodynamical properties of the high-temperature limit are governed by
the hard modes, although they do not participate in the dynamical interactions.
Chapter 7
Conclusions, Summary, and Outlook
7.1 Concluding Remarks
Before discussing the implications of the results found in chapters 4, 5, and 6 on the
structure of the Yang-Mills (and QCD) phase diagram, it is worthwhile to take a step
back to gather and assess the findings. Especially the reliability of the results deserves
special attention.
The primary objects investigated in chapters 4 and 5 are the propagators of Yang-
Mills theory in the high temperature phase. These can be grouped into three classes.
One consists of the soft modes of the ghost and the 3d-transverse gluon, constituting
the Yang-Mills sector of the limiting 3d-theory. The second is the soft 3d-longitudinal
gluon, corresponding to the Higgs sector of the 3d-theory. From the point of view of
the 4d-theory, these are the soft chromomagnetic and chromoelectric degrees of freedom,
respectively. The last class contains all the hard modes.
The first class on its own constitutes a 3d Yang-Mills theory. Its properties are found
to be very similar to the corresponding 4d-theory. An infrared divergent ghost propagator
is accompanied by an infrared vanishing gluon propagator. Therefore the gluon is confined
and the results fulfill the Kugo-Ojima and Zwanziger-Gribov scenarios. Also the Schwinger
function and analytic structure of the gluon propagator are similar to the 4d case.
The systematic study of the errors due to the truncation find a very weak quantitative
effect only. Especially the confining properties are extremely robust against variations in
the truncation. Finally the comparison with lattice calculations on exceptionally large
lattices shows a very good agreement. Thus it is very likely that these results on a 3d
Yang-Mills theory are reliable.
The situation is more subtle concerning the Higgs in the 3d-theory. Its propagator
shows the typical behavior of a massive particle and it is dominated by its mass. However,
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the comparison to lattice data indicates that to some extent subleading or probably non-
perturbative effects are relevant. This is much more pronounced when regarding the
Schwinger function. Here significant changes are found when modifying the Higgs-gluon
vertex. Thus the qualitative behavior of the Higgs propagator seems to be under control
and the presence of non-trivial effects is quite certain. The consequences of these effects
on the other side are far less conclusive and require further investigation. Especially the
question whether the Higgs is confined is of great interest. On the other hand, a quite
firm statement is that it has only little effect on the Yang-Mills sector.
Combining both classes, a qualitatively stable infinite temperature limit is found. Only
the chromoelectric sector exhibits screening while at least in the chromomagnetic sector
confinement prevails. Therefore the infinite temperature limit is non-trivial and the high
temperature phase strongly interacting. Hence the simple picture described in the intro-
duction in section 1.2 is not applicable. This and the detailed analysis of the infinite
temperature limit are the central results of this work.
Less reliable is the exploratory study of finite temperature effects in chapter 5 and
thus the properties of the hard modes. The success of the truncation scheme in the
3d-theory is based on its exactness in the ultraviolet and its presumed exactness in the
infrared. Thus the consequences of the deficiencies at intermediate momenta are strongly
constrained. This possibility is lost by cutting off the Matsubara sum. As a consequence
the ultraviolet properties of the hard modes are incorrect and a rooting in perturbation
theory is prevented. This amplifies the second problem. The hard modes do not reach into
the 4d-infrared due to their effective mass. Therefore the advantages of the truncation
scheme are lost to a large extent and the equations for the hard modes become unreliable.
Nonetheless, the results found are not irrelevant. At sufficiently large temperatures the
truncation-dependent self-energies of the hard modes are suppressed by the large effective
mass and they are dominated by the truncation-independent tree-level terms. Therefore
the truncation artifacts vanish when the temperature goes to infinity, reproducing the
reliable 3d-theory. The hard part is then to assess down to which temperature the results
are still at least qualitatively reliable.
As it is found that the system is only very weakly dependent on temperature, qualitative
conclusions can probably be drawn even at quite small temperatures. This is due to the
fact that the infrared properties of the soft modes are nearly independent of the hard
modes. In general the hard modes effectively decouple, because of their effective mass,
which is large compared to ΛQCD even at the phase transition. The only exception is the
generation of the screening mass for the soft 3d-longitudinal gluon, which is found on quite
general grounds and thus can be considered also a reliable conclusion. It is also supported
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by the systematic error estimations performed, which do not find qualitative effects but
again only small quantitative ones.
Thus, although the quantitative results may be subject to change, the qualitative
result that, probably down to temperatures within the same order of magnitude as the phase
transition, the high temperature phase consists of strongly interacting soft modes exhibiting
confining properties and inert hard modes is expected to be quite reliable. This is also
supported by lattice results, which find that the infinite-temperature limit is effectively
reached at about 2Tc [82] and the qualitative features of the infinite temperature limit
up to the highest temperatures, for which propagators are available, of 6Tc [103]. This
constitutes the second major result found in this work.
Concerning as the last point the thermodynamic potential, no final conclusion can be
drawn. The results indicate that the gross thermodynamic properties far away from the
phase transition are completely dominated by the hard modes and that a Stefan-Boltzmann
behavior is reached in the infinite temperature limit. Considering the crude assumptions
made and the difficulties encountered, this result is indicative at best. Nonetheless, if it can
be substantiated, it would allow to understand how a Stefan-Boltzmann-like behavior can
emerge from a non-trivial theory. At the same time, the results also indicate that at low
temperatures non-perturbative effects likely will play a role in the thermodynamics and
will especially be relevant in the vicinity of the phase transition and thus to experiment.
7.2 Implications for the Phase Structure of QCD
Gathering the results found in chapters 4, 5, and 6 and the solutions at zero and small tem-
peratures presented in sections 3.6 and 5.8, a coherent picture emerges. Still, this picture
is overshadowed by the problems of truncation artifacts, especially at finite temperatures.
Combining these results has impact on the understanding of the phase transition.
The main difference between the low-temperature and the high-temperature phase is not
primarily one between a strongly interacting and confining system and one with only
quasi-free particles. The chromoelectric gluons, whose infrared behavior change from
over-screening to screening, come somewhat close to such a picture, and the hard modes
certainly do. The latter become free due to the vacuum property of asymptotic freedom
and the dependence of their energy on the temperature, thus in an expected although not
entirely trivial manner. The chromomagnetic gluons remain over-screened in the infrared
and are thus confined. At least in the transverse sector, the results provide strong evidence
for the Zwanziger-Gribov and/or the Kugo-Ojima scenarios.
The order parameter for the phase transition is then necessarily only a chromoelectric
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one. This is in agreement with studies of Wilson loops in lattice calculations. There it
is known that only the temporal (chromoelectric) Wilson lines show a behavior typical
of deconfinement, while the spatial (chromomagnetic) ones do not [102]. Note that the
order parameters used to study the deconfinement transition on the lattice are typically
chromoelectric ones like the Polyakov lines [9]. This leads to the conjecture that if the
corresponding chromomagnetic Polyakov lines were to be used almost no change would be
found.
Including the observation of super-heating in the low temperature regime [93] and
super-cooling in the high temperature regime, the scenario emerging is a chromoelectric
phase transition of first order. This phase transition connects two different strongly in-
teracting phases of Yang-Mills theory. Especially quantum fluctuations always dominate
thermal fluctuations and at least part of the gluon spectrum is always confined.
In the vicinity of the phase transition, the non-perturbative effects found are likely also
relevant to thermodynamic properties, especially to the pressure and the trace anomaly
[101]. This underlines the importance of non-perturbative effects at least for the temper-
ature range relevant to experiment.
It is still unknown which effects can be induced by quarks. In the infinite temperature
limit, arguments exist [52] that they will not contribute due to their fermionic nature. This
nature requires anti-periodic boundary conditions [13], and therefore generates effective
‘masses’ of (2n + 1)πT with n integer. Thus all quarks become infinitely massive in the
infinite temperature limit, irrespective of their intrinsic mass and thus decouple due to
asymptotic freedom. Lattice calculations indicate [9] that the quarks possibly are able to
change the nature of the phase transition up to a cross-over. It is hard to imagine how
such a partially confined phase would behave, and thus the topic is of high interest.
In addition, the observation of a drastic change in the inter-quark potential [53] and its
connection to the residual confinement of gluons still needs to be understood. However,
it cannot yet be firmly concluded that the inter-quark potential does not rise only loga-
rithmically at high temperatures, as it would be natural to expect from a dimensionally
reduced theory. On the other hand, quark confinement is still not understood at zero
temperature, thus posing a more significant task.
7.3 Summing Up and Looking Ahead
Summarizing, in this work evidence is presented in agreement with lattice calculations that
the finite temperature phase transition of Yang-Mills theory does not lead into a trivial
phase. By investigating first the dimensionally reduced theory, thereby providing results
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on genuine 3d-theories of Yang-Mills and Yang-Mills-Higgs type, the non-triviality of soft
interactions was found. Extending the range to finite temperatures, this was confirmed and
the decoupling of the hard modes explicitly demonstrated. This establishes the main fea-
tures of the high temperature phase of Yang-Mills theories in Landau gauge. Furthermore,
using the Schwinger functions, the absence of at least part of the gluons from the physical
spectrum was found, making manifest the existence of residual confinement. The results
found comply with Zwanziger-Gribov or Kugo-Ojima type confinement mechanisms. As
a final point, a first step towards thermodynamic observables was performed.
Taking a look ahead, two issues are of high interest. One from an experimental and
one from a conceptual point of view.
In heavy-ion collisions, not only finite temperature is of interest, but especially for
low-energy collisions results at finite density are of importance. Such experiments are
performed at the SPS at CERN and have been performed at the AGS at Brookhaven
and will also be conducted at the planned FAIR facility at GSI. Finite density is also
relevant for the physics of compact stellar objects as well. For sufficiently large chemical
potentials (densities), at least the quark sector will likely be weakly interacting, although
non-perturbatively, see e.g. [104]. However, it has not yet been convincingly demonstrated
how the quarks can generate gluon deconfinement. In addition, those chemical potentials
probably only occur in nature during black hole formation. For chemical potentials relevant
to experiments and possibly neutron stars, strong non-perturbative effects are expected.
Thus a framework as the one used previously for full QCD [51] seems to be necessary.
First steps in this direction have been performed [105] and are pursued further, they,
however, are not yet as advanced as the finite temperature calculations presented here.
More results are available from studies using model gluon propagators [79] and semi-
perturbative methods [104].
On the conceptual sides the problems encountered in chapter 5 to obtain the vacuum
solution indicate that it will probably be necessary to choose other means to investigate the
phase transition directly, e.g. real-time methods [59]. In addition, the inclusion of quarks
is an urgent problem as their impact on thermodynamic properties is highly relevant for
experiments, including RHIC at Brookhaven and ALICE, which is under construction
at the LHC at CERN. In addition, understanding of quark confinement in the vacuum
might be supported by understanding the high temperature behavior of quarks and the
phase transition. This would also lead to a deeper understanding of the relationship
of chiral symmetry and confinement of fundamental quarks, for which evidence exists.
Indeed, their phase transitions seem to be interlinked [9]. This immediately leads to the
problem of the connection to topological excitations, which lattice calculations indicate
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to play a dominant role in the physics of confinement and chiral symmetry breaking. If
they are relevant, these excitations must also be present in the current approach, as their
consequences are. Therefore, it would be desirable to disentangle their contributions and
identify their role. It is at this point also completely unclear, how their dynamics change
above the phase transition and their connection to the at least partial confinement of
gluons.
To reach these aims, implementation of new methods and close cooperation with other
approaches, especially lattice gauge theory, will be necessary. Nevertheless, over the last
decade significant progress has been made in the understanding of low energy QCD, pro-
viding hope that it will eventually be understood.
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Appendix A
Conventions
Calculations are done in natural units,
~ = c = kB = 1.
The Minkowski-metric is
η = diag(1,−1,−1,−1).
The Euclidean metric after factorization of -1 is
ηe = diag(1, 1, 1, 1).
Thus p2 = p20 + ~p
2. Sometimes |~p| = p3 is used. The individual components of ~p do never
appear explicitly.
The second Casimir CA of a compact, semi-simple Lie-group G in the adjoint repre-
sentation with structure constants fabc is defined by
facdfacd = CA.
For SU(Nc) groups, CA = Nc.
Fourier transformations are performed with all momenta incoming,
f(p) =
∫
ddxf(x)eixp
f(x) =
∫
ddp
(2π)d
f(p)e−ixp.
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Appendix B
Derivation of the Dyson-Schwinger
Equations
Starting from (3.1), it is possible to derive the DSEs for the Lagrangian (2.3). In this
context also the Legendre transform ofW plays a role, whereW is defined by the generating
functional (2.10). The Legendre transform can be obtained by
W (ja) = −Γ(φa) +
∫
ddxja(x)φa(x) (B.1)
which entails
φa =
δW
δja
ja =
δΓ
δφa
.
In the case of Grassmann fields u like ghosts and fermions, two independent sources are
necessary. This modifies the above to
Z =
∫
DuaDu¯ae−S[ua,u¯a]+
∫
ddx(η¯a(x)ua(x)+u¯a(x)ηa(x))
ua(x) =
δW
δη¯a(x)
u¯a(x) = − δW
δηa(x)
W (ηa, η¯a) = −Γ(ua, u¯a) +
∫
ddx (η¯a(x)ua(x) + u¯a(x)ηa(x))
ηa(x) =
δΓ
δu¯a(x)
η¯a(x) = − δΓ
δua(x)
,
where all derivatives with respect to Grassmann variables act in the direction of ordinary
derivatives.
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The general procedure to obtain the corresponding DSEs is to calculate equation (3.1)
and then take the derivative once more with respect to the field or with respect to the
anti-field in case of anti-commuting fields. The additional source terms then yield the full
propagators, while the right-hand-sides of the equations are found by the derivative of the
action.
Since in the course of the derivation, the source in equation (3.1) becomes the inverse
full propagator, it makes sense to already rewrite (3.1) as
ja(x)Z =
δS
δφa(x)
∣∣∣
φa(x)= δ
δja(x)
Z (B.2)
at the sources set equal to 0 in the end. This entails also that all single derivatives of the
effective action, being classical fields, vanish at the end.
The inverse propagators of the ghost, the gluon and the Higgs are defined as
δ2Γ
δcb(y)δc¯a(x)
= DabG (x− y)−1 (B.3)
δ2Γ
δAbν(y)δA
a
µ(y)
= Dabµν(x− y)−1 (B.4)
δ2Γ
δφb(y)δφa(x)
= DabH (x− y)−1, (B.5)
The propagators are then given by
δ2W
δηb(y)δη¯a(x)
= DabG (x− y) (B.6)
δ2W
δjbν(y)j
a
µ(x)
= Dabµν(x− y) (B.7)
δ2W
δkb(y)δka(x)
= DabH (x− y). (B.8)
η is the source of the ghost field, η¯ of the anti-ghost field, j of the gluon, and k of the Higgs.
(B.6-B.8) are inverse to (B.3-B.5) which can be proven, e.g. for the ghost propagator by∫
ddz
δ2W
δηc(z)δη¯a(x)
δ2Γ
δcb(y)δc¯c(z)
=
∫
ddz
δca(x)
δηc(z)
δηc(z)
δcb(y)
=
δca(x)
δcb(y)
= δabδ(x− y).
Note that all mixed propagators vanish when the sources are set to 0, e.g.
δ2Γ
δc¯g(w)δAfν(z)
∣∣∣
j=η=η¯=0
= 0,
due to conservation of ghost number and spin.
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Higher n-point functions, the vertices, are defined accordingly as
δ3Γ
δca(x)δc¯b(y)δAcµ(z)
= Γcc¯A,abcµ (x, y, z)
and correspondingly for the other vertices.
There are a few useful identities in the course of the derivation. These are
δ2W
δjeµ(x)δη¯
d(x)
= −
∫
ddzddw
δ2W
δjfν (z)δjeµ(x)
δ2Γ
δc¯g(w)δAfν(z)
δ2W
δη¯g(w)δηd(x)
∂xµ
δ
δηc(x)
=
∫
ddz
(
∂xµ
δΓ
δηc(x)δc¯e(z)
)
δ
δηe(z)
.
Further, since
δ3W
δAbν(y)δj
c
σ(x)δj
e
σ(x)
=
δ
δAbν(y)
∫
ddzddw
δ2W
δjcσ(x)δj
f
ρ (z)
δ2Γ
δAfρ(z)δA
g
ω(w)
δ2W
δjgω(w)δjeσ(x)
= 2
δ3W
δAbν(y)δj
c
σ(x)δ
e
σ(x)
+
∫
ddzddw
δ2W
δjcσ(x)δj
f
ρ (z)
δ3Γ
δAbν(y)δA
f
ρ(z)δA
g
ω(w)
δ2W
δjgω(w)δjeσ(x)
it follows that
δ3W
δAbν(y)δj
c
σ(x)δj
e
σ(x)
= −
∫
ddzddw
δ2W
δjcσ(x)δj
f
ρ (z)
δ3Γ
δAbν(y)δA
f
ρ(z)δA
g
ω(w)
δ2W
δjgω(w)δjeσ(x)
,
(B.9)
when the sources are set to 0. If not all sources and fields are of the same type, then it
is necessary to sum over all possible intermediate fields ωa and their sources la, where the
index a includes also the field type. Thus
δ3W
δωb(y)δlc(x)δle(x)
= −
∫
ddzddw
δ2W
δlc(x)δlf (z)
δ3Γ
δωb(y)δωf(z)δωg(w)
δ2W
δlg(w)δle(x)
. (B.10)
It is also important to note that
∂xσ
δ2W
δjcσ(x)δj
d
µ(x)
is not zero, despite the translational invariance of the two-point functions. The derivative
of the propagator at 0 does not necessarily vanish especially, if the propagator does only
exist in the sense of a distribution.
As the effective potential defined by (B.1) is bosonic, it can only depend on even
numbers of ghost and anti-ghost fields. Therefore all vertices with only one ghost or
anti-ghost leg vanish, when the sources are set to zero.
After a tedious calculation, the DSEs in position space are obtained. Adding suitable
combinations of permuted diagrams, it is in all cases possible to make the appearance
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of one tree-level vertex explicit. Performing a Fourier-transformation, and keeping the
redundant momentum at the vertices explicit, the DSEs in momentum space are for the
ghost1
DabG (p)
−1 = −δabp2
+
∫
ddq
(2π)d
Γtl,cc¯A,daeµ (−q, p, q − p)Defµν(p− q)DdgG (q)Γcc¯A,bgfν (−p, q, p− q), (B.11)
the gluon
Dabµν(p)
−1 = δab(δµνp
2 − pµpν)
− ∫ ddq
(2π)d
Γtl,cc¯A,dcaµ (−p− q, q, p)DcfG (q)DdeG (p+ q)Γcc¯A,febν (−q, p+ q,−p)
+1
2
∫
ddq
(2π)d
Γtl,A
3,acd
µσχ (p, q − p,−q)Dcfσω(q)Ddeχλ(p− q)ΓA
3,bfe
νωλ (−p, q, p− q)
+1
2
∫
ddq
(2π)d
Γtl,Aφ
2,acd
µ (p, q − p,−q)DdeH (q)D(Hcf)(p− q)ΓAφ
2,bef
ν (−p, q, p− q)
+1
2
∫
ddq
(2π)d
Γtl,A
4,abcd
µνσρ (p,−p, q,−q)Dcdσρ(q)
+1
6
∫
ddqddk
(2π)2d
Γtl,A
4,acde
µσξχ (p,−q,−p+ q − k, k) ·
·Ddhχλ(p− q − k)Dcfξρ(q)Degσω(k)ΓA
4,hbfg
λνρω (p− q − k,−p, q, k)
+1
2
∫
ddqddk
(2π)2d
Γtl,A
4,acde
µδγσ (p,−q, q − k − p, k)Ddhγλ(k + p− q)ΓA
3,bfg
νρω (−p, p+ k,−k) ·
·ΓA3,hijλχξ (k + p− q, q,−k − p)Dfjρξ (p+ k)Degσω(k)Dciδχ(q)
+1
2
∫
ddqddk
(2π)2d
Γtl,A
4,acde
µδγσ (p,−q, q − k − p, k)Ddhγλ(k + p− q)ΓA
2φ,bgf
νω (−p,−k, p+ k) ·
·ΓA2φ,hijλχ (k + p− q, q,−k − p)DfjH (p+ k)Degσω(k)Dciδχ(q)
+1
2
∫
ddq
(2π)d
Γtl,A
2φ2,abdf
µν (p,−p, q,−q)DdfH (q)
−1
2
∫
ddqddk
(2π)2d
Γtl,A
2φ2,aedf
µσ (p, q − p− k,−q, k)
·Degσρ(p− q + k)DdhH (q)DfiH (k)ΓA
2φ2,gbhi
ρν (p− q + k,−p, q,−k)
+
∫
ddqddk
(2π)2d
Γtl,A
2φ2,aedf
µσ (p, q − p− k,−q, k)Degσρ(p+ k − q)DfiH (k)DhkH (k + p) ·
·DdjH(q)ΓAφ
2,gjk
ρ (p+ k − q, q,−k − p)ΓAφ2,bhiν (−p, k + p,−k)
+
∫
ddqddk
(2π)2d
Γtl,A
2φ2,aedf
µσ (p, q − p− k,−q, k)Degσρ(p+ k − q)DfiH (k)Dhkωλ(k + p) ·
·DdjH(q)ΓA
2φ,gkj
ρλ (p+ k − q,−k − p, q)ΓA
2φ,bhi
νω (−p, k + p,−k)
+
∫
ddqddk
(2π)2d
Γtl,A
2φ2,afed
µρ (p, k, q − p− k,−q)DegH (p+ k − q)Dfiσρ(k)DhkH (k + p) ·
·DdjH(q)Γφ
3,gjk(p+ k − q, q,−k − p)ΓA2φ,bihνρ (−p,−k, k + p)
+
∫
ddqddk
(2π)2d
Γtl,A
2φ2,afed
µρ (p, k, q − p− k,−q)DegH (p+ k − q)Dfiσρ(k)Dhkλω(k + p) ·
·DdjH(q)ΓAφ
2,kgj
ω (−k − p, p+ k − q, q)ΓA
3,bih
νρλ (−p,−k, k + p), (B.12)
and the Higgs
DabH (p)
−1 = δab(p2 +m2h)+
1Note that some diagrams which vanish for tree-level vertices had not been included in [81].
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+
∫
ddq
(2π)d
Γtl,Aφ
2,eac
ν (−p− q, p, q)Dcgνµ(p+ q)DfcH (q)ΓA
2φ,gbf
µ (p+ q,−p,−q)
+1
2
∫
ddq
(2π)d
Γtl,A
2φ2,cdab
µν (q,−q, p,−p)Dcdµν(q)
−1
2
∫
ddqddk
(2π)d
Γtl,A
2φ2,cdae
µσ (−p− q + k,−k, p, q)Dcgµν(p+ q − k)Didρσ(k) ·
·DehH (q)ΓA2φ2,igbhρν (−k, p+ q − k,−p, q)
+1
2
∫
ddqddk
(2π)2d
Γtl,A
2φ2,cdae
µσ (−q, k, p,−p+ q − k)DejH (p− q + k)Dcgµν(q)Didρσ(k) ·
·ΓAφ2,gjkν (q, p− q + k,−p− k)DkhH (p+ k)ΓAφ2,ibhρ (−k,−p, p+ k)
+1
2
∫
ddqddk
(2π)2d
Γtl,A
2φ2,cdae
µσ (−q, k, p,−p+ q − k)DejH (p− q + k)Dcgµν(q)Didρσ(k) ·
·ΓA2φ,gkjνλ (q,−p− k, p− q + k)Dkhλω(p+ k)ΓA
2φ,ihb
ρω (−k, p+ k,−p)
+1
2
∫
ddqddk
(2π)2d
Γtl,A
2φ2,cdae
µχ (−q, q + k, p,−p− k)Dcgµν(q)DehH (p + k)Dkdλχ(q + k) ·
·ΓA3,jgkσνλ (k, q,−q − k)Dijρσ(k)ΓAφ
2,ibh
ρ (−k,−p, p+ k)
+1
2
∫
ddqddk
(2π)2d
Γtl,A
2φ2,cdae
µχ (−q, q + k, p,−p− k)Dcgµν(q)DehH (p + k)Dkdλχ(q + k) ·
·ΓA2φ,gkjνλ (q,−q − k, k)DijH(k)Γφ
3,ibh(−k,−p, p+ k)
+1
2
∫
ddq
(2π)d
Γtl,φ
4,abcd(p,−p, q,−q)DcdH (q)−
−1
6
∫
ddqddk
(2π)2d
Γtl,φ
4,agch(p,−p+ q − k, k,−q)DgdH (p− q + k)DheH (q) ·
·DfcH (k)Γφ
4,debf(p− q + k, q,−p,−k)
+1
3
∫
ddqddk
(2π)2d
Γtl,φ
4,aicj(p,−p− k + q, k,−q)DidH(p+ k − q)DjgH (q)DfcH (k) ·
·Γφ3,gdh(q, p+ k − q,−k − p)DehH (p+ k)Γφ3,ebf(p+ k,−p,−k)
+1
3
∫
ddqddk
(2π)2d
Γtl,φ
4,aicj(p,−p− k + q, k,−q)DidH(p+ k − q)DjgH (q)DfcH (k) ·
·ΓAφ2,hgdµ (−k − p, q, p+ k − q)Dehµν(p+ k)ΓAφ2,ebfν (p+ k,−p,−k). (B.13)
Several of the appearing vertices do not have a tree-level counterpart. The tree-level
vertices for the ghost-gluon-, 3-gluon-, 4-gluon-, 2-gluon-Higgs-, 2-gluon-2-Higgs- and 4-
Higgs- interactions have been used. They are given by
Γtl,cc¯A,abcµ (p, q, k) = igdf
abcqµ (B.14)
Γtl,A
3,abc
µνρ (p, q, k) = −igdfabc((q − k)µδνρ + (k − p)νδµρ + (p− q)ρδµν) (B.15)
Γtl,A
4,abcd
µνσρ (p, q, k, l) = g
2
d(f
eabf ecd(δµσδνρ − δµρδνσ) + f gacf gbd(δµνδσρ − δµρδνσ)
+f gadf gbc(δµνδσρ − δµσδνρ)) (B.16)
Γtl,Aφ
2,abc
µ (p, q, k) = igdf
abc(q − k)µ (B.17)
Γtl,A
2φ2,abcd
µν (p, q, k, l) = g
2
dδµν(f
eacf ebd + f eadf ebc) (B.18)
Γtl,φ
4,abcd(p, q, k, l) = 2h(δabδcd + δacδbd + δadδbc), (B.19)
where the momentum-conserving δ-functions have been suppressed. The complete graph-
ical representation of (B.11-B.13) is shown in figure 3.1.
Appendix C
Kernels
C.1 3d Kernels
The integral kernels in (4.9-4.11) are obtained by using tree-level vertices and performing
the corresponding contractions. The ghost kernel is given by
At(k, q, θ) = − q
2 sin3(θ)
(k2 + q2 − 2kq cos θ)2 .
The contributions in the Higgs equation are
N1(k, q, θ) = − 2q
2 sin3(θ)
(k2 + q2 + 2kq cos θ)2
N2(k, q, θ) = − 2 sin
3(θ)
k2 + q2 + 2kq cos θ
.
The kernels in the gluon equation are finally
R(k, q, θ) = − ((ζ−1)kq cos(θ)−q2+ζq2 cos2(θ)) sin θ
2k2(k2+q2+2kq cos θ)
ML(k, q, θ) =
((ζ−1)(k2+4kq cos θ)−4q2+4q2ζ cos2(θ)) sin θ
4k2(k2+q2+2kq cos θ)
MT (k, q, θ) =
sin θ
4k2(k2+q2+2kq cos θ)
·
·
(
(k2 + 2q2)((ζ − 9)k2 − 4q2) + 8(ζ − 3)(k2 + q2)kq cos θ + (8ζq4 + (ζ + 7)k4
+4(5ζ − 1)k2q2) cos2(θ) + 4(4ζq2 + (ζ + 3)k2) cos3(θ) + 4ζk2q2 cos4(θ)
)
.
The modified gluon vertex is introduced by multiplying MT with (4.36).
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C.2 Finite Temperature Kernels
At finite temperature, the kernels are obtained from tree-level vertices. The following
abbreviations have been used:
q = |~q|
k =
∣∣∣~k∣∣∣
x = q2 + q20
y = k2 + k20
u3 = (~q − ~k)2
z3 = (~q + ~k)
2
u4 = (k0 − q0)2 + u3
z4 = (k0 + q0)
2 + z3.
The kernels in the ghost equations are
AT (k0, q0, k, q, θ) = −k
2q4sin(θ)3
xyu3u4
AL(k0, q0, k, q, θ) = −q
2 sin θ(q2k0 + k
2q0 − kq cos θ (k0 + q0))2
xyu3u42
.
The kernels in the transverse gluon equations are
R(k0, q0, k, q, θ) = −
q3
(−q + k (−1 + ζ) cos θ + qζcos(θ)2) sin(θ)
2xyz4
MT (k0, q0, k, q, θ) =
q2
16xyz3z4
((
8q4 (−4 + ζ) + k4 (−29 + 5ζ)
+2k2q2 (−46 + 15ζ)
)
sin(θ) + 4kq
(
4q2 (−3 + 2ζ)
+k2 (−9 + 5ζ)
)
sin(2θ) +
(
8q4ζ + k4 (7 + ζ)
+k2q2 (−4 + 23ζ)
)
sin(3θ) + 2kq
(
4q2ζ + k2 (3 + ζ)
)
sin(4θ)
+k2q2ζ sin(5θ)
)
M1(k0, q0, k, q, θ) =
q2 sin θ
8x2yz3z4
(
− 4q4 (−4 + ζ) k02 − k4 (−9 + ζ) q02 + k2q2 (4k0 − q0) ·
· (4k0 + (−8 + ζ) q0)− 2kq cos θ
(
− 16q2k02
+2
(
8k2 − q2 (−8 + ζ)) k0q0 + k2 (−13 + ζ) q02)+ cos(2θ) ·
· (4q4ζk02 − 4k2q2 ((7 + ζ) k0 − 2q0) q0 + k4 (7 + ζ) q02)+
kqq0
(
kqζ cos(4θ)q0 + 2 cos(3θ)
(−2q2ζk0 + k2 (3 + ζ) q0)) )
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M2(k0, q0, k, q, θ) =
q2
16xyz3z42
(
− (k2q2ζ sin(5θ) (k0 − q0)2)+ 4kq sin(2θ) ·
· (k0 − q0)
(
2q2 (−4 + ζ) k0 + k2 ((−1 + ζ) k0 − (−7 + ζ) q0)
)
−2kq sin(4θ) (k0 − q0)
(
2q2ζk0 + k
2 ((−1 + ζ)k0 − (1 + ζ) q0)
)
+ sin θ
(
4q4 (−8 + 3ζ)k02 + k4
(
− 3k02 + 3ζ(k0 − q0)2 + 6k0q0
−23q02
)
+ 2k2q2
(
(−10 + 7ζ)k02 + (34− 8ζ) k0q0 + (−4 + ζ) q02
) )
− sin(3θ)
(
4q4ζk0
2 + k2q2
(
(4 + 3ζ)k0
2 − 2 (10 + ζ)k0q0
− (−8 + ζ) q02
)
+ k4
(
(−1 + ζ) k02 − 2 (−1 + ζ)k0q0
+ (3 + ζ) q0
2
)))
ML(k0, q0, k, q, θ) =
q2 sin θ
4x2yz3z42
(
k6q2 (−1 + ζ)− 4q4(x+ k02 + k0q0)2 + 4k2q2ζcos θ4 ·
·(2q2 + q0 (−k0 + q0))2 + 2k4(2q2 (−1 + ζ) k02 + 3q2 (−1 + ζ)k0q0
+x
(
q2 (−3 + ζ)− 2q02
) )
+ k2q2
(
x2 (−9 + ζ) + 4 (−1 + ζ)k04
+2x (−7 + 3ζ) k0q0 + 12 (−1 + ζ) k03q0 + k02
(
4q2 (−3 + ζ)
+ (−21 + 13ζ) q02
))
+ 4kqcos θ3
(
2q2 + q0 (−k0 + q0)
) ·
·
(
2q2ζ
(
x+ k0
2 + k0q0
)
+ k2
(
q2 (−2 + 4ζ) + q0
(
k0 − ζk0 + q0
+ζq0
)))
+ 2kq cos θ
(
2q2
(
x+ k0
2 + k0q0
) (
q2 (−5 + ζ)
+2 (−1 + ζ)k02 + (−1 + 3ζ) k0q0 + (−3 + ζ) q02
)
+ k4 (−1 + ζ) ·
· (4q2 + q0 (−k0 + q0))+ k2(− 2 (−1 + ζ) k03q0 + (−1 + ζ)k02 ·
· (10q2 − q02)+ x (2q2 (−7 + 3ζ) + (−5 + ζ) q02)+ k0q0(q2 ·
· (−9 + 13ζ) + 2 (1 + ζ) q02
)))
+ cos θ2
(
4q4ζ
(
x+ k0
2 + k0q0
)2
+4k2q2
(
q4 (−8 + 6ζ)− 3 (−1 + ζ)k03q0 + 8q2 (−1 + ζ) q02 +
(−1 + 2ζ) q04 + k02
(
q2 (−6 + 8ζ)− (−2 + ζ) q02
)
+ 2k0q0
(
q2 ·
· (−1 + 4ζ) + (1 + ζ) q02
))
+ k4
(
4q4 (−5 + 6ζ)− 4q2q0
(
3 (−1 + ζ) ·
·k0 + q0 − 3ζq0
)
+ q0
2
(
(−1 + ζ) k02 − 2 (−1 + ζ) k0q0
+ (3 + ζ) q0
2
))))
.
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The kernels in the longitudinal gluon equations are
P (k0, q0, k, q, θ) =
q2 sin θ
xy2z4
(
− 2 (ξ − 1) k20q0 (k0 + q0) + k2q0 (k0 − ξk0 + ξq0) + qk0 cos θ
· (qξ cos θk0 + k (k0 + 2q0 − ξ (k0 + 4q0)))
)
NT (k0, q0, k, q, θ) =
−q2 sin θ
2xy2z3z4
(
3k2 + 4q2 + 8kq cos θ + k2 cos(2θ)
) (
k0 (k0 + 2q0)
(
k2
+k0 (k0 + 2q0)
)
− ξ
(
k0
2 (−q + k0 + 2q0) (q + k0 + 2q0) + k2
(
k0
2
+2k0q0 − 2q02
))
+ qk0
(
qξ cos(2θ)k0 + 2k cos θ
(
k0 + 2q0
−ξ (k0 + 4q0)
)))
N1(k0, q0, k, q, θ) =
−q2 sin3 θ
x2y2z3z4
(
2q4ξk0
4 + k4
(
2x2ξ − 2x (ξ − 1) k0q0 − (ξ − 1) k02q02
)
+k2k0
2
(
q0 (k0 + 2q0)
(
2q2 + q0 (k0 + 2q0)
)
+ ξ
(
4q4 + q2q0
(
− 2k0
+q0
)
− q02(k0 + 2q0)2
))
+ kqk0q0
(
kqξ cos(2θ)k0q0 − 2 cos θ
· (2q2ξk02 + k2 (q2 (4ξ − 2) + q0 ((ξ − 1) k0 − 2q0 + 4ξq0))) ))
N2(k0, q0, k, q, θ) =
−q2 sin3 θ
xy2z3z42
(
k2k0 (k0 + q0)
(
2k4 + k0 (k0 + 2q0)
(
2q2 + (k0 + q0)
(
k0
+2q0
))
+ k2
(
6q2 + (3k0 + q0) (k0 + 2q0)
) )
+ ξ
(
2k8 + 2q4k0
4
+2k6
(
4q2 + k0
2 + k0q0 + 2q0
2
)− k2k02(− 4q4 + k04 + 6k03q0
−q2q02 + 4q04 + 4k0q0
(
q2 + 3q0
2
)
+ k0
2
(−3q2 + 13q02) )+ k4
· (2x2 − k04 − 6k03q0 + k02 (6q2 − 3q02)+ k0 (−6q2q0 + 2q03)) )
+kq
(
kq cos(2θ)
(
4k4ξ + ξk0
2(k0 − q0)2 + 4k2k0 (k0 + q0 − 2ξq0)
)
+2 cos θ
(
k2k0 (k0 + q0)
(
4k2 + 2q2 + (3k0 + q0) (k0 + 2q0)
)
+ξ
(
4k6 + 2q2k0
3 (k0 − q0) + 2k4
(
2x+ k0
2 − k0q0
)− k2k0(k03
+4xq0 + 10k0
2q0 + k0
(−4q2 + 9q02) )))))
NL(k0, q0, k, q, θ) =
−q2 sin θ
x2y2z3z42
·
(
2k2q2 cos4 θ
(
4k4ξq0
2 + ξk0
2
(
2q2 + q0 (−k0 + q0)
)2
+ 4k2k0q0
(
q2 (2− 4ξ) + q0
(
k0 + q0
−2ξq0
)))
+ 2kqcos(θ)3
(
4k6ξq0
2 + 2q2ξk0
2
(
2q4 + 2q2k0
2 + q2k0q0 − k03q0 + 3q2q02+
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+q0
4
)
+ 2k4q0
(
(2 + ξ) k0
2q0 + 2ξq0
(
2q2 + q0
2
)
+ k0
(
q2 (6− 12ξ)− (−2 + ξ) q02
))
+k2k0
(
− ((ξ − 3) k03q02)− 2k02q0 (q2 (−3 + 9ξ) + 5 (ξ − 1) q02)− 2 (−1 + 2ξ) q0(6q4
+6q2q0
2 + q0
4
)
+ k0
(
8q4ξ − 22q2 (−1 + ξ) q02 − 9 (ξ − 1) q04
)))
+ q2
(
k6 (3ξ − 1) k02
+k4k0
(
(−1 + 5ξ) k03 − 2x (−1 + 3ξ) q0 + 2 (−1 + 3ξ)k02q0 + 2 (1− 3ξ)k0q02
)
−
(ξ − 1) k02
(
2xq0 + k0
2q0 + k0
(
q2 + 3q0
2
))2
+ k2
(
2ξk0
6 + 4ξk0
5q0 + 2x
2ξq0
2 + (3− 5ξ)
·k04q02 − 2k03q0
(
q2 (4ξ − 2) + (9ξ − 5) q02
)
+ k0
2
(
− (q4 (ξ − 1))− 2q2 (7ξ − 5) q02
+ (9− 11ξ) q04
)
+ 2k0q0
(− (q4 (−1 + ξ))+ 2q2q02 + (1 + ξ) q04) ))− 2kq cos θ
·
(
k6 (3ξ − 1) · k0q0 + k4
(
(−1 + 5ξ) k03q0 − 2xξq02 + k0q0
(
q2 (7ξ − 3) + 2 (ξ − 1) q02
)
+k0
2
(
q2 (2− 6ξ) + 4 (−1 + 2ξ) q02
) )− k0(− 2q2x2 (−1 + 2ξ) q0 + 2k04q0(q2 (1 + ξ)
−3 (−1 + ξ) q02
)
+ k0
5
(
2q2ξ − (−1 + ξ) q02
)
+ k0
3
(
q4 (1 + ξ) + q2 (13− 11ξ) q02
−13 (ξ − 1) q04
)
− xk0
(
q4 (ξ − 1) + q2 (17ξ − 13) q02 + 4 (ξ − 1) q04
)
− 2k02q0
(
4q4
· (ξ − 1) + q2 (14ξ − 13) q02 + 6 (ξ − 1) q04
))
+ k2
(
2ξk0
5q0 + k0
3q0
(
q2 (ξ − 3) + 2
· (6ξ − 5) q02
)
+ k0
4
(
q2 (1− 7ξ) + (−3 + 7ξ) q02
)− 2ξq02 (2q4 + 3q2q02 + q04)− k02
· (q4 (1 + ξ)− 4q2 (−4 + 5ξ) q02 + (9− 7ξ) q04)− 2k0q0(q4 (3− 5ξ) + q2 (4− 3ξ) q02
+ (1 + ξ) q0
4
)))
+ cos2 θ
(
2k8ξq0
2 + 2q4ξk0
2
(
x+ k0
2 + k0q0
)2
+ 2k6q0
(
(1 + ξ) k0
2q0
+2ξq0
(
2q2 + q0
2
)
+ k0
(
q2 (6− 14ξ) + (1 + ξ) q02
))
+ k4
(
− ((−3 + ξ) k04q02)
−2k03q0
(
q2 (17ξ − 5) + (3ξ − 5) q02
)
+ 2ξq0
2
(
8q4 + 8q2q0
2 + q0
4
)
+ k0
2
(
4q4 (5ξ − 1)
+2q2 (19− 23ξ) q02 − 3 (−3 + ξ) q04
)
+ 2k0q0
(
q4 (12− 22ξ) + 2q2 · (5− 4ξ) q02
+ (1 + ξ) q0
4
))
+ k2k0
(
− ((−1 + ξ) k05q02)+ 2k04q0(q2 (1− 5ξ)− 3 (−1 + ξ) q02)
−8q2 (2ξ − 1) q0
(
2q4 + 3q2q0
2 + q0
4
)
+ k0
3
(
16q4ξ + 2q2 (11− 15ξ) q02 − 13 (ξ − 1) q04
)
−4k02q0
(
q4
(
− 5 + 4ξ
)
+ q2 (−14 + 15ξ) q02 + 3 (−1 + ξ) q04
)
+ 4k0
(
q6 (1 + ξ)− 2q4
· (−7 + 8ξ) q02 + q2 (11− 13ξ) q04 − (−1 + ξ) q06
))))
.
The vertex dressing in the soft-soft MT -kernel is performed as in the 3d-case.
Appendix D
Infrared Expressions
D.1 Massive Higgs
As already argued in section 4.2.2, the only solution without further assumption is that of
ghost dominance. This then requires the calculation of IGT and IGG in (4.18) and (4.19)
only. The latter can be obtained straightforwardly when using the ansatz (4.16) and the
general formula∫
ddq
(2π)d
q2α(q − p)2β = 1
(4π)
d
2
Γ(−α− β − d
2
)Γ(d
2
+ α)Γ(d
2
+ β)
Γ(d+ α + β)Γ(−α)Γ(−β) y
2(d2+α+β), (D.1)
valid for finite integrals. It yields
IGG = −g
2
3CAπ
(4π)
d
2
24g−2d(d− 4g)(2 + d(ζ − 2)− 4g(ζ − 1)− ζ)Γ(d− 2g)Γ(2g − d
2
)
(d− 1)g2Γ(1+d−2g
2
)2Γ(g)2
.
Note that the integral is convergent if and only if
d− 1
2
≥ g > d− 2
4
, (D.2)
where the equality on the upper boundary requires the result to exist only in the sense of
a distribution.
Performing the same calculation for the ghost self-energy is more complicated. Since it
is, in general, a divergent quantity, equation (D.1) cannot be applied directly. It is neces-
sary to regularize and then renormalize the expression. This can be done in a momentum
subtraction scheme [44] or via dimensional regularization. Here, the latter was performed
by applying the standard rules of dimensional regularization [28]. This immediately gives
a finite result in odd dimensions, as dimensional regularization is in this case already a
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renormalization prescription. However, by doing so, a divergent quantity has been re-
moved which is formally eliminated by setting −Z˜3 equal to this quantity. Regularization
and renormalization in even dimensions can be performed using the MS-prescription [71].
This procedure yields the same result as the momentum subtraction scheme. The range
allowed for g in (D.2) permits IGT not only to have a divergence of logarithmic or linear
order, but also quadratic or cubic divergences in even or uneven dimensions, respectively.
Using a subtraction scheme, it would be necessary to include the next term in the Taylor
expansion. On the other hand, dimensional renormalization directly yields
IGT =
g23CA
(4π)
d
2
21−2g(4g(d− 3)d+ 21+2g(1 + g − dg))Γ(d
2
− g)Γ(−g)Γ(2g)
(2− d+ 2g)(d+ 2g)Γ(d
2
− 2g)Γ(g)Γ(d
2
+ g)
.
Note that this expression becomes negative already for values allowed by (D.2), e.g. for
g ≥ 3/4 in three dimensions, thus reducing the allowed range and leading to the plots in
figure 4.2.
D.2 Massless Higgs
If the Higgs is massless, then the Higgs-loop in the gluon equation (4.11) is no longer
suppressed in the infrared and can in principle be as leading as the ghost-loop or even
dominate. Thus three solutions can be found in the infrared. As the arguments from
section 4.2.2 are still valid, all must satisfy t < −1.
In the first case, the Higgs and the ghost exchange their roles. The ghost behaves
then like a tree-level particle in the infrared with g = 0, while the Higgs diverges in the
infrared and drives the gluon. In the second case, l = g, and the gluon is driven by the
combination of both loops. In the third case, the ghost and the gluon behave as in the
massive case and l = 0: The Higgs behaves as a massless tree-level particle in the infrared.
In all cases gluons are confined. The first solution may correspond to a phase structure
similar to a Higgs-Anderson phase, but different to the conventional ‘perturbative’ Higgs
phases. The physical interpretation of the second scenario is lacking and the properties of
this phase would be quite peculiar. The last case has similar physics as the massive case.
Note that in the first two cases gauge symmetry is not necessarily intact any more, and
may be broken by the interaction with the Higgs field. This may restrict these phases to
theories which do not emerge from a pure Yang-Mills theory, as this would be difficult to
reconcile with Elitzur’s theorem [73]. Hence the Gribov condition (3.10) will be dropped
for the first two cases for now. As these cases offer a different structure than the massive
case, they will be investigated a little more closely.
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After employing a renormalization prescription in the Higgs equation as in the case of
the ghost equation, the infrared system becomes
yg
Ag
= Z˜3(1− δgl) + y− 12−g−tAgAzIGT (y)
yt
At
= y−
1
2
−2gA2gIGG(y) + y
− 1
2
−2lA2hIGH(y)
yl
Al
= y−
1
2
−g−lAhAzIHT (y).
Keeping d = 3 for simplicity, and noting that in both cases
l = −1
2
(t+
1
2
) (D.3)
and
IHT =
22+4l(8− 11l − 15l2 + 14l3)Γ(−2l)
(l − 3 + 32l2 + 44l3 + 16l4)Γ(1
2
− 2l)
IGH = −2
−2+4l(l − 1 + lζ)Γ(−2l) sec(2lπ) sin2(lπ)
(l − 1)(4l − 1)lΓ(1
2
− 2l) ,
the conditional equation for the first case is
1 =
(1 + l)(1 + 2l)(3 + 2l)(l − 1 + lζ)(sec(2lπ)− 1)
16(l − 1)l(8 + l(1 + 2l)(7l − 11)) .
This has no solution at ζ = 1 in 1/4 < l ≤ 1/2, but has e.g. the solution l = 0.362568 at
ζ = 3. This already indicates that in these situation the allowed projections differ from
the normal case. Since for a broken gauge symmetry the STI (2.18) may not be valid
anymore and the gluon may acquire longitudinal components, this equally well indicates
that the current truncation is inadequate for this case.
In the second case, the condition for a solution becomes
1 =
IGG
IGT
+
A2h
A2g
IGH
IHT
=
A2g
A2h
IGG
IHT
+
IGH
IHT
,
yielding
1 =
IGHIGT
IGT IHT − IGGIHT
=
(3(ζ − 2) + 2g(59− 4g2(ζ − 1) + ζ − 6g(10 + ζ)) + 64(g − 1)g csc2(gπ))
8(1 + g)(1 + 2g)(3 + 2g)(g − 1 + gζ) ·
·(8 + g(1 + 2g)(7g − 11)).
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Only one infrared coefficient is left undetermined, thus it is likely that here the infrared
behavior will be linked stronger to finite momentum solutions to allow for compensation
both in the Higgs equation and the ghost equation in the infrared. Note that again a
solution does not exist for ζ = 1 for 1/4 < g = l ≤ 1/2, but it exists for ζ = 3 with value
l = g = 0.340408. Thus also here the validity of the truncations made is debatable.
Nonetheless, these investigations show that additional massless degrees of freedom
may change the infrared properties significantly. Especially in QCD it turns out that no
solutions have been found yet with Nf > 4 massless quarks [51] in this approach, despite
the possibility of chiral symmetry breaking.
Appendix E
Perturbative Expressions
This appendix contains the perturbative calculations to leading order in the dimensionally
reduced theory of chapter 4. Replacing all full quantities in the truncated DSEs (4.9-4.11)
by their tree-level values, i.e. setting all dressing functions equal to one and using the tree-
level vertices (B.14-B.19) instead of the full vertices, the standard perturbation theory to
one-loop order is obtained. It is then possible to calculate the leading-order perturbative
dressing functions. For the ghost, this leads to
G(p)−1 = 1− g
2
3CA
16p
(E.1)
to leading order, independent of the presence of a Higgs. Note that a Landau pole at
p = O(g23) is present.
The calculation of the gluon self-energy is a little more complicated, since each single
contribution is linearly divergent, although the sum is finite in three dimensions due to
the STI (2.18). Corresponding problems are most easily circumvented by contracting the
gluon equation with the Brown-Pennington projector (4.3). Performing the calculation in
pure Yang-Mills theory yields
Z(p)−1 = 1− 11g
2
3CA
64p
. (E.2)
Including the Higgs yields
Z(p)−1 = 1− 11g
2
3CA
64p
+
g23CA
16πp
2mh
p
− p
2 + 4m2h
p2
csc−1
√1 + 4m2h
p2
 . (E.3)
Since non-perturbative effects already arise at order g43/p
2 in the present truncation scheme,
the only interesting part is the one for p≫ g23, mh, leading to
Z(p)−1 = 1− 9g
2
3CA
64p
. (E.4)
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Finally, the Higgs self-energy is
H(p)−1 = 1+
m2h
p2
+
g23CA
p
mh
4πp
+
g23CA
p
1
2πp
((
m2h + p
2
p
− 2p
)
arcsin
(√
p2
m2h + p
2
)
−mh
)
,
(E.5)
where the third term is the tadpole contribution. The leading contribution is
H(p)−1 = 1− g
2
3CA
4p
. (E.6)
The coupling constant h is determined by requiring that the sum of the tadpole kernels
already generates a finite integral, i.e. independent of the regularization scheme. This is
obtained by requiring (4.4).
Note that, in three dimensions, resummation produces effects only from order g43 on.
By dimensional arguments alone, only tree-level expressions in the loops can contribute
at order g23. Therefore (E.1), (E.4) and (E.6) already constitute the resummed solutions.
This is confirmed by the numerical calculations presented in section 4.5.
Note further that this also ensures that gauge symmetry is intact to one-loop order
in the regime of applicability of leading-order resummed perturbation theory. The viola-
tion of gauge symmetry in this approach is not stronger than in ordinary leading-order
perturbation theory.
Appendix F
Numerical Method
In order to numerically solve the DSEs, the method described in [68, 70, 89, 106] was
extended and improved in detail. The dressing functions were split into three parts. For
sufficiently small momenta of the order of 10−2g23, they are replaced by their infrared
behavior (4.14-4.16). For sufficiently large momenta, of the order 103g23, they are replaced
by their leading order perturbative form due to (E.1), (E.4) and (E.6). In the remaining
part, the dressing functions were separated into an analytic factor, which interpolates
between the analytic infrared and ultraviolet behavior, and a modification function. The
logarithm of this modification function is then expanded in Chebychef polynomials. This
factorization is not necessary for the g = 1/2-solution, albeit it lowers the needed CPU
time significantly. However, it was not possible to find the other solution branch prior to
this improvement. The analytic interpolation functions are
G(q) = 1 +
g4g3 + q
2g
q2g
1
g23 + q
(F.1)
Z(q) =
q−2t
2
g2t3
+ q−2t
(
1 +
g23
g23 + q
)
(F.2)
H(q) =
q−2l
m−2lh + q
−2l
. (F.3)
The coefficients of the Chebychef polynomials are determined using a global rather than
a local Newton method [107]. This made it possible to solve the equations without any
further prior knowledge about the solution. For a solution, it is required that relations
(4.31) and (4.21) are fulfilled at least up to 10−3 besides fulfilling the system of equations
(4.9-4.11) to a much higher precision.
It turns out that simultaneous fits of the Chebychef coefficients and Ag, Az, and Ah
are not sufficiently stable. Hence an iterated procedure has been used where first a global
Newton method was employed and then new infrared coefficients were extracted from the
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requirement that the functions have to be continuous in the infrared. This was iterated
until convergence of the infrared coefficients was achieved. A detailed account of the
method will be given in [108].
To add the hard modes posed another problem. Due to the recursive nature of the
subtraction prescription (5.10) of the spurious divergences, the Matsubara sum easily
switches from logarithmic to quadratic divergence. The only way found up to now to solve
this problem is to recalculate the renormalization constants in each Newton iteration step.
By this in principle each Newton step again starts as a first step, but already with quite
good starting values. This is sufficient to stabilize the algorithm and provides the solutions
found in chapter 5.
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