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Introduction
Henceforth differentiable means C ∞ in the real case and holomorphic in the complex one. Manifolds, real or complex, and objects on them are assumed to be differentiable unless another thing is stated.
Poisson pairs or bi-Hamiltonian structures, introduced by F. Magri [6] and I.Gelfand and I. Dorfman [1] , are a powerful tool for integrating many equations from Physics. At the same time the study of their geometric properties, regardless other aspects, gives rise to several interesting problems, global [8, 9] and mostly local, for instance the theory of Veronese webs, notion introduced by I.Gelfand and I. Zakharevich in codimension one and later on extended to any codimension by other authors [2, 3, 7, 11, 12, 14] .
Often, for applications, it is important to determine in a practical way whether generic Poisson pairs are flat or not (see section 2 for definitions.)
In even dimension the problem is solved since a local classification is known [10] , and flatness is equivalent to say that the Poisson pair defines a G-structure. On the contrary in odd dimension no general and practical criterion of flatness is known, except for dimension three where a simple explicit obstruction has been constructed by A. Izosimov [4] . In this work one gives a such criterion by making use of the differential forms.
More exactly, given a (m − 2)-form ω and a volume form Ω on a m-manifold one defines a bi-vector Λ by setting Λ(α, β) = 
Preliminaries
Let V be a real or complex vector space of dimension m and K = R, C. Given a volume form Ω on V , to each ω ∈ Λ m−2 V * one may associated a bi-vector Λ through the formula Λ(α, β) = α ∧ β ∧ ω Ω where α, β ∈ V * and the quotient means the scalar a such that α ∧ β ∧ ω = aΩ; in this way an isomorphism between Λ m−2 V * and Λ 2 V is defined. Thus a bi-vector Λ on V can be represented by a couple of forms (ω, Ω) where ω ∈ Λ m−2 V * and Ω ∈ Λ m V * − {0}. Of course (ω, Ω) and (ω ′ , Ω ′ ) represent the same bi-vector if and only if ω ′ = bω
and Ω ′ = bΩ for some b ∈ K − {0}.
Note that for any α ∈ V * its Λ-Hamiltonian Λ(α, ) is just the vector v α such that i vα Ω = −α ∧ ω. Note that (1) implies (2) and (3).
One will say that (ω, ω 1 , Ω) represents (Λ, Λ 1 ), when (ω, Ω)(q) and (ω 1 , Ω)(q) represent Λ(q) and Λ 1 (q) respectively for every q ∈ M.
If (ω ′ , ω M only depends on the existence of a volume form. Since our problem is local, we may suppose that it is the case without loss of generality.
is flat at p then, about this point, there is a closed
Moreover if a Poisson structureΛ represented by (ω,Ω) is flat on a neighborhood of p, then around this point there exists a functiong with no zeros such thatgω is closed.
Proof. By flatness, and always around p, there exists a representative
for some function h with no zeros. Moreover one can assume h = ±e g . Then dω = dg ∧ ω and dω 1 = dg ∧ ω 1 .
The second part of proposition 1 is obvious
The proposition above provides a necessary condition for flatness that in some cases, as one shows in the next two sections, is sufficient too.
The generic case in odd dimension
In this section m = 2n
This is equivalent to assume that (aΛ + bΛ 1 ) n−1 has no zeros for any (a, b)∈ C 2 − {0}; so its algebraic model has just a Kronecker block and no symplectic factor, and (Λ, Λ 1 ) defines a G-structure. Moreover if a 1-form τ is Casimir for both Λ and Λ 1 , that is Λ(τ, ) = Λ 1 (τ, ) = 0,
Therefore if there exists λ such that dω = λ ∧ ω and 
In our case as ω ∧ dω = 0 and the problem is local, there exists a function ϕ without zeros such that d(ϕω) = 0. Thus changing of representative allows us to suppose ω closed.
Since ImΛ and ImΛ 1 are in general position about any point, one may choose coordinates (x 1 , x 2 , x 3 ) such that ω = dx 1 and ω 1 = e h dx 2 .
Moreover by modifying the third coordinate if necessary one can sup- 
(note that (ω + ω 1 , Ω) represents Λ + Λ 1 ,) which is equivalent to say
On the other hand as dω = 0 the 1-form λ, if any, has to be equal gdx 1 , which implies that
In other words a such λ exists just when h = h(x 1 , x 2 ); in this case λ = (∂h/∂x 1 )dx 1 . That proves the first part of proposition 2. For odd dimension greater than or equal to five one has:
is flat if and only if there exists a 1-form λ such that dω = λ ∧ ω and dω 1 = λ ∧ ω 1 .
Proof. The existence of λ when (Λ, Λ 1 ) is flat follows from proposition 1. Conversely suppose that λ exists; for proving the flatness, which is a local question, it will be enough to show that the Veronese web associated is flat [2, 3, 11, 12] .
One starts proving that dλ = 0. For every a ∈ K the Poisson structure Λ + aΛ 1 is represented by (ω + aω 1 , Ω) so, by proposition 1, (locally) there is a function g a with no zeros such that g a (ω + aω 1 ) is closed. Therefore 0 = (λ + (dg a )/g a ) ∧ g a (ω + aω 1 ) and λ + (dg a )/g a has to be a Casimir of Λ + aΛ 1 .
This implies that dλ
Casimir of Λ + aΛ 1 . Thus dλ is divisible by every Casimir of Λ + aΛ 1 , a ∈ K. But at each point all these Casimirs span a vector space of dimension≥ 3. Since dλ is a 2-form necessarily vanishes.
As it is known, given any different and non-vanishing real numbers a 1 , . . . , a n , around each point p ∈ M, there exist coordinates (x, y) = (x 1 , . . . , x n , y 1 , . . . , y n−1 ) and functions f 1 , . . . , f n only depending on x such that Λ is given by (a 1 ···a n ) n j=1 a −1 j f j dx j and n−1 j=1 dx j ∧dy j while Λ 1 is given by α = n j=1 f j dx j and n−1 j=1 a j dx j ∧ dy j , where f 1 , . . . , f n have no zeros, dα = 0 and α ∧ d(α • J) = 0 when α is regarded as a 1-
j f j dx j (see page 893 of [11] and section 3 of [12] ). For simplifying computations we choose a 1 , . . . , a n in such a way that a 1 · · · a n = 1.
By lemma 2 the Poisson structure Λ is represented by
and Λ 1 by
Note that Ω ′ = Ω ′ 1 because a 1 · · · a n = 1. On the other hand dω
j=1 dx j ∧ dy j and α, n−1 j=1 a j dx j ∧ dy j respectively. In other words, consideringα instead α and calling it α again allows to assume, without loss of generality,
is closed. Therefore τ is a Casimir of Λ and τ = hα • J −1 for some function h. But in this case τ ∧ (α • J −1 ) = 0 and α • J −1 will be closed.
In other words
Recall that the web associated to (Λ, Λ 1 ) is completely determined by J and α regarded on the (local) quotient manifold N of M by the foliation t∈K Im(Λ + tΛ 1 ) (see [11, 12] again;) of course (x 1 , . . . , x n ) can be regarded too as coordinates on N around q, where q is the projection on N of point p. Now consider functionsx 1 , . . . ,x n such that dx j = f j (x j )dx j , j = 1, . . . , n; then (x 1 , . . . ,x n ) are coordinates on N about q, α = dx 1 + · · · + dx n and J = n j=1 a j (∂/∂x j ) ⊗ dx j , which shows the flatness of the web associated to (Λ, Λ 1 ). Set
and
As dx 3 is a Casimir of Λ 1 , if dω 1 = λ ∧ ω 1 then λ = 2x
On the other hand if we assume dω = λ∧ω then Λ(λ, ) = (∂/∂x 4 )+ 3(∂/∂x 5 ) since the contraction of −Λ(λ, ) and Ω equals λ ∧ ω = dω.
But at the same time
which implies that (2x
) and x 3 f have to be constant, contradiction. In short (Λ, Λ 1 ) is not flat at any point of A.
A practical criterion for local flatness is the following: When Λ(α, ) and X are proportional it suffices setting λ = f α.
Conversely if λ exists necessarily λ = f α since dω 1 = 0, so dω = λ ∧ ω = f α ∧ ω and Λ(α, ) and X are proportional. 
Other cases
the first one Kronecker with a single block, so generic, and symplectic the second one.
at p; therefore it is flat at p ′′ and one can choose a representative
. Then with the obvious identification (by means of the pull-back by the canonical projections forms on M ′ or M ′′ can be regarded as forms on
Note that the existence of a closed form as in theorem 2 happens for any representative because all of them are functionally proportional.
Let us denote byλ that corresponding to the representative above and 
Pairs on the dual space of a Lie algebra
The remainder of this work is essentially devoted to the generic case in odd dimension when Λ is linear and Λ 1 linear or constant.
Lemma 4. Consider a couple of analytic bi-vectors (Λ, Λ 1 ) on a con-
is generic for some p ∈ A, then the set of points q ∈ A such that On the other hand a 2-form β ∈ Λ 2 A * can be seen as a Poisson structure Λ on A * with constant coefficients. Remember that (Λ, Λ 1 )
is compatible if and only if dβ = 0. In this case (Λ, Λ 1 ) will be named a linear Poisson pair or a linear bi-Hamiltonian structure.
Other option consists in considering a second Lie algebra structure In both cases, because lemma 4, when dimA = 2n − 1 ≥ 3 one will say that (Λ, Λ 1 ) is generic if it is generic at some point (so almost everywhere), and flat if it is flat at every generic point. 
and by lemma 1
Finally a straightforward computation yields A couple of 2-forms β, β 1 on a vector space V , of dimension 2n − 1 ≥ 3, is named generic if it is generic as bi-vectors on V * , that is if
it suffices to check that (β + tβ 1 ) n−1 = 0 for any t ∈ C.
Observe that if Λ is the Lie-Poisson structure on the dual space B * of a Lie algebra B, then Λ(α) = −dα for each α ∈ B * , where dα is regarded as constant bi-vector on B * . Therefore, when dimB = 2n−1 ≥ 3, a linear (respectively Lie) Poisson pair (Λ, Λ 1 ) on B * , where
is generic at α ∈ B * if and only if (dα, β) (respectively (dα,
Example 2 (Truncated algebra). Let P be the Lie algebra of vector fields f · (∂/∂u), on K, such that f is a polynomial in u and f (0) = 0.
Set P m = u m P, m ∈ N, which is an ideal of P of codimension m. The quotient A = P/P m (we omit the subindex for sake of simplicity) is a
Lie algebra of dimension m that we called the truncated Lie algebra (of 
* , which is a symplectic form, and
is invertible and each τ + tτ 1 , t ∈ C, symplectic.
Moreover the vector subspace spanned by {e 1 , . . . , e n−1 ,ẽ} is Lagrangian for all symplectic form τ + tτ 1 , t ∈ C. Thus there exists a
It is easily checked that c(t) = 0 when t = 0; in this case v(t) ∈ A and the restriction of i v(t) (τ + tτ 1 ) n to A does not vanish. But 
In our case the vector field X of lemma 5 equals a(∂/∂x 1 ) with a = 0. Since Λ(dx n , ) and ∂/∂x 1 are not proportional about e * m−1 , the non-flatness of (Λ, Λ 1 ) at e * m−1 follows from lemma 3 (see remark below). 
On the other hand e * 1 ∧ e * 2 + e * 3 ∧ e * 4 is a 2-cocycle, so (Λ, Λ 1 ), where 
now apply lemma 3.
For unimodular algebras a more sophisticated construction is needed.
Until the end of this section A will denote a Lie algebra of dimension m = 2n − 1 ≥ 3. To each element α ∈ A * such that (dα) n−1 = 0 one associates a Lie subalgebra A α as follows:
By definition A α will be the 2-dimensional vector space spanned by v and Kerdα, which is a Lie subalgebra because one has
In this case v will be named a Hamiltonian of α.
Lemma 7. Suppose A unimodular. Consider α ∈ A * such that (dα) n−1 = 0. Then A α is either non-abelian or zero.
Proof. Assume dimA α = 2. Let v a Hamiltonian of α and u a basis of
For the purpose of this work, a couple (α, β) ∈ A * ×A * will be called generic if (dα, dβ) is generic and A (sα+tβ) is non-abelian or zero for all (s, t) ∈ C 2 − {0}; note that if A β is non-abelian or zero, it suffices to check the property for every A (α+tβ) , t ∈ C. Even when A is a real Lie algebra, this definition is meaningful by complexifying it. On the other hand, by lemma 7, when A is unimodular (α, β) is generic if (dα, dβ)
is generic.
The next step is to construct a new Lie algebra B A , called the secondary algebra (of A). Set B A = A × A × K endowed with the bracket Proof. Observe that the the center of A is zero because it is included in Kerdα ∩ Kerdβ, which is zero since (dα, dβ) is generic. Regarding (dα, dβ) as a couple of bi-vectors on A * and taking into account that Casimirs of dα + tdβ, t ∈ K, correspond to elements of Ker(dα + tdβ)
This new algebra is just the extension of
show the existence of a polynomial curve γ(t) = n j=0 t j a j in A, with a 0 , . . . , a n linearly independent, such that γ(t), t ∈ K, is a basis of Ker(dα + tdβ) (see [11, 12] .) Now choose ρ ∈ A * such that ρ(a 0 ) = 1 and ρ(a k ) = 0, k = 1, . . . , n; then ρ(γ(t)) = 0 for every t ∈ C (in the real case complexify A.)
On the other hand we identify B 
whose rank equals 2m.
Observe that dx 1 is a Casimir of Λ 1 , which corresponds to e 1 ∈ B A .
As rank([e 1 , ]) ≥ 2 because A has trivial center, from lemmas 3 and 5 and remark 5 follows the non-flatness of (Λ, Λ 1 ) at (ρ, α, 0) provided that it is generic.
Since rankΛ 1 = 2m, for verifying that (Λ, Λ 1 ) is generic at (ρ, α, 0) it suffices to show that every (Λ + tΛ 1 )(ρ, α, 0), t ∈ C, has rank 2m, which is equivalent to see that Λ(ρ, α + tβ, 0), t ∈ C, has rank 2m. Set τ = α + tβ; by complexifying A if necessary, we may suppose that it is a complex Lie algebra without loss of generality. If τ ∧ (dτ ) n−1 = 0 by considering a second basis {ẽ 1 , . . . ,ẽ m } of A (denoted as the first one for sake of simplicity) such that τ =ẽ * 
Proof. The set of contact forms is open and dense in

The special affine algebra
In this section we show that proposition 5 may be applied to this Lie algebra. Let V be a real or complex vector space of dimension n ≥ 2 and Af f (V ) the affine algebra of V , which can be regarded too like the algebra of polynomial vector fields on V of degree ≤ 1. Recall that Af f (V ) = I ⊕ sl(V ) ⊕ V where I consists of linear vector fields multiples of identity, sl(V ) is the special linear algebra of V and V the ideal of constant vector fields. On the other hand, the dual space Af f (V ) * will be identify to I * ⊕ sl(V ) * ⊕ V * in the obvious way.
Denote by kil the Killing form of sl(V ), which is non-degenerate;
* is an isomorphism of vector spaces. Moreover, given g, h ∈ sl(V ) then (dα g )(h, ) = −α [g,h] ; thereby (dα g )(h, ) = 0 if and only if
For any g ∈ gl(V ) and τ ∈ V * the subspace spanned by g, τ means that spanned by τ and the dual endomorphism g * . One will need the following results:
Lemma 8. On a real or complex vector space E = E 1 ⊕ E 2 , of even dimension, consider a couple of 2-forms λ, λ 1 such that Kerλ ⊃ E 2 , λ 1|E 1 = 0 and λ 1|E 2 = 0. One has:
(a) If λ 1|Kerλ is symplectic then λ + λ 1 is symplectic too.
(b) If the corank of λ 1|Kerλ equals two and dim(E 1 ∩ Ker(λ 1|Kerλ )) ≥ 1, then the corank of λ + λ 1 equals two.
Lemma 9. For any n ≥ 2 one may find real numbers a 1 , . . . , a n , b 1 , . . . , b n , c 1 , . . . , c n satisfying:
(I) a i = a j , b i = b j and c i = c j whenever i = j; moreover no c i ,
For every t ∈ C − {0}, at least n − 1 elements of the family a 1 + tb 1 , . . . , a n + tb n are different. Moreover is a such family includes two equal elements then 1 + tc i = 0 for every i = 1, . . . , n.
Proof. Consider a family a of two families a 1 , . . . , a n and b 1 , . . . , b n satisfying (I), (II) and (III).
Finally, choose c 1 , . . . , c n ∈ R − ({0} ∪ {t
Proposition 6. Given a n-dimensional, n ≥ 2, real or complex vector space consider g ∈ sl(V ) and τ ∈ V * and regard α g + τ like an element
of Af f (V ) * . Assume diagonalizable g. One has:
(a) If the eigenvalues of g are distinct and g, τ span
is symplectic.
(b) If, at least, n − 1 eigenvalues are different and g, τ span a vector
(a) In this case there is a basis On the other hand Kerdα g is the same as before while
and it suffices applying (b) of lemma 8 for computing the rank. Now suppose that two eigenvalues are equal; in this case there exists
and it is enough to apply (b) of lemma 8 for computing the rank.
Finally note that in both cases v n ⊗ v * n belongs to Ker(dα g + τ ).
Example 7. Let Af f 0 (V ) be the special affine algebra of V , that is
Consider a basis {v 1 , . . . , v n } of V and scalars a 1 , . . . , a n , b 1 , . . . , b n , c 1 , . . . , c n as in lemma 9.
and β =β |Af f 0 (V ) are contact forms on Af f 0 (V ). Indeed, we prove it for α the other case is analogous. By (a) of proposition 6 dα is symplectic, so there is z ∈ Af f (V ) such that i z dα =α, which implies that L z ((dα) n(n+1)/2 ) = 0 that is to say z ∈ Af f 0 (V ). But z is a basis of the kernel ofα ∧ (dα) (n(n+1)/2)−1 , hence its restriction to Af f 0 (V ), which equals α ∧ (dα) (n(n+1)/2)−1 , is a volume form.
Moreover (dα, dβ) is generic. Let us see it. Clearly rank(dα) and rank(dβ) equal dimAf f 0 (V ) − 1, so it suffices to show that the rank of dα + tdβ, t ∈ C − {0}, is maximal. If d(α + tβ) is symplectic reason as before. If not, taking into account thatα + tβ = α g+th + (τ + tµ),
j , by proposition 6 and lemma 9 we have two cases:
(1) The family a 1 +tb 1 , . . . , a n +tb n just includes two equal elements but no 1 + tc i , i = 1, . . . , n, vanishes.
(2) All a 1 + tb 1 , . . . , a n + tb n are distinct but one element of the family 1 + tc 1 , . . . , 1 + tc n vanishes.
In both cases, by (b) of proposition 6, rank(d(α + tβ)) = n 2 + n − 2
Summing up, one may apply proposition 5 to Af f 0 (V ) and (α, β). Set α 1 =α and β 1 =β + e * whereα,β, defined in the preceding example, are now regarded as elements of A(V, a)
where C is non-zero constant, while
where C ′ is another constant (perhaps zero). As dβ is symplectic on Af f (V ) it follows that β 1 is a contact form on A(V, a) if and only if
On the other hand (dα 1 , dβ 1 ) is generic if a = 0. Indeed, since dα and dβ are symplectic on Af f (V ) it is enough to show that dα 1 + tdβ 1 , t ∈ C − {0}, has maximal rank. If dα + tdβ is symplectic on Af f (V ) it is clear. Otherwise by proposition 6 the rank of dα + tdβ on Af f (V ) equals n 2 +n−2 and its kernel is not included in sl(V )⊕V . But, always
that the rank of dα 1 + tdβ 1 equals that of dα + tdβ plus two, that is 
where C is a non-vanishing constant. Thus rankΛ 1 = 2n − 2 if x n = 0.
Observe that dx n is a Casimir of Λ 1 .
On the other hand First one checks the genericity of (Λ, Λ 1 )(α 1 ), which is equivalent to that of (dα 1 , d 1 α 1 ). As
, where dα and dβ are computed on A and then extended to A×Af f(K) in the natural way, the rank of both 2-forms equals 2n. Therefore it will suffices to show that rank(dα 1 + td 1 α 1 ) = 2n, t ∈ C − {0}, which is obvious since
is unimodular dω 1 = 0; on the other hand dy 1 is a Casimir of Λ 1 since f 1 belongs to the center of this algebra. By lemma 5 the vector field is non-unimodular, β 1 is a contact form and (dα 1 , dβ 1 ) generic.
Of course example 7 has to be excluded since its Lie algebra is unimodular.
Generic non-flat linear Poisson pairs in dimension 3
The purpose of this section and the next one is to illustrate propo- In turn, any constant and Λ-compatible Poisson structure Λ 1 writes As dω = adx 1 ∧ dx 2 = 0 and dω 1 = bdx 2 ∧ dx 3 = 0 because [ , ] and [ , ] 1 are non-unimodular, the 1-form λ given by proposition 2 necessarily equals f dx 2 for some function f . But f dx 2 ∧ ω = dω = adx 1 ∧ dx 2 is closed, so f = f (x 1 , x 2 ). On the other hand, reasoning
with ω 1 as before shows that f = f (x 2 , x 3 ). Therefore f = f (x 2 ); but in this case λ = f (x 2 )dx 2 is closed and (Λ, Λ 1 ) flat.
In other words, there exists a 2-dimensional vector subspace I of A which the unimodular ideal of both brackets. Therefore given any u ∈ I the structure is determined by the restriction of [u, ] and ω 1 = −bx 2 dx 2 + x 3 dx 3 .
Note that (Λ, Λ 1 )(x) is generic just when (ω ∧ ω 1 )(x) = 0, that is to say just when P (x) = 0 where P = a 22 bx 
