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Abstract: We evaluate the near-surface representation of thermally driven winds in the Swiss Alps
in a numerical weather prediction model at km-scale resolution. In addition, the influence of grid
resolution (2.2 km and 1.1 km), topography filtering, and land surface datasets on the accuracy of
the simulated valley winds is investigated. The simulations are evaluated against a comprehensive
set of surface observations for an 18-day fair-weather summer period in July 2006. The episode
is characterized by strong diurnal wind systems and the formation of shallow convection over
the mountains, which transitions to precipitating convection in some areas. The near-surface winds
(10 m above ground level) follow a typical diurnal pattern with strong daytime up-valley flow and
weaker nighttime down-valley flow. At a 2.2 km resolution the valley winds are poorly simulated for
most stations, while at a 1.1 km resolution the diurnal cycle of the valley winds is well represented
in most large (e.g., Rhein valley at Chur and Rhone valley at Visp) and medium-sized valleys
(e.g., Linth valley at Glarus). In the smaller valleys (e.g., Maggia valley at Cevio), the amplitude of
the valley wind is still significantly underestimated, even at a 1.1 km resolution. Detailed sensitivity
experiments show that the use of high-resolution land surface datasets, for both the soil characteristics
as well as for the land cover, and reduced filtering of the topography are essential to achieve good
performance at a 1.1 km resolution.
Keywords: valley winds; diurnal cycle; high-resolution simulation; land surface datasets;
topography filtering
1. Introduction
Diurnal mountain winds are frequently observed over mountainous terrain, in particular under
fair-weather conditions. In the deep valleys of the Swiss Alps, these thermally driven flows can
occur throughout the year and they are a key characteristic of the local weather and climate (e.g., [1]).
Apart from their direct impact on the near-surface weather conditions, they influence the formation
of clouds and local thunderstorms and hence also the distribution of radiation and precipitation
over complex terrain (e.g., [2,3]). In addition to their impact on the local conditions, they are involved
in vertical airmass exchanges over mountainous regions and in horizontal exchanges between the
mountains and surrounding regions, thus also influencing the larger-scale weather evolution (e.g., [4–7]).
Therefore, the accurate simulation of these diurnal wind systems is important for the prediction of
local weather in mountainous regions and adjacent areas. It can be regarded as a necessary but not
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a sufficient condition for a skilful forecast. Due to their frequent occurrence, valley winds can serve as
a benchmark for evaluating the performance of high-resolution numerical weather prediction models
over complex terrain.
Diurnal wind systems span multiple scales, ranging from the scale of single slopes to the entire
mountain range. The thermally driven along-valley winds are often the most prominent feature, as they
are typically stronger than the smaller-scale slope flows. They also impact the surface winds, in contrast
to the larger-scale plain-to-mountain winds. As major settlements and hence routine observations sites
are often located on the valley floor, the along-valley winds are not only the most prominent diurnal
wind system, but they are also relatively well sampled by these measurement networks. This study
will focus on the along-valley winds in the Swiss Alps. Hence, observations from the operational
measurement network of MeteoSwiss can be used for model evaluation.
The mechanisms responsible for the formation of the diurnal along-valley winds have been
intensively investigated in the past using conceptual models (e.g., [8–10]), observations (e.g., [11–15]),
and, more recently, idealized numerical simulations (e.g., [16–19]), leading to significant advances in
our understanding of the valley wind dynamics, as reviewed in [7].
The capability of mesoscale numerical models to simulate the diurnal along-valley winds in
real valleys has been investigated in several studies (e.g., [20–23]). These studies have documented
good agreement between simulated and observed along-valley winds, providing high-resolution
surface data and a reasonable land surface initialization, in particular for soil moisture and snow cover,
is used (e.g., [21,23]).
Most previous studies have been conducted with research-based mesoscale models with model
setups optimized for a single valley. Few studies have considered the skill of operational NWP models
in simulating the along-valley winds (for several valleys). A notable exception is the study by [24].
The study evaluates the representation of topographic flows and moist convection over the European
Alps at convection-parameterizing (grid spacing ∆x = 6.6 km) and convection-resolving resolutions
(∆x = 1.1 and 2.2 km). With respect to the along-valley winds, it was found that their diurnal evolution is
qualitatively well captured by the convection-resolving simulations, for most valleys considered, although
their strength is generally underestimated. The results were found to be surprisingly insensitive to the
horizontal grid spacing of the convection-resolving simulations (i.e., 1.1 km vs. 2.2 km).
In this study, we evaluate the skill of a numerical weather prediction model with a configuration
close to the operational setup at MeteoSwiss, in reproducing the diurnal valley winds in the Swiss Alps.
Furthermore, we investigated the impact of horizontal grid spacing, topography filtering, and the
choice of land surface datasets on the accuracy of the simulated valley winds. In comparison to [24],
the present study focuses on the simulation skill at individual stations. Further differences include
a newer model version, a more dense station network, and most importantly new and higher resolution
datasets for topography, soil, and land cover characteristics. The two main model configurations
used in this study correspond approximately to the previous and current operational setup of
the high-resolution model at MeteoSwiss. Hence, the study will also allow for the demonstration
of the added value of the new operational setup for forecasting local weather phenomena over
complex terrain.
The paper is organized as follows. The numerical model, observational datasets, and numerical
experiments are introduced in Section 2. The simulation results are discussed in Section 3, and the
conclusions are drawn in Section 4.
2. Methods and Data
2.1. Model Description
The model used is the non-hydrostatic Consortium for Small-Scale Modeling Model (COSMO),
designed for regional weather forecasting and climate prediction at the mesoscale [25]. The model
solves the fully compressible governing equations using a split-explicit third-order Runge–Kutta time
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integration scheme [26,27]. A more detailed presentation of COSMO in convection-resolving mode is
given in [28].
For this study, COSMO version 5.0 is used in a setup close to its current use in numerical
weather prediction at MeteoSwiss. The package of physical parameterizations used in this study
include a radiative transfer scheme based on the δ-two-stream approach [29], a single-moment bulk
cloud-microphysics parameterization [30], and a turbulent kinetic energy-based surface transfer and
PBL parameterization [31,32]. Slope and shadowing effects on radiation are computed following
the method of [33,34]. A large model domain has been chosen (1100 × 1100 km2) to fully cover the
European Alps (see Figure 1a); a domain with extensions similar to that in the operational setup at
MeteoSwiss. In the vertical direction, a pressure-based hybrid coordinate is used, with 61 stretched
model levels ranging from the surface to the model’s top at 20 km. The vertical grid spacing ranges
from 20 m for the lowest levels, increases slowly to a grid spacing of about 100 m at 1 km above ground
level (AGL), and to about 1100 m at the model top. There are 20 model levels below 1 km. Due to the
vertical staggering, the centers of the lowest grid boxes (i.e., mass points) and the horizontal velocities
are located at about 10 m AGL. Rayleigh damping is applied in the uppermost levels.
(a) (b)
Figure 1. (a) The topography and integration domain, and (b) the location of the surface stations
available in July 2006 (discs) and the surface stations classified as diurnal wind stations (diamonds
and labeled; see text). The three stations characteristic of a large-scale (VIS), medium-scale (LOR),
and small-scale (CEV) valley are highlighted in red. The box in the left panel indicates the area shown
in the right panel. The box in the right panel indicates the area shown in Figure 2. It extends 187 km in
the east–west direction and 165km in the north–south direction.
The parameterization of the land surface processes is performed with the multilayer soil model
TERRA-ML [35]. The soil parameters (e.g., pore volume, field capacity, heat capacity, and wilting point)
are prescribed according to one of eight predefined soil types. Vegetation is specified by means of
prescribed seasonally varying leaf area index, fractional plant cover, and root depth. The soil model
is run with 10 soil layers with thicknesses ranging from 1 cm to 7.48 m and a total soil depth of
15.24 m. This setup was chosen so that the soil temperature and moisture could be initialized from an
available climate simulation (see below), thus strongly reducing spin-up effects in the soil. The surface
roughness length in COSMO arises from two contributions. One part depends on the type of land
cover in the grid box, and the other part is related to the subgrid-scale variance of the topography [36].
In steep Alpine terrain, the second part usually dominates.
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2.2. Experiments
A month-long time period with pronounced thermally driven diurnal winds has been selected:
the month of July 2006. The major part of the period is characterized by weak synoptic forcing with strong
irradiance and a pronounced diurnal cycle of the wind systems and local orographic convection over the
Alps on several days. Because of this latter aspect, July 2006 has been the subject of several previous studies
(e.g., [24,37–39]). Only during the beginning (5–8) and end (27–30) of the month is precipitation related to
synoptic disturbances. All simulations are initialized at 0000 UTC 1 July 2006 and terminated at 0000 UTC
1 August 2006 (UTC = Central European summer time−2 h). By performing month-long simulations
without re-initialization spin-up issues in the soil and the atmosphere are minimized, in particular of
the local atmosphere in the valleys (which is not resolved in the driving model).
Initial and six-hourly boundary conditions are provided by the operational analysis of the
European Centre for Medium-Range Weather Forecasting (ECMWF) at a horizontal resolution of
25 km. To ensure a short spin-up of the deeper soil layers, all simulations are initialized with soil
moisture and temperature distributions that were obtained from the long-term reanalysis-driven
climate simulation conducted by [40] with COSMO at a 2 km resolution. The land surface data for
the climate simulation were based on the low-resolution land surface datasets (see below). Only the
period dominated by weak synoptic forcing between 0000 UTC 9 July and 0000 UTC 27 July 2006 will
be evaluated in this study. All mean diurnal cycles presented below relate to this period.
An overview of the main numerical experiments is presented in Table 1. The setups for all
simulations are identical, except for differences in the horizontal resolution (1.1 km and 2.2 km)
and in the land surface datasets used to derive the topography, soil, and land cover, see Table 2.
The four main simulations (C1, C1lr, C2, and C2lr) allow for a separate assessment of the added
value of an increase in horizontal grid spacing and an improved description of the land surface.
The high-resolution datasets corresponds to the current operational setup of the high-resolution
COSMO run at MeteoSwiss, while the low-resolution datasets correspond to the former operational
setup at MeteoSwiss (which is still used at other national weather services). Characteristic differences
between the low- and high-resolution datasets are illustrated in Figure 2. Regarding soil type, there are
obvious, large differences between the two datasets, while the larger-scale land cover patterns appear
to be relatively similar in the two datasets (not shown). Note the large differences with respect to the
momentum roughness length. The Rhone valley, for example, is characterized by a large roughness
length in C1lr, but a small roughness length in C1, as would be expected for the flat valley floor. Clearly,
the high-resolution ASTER terrain data allows for a more realistic representation of the subgrid-scale
orography and its impact on the roughness length. To prevent numerical instabilities related to steep
terrain, the topography is low-pass-filtered (Raymond filter; [41]) with a cutoff at about 5 ∆x in the four
main simulations. In order to assess the influence of topography filtering, two additional simulations
with a cutoff at about 3.5 ∆x (C1f, C500f) are performed (see Section 3.4).
Table 1. Summary of the main numerical experiments. The abbreviation LSD refers to land
surface datasets, slope refers to the maximum slope in the integration domain, and ∆z equals
the root-mean-square error of the height differences between the diurnal wind stations and the
corresponding grid points.
Experiment ∆x (km) ∆t (s) LSD Filter Cutoff Slope (◦) ∆z (m)
C1 1.1 10 s high-res 5 ∆x 33.2 216
C1lr 1.1 10 s low-res 5 ∆x 25.3 222
C2 2.2 20 s high-res 5 ∆x 20.3 378
C2lr 2.2 20 s low-res 5 ∆x 20.2 348
C1f 1.1 10 s high-res 3.5 ∆x 43.6 142
C500f 0.55 5 s high-res 3.5 ∆x 45.6 78
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Table 2. Overview of land surface datasets and their resolution used in this study. The abbreviations
refer to Advanced Spaceborne Thermal Emission and Reflection Radiometer global digital elevation
map (ASTER), Harmonized World Soil Database (HWSD), GlobCover 2009 (GC2009), Global Land
One-km Base Elevation project (GLOBE), FAO Digital Soil Map of the World (FAO DSMW), and Global
Land Cover 2000 (GLC2000). For further information on these datasets and their use in the COSMO
model see [42].
Characteristic High-Resolution Datasets Low-Resolution Datasets
Topography ASTER, 30 m GLOBE, 1 km
Soil HWSD, 1 km FAO DSMW, 10 km
Land cover GC2009, 300 m GLC2000, 1 km
C1lr C1
Figure 2. Illustration of differences between the low-resolution (C1lr, left column) and the
high-resolution land surface data (C1, right column): maps of (top row) soil type and (bottom row) the
derived momentum roughness length z0 (m), based on the land cover type and subgrid-scale variance
of the topography. The axes denote horizontal distance in the number of grid points (∆ = 1.1 km).
2.3. Observations
Hourly measurements of 10m winds, 2 m temperature, 2 m humidity, pressure, and short-wave
incoming radiation (ETC) from the MeteoSwiss ANETZ (automatic monitoring network) are used.
From the total of 107 stations available for July 2006, only those stations with a pronounced diurnal
cycle in the wind speed are selected for further analysis (see Figure 1b). We refer to these as diurnal
wind stations. These stations are determined objectively, based on the criterion that the maximum
of the mean diurnal cycle of wind speed exceeds 4 m/s. A total of 21 stations fulfill this criterion
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(see Table 3). Table 3 also includes information on station altitude and site location. With regard to the
site location, we distinguish between six different cases: large valleys (lrgval; valley floor width w ≈
2 km), medium-sized valleys (medval; w ≈ 1 km), small valleys (smlval; w ≈ 500 m), mountain ridges
(ridge), mountain passes (pass), and lakeshores (lake).
Table 3. Characterization of diurnal wind stations that are identified in Figure 1b. The last column
characterizes the local site of the station. The abbreviation lrgval, medval, and smlval refer to a large
valley (lrgval), a medium-sized valley (medval), and a small-valley (smlval), respectively. The typical
valley floor width is 2 km, 1 km, and 500 m for the three valley sizes. The valley stations are typically
located at the valley floor. The abbreviations junc and curv refer to a station located near a valley
junction and in a curve, respectively, lake refers to a lakeshore site, ridge to a station located on
a mountain ridge, and pass to a station on a mountain pass.
Catchment Acronym Station Height (m) Site
Inn SAM Samedan 1708 medval (junc)
Linth GLA Glarus 517 medval (junc)
Reuss ALT Altdorf 438 lrgval
GUE Guetsch 2287 ridge
Rhein CHU Chur 556 lrgval (curv)
CMA Crap Masegen 2480 ridge
PMA Piz Martegnas 2670 ridge
QUI Quinten 419 lake
VAB Valbella 1569 medval
VAD Vaduz 457 lrgval
WFJ Weissfluhjoch 2690 ridge
Rhone EVI Evionnaz 482 lrgval
GRH Grimsel Hospiz 1980 pass
GSB Col de Grand 2472 pass
St. Bernard
SIO Sion 482 lrgval
ULR Ulrichen 1345 medval
VIS Visp 639 lrgval
ZER Zermatt 1638 smlval
Ticino CEV Cevio 417 smlval (curv)
LOR Lodrino 261 medval
PIO Piotta 990 smlval
For each model configuration, the model grid points associated with individual stations are
determined by minimizing an optimal distance to the stations. The latter is defined as a weighted
average of the horizontal and vertical distances, with stronger weight given to the vertical distance [43].
The hourly wind values correspond to ten-minute means based on vector-averaged instantaneous
measurements taken every second. The ten-minute means are calculated for the time interval HH:30.1
to HH:40.0, where HH refers to the corresponding hour.
3. Results
First, an overview of the analysis period is given including some typical results of the valley winds
simulated by C1 and C2lr, illustrating the added value of going to a 1km resolution. Second, the diurnal
evolution and frequency distribution of the valley winds are evaluated in detail. Third, additional
sensitivity experiments are conducted in order to assess the relative importance of increased model
resolution versus better-resolved land surface datasets and to assess the impact of topography
smoothing and a further increase of model resolution.
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3.1. Overview of July 2006
The observed weather in Switzerland during the analysis period in July 2006 is summarized in
Figure 3 in terms of mean precipitation and incoming shortwave radiation. On most days, there is
some precipitation linked to local deep convection, but the area affected by cloud cover is relatively
small as the irradiance remains high. Only in the beginning (5–8) and end (27–30) of the month is there
some precipitation related to synoptic disturbances (not shown). The impact of the fair weather and
the precipitation episodes is imprinted on the evolution of the soil moisture and the surface sensible
heat fluxes (not shown).
Exemplary results of the 10 m wind speed as simulated by C2lr and C1 (corresponding
approximately to the old and new operational model setup at MeteoSwiss) in comparison to
observations is shown in Figure 4 for three stations: one in a large valley, one in a medium-sized valley,
and one in a small valley, as defined in Table 3. The observations show a pronounced diurnal cycle
of the wind speed in all three valleys, with weak winds during the night and strong winds during
the day. Maximum daytime velocities are typically range 5 m/s to 8 m/s. Turning to the simulated
winds, the diurnal cycle is generally well captured by C1 for the two larger valleys, but the simulated
amplitude is too weak in the small valley. In contrast, the winds simulated by C2lr are generally too
weak, in particular for the smaller two valleys. These are fairly typical findings, as will be shown in
the following section.
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Figure 3. Time series of (a) mean precipitation, and (b) global radiation averaged over the Swiss
stations for the analysis period in July 2006, for the station observations (obs) and the C1 simulation (C1).
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Figure 4. Time series of observed and simulated wind for three typical valleys in the Swiss Alps for
a 10 day period: (a) a large valley (VIS); (b) a medium-sized valley (LOR); (c) a small valley (CEV).
This section is concluded by a basic evaluation of simulated 2 m temperature and surface pressure
(Figure 5), two important quantities related to the forcing of the diurnal winds. The figure shows the mean
diurnal cycles of the two quantities averaged over all Swiss stations and over the diurnal wind stations (see
Figure 1b). Averaged over all stations, both simulations (C2lr, C1) exhibit an overall warm bias and slightly
underestimate the diurnal temperature amplitude, due to a stronger nighttime warm bias. A nighttime
warm bias is a common feature of the COSMO model, likely due to deficiencies in the parameterization of
turbulence and land-atmosphere exchange [44]. Averaged over the diurnal wind stations, the daytime
warm bias is substantially reduced, but the underestimation of the diurnal amplitude is increased. Despite
these temperature biases, the diurnal pressure amplitude is overestimated for both regions, in particular for
the average over all stations. This overestimation suggests an overly large energy input into the boundary
layer, possibly resulting in an overly deep and/or overly warm boundary layer, in particular over the
non-mountainous regions. Consistent with the bias in the diurnal pressure amplitude, the simulated
daytime boundary layer during the analysis period is found to be both too warm and too deep over
the Swiss Plateau, as found by comparison with radiosonde data from Payerne (not shown). For the
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mountain regions, no information is available on the vertical temperature structure of the atmosphere.
For the comparison of the 2 m temperature with observations, a simple bias correction due to height
differences has been applied to the model data (∆T/∆z = −6.5 K/km). While the impact of the
correction on the average over all stations is minimal, for the average over the diurnal wind stations it
results in an temperature increase of about 1.2 K for C2lr and 0.2 K for C1. The corresponding bias
correction for pressure uses a gradient of ∆p/∆z = −0.1 hPa/m.
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Figure 5. Mean diurnal cycle averaged over all stations (upper row) and diurnal wind stations
(lower row) for 2 m temperature (left) and surface pressure (right).
3.2. Evaluation of the Diurnal Valley Winds
The 10m wind, as simulated by the two simulations C2lr and C1, is compared with observations in
terms of the mean diurnal cycle in Figure 6 for the three stations previously introduced. The differences
between the two simulations and the observations can now be more clearly seen, compared to the
time series discussed in the previous paragraph. For the station in the large valley, VIS, the diurnal
cycle is well represented by C1, both in terms of wind speed and wind direction, but it is virtually
non-existent for C2lr. Note that the period of strong up-valley winds is somewhat too short in C1.
Similar results hold for the station LOR, with somewhat improved skill for C2lr. For the station in the
small valley, CEV, the maximum amplitude is still underestimated even by C1, and there is a bias in
the up-valley wind direction. The corresponding results for all diurnal wind stations are shown in
Figure A1 in the Appendix. The analysis for all stations confirms the above results: generally closer
agreement with the observations for C1 compared with C2lr, generally good skill for the stations
in large valleys, and an underestimation of the strength of the valley winds for stations located in
small valleys. Going into more detail, the simulated frequency distribution of the wind direction and
the wind speed for the three stations is compared with observations in Figure 7 for the up-valley
wind period (1000–1800 UTC). Figure 7 confirms the improved skill for C1 in comparison to C2lr,
in particular for the wind speed and the overall wind regime for VIS. For the two stations in the larger
valleys (VIS and LOR), both the observed and C1 winds are relatively strong and up-valley most of the
time, while they are weaker for C2lr and more variable for VIS.
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Figure 6. Mean diurnal cycle of wind speed (lines) and wind direction (symbols) from observations
and simulations for the three typical valleys shown in Figure 4.
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Figure 7. Observed and simulated frequency distribution of the daytime near-surface wind for three
typical valleys (large: VIS; medium: LOR; small: CEV) for the evaluation period 10–18 UTC for
observations (OBS) and model simulations (C2lr, C1). Bin width is 22.5◦ and distributions of wind
speed are given for each direction (color).
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Next, the evaluation is extended to the four main simulations C2, C1, C2lr, and C1lr. As the
largest differences between observations and simulations are found during the daytime up-valley
wind, we focus on the daytime maximum winds. Furthermore, the daytime near-surface winds are
more strongly correlated with the strength of the bulk valley wind than the nighttime near-surface
winds and hence are a better measure of the strength of the bulk valley wind. The root-mean-square
error (RMSE) of the mean diurnal cycle in the period 10–14 UTC is shown in Figure 8. It can be
considered a robust measure of the difference in the mean maximum valley wind. As the typical model
error consists of an underestimation of the maximum wind, the RMSE corresponds roughly to the bias
of the mean maximum valley wind (with opposite sign). For all stations, the error for C1 is smaller
than that for C2lr. Thus, C1 is systematically closer to observations than C2lr. The picture becomes
clearer in terms of the overall statistics shown in Figure 9. Surprisingly, the error of the low-resolution
simulation with high-resolution land surface data (C2) is on average smaller than the error for the
high-resolution simulation with low-resolution land surface data (C1lr). Overall, there is a clear trend
of reduced error from C2lr to C1lr, from C1lr to C2, and from C2 to C1. The median RMSE is around
2m/s for C2lr and C1lr, about 1.5m/s for C2, and below 1m/s for C1.
Figure 9 shows clearly that only increasing the grid resolution—and keeping the older
low-resolution land-surface data—does not lead to much improvement in the average skill,
but combining increased grid resolution with higher-resolution land surface data leads to a significant
reduction of the error (C1).
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Figure 8. Root mean square error (RMSE) of the mean daily maximum valley wind (10–14 UTC) for
the four main simulations.
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Figure 9. Box plot of the RMSE for the mean daily maximum valley wind (10–14 UTC) for the four
main simulations.
Everything else kept equal, there is a significant increase in average skill with an increased model
grid resolution (C2 vs. C1). As the different valleys vary strongly in their characteristic dimensions,
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differences in the skill for individual stations can be expected (as seen in Figure 8). What fraction of the
station-to-station variability can be explained by differences in the fidelity of the model topography for
a particular valley and location? As a simple measure of the fidelity of the model topography, we consider
the bias of the grid point altitude with respect to the station altitude. Figure 10 shows the resulting
scatter plot of RMSE versus altitude bias. Errors in grid point altitude, positive biases corresponding to
an underestimation of the valley depth in the simulations, are clearly related to the RMSE. The anomaly
correlation is 0.6. With few exceptions, small altitude biases result in a smaller RMSE.
In summary, accurate simulation of the valley winds requires sufficient grid resolution to resolve
the valley topography, but also good-quality high-resolution land surface datasets (cf. Figure 9).
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Figure 10. RMSE of the mean daily maximum valley wind (10–14 UTC) versus the altitude bias of the
corresponding model grid point.
3.3. Impact of Land Surface Datasets
It has been shown that the use of high-resolution land surface datasets is essential for obtaining an
improved model performance at 1.1km grid spacing. Which of the land surface datasets, topography,
soil type, land cover, is primarily responsible for the improvements? To address this question, several
additional model runs were carried out. The resulting RMSEs of the simulated mean diurnal cycle is
summarized in Figure 11. It is found that all three datasets contribute to an improvement in terms of
the average statistics over all stations. In terms of the median RMSE, all three datasets contribute about
equally to the reduction of the error. In summary, high-resolution topography, soil type, and land
cover datasets are required for optimal results. As illustrated in Figure 2, high-resolution topography
is needed not only for a more accurate representation of the resolved topography but also of the
subgrid-scale topography used, for example, in the derivation of the momentum roughness length.
C1lr C1lr_s C1lr_l C1lr_sl C1
0.6
0.8
1.0
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1.4
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RM
SE
 [m
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]
Figure 11. An assessment of the impact of the three land surface datasets, namely soil type, land cover,
and topography, on the simulated mean diurnal cycle of the diurnal valley winds. Box plot of RMSE as
in Figure 9. Land surface datasets used, from left to right: (1) all low-resolution; (2) high-resolution soil
type; (3) high-resolution land cover; (4) high-resolution soil type and land cover; (5) all high-resolution.
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3.4. Impact of Topography Smoothing and Grid Resolution
The accuracy of the model topography depends not only the topography dataset used and the
model grid spacing, but also on the amount of smoothing applied to the model topography. It is
common practice to smooth the topography in order to remove topographic forcings originating
from the smallest scales, which can not be accurately represented by the model numerics and would
just result in numerical noise. Topography smoothing may also help with numerical stability by
reducing the maximum inclination of the slopes. In the COSMO model, a Raymond filter [41] is used
to smooth the model topography. The operational setup uses relatively strong smoothing, with a
cutoff at approximately 5 ∆x (filter parameter e = 1.7), in order to ensure numerical stability. Results
for Simulation C1f, a 1.1km model run with reduced smoothing (cutoff at approximately 3.5 ∆x;
e = 0.01), and for Simulation C500f, a 550m run with reduced smoothing, are shown in Figure 12. In all
three setups, the filter is applied twice. To ensure a stable model run, the implicitness of vertical fast
mode integration had to be increased. As expected, the reduced filtering (and the higher resolution)
results in significantly steeper slopes but also reduced altitude biases (see Table 4) and a more accurate
representation of the valley topography in terms of the valley cross section (Figure 13). The more
accurate representation of the topography leads to an improved simulation of the valley winds
(compare Simulation C1f in Figure 12 to Simulation C1 in Figure A1. Thus, for an accurate simulation
of the valley winds, it is recommended that the strength of the topography smoothing be reduced.
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Figure 12. As in Figure 6, but for three valleys with poor skill for C1; that is for ALT (Altdorf),
GLA (Glarus), and CEV (Cevio), see Figure A1.
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Figure 13. Effect of grid resolution and filtering on the topography for a large valley (a) and a small
valley (b). The black line denotes the ASTER data interpolated onto a 67 m resolution grid.
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Table 4. Model altitude bias (m) for typical stations in large, medium-sized, and small valleys and the
mean altitude bias of all diurnal wind stations.
Valley Station C2 C1 C1f C500f
large VIS 354 158 66 −8ALT 334 9 −41 3
medium LOR 379 188 103 −7GLA 459 134 41 3
small CEV 570 408 230 195PIO 553 344 235 51
all all 226 74 28 5
Increasing the resolution further to a 500 m grid spacing, leads to mixed results, as seen for
Simulation C500f in Figure 12 (in comparison to C1f). On the one hand, the winds in the narrow
valleys are further improved (e.g., GLA and CEV); on the other hand, there is an overestimation of the
maximum wind speed in the large valley (e.g., ALT). Other factors, such as an accurate representation
of the land-atmosphere interface, likely become more important once the grid resolution is no longer
the main limiting factor. Based on valley wind theory and the concept of the topographic amplification
factor [9,17], two important factors are the accurate representation of the local valley topography
and of the area–height distribution in the valley catchment, as the along-valley wind is driven by
local (along-valley) and regional (valley-plain) pressure differences. Furthermore, the height of the
ridgeline enclosing the valley catchment may play an important role with regard to the interaction
of the valley flow with larger-scale flows. The impact of filtering and model resolution on these
quantities is illustrated in Figure 14. With respect to the area–height distribution, the Rhone valley
is well represented at 1.1km (C1 and C1f), while the smaller Maggia valley is still underresolved,
although the bias is significantly smaller for C1f. The height of the ridgeline is much improved with
higher resolution and reduced filtering.
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Figure 14. Effect of resolution and topography filtering on the height of the ridgeline (b,d) and
the area–height distribution (e,f) for a large catchment, the Rhone valley (a), and a small catchment,
the Maggia valley (c). (a,c) The distance along the circumference of the catchment is marked every
50km. The axes denote the location in Swiss coordinates (in km). (b,d) The horizontal axis denotes the
distance along the circumference of the catchment.
4. Conclusions
The near-surface representation of thermally driven winds in the Swiss Alps in long-term
simulations at 2.2 and 1.1 km resolutions has been systematically evaluated against surface observations
for an 18-day summer period with weak synoptic forcing and intense solar heating. The importance
of grid resolution, the choice of land surface datasets, and the topography filtering for the accurate
simulation of the thermally induced winds is assessed. In comparison to previous work, this study
includes all moderate to strong diurnal wind stations in the Swiss Alps and thus is representative of
large and small valleys.
The evaluation of the simulations showed the following results:
1. At 2.2 km grid spacing, the diurnal cycle of the valley winds is poorly simulated for most stations,
in particular for the simulations using the lower-resolution land surface datasets. At a 1.1 km
resolution, the diurnal cycle is well represented in most large (e.g., Rhein valley at Chur and
Rhone valley at Visp) and medium-sized valleys (e.g., Linth valley at Glarus). In the smaller
valleys (e.g., Maggia valley at Cevio), the amplitude of the valley wind is still significantly
underestimated, even at a 1.1 km resolution. The median RMSE of the mean daytime maximum
wind speed is reduced from around 2 m/s for the two simulations with lower-resolution land
surface data (C2lr, C1lr) to less than 1 m/s for the 1.1 km simulation with higher-resolution land
surface data (C1).
2. The sensitivity experiments show that the use of high-resolution land surface datasets,
for topography, the soil characteristics as well as the land cover is essential to achieve an improved
representation of the valley winds. Thus, in contrast to [24], we find a significant improvement
of the simulated winds at a 1.1 km resolution, in comparison to a 2.2 km resolution. This can
be attributed to the fact that, in [24], the authors did not use the higher-resolution land surface
datasets, as these were not yet available for the COSMO model, and that they considered only
a small subset of the stations (located in the larger valleys).
3. Not surprisingly, the fidelity of the model valley topography is a key factor for a good
representation of the valley wind. It was found that a simple measure of this fidelity—the
grid point altitude bias—is a reasonable predictor for the accuracy of the simulated winds.
Furthermore, it was shown that a reduced filtering of the topography (cutoff at 3.5 ∆x),
in comparison to the operational setup at MeteoSwiss (cutoff at 5 ∆x), results in a further
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improvement of the simulated winds, in particular for the smaller valleys. The resolution
requirement for a good representation of the along-valley wind seems to be surprisingly moderate.
Resolving the valley floor cross section with only 1–2 grid points yields good results in most cases.
Our findings demonstrate that, as NWP models reach 1km grid spacing, a good representation
of the main diurnal wind systems, in particular the daytime along-valley winds, can be obtained in
an operational NWP model, provided that high-resolution land surface data is used. Even if these
winds are only one component of the complex-terrain boundary layer, they can serve as a useful
benchmark for high-resolution numerical weather prediction models over complex terrain. In contrast
to other complex-terrain phenomena, the strength of the near-surface along-valley winds can be
evaluated with routine wind observations. The accurate simulation of the near-surface component of
the thermally driven diurnal wind systems is just a first step in a skilful forecast for mountain regions.
Long-term observations of the vertical and horizontal structure of the diurnal wind systems and the
mountain atmosphere over long periods (e.g., [45]) are required for more detailed evaluation of NWP
models, improved physical parameterizations adapted to complex terrain, and hence better forecasts
of mountain weather.
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Figure A1. Mean diurnal cycle of wind speed (lines) and wind direction (symbols), as in Figure 6,
but for all diurnal wind stations for C2lr (blue) and C1 (red).
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