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Abstract— To achieve optimal performance in the regulation 
of nonlinear systems, more advanced control techniques are 
needed. In this paper, three of these techniques are applied and 
compared in a system composed of three tanks in cascade.  The 
first one is the Nonlinear Extended Prediction Self-Adaptive 
Control (NEPSAC). NEPSAC is a nonlinear predictive controller 
and therefore, is based on solving an optimization problem using 
the nonlinear model of the process to find a feedback control law. 
The second one is a gain scheduling controller using an array of 
autotuned PID controllers. This will be the non-model-based 
strategy. Finally, the gain scheduling approach is used again but 
with an array of linear model predictive controllers. In this case 
the predictive controller is EPSAC, the linear version of NEPSAC 
controller. Comparing all these control strategies, this work 
deepens in the characteristics, performance, advantages and 
disadvantages of these techniques to deal with nonlinear processes. 
It is intended to be a reference guide to choose - from a practical 
point of view - the most appropriate controller when dealing with 
a soft nonlinear system. 
Keywords— Nonlinear predictive control, Adaptive control, 
Output regulation 
I.  INTRODUCTION 
Most of the relevant processes in the industry present 
nonlinearities in their behavior and in many cases, these 
nonlinearities cannot be avoided. The use of the very well-
known linear control techniques have demonstrated their 
limitations in dealing with these kind of processes, and the 
development and applications of nonlinear control techniques 
are necessary for a good performance in the processes.   
One alternative is Nonlinear Model Predictive Control 
(NMPC), which is a specialized set of control strategies that are 
part of the more general Model Predictive Control (MPC) family 
of controllers. NMPC is based in the on-line calculation of the 
control action in the attempt to optimize a cost function using 
the mathematical model of the system [1]. However, the special 
feature of NMPC controllers is that they can handle nonlinear 
models of the different processes and, in this way, they are not 
limited to processes with a single point of operation, or processes 
with low nonlinear behavior; their use is justified when the 
process is strongly nonlinear or when the system needs to work 
in different operating zones and regimes [2]. 
Although NMPC theory had reached a certain degree of 
maturity in the last years, it is still limited to a certain kind of 
applications. This restriction is in part because of the lack of a 
guaranteed real-time solution of the resulting nonlinear 
optimization problem due to the multiple local minima the 
problem could have, and also because of the difficulty to create 
a nonlinear model of the system, together with nonlinear state 
estimators of the same [3].          
In this paper, the NMPC technique applied will be Nonlinear 
Extended Prediction Self-Adaptive Control (NEPSAC) [4]. 
NEPSAC is a nonlinear control technique, used in different 
works as in [5] or [6]. It is characterized by using a nonlinear 
model of the system instead of a linear approximation around an 
operating point, and it uses an iterative method for the 
optimization of the predicted behavior of the system, making its 
implementation computationally friendly compared to other 
nonlinear predictive control techniques. 
Another popular choice is the use of gain scheduling control, 
which has long acceptance to deal with nonlinear systems [7]. 
This method uses an array of linear controllers optimized around 
specific operating points of the system, and a gain scheduling 
signal, which will control and generate the control signal based 
on the individual responses of each linear controller. This way, 
the gain scheduling control can handle the variations of the 
dynamics of the system in its entire operation range. 
The second method used in this work is thus gain scheduling 
with an array of autotuned PID controllers (GS-PID). This 
technique does not need any model of the process because the 
parameters of each PID controller are tuned automatically based 
on the response of the system to the application of simple tests. 
The third technique, called here GS-EPSAC, will also be a 
gain scheduling approach but using an array of linear model 
predictive controllers, specifically the Extended Prediction Self-
Adaptive Control (EPSAC), presented in [4] and [8]. With this 
technique, the facilities to design linear controllers is combined 
with the advantages that model predictive control gives to the 
controlled system. 
The nonlinear process studied in this work consists of three 
tanks in cascade and the content of this paper is as follows. The 
description of the equations that govern this process is presented 
in section II. In section III, EPSAC and NEPSAC controllers’ 
procedure is described. In section IV, the three mentioned 
nonlinear strategies are presented. In section V the performances 
of these control strategies are compared. Finally, section VI 
concludes this work making some remarks regarding the 
advantages and disadvantages of the implementation of each 
approach studied. 
II. PROCESS DESCRIPTION 
The process in this paper consists of three water tanks in 
cascade, as in Fig. 1. This system has one manipulated input (ݑ), 
which is a water flow towards the first tank, one not manipulated 
input (d) as a disturbance on the second tank, and a single 
controlled output (y) which is the outflow of water of the third 
tank. 
A. Nonlinear process 
Using Torricelli’s theorem, it is known that the water level 
in a tank discharged only by effect of gravity responds to the 
equation in (1), where ݄ is the water level of the tank, ݍ௜௡ is the 
flow of water towards the tank, ݍ௢௨௧ is the outflow of the tank, ܣ is the area of the tank’s section, ܣ௦ is the area of the outlet, ܥௗ 
is the discharge coefficient, and ݃ is the gravity. 
ܣ݀൫݄ሺݐሻ൯݀ݐ = ݍ௜௡ሺݐሻ െ ݍ௢௨௧ሺݐሻ
ݍ௢௨௧ሺݐሻ = ඥ
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ܴ
ܴ = 1ඥ2݃ܥௗܣ௦
  (1)
For simplicity of simulation, and without loss of generality, 
all the tanks in the process have the same characteristics with 
their values of ܣ and ܴ equal to 1. Using these assumptions, the 
equation in (1) and the Fig. 1, the mathematical model of the 
system of three tanks is shown in (2). This model does not 
consider the disturbance on the second tank because it is 
considered as a non-modeled non-measurable disturbance. Fig. 
2 shows the response of the system to step signals at the input of 
the same amplitude at 5 different initial outputs, showing its 
strong nonlinear behavior with the great changes in the settling 
time, which goes from 240 seconds to 1440 seconds.   
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For the NEPSAC-NMPC model, a discretized version of (2) 
has been used: 
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In (3), ݐ is the discrete-time index (sample number) and ௦ܶ is 
the sampling time (10 seconds). 
B. Process linearization 
Because the third technique (GS-EPSAC) is based on an 
array of linear model predictive controllers, it is necessary to 
have linear models which fit the process in specific operating 
points. 
First in (2), it is make the change of variables ݄ଵ = ܪଵଶ and ݄ଶ = ܪଶଶ, converting (2) in (4). 
2ܪଵܪଵᇱ = ݑ െ ܪଵ
2ܪଶܪଶᇱ = ܪଵ െ ܪଶ
2ݕݕᇱ = ܪଶ െ ݕ
  (4)
In steady state, the variations are null and the signals take a 
constant value (ݑ = ݑത, ܪଵ = ܪഥଵ, ܪଶ = ܪഥଶ) then: 
ݑത = ܪഥଵ = ܪഥଶ = ݕത.  (5)
 
Fig. 1.  System of three tanks in cascade with one manipulated input, one 
controlled output and one disturbance 
 
Fig. 2.  Response of the system to input steps of the same amplitude at 
different initial heights 
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If every term in (4) is composed of two components, one 
constant and one variable (e.g. ݑ = ݑത ൅ ∆ݑ), (4) is converted in 
(6) using this two components and (5), neglecting the nonlinear 
terms of the variable components (e.g. ∆ܪଵ∆ܪଵᇱ ). 
2ܪഥଵ∆ܪଵᇱ = ∆ݑ െ ∆ܪଵ 
2ܪഥଶ∆ܪଶᇱ = ∆ܪଵ െ ∆ܪଶ 
2ݕത∆ݕᇱ = ∆ܪଶ െ ∆ݕ 
 (6)
Finally, the transfer function that relates the variables ∆ݑ and 
∆ݕ, which are the variations around the operating point of the 
input and output, respectively, is described in (7). 
∆ݕሺݏሻ
∆ݑሺݏሻ =
1
ሺ2ݕതݏ ൅ 1ሻଷ  (7)
This transfer function changes with the outflow and with 
higher values of this, the system’s dynamics is slower, which is 
in accordance with Fig. 2. This is why the process output signal 
has been selected as the scheduling signal in the 2 gain 
scheduling methods (GS-PID and GS-EPSAC). 
III. CONTROL TECHNIQUES APPLIED 
A. Gain scheduled PID controller 
The gain scheduling approach using PID controllers is 
illustrated in Fig. 3 and it is the non-model-based technique used 
in this work. The process output is used as the scheduling signal. 
The controller scheduler will interpolate the outputs of the PID 
controllers depending on the level of this scheduling signal like 
the relationship (8) in order to obtain the control signal. 
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 (8)
Three PID controllers were used and designed to deal with 
the whole operating range of the process and where sufficient to 
not lose similarity in the responses of the different tests. The first 
has been tuned around an output of 20 l/s with a phase margin 
of 50°, the second around an output of 50 l/s with a phase margin 
of 40°, and the last around an output of 80 l/s with a phase 
margin of 30°. For a quick but reliable design of the PID 
controllers, a relay-based  autotuner described in [9] has been 
used. This autotuning method creates an estimation of the 
Nyquist diagram of the process, designing the parameters of the 
PID controller based on this information and the required phase 
margin of the closed loop system.  
B. NEPSAC controller 
The NEPSAC controller uses the explicit nonlinear model of 
the process described in (3). For this case, a prediction horizon 
of 15 ( ଶܰ = 15) has been used in order to have a fast response 
to changes in the setpoint reference and disturbances. Also, to 
obtain a fast response without too big changes in the 
manipulated variable, the parameter ߙ of this approach has a 
value of 0.5. The control horizon is equal to 1 ( ௨ܰ = 1). 
C. Gain scheduled EPSAC controller 
The gain scheduling with EPSAC controllers is the third 
control technique used in this work. This technique combines 
the advantages of predictive control - such as easy dealing with 
constraints on the system signals - with the advantages of the 
gain scheduling approach, and with an implementation similar 
to the first control technique but replacing PID controllers with 
EPSAC controllers in Fig. 3. Unlike GS-PID, this GS-EPSAC 
approach needs an explicit set of linear models of the process 
because of the many predictive controllers used. These linear 
models are obtained from the linear approximation of the system 
in (7). Similarly to the gain scheduling technique with PID 
controllers, three EPSAC controllers are used, with the linear 
models around the outputs 20 l/s, 50 l/s, and 80 l/s. The 
controller scheduler is the same as for the first method, using the 
process output as scheduling signal. The linear EPSAC 
controllers will have the same parameters of the NEPSAC 
controller for a better comparison and also the same rule of 
interpolation of the GS-PID controller to calculate the control 
signal showed in (8). 
IV. COMPARISON BETWEEN CONTROL TECHNIQUES 
Comparisons of the 3 approaches are given in Figs. 4-5-6. 
These tests cover the whole operating range of this nonlinear 
system. The only restriction in the process is the maximum value 
of the input flow, which is 200 l/s. The unmeasurable 
disturbance on the second tank will have a change in its value 
from 0 l/s to -20 l/s in the middle of each test to observe the 
performance of the controllers rejecting disturbances. 
In the Fig. 4, the output reference is 20 l/s. In this figure, the 
settling time of the output using the NEPSAC controller is just 
 
Fig. 3.  Gain scheduling with PID controllers 
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130 seconds, while for the GS-PID and GS-EPSAC controllers 
is three times bigger. Similar settling times occur after the 
disturbance of -20l/s at time 1000 seconds. Something to 
highlight here is that although the active PID controller in the 
GS-PID approach is the one designed around an output of 20 and 
with the highest phase margin, the settling time is the lower of 
the three tests. This is because the nonlinearity of the system 
changes its dynamics notoriously, as can be seen in Fig. 2, where 
the dynamics near 0 are faster than with an initial output of 20, 
and therefore changing also the dynamics in closed loop. In the 
Fig. 5, the setpoint is 60 l/s and similar to the previous test, the 
best performance comes from the NEPSAC controller, with a 
settling time of 370 seconds, while for the other two, the settling 
time is around 700 seconds, almost the double. About rejecting 
the disturbance, the performance of the GS-EPSAC 
implementation is now more similar to the performance of the 
NEPSAC controller. Finally, the Fig. 6 presents the performance 
of the different approaches for a setpoint of 100 l/s. Again, the 
NEPSAC controller exhibit the best behavior of the three, both 
to reach the setpoint and to reject the disturbance.  
To finish the comparison of the performances, the Table I 
summarizes the medium square error (MSE) of the responses of 
each controller in each test of the previous figures, indicating 
clearly the advantage of the NEPSAC controller over the other 
controllers. 
V. CONCLUSIONS 
1) Three nonlinear control techniques were applied to a 
three-tank system, a very nonlinear process. They present 
acceptable responses in the entire operation range, with the 
NEPSAC controller showing the best response for setpoint 
tracking as well as for disturbance rejection. 
2) However, this good behavior comes with the cost of 
needing a nonlinear model, which in most of the cases could be 
difficult to identify, and also need more time of computation. 
3) GS-EPSAC controller exhibits an intermediate 
performance, and it only uses linear models of the process 
around specific operating points, which can be obtained with the 
easier and more developed techniques to identify linear models. 
4) The use of GS-PID approach leads to the worst 
performance of the three, but it is still acceptable and also, 
because of the autotuning method used to design each individual 
PID controller, it does not need an explicit process model, 
therefore, its implementation has the advantage of being the 
easiest and fastest of the three.  
5) Finally, the application of any of these techniques will 
depend on the nonlinearity and available information of the 
system, the quality of the performance required, and the time, 
physical and economic resources to design the controller. 
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TABLE I. COMPARISON OF THE MSE OF THE CONTROLLERS
MSE GS-PID NEPSAC GS-EPSAC 
ݎ = 20 12.94 6.71 8.84 
ݎ = 60 38.36 16.71 20.24 
ݎ = 100 61.22 30.57 32.71 
Fig. 5.  Comparison of the nonlinear controllers when the reference value 
is 60 
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Fig. 6.  Comparison of the nonlinear controllers when the reference value 
is 100 
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