Abstract. We obtain an upper bound for the distribution of primes in the form n 4 + k up to x, averaged over k with small square-full part. As a corollary, we show that for almost all k , there is an expected amount of primes in the form n 4 + k up to x.
Introduction
Dirichlet proved that any linear polynomial with coprime coefficients take prime values infinitely often. The case of showing a polynomial of degree two or more representing prime values infinitely often is still open, although there are stunning partial results due to Kuhn [18] and later by Iwaniec [16] . Kuhn's result [18] can be extended to show that any irreducible polynomial an 2 + bn + c with a > 0 and c is a product of at most three primes for infinitely many n. Iwaniec [16] improved Kuhn's result [18] for the particular polynomial n 2 + 1 by showing n 2 + 1 is a product of at most two primes for infinitely many n. For polynomials of two variables, Friedlander & Iwaniec [7] proved a spectacular theorem stating that the polynomial x 2 + y 4 attain prime values infinitely often. Later Heath-Brown [12] and Heath-Brown & Li [13] showed the polynomials x 3 + 2y 3 and a 2 + p 4 (p prime) takes prime values infinitely often respectively.
A conjecture of Bateman-Horn [4] says that if f is an irreducible polynomial in Z[x] satisfying gcd{f (n) : n ∈ Z} = 1 then
where n p is the number of solutions to the congruence f (n) ≡ 0 mod p, n ∈ Z/pZ.
Here Λ is the von-Mongoldt function. See [2] for a discussion on this topic. We note that in the special case of f (n) = n r + k , we can write
where χ is a multiplicative character of order gcd(p − 1, r). The representation of n p for this specific f is crucial for the following series of results.
Baier & Zhao [1] showed that for fixed A, B > 0, and x r (log) −A ≤ y ≤ x r , we have
for r = 2. Later, Foo & Zhao [6] proved the case of r = 3. We remark that in the speacial case of r = 2, Baier & Zhao [3] widened the region to x 1/2+ε ≤ y ≤ x by instead using the dispersion method of Linnik [19] .
In this paper we are concerned with showing the case of r = 4. As in all the previous approaches [1, 6] , we use the circle method to estimate
Next, we divide the interval [0, 1] into two sets, the major arc M and the minor arc m, which corresponds to the main and error term respectively. The computation for the integral over the major arc M and the corresponding error terms are done in sections 4-7. The computation for the integral over the minor arc m are done in section 8.
Results
We write f ≪ g or f = O(g) to mean there exist a C > 0 such that f ≤ Cg . When M ≤ m < 2M we write m ∼ M .
For any integer n ≥ 1, we can write n = ℓ 2 m where µ 2 (m) = 1. We denote the square-full part of n to be κ(n) = ℓ 2 , and so n is square-free if and only if κ(n) = 1. Theorem 2.1. For any fixed A, B, ε > 0, we have for
where the singular series is given by
and n p is the number of solutions to n 4 + k ≡ 0 mod p in Z/pZ.
Theorem 2.1 implies the following result immediately.
Corollary 2.2. For any fixed A, B, C, ε > 0 and S(k) as defined in Theorem 2.1, we have for
for all k up to y such that κ(k) ≤ y 1/2−ε with at most O y(log x) −C exceptions.
Preliminaries
We recall a special case of the large sieve over quartic characters from [9, Theorem 1.2].
Lemma 3.1. Let (a m ) m∈N be a sequence of complex numbers. Then
where the ⋆ on the sum over χ restricts the sum to primitive characters.
Next, we recall a bound for linear multiplicative character sum independently proved by Pólya, and Vinogradov, see [17, Theorem 12.5] .
Lemma 3.2 (Pólya-Vinogradov). For any non-principle character χ modulo q , we have
We state a large sieve inequality for number fields from [14, Theorem 1]. Lemma 3.3. Let K be a number field and r denote an ideal in K . Suppose u(r) is a complex-valued function defined on the set of ideals in K . We have
where N (f) denotes the norm of the ideal f, Φ(f) is Euler's totient function generalized to the setting of number fields, the * over the summation over χ indicates that χ is a primitive character of narrow ideal class group modulo f and the implicit constant depends on K .
We recall the Duality principle in [11, Theorem 228] .
Lemma 3.4 (Duality principle). For a finite square T = (t mn ) matrix with entries in the complex numbers. The follow statements are equivalent: For any complex sequence (a n ), we have m n a n t mn
For any complex sequence (b n ), we have n m
Recall the Perron formula from [5] . 
Recall the Weyl bound from [17, Proposition 8.2] .
Lemma 3.6 (Weyl). If f (x) = αx k + . . . + a 0 is a polynomial with real coefficients and k ≥ 1 then
Here x is the distance of x to the nearest integer .
Recall a result from Mikawa [20] .
where the # over the summation symbol means that if
Recall a result by Gallagher [8, Lemma 1].
Lemma 3.8. Let 2 < ∆ < N/2 and N < N ′ < 2N . For arbitrary complex sequence (a n ) n∈N , we have
We recall a classical result from [14] .
Lemma 3.9 (Bessel). Let φ 1 , φ 2 , . . . , φ R be orthonormal members of an inner product spaces V over C and let ξ ∈ V . Then
We recall a zero-free region for L-function from [17, Theorem 5.35 ].
Lemma 3.10. Let K\Q be a number field, ξ a Hecke Grossencharakter modulo (m, Ω) where m is a non-zero integral ideal in K and Ω is a set of real infinite places where ξ is ramified. Let the conductor
has at most a simple real zero in the region
The exceptional zero can occur only for a real character and it is strictly less than 1.
The major arc
The major arc is written as follows
where
for some suitable fixed c 1 > 0. We remark that when x is sufficiently large, Q 2 > Q 1 so that the intervals I a,q with q ≤ Q 1 are disjoint.
We write α ∈ M as
We will first estimate S 1 . For convenience we set
We have
For (am, q) = 1, we recall the identity
is the well-known Gauss sum. Applying this identity, the main term of (4.2) is transformed into 1
Separating the main term corresponding to the principal character χ 0 and using a property of Ramanujan sum, we obtain
Here the # over the summation symbol means that if χ = χ 0 , then χ(n)Λ(n) is replaced by Λ(n) − 1. Hence
Next we work on S 2 (α). Recalling (4.3), we get
Therefore by separating the the main term corresponding to χ = χ 0 , we obtain
We consider the main term T 2 (α). Observe that for G = (Z/q * 1 Z) * and G 4 = {g 4 : g ∈ G}, we have by orthogonality
Here r ≡ ♥ mod q * 1 means that n is congruent to a fourth power of an integer modulo q * 1 . Moreover,
, where u is the multiplicative inverse of u modulo q * 1 . It follows
In total, we obtain
Computing the singular series
The main term contributing in the major arc is As in [6] , we get that
The presence of µ(q) allows us to assume that q is square-free and as a consequence we have d
Thus we further simplify the above to
for some fixed constant c 2 > 0. Denote
q .
First we suppose q = p, a prime. A property of Ramanujan sum gives
where n k,p is the number of solutions to
Now let χ 1,p , χ 2,p , χ 3,p be three quartic characters of modulus p prime such that p ≡ 1 mod 4 and χ
Moreover, Σ(q) is a multiplicative function in q . Indeed for square-free positive integers q 1 , q 2 with all primes factors congruent to 1 modulo 4, and (q 1 , q 2 ) = 1, we have
Therefore for some fixed constant c 2 > 0, we get
Note that we can restrict q to be square-free with prime factors that are congruent to 1 modulo 4.
Bounding the second moment of Ψ(k)
First we partition the second moment into three pieces
and U, v are parameters to be chosen later.
We deal with Ψ 1 first. Expanding the square, we obtain
The first term is no more than
, by using the well-known bounds (6.1) q log log 10q ≪ ϕ(q), and ω(q) ≪ log q log log q .
The second term is bounded by
Partitioning the summation inside and applying the Cauchy's inequality, we have
Expanding the term in the square, we have
Note that by Lemma 3.1, we get by Cauchy's inequality
Hence by the Duality principle (Lemma 3.4), we have
Summing over r = 1, . . . , R = ⌊log 2 (y 3+ε /U)⌋ (logarithm base 2), we obtain
Note that primitive quartic character of conductor q coprime to 4 can be realised as quartic residue symbols m n 4 for some square-free n ∈ Z[i], n ≡ 1 mod 4 and not divisible by any rational primes with norm q . See [15] for a thorough background.
For large values of r 's with R < r ≤ ⌊v + 1⌋, it is enough to bound (6.3)
. Note that by the quartic reciprocity, we assert
, therefore in view of [9, Lemma 3.2], applying Lemma 3.3 to (6.3) and recalling (6.1), we majorise by
Summing over r from R to ⌊v + 1⌋, we have
Lastly, we bound Ψ 3 . For primes p ≡ 1 mod 4, p splits in
Clearly if s = 0 then f (s, k) = S(k), and also f (s, k) has no poles with ℜ(s) > 0. If we take
then the Dirichlet series associated with b q is f (s, k). Let us next consider the following Hecke L-function
so that we can write
It can be shown that h is absolutely bounded for all ℜ(s) > −1/2 + ε for any fixed ε > 0. Applying the Perron formula (Lemma 3.5), we have
.
for any C, T > 0. By applying Lemma 3.10 as in [6] , we can bound
for some fixed constant c 3 > 0. Setting
(logarithm base 2) and recalling (6.2), (6.4), and (6.5), we get (6.6)
for some fixed constant c 4 > 0.
Error terms from the major arc
There are three terms we need to bound, namely
By the summing the geometric series we can bound by
and therefore (7.1)
First consider
Partition the summation over n into dyadic intervals and let N < n ≤ N ′ ≤ 2N ≤ x. Applying the Cauchy's inequality, it is enough to bound (log x)
which is no more than
by Lemma 3.8. The character sum is
where χ ′ is the non-trivial character modulo q * 1 induced by the character χ 2 modulo q * 1 . The last line follows by Pólya-Vinogradov (Lemma 3.2). The first term in the upper bound of (7.1) can be estimated similarly. Therefore
for some fixed constants c 5 , c 6 > 0. Now by Lemma 3.9, we get 
for some fixed constant c 9 > 0, and also (log x) c 9 .
Proof of Theorem 2.1
By Cauchy's inequality and recalling (5.1), (6.6), (7.3), and (8.1), we get 
