Self-Supervised Representation Learning for Detection of ACL Tear Injury
  in Knee MRI by Manna, Siladittya et al.
Self-Supervised Representation Learning for
Detection of ACL Tear Injury in Knee MRI
Siladittya Manna
CVPRU, Indian Statistical Institute
Kolkata, India
siladittya r@isical.ac.in
Saumik Bhattacharya
E&ECE, Indian Institute of Technology
Kharagpur, India
saumik@ece.iitkgp.ac.in
Umapada Pal
CVPRU, Indian Statistical Institute
Kolkata, India
umapada@isical.ac.in
Abstract—The success and efficiency of Deep Learning based
models for computer vision applications require large scale hu-
man annotated data which are often expensive to generate. Self-
supervised learning, a subset of unsupervised learning, handles
this problem by learning meaningful features from unlabeled
image or video data. In this paper, we propose a self-supervised
learning approach to learn transferable features from MRI clips
by enforcing the model to learn anatomical features. The pretext
task models are designed to predict the correct ordering of the
jumbled image patches that the MRI frames are divided into.
To the best of our knowledge, none of the supervised learning
models performing injury classification task from MRI frames,
provide any explanations for the decisions made by the models,
making our work the first of its kind on MRI data. Experiments
on the Pretext task show that this proposed approach enables the
model to learn spatial context invariant features which helps in
reliable and explainable performance in downstream tasks like
classification of ACL tear injury from knee MRI. The efficiency of
the novel Convolutional Neural Network proposed in this paper is
reflected in the experimental results obtained in the downstream
task.
Index Terms—Self-supervised, representation learning, MRI
I. INTRODUCTION
Deep Learning techniques have displayed great success in
computer vision tasks like object detection, tracking or seg-
mentation. These deep learning models are trained on large
datasets containing millions of samples or several gigabytes of
human annotated data. Hence, these techniques fall under the
paradigm of Supervised Learning. The models that are trained
on large datasets can again be used as pre-trained network to
get faster convergence in several tasks, because they already
have learnt hierarchical features and greatly reduce the over-
fitting problem. However, annotating such huge amount of
data is really time consuming and requires human labor, thus
making it somewhat expensive to collect. In many cases,
especially for medical data, specific expertise is needed to
perform the annotation task which is often difficult to find.
Because of the cost and labor associated with supervised
learning, several attempts have been made to come up with
techniques which can help the machine learning models learn
good representation of the underlying data distribution without
the availability of large amount of annotated data. Recent
advances made in this regard, includes Transfer Learning,
semi-supervised learning, weakly-supervised learning, domain
adaptation and unsupervised learning strategies [28]–[31]
In this paper, we have concentrated our efforts on self-
supervised representation learning, which falls under the
canopy of unsupervised learning. The main objective of self-
supervised learning is to learn good feature representations
from large-scale spatial or temporal visual data without
the help of human supervision. This objective is generally
achieved by solving pretext tasks. Several pretext tasks have
been proposed for self-supervised representation learning and
these include image inpainting [21], solving jigsaw puzzles
[4], [10], temporal order correction [3], [5], [24], geometric
transformation prediction [3], [7], [20], [21], etc. To solve
these pretext tasks, the required self-supervision comes by
means of devising pseudo-labels which serve as the ground
truth. The pretext tasks and the associated pseudo-labels are
generally defined depending on the nature of the data. The
objective of the pretext task is to extract explainable and
transferable representations that can be useful in solving a
downstream tasks, such as, object detection, tracking, semantic
segmentation etc.
Several approaches of self-supervised learning strategies
include designing pretext tasks in which the objective is to
predict the geometric transformations applied on the images or
videos [3], [7], [20], [21]. Learning rich visual representations
from videos have also been achieved by designing pretext tasks
which predicts the temporal order of the permuted frames from
videos [3], [5], [24]. Generative models based approaches like
image inpainting [21], predicting future frames in video [17],
image colorization [23] also helps in learning higher-level vi-
sual representation from the data. Other spatial structure based
pretext tasks are also designed for different natural image
classes [4], [10], [25]. However, in medical image analysis,
application of self-supervised learning methods is limited. Jiao
et al. (2018) [3] applied a combination of temporal order
correction and geometric transformation prediction methods
for standard plane detection in fetal ultrasound videos.
The main objective of our paper is to propose a self-
supervised representation learning method to learn features
from knee MRI without human annotations. These features
will then be used to reliably detect injuries sustained in the
knee of a human. The pretext task in our method follows the
Jigsaw Puzzle solving strategy of learning visual representa-
tions. We have shown with rigorous experimental evidences
that this method helps the self-trained models to learn spatial
ar
X
iv
:2
00
7.
07
76
1v
1 
 [c
s.C
V]
  1
5 J
ul 
20
20
context invariant features in MRI clips. The downstream task
in our paper is to classify ACL tear injury in the Knee MRIs
using the features learnt by the pretext model.
Our contributions in the work are as follow.
‚ We propose a novel Convolutional Neural Network ar-
chitecture for Jigsaw Puzzle solving as pretext task. This
model can be trained from scratch to learn explainable
visual representational features.
‚ We also propose an unique Divide-and-Teach strategy to
train the model for the Downstream task in case of GPU
memory constraint. This strategy also enables the model
to learn temporally independent features.
‚ To the best of our knowledge, this work is the first of its
kind in Self-supervised representation learning domain
targeted for Knee MR videos.
‚ Our work is demonstrated to be effective in extracting
explainable and transferable context invariant features,
evident from results obtained in the Downstream tasks.
II. METHODS
Our goal is to learn feature representation of the spatial
and temporal information that is available from the Magnetic
Resonance videos. We achieve this goal by devising a novel
CNN architecture, which predicts the order in which the
patches have been jumbled or rearranged. In the following
subsections, we focus on designing the pretext algorithm and
subsequently the Downstream algorithm for detecting ACL
tear injury from knee magnetic resonance videos.
A. Pretext Task Algorithm
The pretext task in our method is similar to Jigsaw Puzzle
solving strategy. However, it can also be described to be more
similar to solving a sliding puzzle or more preferably Jumbled
Patch Order Prediction strategy. In this learning strategy, we
divide a randomly chosen frame from a MRI clip into N
square patches of dimension t L?
N
u ˆ t L?
N
u, where L is the
dimension of the square frame, N is the number of patches
we want to divide the frame into, and txu equals the nearest
integer less than or equal to x. Dividing the frame into N
patches gives N ! ways to jumble the patches. For N “ 9,
we have 9! “ 3, 62, 880 rearrangements. Let us denote the set
of all the rearrangements as J . Also, let the rearrangement,
applying which the frame remains ordered, as in Fig. 1, be
denoted by τ0.
Since solving a classification task with such a large number
of classes would require a huge amount of data and computa-
tional time, we choose a subset A of the set J by following
the Algorithm 1 which describes the steps we use to choose
the permuted rearrangement orders to be included in A. We
initialize the set of arrangements with the ordered arrange-
ment r1, 2, 3, 4, 5, 6, 7, 8, 9spτ0q and choose the threshold of
hamming distance as tN2 u. The hamming distance between
two permutations is defined as the number of positions in
which they differ. In our experiments, we consider N “ 9,
thus the threshold of hamming distance equates to 4. We
progressively keep on adding elements from the set J if its
Algorithm 1: SETARR : How to choose the set of
arrangements
Result: A : Set of Arrangements
Initialize A1 “ t τ0 u;
Given J : Set of all possible arrangements
for i = 1:9! do
d = 0
for a in A1 do
d “ d` hammingDistpa, Jrisq
end
d “ d|A1|
if d ě 4 then
A1 “ A1 Ť tJrisu;
end
end
A „ UrA1s
average hamming distance from the elements in the set A1
is more than or equal to 4. This algorithm ensures that the
elements in the chosen set do not lie in a crowded region in
the permutation space. Otherwise it becomes too difficult for
the model to differentiate between them. It also ensures that
the elements are not too far away from each other or the task
will become too easy for the model.
Running the above algorithm on J resulted in a subset of
about 12K permutations. But this number is still too high
to train a CNN model in reasonable amount of time and
with limited computational resources. Hence, we adopted a
uniform random sampling without replacement strategy, where
the samples are drawn from an uniform distribution to choose
|A| arrangements from the chosen 12K arrangements. In
Algorithm 1, UrA1s denotes uniform random sampling on the
set A1. It should be noted that the number of arrangements |A|
is equal to the number of classes C in the pretext classification
task.
To prevent the network from learning both inter-patch low
level signals like discontinuities in pixels patterns and intra-
patch low level signals like edges, corners and black pixel
regions, we applied data augmentations to each rearranged
patch. This also helps in making the model robust. We choose
the geometric transformation to be applied from a finite set
G, which can be expressed as a Cartesian product of four
finite sets R, Tx, Ty and S , i.e., G “ RŚ TxŚ TyŚS
where R “ t´15, 0, 15u, Tx “ t´t0.1Lpu, 0, t0.1Lpuu, Ty “
t´t0.1Lpu, 0, t0.1Lpuu and S “ t1, 1.2u. Here R, Tx, Ty,S
denote the finite sets of angles of rotation in degrees, magni-
tude of translation along x-axis and y-axis in pixels and scale
factors, respectively. Lp denotes the dimension of each side
of a square patch. This gives us 54 combinations of geometric
transformations, all to be chosen randomly. In addition to the
geometrical transformation, we also apply Gamma correction
with γ values chosen from the finite set t0.85, 1.00, 1.15u. The
purpose behind applying Gamma correction is to ensure that
the model learns structural features from the MRI clips instead
(a)
(b)
Fig. 1. Input patch ordering. (a) Image showing the numbering of the patches
in an ordered frame. (b) Image showing the numbering of the patches in a
jumbled frame and the corresponding channels the patches are fed into (output
node is in the direction of looking into the page perpendicularly).
of features based on pixel intensities.
It should be mentioned here that Lp ‰ L?N . Every patch
is obtained by randomly cropping a 64ˆ 64 patch out of the
t L?
N
u ˆ t L?
N
u patch. In our experiments, t L?
N
u “ 85. So,
we have a 21 pixels buffer region in each patch by which
the 64ˆ 64 patch can be randomly shifted to obtain different
patches. By doing this, we ensure a minimum gap of 0 pixel
and a maximum of 42 pixels gap between two neighbouring
patches. These 64ˆ 64 patches are then fed to the network as
input after rearrangement.
To obtain the Jumbled Patches (Fig. 2) and the Pseudo-
labels, we apply Algorithm 2 to the frames randomly sam-
pled from each MRI sample. Geometric transformation g is
obtained by uniformly sampling an element from the set of
geometric transformations G and applied to each patch. 64ˆ64
patch is obtained by first uniformly sampling values for the
reference points (refx, refy) from the range [0, t L?
N
u´ 64],
and then cropping a 64ˆ 64 patch from the larger patch with
the reference point (refx, refy) as its origin.
The random pseudo-label selection process and random
augmentations applied to each patch, forces the network not
to learn features which spatially correlates two neighbouring
patches. Instead, it forces the network to learn spatial context
invariant feature representations.
B. Issues with Pretext Tasks
The primary issue that occurs when training a pretext task is
that the pretext task models are very prone to learning low
level signals. When using the Jigsaw Puzzle solving strategy
without the augmentations, the model tends to learn low level
signals similar to the clues that humans often use when solving
Algorithm 2: PREPFRAM : How to prepare each frame
for training
Result: PA : Jumbled Patches from a frame F
Initialize
F = a random frame from a MRI sample
PA “ t u
L1 “ t L?
N
u
row “ col “ refx “ refy “ 0
Given
A : Set of rearrangements
G : Set of geometric transformations
Sample τ “ UrAs
for i=1:9 do
row “ t i?
N
u
col “ i mod ?N
P 1 “ Frrow.L1 : prow ` 1qL1, col.L1 : pcol ` 1qL1s
g “ UrGs
P 1 “ gpP 1q
refx “ Ur0,L1 ´ 64s
refy “ Ur0,L1 ´ 64s
P 1 “ P 1rrefx : refx` 64, refy : refy ` 64s
PA “ PAŤP 1
end
Jigsaw Puzzles. The approach we follow in this paper also
compels us to take a subset of the large pool of possible
rearrangements. Otherwise the required computational time
would become huge. To choose the permutations we follow
an approach similar to the one followed in [4] with necessary
changes.
As MRNet dataset contains grayscale data, the presence of
black pixels in the images is a lot more than in natural images.
The dataset contains 1130 training samples, but the difference
in content or information between the frames of two different
clips at almost the same time step is very little. Thus, the
variation in information over the whole training set is not large.
This makes it difficult for the model to differentiate between
two almost identical samples.
In one of our initial models we used a single Inception-
ResNet-v2 network pre-trained on ImageNet, to detect the
arrangements. The input was all the 9 patches put together like
in Fig. 2. The model used the low level signals like patterns
of black pixels, corners, edges and discontinuities between
patches to learn discriminative features. This is shown in the
gradient class activation mappings [2] in Fig. 3. This tendency
of the model to learn shortcuts to the global minima of the
loss surface prevents it from learning context invariant visual
representational features. Fig. 3 shows the gradcam [2] outputs
of the aforementioned model along with the ground truth label
and the probability of prediction.
C. Pretext Task Model Architecture
In our paper, we have used a semi-parallel architecture for
our pretext tasks. The final network model architecture used
Fig. 2. A single batch of jumbled frames
Fig. 3. Gradcam output shows the regions (indicated by red) where
the model built using pre-trained Inception-ResNet-v2 gains maximum
information from. It is clearly visible that the maximum attention is on
the low level signals as mentioned in Section II.B
for the pretext tasks in our experiments is shown in Fig. 4. As
we divided the input image into 9 patches, we feed each of the
9 patches into one of the 9 parallel Convolutional channels.
Each convolutional channels is made up of 2 Convolutional
blocks. Each convolutional block consists of two convolutional
layers followed by a Max Pooling layer. The number of filters
of both the convolutional layers, in the two convolutional
blocks are 256 and 512, respectively. The Max Pooling layer
has a pool window of size 2ˆ 2 and stride 2.
The output from all the 9 channels are then concatenated
to get a output volume of shape 8 ˆ 8 ˆ 4608. This output
volume is then convoluted with 1 ˆ 1 filters to reduce the
dimensionality and gives an output of shape 8 ˆ 8 ˆ 1024
which is then fed into two channels. The first channel is
a convolutional block, which consists of two convolutional
layers with 1024 filters, with the second layer having stride 2,
thereby causing the resolution of the output to be reduced to
half of the input. The second channel contains a convolution
layer with 1024 filters with kernel size 1 ˆ 1 and followed
by a max pooling layer which reduces the dimensions to half.
The reason for using this second 1 ˆ 1 layer is simply to
increase the non-linearity of the model. The outputs from the
two channels are again concatenated to form an output volume
of 4ˆ4ˆ2048. Global average Pooling is applied to this output
volume of shape 4 ˆ 4 ˆ 2048 to obtain an output of shape
2048, which is then fed into a fully connected layer of length
1024, followed by another Fully Connected layer of the same
length. The second Fully Connected layer is connected to the
output consisting of C nodes, where C is the number of classes.
During the Downstream task, only the convolutional layers
from the 9 channels are used. So the quality of the features
learnt in the pretext task play an important role in the down-
stream tasks.
D. Downstream Task Algorithm
In this paper, the objective of the downstream task is to
predict whether the knee has sustained injury to the Anterior
Cruciate Ligament or not.
Algorithm 3: DIVFRAM : How to divide the frames
Result: I : List of Inputs
Initialize
I “ r s;
start index “ 0;
end index “ 0;
Given
F : All frames in the MRI clip
N : Number of frames
for i = 1:9 do
n “ r N9´i`1 s
end index = end index + n
Append F [ start index : end index ] to I
start index = end index
end
For performing the downstream task, we construct a model
(Fig. 5) consisting of two parts, feature extractor and discrim-
inator. The model, self-trained using the pretext tasks acts as
the feature extractors. The feature extractor part consists of
the 9 convolutional channels from the pretext task model.
In our paper, we devise an unique Divide-and-Teach training
methodology. As we have seen that the pretext task consists
of 9 channels through which different patches have been at
different points of time during the training process. So, it is
Fig. 4. Network model for Pretext Task
Fig. 5. Network model for Downstream Task
expected that convolutional layers of the respective convolu-
tional blocks in all the channels will learn features which are
context invariant and more or less similar. That being said,
we can safely claim that each convolutional layer is capable
of extracting useful features from the frames, irrespective of
the temporal position of the frame in the MRI clip. We divide
|F | frames into 9 parts before feeding to the 9 channels of
the CNN, |F | being the total number of frames in the MRI
sample. After the respective outputs are obtained from each
channel, we concatenate the outputs over the frames to obtain
an output of shape |F | ˆ 64 ˆ 64 ˆ 512. These features are
then fed into the discriminator.
The Discriminator consists of three convolutional blocks,
each containing two convolutional layers. Both the layers in
each convolutional block has filter size 3 ˆ 3 but only the
second convolutional layer has stride 2. This reduces the
dimensions to half without the use of Max Pooling layers.
The three convolutional layers result in an output of shape
|F |ˆ8ˆ8ˆ1024. We then apply Global Average Pooling to the
output, followed by max pooling over frames [1]. This gives
an output of length 1024, which is then fed into a network of
two fully connected layers, each containing 1024 nodes. The
output from this layer is finally fed into the output node. The
downstream task is a binary classification task, hence sigmoid
activation is applied on the output node to obtain predictions
in the 0 to 1 range.
To prevent the self-trained CNN layers from learning
temporal-specific features during the fine-tuning process, we
shuffle the list of inputs I, such that the frames at ith position
are not fed into the ith channel. Concatenating the outputs
from the 9 convolutional channels of the Feature Extractor,
we get back an output of shape |F | ˆ 64 ˆ 64 ˆ 512 but
this output is not ordered temporally. The Discriminator takes
these extracted features as input, with one input arranged in
a different temporal order than the previous one. Shuffling
the temporal order of the frames helps the model in learning
mode generalized features. This strategy also helps the model
in dealing with missing frames and sparse temporal data. The
gradient class activation mappings [2] are presented in section
III. D.
Apart from the above Divide-and-Teach training strategy,
data augmentations like random rotation, translation and scal-
ing were also applied on each frame during training. The
augmentations applied were different for different elements
of the input I. In addition to the above augmentations we
also added Gaussian Noise to the frames from the training
set samples to make the model more robust and reduce
generalization error.
III. EXPERIMENT AND RESULTS
A. Dataset
In our experiments, we use the MRNet [1] dataset as our
reference dataset. The MRNet dataset [1] contains 1370 knee
MRI clips in total. Out of 1370 clips, 1130 MRI clips are
included in the training set and 120 MRI clips are considered
as the tuning or validation set. The rest 120 are used for
external validation and is hidden. The classes in the dataset
are Abnormality, ACL Tear and Meniscus Tear. Out of the
1,130 training examples, 917 are Abnormal exams, 208 are
ACL tears and 397 examples are Meniscus tears. The MRNet
Dataset is a multi-label dataset and is imbalanced in nature.
This gives us an opportunity to explore the effects of self-
supervised learning techniques on imbalanced datasets.
B. Pretext Task Experimental Details
During training, the model was trained with frames chosen
following the strategy discussed in Section II.B. We optimized
the Categorical Crossentropy loss of the model using Adam
optimizer with a small learning rate of 10´4. We used a batch
size of 32 during both training and validation stages. However,
during the validation stage, we used neither data augmentation
on the patches nor gamma correction on the frames, because
our ultimate goal is to extract features from frames which are
not jumbled. Hence, it seemed logical to tune the network only
on the ordered frames. No augmentation was applied on the
frames as a whole. The pretext model was trained entirely from
scratch on a NVIDIA RTX 2080Ti 11GB GPU. The training
was stopped when the Validation accuracy showed signs of
flattening.
C. Pretext Task Results
Intuitively, the main objective of the pretext task should
be to learn features which will contribute more towards the
downstream task. In our paper, we have presented the results
pertaining to detection of ACL tear injury in Knee MRI. In
the Fig. 6 we can see the Region of Interest which needs
to be focused on primarily to get good performance on the
downstream task. From the gradient class activation mappings
[2], as shown in Fig. 7, we see that the pretext task model
has reliably focused on the important structural parts of knee
where the Anterior Cruciate Ligament exists. Thus, it provides
explainability to the downstream task which is absent in most
of the recent deep models. To further analyze the capacity of
the model, we select 1000 random permutations as mentioned
in Algorithm 1 and train the model by changing the final layer
accordingly. As shown in Table 1, even after increasing the
number of permutations, the proposed model performs well
and finds out the relevant structures from the MRI frames.
TABLE I
PRETEXT TASK EXPERIMENTAL RESULTS
Arrangements Training Accuracy Validation Accuracy
500 87.3% 85.4%
1000 71.7% 68.5%
D. Downstream Task Experimental Details
In the downstream task, due to memory constraint on the
NVIDIA RTX 2080Ti, we limited the number of frames to
(a) (b)
(c) (d)
Fig. 6. Region of Interest for ACL tear Detection. Image (c) and (d) showing
the enlarged view of the ROIs marked in red in the image (a) and (b),
respectively.
Fig. 7. Gradient Activation Class Mappings on the 64ˆ 64 patches showing
the attention the pretext task model gives on the Anterior Cruciate Ligament
minp|F |, 27q, where |F | is the number of frames in the MRI
clips. If the number of frames in any MRI clip is more than
27, we use uniform random sampling to select 27 frames
from |F | number of frames. This strategy helps the model
deal with missing frames and sparse temporal data. Also, we
kept the batch size limited to 1. We optimized the binary
crossentropy loss of the model using Adam Optimizer with
an initial learning rate of 10´5. Since the dataset is highly
imbalanced, we used oversampling to balance the dataset
before training our model. The number of positive ACL tear
injury samples in the MRNet Dataset is 208 and the number
of negative samples is 922. To do away with this imbalance,
TABLE II
DOWNSTREAM TASK RESULTS FOR MODELS OF DIFFERENT CAPACITIES
Model Number Accuracy AUC
of Parameter (95% CI) (95% CI)
Proposed 77 Million 76.62 (74.5,78.83) 0.8481(0.8284,0.8651)
Model-2 75 Million 73.4 (71.0,75.6) 0.834 (0.812,0.850)
Model-1 72 Million 71.7 (70.2,72.9) 0.813 (0.797,0.829)
we over-sampled the minority class (positive) to 922. This
over-sampled dataset was then used to train the downstream
model. During the Validation stage, we did not apply random
shuffling of the frames or any type of data augmentation, but
we chose minp|F |, 27q number of frames and then partitioned
the frames into 9 parts.
E. Downstream Task Results
In the downstream task, we gradually increased the number
of parameters by adding different layers. As the number of pa-
rameters is increased, the models’ capability of approximating
the function from the input space to the output space increases.
It can be observed from the results presented in Table II that
increasing the number of parameters boosts the performance,
even when the positive samples are under-represented during
the pretext task. For the ACL tear detection task, the best
results were obtained using our final model with 77 Million
parameters. It achieved an accuracy of 76.62% (95% CI 74.50,
78.83) on the Validation set and an AUC score of 0.8481 (95%
CI 0.8284, 0.8651).
From the gradient class activation mappings [2] in Fig. 8,
it can be seen that the downstream model also focuses on the
desired region, required for it to detect the ACL tears. Though,
there are some models that perform the classification task of
injury from MRI frames, to the best of our knowledge, none of
them provides any insight or explanation for the decision made
by their models. Thus, we could not compare the performance
of our model with any existing method.
F. Ablation Studies
To optimize our model architecture, we built multiple mod-
els by changing the different hyperparameters associated with
the model. Among all the variants, the model shown in Fig.
5 corresponds to the final model which performed the best in
the downstream task. In a variant model (Model-1), a Max
Pooling layer was introduced instead of the first convolutional
block in the Discriminator and the two convolutional layers
in the second convolutional block contained 512 filters each.
Also only one Fully Connected layer was used in Model-1.
In the second variation (Model-2), we increased the capacity
by adding another fully connected layer with 1024 nodes and
increasing the number of filters of the convolutional layers
in the second convolutional block to 1024. The Max Pooling
layer in the Discriminator of Model-1 remain unchanged in
Model-2. In the best performing model (Model-3), we replaced
the Max Pooling layer in the discriminator by a convolutional
Ground Truth Label : 0 Ground Truth Label : 0
Ground Truth Label : 1 Ground Truth Label : 1
Fig. 8. Gradient Activation Class Mappings on the 256ˆ 256 frames shows
that the downstream task model focuses on the Anterior Cruciate Ligament
block, containing two convolutional layers, each with 512
filters. The performance results of all the three models have
been shown in Table II. We observed that further addition of
convolution layer increased the model complexity without any
effective change in performance.
G. Effects of Class Imbalance
The pretext task and the downstream task, both contributes
to the ultimate objective of detection of ACL injury from knee
MRI. The motivation of our work is to build a pretext model,
capable of learning spatial context invariant visual representa-
tional features. In our experiments, 0 represents the majority
class and 1 represents the minority class. The results presented
in Table III show that in case of an imbalanced dataset, the
features of the majority class receive more weightage than the
minority class in the pretext task and hence were learnt better,
even though the pretext models are trained using pseudo-
labels. Every sample in the training set is chosen exactly once
when preparing the pseudo training samples in the pretext task.
Thus for each pseudo-label, there are more samples from the
majority class than from the minority class.
When the oversampled dataset is used to train the model in
the pretext task, equal number of samples from both classes
are selected for preparing the pseudo training samples. Thus,
the features from both the original classes are learnt with
equal weightage. The pretext model achieved Training and
Validation accuracy of 91.2% and 90.6% respectively. The
downstream model showed an increase in the True Positive
Rate and a reduction in Type 2 error. However, Type 1 error
increased slightly, subsequently lowering True Negative Rate.
TABLE III
ABLATION STUDY ON THE TASK OF DETECTION OF ACL TEAR INJURY
Model Accuracy AUC Sensitivity Specificity
(95% CI) (95% CI) (95% CI) (95% CI)
without 76.62% 0.8481 0.5908 0.9062
oversampling (74.5,78.63) (0.8284,0.8651) (0.5511,0.6223) (0.8799,0.9275)
with 76.72% 0.8479 0.7395 0.7881
oversampling (74.90,78.70) (0.8264,0.8701) (0.7132,0.7757) (0.7599,0.8182)
IV. CONCLUSION
The objective of this work is to explore the possibili-
ties that Self-supervised learning provides in Deep Learning
applications, particularly in medical image analysis domain.
It has been shown that our proposed pretext model extract
structural features particularly from the region of interest
which can support a downstream task of classification further.
The challenges associated with this pretext task are discussed
and analyzed thoroughly. However, approaches involving self-
supervision depend largely on the quality of the features that
the pretext models learn and this shapes the performance of the
downstream task. We look to further explore other techniques
which can accommodate different kinds of injuries in a single
downstream task by learning more robust and meaningful
visual representational features in the pretext tasks.
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