Motivated by the important problem of detecting association between genetic markers and binary traits in genome-wide association studies, we present a novel Bayesian model that establishes a hierarchy between markers and genes by defining weights according to gene lengths and distances from genes to markers. The proposed hierarchical model uses these weights to define unique prior probabilities of association for markers based on their proximities to genes that are believed to be relevant to the trait of interest. We use an expectation-maximization algorithm in a filtering step to first reduce the dimensionality of the data and then sample from the posterior distribution of the model parameters to estimate posterior probabilities of association for the markers. We offer practical and meaningful guidelines for the selection of the model tuning parameters and propose a pipeline that exploits a singular value decomposition on the raw data to make our model run efficiently on large data sets. We demonstrate the performance of the model in a simulation study and conclude by discussing the results of a case study using a real-world dataset provided by the Wellcome Trust Case Control Consortium.
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Introduction.
A genome-wide association study (GWAS) aims to determine the subset of genetic markers that is most relevant to a particular trait of interest. From a statistical perspective, this task is usually framed as a regression problem where the response variables are measurements of either qualitative traits, e.g., a binary value indicating the presence or absence of a disease, or quantitative traits, e.g., a person's blood pressure, and the explanatory variables are the number of reference alleles present at each marker, or single nucleotide polymorphism (SNP), as well as other covariates of interest such as age or smoking status. Many linear models (Balding, 2006; Stephens and Balding, 2009 ) have been developed to detect associations between SNPs and traits, but they generally suffer from the "large p, small n" problem where the ratio of the number of predictors, p, to the sam-ple size, n, is on the order of hundreds to thousands (West, 2003) . Moreover, other issues such as collinearity in the covariates due to linkage disequilibrium [LD, (Pritchard and Przeworski, 2001) ], rare variants, and population stratification result in inefficient estimation of model parameters and a loss in statistical power to detect significant associations (Wang et al., 2005) .
A common strategy to overcome the large-p-small-n problem in GWAS is to forgo analyzing the SNPs jointly and to instead model them independently. Although successful GWAS have employed this strategy (Burton et al., 2007) , multiple hypothesis testing leads to an increase in the Type I error and the necessary correction for this may lead to an overly conservative threshold for statistical significance. Strategies such as grouping SNPs based on proximities to genes (Wu et al., 2010) or moving windows (Wu et al., 2011) have been proposed to allow for an increase in power by modeling SNPs jointly, but there is no universal agreement on how to define such windows or groupings. Similarly, other strategies include replacing a group of highly correlated SNPs with only one of its members (Ioannidis et al., 2009) , and removing or collapsing rare variants within a window into a score statistic (Bansal et al., 2010) , but again there is no agreement on how to choose which SNPs to retain or group. Recent approaches aim at gaining more power by pooling information across studies through meta-analysis (Evangelou and Ioannidis, 2013) .
Although significant progress has been made on GWAS since 2000, it is still a relevant and challenging problem with goals such as modeling interactions between SNPs, genes, and environment effects that await beyond the obstacles already mentioned (Heard et al., 2010) . In order to move towards a unifying framework for GWAS that allows for the large-p-small-n problem and the SNP-specific issues to be addressed simultaneously in a principled manner, we propose a novel hierarchical Bayesian model that exploits spatial relationships on the genome to define SNP-specific prior distributions on regression parameters. More specifically, in our proposed setting we model markers jointly, but we explore a variable selection approach that uses marker proximity to relevant genomic regions, such as genes, to help identify associated SNPs. Our contributions are:
1. We focus on binary traits which are arguably more common to GWAS, e.g., case control studies, but more difficult to model due to lack of conjugacy. To circumvent the need for a Metropolis-Hastings step when sampling from the posterior distribution on model parameters, we use a recently proposed data augmentation strategy for logistic regression based on latent Pólya-Gamma random variables (Polson et al., 2013) .
2. We perform variable selection by adopting a spike-and-slab prior (George and McCulloch, 1993; Ishwaran and Rao, 2005) and propose a principled way to control the separation between the spike and slab components using a Bayesian false discovery rate similar to (Whittemore, 2007) . 3. We use a novel weighting scheme to establish a relationship between SNPs and genomic regions and allow for SNP-specific prior distributions on the model parameters such that the prior probability of association for each SNP is a function of its location on the chromosome relative to neighboring regions. Moreover, we allow for the "relevance" of a genomic region to contribute to the effect it has on its neighboring SNPs and suggest two methods of defining such relevance based on previous GWAS results in the literature. 4. Before sampling from the posterior space using Gibbs sampling, we use an expectation-maximization [EM, (Dempster et al., 1977) ] algorithm in a filtering step to reduce the number of candidate markers in a manner akin to distilled sensing (Haupt et al., 2011) . By investigating the update equations for the EM algorithm, we suggest meaningful values to tune the hyperprior parameters of our model and illustrate the induced relationship between SNPs and genomic regions. 5. We derive a more flexible centroid estimator (Carvalho and Lawrence, 2008) for SNP associations that is parameterized by a sensitivityspecificity trade-off. We discuss the relation between this parameter and the prior specification when obtaining estimates of model parameters.
We start by describing previous work and stating our contributions in Section 2. In Section 3 we define our Spatial Boost model and the novel relationship between SNPs and genes. In Section 4 we describe how to fit the model using a combination of a filtering step that exploits an EM filtering step and Gibbs sampling. We provide guidelines for the selection of model tuning parameters in Section 5. We then illustrate the performance of the model on simulated data using real SNPs and on a real-world GWAS data set provided by the Wellcome Trust Case Control Consortium in Section 6. Finally, we conclude with a discussion on future extensions to this work in Section 7.
Previous and Related Work.
A common solution to large-p-smalln problems is to use penalized regression models such as ridge regression (Hoerl and Kennard, 1970) , LASSO (Tibshirani, 1996) , or elastic net (Zou and Hastie, 2005) . These solutions can be shown to be equivalent, from a Bayesian perspective, to maximum a posteriori (MAP) estimators under appropriate prior specifications. For instance, for LASSO, the L 1 penalty can translated into a Laplace prior. However, since LASSO produces biased estimates of the model parameters and tends to only select one parameter in a group of correlated parameters (Zou and Hastie, 2005) , it is not suitable for GWAS.
Techniques like group LASSO, fused LASSO (Tibshirani and Saunders, 2005) , or sparse group LASSO (Friedman et al., 2010) further attempt to account for the structure of genes and markers or linkage disequilibrium by assigning SNPs to groups based on criteria such as gene membership and then placing additional penalties on the L 1 norm of the vector of coefficients for each group, or on the L 1 norm of the difference in coefficients of consecutive SNPs. However, it is difficult to define gene membership universally since genes have varying lengths and may overlap with each other; moreover, the penalty on the L 1 norm of the difference in consecutive SNPs neglects any information contained in the genomic distance between them.
It may be possible to develop additional, effective penalty terms within models such as these to address the issues present in GWAS data in a penalized regression framework, but the most effective penalties would need to capture the relevance of a particular SNP as a function of its location on the genome. Since it is typically easier to study the biological function of genes, we are particularly interested in SNPs that lie close to genes (Jorgenson and Witte, 2006) ; as a result, the most desirable penalties would likely be SNP-specific. We accomplish this by setting SNP-specific prior distributions on the model parameters in a hierarchical Bayesian model. Since the fundamental principle of Bayesian statistics is to allow for prior knowledge to contribute to the fitting of model parameters, it is arguably more natural to exploit external knowledge from biology about the structure of the genome through prior distributions on the model parameters in a Bayesian setup.
Researchers have considered hierarchical Bayesian models for variable selection in GWAS and other large scale problems (Guan and Stephens, 2011) . Some recent models exploit Bayesian methods in particular to allow for datadriven SNP-specific prior distributions (Habier et al., 2011) which depend on a random variable that describes the proportion of SNPs to be selected. These approaches have adopted a continuous spike-and-slab prior distribution (George and McCulloch, 1993; Ishwaran and Rao, 2005) on the model parameters, set an inverse-gamma prior distribution on the variance of the spike component of the prior, and control the difference in the variance of the spike and slab components of the prior using a tuning parameter.
3. Spatial Boost Model. We perform Bayesian variable selection by analyzing binary traits and using the structure of the genome to dynamically define the prior probabilities of association for the SNPs. Our data are the binary responses y ∈ {0, 1} n for n individuals and genotypes x i ∈ {0, 1, 2} p for p markers per individual, where x ij codes the number of minor alleles in the i-th individual for the j-th marker. For the likelihood of the data, we consider the logistic regression:
(1) y i | x i , β ind ∼ Bern logit −1 (β 0 + x i β) , for i = 1, ..., n.
From now on, to alleviate the notation, we extend x i to incorporate the intercept, x i = (x i0 = 1, x i1 , . . . , x ip ), and also set β = (β 0 , β 1 , . . . , β p ). We use latent variables θ ∈ {0, 1} p and a continuous spike-and-slab prior distribution for the model parameters with the positive constant κ > 1 denoting the separation between the variance of the spike and the slab components:
, for j = 1, ..., p.
For the intercept, we set β 0 ∼ N (0, σ 2 κ) or, equivalently, we define θ 0 = 1 and include j = 0 in (2). In the standard spike-and-slab prior distribution the slab component is a normal distribution centered at zero with a large variance and the spike component is a point mass at zero. This results in exact variable selection through the use of the θ j 's, since θ j = 0 would imply that the j-th SNP's coefficient is exactly equal to zero. We use the continuous version of the spike-and-slab distribution to allow for a relaxed form of this variable selection that lends itself easily to an EM algorithm (see Section 4.1). For the variance σ 2 of the spike component in (2) we adopt an inverse Gamma prior distribution, σ 2 ∼ IG(ν, λ). We expect σ 2 to be reasonably small with high probability in order to enforce the desired regularization that distinguishes selected markers from non-associated markers. Thus, we recommend choosing ν and λ so that the prior expected value of σ 2 is small.
In the prior distribution for θ j , we incorporate information from relevant genomic regions. The most common instance of such regions are genes, and so we focus on these regions in what follows. Thus, given a list of G genes with gene relevances, r = [r 1 , r 2 , . . . , r G ], and weights, w j (φ) = [w j,1 , w j,2 , . . . , w j,G ], the prior on θ j is (3) θ j ind ∼ Bern logit −1 (ξ 0 + ξ 1 w j (φ) r) , for j = 1, ..., p. The weights w j are defined using the structure of the SNPs and genes and aim to account for gene lengths and their proximity to markers as a function of a spatial parameter φ, as we see in more detail next.
3.1. Gene Weights. To control how much a gene can contribute to the prior probability of association for a SNP based on the gene's length and distance to that SNP we introduce a range parameter φ > 0. Consider a gene g that spans genomic positions g l to g r , and the j-th marker at genomic position s j ; the gene weight w j,g is then
Generating gene weights for a particular SNP is equivalent to centering a Gaussian curve at that SNP's position on the genome with standard deviation equal to φ and computing the area under that curve between the start and end points of each gene. Figure 1 shows an example. As φ → 0, the weight that each gene contributes to a particular SNP becomes an indicator function for whether or not it covers that SNP; as φ → ∞, the weights decay to zero. Intermediate values of φ allow then for a variety of weights in [0, 1] that encode spatial information about gene lengths and gene proximities to SNPs. In Section 5.1 we discuss a method to select φ. According to (3), it might be possible for multiple, possibly overlapping, genes that are proximal to SNP j to boost θ j . To avoid this effect, we take two precautions. First, we break genes into non-overlapping genomic blocks and define the relevance of a block as the mean gene relevance of all genes that cover the block. Second, we normalize the gene weight contributions to θ j in (3), w j (φ) r, such that max j w j (φ) r = 1. This way, it is possible to compare estimates of ξ 1 across different gene weight and relevance schemes.
3.2. Gene Relevances. We allow for the further strengthening or diminishing of particular gene weights using gene relevances r. If we set r = 1 G and allow for all genes to be uniformly relevant, then we have the "noninformative" case. Alternatively, if we have some reason to believe that certain genes are more relevant to a particular trait than others, for instance on the basis of previous research or prior knowledge from an expert, then we can encode these beliefs through r; in particular, we recommend using text-mining techniques, e.g. (Al-Mubaid and Singh, 2010) , to quantify the relevance of a gene to a particular disease based on literature.
4. Model Fitting and Inference. The ultimate goal of our model is to perform inference on the posterior probability of association for SNPs. However, these probabilities are not available in closed form, and so we must resort to Markov chain Monte Carlo techniques such as Gibbs sampling to draw samples from the posterior distributions of the model parameters and use them to estimate P(θ j = 1 | y). Unfortunately, these techniques can be slow to iterate and converge, especially when the number of model parameters is large (Cowles and Carlin, 1996) . Thus, in order to make our model more computationally feasible, we propose first filtering out markers to reduce the size of the original dataset in a strategy similar to distilled sensing (Haupt et al., 2011) , and then applying a Gibbs sampler to only the remaining SNPs.
To this end, we design an EM algorithm based on the hierarchical model above that uses all SNP data simultaneously to quickly find an approximate mode of the posterior distribution on β and σ 2 while regarding θ as missing data. Then, for the filtering step, we iterate removing a fraction of the markers that have the lowest conditional probabilities of association and refitting using the EM procedure until the predictions of the filtered model degrade. In our analyses we filtered 25% of the markers at each iteration to arrive at estimates β * and stopped if max i |y i − logit −1 (x i β * )| > 0.5. Next, we discuss the EM algorithm and the Gibbs sampler, and offer guidelines for selecting the other parameters of the model in Section 5. 4.1. EM algorithm. We treat θ as a latent parameter and build an EM algorithm accordingly. If (y, θ, β, σ 2 ) = log P(y, θ, β, σ 2 ) then for the M-steps on β and σ 2 we maximize the expected log joint Q(β, σ 2 ; β (t) , (σ 2 ) (t) ) = E θ | y,X;β (t) ,(σ 2 ) (t) [ (y, θ, β, σ 2 )]. The log joint distribution , up to a normalizing constant, is
and so, at the t-th iteration of the procedure, for the E-step we just need
for j = 1, . . . , p and θ 0 . = 1. To update β and σ 2 we employ conditional maximization steps (Meng and Rubin, 1993) , similar to cyclic gradient descent. From (4) we see that the update for σ 2 follows immediately from the mode of an inverse gamma distribution conditional on β (t) :
The terms in (4) that depend on β come from the log likelihood of y and from the expected prior on β, β ∼ N (0, Σ (t) ), where
.
Since updating β is equivalent here to fitting a ridge regularized logistic regression, we exploit the usual iteratively reweighted least squares (IRLS)
algorithm (MacCullagh and Nelder, 1989) . Setting µ (t) as the vector of expected responses with µ (t)
i )) as the variance weights, the update for β is then
where we substitute (σ 2 ) (t) for σ 2 in the definition of Σ (t) .
Rank truncation of design matrix. Computing and storing the inverse of the (p+1)-by-(p+1) matrix X W (t) X +(Σ (t) ) −1 in (7) is expensive since p is large. To alleviate this problem, we replace X with a rank truncated version based on its singular value decomposition X = U DV . More specifically, we take the top l singular values and their respective left and right singular vectors, and so, if D = Diag(d i ) and u i and v i are the i-th left and right singular vectors respectively,
where D (l) is the l-th order diagonal matrix with the top l singular values and U (l) (n-by-l) and V (l) ((p + 1)-by-l) contain the respective left and right singular vectors. We select l by controlling the mean squared error: l should be large enough such that
, we profit from the rank truncation by defining the (upper) Cholesky factor C w of
by the Kailath variant of the Woodbury identity (Petersen and Pedersen, 2008) . Now we just need to store and compute the inverse of the l-th order square matrix I l + SΣ (t) S to obtain the updated β (t+1) in (7).
Gibbs sampler.
After obtaining results from the EM filtering procedure, we proceed to analyze the filtered dataset by sampling from the joint posterior P(θ, β, σ 2 | y) using Gibbs sampling. We iterate sampling from the conditional distributions
until assessed convergence. We start by taking advantage of the conjugate prior for σ 2 and draw each new sample from
Sampling θ is also straightforward: since the θ j are independent given β j ,
with θ j as in (5). Sampling β, however, is more challenging since there is no closed-form distribution based on a logistic regression, but we use a data augmentation scheme proposed by Polson et al. (2013) . This method has been noted to perform well when the model has a complex prior structure and the data have a group structure and so we believe it is appropriate for the Spatial Boost model. Thus, to sample β conditional on θ, σ 2 , and y we first sample latent variables ω from a Pólya-Gamma distribution,
and then, setting Ω = Diag(ω i ), Σ = Diag(σ 2 (θ j κ + 1 − θ j )), and V β = X ΩX + Σ −1 , sample
We note that the same rank truncation used in the EM algorithm from the previous section works here, and we gain more computational efficiency by using an identity similar to (8) when computing and storing V −1 β .
Centroid estimation.
To conduct inference on θ we follow statistical decision theory (Berger, 1985) and define an estimator based on a generalized Hamming loss function
We assume that h has symmetric error penalties, h(0, 1) = h(1, 0) and that h(1, 0) > max{h(0, 0), h(1, 1)}, that is, the loss for a false positive or negative is higher than for a true positive and true negative. In this case, we can define a gain function g by subtracting each entry in h from h(1, 0) and dividing by h(1, 0) − h(0, 0):
Gain γ > 0 represents a sensitivity-specificity trade-off; if h(0, 0) = h(1, 1), that is, if true positives and negatives have the same relevance, then γ = 1. Let us define the marginal posteriors π j . = P(θ j = 1 | y). The above estimator is then equivalent to
which can be obtained position-wise,
The estimator in (9) is known as the centroid estimator ; in contrast to maximum a posteriori (MAP) estimators that simply identify the highest peak in a posterior distribution, centroid estimators can be shown to be closer to the mean than to a mode of the posterior space, and so offer a better summary of the posterior distribution (Carvalho and Lawrence, 2008) . Related formulations of centroid estimation for binary spaces in (10) have been proposed in many bioinformatics applications in the context of maximum expected accuracy (Hamada and Asai, 2012) . Moreover, if γ = 1 then θ C is simply a consensus estimator and coincides with the median probability model estimator of Barbieri and Berger (2004) .
Finally, we note that the centroid estimator can be readily obtained from MCMC samples θ (1) , . . . , θ (N ) since we just need to estimate the marginal posterior probabilities π j = N s=1 θ (s) j /N and apply them to (10).
5. Guidelines for Selecting Prior Parameters. Since genome-wide association is a large-p-small-n problem, we rely in adequate priors to guide the inference and overcome ill-posedness. In this section we provide guidelines for selecting hyperpriors κ in the slab variance of β, and φ, ξ 0 , and ξ 1 in the prior for θ.
Selecting φ.
Ultimately we desire to analyze large data sets, i.e. entire chromosomes, at once; however, we note that some locations within a single chromosome may be more prone to recombination events and consequently in relatively higher linkage disequilibrium. As one way to account for potentially varying spatial relationships across the genome, we exploit the typical correlation pattern in GWAS data sets to suggest a value for φ that properly encodes the spatial relationship between markers and genes in a particular region as a function of genomic distance. To this end, we propose the following procedure to select φ:
1. Divide each chromosome into regions such that the distance between the SNPs in adjacent regions is at least the average length of a human gene, or 30,000 base pairs (Technology Department Carnegie Library of Pittsburgh, 2002) . The resulting regions will be, on average, at least a gene's distance apart from each other and may possibly exhibit different patterns of correlation. 2. Merge together any adjacent regions that cover the same gene. Although the value of φ depends on each region, we want the meaning of the weights assigned from a particular gene to SNPs in the Spatial Boost model to be consistent across regions. As a practical example, by applying the first two steps of the pre-processing procedure on chromosome 1, we obtain 100 windows of varying sizes ranging from 1 to 700. 3. Iterate over each region and select a value of φ that best fits the magnitude of the genotype correlation between any given pair of SNPs as a function of the distance between them. We propose using the normal curve given in the definition of the gene weights to first fit the magnitudes, and then using the mean squared error between the magnitudes in the sample correlation matrix of a region and the magnitudes in the fitted correlation matrix as a metric to decide the optimal value of φ. In particular, given two SNPs located at positions s i and s j , we relate the magnitude of the correlation between SNPs i and j to the area
where Φ is the standard normal cumulative function. Example of selection of φ: when using the proposed values of |ρi,j| to fit the sample correlation magnitudes, we obtain an optimal choice of φ = 13,530 for a random window. Figure 2 shows an example of application to chromosome 1 based on data from the case study discussed in Section 6. We note that the mean squared error criterion places more importance on fitting relatively larger magnitudes close to the diagonal of the image matrix, and so there is not much of a penalty incurred by choosing a moderate value for φ that best fits the magnitudes of dense groups of correlated SNPs in close proximity.
5.2. Selecting ξ 0 and ξ 1 . According to the centroid estimator in (10), the j-th SNP is identified as associated if π j ≥ (1 + γ) −1 . Following a similar criterion, but with respect to the conditional posteriors, we have P(θ j = 1 | y, β, σ 2 ) = θ j ≥ (1 + γ) −1 , and so, using (5),
After some rearrangements, we see that, in terms of β j , this criterion is equivalent to β 2 j ≥ σ 2 s 2 j with
that is, we select the j-th marker if β j is more than s j "spike" standard deviations σ away from zero.
This interpretation based on the EM formulation leads to a meaningful criterion for defining ξ 0 and ξ 1 : we just require that min j=1,...,p s 2 j ≥ s 2 , that is, that the smallest number of standard deviations is at least s > 0. Since max j=1,...,p w j r = 1,
and so,
For a more stringent criterion, we can take the minimum over κ in the righthand side of (12) by setting κ = s 2 . When setting ξ 1 it is also important to keep in mind that ξ 1 is the largest allowable gene boost, or better, increase in the log-odds of a marker being associated to the trait. Since ξ 0 is related to the prior probability of a SNP being associated, we can take ξ 0 to be simply the logit of the fraction of markers that we expect to be associated a priori. However, for consistency, since we want ξ 1 ≥ 0, we also require that the right hand side of (12) be non-negative, and so
Equation (13) constraints ξ 0 and γ jointly, but we note that the two parameters have different uses: ξ 0 captures our prior belief on the probability of association and is thus part of the model specification, while γ defines the sensitivity-specificity trade-off that is used to identify associated markers, and is thus related to model inference.
As an example, if γ = 1 and we set s = 4, then the bound in (12) with κ = s 2 is log(s 2 )/2 − s 2 (1 − 1/s 2 )/2 = −6.11. If we expect 1 in 10,000 markers to be associated, we have ξ 0 = logit(10 −4 ) = −9.21 < −6.11 and the bound (13) is respected. The upper bound for ξ 1 in (12) is thus 3.10.
5.3. Selecting κ. We propose using a metric similar to the Bayesian false discovery rate [BFDR, (Whittemore, 2007) ] to select κ. The BFDR of an estimator is computed by taking the expected value of the false discovery proportion under the marginal posterior distribution of θ:
When analyzing a data set generated for a simulation study as described in Section 6, we inspect the behavior of the BFDR as a function of γ for various values of κ and see that a choice of κ = 1, 000 would be appropriate to achieve a BFDR no greater than 0.05 when using a threshold of (1 + γ) −1 = 0.1.
Since, as in the previous section, we cannot obtain estimates of P(θ j = 1 | y) just by running our EM algorithm, we consider instead an alternative metric that uses the conditional posterior probabilities of association given the fitted parameters, θ j = P(θ j = 1 | y, β EM , σ 2 EM ). We call this new metric EMBFDR:
Moreover, by the definition of the centroid estimator in (10), we can parameterize the centroid EMBFDR using γ:
We can now analyze a particular data set using a range of values for κ and subsequently make plots of the EMBFDR metric as a function of the threshold (1 + γ) −1 or as a function of the proportion of SNPs retained after the EM filter step. Thus, by setting an upper bound for a desired value of the EMBFDR we can investigate these plots and determine an appropriate choice of κ and an appropriate range of values of γ. In Figure 3 we illustrate an application of this criterion.
5.4.
Visualizing the relationship between SNPs and genes. For a given configuration of κ, γ, and σ 2 , we can plot the bounds ±σs j on β j and inspect the effect of parameters φ, ξ 0 , and ξ 1 . SNPs that are close to relevant genes have thresholds that are relatively lower in magnitude; they need a relatively smaller (in magnitude) coefficient to be selected for the final model. With everything else held fixed, as φ → ∞ the boost received from the relevant genes will decrease to zero and our model will coincide with a basic version of Bayesian variable selection where θ j iid ∼ Bern(logit −1 (ξ 0 )). We demonstrate this visualization on a mock chromosome in Figure 4 . We illustrate the effect of varying φ, ξ0 and ξ1 on the thresholds on the posterior effect sizes, βj, in a simple window containing a single gene in isolation, and a group of three overlapping genes. On the left, we vary φ and control the smoothness of the thresholds.
In the middle, we vary ξ0 and control the magnitude of the thresholds, or in other words the number of standard deviations (σ) away from zero at which they are placed. On the right, we vary ξ1 and control the sharpness of the difference in the thresholds between differently weighted regions of the window. For this illustration, we set σ 2 = 0.01, κ = 100, and γ = 1. We mark the distance σ away from the origin with black dashed lines.
6. Empirical Studies.
6.1. Simulation Study. In order to gauge the performance of our model across many different genomic correlation structures, we sampled 50 sets of p = 1,000 contiguous SNPs on chromosome 1 from n = 100 randomly selected individuals (without replacement) from the 1958 National Blood Bank control dataset provided by the Wellcome Trust Case Control Consortium (WTCCC). For each data set we set σ 2 = 0.01, φ = 1.5 × 10 4 , and κ = 1,000. With a minimum standard deviation s = 3 in (12) we have ξ 0 < −1.04, but we set ξ 0 = −4 to select roughly 2% of markers a priori. The bound on ξ 1 is then ξ 1 < 2.96 and we settle with a milder effect size of ξ 1 = 2. We then generate θ, β and a binary response variable y according to the Spatial Boost model. For this example we only considered SNPs that had a minor allele frequency greater than 0.05 and generated the gene boost terms using an annotation file provided by RefSeq (NCBI, 2013) and a uniform relevance vector, r = 1 G . In addition to fitting our model to each data set, we conduct single SNP tests and fit a LASSO regression model and compare the performance of each method using the area under the receiver operating characteristic (ROC) curve. Figure 5 summarizes the 50 AUC values for each model and shows a representative ROC curve associated to each median AUC value. As we can see, even for a moderate p/n ratio, identifying associated markers is challenging due to the high correlation in the genotypes. LASSO selection yields similar results to single SNP analysis, both with a median AUC around 0.6. Moreover, we also observe that the true positive rate for the Spatial Boost model is always higher than the other models for low false positive rates. The prior information in the Spatial Boost model helps it achieve a slight advantage over LASSO and single SNP models in recovering the truly associated SNPs across many types of correlation structures.
6.2. Case Study. Using data provided by the WTCCC, we analyzed 27,959 SNPs from a case group of 1,999 individuals with rheumatoid arthritis (RA) and a control group of 1,504 individuals from the 1958 National Blood Bank dataset. For now we addressed the issues of LD, rare variants, and population stratification by only analyzing SNPs in Hardy-Weinberg Equilibrium (Wigginton et al., 2005) with minor allele frequency greater than 0.05. We focus our analysis on chromosome 1 since it contains several genes such as PTPN22 that have been linked to RA in the GWAS literature (Hinks et al., 2005) . There are 10 SNPs that achieve chromosome-wide significance when using a Bonferroni multiple testing procedure on the results from a single SNP analysis. Figure 6 and Table 1 provide summaries of these results for comparison to those obtained when using the Spatial Boost model. As in the simulation study, the results from a LASSO model are very similar to a single SNP analysis and so we only report the results from single SNP tests. When fitting the Spatial Boost model, we first generated 100 windows of chromosome 1 with sizes ranging from 1 to 700, and chose a value of φ on average around 1.5 × 10 4 when using |ρ i,j |(φ). We defined κ = 10,000 after inspecting plots of the EMBFDR and desiring a BFDR no greater than 0.05 while retaining no larger than 5% of the total number of SNPs. With a minimum standard deviation s = 4 we have ξ 0 < −3.39 from (12), but we set ξ 0 = −7 to select roughly 0.1% markers on average a priori. The boundon ξ 1 is then ξ 1 < 3.61, but we select a low log odds-ratio boost effect of ξ 1 = 1 since it is more representative of low power GWA studies. For comparison, we also fit a model without any gene boost by setting ξ 1 = 0, and also fit two models with ξ 1 = 1 and trying both a non-informative gene relevance vector and a vector based on text-mining scores obtained from The Novo Nordisk Foundation Center for Protein Research (NNF Center for Protein Research, 2013) . To speed up the EM algorithm, we rank-truncate X using l = 3,000 singular vectors; the mean squared error between X and this approximation is less than 1%.
We apply the EM filtering 20 times and investigate a measure similar to posterior predictive loss [PPL, (Gelfand and Ghosh, 1998) ] to decide when to start the Gibbs sampler. If, at the t-th EM iteration, y
is the i-th predicted response, the PPL measure under squared error loss is approximated by
As Figure 7 shows, the PPL increases uniformly for the first five itera-tions but then plateaus until around iteration 16 at which point it decreases slightly and then resumes increasing uniformly until the final iteration. We depict the pattern of conditional posterior probabilities of association at iterations 6, 13 and 16 (beginning of the plateau, mid-plateau, and the decrease after the plateau) for each configuration of gene boosts in Figure 8 and note that there is little change in the relative ordering of the largest values across these iterations. Each model clearly selects SNP rs948620, which has also been previously reported to be linked to RA (Yang et al., 2010) . When ranking the top 10 SNPs in each scenario we find that the overlap between each list and the results from the single SNP analysis increases as we remove more SNPs. When not using any gene boost, roughly half of the top 10 SNPs are common to the single SNP analyses and the other half consist of SNPs lying in regions of the chromosome that have no known connection to RA. When using either of the gene relevance vectors, we observe that in early iterations of the filter the top 10 SNPs include markers that have been previously linked to RA in metaanalyses but not identified by single SNP analysis, such as rs11583715 and rs9431714 in the non-informative gene model [DISC1, (Austin, 2011)] , and rs1635597 in the informative gene model [PADI4, (Iwamoto et al., 2006) ]. Interestingly, two other markers in the non-informative gene model that are not in the top 10 single SNP list lie within genes that are related to protein signaling, rs12722977 and rs7516454, and might be related to proinflammatory pathways.
We highlight the advantage gained by analyzing the data jointly using the Spatial Boost model in the ability to recapitulate not only results obtained through single SNP analyses but also those obtained through more powerful techniques and meta-analyses. Interestingly, we note that the model based on non-informative gene relevances also picks up these locations. Given the robust behavior of the fitted EM results alongside the observed plateau in the PPL values, we decided to use 13 iterations of the EM filtering to reduce the number of candidate markers.
Before running the Gibbs sampler, we reduced κ to 100 and set ξ 0 = −3 to reflect our updated belief that roughly 5% of the 666 retained SNPs would be associated with RA. We used the snowfall package in R (Knaus et al., 2009) to parallelize the draws from the Pólya-Gamma distribution and ran 10,000 iterations of the Gibbs sampler to build a centroid estimator for the posterior probabilities of association of the retained SNPs. After marginalizing out β, we still observed the strongest signal from rs948620 and would not select any other SNPs for inclusion in a final model where γ = 1. Several new SNPs have ascended in the ranks of the posterior probabilities of association and We propose using the posterior predictive loss as a metric for deciding when to stop applying the EM filter. In our analysis we observe a plateau in the loss function when using a gene boost from roughly iteration 6 to iteration 14.
replaced some of the peaks observed after the EM filtering; however they do not lie in regions with known connections to RA. We provide numerical summaries of these results in Table 2. 7. Conclusions. We have presented a novel hierarchical Bayesian model for GWAS that exploits the structure of the genome to define SNP-specific prior distributions for the model parameters based on proximities to relevant genomic regions. As shown in a simulation study, while logistic regression under large-p-small-n regimen is challenging, the Spatial Boost model outperforms simpler models that either analyze SNPs independently or employ a uniform penalty term on the L 1 norm of their coefficients. By incorporating prior information on relevant genomic regions, we focus on well annotated parts of the genome and are able to identify, in real data, markers that were previously identified by independent meta-analyses but not by usual single SNP analysis.
Our main point is that we regard a fully joint analysis of all markers as essential to overcome genotype correlations and rare variants. This approach, however, entails many difficulties. From a statistical point of view, the problem is severely ill-posed so we rely on informative, meaningful priors to guide the inference. From a computational perspective, we also have the daunting task of fitting a large scale logistic regression, but we make it feasible by reducing the dimension of both data-intrinsically through rank truncation-and parameters-through EM filtering. Moreover, from a practical point of view, we provide guidelines for selecting hyper-priors, reduc- ing dimensionality, and implement the proposed approach using parallelized routines. When applying the Spatial Boost model to a real data set, we were able to find interesting regions of the genome that have only been linked to RA through meta-analyses; however, we did not select any SNPs in those regions for the final model. This shows that although we can better explore associations jointly while accounting for gene effects, the Spatial Boost model still might lack power to detect associations between diseases and SNPs due to the dimensionality of GWAS data sets. In the future we plan to increase the power even further by extending the model to include a data pre-processing step that atempts to formally correct for the collinearity between SNPs. Using our MCMC samples, we fit a smooth curve to the quartiles (1st and 3rd) and the medians of β for each retained SNP. The average value of σ when using each configuration of gene boosts is roughly 0.11 (shown as a black dashed line.)
