This paper introduces a new list scheduling algorithm that uses greedy duplication to solve a scheduling problem with communication delays and resource 1 limitations. We prove that, for any priority list, its worst case relative performance is bounded by 2 ? 1 m and that this bound is tight.
Introduction
With the recent development of parallel architectures arised a new class of scheduling problems in which communication delays are considered. The target machine is a set of parallel processors connected by a network. A parallel program is modelled as usual by a directed acyclic graph, the nodes of which are tasks. An arc from task i to task j means that i computes data that is an input for j. If these two tasks are not performed by the same processor, a delay must be considered between the completion of i and the beginning of j to dispatch the data through the network. The aim is to nd a schedule that minimizes the makespan. Unfortunately, if no assumption is made on the communication delays, the problem Pjduplication; c jk jC max is NP-hard 5]. So the UET-UCT assumption seems to be a borderline between easy and hard problems if duplication is allowed. Now, duplication does not reduce the complexity of the problem for which nitely many processors are available : Veltman 9] proved that the problem without duplication Pjin ? tree; c jk = 1; p j = 1jC max is NP-hard. But for this class of graph, duplication is useless since a task has at most one successor.
So e cient approximation algorithms have to be derived. Their e ciency can be measured in terms of complexity, but also by bounding the ratio ! ! opt where ! is the makespan provided by the algorithm and ! opt is the optimal makespan.
If duplication is not allowed, and if UET-UCT assumptions are made Rayward- 
We also assume that any task i may be duplicated (ie. performed several times) in order to reduce the communication delays between i and some of its immediate successors. So a schedule de nes a nite set of copies of each task and assign them a processor (among the m available ones) and a starting time such that :
1. For any arc (i; j) of G, if a copy of j is performed at time t on processor , then either a copy of i is performed at time t ? 1 on , or a copy of i is performed anywhere during the time interval 0; t ? 1).
2. Each processor performs at most one copy of a task per time unit.
The following lemma allows us to reduce the set of feasible schedules :
Lemma 1 The subset of schedules for which all copies of a task are performed at the same time is dominating with respect to the makespan.
Proof Let us consider a task i whose rst copy is performed at time t, another copy of which is performed at time t 0 > t. Let now j be an immediate successor of i. Obviously, any copy of j couldn't start before time t + 1. If a copy of j is performed at time t + 1, then a copy of i is necessarily performed on the same processor at time t. Otherwise, the copy of j is performed after time t + 2, and we can consider that one copy of i performed at t delivers data to j through the network within one time unit. Hence the copy of i performed at time t 0 can be removed without violating the constraints, and without increasing the makespan.
Thus a schedule assigns a starting time t i and a non empty set of processors i
to each task i so that :
1. for any pair of tasks fi; jg with t i = t j then i \ j = ;;
2. for any arc (i; j) of G, if j i , then t j t i + 1, else t j t i + 2;
3. m processors are available : 8i 2 T; i f1; . . . ; mg.
We note = (t; ). The problem P is to nd a feasible schedule with a minimum makespan ! where :
The optimal makespan of an instance of P is denoted by ! opt .
D-paths
We present here a new notion called D ?path which is, for every task i, composed by predecessors of i that must be duplicated in some cases to perform i at the completion of its lastest predecessor. -is idle during the interval t l i ; t + 1). Then, by property 3, copies of tasks of D(i) can be performed on in order to perform i at t. In the following, we denote by = (t; ) the schedule built by this algorithm and by ! its makespan.
Relative performance of the approximation algorithm
For our analysis, we consider that any task i performed n i times at time t i has one original execution corresponding to its rst execution scheduled by the algorithm and n i ? 1 duplicates.
Notice that the original execution of i is scheduled in step t i of the algorithm, and that at this step i 2 F. Moreover, according to the algorithm, any sequence of duplicates on a processor ends with an original task. Indeed, a duplicate of a task i is scheduled on at step t only if i belongs to some path D(j), and if j is scheduled for the rst time on at t.
The duplicates will be considered as idle slots in our analysis : for any couple of integers (t; t 0 ) with 0 t t 0 < !, we denote by I t; t 0 ) the number of idle slots and duplicates occurring in the time interval t; t 0 ).
The main idea of the following proof is to bound the number of idle slots using an optimal solution 1 = (t 1 ; 1 ) of the problem for an unlimited number of processors.
The makespan of this solution will be denoted by ! 1 .
We now study the number of idle slots and duplicates occurring between the execution of task i and one of its predecessors (if it exists). 
Proof
Let us assume that ? ? (i) = ;. In this case, from step 0 of the algorithm until step t i ? 1, i 2 F and it can be performed on any processor. So if it is not choosed, then at each of these steps m tasks of F (i.e. original tasks) are performed.
Let us now consider a task i with ? ? (i) 6 = ;. Let s i be the greatest time at which a predecessor of i is scheduled. Let us consider again the end of the step t = s i +1. Here, i is schedulable at time t (i 2 F ) but was not performed at t, so, by the algorithm, i (t) = ;. At this time, for any processor , let us denote by k the latest original task performed by . Clearly, t k t and is empty during t k + 1; t). Since 6 2 i (t), by the algorithm we get t k t f(i) and k 6 2 D(i). Since j 1 has no predecessor in G, I 0; t i ) = I t j 1 ; t i ) so we get the lemma. Since n m w opt and ! 1 w opt , we get the inequality.
One can prove that this bound is tight using the same worst case as 
