SimRank is a similarity measure for graph nodes that has numerous applications in practice. Scalable SimRank computation has been the subject of extensive research for more than a decade, and yet, none of the existing solutions can efficiently derive SimRank scores on large graphs with provable accuracy guarantees. In particular, the state-of-the-art solution requires up to a few seconds to compute a SimRank score in million-node graphs, and does not offer any worst-case assurance in terms of the query error.
INTRODUCTION
Assessing the similarity of nodes based on graph topology is an important problem with numerous applications, including social network analysis [21] , web mining [16] , collaborative filtering [5] , natural language processing [26] , and spam detection [27] . A number of similarity measures have been proposed, among which Sim-Rank [14] is one of the most well-adopted. The formulation of SimRank is based on two intuitive arguments:
• A node should have the maximum similarity to itself;
• The similarity between two different nodes can be measured by the average similarity between the two nodes' neighbors.
Formally, the SimRank score of two nodes vi and vj is defined as:
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Motivation
Despite of the effectiveness of SimRank, computing SimRank scores efficiently on large graphs is a challenging task, and has been the subject of extensive research for more than a decade. In particular, Jeh and Widom [14] propose the first SimRank algorithm, which returns the SimRank scores of all pairs of nodes in the input graph G. The algorithm incurs prohibitive costs: it requires O n 2 space and O m 2 log 1 ε time, where n and m denote the numbers of nodes and edges in G, respectively, and ε is the maximum additive error allowed in any SimRank score. Subsequently, Lizorkin et al. [23] improve the time complexity of the algorithm to O log 1 ε · min{nm, n 3 / log n} , which is further improved to O log 1 ε · min{nm, n ω } by Yu et al. [34] , where ω ≈ 2.373. However, the space complexity of the algorithm remains O n 2 , as is inherent in any algorithm that computes all-pair SimRank scores.
Fogaras and Rácz [8] present the first study on single-pair SimRank computation, and propose a Monte-Carlo method that requires O n log 1 δ /ε 2 pre-computation time and space. The method returns the SimRank score of any node pair in O log 1 δ /ε 2 time, where δ is the failure probability of the Monte-Carlo method. Subsequently, Li et al. [20] propose a deterministic algorithm for single-pair SimRank queries; it has the same time complexity with Jeh and Widom's solution [14] , but provides much better practical efficiency. However, existing work [24] show that neither Li et al.'s [20] nor Fogaras and Rácz's solution [8] is able to handle million-node graphs in reasonable time and space. There is a line of research [10, 13, 19, [30] [31] [32] that attempts to mitigate this efficiency issue based on an alternative formulation of SimRank, but the formulation is shown to be incorrect [17] , in that it does not return the same SimRank scores as defined in Equation (1).
The most recent approach to SimRank computation is the linearization technique [24] by Maehara et al., which is shown to considerably outperform existing solutions in terms of efficiency and scalability. Nevertheless, it still requires up to a few seconds to answer a single-pair SimRank query on sizable graphs, which is inadequate for large-scale applications. More importantly, the Fogaras and Rácz [8] O log 1 ε log n δ /ε 2 O n log 1 ε log n δ /ε 2 O n log 1 ε log n δ /ε 2 O n log 1 ε log n δ /ε 2 Maehara et al. [24] (under heuristic assumptions) technique is unable to provide any worst-case guarantee in terms of query accuracy. In particular, the technique has a preprocessing step that requires solving a system L of linear equations; assuming that the solution to L is exact, Maehara et al. [24] show that the technique can ensure ε worst-case query error, and can answer any single-pair and single-source SimRank queries in O m log 1 ε and O m log 2 1 ε time, respectively. (A single-source SimRank query from a node vi asks for the SimRank score between vi and every other node.) Unfortunately, as we discuss in Section 3.3, the linearization technique cannot precisely solve L, nor can it offer non-trivial guarantees in terms of the query errors incurred by the imprecision of L's solution. Consequently, the technique in [24] only provides heuristic solutions to SimRank computation. In summary, after more than tens years of research on SimRank, there is still no solution for efficient SimRank computation on large graphs with provable accuracy guarantees.
Contributions and Organization
This paper presents SLING (SimRank via Local Updates and Sampling), an efficient index structure for SimRank computation. SLING guarantees that each SimRank score returned has at most ε additive error, and answers any single-pair and single-source Sim-Rank queries in O(1/ε) and O(n/ε) time, respectively. These time complexities are near-optimal, since any SimRank method requires Ω(1) (resp. Ω(n)) time to output the result of any singlepair (resp. single-source) query. In addition, they are significantly better than the asymptotic bounds of the states of the art (including Maehara et al.'s technique [24] under their heuristic assumptions), as we show in Table 1 . Furthermore, SLING requires only O(n/ε) space (which is also near-optimal in an asymptotic sense) and O(m/ε+n log n δ ) pre-computation time, where δ is the failure probability of the preprocessing algorithm.
Apart from its superior asymptotic bounds, SLING also incorporates several optimization techniques to enhance its practical performance. In particular, we show that its preprocessing algorithm can be improved with a technique that estimates the expectation of a Bernoulli variable using an asymptotically optimal number of samples. Additionally, its space consumption can be heuristically reduced without affecting its theoretical guarantees, while its empirical efficiency for single-source SimRank queries can be considerably improved, at the cost of a slight increase in its query time complexity. Last but not least, its construction algorithms can be easily parallelized, and it can efficiently process queries even when its index structure does not fit in the main memory.
We experimentally evaluate SLING with a variety of real-world graphs with up to several millions of nodes, and show that it significantly outperforms the the states of the art in terms of query efficiency. Specifically, SLING requires at most 2.3 milliseconds to process a single-pair SimRank query on our datasets, and is up to 10000 times faster than the linearization method [24] . To our knowledge, this is the first result in the literature that demonstrates millisecond-scale query time for single-pair SimRank computation on million-node graphs. For single-source SimRank queries, SLING is up to 110 times more efficient than the linearization method. As a tradeoff, SLING incurs larger space overheads than the linearization method, but it is a still much more favorable choice in the common scenario where query time and accuracy (instead of space consumption) are the main concern.
The remainder of the paper is organized as follows. Section 2 defines the problem that we study. Section 3 discusses the major existing methods for SimRank computation. Section 4 presents the SLING index, with a focus on single-pair queries. Section 5 proposes techniques to optimize the practical performance of SLING. Section 6 details how SLING supports single-source queries. Section 7 experimentally evaluates SLING against the stats of the art
PRELIMINARIES
Let G be a directed and unweighted graph with n nodes and m edges. We aim to construct an index structure on G to support single-pair and single-source SimRank queries, which are defined as follows:
• A single-pair SimRank query takes as input two nodes u and v in G, and returns their SimRank score s(u, v) (see Equation 1).
• A single-source SimRank query takes as input a node u, and returns s(u, v) for each node v in G.
Following previous work [8, 23, 24, 33] , we allow an additive error of at most ε ∈ (0, 1) in each SimRank score returned for any SimRank query. For ease of exposition, we focus on single-pair SimRank queries in Sections 3-5, and then discuss single-source queries in Section 6. Table 2 shows the notations frequently used in the paper. Unless otherwise specified, all logarithms in this paper are to base e.
ANALYSIS OF EXISTING METHODS
This section revisits the three major approaches to SimRank computation: the power method [14] , the Monte Carlo method [8] , and the linearization method [17, 24, 25, 33] . The asymptotic performance of the Monte Carlo method and the linearization method has been studied in literature, but to our knowledge, there is no formal analysis regarding their space and time complexities when ensuring ε worst-case errors. We remedy this issue with detailed discussions on each method's asymptotic bounds and limitations.
The Power Method
The power method [14] is an iterative method for computing the SimRank scores of all pairs of nodes in an input graph. The method 
the SimRank score of two nodes v i and v j in G c the decay factor in the definition of SimRank ε the maximum additive error allowed in a SimRank score δ the failure probability of a Monte-Carlo algorithm M (i, j) the entry on the i-th row and j-th column of a matrix M d k the correction factor for node v k h ℓ (v i , v j ) the hitting probability (HP) from node v i to node v j at step ℓ (see Section 4.2) uses a n × n matrix S, where the element S(i, j) on the i-th row and j-th column (i, j ∈ [1, n]) denotes the SimRank score of the i-th node vi and j-th node vj . Initially, the method sets
After that, in the t-th (t ≥ 1) iteration, the method updates S based on the following equation:
Let S (t) denote the version of S right after the t-th iteration. Lizorkin et al. [23] establish the following connection between t and the errors in the SimRank scores in S (t) :
LEMMA 1 ( [23] ). If t ≥ log c (ε · (1 − c)) − 1, then for any i, j ∈ [1, n], we have S (t) (i, j) − s(vi, vj ) ≤ ε .
Based on Lemma 1 and the fact that each iteration of the power method takes O m 2 time, we conclude that the power method runs in O m 2 log 1 ε time when ensuring ε worst-case error. In addition, it requires O n 2 space (caused by S). These large complexities in time and space make the power method only applicable on small graphs.
The Monte Carlo Method
The Monte Carlo method [8] is motivated by an alternative definition of SimRank scores [14] that utilizes the concept of reverse random walks. Given a node w0 in G, a reverse random walk from w0 is a sequence of nodes W = w0, w1, w2, . . . , such that wi+1 (i ≥ 0) is selected uniformly at random from the in-neighbors of wi. We refer to wi as the i-th step of W .
Suppose that we have two reverse random walks Wi and Wj that start from two nodes vi and vj , respectively, and they first meet at the τ -th step. That is, the τ -th steps of Wi and Wj are identical, but for any ℓ ∈ [0, τ ), the ℓ-th step of Wi differs from the ℓ-th step of Wj. Jeh and Widom [14] establishes the following connection between τ and the SimRank score of vi and vj:
where E[·] denotes the expectation of a random variable.
Based on Equation (2), the Monte Carlo method [8] precomputes a set Wi of reverse random walks from each node vi in G, such that (i) each set Wi has the same number nw of walks, and (ii) each walk in Wi is truncated at step t, i.e., the nodes after the t-th step are omitted. (This truncation is necessary to ensure that the walk is computed efficiently.) Then, given two nodes vi and vj, the method estimates their SimRank score aŝ
where τ ℓ denotes the step at which the ℓ-th walk in Wi first meets with the ℓ-th walk in Wj. Fogaras and Rácz [8] show that, with at least 1 − 2 exp(− 6 7 nwε 2 ) probability,
However, we note that E [ŝ(vi, vj )] = s(vi, vj ), due to the truncation imposed on the reverse random walks in Wi and Wj. To address this issue, we present the following inequality:
By Equations (3) and (4) and the union bound, it can be verified that when t > log c ε 2 and nw ≥ 14
holds for all pairs of vi and vj with at least 1 − δ probability. In that case, the space and preprocessing time complexities of the Monte Carlo method are both O(nw · t) = O n ε 2 log 1 ε log n δ . In addition, the method takes O 1 ε 2 log 1 ε log n δ time to answer a single-pair SimRank query, and O n ε 2 log 1 ε log n δ time to process a single-source SimRank query. These space and time complexities are rather unfavorable under typical settings of ε in practice (e.g., ε = 0.01). Fogaras and Rácz [8] alleviate this issue with a coupling technique, which improves the practical performance of the Monte Carlo method in terms of pre-computation time and space consumption. Nevertheless, the method still incurs significant overheads, due to which it is unable to handle graphs with over one million nodes, as we show in Section 7.
The Linearization Method
Let S and P be two n × n matrices, with S(i, j) = s(vi, vj ) and
Yu et al. [34] show that Equation (1) (i.e., the definition of Sim-Rank) can be rewritten as
where I is an n × n identity matrix, P ⊤ is the transpose of P , and ∨ is the element-wise maximum operator, i.e., (A ∨ B)(i, j) = max{A(i, j), B(i, j)} for any two matrices A and B and any i, j. Maehara et al. [24] point out that solving Equation (6) is difficult since it is a non-linear problem due to the ∨ operator. To circumvent this difficulty, they prove that there exists a n × n diagonal matrix D (referred to as the diagonal correction matrix), such that
Furthermore, once D is given, one can uniquely derive S based on the following lemma by Maehara et al. [24] :
LEMMA 2 ( [24] ). Given the diagonal correction matrix D,
where P ℓ denotes the ℓ-th power of P .
Given Lemma 2, Maehara et al. [24] propose the linearization method, which pre-computes D and then uses it to answer Sim-Rank queries based on Equation (8) . In particular, for any two nodes vi and vj , Equation (8) leads to
where e k denotes a n-element column vector where the k-th element equals 1 and all other elements equal 0. To avoid the infinite series in Equation (9), the linearization method approximates s(vi, vj ) with
which can be computed in O(m · t) time. It can be shown that if D is precise and t ≥ log c (ε · (1 − c)) − 1, then
Therefore, given an exact D, the linearization method answers any single-pair SimRank query in O(m log 1 ε ) time. With a slight modification of Equation 10, the method can also process any singlesource SimRank query in O(m log 2 1 ε ) time. Unfortunately, the linearization method do not precisely derive D, due to which the above time complexities does not hold in general. Specifically, Maehara et al. [24] formulate D as the solution to a linear system, and propose to solve an approximate version of the system to derive an estimation D of D. However, there is no formal analysis on the errors in D and their effects on the accuracy of SimRank computation. In addition, the technique used to solve the approximate linear system does not guarantee to converge, i.e., it may not return D in bounded time. Furthermore, even if the technique does converge, its time complexity relies on a parameter that is unknown in advance, and may even dominate n, m, and 1/ε. This makes it rather difficult to analyze the pre-computation time of the linearization method. We refer interested readers to Appendix A for detailed discussions on these issues.
In summary, the linearization method by Maehara et al. [24] does not guarantee ε worst-case error in each SimRank score returned, and there is no non-trivial bound on its preprocessing time. This problem is partially addressed in recent work [33] by Yu and Mc-Cann, who propose a variant of the linearization method that does not pre-compute the diagonal correction matrix D, but implicitly derives D during query processing. Yu and McCann's technique is able to ensure ε worst-case error in SimRank computation, but as a trade-off, it requires O mn log 1 ε time to answer a single-pair SimRank query, which renders it inapplicable on any sizable graph.
OUR SOLUTION
This section presents our SLING index for SimRank queries. SLING is based on a new interpretation of SimRank scores, which we clarify in Section 4.1. After that, Sections 4.3-4.5 provide details of SLING and analyze its theoretical guarantees.
New Interpretation of SimRank
Let c be the decay factor in the definition of SimRank (see Equation (1)). Suppose that we perform a reverse random walk from any node u in G, such that
• At each step of the walk, we stop with 1 − √ c probability;
• With the other √ c probability, we inspect the in-neighbors of the node at the current step, and select one of them uniformly at random as the next step.
We refer to such a reverse random walk as a √ c-walk from u. In addition, we say that two √ c-walks meet, if for a certain ℓ ≥ 0, the ℓ-th steps of the two walks are identical. (Note the 0-th step of a √ c-walk is its starting node.) The following lemma shows an interesting connection between √ c-walks and SimRank.
LEMMA 3. Let Wi and Wj be two √ c-walks from two nodes vi and vj , respectively. Then, s(vi, vj ) equals the probability that Wi and Wj meet.
The above formulation of SimRank is similar in spirit to the one used in the Monte Carlo method [8] (see Section 3.2), but differs in one crucial aspect: each √ c-walk in our formulation has an expected length of 1 1− √ c , whereas each reverse random walk in the previous formulation is infinite. As a consequence, if we are to estimate s(vi, vj) using a sample set of √ c-walks from vi and vj , we do not need to truncate any √ c-walk for efficiency; in contrast, the Monte Carlo method [8] must trim each reverse random walk to trade estimation accuracy for bounded computation time. In fact, if we incorporate √ c-walks into the Monte Carlo method, then its query time complexities are immediately improved by a factor of log 1 ε . Nonetheless, the space and time overheads of this revised method still leave much room for improvement, since it requires O(log n δ /ε 2 ) √ c-walks for each node, where δ is the upper bound on the method's failure probability. This motivates us to develop the SLING method for more efficient SimRank computation, which we elaborate in the following sections.
Key Idea of SLING
Let h (ℓ) (va, v b ) denote the probability that a √ c-walk from va arrives at v b in its ℓ-th step. We refer to h (ℓ) (va, v b ) as the hitting probability (HP) from va to v b at step ℓ. Observe that, for any two √ c-walks Wi and Wj from two nodes vi and vj , respectively, the probability that they meet at v k at the ℓ-th step is
Since s(vi, vj ) equals the probability that Wi and Wj meet, one may attempt to compute s(vi, vj) by taking the the probability that Wi and Wj meet over all combinations of meeting nodes and meeting steps, i.e.,
However, this formulation is incorrect, because the events that "Wi and Wj meet at node vx at step ℓ" and "Wi and Wj meet at node vy at step ℓ ′ > ℓ" are not mutually exclusive. For example, assume that vi = vj , and vi has only in-neighbor v k . In that case, Wi and Wj have 100% probability to meet at vi at the 0-th step, and a non-zero probability to meet at v k at the first step. This leads to s * (vi, vj ) > 1, whereas s(vi, vj ) = 1 by definition. Interestingly, Equation (12) can be fixed if we substitute
with the probability of the event that "Wi and Wj meet at v k at step ℓ, but never meet again afterwards".
To explain this, observe that the above event indicates that Wi and Wj last meet at v k at step ℓ. If we change v k (resp. ℓ) in the event, then Wi and Wj should last meet at a different node (resp. step), in which case the changed event and the original one are mutually exclusive. Based on this observation, the following lemma presents a remedy to Equaiton (12) . LEMMA 4. Let d k be the probability that two √ c-walks from node v k do not meet each other after the 0-th step. Then, for any two nodes vi and vj ,
In what follows, we refer to d k as the correction factor for v k . Based on Lemma 4, we propose to pre-compute approximate versions of d k and HPs h (ℓ) (vi, v k ), and then use them to estimate SimRank scores based on Equation (4). The immediate problem here is that there exists an infinite number of HPs h (ℓ) (vi, v k ) to approximate, since we need to consider all ℓ ≥ 0. However, we observe that if we allow an additive error in the approximate values, then most of the HPs can be estimated as zero and be omitted. In particular, we have the following observation:
To understand this, recall that each √ c-walk has only ( √ c) ℓ probability to not stop before the ℓ-th step, i.e.,
Therefore, at most ( √ c) ℓ /ε h of the HPs at step ℓ can be larger than ε h . Even if we take into account all ℓ ≥ 0, the total number of HPs above ε h is only
In other words, we only need to retain a constant number of HPs for each node, if we permit a constant additive error in each HP. Based on the above analysis, we propose the SLING index, which pre-computes an approximate versiond k of each correction factor d k , as well as a constant-size set H(vi) of approximate HPs for each node vi. To derive the SimRank score of two nodes vi and vj , SLING first retrievesd k , H(vi), and H(vj), and then estimates s(vi, vj) in constant time based on an approximate version of Equation (13) . The challenge in the design of SLING is threefold. First, how can we derive an accurate estimation ofd k ? Second, how can we efficiently construct H(vi) without iterating over all HPs? Third, how do we ensure that alld k and H(vi) can jointly guarantee ε worst-case error in each SimRank score computed? In Sections 4.3-4.5, we elaborate how we address these challenges.
Before we proceed, we note that there is an interesting connection between Lemmas 2 and 4: LEMMA 5. Let P and D be as in Lemma 2, and d k and
In other words, h (ℓ) (vi, v k ) (resp. d k ) can be regarded as a randomwalk-based interpretation of the entries in P (resp. diagonal elements in D). Therefore, Lemmas 2 and 4 are different interpretations of the same result. The main advantage of our new interpretation is that it gives a physical meaning to d k which, as we show in Algorithm 1: A sampling method for estimating d k Input: a node v k , an error bound ε d , and a failure probability δ d Output: an estimation versiond k of d k with at most ε d error, with at least 1 − δ d probability
2 Let cnt = 0; 3 for x = 1, 2, · · · , nr do 4 Select two nodes v i and v j from I(v k ) uniformly at random;
Generate two √ c-walks from v i and v j , respectively; 7 if the two √ c-walks meet then 8 cnt = cnt + 1;
Section 4.3, enables us to devise a simple and rigorous algorithm to estimate d k to any desired precision. In contrast, the only existing method for approximating D [24] fails to provide any non-trivial guarantees in terms of accuracy and efficiency, as we discuss in Section 3.3.
Estimation of d k
Let W and W ′ be two √ c-walks from v k . By definition, 1 − d k is the probability that any of the following events occurs:
1. W and W ′ meet at the first step.
2. In the first step, W and W ′ arrive at two different nodes vi and vj , respectively; but sometime after the first step, W and W ′ meet.
Note that the above two events are mutually exclusive, and the first event occurs with c |I(v k )| probability. For the second event, if we fix a pair of vi and vj , then the probability that W and W ′ meet after the first step equals the probability that a √ c-walk from vi meets a √ c-walk from vj ; by Lemma 3, this probability is exactly s(vi, vj). Therefore, we have
Equation (14) indicates that, if we are to estimate d k , it suffices to derive an estimation of
by sampling √ c-walks from vi and vj . In particular, as long as µ is estimated with an error no more than ε d /c, the resulting estimation of d k would have at most ε d error. Motivated by this, we propose a sampling method for approximating d k , as shown in Algorithm 1. In a nutshell, Algorithm 1 generates nr pairs of √ c-walks, such that each walk starts from a randomly selected node in I(v k ); after that, the algorithm counts the number cnt of pairs that meet at or after the first step; finally, it returnsd k = 1 − c |I(v i )| − c · cnt nr as an estimation of d k . By the Chernoff bound (see Appendix D) and the properties of √ c-walks, we have the following lemma on the theoretical guarantees of Algorithm 1.
and returnsd k such that |d k − d| ≤ ε d holds with at least 1 − δ d probability. 
if R k does not contain any HP at step ℓ + 1 then 16 break; 17 for
Construction of H(v i )
As mentioned in Section 4.2, we aim to construct a constantsize set H(vi) for each node vi, such that H(vi) contains an approximate versionh (ℓ) (vi, vx) of each HP h (ℓ) (vi, vx) that is sufficiently large. Towards this end, a relatively straightforward solution is to sample a set Wi of √ c-walks from each vi, and then use
Wi to derive approximate HPs. This solution, however, requires O(1/ε h 2 ) walks in Wi to ensure that the additive error in each h (ℓ) (vi, vx) is at most ε h , which leads to considerable computation costs when ε h is small.
Instead of sampling √ c-walks, we devise a deterministic method for constructing all H(vi) in O(m/ε h ) time while allowing at most ε h additive error in each approximate HP. The key idea of our method is to utilize the following equation on HPs:
for any ℓ ≥ 0. Intuitively, Equation (16) indicates that once we have derived the HPs to v k at step ℓ, then we can compute the HPs to v k at step ℓ + 1. Based on this intuition, our method generates approximate HPs to v k by processing the steps ℓ in ascending order of ℓ. We note that our method is similar in spirit to the local update algorithm [4, 9, 15] for estimating personalized PageRanks [15] , and we refer interested readers to Appendix B for a discussion on the connections between our method and those in [4, 9, 15] . Algorithm 2 shows the pseudo-code of our method. Given G and a threshold θ, the algorithm first initializes H(vi) = ∅ for each node vi (Line 1). After that, for each node v k , the algorithm performs a graph traversal from v k to generates approximate HPs from other nodes to v k . Specifically, for each v k , it first initializes a set R k = ∅, and then inserts an HPh (0) (v k , v k ) = 1 into R k , which captures the fact that every √ c-walk from v k has 100% probability to hit v k itself at the 0-th step (Lines 3-4). Then, the algorithm enters an iterative process, such that the ℓ-th iteration (ℓ ≥ 0) processes the HPs to v k at step ℓ that have been inserted into R k . 
In particular, in the ℓ-the iteration, the algorithm first identifies the approximate HPsh (ℓ) (vx, v k ) in R k that are at step ℓ, and processes each of them in turn (Lines 6-16). Ifh (ℓ) (vx, v k ) ≤ θ, then it is removed from R k , i.e., the algorithm omits an approximate HP if it is sufficiently small. Meanwhile, ifh (ℓ) (vx, v k ) > θ, then the algorithm inspects each out-neighbor vi of vx, and updates the approximate HP from vi to v k at step ℓ + 1, according to Equation (16) . After all approximate HPs at step ℓ are processed, the algorithm terminates the iterative process on ℓ. Finally, the algorithm inserts eachh (ℓ) (vi, v k ) ∈ R into H(vi), after which it proceeds to the next node v k+1 .
The following lemma states the guarantees of Algorithm 2.
LEMMA 7. Algorithm 2 runs in O(m/θ) time, and constructs a set H(vi) of approximate HPs for each node vi, such that |H(vi)| = O(1/θ). In addition, for eachh (ℓ) 
Query Method and Complexity Analysis
Given an approximate correction factord k and a set H(v k ) of approximate HPs for each node v k , we estimate the SimRank score between any two nodes vi and vj according to a revised version of Equation (13):
Algorithm 3 shows the details of our query processing method.
To analyze the accuracy guarantee of Algorithm 3, we first present a lemma that quantifies the error ins(vi, vj ) based on the errors ind k and H(v k ).
Combining Lemmas 6, 7, and 8, we have the following theorem.
THEOREM 1. Suppose that we derive eachd k using Algorithm 1 with input ε d and δ d , and we construct each H(v k ) using Algorithm 2 with input θ. If δ d ≤ δ/n and
then Algorithm 3 incurs an additive error at most ε in each Sim-Rank score returned, with at least 1 − δ probability.
By Theorem 1, we can ensure ε worst-case error in each Sim-Rank score by setting ε d = O(ε), θ = O(ε), and δ d = δ/n. In that case, our SLING index requires O(m/ε + n log n δ ) precomputation time and O(n/ε) space, and it answers any singlepair SimRank query in O(1/ε) time. The space (resp. query time) complexity of SLING is only O(1/ε) times larger than the optimal value, since any SimRank method (that ensures ε worst-case error) requires Ω(n) space for storing the information about all nodes, and takes at least Ω(1) time to output the result of a single-pair SimRank query.
OPTIMIZATIONS
This section presents optimization techniques to (i) improve the efficiency of estimating each correction factors d k (Section 5.1), (ii) reduce the space consumption of SLING (Section 5.2), (iii) enhance the accuracy of SLING (Section 5.3), and (iv) incorporate parallel and out-of-core computation into SLING's index construction algorithm (Section 5.4).
Improved Estimation of d k
As discussed in On the other hand, ifμ > ε d , then the algorithm proceeds to generate a larger number of √ c-walks to derive a more accurate estimation of µ. Towards this end, it first computes µ * =μ + √μ · ε as an upper bound of µ, and uses µ * to decide the total number n * r = O(µ * ε −2 d log δ −1 d ) of √ c-walk pairs that are needed (Lines 12-13). After that, it increases the total number of √ c-walk pairs to n * r , and recounts the number cnt of pairs that meet (Lines 14-19). Finally, it derivesũ = cnt/n * r as an improved estimation of µ, and returns an approximate correction factord k computed based onμ (Lines 20-21).
The following lemmas establish the asymptotic guarantees of Algorithm 4. 
14 for x = 1, 2, · · · , n * r − nr do 15 Select two nodes v i and v j from I(v k ) uniformly at random;
16
if v i = v j then 17 Generate two √ c-walks from v i and v j , respectively;
18
if the two √ c-walks meet then 19 cnt = cnt + 1;
By Lemma 9, Algorithm 4 uses a number of √ c-walks that is roughly max{µ, ε d } times the number in Algorithm 1, which leads to significantly improved efficiency. In addition, we note that Algorithm 4 can be easily revised into a general method that estimates the expectation µz of a Bernoulli distribution by taking O( µz +ε ε 2 log 1 δ ) samples, while ensuring at most ε estimation error with at least 1 − δ success probability. In particular, the only major change needed is to replace each √ c-walk pair in Algorithm 4 with a sample from the Bernoulli distribution. In this context, we can prove that the number of samples used by Algorithm 4 is asymptotically optimal. Specifically, let z1, z2, . . . be a sequence of i.i.d. Bernoulli random variables, and µZ = E[zi]. Let A be an algorithm that inspects zi in ascending order of i, and stops at a certain zj before returning an estimationμZ of µZ . In addition, for any possible sequence of zi, A runs in finite expected time, and ensures that |μZ − µZ | ≤ ε with at least 1 − δ probability. It can be verified that the revised Algorithm 4 is an instance of A. The following lemma shows that no other instance of A can be asymptotically more efficient than Algorithm 4. LEMMA 11. Any instance of A has Ω( max{µz ,ε} ε 2 log 1 δ ) expected time complexity when µz < 0.5.
Our proof of Lemma 11 utilizes an important result by Dagum et al. [7] that establishes a lower bound of the expected time complexity of A, when it provides a worst-case guarantee in terms of the relative error (instead of absolute error) inμz. Dagum et al. [7] also provide a sampling algorithm whose time complexity matches Algorithm 5: An algorithm for constructing H ′ (vi) Input: a node v i Output: A set H ′ (v i ) of precise HPs from v i at steps 1 and 2
their lower bound, but the algorithm is inapplicable in our context, since it requires as input a relative error bound, which cannot be translated into an absolute error bound unless µz is known.
Reduction of Space Consumption
Recall that our SLING index pre-computes a set H(vi) of approximate HPs for each node vi, such that eachh (ℓ) (vi, v k ) ∈ H(vi) is no smaller than a threshold θ = O(ε). The total size of all H(vi) is O(n/ε), which is asymptotically near-optimal, but may still be costly from a practical perspective (especially when ε is small). To address this issue, we aim to reduce the size of H(vi) without affecting the time complexity of SLING.
We observe that, in each H(vi), a significant portion of the approximate HPs are in the form ofh (1) (vi, v k ) orh (2) (vi, v k ), i.e., they concern the HPs from vi to the nodes within two hops away from vi. On the other hand, such HPs can be easily computed using a two-hop traversal from vi, as we will show shortly. This leads to the following idea for space reduction: we remove from H(vi) all approximate HPs that are at steps 1 and 2, and we recompute those HPs on the fly during query processing. The re-computation may lead to slightly increased query cost, but as long as it takes O(1/ε) time, it would not affect the asymptotic performance of SLING. In the following, we clarify how we implement this idea.
First, we present a simple and precise algorithm for computing the set H ′ (vi) of HPs from node vi to other nodes at steps 1 and 2, as shown in Algorithm 5. The algorithm first initializes a set H ′ (vi) = ∅ for storing HPs, and then inserts h (0) (vi, vi) = 1 into H ′ (v). After that, for each in-neighbor vx of vi, it sets h (1) (vi, vx) = √ c |I(v i )| , which is the exact probability that a √ cwalk from vi would hit vx at step 1. In turn, for each in-neighbor vy of vx, the algorithm initializes
. This reason is that if a √ c-walk from vi hits vx at step 1, then it has 
|I(vx)|.
If η(vi) = O(1/ε), then we can omit all step-1 and step-2 approximate HPs in H(vi), and compute them with Algorithm 5 during query processing without degrading the time complexity of SLING; otherwise, we need to retain all approximate HPs in H(vi). In our implementation of SLING, we set a constant γ = 10, and we exclude step-1 and step-2 HPs from H(vi) whenever η(vi) ≤ γ/θ, where θ = Ω(ε) is the HP threshold used in the construction of H(vi) (see Algorithm 2). Notice that each η(vi) can be computed in O(|I(vi)|) time by inspecting vi and all of its in-neighbors; therefore, the total computation cost of all η(vi) is O(m), which does not affect SLING's preprocessing time complexity. Furthermore, the on-the-fly computation of step-1 and step-2 HPs does not degrade SLING's accuracy guarantee, since all HPs returned by Algorithm 5 are precise.
Enhancement of Accuracy
The approximation error of each H(vi) arises from the fact that it omits the HPs from vi that are smaller than a threshold θ. A straightforward solution to reduce this error is to decrease θ, but it would degrade the space overhead of H(vi). Instead, we propose to generate additional HPs in H(vi) on-the-fly during query processing, to increase the accuracy of query results.
Specifically, for each node vi, after H(vi) is constructed (with the space reduction procedure in Section 5.2 applied), we inspect the set of approximate HPsh (ℓ) (vi, vj ) in H(vi) such that vj has no more than 1/ √ ε in-neighbors, and then mark the 1/ √ ε largest HPs in the set. After that, whenever a SimRank query requires utilizing H(vi), we substitute H(vi) with an enhanced version H * (vi) constructed on-the-fly. In particular, we first set H * (vi) = H(vi). Then, for every marked HPh (ℓ) (vi, vj ) in H(vi), we process each in-neighbor v k of vj as follows:
is not in H(vi) and has not been inserted into
and insert it into H * (vi);
• Otherwise, we updateh (ℓ+1) (vi, v k ) in H * (vi) as follows: 
Parallel and Out-of-Core Constructions
The preprocessing algorithms of SLING (i.e., Algorithms 1, 2, and 4) are embarrassingly parallelizable. In particular, Algorithm 1 (and Algorithm 4) can be simultaneously applied to multiple nodes v k to compute the corresponding approximate correction factorsd k . Meanwhile, the main loop of Algorithm 2 (i.e., Lines 2-16) can be parallelized to construct the "reverse" HP sets R k for multiple nodes v k at the same time.
Furthermore, SLING does not require the complete index structure to fit in the main memory. Instead, we only need to keep all approximate correction factorsṽ k (k ∈ [1, n]) in the memory, but can store the approximate HP set H(vx) for each node vx on the disk. To process a single-pair SimRank query on two nodes vi and vj , we retrieve H(vi) and H(vj) from the disk and combine them withṽ k to derive the query result, which incurs a constant I/O cost, since H(vi) and H(vj ) takes only O(1/ε) space. In addition, the index construction process of SLING does not require maintaining all HP sets H(vx) simultaneously in the memory. Specifically, in Algorithm 2, we can construct each "reverse" HP set R k in turn and write them to the disk; after that, we can construct all approximate HP sets H(vx) in a batch, by using an external sorting algorithm to sort all HPsh (ℓ) (vx, v k ) by vx. This process requires only O( n ε log n ε ) I/O accesses, since the total size of all H(vx) is O(n/ε).
EXTENSION TO SINGLE-SOURCE QUERIES
Given the SLING index introduced in Sections 4, we can easily answer any single-source SimRank query from a node vi, by invoking Algorithm 3 n times to compute s(vi, vj ) for each node vj . This leads to a total query cost of O(n/ε), which is near-optimal since any single-source SimRank method requires Ω(n) time to output the results. This straightforward algorithm, however, can be improved in terms of practical efficiency. To explain this, let us consider two nodes vi and vj , such that H(vi) and H(vj) do not contain any HPs to the same node at the same step, i.e.,
Then, SLING would returns(vi, vj ) = 0. We say that H(vi) and H(vj) do not intersect in this case. Intuitively, if we can avoid accessing those HP sets H(vj) that do not intersect with H(vi), then we can improve the efficiency of the single-source SimRank query from vi. For this purpose, a straightforward approach is to maintain, for each combination of v k and ℓ, an inverted list L(v k , ℓ) that records the approximate HPsh (ℓ) (vx, v k ) from any node vx to v k . Then, to process a single-source SimRank query from node vi, we first examine each approximate HPh (ℓ) (vi, v k ) ∈ H(vi) and retrieve L(v k , ℓ), based on which we computes(vi, vj) for any node vj withs(vi, vj ) > 0.
Although the inverted list approach improves efficiency for single-source SimRank queries, it doubles the space consumption of SLING, since the inverted lists have the same total size as the approximate HP sets H(vi). Furthermore, the approach cannot be combined with the space reduction technique in Section 5.2, because the former requires storing all approximate HPs in the inverted lists, whereas the latter aims to omit certain HPs to save space. To address this issue, we propose a single-source SimRank algorithm for SLING that finds a middle ground between the inverted list approach and the straightforward approach. The basic idea is that, given node vi, we first retrieve all approximate HPs h (ℓ) (vi, v k ) ∈ H(vi), and then apply a variant of Algorithm 2 to compute the HPs from other nodes to each v k ; after that, we combine all HPs obtained to derive the query results. In other words, we construct the inverted lists relevant for the single-source query on the fly, instead of pre-computing them in advance.
Algorithm 6 shows the details of our method. It takes as input a query node vi and the threshold θ used in constructing H(vi) (see Algorithm 2), and returns an approximate SimRank scores(vi, vj ) for each node vj . The algorithm starts by initializings(vi, vj ) = 0 for all vj (Line 1). Then, it identifies the steps ℓ such that there is at least one step-ℓ approximate HP in H(vi); after that, it processes each of those steps in turn (Lines 2-10). The general idea of processing is as follows. By Equation 13 , if vi has a positive HP to a node v k at step ℓ, then for any other node vj with a positive HP to v k at step ℓ, we have s(vi, vj ) > 0. To identify such nodes vj Algorithm 6: An algorithm for single-source SimRank queries Input: query node v i and threshold θ Output: an approximate SimRank scores(v i , v j ) for each node v j 1 Initializes(v i , v j ) = 0 for all v j ; 2 for each ℓ such that H(v i ) contains some approximate HP at step ℓ do 3 for each node v k such thath (ℓ) 
for each out-neighbor vy of vx do 8 if ρ (t) (vy) does not exist then 9 ρ (t) (vy) = √ c |I(vy )| · ρ (t−1) (vx); 
and their SimRank scores with vi, we can apply the local update approach in Algorithm 2 to traverse ℓ steps from v k ; however, the local update procedure needs to be slightly modified to deal with the fact that we may need to traverse from multiple v k simultaneously, i.e., when vi have positive HPs to multiple nodes at step ℓ.
Specifically, for each particular ℓ, Algorithm 6 first identifies each node v k such thath (ℓ) (vi, v k ) ∈ H(vi), and initializes a temporary score (Line 3) . After that, it traverses ℓ steps from all v k simultaneously (Lines 5-8). In the t-th step (t ∈ [1, ℓ]), it inspects the temporary scores created in the (t−1)-th step, and omit those scores that are no larger than ( √ c) ℓ ·θ (Line 6). This omission is similar to the pruning of HPs applied in Algorithm 2, except that the threshold used here is ( √ c) ℓ times smaller than the threshold θ used in Algorithm 2. The reason is that the local update procedure in Algorithm 2 starts from a node whose approximate HP equals 1, whereas the procedure in Algorithm 6 begins from a node whose temporary score
to which we need to scale down the threshold to ensure accuracy. For each temporary score ρ (t−1) (vx) that is above the threshold, Algorithm 2 examines each out-neighbor vy of vx, and checks whether the temporary score of vy at step t (denoted as ρ (t) (vy)) exists. If it does not exist, then the algorithm initializes it as ρ (t) (vy) = √ c |I(vy )| · ρ (t−1) (vx); otherwise, the algorithm increases it by √ c |I(vy )| ·ρ (t−1) (vx) (Lines 7-11). (Observe that this update rule is identical to that in Algorithm 2.) Finally, after the ℓ-step traversal is finished, the algorithm adds each temporary score ρ (ℓ) (vj ) at step ℓ intos(vi, vj), and then proceeds to consider the next ℓ (Lines [12] [13] [14] . Once all steps ℓ are processed, the algorithm returns each s(vi, vj) as the final result.
We have the following lemma regarding the theoretical guarantees of Algorithm 6. LEMMA 12. Algorithm 6 runs in O m log 2 1 ε time, and ensures that each SimRank score returned has ε worst-case error.
The time complexity of Algorithm 6 is not as attractive as those of the inverted list approach and the straightforward approach, but is roughly comparable to the latter when m = O(n/ε) (as is often the case in practice). In addition, we note that the time complexity of Algorithm 6 matches that of the more recent method for single-source SimRank queries [24] , even though the latter relies on heuristic assumptions that do not hold in general (see Section 3.3). 
EXPERIMENTS
This section experimentally evaluates SLING. Section 7.1 clarifies the experimental settings, and Section 7.2 presents the experimental results.
Experimental Settings
Datasets and Environment. We use twelve graph datasets that are publicly available from [1, 2] and are commonly used in the literature. Table 3 shows the statistics of each graph. We conduct all of experiments on a Linux machine with a 2.6GHz CPU and 64GB memory. All methods tested are implemented in C++. (Our code is available at [3].) Methods and Parameters. We compare SLING against two stateof-the-art methods for SimRank computation: the linearization method [24, 25] (referred to as Linearize) and the Monte Carlo method [8] (referred to as MC). Linearize has three parameters T , R, and L. Following the recommendations in [24] , we set T = 11, R = 100, and L = 3. In addition, we set the decay factor c in the SimRank model to 0.6, as suggested in previous work [23, 24, [31] [32] [33] . Under this setting, Linearize ensures a worstcase error ε = c T /(1 − c) ≈ 0.01 in each SimRank score, if it is able to derive an exact diagonal correction matrix D. However, as we discuss in Section 3.3, Linearize utilizes an approximate version of D that provides no quality assurance, due to which the above error bound does not hold.
For SLING, we set its maximum error ε = 0.025, which is roughly comparable to the quality assurance of the linearization method given a precise D. Towards this end, we set ε d = 0.005 and θ = 0.000725, which ensures ε < 0.025 by Theorem 1. In addition, we set δ d = 1/n 2 , which guarantees that the preprocessing algorithm of SLING succeeds with at least 1 − 1/n probability. For MC, we set ε = 0.025, as in SLING.
Experimental Results
In the first set of experiments, we randomly generate 1000 single-pair SimRank queries on each dataset, and evaluate the average computation time of each method in answering the queries. Figure 1 shows the results. We omit MC on all but the four smallest datasets, since its index size exceeds 64GB on the large graphs. Observe that the query time of SLING is at most 2.2ms in all cases, and is often several orders of magnitude smaller than that of Linearize. In particular, on LiveJournal, SLING is around 10000 times faster than Linearize. This is consistent with the fact that SLING and Linearize has O(1/ε) and O(m log 1 ε ) query time complexities, respectively. Meanwhile, Linearize incurs a smaller query cost than MC on the four smallest datasets, which is also observed in previous work [24] .
Our second set of experiments evaluates the average computation cost of each method in answering 500 random single-source Sim-Rank queries. For SLING, we consider two different methods: one that directly uses Algorithm 6, and another one that invokes Algorithm 3 once for each node. Figure 2 illustrates the results. Notice that the method that applies Algorithm 3 is significantly slower than Algorithm 6, even though the former (resp. latter) runs in O(n/ε) time (resp. O(m log 2 1 ε ) time). This is in accordance with our analysis in Section 6, which shows that adopting Algorithm 3 for single-source queries would incur unnecessary overheads and lead to inferior query time. Since the method that employs Algorithm 3 is not competitive, we omit it on all but the four smallest datasets.
Among all methods for single-source SimRank queries, SLING (with Algorithm 6) achieves the best performance, but its improvement over Linearize is less pronounced when compared with the case of single-pair queries. This, as we mention in Section 6, is because the local update procedure in Algorithm 6 incurs superlinear overheads, due to which the algorihtm's time complexity is the same as Linearize's. Nonetheless, SLING is still at least 9 times faster than Linearize on 7 out of the 12 datasets, and is 110 times more efficient on Slashdot. Meanwhile, MC is consistently outperformed by Linearize. Next, we plot the the preprocessing cost (resp. space consumption) of each method in Figure 3 (resp. Figure 4 ). Linearize incurs a smaller pre-computation cost than SLING does; in turn, SLING is more efficient than MC in terms of pre-computation. The index size of SLING is considerably larger than Linearize, since SLING has an O(n/ε) space complexity, while Linearize only incurs O(n + m) space overhead. Nevertheless, SLING outperforms MC in terms of space efficiency. Overall, SLING is inferior to Linearize in terms of space overheads and preprocessing costs, but this is justified by the fact that SLING offers superior query efficiency and rigorous accuracy guarantee, whereas Linearize incurs significantly larger query costs and does not offer non-trivial bounds on its query errors. Furthermore, the pre-computation algorithm of SLING can be easily parallelized, as we discuss in Section 5.4 and demonstrate in Appendix C.
Our last three experiments focus on the query accuracy of each method. We first apply the power method (see Section 3.1) on each of the four smallest graphs to compute the SimRank score of each node pair, setting the number of iterations in the method to 50 (which results in a worst-case error below 10 −11 ). We take the SimRank scores thus obtained as the ground truth, and use them to gauge the error of each method computing all-pair SimRank scores. We do not repeat this experiment on larger graphs, due to the tremendous overheads in computing all-pair SimRank results. Figure 5 illustrates the maximum query error incurred by each method in all-pair SimRank computation over 10 different runs, where each run rebuilds the index of each method from scratch. Observe that the maximum error of SLING is always below 0.0025, which is considerably smaller than the stipulated error bound ε = 0.025. MC's maximum error is also below ε = 0.025, but is consistently larger than that of SLING, and is over 0.01 on Wiki-Vote. In contrast, the maximum error of Linearize is above 0.025 in most runs on GrQc, AS, and Hepth, which is consistent with our analysis that Linearize does not offer any worst-case guarantee in terms of query accuracy.
To further assess each method's query accuracy, we divide the ground-truth SimRank scores into three groups S1, S2, and S3, such that S1 (resp. S2) contains SimRank scores in the range of [0.1, 1] (resp. [0.01, 0.1]), while S3 concerns SimRank scores smaller than 0.01. Intuitively, the scores in S1 and S2 are more important than those in S3, since the former correspond to node pairs that are highly similar. Figure 6 shows the average query errors of each method for S1, S2, and S3. Observe that, compared with Linearize, SLING incurs much smaller (resp. slightly smaller) errors on S1 (resp. S2). This indicates that SLING is more effective than Linearize in measuring the similarity of important node pairs. Meanwhile, MC is less accurate than SLING on S1, and is considerably outperformed by both SLING and Linearize on Wiki-Vote. Finally, we use the all-pair SimRank scores computed by each method to identify the k node pairs with the highest SimRank scores 1 , and we measure the precision of those k pairs, i.e., the fraction of them among the ground-truth top-k pairs. Figure 7 illustrates the results when k varies from 400 to 2000. The precision of SLING is never worse than that of Linearize, and is up to 4% higher than the latter in many cases. This is consistent with our results in Figure 6 that, for node pairs with large SimRank scores, SLING provides much higher accuracy than Linearize does. Meanwhile, MC yields lower accuracy than SLING does, and is significantly outperformed by both SLING and Linearize on Wiki-Vote. These results are also in agreement with those in Figure 6 .
OTHER RELATED WORK
The previous sections have discussed the existing techniques that are most relevant to ours. In what follows, we survey other related work on SimRank computation. First, there is a line of research [10, 13, 19, [30] [31] [32] on SimRank queries based on the following formulation of SimRank:
where S, P , and T are n × n matrices such that S(i, j) = s(vi, vj ) for any i, j, P is as defined in Equation 5, and I is an identity matrix. However, as point out by Kusumoto et al. [17] , the above formulation is incorrect since it assumes that (1 − c)I equals the diagonal correction matrix D (see Equation 7 ), which does not hold in general. As a consequence, the methods in [10, 13, 19, [30] [31] [32] fail to offer any guarantees in terms of the accuracy of SimRank scores, due to which we do not consider them in this paper.
Second, several variants [5, 8, 22, 33, 35] of SimRank have been proposed to enhance the quality of similarity measure and mitigate certain limitations of SimRank. Antonellis et al. [5] present SimRank++, which extends SimRank by taking into account the weights of edges and prior knowledge of node similarities. Jin et al. [16] introduce RoleSim, which guarantees to recognize automorphically or structurally equivalent nodes. Fogaras and Rácz [8] propose PSimRank, which improves the quality of SimRank by allowing random walks that are close to each other to have a higher probability to meet. Yu and McCann [33] present SimRank # , which defines the similarity between two nodes based on the consine similarity of their neighbors. Zhao et al. [35] introduce P-Rank, which consider both in-neighbors and out-neighbors of two nodes when measuring their similarity.
Finally, there is existing work [10, 17, 18, 25, 28, 36 ] that studies top-k SimRank queries and SimRank similarity joins. In particular, a top-k SimRank queries takes as input a node vi, and asks for the k nodes vj with the largest SimRank score s(vi, vj). Meanwhile, a SimRank similarity join asks for all pairs of nodes whose Sim-Rank scores are among the largest k, or are larger than a predefined threshold. Techniques designed for these two types of queries are generally inapplicable for single-pair and single-source SimRank queries.
CONCLUSIONS
This paper presents the SLING index for answering singlepair and single-source SimRank queries with ε worst-case error in each SimRank score. SLING requires O(n/ε) space and O(m/ε + n log n δ /ε 2 ) pre-computation time, and it handles any single-pair (resp. single-source) query in O(1/ε) (resp. O(n/ε)) time. The space and query time complexities of SLING are nearoptimal, and are significantly better than those of the existing solutions. In addition, SLING incorporates several optimization techniques that considerably improves its practical performance. Our experiments show that SLING provides superior query efficiency against the states of the art. For future work, we plan to (i) investigate techniques to reduce the index size of SLING, and (ii) extend SLING to handle other similarity measures for graphs. [33] W. Yu 
It can be verified the matrix 4 × 4 matrix M on the left hand side is not diagonally dominant when c = 0.6.
Finally, the number of iterations required by the Gauss-Seidel method is O(log ε * / log ρ), where ε * is the maximum error allowed in the solution to the linear system, and ρ is the spectral radius of the iteration matrix used by the method [11] . The value of ρ depends on the input graph, and might be very close to 1, in which case log ε * / log ρ can be an extremely large number.
B. HITTING PROBABILITIES VS. PER-SONALIZED PAGERANKS
Suppose that we start a random walk from a node vi following the outgoing edges of each node, with 1 − cp probability to stop at each step. The probability that the walk stops at a node vj is referred to as the personalized PageRank (PPR) [15] from vi to vj . PPR is well-adopted as a metric for measuring the relevance of nodes with respect to the input node vi, and it has important applications in web search [15] and social network analysis [12] .
Our notion of hitting probabilities (HP) bears similarity to PPR, but differs in the following aspect:
1. HP concerns the probability that the random walk reaches node vj at a particular step ℓ, but disregards whether the random walk stops at vj ;
2. PPR only concerns the endpoint vj of the random walk, and disregards all nodes before it.
Our Algorithm 2 for computing approximate HPs is inspired by the local update algorithm [4, 9, 15] proposed for computing approximate PPRs. Specifically, given a node vj and an error bound ε, the local update algorithm returns an approximate version of the PPRs from other nodes to vj , with ε worst-case errors. The algorithm starts by assigning a residual 1 to vj , and 0 to any other node. Subsequently, the algorithm iteratively propagates the residual of each node to its in-neighbors, during which it computes the approximate PPR from each node to vj. When the largest residual in all nodes is smaller than ε, the algorithm terminates. This algorithm is similar in spirit to our Algorithm 2, but it cannot be directly applied in our context, due to the inherent differences between PPRs and HPs.
C. ADDITIONAL EXPERIMENTS
In this section, we evaluate the parallel and out-of-core algorithms for constructing the index structures of SLING (presented in Section 5.4), using the four largest datasets in Table 3 . First, we implement a multi-threaded version of SLING's pre-computation algorithm, and measure its running time when the number of threads varies from 1 to 16 and all 64GB main memory on our machine is available. (The total number of CPU cores on our machine is 16.) Figure 9 illustrates the results. Observe that the algorithm achieves a near-linear speed-up as the number of threads increases, which is consistent with our analysis (in Section 5.4) that SLING preprocessing algorithm is embarrassingly parallelizable.
Next, we implement an I/O-efficient version of SLING's preprocessing algorithm, based on our discussions in Section 5.4. Then, we measure the running time of the algorithm when it uses one CPU core along with a memory buffer of a pre-defined size. (We assume that the input graph is memory-resident, and we exclude it when calculating the memory buffer size.) Figure 10 shows the processing time of the algorithm as the buffer size varies. Observe that the algorithm can efficiently process all tested graphs even when the buffer size is as small as 256MB. In addition, the overhead of the algorithm does not increase significantly when the buffer size decreases, since the algorithm is CPU-bound. In particular, its only I/O cost is incurred by (i) writing each entry in the index once to the disk, and (ii) performing an external sort on the entries.
D. CONCENTRATION INEQUALITIES
This section introduces the concentration inequalities used in our proofs. We start from the classic Chernoff bound.
LEMMA 13 (CHERNOFF BOUND [6] ). For any set {xi} (i ∈ [1, nx]) of i.i.d. random variables with mean µ and xi ∈ [0, 1],
.
Our proofs also use a concentration bound on martingales, as detailed in the following. DEFINITION 1 (MARTINGALE). A sequence of random variables y1, y2, y3, · · · is a martingale if and only if E[yi] < +∞ and E[yi+1|y1, y2, · · · , yi] = yi for any i. LEMMA 14 ( [6] ). Let y1, y2, y3, · · · be a martingale, such that |y1| ≤ a, |yj+1 − yj | ≤ a for any j ∈ [1, i − 1], and 
E. PROOFS
This section presents the proofs of the theorems and lemmas in the paper. Due to space constraints, we omit the proofs of Lemmas 9-12 but include them in our technical report [29] .
Proof of Lemma 3. Let s ′ (vi, vj ) be the probability that Wi and Wj meet. If vi = vj , then s ′ (vi, vj ) = 1, since Wi and Wj always meet at the first step. Suppose that vi = vj . Then, s ′ (vi, vj ) is the probability that Wi and Wj meet at or after the second step. Assume without loss of generality that the second steps of Wi and Wj are v k and v ℓ , respectively. By definition, s ′ (v k , v ℓ ) equals the probability that Wi and Wj meet at or after v k and v ℓ . Taking into account all possible second steps of Wi and Wj, we have
As such, s ′ (vi, vj ) have the same definition as s(vi, vj) (see Equation (1)), which indicates that s ′ (vi, vj ) = s(vi, vj ).
Proof of Lemma 4. First, we define the following events:
• E(vi, vj ) : Two √ c-walks starting from vi and vj , respectively, meet each other. • L(vi, vj, v k , ℓ) : Two √ c-walks starting from vi and vj, respectively, last meet each other at the ℓ-th step at v k .
As we discuss in Section 4.2, two different events L(vi, vj , v k , ℓ) and L(vi, vj , v ′ k , ℓ ′ ) are mutually exclusive whenever v k = v ′ k or ℓ = ℓ ′ . Therefore, Pr{E(vi, vj )} = +∞ ℓ=0 n k=1 Pr{L(vi, vj , v k , ℓ)} Observe that the probability of L(vi, vj, v k , ℓ) can be computed by multiplying the following two probabilities:
1. The probability that two √ c-walks Wi and Wj from vi and vj , respectively, meet at v k at step ℓ.
Given that
Wi and Wj meet at v k step ℓ, the probability that they do not meet at steps ℓ + 1, ℓ + 2, . . ..
The first probability equals h (ℓ) (vi, v k ) · h (ℓ) (vi, v k ). Meanwhile, since the (x + 1)-th step of any √ c-walk depends only on its x-th step, the second probability should equal the probability that two √ c-walks from v k never meet after the 0-th step, which in turn Therefore, R ℓ (k, i) = h (ℓ) (vi, v k ) for all vi, v k , and ℓ. LetD be the n×n diagonal matrix whose k-th diagonal element is d k . Then, Equation (13) can be written as:
By multiplying R ⊤ and R on the left and right, respectively, on both side of the equation, we have
This indicates thatD is a diagonal correction matrix. Since the diagonal correction matrix is unique [24] , we haveD = D.
Proof of Lemma 6. By the Chernoff Bound in Lemma 13, Therefore, |d k − d k | = c · | cnt nr − µ| ≤ ε with at least 1 − δ d probability.
