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1. INTRODUCTION 
The aim of this note is to extend some results of [l]. We consider the following 
two point eigenvalue problem 
-d = hg(x, u, 24’) x E (a, b), h E R 
u(a) - cd(a) = 0 
u(6) + du’(b) = 0 or u’(b) = 0 
in which c, d > 0 and g is a given function which satisfies the following hypo- 
theses: 
(Hl) g: [a, b] x lR2 + R is continuous and the function (u, V) -g(., u, V) 
is continuously differentiable. 
(H2) g(x, 0,O) > 0 for x E (a, b). 
By a solution of Problem P we mean a pair (h, U) E 178 x C2([u, b]) which 
satisfies P. It is known (see for example [3]) that under the assumptions HI and 
H2 there exists a subset %? of the solutions of Problem P, which is connected 
and unbounded in R+ x Cl([u, b]), and contains the trivial solution (0,O). 
Moreover, (h, U) E Y\(O, 0) implies that u > 0 on (a, b). 
In addition to Problem P, we shall consider the problem, which we denote by 
P’, in which the function g(x, U, V) is replaced by g(x, u, V) u and g still satisfies 
the hypotheses Hl and H2. In this case (h, 0) is a solution for each h E R, and 
every point (Xi , 0) i E N, where 0 < A1 < h, < a.1 are the eigenvalues of the 
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linearized problem at u = 0, is a bifurcation point. It follows from a theorem due 
to Rabinowitz [3] that there exists a subset of the solutions of Problem P', 
which we shall also denote by V, which is connected and unbounded in [w 7 x 
‘?([a, b]), contains (Ai , 0) and (h, U) E %?\(A, 0) implies that u > 0 on (a, 6). Let 
us recall that in both Problems P and P’, V is unbounded in [Wf x C”([a, b]) if g 
does not depend on u’. 
As in [l], we are interested in the asymptotic behaviour of % when Proj,, 97 
is unbounded under the assumption that 
g(x, u, 4 3 0 when (A, u) E V (u concave). 
Our main result states that if the functions of the continuum $? are uniformly 
bounded with respect to h in the CO-norm then (i) the reduced equation 
g(x, 24, u’) = 0 
has a concave solution U, which is minimal in an appropriate sense and (ii) the 
functions u of %? converge to ii as h + co in a sense to be defined later. Moreover 
sup{u(x): (h, u) E %?] = U(X) 
for x E (a, b). 
These results extend and complete those of [l]. There it was shown that if 
the functions of ?? are uniformly bounded in the CO-norm, it is possible to 
extract from %? a convergent subsequence. If in addition the functions of %Z are 
uniformly bounded in the Cl-norm, and the equation is autonomous, it was 
shown that the limit is unique. Thus, in this paper we remove the bound on u’ 
and the restriction to autonomous equation. In addition we supply a character- 
ization of the limit function ii, which, in particular answers a question which was 
left open in [ 1, V. 3O]. 
The plan of this note is as follows. In Section 2 we shall introduce some 
notation. In Section 3 we shall give a precise statement of our results, and in 
Section 4 we shall give their proofs. Finally, in Section 5 we shall discuss a 
simple example. 
2. PRELIMINARIES 
We shall say that a function u: (a, b) + 88 is concave on (a, b) if for all 
xi , x2 E (a, b), and all t E [0, 11, 
u(tx, + (1 - q x2) >, tu(x,) + (1 - t) u(xz). 
For I( positive and concave on (a, b) we denote by u(a+) and u(k) respectively 
the right limit of u at a and the left limit of u at b. By this extension u E C([a, b]). 
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We shall denote by U;(X) and u:(x) respectively the right derivative and the left 
derivative at respectively x E [a, b) and J E (a, b]. Let us recall that 
(i) u;(X) = u;(~+) for x E [a, b), u’(x) = ul(x-) for x E (a, b]. 
(ii) u’+ is lower semicontinuous and nonincreasing; u’ is upper semi- 
continuous and nonincreasing. 
(iii) For any 01, p such that a < 01 < p < b, u’ E BV[a, p]. 
Moreover, if u’+(u) < co, then u’ E BV[a, p] and if u’(b) > -co, then u’ E 
BV[cd, b]. 
We shall use the following notation: 
I u lo = x2f;, I44 for u E C([a, b]) 
and 
for u E Cl([u, b]). 
For u absolutely continuous on [01, /I] we shall write 
II l.4. Ilacrd = I * lo + w4 
and by the expression 
we shall mean that for every sequence (A, , u,) E V such that An --f 00 as n + co, 
lim,,, I u&)l = 0. 
Finally, we shall call u a positive solution of Problem P, respectively P’ if 
u > 0 on (a, b). 
3. STATEMENT OF RESULTS 
THEOREM 1. Let 52 be a subset of solutions of Problem P(P’) which is connected 
in II2 x Cl([u, b]). Suppose 3 satisfies the following conditions: 
(4 (0, 0) E WG4 , 0) E 91, and (A, u) E g\(O, ON@, u) E g\(h , 0)) implies 
that II is positive. 
(b) g(x, u, u’) > 0 for (A, u) E 9. 
(c) Proj,, 9 is unbounded. 
(d) There exists a constant M > 0 such that 
I u lo < af for (A, 24) E 53. 
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Let sup{u(x): (A, 24) E 9} = U(x) for x E (a, b). Then 
(i) ii is positive and concave on (a, b); 
(ii) g(x, U(x), U:(x)) = 0 for x E (a, b); 
(iii) C(a+) - cC~(u) 3 0, a(b-) + d&(b) > 0, or k(b) > 0 if we prescribe 
a Neumann boundary condition at x L b. 
(iv) For any oi, p, such that a < 01 < p < 6 
pz II u - ~!I.4Cra,Ol = 0. 
(A&l)& 
(v) At every point of continuity of U’ 
F-2 / u’(x) - u’(x)1 == 0. 
(A,U)EY 
If c > 0, OY c = 0 and ~(a-!-) == 0, a:(u) < 00 then in (iv) we may choose 01 equal 
to a. Similarly if d > 0 OY d = 0 and u(b-) = 0, r?(b) > -co, we may choose /I 
equal to b. 
Remark. To prove Theorem 1, we shall use Theorem II.1 of [l] and the 
following result, which is of some interest in its own right. 
THEOREM 2. Let 9 be a subset of solutions of Problem P(P’) which is connected 
in (w x Cl([a, b]). Suppose 9 satis$es the following conditions 
(a) ((IO) E Wh , 0) E g), and (h, u) E B\(O, O)((h, u) E 9\(X, , 0)) implies 
that u is positive. 
(b) There exists a function E which is positive and concave on (a, b) such that 
g(x, Z(x), Z’(x)) = 0 ae. off (a, b); 
C(a+) - cc;(a) > 0 
u’(K) + du=‘(b) 3 0, 
or C(b) > 0 if we prescribe a Neumann boundary condition at x = b. Then 
(i) u(x) < C(x), x E (a, b) for (A, u) 6%‘. 
(ii) if u(a) = E(a+), then u’(a) < C;(a) (possibly +a), if u(b) = u’(b-), 
then u’(b) > ii:(b) (possibly -co). 
COROLLARY. Suppose that in Problem P(P’), the function g does not depend on 
the derivative u’. Let %? denote the component of solutions of Problem P(P’) containing 
(0,O) ((h, , 0)), such that if (A, u) E 9\(0,0) ((X, u) E 9\(h, , 0)) u is positive. Then 
the following two conditions are equivalent: 
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(A) There exists a function iz, which is positive and concave on (a, b) such that 
0) g(x, U) = 0 on (a, 4 
(ii) ~%(a+) - cfil(u) 3 0, 
u(b-) + d&(b) 3 0 Or u:(b) > 0 
(iii) g(x, u) 3 0 for 0 < u < u on (a, 6). 
(B) For all (A; u) E %? 
(4 g(x, 4 > 0 on (a, 6); 
(ii) I u lo GM, where the constant M does not depend on (A, u). 
Let (X, U) E %? and assume condition A. Then, by Theorem 2, u < u on (a, 6) 
and hence g(x, U) 3 0. Moreover / u I,, < max[,,bj U(X). Next, let us assume 
condition B. Then, since ‘%? is unbounded in R+ x CO([u, b]) 131, Proja+ $7 is 
unbounded and we may apply Theorem 1 to show that g(x) = sup{u(x): 
(h, U) E %7} is the desired function. Moreover, the connectedness of % implies that 
g(x, 4 > 0 for 0 < u < zi on (u, b). 
Remark. This corollary improves the result obtained in [l, V, 31. To see this 
consider a function g(x, U) such that 
where 0 < ii1 < iia and g(x, u) > 0 otherwise. Suppose is, is not concave, but iis 
is. Then if c = d = 0, condition A of the Corollary is satisfied, and hence so is 
condition B. Therefore by Theorem 1 the limit ii of V is ~a , which is not the 
first zero of u +g(x, u). Thus, the results of [I] cannot be applied in this case. 
4. PROOFS 
We begin by stating some auxiliary results. For the proof of Theorem 1, we 
shall use Theorem II.1 of [l]. For convenience we shall state it here. 
LEMMA 1. Let (A, , u,) be a sequence of solutions of Problem P(P) such that 
(a) /\,+cousn-+co, 
(b) u, is comzuve, 
(c) there exists a constant M > 0 such that 
/ u, lo < M for all n > 1 
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Then there exists a subsequence (h,,p , u,,,) and a function ?I which is positive and 
concave on (a, b) such that 
(i) g(x, a(x), iqx)) I:= 0 for x E (a, b) 
(ii) zZ(a’) - &(a) 2: 0 
u(b-) + du:(b) 3 0 or C(b) ;- 0 
(iii) ‘k’-flr /I unk - ii;ilAc[a,Ol =: 0 a<n<P<b. 
(4 $2 1 z&,(x) - u’(x)1 = 0 
at every point of continuity of ii’. 
(v) ;f u:(a) < M then a: in (iii) may be chosen equal to a. 
Similarly at b. 
Remark. The conclusions (ii) and (iii) are actually not included in Theorem 
II. 1. However, they are immediate consequences of Proposition A of the Appen- 
dix of [l]. 
In the proof of Theorem 2 we shall use the following version of the one- 
dimensional strong maximum principle. 
LEMMA 2. Let p, q EL~(o~, /?), and q > 0. Suppose w E Hl(ol, fi) has the pro- 
perties 
(i) W(X) 3 0 and w(x)+ 0 on [01, p]. 
(ii) [I [w’h’ + pw’h + qwh] dx 3 0 
for every h E Hol(ol, /3), h > 0. 
Then w(x) > 0 on (ci, p). 
If moreover w’ E BV[oi, /I’], 01 < /3’ < /3, and w(a) = 0 then w;(a) > 0. 
Similarly, if w’ E BV[ol’, /3], 01’ E [a, fl) and w(p) = 0, then w:(p) < 0. 
For completeness the proof of Lemma 2 is given in the Appendix. 
Proof of Theorem 1. Let (X, , u,) ~9 be any sequence, such that h,, - co 
as n + co. Then, by Lemma 1 we can find a subsequence (Xnk , Us,) and a 
function u which is concave and positive on (a, b). If we now apply Theorem 2, 
with E = U, it follows that G(X) = sup{u(x): (h, U) EC@} on (a, b). Moreover, (ii) 
and (iii) of Theorem 1 are satisfied. Now let (pn. , v,) be any subsequence of 
u,). 
IL 
Then we can use Lemma 1 again to obtain a convergent subsequence 
v,~) and a function 5, which is positive and concave on (a, b). By applying 
ThEorem 2 again, but now with E = 8, we find that B = U; Thus the whole 
sequence (h, , u,) converges to iz. One concludes the proof by observing that if 
c > 0, or c = 0 and %(a+) = 0, z%;(a) < co, then u:,(a) < M for some M > 0. 
Similarly for x = b. 
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Proof of Theorem 2. To begin with we shall show that if (A, U) is a solution of 
Problem P(P’) such that u is positive on (a, b) and u < u” then 
(a) u(a) < u’(x) for x E (a, b), 
(b) if ~(a) = ii(&), then U’(U) < U’;(u) (possibly +a), 
(c) if u(b) = u’(k), then u’(b) > EL(b) (possibly -co). 
Let a < 01< /3 < b and let ZI = E - U. Then v E Hl(ol, /3) and v 3 0 on 
[a, b]. Since E is concave 
s 
B 
u”‘h’ dx > 0 for every h E H:(cY, /3), h > 0. 
(1 
Hence, for every w E Rf we have 
s 
’ {E’h’ $ wiih - Ag(*, Up, E’) h) dx 3 1” {u’h’ + wuh - hg(., u, u’) h} dx 
Lx a 
for every h E E&,l(ol, /3) such that h > 0. Thus 
s 
’ {v’h’ + $v’h + (q + w) vh} dx 3 0 
a 
for every h E H,,l(a, /3), h > 0, where 
P(X) = --h j-)&, u(x) + tv(x), u’(x) + tv’(x)) dt 
!I@) = --h j-1&(x, u(x) + t+), u’(x) + m’(x)) dt. 
0 
Observe that p, 4 EL~(u, p). We now choose w so large that w + a(x) 3 0 in 
[a, /3]. Then it follows from Lemma 2 that either G(x) > U(X) in (a:, /3) or Z(x) = 
U(X) for all x E [a, p]. By choosing a sequence of intervals (LU, 18) C (01~) /3J C 
(CQ , &.) C **. C (a, b) such that 01, + a and 6% -+ b we find that either u’(x) > u(x) 
in (a, b) or E(x) = 24( x) f or all x E (a, b). However, if U”(x) = U(X), 
-U” = hg(x, 24, 24’) = hg(x, z, E’) = 0 a.e., 
which contradicts the boundary conditions. This proves part (a). Part (b) is 
trivially satisfied if E;(u) = +co. Thus, let E;(u) < co. Part (b) is now a 
consequence of the second part of Lemma 2. Part (c) follows in a similar 
manner. 
We can now complete the proof of Theorem 2 by means of an argument based 
on the fact that the set 9 is connected. We divide 9 onto two subsets. 
d = {(A, 24) ~9: U(X) < UP(x) for x E (a, b)) 
93 = {(A, U) E 9: 35 E (a, b) such that u(t) > ii([)), 
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Thus 9 = S! u S? and & n 9? = #. If we can show that in fact 9 = -QI, the 
theorem is proved. Observe that 93 is open under the R x Cl topology and that ,sJ 
is not empty, since it contains (0,O) ((hi, 0)). Th us, by the connectedness of 9 it 
is sufficient to prove that&is open under the R x Cl topology, i.e. if (/I,, u,,) EJ~!, 
we have to show that there exists a 6 > 0 such that if (h, U) E 9 and 1 X - h, j + 
1 u - q, Ii < 6 then (h, U) E &. Different cases must be considered. For simpli- 
city we choose the case uO(a) = E(a+) and u,(b) # E(k). The other cases are 
proved similarly. 
Clearly, u,(b) < u’(k) and, by the first part of the proof, z&(a) < u”:(a). It 
follows from the lower semi-continuity of Up; - U’ that there exist numbers 
4 E (a, b) and qi > 0 such that 
and there exists a number Q > 0 such that 
w - %(X) > 172 for 6 < x < b. 
Let 6 = $min{q, , Q}. Then for x E [a, E) 
ii(x) - u(x) = u’(x) - u&x) + z+)(x) - u(x) 
= 1” {u”;(t) - u;(t)} dt + u,(a) - u(a) + Is {u;(t) - u’(t)} dt 
a a 
> 71(x - a) - 8(x - a) 
Hence u(x) < Z(x) for a < x < I. For x E [[, b] we have 
Thus U(X) < E(x) for x E (a, b), which means that (h, U) E SY and hence that & 
is open. This completes the proof of Theorem 2. 
5. EXAMPLE 
As a simple example, consider the following problem. 
uw = h(f - up 
(9 L(O) = U(1) = 0, 
O<x<l 
where X > 0, m = 1,2 ,..., and f~ C([O, 11) such that f(0) = f(1) = 0 and 
f (4 f 0. 
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If m is odd, Problem I can be written as 
21 - Xl/m sgn uv I un llh = f, 
u(0) = U(1) = 0. 
It is known [2] that the operator A defined by 
Au z -sgn u’ 1 U” lljrn 
with 
D(A) = {u E C2([0, 11): U(0) = U(1) = O} 
is m-accretive in CO([O, 11). Therefore, for f cs D(A) we have 
I u -f lo < x-l’” I Af lo . 
Thus, 
lhIu-flo=O 
provided f E D(A). However, B(A) is dense with respect to the norm I * lo in 
the set {U E C([O, I]): u(O) = u(l) = 0}, and hence the restriction off to D(A) 
may be dropped. 
If m is even, and if f is not concave, it follows from the Corollary and Theorem 
1 that 
Sup{1 u lo: (A, 24) E U} = co. 
However, if f is concave, Corollary 1 and Theorem 1, imply that u < f for all 
(A, U) E V. Choose e > 0. Then, since f E C([O, 11) there exists a 6 > 0 such that 
I 44 - f (41 < 6 for x E [0, 6) U (1 - 6, 11. 
By Theorem 1, there exists a A, such that if h > A, , 
144 -fM <E for 01 E [S, 1 - S]. 
Hence we may conclude that 
pz 121 -fl, = 0. 
Observe that if m is odd and f concave, this last remark applies as well. Thus, 
it gives another proof of the convergence of u to f. Moreover, we have that u(A) 
is concave for every h and f = sup{u(A): h > O}. 
APPENDIX 
Proof of Lemma 2. Let us define by K the set of functions v E W(ol, fl) such 
that v > 0 on (OL, /3), and let K, denote the set of nonnegative functions in 
Ho% 8. 
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Let w E K, and let 
s 
’ [w’h’ + pw’h + qwh] dx > 0 for any h E K, . 
a 
Define U(X) = w(x) e-y” y E R. Clearly v E K as well. Then u satisfies the inequal- 
ity 
s 
6 
P((v’ + yv) h’ + p(v’ + yv) h + qvh} dx 3 0 for all h E K, . 
a 
But 
s 
B 
eY”yvh’ dx = -y 
a s 
’ ey5(v’ + yv) h dx. 
a 
Hence 
s 
’ eY”{v’(h - yh + ph) + (yp + q - y2) vh} dx 3 0 hEKo. 
d 
Now choose y so large that yp + 4 - y2 < 0 a.e. on (a,/?). Then 
Define 
s 
0 
ey%‘[h’ + (p - y) h] dx 3 0 for all h E K,, . (AlI 
a 
It is readily seen that Y, r-l E Wcc(ol, /I), and that r > 0. The inequality (Al) 
can now be rewritten as 
a 
s [ exp a -2yx-~ozp(t)dt]v’(rh)‘dx>0 forallhEK, 
or, since h E K,, iff rh E Ku , as 
J 
0 
s(x) v’h’ dx 3 0 for all h E K,, , 
a 
where s E W+(a, 6) and s > 0 on [01, p]. 
For given ZI E K, the integral is a bounded linear functional on N,,~(cL, /3). 
Hence there exists a 4 E H-l(oi, /3) such that 
s 0 sv’h’ dx = (4, h) for all h E H$(a, /3), a 
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where (., .> denotes the pairing between H,,l and H-l. Thus, 
(A w 3 0 for all h E K, 
and hence there exists a function b: (a, p) + IR, which is nondecreasing, such 
that 
for all h E C([ar’, /3’]) 
for all a’, /3’ such that cy. < 01’ < p’ < p. Thus 
(4, h) = - f’ fh’ dx for all h E Col(a’, ,8’) 
and hence 
I %’ (NJ + 2) h’ dx = 0 for all h E Col(a’, ,Y) 
for all a’, fl’ such that 01 < 01’ < /3’ < /I. This means that there exists a constant 
C E R such that 
sd = c - g” a.e. on (01,/3). 
Therefore sz;’ is nonincreasing on (01, /3), sv’ E BV[a’, /3’] for all a! < 01’ < /Y < /3 
and hence 71’ E BV[or’, ,&I, LX < (Y’ < /3’ < p. 
Suppose now that w(t) = 0 f or some E E (01, /3). Then v(t) = 0 and, since 
v(x) > 0 on [ol, /I]: 
sv’(E-) < 0, 
Thus, because sv’ is nonincreasing, 
w’(p) 3 0. 
m’(ct-) = w’(p) = 0. 
Consequently 
v’(x) 3 0 a.e. fora:<x<[ 
v’(x) < 0 a.e. for f < x < /3. 
This contradicts the fact that v > 0, unless v = 0. But this case has been exclu- 
ded. Thus w(4) > 0. 
If for some E > 0, w’ E BV[a, a: + E], then v’ EBV[OI, 01 + E], SV’ eBV[ol, a~ 
+ E] and 
s7.$(cx) = sup W;(x) < co. 
S>Ci 
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If W(CX) = 0, then e(a) = 0, V;(U) 3 0 and hence W:(CX) > 0. If SC’+(~) =-= 0, 
then W’(X) < 0 a.e. on [a, fl] and hence U’(X) f 0 a.e. on [01, /3]. Since z‘ :A 0 
on [ac, /3] this implies v = 0, and therefore w = 0 on [a, /3] in contradiction with 
the assumption made about w. Th us SW;(~) > 0 and hence Zaps > 0. This 
implies that 
w;(a) = eYN{a;(a) + yv(a)} = eyoio;(a) > 0. 
In a similar manner, one can show that w/(/3-) < 0 when w(p) = 0. 
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