performance of this new proposed hybrid structure is compared with the cMDS. This paper is organized in three more sections following this introduction section. In Section II, the fundamentals of cMDS, SMACOF and PSO are presented. The third section is devoted for the implementations and comparison of the proposed framework; and the last section consists of concluding remarks.
II. METHOD
In this study, classical Multidimensional Scaling (MDS) algorithm is joined with two different methods: SMACOF and PSO. In this section these methods are explained in summary.
A. Multidimensional Scaling -MDS
Multidimensional scaling is a general expression for analysis of the measured proximity data, or a technique for visualization [24] of the multidimensional data in a lower dimensional space.
The aim of this method is to project the multidimensional data in a lower level by preserving the object distances. So far, various MDS methods have been proposed. In this study, the classical MDS algorithm is selected as a basis as explained in the introduction section.
The procedure of the classical MDS algorithm is defined as follows [25] :
1. Calculate the matrix (Q) from dissimilarity measurements (δ), where φ is each elements of matrix Q corresponding to δ:
2. Calculate the temporary matrix (H), where I is the nxn identity matrix, and O is the 1xn vector with all ones:
3. Calculate and determine the eigenvalue (L) and eigenvectors (A) of matrix (B):
B. Scaling by Majorizing a Complicated Function -SMACOF Scaling by majorizing a complicated function (SMACOF) is an iterative MDS method based on stress majorization, which was introduced by De Leeuw in 1977 [26] . Stress majorization is an optimization strategy for MDS. The general problem is to solve points in lowdimensional Euclidean space, where the distance between two points represent dissimilarity in an analogous manner. Therefore, the aim is to find X from the formulation given below, where
Similar to MDS, SMACOF the stress function is defined which is desired to be minimized. The stress function (σ(X)) defined as;
Therefore, the SMACOF algorithm is given below [13] , where tol and maxiter are the termination conditions of the algorithm corresponds to tolerance and maximum iteration respectively.
1. Begin with the initial point of X(0) randomly 2. Z=X(0) and assign k=0 3. Compute the stress function S(X(0))
6. Compute the stress function S(X(k)) 7. Calculate change of the stress S(X(k)) -S(X(k-1)), if it is smaller than tol or k>maxit than terminate 8. Z=X(k), go to step 4
C. Particle Swarm Optimization -PSO PSO is a swarm based optimization algorithm which is inspired from behaviors of flocks of fish and birds. The PSO model was investigated by Kennedy and Eberhart in 1995 [27] , [28] . The PSO establishes a balance between the swarm member's cognitive and societal discovery behaviors. Cognitive behavior is defined as the tendency to return to the best position of a swarm member's that has reached as far as the present. Social behavior is defined as the tendency to follow the best particle in the swarm. The velocity and position information of a particle is updated at each iteration. Cognitive and social experiences are taken into account while updating the velocity of the particle. In conclusion, the PSO algorithm is given below, where the aim of this update functions is to obtain the minimize the objective function of the mean absolute error between measured and obtained distance data. 11 
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D. Hibrid Framework
In this study, in order to determine the coordinates of the distributed nodes in a wireless ad-hoc network, cMDS is merged with two other methods for increase the performance, which are SMACOF and PSO. The algorithms are sequentially executed. Since the cMDS is a deterministic approach and produce a single vector, it is possible to continue the implementations after these results. In other words, first cMDS is run and vector of coordinates are obtained. Then, SMACOF and PSO methods are applied to get further improvement. The numbers of iterations are restricted in SMACOF and PSO to reduce the resources to obtain solution.
III. IMPLEMENTATION AND RESULTS
In this study, the aim is to increase the performance of the cMDS algorithm with another multidimensional scaling approach SMACOF and a heuristic optimization algorithm PSO. In these algorithms, the number of maximum iteration is selected as 10 for networks contain 25 nodes. The population size is selected as 30 for PSO. On the other hand, the number of maximum iteration is selected as 15 and the population size of PSO is selected as 50 for 75 and 200 nodes. The implementations are repeated 1000 monte carlo run. The two-way TOA method is used to obtain the range between two nodes. The direct Line-of-Sight (LOS) path between wireless nodes has been defined as the direct-path and the detected first arrival path as the First-Detected-Peak (FDP). In Time-of-Arrival (TOA) based positioning systems, the TOA of the FDP, is detected as an estimate of the TOA of the DP. The estimated distances between the nodes are obtained from;
where d ij and τ ij denote the distance and the TOA between the i th and the j th nodes, respectively; is the speed of light. The ranging error caused by erroneous estimate of the TOA has been referred as distance measurement error. It is assumed that the noise has a skew Gaussian distribution. The variance of the noise is modeled as to be proportional to the distance;
The noise histogram can be seen for a distance of 10 km in Fig. 1 . Three approaches (cMDS, cMDS+SMACOF and cMDS+PSO) are compared with respect to the five different criteria. These are; a) number of nodes (25, 75 and 200) , b) area (1x1 km, 20x20 km), c) Standard deviation of the Gaussian noise (10-6, 1.25x10-6 and 1.5x10-6), d) Number of measurements between every pair of nodes. In this study 2, 4, or 10 measurements are recorded for each node pair. e) Number of missing measurements due to the mobility: Even the all nodes are in communication, it is possible to be in a complex topology such that some of the measurements couldn't be reach to any neighbor. Fig. 1 . The histogram plot of the noise using 1,000,000 samples with the skewness is 0.2 and the standard deviation is 1.5x10-6 (second).
Therefore, in this study these missing measurements are also considered. In general, 20% of the nodes are assumed to be un-accessible. For 25 nodes, 5; for 75 nodes 15 and for 200 nodes 40 of the mutual information is not presented in the distance (dissimilarity) matrix. Table I , II and III show that cMDS+PSO performs better when there are missing measurements. Table IV , V and VI show that cMDS+SMACOF performs better in almost all conditions. When the network density decreases, the missing measurements become dominant factor on the performance. Fig. 2 graphically demonstrates the true and estimated positions of nodes on 2D space. -6 c) cMDS+PSO algorithm with 75 nodes in 20x20 km area, noise standard deviation 1.5x10 -6 IV. CONCLUSIONS In this paper, sequential implementations of SMACOF and PSO after cMDS are proposed. The aim of this study is to provide a hybrid method which can produce more accurate results under certain network conditions. For this purpose, cMDS+SMACOF and cMDS+PSO are implemented on different cases. It is observed that as the number of nodes increase, the performance of cMDS and cMDS+SMACOF also increase. However, as the number of nodes increase the performance of PSO slightly decreases. The reason is that the PSO requires more resources as the dimension of the problem increases to find better results. It is possible to increase the swarm size and/or iteration number to obtain a better performance for PSO.
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