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Abstract 
Let S be a family of m convex polygons in the plane with a total number of n vertices and let 
each polygon have a positive weight associated with it. This paper presents algorithms to solve 
the weighted minmax approximation and the weighted minsum approximation problems. For the 
first problem, a line minimizing the maximum weighted orthogonal Euclidean distance to the 
polygons can be found in 0(n2 logn) time and O(n’) space. The time and space complexities 
can be reduced to O(n logn) and O(n), respectively, when the weights are equal. For the second 
problem, a line minimizing the sum of the weighted distances to the polygons can be found in 
O(nm logm) time and O(n) space. For both problems, we also consider constrained versions of 
these problems. 
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1. Introduction 
The problem of approximating families of points in the plane by lines is encoun- 
tered in fields such as statistical analysis, computer vision, pattern recognition and 
computer graphics and it is usually referred to as the linear approximation or the linear 
regression problem. The problem consists of finding the “best” line approximating 
a family of points. There are many possibilities for the optimality criterion used. 
A good survey of algorithms that use a variety of criteria can be found in [14]. For 
example, we may want to find a line minimizing the maximum orthogonal Euclidean 
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distance to the points or minimizing the sum of these distances. In [12, 4, 131, 
algorithms solving these problems are presented. A very different parallel strip 
criterion is used in [28]. Finally, Guibas, Overmars and Robert [9] considered yet 
another optimality criterion. They presented an algorithm to find a line containing the 
maximum number of data points. 
In some applications, the data points to be approximated are not defined brecisely 
but they are themselves approximated by simple objects such as line segments, ‘convex 
polygons or circles. In such cases, we may still want to find the “best” approximating 
line. In [19], O’Rourke examined the problem of finding a line consistent with a family 
of data ranges i.e. a line intersecting a family of vertical line segments. This problem 
has been later generalized to more complex objects and corresponds to the line 
transversal problem. A family of objects has a line transversal if there exists a line 
intersecting each of its members. Atallah and Bajaj [2] presented an O(n logn) time 
algorithm to determine whether a family of n circles admits a line transversal. In [7], 
Edelsbrunner et al. described an O(n log n) time algorithm to solve the same problem 
for families of n line segments. The optimality of these two algorithms was later proved 
by Avis, Robert and Wenger [3]. Edelsbrunner, Guibas and Sharir [6] reduced the 
line transversal problem for a family of convex polygons with a total number of 
n vertices into the problem of finding the envelopes of a linear number of line 
segments. The lower envelope of a family of functions F = { fi : R + [WI 1 d i < n} is the 
function LE defined as LE(x) = mini fi (x). The upper envelope of F is the function UE 
defined as UE(x) = maxifi(x). The envelopes of families of line segments are defined 
similarly. An O(n log n) time algorithm described by Hershberger [ 1 l] for computing 
the envelopes of n line segments gives an O(n log n) time algorithm to determine 
whether a family of convex polygons with a total of n vertices has a line transversal or 
not. Finally, Egyed and Wenger [8] presented a linear time algorithm to solve the line 
transversal problem for families of n mutually disjoint translates of a simple convex 
object. 
When a line transversal for a family of objects does not exist, we have to find the 
“best” approximating line according to some optimality criterion. For example, a line 
minimizing the maximum distance to the objects can be found. This problem is called 
the minmax approximation (MMA) problem. Throughout this paper, the notion of 
distance between a point and a line refers to the orthogonal Euclidean distance 
between them. We present in the next section an O(n log n) time algorithm to find 
a line minimizing the maximum distance to families of convex polygons with a total 
number of n vertices and to families of n circles or line segments. For families of circles 
or line segments, this algorithm is optimal. The time complexity can be reduced to 
O(m log m log n + n) for families of m pairwise disjoint convex polygons with a total of 
n vertices. A weighted version of the MMA problem is also considered. The weighted 
minmux approximation (WMMA) problem consists of finding a line that minimizes the 
maximum weighted distance to the objects and can be solved in O(n2 log n) time. We 
also present a solution to two constrained versions of the MMA and WMMA 
problems. In the first case, the approximating line has to contain the origin. In the 
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other case, the approximating line must lie below all the objects. We also present 
a solution for the MMA problem for families of line segments in three-dimensional 
Euclidean space. 
In Section 3, we consider another optimality criterion. The weighted minsum 
approximation (WMSA) problem consists of finding an approximating line that 
minimizes the sum instead of the maximum for the weighted distances to the objects. 
We show how to find such an approximating line in O(nm log m) time for families of 
m convex polygons with a total of number of n vertices and in 0(n2 log n) time for 
families of IZ line segments. The time complexity can be reduced to O(n’) for families 
of n circles. We also consider the constrained problem where the approximating line 
must contain the origin and the constrained problem where the approximating line 
must lie below all the objects. 
2. The WMMA problem for objects 
Let S = {Lo,, 02, . . . , Co,} be a family of compact convex objects in the plane. With 
each object Loi, we associate a positive weight wi. The WMMA problem consists of 
finding an approximating line that minimizes the maximum weighted distance to the 
objects in S. We begin with some definitions. Let 0 be a compact convex object and let 
1 be a line both in the plane. Then, cp(8,1) denotes a point of 0 that minimizes the 
distance from Co to 1 and 6(U, 1) represents the distance between cp(0,1) and 1. The 
orthogonal Euclidean distance between a point (x,, y,) and a line defined by the 
equation y = ax + b is 1 y, - ax, - bJ/Jm. Finally, the weighted distance from 
an object Bi and a line 1 is given by Wi. 6(9i, I). 
The following lemma characterizes the optimal solutions for the WMMA problem 
and is a generalization of a lemma presented by Morris and Norback [ 171 for families 
of points. 
Lemma 2.1. Let S be a family of compact convex objects in the plane that do not admit 
a line transversal. Any optimal approximating line 1 for the WMMA problem is at 
maximum weighted distance from at least three objects, one on one side of 1, say 9, and 
two on the other side, say d and 39. Furthermore, the orthogonal projection on 1 of 
cp(9,l) lies between the orthogonal projection of cp(&, 1) and cp(a, 1). 
Proof. Without loss of generality, suppose that the optimal approximating line 
1 coincides with the x-axis. Obviously, there are at least two objects at equal maximum 
weighted distance from 1, one on each side of it. It only one such object exists or if both 
objects are on the same side of 1, the line could be translated to reduce the maximum 
weighted distance between the objects in S and 1. 
Let & and 9 be two objects in S at maximum weighted distance from 1 such that 
~4 lies below 1 and 9 lies above 1. Suppose there is no other object at maximum 
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Fig. 1. Optimal solution for the WMMA problem. 
weighted distance from 1. Let a be the point corresponding to the orthogonal 
projection of cp(d, I) on 1 and p be the similar point for 9. Suppose that a and p do 
not coincide and a is at the left of p on 1 (see Fig. 1). By rotating the line 1 in 
counterclockwise direction around any point r on 1 between a and p, it is possible to 
decrease continuously the weighted distance to d and to 9. On the other hand, the 
weighted distances to some other objects could increase continuously. Nevertheless, 
1 can be rotated by a small angle around r in the counterclockwise direction to 
decrease the maximum weighted distance to the objects in S. If a and p coincide, 1 can 
be rotated around a in both directions to decrease the maximum weighted distance to 
the objects in S. Hence, a third object at maximum weighted distance must exist. Let 
29 lying below 1 be such an object and let b be the point corresponding to the 
orthogonal projection of cp(g’, 2) on 1. The point p must lie between a and b on 1. If 
not, the maximum weighted distance can be decreased by rotating the line 1 around 
any point Y separating p from a and b on 1. 0 
In order to reformulate this lemma in a more useful way to solve the MMA 
problem, we introduce a few more definitions. Let up-sup(0,O) and low-sup(O, O) be 
the upper and the lower supporting line with slope 0 of the object 0, respectively. An 
upper supporting line up-sup(loi, 0) of an object Loi in S is extreme for S if up- 
sup(Ui, 0) is “lower” than any other supporting line up-sup(loj, 0). More precisely, 
the closed upper half-plane delimited by up-sup(Oi, 0) contains all the supporting 
lines up-sup(loj, 0). Similarly, a lower supporting line low-sup(Oi, 0) is extreme if the 
closed lower half-plane delimited by low-sup(O,, 0) contains all the supporting lines 
low-sup(Oj, 0). Finally, a line is a common tangent for a pair of objects if it is a lower 
or an upper supporting line for both objects. 
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The MMA problem for a family of objects is equivalent to finding the thinnest strip 
that intersects every object of the family. A strip is simply a closed region delimited by 
two parallel lines. The width of a strip corresponds to the orthogonal distance between 
the two parallel lines delimiting the strip and the medial axis of a strip is the line 
parallel and equidistant to the boundaries of the strip. By analogy with a line 
transversal, a strip transversal of a family of objects is a strip intersecting all the objects 
of the family. 
Lemma 2.2. Let S be a family of compact convex objects in the plane. The MMA 
problem and the thinnest strip transversal problem are equivalent. Furthermore, ifs has 
no line transversal, a thinnest strip transversal is delimited by an extreme common 
tangent of two objects and an extreme supporting line of a third one. 
Proof. It is simple to see that the medial axis of a thinnest strip intersecting all the 
objects in S corresponds to a line minimizing the maximum distance to the objects in 
S and vice versa. 
Now, suppose that S does not admit any line transversal. Let s be a thinnest strip 
transversal of S and let 1 be the medial axis of s. Hence, 1 is a line minimizing the 
maximum distance to the objects in S. By Lemma 2.1, there are at least three objects at 
maximum distance from 1. Suppose that two of them lie below 1, say d and g, and one 
lies above 1, say 8. The common upper tangent of JZZ and 99 and the lower supporting 
line of 9 parallel to 1 are both extreme and correspond to the boundaries of s. 0 
This lemma gives a very simple brute-force algorithm to solve the MMA problem. 
By enumerating the common tangents of every pair of objects, a thinnest strip 
transversal for S can be found. To reduce the time complexity of this algorithm, we 
have to find a way to enumerate only the extreme common tangents and a way to 
determine efficiently the width of the strip transversal associated with a given extreme 
common tangent. 
In [7], Edelsbrunner et al. reduced the line transversal problem for a family of line 
segments to a double-wedge intersection problem in the dual space. Later, Atallah and 
Bajaj [2] and Edelsbrunner, Guibas and Sharir [6] used a similar transformation to 
solve the line transversal problem for different classes of objects. The ideas developed 
in these papers can be used to solve the thinnest strip transversal problem as well. 
Let 9 be a dual transformation mapping a point p = (x,, y,) in the primal space to 
the nonvertical line 9(p) defined by the equation b = - xP’ a + y, in the dual space 
and mapping a nonvertical line 1 defined by the equation y = a,. x + bt in the primal 
space to the point 9(l) = (al, b,) in the dual space. Since 9 is a bijection, its inverse 
93-l is properly defined. Furthermore, $9 preserves the above/on/below relation 
between points and lines. This dual transformation can be extended for any compact 
convex object 0. In this case, 9(O) corresponds to the dual points representing the 
lines intersecting 0 in the primal space. More precisely, 9(O) is given by 




Fig. 2. Dual transformation for compact convex object. 
uI n 0 + QCS( I). The boundary of LB(O) is decomposed into an upper part up-bd(g(0)) 
and a lower part low-bd(9(0)) corresponding to the dual of the upper and lower 
supporting lines of Lo, respectively (see Fig. 2). 
In the dual space, the intersection of up-bd(9(Oi)) and up_bd(9(loj)) corresponds 
to a set containing at most two points. Each of these points represents an upper 
common tangent of Oi and Oj. An upper common tangent is extreme if and only if the 
corresponding point in the dual space is below or on every up_bd(9(8i)). Thus, 
it is sufficient to construct the lower envelope of {up_bd(9(LOi))IOiES} to enumer- 
ate the extreme upper common tangents. The vertices of this envelope give the 
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extreme upper common tangents. Similarly, the vertices of the upper envelope of 
(lOw_bd(9(Oi))J 0; E S} g ive the extreme lower common tangents. 
We are now ready to outline our algorithm solving the MMA problem for families 
of compact convex simple objects in the plane. 
Algorithm MMA 
Input: A family S = {Si} of convex polygons, line segments or circles. 
Output: A line 1 minimizing the maximum distance to the objects in S. 
1. Compute the thinnest vertical strip intersecting the objects. 
2. Compute the dual representation of the objects 9(0i). 
3. Find the lower envelope LE of {up-bd(~(Oi))l Oi E S} and the upper envelope UE 
of {low-bd(~(Loi))l Loi ES}. 
4. Traverse the envelopes and find a vertex u = (a,, b,) of one of the envelopes 
minimizing the value (UE(a,) - LE(a,))/dm. 
5. Output the thinnest strip between the one found in Step 1 and the one found in 
Step 4. 
End of the Algorithm 
Since the dual transformation 9 mapping a point to a line and vice versa is not 
defined for a vertical line, the case of a vertical strip must be solved separately. In this 
case, it is sufficient to project all the objects on the x-axis and to find the shortest 
interval of the x-axis intersecting all the intervals corresponding to the projections of 
the objects. 
The crucial step of Algorithm MMA is Step 3 where the upper and lower envelopes 
are built. These envelopes depend heavily on the structure of objects in S. In the 
next theorem, we show how to construct these envelopes for some specific families 
of objects and how to traverse them to find an optimal solution for the MMA 
problem. 
Theorem 2.3. A line minimizing the maximum distance to a family of objects can be 
found in: 
(1) O(n) time for a family of n sorted vertical line segments, 
(2) O(n log n) time for a family of n circles and for a family of n line segments, 
(3) O(n logn) time for a family of convex polygons with a total of n vertices and 
(4) O(m log m log n + n) time for a family of m pairwise disjoint convex polygons with 
a total of n vertices. 
Proof. Algorithm MMA is divided into two parts. The construction of the envelopes 
and their scan. Once the envelopes are built, the structure of the objects is not 
important anymore. Hence, we begin by presenting how to build the envelopes 
efficiently and, later, how to process them to find an optimal solution to the MMA 
problem. 
34 J.-M. Robert, G.T. Toussaint / Computational Geometry 4 (1994) 27-52 
Let S be a sorted family of n vertical line segments. An easy way to build the lower 
envelope of {up-bd(S(0i)) 1 Bi E S} is to compute the lower hull of the upper endpoints 
of the line segments. This step can be done in linear time since the endpoints are 
sorted. The edges of the lower hull correspond to the vertices of the lower envelope. 
An edge of the lower hull represents a extreme upper common tangent of a pair of line 
segments, say 8i and Oj. In the dual space, this common upper tangent corresponds to 
the intersection point of up-bd(g(loi)) and up-bd(g(8j)) which is below or on any 
other up-bd(9(0k)), for k # i,j. Therefore, this point corresponds to a vertex of the 
lower envelope. Using a similar argument, we can show that the vertices of the lower 
hull correspond to the edges of the lower envelope. The upper envelope of (low- 
bd(~(~i))l~i~S} can be computed similarly. 
For families of circles, Atallah and Bajaj [2] proposed an O(n log n) time algorithm 
to compute the linear size envelopes of the dual representation of n circles. For 
families of line segments, the envelopes correspond to the envelopes of 2n half-lines. 
The size c: :he lower envelope of n half-lines unbounded to the right is linear. The 
same observation is also true for n half-lines unbounded to the left. Finally, the merge 
of these two envelopes does not increase the size of the resulting envelope by 
more than a constant factor. Hence, the size of the envelopes is in O(n) and can 
be computed in O(n log n) time by using the divide-and-conquer algorithm presented 
in [ll]. 
For families of m convex polygons with a total of n vertices, the envelopes of the 
dual representation of these polygons correspond to the envelopes of O(n) line 
segments. The size of these envelopes is in O(na(n)) where cc(n) represents the slowly 
growing functional inverse of Ackermann’s function and can be computed in 
O(n log n) time [ll]. 
For families of m pairwise disjoint convex polygons with a total of n vertices, the 
envelopes of the dual representations of these polygons correspond to the envelopes of 
m piecewise linear functions. Each pair of these functions may intersect at most twice. 
Hence, the envelopes are formed by at most 2m - 1 portions of the functions [l]. 
A divide-and-conquer algorithm can be developed to compute these envelopes in 
O(m log m log n + n) time. Construct a hierarchical representation of each function 
based on a 2-3 tree (see [ 161). This step can be done in 0 (n) time overall. Then, divide 
the functions into two subsets of m/2 functions and compute recursively the envelope 
of each subset. Each of these envelopes is represented by a list of at most m - 1 
portions of the functions. Finally, compute the envelope of the two envelopes. This 
step can be done in O(m log n) time. The hierarchical representation of a piecewise 
linear function with a 2-3 tree allows to prune the portion of the function at the right 
(or the left) of a given vertical line in O(log s) time where s corresponds to the number 
of line segments used to describe the function. On the other hand, the intersection 
points of two functions represent the tangents of the two polygons in the primal space. 
Rohnert [24] presented an O(log (nl + n2)) time algorithm to compute the four 
tangents of two polygons with nl and n2 vertices, respectively. These two facts permit 
the computation of the envelope of the two envelopes in O(m log n) time. Hence, the 
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envelopes of the m piecewise linear functions defined with a total of IZ line segments 
can be computed in O(m logm logn + n) time. 
We are now ready to process the envelopes to find a solution to the MMA 
problem. By Lemma 2.2, each vertex of the envelopes is a candidate for an optimal 
solution. By scanning both envelopes from left to right, we can find an optimal 
solution in time proportional to the size of the envelopes. Since both envelopes are 
scanned at the same time, the coordinates of the next vertex to be considered and the 
corresponding point on the other envelope with the same u-coordinate can be 
determined in constant time. Let a, be the u-coordinate of a vertex of one of the 
envelopes. Then, compute the value (UE(a,) - LE(a,))/dm and associate it to 
the vertex considered. This value corresponds to the width of the strip delimited by the 
parallel lines 9-‘((uv, UE(u,))) and 9-‘((a”, LE(u,))). A vertex with the minimum 
value gives an optimal solution to the MMA problem. Note that if this value is less 
than or equal to zero, the solution corresponds to a line transversal for the family of 
objects. 
The time complexity of the algorithm is determined by the time taken by the 
construction of the envelopes. For the space complexity, the algorithm takes O(na(n)) 
space for the case of families of possibly intersecting polygons with a total of n vertices. 
In all the other cases, the algorithm takes only O(n) space. Finally, the optimality 
of the algorithm for families of circles and for families of line segments follows from 
the lowe’r bounds on the line transversal problem for these families of objects given 
in [3]. 0 
We now consider the constrained version of the MMA problem where the approxi- 
mating line has to contain the origin. By adapting the proof of Lemma 2.1, we can 
show that a line passing through the origin and minimizing the maximum distance to 
the objects must be at maximum distance from a least two objects. Thus, Algorithm 
MMA can be transformed to solve this constrained problem as well. 
Corollary 2.4. A line containing the origin and minimizing the maximum distance to 
a family of objects can be found in: 
(1) O(n) time for a family of n sorted vertical line segments, 
(2) O(n log n) time for a family of n circles and for a family of n line segments, 
(3) O(n logn) time for a family of convex polygons with a total of n vertices and 
(4) O(m log m log n + n) time for a family of m pairwise disjoint convex polygons with 
a total of n vertices. 
Proof. The solution is not determined anymore by a vertex of the envelopes defined 
earlier. Nevertheless, we still can use these envelopes to find a solution in a time 
proportional to their size. 
Since the approximating line has to contain the origin, the solution in the dual 
space must lie on the u-axis. Therefore, the problem can be reduced to finding a point 
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(a,O) minimizing the value of 
d(u) = max 
By projecting the vertices of the envelopes on the u-axis, we divide it into intervals. 
The portions of the lower and upper envelopes associated with each interval are 
formed by a single line segment or a single hyperbolic arc. Hence, the optimal value of 
a minimizing d(u) can be computed in constant time by analytical methods for each 
interval. 
The time complexity of the algorithm is determined by the construction of the 
envelopes. A closer look at the proofs of the lower bound on these line transversal 
problems [3] shows that these lower bounds still apply when the line transversal has 
to contain the origin. This proves the optimality of our solution for families of circles 
and for families of line segments. 0 
The other variation of the MMA problem considered in this section concerns the 
case where the approximating line must lie below all the objects. The MMA algorithm 
can also be adapted to solve this constrained problem. 
Corollary 2.5. A line minimizing the maximum distance to a family of objects and lying 
below all these objects can be found in: 
(1) O(n) time for a family of n sorted vertical line segments, 
(2) O(n log n) time for a family of n circles, 
(3) O(n log n) time for a family of n line segments and for a family of convex polygons 
with a total of n vertices and 
(4) O(m log m log n + n) time for a family of m puirwise disjoint convex polygons with 
a total of n vertices. 
Proof. Obviously, an optimal line has to touch the lower hull of the objects. Hence, in 
the dual space, any optimal solution has to belong to the boundary of the dual 
representation of the lower hull of S. We denote this boundary by LH. Furthermore, 
the furthest object is given by the upper envelope UE defined earlier. 
An optimal solution can be determined exactly as in Corollary 2.4 by finding 
a point (a, b) on LH minimizing (UE(u) - LH(u))/Jm. To find such an optimal 
solution, project the vertices of the envelopes on the u-axis and compute the optimal 
value associated with each interval by analytical methods. 
The optimality of the algorithm for families of circles follows from the lower bound 
on the width problem. The problem of finding a line minimizing the maximum 
distance to a family of n unit-circles and lying below all these circles is equivalent to 
the problem of computing the width of the centers of these circles. Since there exists an 
Q(n log n) lower bound on the problem of computing the width of a family of n points 
[21], the lower bound on this constrained approximation problem follows. 0 
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We can formulate weighted versions of the problems considered so far in this 
section. We begin by solving the constrained problem where the approximating line 
has to contain the origin. The next lemma shows that this problem can be reduced to 
the unweighted case. Lee and Wu [ 151 proved the same result for 8family of weighted 
points. 
Lemma 2.6. The constrained version of WMMA problem where the approximating line 
must contain the origin can be reduced to the unweighted version of the same problem. 
Proof. Let S be a family of compact convex objects. For any object 8i E S, define OCO, 
as {(Oix, wiy) ) (x, y) E Oi). This object can be seen as a “scaled” copy of the object Bi. 
Notice that WQi and WcOj may intersect even if Oi and Oj do not intersect. Let 1 be a line 
passing through the origin. It is simple to see that W6(Oi, 1) is equal to 6(wOi, 1). This 
follows from the definition of the orthogonal distance between a point and a line. 
Therefore, any instance of the weighted problem can be transformed into an instance 
of the unweighted problem. 0 
By combining Corollary 2.4 and Lemma 2.6, obtain the following results. 
Corollary 2.7. A line containing the origin and minimizing the maximum weighted 
distance to a family of objects can be found in: 
(1) O(n) time for a family of n sorted vertical line segments, 
(2) O(n log n) time for a family of n circles and for a family of n line segments and 
(3) O(n logn) time for a family of convex polygons with a total of n vertices. 
Unfortunately, the weighted versions of the two other problems seem more difficult 
to solve. For the constrained version of the WMMA problem where the approximat- 
ing line must lie below all the objects, we can use the previous corollary to obtain the 
following results. 
Corollary 2.8. A line minimizing the maximum weighted distance to a family of objects 
and lying below all these objects can be found in: 
(1) O(n logn) time for n vertical line segments and 
(2) 0(n2 log n) time for a family of convex polygons with a total of n vertices. 
Proof. For vertical line segments, the problem can be reduced to solving the same 
problem for the lower endpoints of the line segments. The techniques presented in 
[12] can be adapted to obtain an O(n log n) time solution in this case (see [23] for 
more details). 
For polygons, any optimal line must touch a vertex of the lower hull of the 
polygons. For each vertex of the lower hull, we simply have to find a line containing 
that vertex and minimizing the maximum weighted distance. By adapting the result of 
Corollary 2.7, we can find such a line in O(n log n) time. Since there are at most O(n) 
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vertices on the convex hull of the polygons, the problem can be solved in 0(n2 log n) 
time and O(n) space overall. 0 
For the general problem, Morris and Norback [17] showed how to reduce any 
instance of the WMMA problem for a family of n points to an instance of 
the constrained MMA problem where the approximating line must contain the 
origin for a family of 0(n2) points. In [15-J, Lee and Wu used this fact to solve the 
WMMA problem in 0(n2 logn) time and O(n2) space for families of y1 points. The 
reduction of Morris and Norback can be extended to hold for families of compact 
convex objects. 
Lemma 2.9. The WMMA problem for a family of m compact convex objects can be 
reduced to the constrained MMA problem for a family of O(m ‘) compact convex objects 
where the approximating line must contain the origin. 
Proof. Let S = {Co,, Lo2, . . . , Corn} be a family of compact convex objects in the plane 
that do not admit a line transversal. For any pair of objects Co, and Loj in S, define the 
object WcOij as 
Xj), ~ (yi - yj) (xi, yi) E 0: and (xj, Yj) E oj 
I .I 
This object can be constructed by computing the Minkowski difference of Loi and 
Loj and by “scaling” the result by OiWj/(Oi + Oj). Let T = {OcOijl Co,, Oj E S}. Any line 
passing through the origin and minimizing the maximum distance to the objects in 
T can be transformed into a line minimizing the maximum weighted distance to the 
objects in S. 
Let aoPt be the minimum value such that maxio6(Bi, 1) d Q,, for any line 1. 
Similarly, let fioPt be the minimum value such that maxi,j6(o0ij, I) < /IO,, for any line 
1 passing through the origin. We first prove that aopt = Popt. 
Let 1 be a line defined by the equation y = ax + b and minimizing the maximum 
weighted distance to be objects in S. Let Oi and Oj be any two objects in S. Then, 
0 d Wj’O6(c”i, 1) + Cui W6(Oj, 1) d (Wi + COj)E,p,. If Loi lies above 1 and 0j lies below 1, 
o < Oi”j (Yi - Yj) - a(xi - xj) < c( 
\- 
Wi + Wj &Ti ’ Opt 
where (xi, yi) is a point in oi closest to 1 and (xi, yj) is a point in Oj closest to 1. On the 
other hand, the distance between OOij and the line l* defined by the equation y = ax is 




L .I I/ 
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Thus, 6(OcOij, 1*) < aopt. If both Oi and Oj lie above 1, yi - axi > b and yj - axj > b. 
Without loss of generality, yi - aXi 2 _Yj - UXj. Hence, 
o < wi"j (Yi-Yj)- a(xi-xj> Oj 
\- 
mi(Yi - axi - b) < o! 
Oi f Oj Jizz d ~ Jm ’ opt' Oi + Oj 
Thus, 6(OOij, 1*) d aopt. The cases where Oi lies below 1 are treated similarly. There- 
fore, d(OOij, l*) < aopt, for any wcOij in T, implying that Popt d aopt. 
Now, let 1 be a line defined by the equation y = ax and minimizing the maxi- 
mum distance to the objects in T. Let I* be a line parallel to 1 and minimizing 
the maximum weighted distance to the objects in S. There is at least one object at 
maximum weighted distance from I* on each side of it. Let Coi lying above 1* and 
Oj lying below I* be such objects. Then, 1* is defined by the equation 
y=ax+ 
WiYi + Wj_Yj - U(OJiXi + Wj_Yj) 
Oi + Oj 
where (xi, yi) is a point in Qi closest to 1* and (xj, yj) is a point in Bj closest to l*, and 
OiOj 
WG(Oi, l*) = Od(Loj, l*) = G 
(yi - Yj) - U(Xi - Xj) 
I J pc ’ 
By construction, the object w~ij is above 1 and 
L 2 (Xi - Xj), s (_Yi - _Yj) J L J 1 
is a point in OcOij closest to 1. Hence, 06(Oi, l*) = d(OOij, I). Therefore, 
Od(oi, l*) d Pop,, for any Loi in S, implying that c1 ,,p, < pop,. This completes the proof 
that @,pt = BO,,,. 
We now show how to transform a solution for the constrained MMA problem for 
Tinto a solution for the WMMA problem for S. Let lopt be a line passing through the 
origin and minimizing the distances to the objects in T. Let oQij be an object lying 
above lopt at maximum distance from l,,,. Let 1 be the line parallel to lopt and 
minimizing the maximum weighted distance to Oi and 8,. Since WOij lies above lopt, 
Loi must lie above 1 and Oj must lie below 1. Furthermore, by using an argument similar 
to the one used in the precedent paragraph, wS(Oi, 1) = 6(oOij, lop,) which implies 
that WG(Loi, I) = xopt. Hence, 1 has to be optimal since it cannot be translated upward 
or downward without increasing O6(Oi, 1) or 06(Oj, I). q 
The Minkowski difference of two convex polygons can be computed in time linear 
in the sum of their sizes. On the other hand, the Minkowski difference of two circles or 
line segments can be computed in constant time and corresponds, respectively, to 
a circle or to a quadrilateral. We refer to [27] for a linear time algorithm to compute 
the Minkowski difference of two convex polygons. By combining Corollary 2.4 and 
Lemma 2.9, we obtain the following results. 
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Corollary 2.10. A line minimizing the maximum weighted distance to a family of objects 
can befound in 0(n2 log n) time and O(n’) space for a family of n circles, for a family of 
n line segments and for a family of convex polygons with a total of n vertices. 
We conclude this section by presenting a solution for the MMA problem in the 
three-dimensional Euclidean space [E 3. This problem is sufficient to illustrate the main 
difficulties encountered when we try to solve the MMA problem in higher dimensions. 
The MMA problem in lE3 consists of finding an approximating plane minimizing the 
maximum distance to the objects. Lemma 2.1 can be extended to obtain the following 
characterization of the optimal solutions. 
Lemma 2.11. Let S be afamily of compact convex objects in E3 that do not admit a plane 
transversal. Any optimal approximating plane h for the MMA problem is at maximum 
distance from at least four objects. 
Proof. Suppose that h is at maximum distance from at least three objects. Let &, 
93 and 9 be these objects and assume that & and 93 are separated from 9’ by h. If there 
is no other object at maximum distance from h, it can be rotated in such a way that the 
distances to ~2, 5? and 9’ decrease. 
Project all the objects to a plane h’ orthogonal to the line through cp(&‘, h) and 
~~(39, h). Notice that h’ and h are orthogonal. Let 1 be the line defined by the 
intersection of h and h’. For any object 0 in S, 6(0, h) is equal to G(@, 1) where O1 is 
the orthogonal projection of 0 on h I. Hence, any optimal solution for the two- 
dimensional MMA problem in h’ gives an optimal solution orthogonal to h’ for the 
three-dimensional MMA problem and vice versa. Since hl is orthogonal to the line 
through cp(&, h) and ~~(93, h), dl, 3?’ and 9” do not respect the conditions of 
Lemma 2.1. Hence, a fourth object must be at maximum distance from h. A contradic- 
tion can also be achieved even if we suppose that only two objects are at maximum 
distance from h. In this case, h’ is simply any plane orthogonal to h. 0 
This lemma gives an 0(n4) upper bound on the number of candidate planes for the 
MMA problem for families of n line segments. Nevertheless, it is possible to reduce the 
number of candidates to O(n’). The lower and upper boundaries of the dual repres- 
entation of a line segment correspond to two adjacent half-planes from a double- 
wedge. The size of the lower (or upper) envelope of n half-planes is in O(n’) (see [6]). 
The candidates are defined by the vertices of these envelopes and by the intersection 
points between them once projected on the ab-plane. The former case corresponds to 
a candidate determined by three objects on one side of it and one on the other side. 
The latter case corresponds to a candidate determined by two objects on each side of 
it. The size of the intersection of the two projections is in O(n’). This bound follows 
from the techniques used in [20] and [6]. 
Edelsbrunner, Guibas and Sharir [6] presented an algorithm to compute the 
envelope of a set of n half-planes in O(n2) time. Once the lower envelope LE of 
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{uP-bd(~(~i))l @i E S> and the upper envelope UE of {lOw_bd(9(Oi))lCoiES} are 
computed, the candidates are found by intersecting the two planar subdivisions 
corresponding to the projections of these envelopes on the &-plane. This step can be 
done by using Guibas and Seidel’s algorithm [lo] which runs in O(si + s2 + I) time 
where s1 and s2 represent the sizes of the two planar subdivisions and I represents the 
number of intersection points between them. Then, for each candidate v = (a,, b,), we 
compute the value (UE(a,, b,) - LE( a,, b,))/dm. Each of these values can 
be determined in constant time if the candidate is evaluated as soon as it is generated 
by Guibas and Seidel’s algorithm. In this case, we know exactly which edges of the 
envelopes define the candidate. Therefore, the MMA problem can be solved time in 
O(n’) time for families of n line segments in [E3. 
The above technique can be adapted for families of convex polyhedra with a total 
number of n vertices. In this case, the lower and upper boundaries of the dual 
representation of a convex polyhedron can be defined by sets of possibly unbounded 
triangles. Since the envelope of a set of k triangles in [E3 can be computed in O(k’a(k)) 
time, the MMA problem can be solved time in O(n2a(n)) time in this case. 
Finally, the MMA problem for families of n unit-spheres can be reduced to the 
MMA problem for families of n points in lE3. In this case, we simply have to find 
a plane minimizing the maximum distance to the centers of the spheres. Hence, the 
O(n”) algorithm presented in [12] can be used. We summarize these results in the last 
theorem of this section. 
Theorem 2.12. A plane minimizing the maximum distance to afamily of objects in E3 can 
be found in: 
(1) O(n”) time for a family of n line segments and for a family of n unit-spheres and 
(2) 0(n2a(n)) time for a family of convex polyhedra with a total of n vertices. 
3. The WMSA problem for objects 
Let S = {0i, Lo,, . , O,} be a family of compact convex objects in the plane. With 
each object Loi, we associate a positive weight Oi. The WMSA problem consists of 
finding an approximating line minimizing the sum of the weighted distances to the 
objects in S. In order to compute efficiently the sum of the weighted distances between 
the objects in S and a given line 1, we define the values W,,(l), X,,(l) and Y,,(l) as 
follows: 
X”,(l) = c Wi X(CP(Oi, 1)) and 
LoiSS”,~i) 
42 J.-M. Robert. G.T. Toussaintlcomputational Geometry 4 (1994) 27-52 
where S,,(I) represents the objects in S lying strictly above 1. Remember that cp(O,1) 
denotes a point in 0 that minimizes the orthogonal Euclidean distance from 0 to 1. 
The values W,,,(l), X,,,(1) and Y&,(l) and the set S,,,(I) are defined similarly. These 
values permit computing in constant time the sum of the weighted distances between 
the objects and the line 1 defined by the equation y = ax + b as follows: 
(y,,(l) - K,,(l)) - 4X,,(l) - X,odl)) - NW,,(l) - Wow(l)) 
&G 
The following lemma proves the existence of optimal solutions for the WMSA 
problem which are tangent to at least two objects. This lemma can be seen as 
a generalization of a result of Norback and Morris [18] for families of points. 
Lemma 3.1. Let S be a family of compact convex objects in the plane that do not admit 
a line transversal. There exists a line minimizing the sum of the weighted distances to the 
objects and tangent to at least two of them. 
Proof. Let 10pt be a line minimizing the sum of the weighted distances to the objects in 
S. Without loss of generality, assume that lop, coincides with the x-axis. Hence, 
Suppose that lop, does not support any object. Consider the line 1 defined by the 
equation y = 6. If 6 is small enough, S,,(l,,,) = S,,,(l) and SIOw(lOp,) = S,,,(l). Then, 
Since lop, is an optimal line, W,,(l,,,) must be equal to W,,,(l,,,). Hence, lop, can be 
translated upward or downward until it supports an object. 
Now, suppose that I,,, supports only one object. Without loss of generality, this 
object intersects lop, at the origin. Consider the line 1 defined by the equation y = EX 
and define the value V(E) as 
V(c) = c 06(cP(oi, loptL l) + 1 0d(cP(oi9 lopth l) 
O,~Sup(lopt) OIESIOWuOpt) 
= ( yu,&,,) - y,ow(&,t)) - E(Xup(lopt) - ~~ow(~o,t)) 
Jli” 
If E is small enough, &,(I,,,) = S,,(I) and Si,,(1,,,) = S,,,(l). Then, 
c O,Es oG(O,, 1) < V(E). By choosing E appropriately, V’(E) can be smaller than 
Y,,(l,,,) - Y,,,(l,,,) (the choice of E depends on the sign of X,,(l,,,) - Xlow(lopt)), 
contradicting the optimality of 10Pt, Thus, lop1 has to be tangent to at least two objects 
in S. 0 
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This lemma gives a very simple brute-force algorithm to solve the WMSA problem. 
By enumerating the tangents of every pair of objects, we can find a line minimizing the 
sum of the weighted distances to the objects in S. For example, an optimal approxi- 
mating line can be found in O(n3) time for a family of n line segments. For each 
tangent, the sum of the weighted distances is computed in O(n) time. 
To obtain a better solution, we solve the WMSA problem by enumerating in the 
dual space the candidate lines in an appropriate order that allows us to evaluate, in 
the primal space, the sum of the weighted distances in O(1) amortized time. The 
tangents of the objects in S correspond to the vertices of the arrangement &(9(S)) 
formed by the boundaries of the dual representations of the objects in S. Hence, the 
vertices of &(9(S)) represent the candidate lines for the WMSA problem. By 
sweeping &(9(S)) with a line from left to right, the sums of the weighted distances can 
be evaluated efficiently. 
Our algorithm may be related to the algorithm reporting the intersections between 
line segments presented by Shamos and Hoey [25]. To implement it, we need two 
different data structures: a list L allowing the swap of any two elements and the access 
to any element in constant time and a priority queue Q supporting the Insertion, 
Deletion and Minimum operations in logarithmic time. These two structures can be 
realized by an array and a height-balanced search tree such as an AVL or a 223-tree, 
respectively. 
For simplicity, we begin by solving the WMSA problem for a family of n non- 
vertical line segments. In this case, &(9(S)) represents an arrangement of 2n lines. To 
initialize the sweeping process, we sort the lines according to their slopes and find 
a vertical line intersecting &(9(S)) at the left of all the vertices. The leftmost vertex of 
the arrangement is determined by the intersection of two lines with consecutive slopes. 
At any time, L contains the list of the lines intersecting the sweep line from the top to 
the bottom and Q contains the candidates for the closest vertex of d(9(S)) to the 
right of the sweep line. Since the closest vertex to the right of the sweep line is 
determined by two adjacent lines in L, Q is initialized with the intersections of all the 
pairs of adjacent lines in L and the closest vertex to the right of the sweep line is found 
by using the Minimum operation which gives the vertex u with the minimum 
u-coordinate in Q. When the sweep line crosses a vertex v, L and Q must be updated. 
Let L[i] and L[j] be two lines intersecting the sweep line at u and such that i is 
minimum and j is maximum. The fact that i and j are extreme implies that L [i] has the 
smallest and L[ j] has the greatest slope of all the lines crossing the sweep line at u. 
The points determined by L[i - l] n L[i], L[i] n L[j] and L[j] n L[j + l] (when 
i = 1 or j = II, the corresponding intersection point is disregarded) are replaced by the 
points determined by L[i - l] n L[j] and L[i] n L[ j + 1] in Q and the sequence 
L[i], . . . , L[ j] is reversed in L. The updates can be done in O(logn + k) time 
where k represents the number of lines incident to v. Since &(9(S)) corresponds to 
a planar graph with O(n’) vertices, the sum of the number of lines incident to the 
vertices is in O(t?). Hence, the sweeping part of the algorithm takes O(n2 log n) time 
overall. 










Fig. 3. Updates of L[i]‘s data for line segments. 
To compute efficiently the sums of the weighted distances to the line segments, we 
associate with each entry L[i] a line l[i] in the primal space whose dual representa- 
tion CS(l[i]) is the intersection between the sweep line and the line L[i]. We also 
associate to L[i] the values X,,(/[i]), Y,,(I[i]), W,,(1[i]), X,,,(1[i]), Y,,,(1[i]) and 
W,,,(l[i]). Hence, the problem of computing the sums efficiently is reduced to the 
problem of maintaining the values of X,,(I[i]), Y,,(1[i]), W,,(I[i]), Xr,,(1[i]), 
Y,,,(I[i]) and W,,,(l[i]) efficiently. These values change only when the sweep line 
crosses a vertex. 
Suppose the sweep line crosses an apex u of a double wedge 9(O), for some Lo ES 
(see Fig. 3(a)). The data associated with L[i,] and to L[i, + l] do not change (at this 
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point, the data associated with L[i,] are equal to the data associated with L[i, + 11. 
On the other hand, the data associated with L[i] where i < i, or i > i, + 1 must be 
updated. The endpoint of the line segment Co used in X,,,(l[i]) and Y,,,$[i]), 
for i < i,, and in X,,(l[i]) and Y,,(1[i]), for i > i,, just before the sweep line crosses 
v has to be replaced by the other endpoint. Hence, the updates can take as much as 
O(n) time for each apex of the double wedges. Fortunately, there are only n such 
apices. 
Now, suppose the sweep line crosses a vertex v which is not an apex of a double 
wedge. This vertex corresponds to a candidate for the WMSA problem. Suppose that 
L[i,] belongs to the lower boundary of a double wedge 9(0,) and L[io + l] belongs 
to the upper boundary of a double wedge 9(0,) (see Fig. 3(b)). When the sweep line 
crosses v, the endpoint of O2 used in X,,,(l[iV]) and &;,w(l[iv]) has to be subtracted 
from these values. Similarly, the endpoint of 0, used in X,,(I[i, + I]) and 
Y,,(I [iv + 11) has to be subtracted from these values. The updates and the evaluation 
of the sum of the weighted distances can be done in constant time. The other 
possibilities for L [iv] and L [iv + l] are treated in the same way. Hence, the sum of the 
weighted distances and the updates of the data can be done in constant time. The data 
associated with the other L[i]'s do not change. Therefore, the overall running time to 
compute the O(n’) sums is in 0(n2) if any vertex of &(9(S)) corresponds to the 
intersection of only two lines. The degeneracies can be treated without altering the 
overall running time by applying the same technique to process the lines containing 
v in the sorted order of their slopes. 
The above treatment can be generalized for families of m convex polygons with 
a total of n vertices. In this case, &(9(S)) IS composed of 2m chains formed with 
a total of 2n edges. Each edge of a chain can only be intersected by another chain 
twice. Hence, the total number of vertices of &(9(S)) is less than or equal to 8mn. 
Finally, since the sweep line is intersected by only 2m chains, the operations on Q take 
only O(logm) time and the sweep of &(9(S)) can be done in O(mnlogm) time. 
During the sweep of the arrangement, the sweep line meets two kinds of vertices: the 
O(n) vertices of the chains and the O(mn) vertices formed by the intersections of 
chains. The former vertices are processed in O(m) time as the double wedge vertices. 
The latter vertices correspond to the candidate lines for the WMSA problem and are 
processed in constant time as the non double wedge vertices. Hence, the sums of the 
weighted distances can be computed in O(mn) time and the overall running time of the 
algorithm is in O(mn log m). 
For families of n circles, it is possible to reduce the time complexity to 0(n2) by 
sweeping the arrangement with a topological line instead of a vertical line. In this case, 
the center and the radius of a circle are enough to determine the closest distance 
between the circle and a given candidate line. The dual representation of a circle 
corresponds to the closed region between the branches of a hyperbola. Even if 
&(9(S)) is an arrangement of n hyperbolas, the topological line sweep algorithm of 
Edelsbrunner and Guibas [S] still works in this case [26]. Hence, the time complexity 
of the algorithm for solving the WMSA problem can be reduced to 0(n2). 
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Fig. 4. Updates of L[i]‘s data for circles. 
For any line 1, redefine the values W,,(1), X,,(1), Y,,(1) and define the value R,,(1) as 
follows: 
Y,,(l) = 1 Oiyi and 
O2Es”pU) 
R,,(I) = 1 oiri. 
Q,ESupU) 
The circle Oi with weight Oi is determined by its center ci = (xi, yi) and its radius ri. 
The values W,,,(1), X,,,(1), K,,(l) and R,,,(1) are defined similarly. 
The sum of the weighted distances between the circles and a line 1 defined by 
y = ax + b is given by 
During the sweep of JJJ(W)), the values W,,V), XI,,(O F,,(l), L,4), K,U), 
X,,(O, Y,,(O and R,,V) are maintained for each “active” vertex of &(9(S)). A vertex 
is active if it has been visited and it is adjacent to a non-visited vertex. 
Let u be a non-visited vertex adjacent to an active vertex u and let 1, and 1, be the 
corresponding lines in the primal space. The values associated with u can be computed 
from the ones associated with u in constant time, if there is no degeneracy. Suppose 
that u is determined by the boundaries of 9(0,) and 9(02) and v by the boundaries of 
9(0,) and 9(03). Without loss of generality, we can assume that I, and I, are lower 
supporting lines of Lo2 (see Fig. 4). Consider the partition of the plane induced by I, and 
1,. Let 6’ E S,,(1,)\ (0,). Suppose that 0 $S,,(f,). Then, 0 must intersect the quadrant 
Qrr,. This implies that the vertices u and v are not adjacent in &(9(S)). Hence, 
0 E S,,(1,) and S,,(~,)\{O~} G S,,(k). Similarly, S,,(1,)\{8r} G SUP&,). Hence, &,(I,) 
can be obtained from SUP&,) in constant time by removing O3 if it is in &,(I,) and by 
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adding Co1 if it is in S,,(1,). Similarly, Slow(lv) can be computed from Slow(lu). Therefore, 
the values associated with v can be computed in constant time from the values 
associated with u. The degeneracies can be allowed without altering the overall time 
complexity. We now summarize the algorithm for solving the WMSA problem. 
Algorithm WMSA 
Input: A family S = {0i} f o convex polygons or circles and their corresponding 
weights. 
Output: A line 1 minimizing the sum of the weighted distances to the objects. 
1. Dualize the objects in S. 
2. Sweep the dual arrangement with a line (topological or vertical). 
3. When the sweep line meets a new vertex v 
(a) Let 1, be the line corresponding to F’(u). 
(b) Compute X&), Y,&), K&J, &&), K&) and K,(&) (also k&) 
and I&,(2,), for circles). 
(c) Determine the sum of the weighted distances between the objects and 1,. 
4. Output the line minimizing the sum of the weighted distances to the objects in 
Step 3(c). 
End of the Algorithm 
The correctness of Algorithm WMSA follows from Lemma 3.1 and the correctness 
of the line sweep method. Therefore, we obtain the following results. 
Theorem 3.2. A line minimizing the sum of the weighted distances to a family of objects 
can be found in: 
(1) 0(n2) time for a family of n circles, 
(2) O(n2 log n) time for a family of n line segments and 
(3) O(mnlogm) time for a family of m convex polygons with a total of n vertices. 
We now consider the constrained version of the WMSA problem where the 
approximating line has to contain the origin. By adapting the proof of Lemma 3.1, we 
can show there exists a line passing through the origin and minimizing the sum of the 
weighted distances to a family of n objects which supports one of the objects. This fact 
reduces the number of candidate lines for the approximating line to O(n). By 
processing these lines in increasing order of their slope, it is possible to evaluate all the 
sums of the weighted distances to the objects efficiently. The algorithm solving this 
constrained WMSA problem is outlined below. 
Algorithm OWMSA 
Input: A family S = {Oi} of convex polygons or circles and their corresponding 
weights. 
Output: A line 1 containing the origin and minimizing the sum of the weighted 
distances to the objects. 
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1. For each object, find the lines containing the origin and supporting the object. 
2. Let t 1, . . . , t, be the list of the supporting lines sorted in increasing order of their 
slope. 
3. Let to be the y-axis. Compute X,,(t,), YU,(to), WU,(to), XI,Jto), I&(t,,) and 
W,,,(to) (the lower and the upper regions correspond to the left and the right 
regions, respectively). 
4. For all supporting lines ti do 
(a) Compute Xu,(ri), K,(ri), Xr,,(ti) and K,(ti) (also R”,(ri) and Rrow(ri), for 
circles). 
(b) Determine the sum of the weighted distances between the objects and ti. 
5. Output the supporting line minimizing the sum of the weighted distances to the 
objects. 
End of the Algorithm 
The time complexity of this algorithm depends on the time needed to compute the 
supporting lines in Step 1 and to update the data used to determine the sum in Step 
4(a). For families of n circles, the O(n) supporting lines can be computed and sorted in 
O(n log n) time. By processing the supporting lines by increasing order of their slopes, 
the updates can be done efficiently. The center of a given circle is added and subtracted 
to the values X,,( .) and Y,,( .) at most twice and its weight is added and subtracted to 
the values W,,( .) at most twice. The same observations are true for the values X,,,( .), 
I$,,( .) and W,,,( .). Therefore, the updates in Step 4(b) can be done in O(n) time 
overall. For families of y1 line segments and families of m polygons with a total of 
n vertices, the supporting lines can be computed and sorted in O(n log n) time and in 
O(n + m log m) time, respectively. As we pointed out for the general WMSA problem, 
we have to keep track of which vertex of a polygon or which endpoint of a line 
segment is closest to the candidate line. To do this, it suffices to compute the lines 
extending the edges of the polygons or extending the line segments and to sort these 
lines according to their slopes. For families of rr line segments, this can be done in 
O(n log n) time. For families of m polygons with a total of IZ vertices, this can be done in 
O(nlogm) time by using merge sort. Thus, the events in Step 4 correspond to the 
supporting lines and the lines extending the edges of the polygons or the line segments. 
As we argued for families of circles, the updates associated with the supporting lines 
can be done in O(n) time overall, for families of n line segments, and in O(m) time 
overall, for families of m polygons. On the other hand, each update corresponding to 
the lines extending the edges of the polygons or the line segments can be done in O(1) 
time. Thus, the updates can be done in O(n) time overall once the lines have been 
sorted. Therefore, we obtain the following results. 
Theorem 3.3. A line containing the origin and minimizing the sum of the weighted 
distances to a family of objects can be found in: 
(1) O(n log n) time for a family of n circles and for a family of n line segments and 
(2) 0( n 0 m lme or a ami 1 g ) t’ f f ‘ly of m convex polygons with a total of n vertices. 
J.-M. Robert, G.T. Toussaint / Computational Geometry 4 (1994) 27-52 49 
The last problem considered in this section is the constrained WMSA problem 
where the approximating line must lie below all the objects. Obviously, any optimal 
line must be tangent to the lower hull of the objects. Furthermore, for families of line 
segments or convex polygons, the proof of Lemma 3.1 can be adapted to prove there is 
an optimal solution extending an edge of the lower hull of the objects. The algorithm 
solving this constrained WMSA problem is outlined below. 
Algorithm BWMSA-objects 
Input: A family S = {Si> of convex polygons or circles and their corresponding 
weights. 
Output: A line 1 minimizing the sum of the weighted distances to the objects and lying 
below all the objects. 
1. Compute the lower hull LH of the objects. 
2. Let er, . , ek be the ordered list of the edges of LH. 
3. For all the edges ei do 
(a) Let li be the optimal line associated to the edge ei. 
(b) Compute X(li), Y(li) and W(li) (also R(li) for circles). 
(c) Determine the sum of the weighted distances between the objects 
and li. 
4. Output the line minimizing the sum of the weighted distances to the objects in 
Step 3(c). 
End of the Algorithm 
For families of line segments or polygons, the lower hull of the objects can be 
computed by determining the lower hull of the vertices of the objects. Any O(n log n) 
time algorithm computing the convex hull of a family of n points can be used. For 
families of it circles, Rappaport [22] presented an O(nlogn) time algorithm to 
determine the convex hull of II circles. He also showed that such a convex hull has at 
most 2n - 1 edges. 
Once the lower hull of the objects is constructed, the sums of the weighted distances 
in Step 3(b) can be determined efficiently. Consider a family of m polygons with a total 
of n vertices. Let X(1) be defined as &+Sup(l) OiX(Cp(Oi, I)). The values Y(1) and W(I) 
are defined similarly. As we saw for the general WMSA problem, these values are 
sufficient to compute in constant time the sum of the weighted distances to 1. Hence, 
the problem is now reduced to maintain these values efficiently. For any 1 below 
a given polygon P, the vertex of P closest to 1 corresponds to the common endpoint of 
the two adjacent edges e and e’ from the lower hull of P with slope smaller than the 
slope of I and greater than or equal to the slope of 1, respectively. By sorting all the 
edges belonging to the lower hull of the polygons, the updates can be done efficiently. 
By scanning the list of the sorted edges in order, we can find which vertex of each 
polygon is closest to li. During the process, each vertex is added and subtracted to 
X( .) a constant number of times. Suppose e is an edge of a polygon with slope 
between the slopes of li- 1 and li. The endpoint of e used in X(li_ r) is replaced by the 
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other endpoint to obtain X(li). Since we never backtrack when we process the edges of 
the polygons, the number of additions and subtractions needed to update the values 
X( .) and Y( .) is in O(n). Hence, the total time to compute the sums is in O(nlogn). 
This argument holds as well for families of line segments. 
For families of n circles, the problem is different. The values of X( ), Y( . ), W( .) and 
R( .) can be computed only once. Let X be defined as ~O,Gs mixi where xi is the 
x-coordinate of the center. For simplicity, suppose we want to find a line minimizing 
the sum of the weighted distances and tangent to a circular arc A which is a part of the 
lower half of the unit circle centered at (0, 1). The lower tangents of A are given by the 
equation y = ax + (1 - Jm), where a d a < fi. The value tl corresponds to the 
slope of the line segment incident to the left endpoint of the arc. Similarly, /I corres- 
ponds to the slope of the line segment incident to the right endpoint of the arc. The 
sum of the weighted distances is given in this case by 
Y-ax-(l-&G)w_R 
$777 . 
By differentiating the above expression, we find it has an optimum point at 
a = -X/( Y - W). By evaluating the expression at a = a, a = -X/( Y - W) and at 
a = fl, we can find an optimal line tangent to A in constant time. Since the lower hull 
of the n circles has at most 2n - 2 edges, the overall time to compute all the sums is in 
O(n). These results are summarized in the last theorem of this section. 
Theorem 3.4. A line minimizing the sum of the weighted distances to a family of objects 
and lying below all these objects can be found in O(n log n) time for families of n circles, 
for families of n line segments and for families of m convex polygons with a total of 
n vertices. 
4. Conclusion 
We have presented optimal algorithms solving the MMA problem and the 
constrained WMMA problem where the approximating line is constrained to 
contain the origin for families of circles or line segments. The main open problem 
of this paper is to obtain an optimal algorithm for the general WMMA problem. 
There is a big gap between the Q(nlog n) time lower bound and the 0(n2 logn) 
time solution we have obtained for families of n circles or line segments. This 
problem can be solved optimally in O(n log n) time [12] for families of n points in the 
plane. 
For the WMSA problem, the O(n’) time complexity of our solution for families of 
n circles matches the time complexity of the algorithm presented in [12] for families of 
n points in the plane. For families of n line segments, we may want to remove the extra 
log n factor. 
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