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1 Motivation 
1.1 Problemstellung 
Der effiziente Umgang mit Güterrückflüssen ist ein Problembereich, dem in der jün-
geren Vergangenheit im Kontext von Supply Chains ein großes wissenschaftliches 
und praktisches Interesse entgegengebracht wird1). Supply Chains (SC), die neben 
Gütererstellungsprozessen auch auf die Rückflüsse dieser Güter gerichtete Prozesse2) 
umfassen und damit dem kreislaufwirtschaftlichen Gedanken Rechnung tragen, wer-
den als Closed-Loop Supply Chains (CLSC) bezeichnet3). Drei Phasen des Güter-
rückflusses lassen sich unterscheiden4): 
- Sammlung: dezentrale Entgegennahme oder Abholung der Güter vom Konsumen-
ten, Transport zu einem Konzentrationspunkt und Zwischenlagerung. 
- Transformation: 
-- Sortieren: zustands- und funktionsbezogene Unterscheidung der Güter in die 
Klassen wiederverwendbare, verwertbare und zu entsorgende Güter. 
-- Aufarbeiten: zerstörungsfreie Demontage und/oder Instandhaltung der Güter 
zum Zweck einer funktionellen Wiederverwendung. 
-- Aufbereiten: zerstörungsfreie/zerstörende Demontage und Stofftrennung (ggf. 
Schadstoffentnahme) zum Zweck der Gewinnung von Sekundärrohstoffen. 
                                                 
 
1) Vgl. Huang/Yan/Qiu (2009), S. 2282 ff.; Salema/Barbosa-Póvoa/Novais (2009), 
S. 580 ff.; Salema/Barbosa-Póvoa/Novais (2010), S. 338 ff. 
2) Mit dem Fokus auf das dabei entstehende raum-zeitliche Überbrückungsproblem wird 
auch von Reverse Logistics gesprochen. Vgl. Fleischmann et al. (1997), S. 2. 
3) Vgl. Dyckhoff/Souren/Keilen (2004), S. 15 ff.; Geyer/van Wassenhove (2005), S. 203; 
Govindan/Soleimani/Kannan (2015), S. 604 ff. Open-Loop Supply Chains erfassen den 
Fall der Güterrückführung durch SC-Externe. 
4) Vgl. Bloemhof-Ruward/Fleischmann/van Nunen (1999), S. 24 f.; de Brito/Dekker/Flap-
per (2005), S. 245; de Brito/de Koster (2004), S. 136 ff.; Fleischmann et al. (2000), 
S. 657; Geyer/van Wassenhove (2005), S. 205 ff.; Jayaraman (2005), S. 982; Kricke/van 
Harten/Schuur (1998), S. 118 ff.; Püchert/Spengler/Rentz (1996), S. 29 f.; Speng-
ler/Schröter (2001), S. 231; Srivastava/Srivastava (2006), S. 527 f.; Stuart et al. (1998), 
S. 226 f. 
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- Einsatz: 
-- Wiederverwendung im Gütererstellungs- oder Konsumtionsprozess in den 
Abstufungen (1) direkte Wiederverwendung, (2) Wiederverwendung nach 
Veränderung durch (2a) teilweise Erneuerung und/oder (2b) Reparatur1), 
-- Verwertung von Sekundärrohstoffen durch Recycling (stoffliche Verwertung) 
oder Energiegewinnung und 
-- Deponierung der Reststoffe (Abfall). 
Da auf der Grundlage dieser Prozesse Güterrückflüsse von jeder Wertschöpfungsstu-
fe genutzt werden und die zurückgeflossenen Güter auf allen Stufen wieder in den 
Wertschöpfungsprozess eintreten können, ergibt sich in CLSC (im Vergleich zur 
klassischen SC) eine vielfältigere Vernetzung zwischen den Wertschöpfungsstufen 
(vgl. Abbildung 1.1). Gleichzeitig erlangen zusätzliche Imponderabilien Relevanz, 
die sich bei der Gestaltung von CLSC in der Unsicherheit über die Weiterentwick-
lung der Produkte2) und neben den traditionellen Unsicherheitsfaktoren, die aus pro-
zess- und nachfrageorientierten Begebenheiten resultieren, in der Unsicherheit über 
das zeitliche, mengenmäßige, qualitative und örtliche Auftreten von Rückflüssen wi-
derspiegeln3). Letztlich ergibt sich aus den zusätzlichen Prozessen4), der vielfältigeren 
Vernetzung und der erhöhten Unsicherheit5) eine gesteigerte Komplexität der SC-
Gestaltungsaufgaben. 
                                                 
 
1) Bei Endprodukten werden diese Abstufungen als Direct reuse (1a: direkte  Wiederver-
wendung neuwertiger funktionsfähiger Produkte), Refurbishing (1b: direkte Wiederver-
wendung gebrauchter funktionsfähiger Produkte), Remanufacturing (2a: Wiederver-
wendung gebrauchter funktionsfähiger Produkte nach teilweiser Erneuerung), Repair 
(2b: Wiederverwendung gebrauchter Produkte nach Wiederherstellung ihrer Funktions-
fähigkeit) bezeichnet. Vgl. Thierry et al. (1995), S. 117 ff. Bei Produktkomponenten 
wird die Wiederverwendung teilweise als Cannibalization bezeichnet. Vgl. Thierry et al. 
(1995), S. 119. 
2) Vgl. Guide/van Wassenhove (2002), S. 56. 
3) Vgl. Geyer/van Wassenhove (2005), S. 205; Spengler/Schröter (2001), S. 237 f. 
4) Vgl. Kaya/Bagci/Turkay (2014), S. 271; Schröter (2006), S. 52. 
5) Vgl. Aksoy/Gupta (2002), S. 167; Bai/Sarkis (2013), S. 307; Guide/van Wassenhove 
(2009), S. 10 ff. 
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Abbildung 1.1: Vorgänge in einer CLSC 
In der vorliegenden Dissertation stehen das Problem der Kapazitätsdimensionierung 
und das daraus abgeleitete Problem der Güterrückflussprognose im Zentrum des In-
teresses1). Unter Kapazitätsdimensionierung wird im vorliegenden Kontext die durch 
Ausstattungs- und Programmentscheidungen zu bewirkende Abstimmung zwischen 
dem Leistungsvermögen der CLSC und der gütererstellungs- und güterrückflussin-
duzierten Kapazitätsnachfrage verstanden. Aufgrund des mittelfristigen zeitlichen 
Horizonts und der resultierenden relativ starken Kapitalströme handelt es sich bei der 
Kapazitätsdimensionierung in CLSCs um ein spezifisches Problem der Investitions-
programmplanung bei unvollständiger Information bzw. Unsicherheit (Risiko). Da 
                                                 
 
1) Da die für Sammlung, Transformation und Einsatz verfügbare Kapazität den Umfang 
der Nutzbarkeit von Güterrückflüssen limitiert (vgl. Georgiadis/Athanasiou (2010), 
S. 424) sind die Güterrückflussprognose und die Kapazitätsdimensionierung zentrale 
taktische Probleme des CLSC Management. Vgl. Guide/Srivastava/ Spencer (1997), 
S. 71 ff.; Guide/van Wassenhove (2002), S. 58; Spengler/Schröter (2001), S. 232. 
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das Ausmaß und die Wirkungen der Investitions- und Desinvestitionsentscheidungen 
die Existenz der einzelnen Unternehmungen gefährden können, liegt eine Risiko-
aversion des Entscheidungsträgers vor. Unsicherheiten können nach dem Kriterium 
der Position der Unsicherheitsquelle in Bezug auf die Netzwerkgrenzen in CLSCs 
gehandhabt werden. Dabei kann zwischen interner und externer Unsicherheit unter-
schieden werden1). Die interne Unsicherheit (z.B. Produktqualität, Prozessdauer, Be-
triebsmittelverfügbarkeit) kann durch das Management ursachen- und wirkungsbe-
zogen gehandhabt werden. Demgegenüber sind bei externer Unsicherheit (z.B. Ab-
satzhöchstmenge, Güterrückflussmenge, -qualität, -zeit, -ort, Wiederbeschaffungszei-
ten von Einsatzgütern) die ursachenbezogenen Möglichkeiten vor allem auf die An-
reicherung der Informationsbasis durch intensive Informationsbeschaffungs- und 
-verarbeitungsaktivitäten beschränkt, und die verbleibende Unsicherheit ist durch 
wirkungsbezogene Maßnahmen zu handhaben. Bei risikoaversem Entscheidungsver-
halten stellt das Generieren robuster Pläne eine relevante wirkungsbezogene Maß-
nahme dar. 
Mit der zyklischen Struktur des Güterflusses besteht bei der Kapazitätsdimensionie-
rung das Erfordernis, zusätzlich zu dem Produktprogramm und der Produkterstel-
lungskapazität das Rückflussgüterprogramm und die Rückflussbewältigungskapazität 
zu gestalten2), und zwar unter Berücksichtigung der folgenden Beziehungen: 
- Marktinterdependenzen: Die möglichen Maßnahmen zur Handhabung der Güter-
rückflüsse (z.B. Re-Use, Redistribution, Remanufacturing, Refurbishing, Recyc-
ling und Entsorgung) beeinflussen das Nachfrageverhalten des Marktsektors. Die 
Rückflussgüter in unterschiedlich transformierten Produkttypen können sich zu 
komplementären oder konkurrierenden Produkten der Originalprodukte entwi-
ckeln3). Dabei ist die Relevanz der Berücksichtigung der Interdependenzen 
dadurch gegeben, dass absatzpolitische Maßnahmen eines Produktes das Ent-
                                                 
 
1) Die Einteilung ist angelehnt an Aksoy/Gupta (2002), S. 167 f., die in einem Remanufac-
turing-System durch Kapazitätserweiterungen und/oder Lagererweiterungen die Unsi-
cherheiten handhaben möchten. 
2) Vgl. Toktay/van der Laan/de Brito (2004), S. 45, die Beschaffungs-, Kapazitäts- und 
Abfallplanung als wesentliche taktische Aufgaben in CLSC bezeichnen. 
3) Vgl. z.B. Bhattacharjee/Cruz (2015), S. 67 ff.; Shu et al. (2016), S. 3209. 
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scheidungsfeld eines anderen Produktes beeinflussen bzw. verändern1). Zusätzlich 
kann sich der umsichtige Umgang mit Güterrückflüssen indirekt über das Image 
der CLSC positiv/negativ auf die Nachfrage nach deren Produkten auswirken2). 
- Leistungsinterdependenzen: Dies sind Wechselbeziehungen, die sich in einem 
mehrstufigen Wertschöpfungsprozess ergeben. Die Prozesse der Gütererstellung 
und der Güterrückflusshandhabung können durch nachgelagerte Input-/Output-
beziehungen in Prozessen zur Leistungserstellung miteinander verknüpft sein. Zu-
rückgeflossene Güter können zumindest teilweise im Produkterstellungsprozess 
wiederverwendet werden. Der Anteil der Wiederverwendung ist u.a. von der Qua-
lität des originären Produktes sowie der Qualität und Quantität zurückfließender 
Güter abhängig. Diese Abhängigkeiten beeinflussen die Qualität, Kosten und Ver-
fügbarkeit der Leistungen. In der Literatur werden folgende Besonderheiten ge-
nannt: 
-- Für Rückflussgüter einer bestimmten Qualitätsklasse3) werden die unter-
schiedlichen Transformationsmöglichkeiten mit einer bestimmten Wahr-
scheinlichkeit gewählt: Die Wahl der Transformationsmöglichkeiten basiert 
im operativen Kontext auf einem Entscheidungskalkül, das technische, öko-
nomische und ökologische Faktoren gegeneinander abwägt4). In der mittelfris-
tigen Perspektive der Kapazitätsdimensionierung können diese Optionen ag-
gregiert als Ereignisse abgebildet werden, deren Eintrittswahrscheinlichkeit 
von der qualitativen Kapazität des Transformationssystems, die durch die Ka-
pazitätsdimensionierung festgelegt wird, abhängig ist. 
-- Nach der Durchführung einer bestimmten Transformationsmöglichkeit wird 
ein Rückflussgut den unterschiedlichen Einsatzarten mit einer bestimmten 
Wahrscheinlichkeit zugeführt: In den im operativen Kontext zu treffenden 
Einzelentscheidungen erfolgt eine Abwägung der Vorteilhaftigkeit aus techni-
scher, ökonomischer und ökologischer Perspektive. Im taktischen Kontext 
können die Einsatzarten als Ereignisse aufgefasst werden, die mit einer be-
stimmten Wahrscheinlichkeit zum Zuge kommen5). 
                                                 
 
1) Zur Definition von Marktinterdependenzen vgl. z.B. Frese (2012), S. 117 f. 
2) Vgl. Handfield et al. (2002), S. 70 ff.; Vlachos/Georgiadis/Iakovou (2007), S. 371 ff. 
3) Die Qualitätsklassen grenzen dabei technische Zustände der Rückflussgüter ab, die un-
terschiedliche Transformationsmöglichkeiten erlauben. Vgl. Chouinard/D‘Amours/Ait-
Kadi (2008), S. 661 ff.; Franke et al. (2006), S. 564 ff.; Kricke/van Harten/Schuur 
(1998), S. 118; Seliger et al. (2004), S. 10; Teunter (2006), S. 534. 
4) Vgl. Das/Yedlarajiah (2002), S. 120 f.; Kim et al. (2006), S. 281 ff.; Kricke/van Har-
ten/Schuur (1998), S. 121 ff.; Li et al. (2010), S. 632 ff.; Spengler/Ploog/Schröter 
(2003), S. 414 ff.; Thierry et al. (1995), S. 122; Vlachos/Dekker (2003), S. 43 ff. 
5) Vgl. Chouinard/D’Amours/Ait-Kadi (2008), S. 663; Franke et al. (2006), S. 564 f.; Gui-
de/Spencer (1997), S. 241; Seliger et al. (2004), S. 10; Teunter (2006), S. 534. 
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-- Aus einer bestimmten Transformation von Rückflussgütern einer bestimmten 
Qualität gehen untergeordnete Rückflussgüter einer bestimmten Qualität mit 
einer bestimmten Wahrscheinlichkeit hervor. Neben Nutzungsdauer und Nut-
zungsort des Rückflussgutes, welches das untergeordnete Gut enthält, wird 
die Qualität des untergeordneten Gutes auch von der am übergeordneten Gut 
vollzogenen Transformation (z.B. zerstörende und zerstörungsfreie Demonta-
ge) bestimmt1). 
- Ressourceninterdependenzen: Ressourceninterdependenzen bestehen, wenn Pro-
duktionserstellungs- und Rückflussbewältigungsprozesse um dieselben Potential-
faktoren (Ressourcen) der CLSC konkurrieren. Verschiedene Rückflusshandha-
bungsmaßnahmen, wie z.B. das Remanufacturing, benötigen u.U. die gemeinsame 
Nutzung von (knappen) Ressourcen und Fähigkeiten. Diesbezüglich werden fol-
gende Relationen in der Literatur diskutiert: 
-- Bei einer bestimmten Transformationsmöglichkeit wird auf die unterschiedli-
chen Kapazitätsarten mit einer bestimmten Wahrscheinlichkeit zurückgegrif-
fen: Die Arbeitspläne der einzelnen Transformationsmöglichkeiten sind nicht-
linear und nicht-deterministisch. In Abhängigkeit von der Zusammensetzung 
und der Qualität der Rückflussgüter einer Art sowie von der installierten qua-
litativen Kapazität wird innerhalb einer Transformationsmöglichkeit einerseits 
die Ausführung unterschiedlicher Operationen erforderlich. Andererseits kann 
zwischen alternativ möglichen Operationen gewählt werden, so dass unter-
schiedliche Kapazitätsarten beansprucht werden2). 
-- Das Ausmaß der zeitlichen Inanspruchnahme bei Rückgriff auf eine bestimm-
te Kapazitätsart (Kapazitätsnachfrage) ist nicht-deterministisch und von der 
Qualität der zu transformierenden Rückflussgüter abhängig3). 
-- Zwischen einer Kapazitätsveränderungsentscheidung und ihrer Umsetzung 
bestehen Verzögerungen. In Abhängigkeit vom Ausmaß der Kapazitätsverän-
derung bedarf der Kapazitätsaufbau/-abbau unterschiedlich viel Zeit4). 
Während die Bestimmung des Kapazitätsangebots hauptsächlich durch Gestaltungs-
entscheidungen innerhalb der SC beeinflusst wird, ergibt sich die Kapazitätsnachfra-
ge aus den Wechselbeziehungen zwischen Gütererstellungs- und Güterrückfluss-
mengen. Dabei entziehen sich letztere zumindest bei den Endprodukten der autono-
                                                 
 
1) Vgl. Teunter (2006), S. 534. 
2) Vgl. Guide/Spencer (1997), S. 240; Guide/Srivastava/Spencer (1997), S. 70; Inderfurth 
et al. (2004), S. 252 ff.; Krupp (1993), S. 48 ff. 
3) Vgl. Guide/Spencer (1997), S. 240; Lieckens/Vandaele (2007), S. 398 ff. 
4) Vgl. Georgiadis/Vlachos/Tagaras (2006), S. 519. 
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men Disponierbarkeit durch die Entscheidungsträger der CLSC, weil Absatz und Gü-
terrückfluss auch das Ergebnis von Kundenentscheidungen sind. Der Mix der zu-
rückfließenden Güter und ihres Einsatzes bestimmt den Anteil der zum Planungs-
zeitpunkt nur ungefähr bekannten Güter und damit den Umfang der nur grob ab-
schätzbaren Kapazitätsnachfrage. 
Damit ergeben sich die aus der Kapazitätsdimensionierung abgeleiteten Aufgaben, 
die Nachfrage nach Endprodukten und den Güterrückfluss in qualitativer und quanti-
tativer Hinsicht zu prognostizieren und daraus eine Schätzung der Kapazitätsnach-
fragen abzuleiten. Abbildung 1.2 gibt die Zusammenhänge in graphischer Form wie-
der. 
 
Abbildung 1.2: Zusammenhänge zwischen Entscheidungs- und Prognosetatbeständen bei 
der Kapazitätsdimensionierung einer CLSC 
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1.2 Stand der Forschung 
In Unterabschnitt 1.2.1 werden die in der Literatur diskutierten Ansätze zur Kapazi-
tätsdimensionierung in CLSCs anhand geeigneter Kriterien analysiert, um For-
schungslücken zu identifizieren1). Aufgrund der hohen Relevanz der Prognose der 
Güterrückflüsse für das vorliegende Problem der Kapazitätsdimensionierung, werden 
die in der Literatur diskutierten Methoden in Unterabschnitt 1.2.2 untersucht. 
1.2.1 Kapazitätsdimensionierung in Closed-Loop Supply Chains 
Die Analyse der Ansätze zur Kapazitätsdimensionierung wird anhand der (1) mögli-
chen Kapazitätsentscheidungen, der (2) berücksichtigten Interdependenzen zwischen 
originären Produkten und (aufbereiteten) Güterrückflüssen und der (3) integrierten 
Maßnahmen zur Handhabung von Unsicherheiten vorgenommen. (1) Die Kapazi-
tätsentscheidungen lassen sich anhand der möglichen Handlungsalternativen und be-
rücksichtigten Kapazitätsarten charakterisieren. Handlungsalternativen können die 
Kapazitätsexpansion und -kontraktion sein. Die Kapazitätsarten werden anhand ihres 
Einsatzortes eingeteilt. Kapazitäten können sowohl in Prozessen zur Gütererstellung 
(vorwärtsgerichtete SC) als auch in Prozessen zur Rückflussbewältigung (rückwärts-
gerichtete SC) eingesetzt werden. (2) Die Ansätze werden anhand der betrachteten 
Markt-, Ressourcen- und Leistungsinterdependenzen analysiert. Die originären Pro-
dukte können sowohl komplementäre als auch konkurrierende Nachfrage auf dem 
Absatzmarkt induzieren. Bzgl. der Ressourceninterdependenzen soll identifiziert 
werden, ob die Güter der vorwärts- und rückwärtsgerichteten SC um dieselben Res-
sourcen konkurrieren. Zudem ist zu klären, ob die Leistungserstellung dieser Güter 
durch vor- und nachgelagerte Prozesse miteinander verbunden ist. (3) Unter ursa-
chenbezogenen Maßnahmen werden alle Aktivitäten verstanden, die zur Vermei-
dung, Minderung und Begrenzung des Eintrittes von Risiken führen2). Wirkungsbe-
                                                 
 
1) Für eine Übersicht zu Ansätzen zur Kapazitätsdimensionierung in traditionellen SCs 
siehe Julka et al. (2007), S.607 ff.; Luss (1982), S. 907 ff.; Martínez-Costa (2014), 
S. 66 ff.; Van Mieghem (2003), S. 269 ff.; Verter/Dincer (1992), S. 1 ff.; Wu/Erkoc/Ka-
rabuk (2005), S. 125 ff. 
2) Vgl. Pfohl/Gallus/Köhler (2008), S. 66 ff. 
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zogene Maßnahmen dagegen intendieren die Verminderung, Begrenzung und Kom-
pensation der Auswirkungen bei Eintritt der Unsicherheiten. 
Auf einer übergeordneten Ebene erfolgt zunächst eine Einteilung der Ansätze anhand 
der Vollständigkeit ihrer Informationsbasis in deterministische und stochastische An-
sätze. In den folgenden Planungsansätzen bei vollständiger Information werden die 
bestehenden Unsicherheiten in CLSC nicht explizit modelliert. Die Ergebnisse der 
Analyse sind in der Tabelle 1.1 zusammengefasst. 
Franke et al. und Seliger et al. formulieren für den Fall einer Unternehmung, die zu-
rückgenommene Mobiltelefone transformiert, ein statisches deterministisches Kapa-
zitätsplanungsproblem mit mehreren Optionen einer mehrstufigen Transformation 
der Rückflussmengen verschiedener Produktklassen, bei der unterschiedliche Kapa-
zitätsarten genutzt werden. Die Möglichkeit zum Kapazitätsaufbau ist gegeben. In 
dem gemischt-ganzzahligen Programmierungsmodell wird von einem in quantitativer 
und qualitativer Hinsicht bekannten Güterrückfluss und bekannten Nachfragemengen 
unterschiedlich transformierter Rückflüsse ausgegangen. Aus der Lösung dieses Mo-
dells mit einem Standard-Solver geht hervor, in welchem Umfang welche Rückfluss-
gütermengen in welcher Form zu transformieren und abzusetzen sind, sowie wie viel 
Kapazität der einzelnen Arten dafür aufzubauen ist, damit ein maximaler Gewinn re-
alisiert wird.1) 
 
                                                 
 
1) Vgl. Franke et al. (2006), S. 564 ff.; Seliger et al. (2004), S. 10 ff. 
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Leistung-
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parallel - - x x x x x - - x 
Maßnahmen zur 
Handhabung von Un-
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ursachen-
bezogen 
- x x x x - - - x x 
wirkungs-
bezogen - - - - - - x - - - 
x wird diskutiert, - wird nicht diskutiert 
Tabelle 1.1: Übersicht deterministischer Ansätze der Kapazitätsdimensionierung in CLSCs 
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Georgiadis/Vlachos/Tagaras, Vlachos/Georgiadis/Iakovou und Georgiadis/Athana-
siou formulieren einen inkrementellen Planungsansatz, bei dem auf der Grundlage 
eines periodischen Vergleichs zwischen prognostiziertem Kapazitätsbedarf und aktu-
ell vorliegendem Kapazitätsbestand über Expansion (und teilweise auch Kontraktion) 
zweier Kapazitätsarten zur Rückflusstransformation (Sammlung, Remanufacturing) 
entschieden wird. Besonderheiten sind dabei: (1) Die Kapazitätsänderungen treten 
teilweise mit Verzögerung ein. (2) Das Ausmaß der Kapazitätsänderungen entspricht 
der festgestellten Über-/Unterdeckung, multipliziert mit der festzulegenden Contrac-
tion bzw. Expansion rate. Folgende Interdependenzen werden berücksichtigt: (1) Im 
Zweiprodukt-Ansatz von Georgiadis/Athanasiou werden sowohl konkurrierende als 
auch komplementäre Absatzbeziehungen zwischen den zwei unterschiedlichen Pro-
dukttypen und ihren aufbereiteten Güterrückflüssen berücksichtigt. (2) Im Einpro-
duktfall sind die aufbereiteten Güterrückflüsse Substitute zu den in der vorwärtsge-
richteten SC erstellten Produkte. (3) Vlachos/Georgiadis/Iakovou integrieren die po-
sitive Auswirkung der Güterrückflussannahme und -verarbeitung auf die Nachfrage 
anhand einer Re-Use-Rate im Modell. (4) Die Leistungserstellung in der vorwärts- 
und rückwärtsgerichteten SC erfolgt unabhängig voneinander. Des Weiteren können 
Rücknahmeverpflichtungen bzgl. der genutzten Güter bestehen1). Grundlage bildet 
ein Simulationsmodell (System dynamics), welches die sich bei Vorgabe von Simu-
lationsparametern (stock variables, flow variables) ergebenden Güterhinflüsse und 
-rückflüsse einer Einprodukt- bzw. Zweiprodukt-CLSC erfasst sowie mit Hilfe des 
exponentiellen Glättens erster Ordnung prognostiziert. Mit diesem Modell kann ei-
nerseits das Systemverhalten (z.B. Barwert der erwarteten Ein- und Auszahlungen) 
für die gewählten Contraction/Expansion rates in unterschiedlichen Nachfrageszena-
rien (Schätzung des Produktlebenszyklus) ermittelt werden (What-if-Analyse). An-
dererseits können durch systematische Variation der Contraction/Expansion rates in-
                                                 
 
1) Vgl. Georgiadis/Athanasiou (2010), S. 422 ff.; Vgl. Vlachos/Georgiadis/Iakovou (2007), 
S. 371 ff. 
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nerhalb eines Szenarios ökonomisch günstige Werte dieser Parameter gefunden wer-
den.1) 
Im erweiterten Ansatz von Georgiadis/Athanasiou werden zwei mögliche Kapazi-
tätsstrategien bzgl. der Expansionsentscheidung (zeitlich frühe hohe Kapazitätsinves-
tition oder Kapazitätsinvestition mit wenigen kleinen Erweiterungen) zur Bewälti-
gung der Rückflüsse einer Zweiprodukt-CLSC mit Remanufacturing-Option gege-
ben. Die aufwendige numerische Analyse, in der Nachfrageszenarien und Rückfluss-
daten systematisch variiert werden, zeigt, dass flexible Strategien unter Unsicherheit 
immer eine zulässigkeitsrobuste Lösung finden und dass das Phänomen einer Kapa-
zitätsüberschätzung vermieden wird.2) 
Georgiadis und Surdato/Takahashi/Morikowa formulieren einen Planungsansatz zur 
Kapazitätsplanung in einer Einprodukt-CLSC mit Recycling-Option, bei dem auf-
bauend auf einem periodischen Vergleich der prognostizierte Kapazitätsbedarf und 
der aktuell vorliegende Kapazitätsbestand für beide Kapazitätsarten über Expansion 
(und teilweise auch Kontraktion) abgestimmt werden. Im Ansatz von Georgiadis 
wird die Kapazität für die Prozesse der Produktion und des Recyclings angepasst; im 
Ansatz von Surdato/Takahashi/Morikowa für die Sammlung und das Recycling. Der 
zuletzt genannte Ansatz integriert zusätzlich die von Georgiadis/Athanasiou (2013) 
aufgezeigte Kapazitätsstrategie. Recyceltes Material (selbst aufbereitet oder fremd-
bezogen) fließt als Rohstoff in die Produktion ein. Die Güterhin- und Rückflüsse 
werden wie in den anderen Simulationsmodellen (System dynamics) durch Simulati-
onsparameter modelliert und prognostiziert. Die Verwendung von recyceltem Mate-
rial hat einen positiven Effekt auf die Produktnachfrage.3) 
                                                 
 
1) Vgl. Georgiadis/Athanasiou (2010), S. 422 ff.; Georgiadis/Vlachos/Tagaras (2006), 
S. 517 ff.; Vlachos/Georgiadis/Iakovou (2007), S. 371 ff. 
2) Vgl. Georgiadis/Athanasiou (2013), S. 44 ff., auf der Grundlage von Georgiadis/Athana-
siou (2010), S. 422 ff. 
3) Vgl. Georgiadis (2013), S. 116 ff., Surdato/Takahashi/Morikawa (2017), S. 179 ff. Bei-
de sind angelehnt an Georgiadis/Athanasiou (2010), S. 422 ff. und Georgiadis/Vla-
chos/Tagaras (2006), S. 517 ff. 
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Lee/Doh/Lee formulieren ein gemischt ganzzahliges Entscheidungsmodell zur Pro-
duktions- und Kapazitätsplanung in einem hybriden Produktions- und Remanufac-
turing-System für einen definierten Planungshorizont. Kapazitätsentscheidungen 
über Expansion und Kontraktion der Produktions- und Remanufacturing-Anlagen 
sind in jeder Periode für Produktfamilien möglich. Das Budget der Kapazitätsent-
scheidungen im ganzen Planungshorizont ist begrenzt. Die zu erfüllende Nachfrage 
kann durch fremdbezogene, erstellte oder aufbereitete Güter bedient werden. Nach-
fragemengen sind für unterschiedliche Produkttypen bekannt. Rückflussmengen sind 
Entscheidungsvariablen, die stets geordert und transformiert werden können. Die 
Planung der Produktion und der Aufbereitung erfolgt getrennt. Ziel ist es, die Summe 
der Produktions- (fix und variabel), Aufbereitungs- (fix und variabel), Lagerhal-
tungs- und Fremdbezugskosten sowie der Nicht-Inbetriebnahmekosten der Anlagen 
(fixe Kosten für Kapazitätsanpassungen) zu minimieren.1) 
Mahapatra/Pal/Narasimhan entwickeln ein gemischt-ganzzahliges mehrperiodiges 
lineares Modell zur Produktionsplanung in einem hybriden System mit Remanufac-
turing-Option. In diesem Ansatz besteht die Möglichkeit, die vorhandenen Kapazitä-
ten (Produktion, Remanufacturing und Lagerung) kurzfristig und temporär zu erwei-
tern. Die Kapazitäten sind beschränkt und die Möglichkeit der Kapazitätskontraktion 
ist nicht gegeben. Die Planung geht von stabilen und konstanten Planungswerten für 
Produktion, Aufarbeitung und Lager sowie einem eingeplanten Mengenpuffer aus 
und somit von konstanten Kapazitätsbedarfen. Abhängig von den prognostizierten 
(gegebenen) Absatz- und Rückflussmengen (mit unterschiedlicher Qualität) können 
temporäre Erhöhungen der Planwerte erfolgen, die mit fixen Anpassungskosten be-
wertet werden. Abhängig von den Qualitäten der Güterrückflüsse werden unter-
schiedlich hohe Rückbewältigungskapazitäten benötigt. Ziel ist es, die optimalen Ab-
satz-, Beschaffungs-, Entsorgung-, Lager-, Produktions- und Verwertungsmengen 
                                                 
 
1) Vgl. Lee/Doh/Lee (2015), S. 1645 ff. 
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unter der Berücksichtigung von Kapazitätserweiterungen zu bestimmen, um den 
Gewinn zu maximieren.1) 
In der Gesamtsicht zeigt die Analyse der möglichen Kapazitätsentscheidungen in den 
deterministischen Planungsansätzen folgende Ergebnisse: 
- In allen Ansätzen ist die Möglichkeit des Kapazitätsaufbaus gegeben; ein Kapazi-
tätsabbau ist nur bei der Hälfte der Ansätze möglich. 
- Nur in wenigen Ansätzen werden die Kapazitäten für das Produktions- und Rück-
bewältigungsprogramm simultan geplant. In den Simulationsmodellen werden 
überwiegend (mit einer Ausnahme2)) die Kapazität für Sammlung und Transfor-
mation geplant. 
In Bezug auf die Berücksichtigung der Interdependenzen zwischen den originären 
Produkten und den Güterrückflüssen können für die zuvor beschriebenen Ansätze 
folgende Aussagen getätigt werden: 
- Unterschiedliche Ausprägungen von Marktinterdependenzen können in den An-
sätzen identifiziert werden: Die Aufbereitung der Güterrückflüsse kann zu einer 
Erhöhung der Produktnachfrage führen. Anhand einer Wiederverwendungsrate 
wird der „green image“-Effekt auf die Produktnachfrage abgebildet. Dieser posi-
tive Effekt wird durch Bewerbungsmaßnahmen der Unternehmung begründet3). In 
anderen Ansätzen mit Remanufacturing-Option induzieren aufbereitete Güter-
rückflüsse als komplementäre Produkte eine eigene Nachfrage. In den Ansätzen 
der Zweiprodukt-CLSC werden auch Szenarien mit komplementären Beziehun-
gen berücksichtigt. 
- Die Analyse der Planungsansätze zeigt auf, dass keine Ressourceninterdependen-
zen zwischen den originären Produkten und den Rückflüssen in den Entschei-
dungsmodellen abgebildet werden. 
- In Recycling-Systemen können Leistungsinterdependenzen in den Planungssitua-
tionen identifiziert werden. Die Produktion der originären Produkte (Produktions-
programm) ist von den aufbereiteten Güterrückflüssen abhängig, da diese als 
Rohstoffe in die Leistungserstellung eingehen. 
                                                 
 
1) Vgl. Mahapatra/Pal/Narasimhan (2012), S. 3786 ff. 
2) Vgl. Georgiadis (2013), S. 116 ff. 
3) Vgl. Vlachos/Georgiadis/Iakovou (2007), S. 376 ff. 
  15
In den bereits dargestellten deterministischen Ansätzen spielt die Handhabung von 
Unsicherheit (ursachen- bzw. wirkungsbezogene Maßnahmen) eine untergeordnete 
Rolle: 
- In den meisten Ansätzen werden die unsicheren Parameter durch deterministische 
Werte abgeschätzt. Es wird angegeben, dass hinreichend Daten für eine Prognose 
der zukünftigen Umweltzustände vorhanden sind. Der Güterrückfluss wird als Ra-
te abhängig von der Absatzmenge und teilweise von der Residenzzeit (Dauer des 
Verbleibes beim Konsumenten) angegeben. Die Produktnachfrage wird z.B. durch 
Abschätzung eines Produktlebenszyklus modelliert. Ein weiterer Ansatz für die 
Prognose der Produktnachfrage, der Güterrückflussmengen und der Aufarbei-
tungsrate ist die Methode des exponentiellen Glättens erster Ordnung1). 
- Die auf einem Simulationsmodell aufbauenden Ansätze analysieren im Rahmen 
von Sensitivitätsanalysen die Veränderungen der Kapazitätsentscheidungen bei 
wechselnden Inputparametern. Es werden insbesondere wechselnde Prozesszeiten, 
Residenzzeiten und Qualitäten der rückfließenden Güter, sowie bestimmte Cha-
rakteristika des Produktlebenszyklus im Hinblick auf deren Einfluss auf die opti-
male Strategie hin untersucht. 
- Georgiadis/Athanasiou und Surdato/Takahashi/Morikowa untersuchen in einer 
Sensitivitätsanalyse die Eignung von flexiblen Kapazitätsaufbaustrategien bei 
Nachfrage- und Rückflussunsicherheit. Die Anpassungsfähigkeit wird auch im 
Hinblick auf die Vermeidung von Überkapazität untersucht. Dabei geht es im en-
geren Sinne nicht um eine Maßnahme zur Verminderung der Auswirkungen von 
Unsicherheit, sondern um die strategische Entscheidungsfindung einer geeigneten 
Handlungsalternative.2) 
- Mahapatra/Pal/Narasimhan berücksichtigen in ihrem Beitrag den Aufbau von 
Pufferbeständen, um flexibel auf Nachfrage- und Rückflussschwankungen reagie-
ren zu können (Bestandsflexibilität)3). Da der Planungsansatz deterministisch ist, 
wird die Zielwirkung der Maßnahme anhand einer Sensitivitätsanalyse untersucht. 
Da davon auszugehen ist, dass in realen Produktionsumgebungen Unsicherheit vor-
herrscht, sind Planungsansätze relevant, die diese berücksichtigen. Zunächst werden 
                                                 
 
1) Vgl. Georgiadis (2013), S. 116 ff.; Vlachos/Georgiadis/Iakovou (2007), S. 371 ff. 
2) Vgl. Georgiadis/Athanasiou (2013), S. 44 ff.; Surdato/Takahashi/Morikawa (2017), 
S. 179 ff. 
3) Vgl. Mahapatra/Pal/Narasimhan (2012), S. 3786 ff. 
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die in der Literatur diskutierten Planungsansätze mit einer unvollständigen Informa-
tionsbasis kurz erläutert und anschließend anhand der beschriebenen Kriterien analy-
siert (siehe Tabelle 1.2).  
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konkurrierend - - - - 
nicht konkurrierend - - - - 
Leistungsinter-
dependenzen 
sequentiell - - - - 
parallel - - - - 
Maßnahmen zur Handhabung 
von Unsicherheiten 
ursachenbezogen x x - x 
wirkungsbezogen - - - - 
x wird diskutiert, - wird nicht diskutiert 
Tabelle 1.2: Übersicht stochastischer Ansätze der Kapazitätsdimensionierung in CLSCs 
Benedito/Corominas entwickeln ein Markov-Modell zur Planung von statischer Pro-
duktions- und Lagerkapazität. Es wird angenommen, dass genügend Kapazität für 
die Aufbereitung der Rückflussgüter vorhanden ist. Zurückgeflossene Güter werden 
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in Abhängigkeit von der verfügbaren Lagerkapazität entweder aufgearbeitet und 
wiederverwendet (Remanufacturing) oder entsorgt. Die Nachfrage kann durch pro-
duzierte, aufbereitete oder extern beschaffte Güter bedient werden. Nachfrage- und 
Rückflussmengen und Konsumdauern sind Zufallsvariablen mit bekannten Wahr-
scheinlichkeitsverteilungen. Die Rückflussmengen sind stochastisch unabhängig von 
den Absatzmengen und werden anhand der Charakteristika des Produktlebenszyklus 
und einer Rückflussrate modelliert. Ziel ist es, die Summe der im Planungshorizont 
erwarteten Kosten zu minimieren.1) 
Chittamvanich/Ryan gehen bei der Dimensionierung der Rückbewältigungskapazität 
zum Markteintrittszeitpunkt von einem speziellen Newsvendor-Problem aus. Die zu-
künftige Kapazitätsnachfrage wird gemäß des prognostizierten, zeitlich verteilten 
Rückflusses eines Gutes erwartet, wobei die Prognose eine Absatz- (time to sale of 
an individual unit) und eine Rückflusskomponente (time from sale to return of an in-
dividual unit) berücksichtigt. Unter der Annahme, dass zwischen der Kapazitätsauf-
bauentscheidung und deren Umsetzung eine Verzögerung besteht, wird der Kapazi-
tätsplan für das vorliegende Remanufacturing-System hergeleitet, bei dem der ma-
ximale Barwert der relevanten Ein- und Auszahlungen zu erwarten ist.2) 
Kaya/Bagci/Turkay formulieren ein zweistufiges Kompensationsmodell und einen 
Robust-Optimization-Ansatz zur Planung von strategischen und einmaligen Kapazi-
tätsaufbauentscheidungen für Demontage und Refurbishing (Anzahl der Kapazitäts-
einrichtungen, z.B. Maschinen oder Personen) für den ganzen Planungszeitraum auf 
der ersten Stufe. Anpassungsmöglichkeiten sind nicht gegeben. Die zweite Stufe 
modelliert alle taktischen Entscheidungen bzgl. Aufbereitung, Beschaffung, Lager-
haltung und Entsorgung unter Berücksichtigung von Unsicherheit. Die Güternach-
frage entspricht der Endproduktnachfrage nach aufbereiteten Gütern (second hand 
market) oder der Komponentennachfrage für die Produktion. Letztere wird entweder 
durch aufbereitete Komponenten der Güterrückflüsse (Refurbishing) oder extern be-
                                                 
 
1) Vgl. Benedito/Corominas (2011), S. 504 ff. 
2) Vgl. Chittamvanich/Ryan (o.J.), S. 5 ff. 
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schaffte Komponenten bedient. Nachfrage- und Rückflussunsicherheiten sind anhand 
von Szenarien modelliert, wobei verschiedene Qualitäten der Rückflüsse berücksich-
tigt werden. Die strategischen und taktischen Entscheidungen werden so bestimmt, 
dass die erwarteten Kosten des Planungszeitraums minimiert werden. Das Ziel des 
Robust-Optimization-Ansatzes1) ist es, die maximale Abweichung der resultierenden 
Kosten von der optimalen Lösung über alle möglichen Szenarien zu minimieren.2) 
Serrato/Ryan/Gaytán entwickeln ein prognoseintegrierendes Markov-Modell zur 
Planung der Rückflussbewältigungskapazität. In jeder Periode ist die Möglichkeit 
gegeben, entweder die interne Kapazität anzupassen (Expansion oder Kontraktion) 
oder die interne Kapazität dauerhaft abzubauen, was mit der Fremdvergabe der 
Rückflussbewältigung bis zum Ende des Planungshorizontes einhergeht. Ist in einer 
Periode zur vollständigen Verarbeitung der Rückflüsse nicht ausreichend Kapazität 
verfügbar, so geht dies mit Strafkosten einher. Die Güterrückflüsse werden dabei als 
eine binomialverteilte, absatzabhängige Zufallsvariable erfasst, die durch eine unsi-
chere Rückflussrate definiert ist. Ziel ist es, die Summe der Zahlungen für Kapazi-
tätsanpassungen, Fremdvergabe und Entsorgung zu minimieren.3) 
In der Gesamtsicht ist zu konstatieren, dass nur wenige Ansätze zur taktischen Kapa-
zitätsplanung in CLSCs vorhanden sind. Im Hinblick auf die möglichen Kapazitäts-
entscheidungen können folgende Ergebnisse identifiziert werden: 
- Lediglich im Ansatz von Serrato/Ryan/Gaytán ist die Möglichkeit beider Hand-
lungsalternativen zur Kapazitätsanpassung gegeben.4) 
- In keinem Ansatz mit unvollständiger Informationsbasis wird die Kapazität zur 
Gütererstellung und Güterrückflussbewältigung simultan geplant. 
                                                 
 
1) Vgl. Kouvelis/Yu (1997), S. 8 ff. 
2) Vgl. Kaya/Bagci/Turkay (2014), S. 272 ff. 
3) Vgl. Serrato/Ryan/Gaytán (2007), S. 4289 ff. 
4) Vgl. Serrato/Ryan/Gaytán (2007), S. 4289 ff. 
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Bezüglich der oben beschriebenen möglichen Interdependenzen zwischen Rückfluss-
gütern und originären Produkten können folgende Aussagen getroffen werden: 
- In den Ansätzen werden teilweise komplementäre und konkurrierende absatzpoli-
tische Beziehungen der originären und rückfließenden Produkte betrachtet 
(Marktinterdependenzen). 
- Da in keinem Ansatz das Produktions- und Rückbewältigungsprogramm gemein-
sam geplant wird, werden weder Ressourcen- noch Leistungsinterdependenzen 
zwischen den originären Produkten und ihren Güterrückflüssen berücksichtigt. 
Bezüglich der Handhabung von Unsicherheiten (ursachen- bzw. wirkungsbezogene 
Maßnahmen) können in den Ansätzen unter unvollständiger Information folgende 
Aussagen getroffen werden: 
- Bestehende Unsicherheiten werden als unsichere Parameter anhand von bestimm-
ten Verteilungen oder anhand von Szenarien in den Planungsmodellen modelliert. 
Unsichere Parameter sind die Güterruckflussmengen bzw. -rate, die Produktnach-
frage und die Konsumdauern. Die relevanten Informationen werden unabhängig 
voneinander modelliert. 
- Eine ursachenbezogene Maßnahme zur Handhabung von Unsicherheit ist die Ein-
beziehung der Prognose im Planungsmodell. Im Ansatz von Chittamvanich/Ryan 
werden die Güterrückflüsse auf Grundlage von Vergangenheitsdaten anhand einer 
Gammafunktion prognostiziert1). Im Ansatz von Serrato/Ryan/Gaytán ergeben 
sich die Güterrückflüsse aus einer Binomialverteilung abhängig von den Absatz-
mengen. Vereinfacht wird teils sogar von bekannten Absatzmengen ausgegan-
gen2). Im Ansatz von Benedito/Corominas wird die Rückflussmenge anhand einer 
bekannten Verteilung bestimmt (unabhängig vom Absatz)3). 
- Nachteile des Markov-Modells ergeben sich daraus, dass Entscheidungen auf 
Grundlage von Zuständen bzw. Beobachtungen der letzten Periode getroffen wer-
den. In den vorliegenden Planungsproblemen hat dies zur Folge, dass die zukünf-
tigen Güterrückflussmengen unabhängig von den vergangenen Rückflussmengen 
sind. Weiterhin werden die Wahrscheinlichkeiten auf Grundlage des Status der 
letzten Periode berechnet. 
                                                 
 
1) Vgl. Chittamvanich/Ryan (o.J.), S. 5 ff. 
2) Vgl. Serrato/Ryan/Gaytán (2007), S. 4289 ff. 
3) Vgl. Benedito/Corominas (2011), S. 504 ff. 
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- Wirkungsbezogene Maßnahmen, welche die Realisationen der Unsicherheit hand-
haben, sind nicht gegeben. 
Im Rahmen des CLSC-Network-Design-Problems bildet die Kapazitätsdimensionie-
rung eine untergeordnete Problemstellung. Für die potentiellen Standorte werden 
Kapazitätsobergrenzen modelliert, so dass eine Anpassung der Kapazität an die als 
unabhängig und gegeben angenommenen Absatz- und Rückflussmengen durch die 
Anzahl der eröffneten Standorte erfolgt. Die Option der Kapazitätskontraktion wird 
in diesen Modellen teilweise durch Standortschließung berücksichtigt1). Auch diese 
Ansätze lassen sich nach der Vollständigkeit ihrer Informationsbasis unterteilen2). Im 
Folgenden wird insbesondere auf Planungsansätze unter Unsicherheit eingegangen, 
in denen die Unsicherheit explizit modelliert wird3). Alle deterministischen Ansätze 
modellieren die Standorterschließung als 0-1 Entscheidung, d.h. als binäres Problem. 
Bei den Standorten wird zwischen Servicecentern zur Lagerung der Rückflussmen-
gen vom Endkunden oder Aufbereitungszentren unterschieden. Wenige Ansätze ge-
ben die Möglichkeit in hybride Standorte zu investieren, die sowohl vorwärtsgerich-
tete Güterströme als auch Rückflüsse bearbeiten4). Aus diesem Grund steht die Be-
rücksichtigung der Modellierung der Abhängigkeiten zwischen Nachfrage und Rück-
fluss und die Handhabung der Unsicherheiten im Mittelpunkt der Betrachtung. Es 
können folgende Klassen bzgl. der Modellierung der Unsicherheit unterschieden 
werden: 
- Ansätze zum CLSC-Network-Design-Problem bei unvollständiger Information 
bauen in der Regel auf der stochastischen Programmierung auf. Dabei werden die 
Ausprägungen unsicherer Parameter, wie z.B. die Nachfrage- und Rückflussmen-
gen, in Szenarien erfasst, die mit einer Gewichtung, welche die Eintrittsgeschwin-
                                                 
 
1) Vgl. de Rosa et al. (2013), S. 186 ff.; Lee/Dong (2009), S. 61 ff. 
2) Vgl. Ilgin/Gupta (2010), S. 567 ff.; Melo/Nickel/Saldanha-da-Gama (2009), S. 404. 
3) Relevante Ansätze unter Sicherheit sind z.B. Amin/Zhang (2012), S. 794 ff.; Easwaran/ 
Üster (2010), S. 781 ff; Faccio et al. (2011), S. 169 ff.; Fleischmann (2000), S. 70 ff.; 
Lebreton (2007), S. 89 ff.; Lieckens/Colen/Lambrecht (2013), S. 1550 ff.; Lieckens/ 
Vandaele (2007), S. 398 ff.; Lieckens/Vandaele (2012), S. 23 ff.; Salema/Barbosa-Pó-
vao/Novais (2009), S. 580 ff.; Salema/Barbosa-Póvoa/Novais (2010), S. 339 ff.; Xan-
thopoulus/Iakovou (2010), S. 171 ff. 
4) Vgl. Saeedi/Mohammadi/Torabi (2015), S. 211 ff. 
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digkeit des Szenarios wiederspiegelt, in den Problemlösungsprozess einbezogen1). 
Zur Bildung der Szenarien werden verschiedene Ansätze gewählt. Zum Teil wer-
den für die Nachfrage-, Rückfluss- und Prozessvolumen gegebene Wahrschein-
lichkeitsverteilungen angenommen, die unabhängig voneinander sind. Für jeden 
unsicheren Parameter sind der Mittelwert und die Standardabweichung gegeben. 
Anhand der Monte Carlo Sampling Methode können Szenarien als Realisationen 
der Wahrscheinlichkeitsverteilungen generiert werden. Definierte Obergrenzen 
begrenzen die Rückflussmengen, so dass diese gegebenenfalls angepasst werden 
müssen. Werden die Rückflussszenarien in Abhängigkeit von der Nachfrage be-
stimmt, geht dies mit einer Rate einher, für die die Verteilung gegeben ist2). 
- Weitere Planungsansätze beziehen intervall-unsichere Parameter ein und streben 
Pläne an, die für alle möglichen Ausprägungen der unsicheren Parameter zulässig 
sind3). Intervall-unsichere Parameter, wie Transportkosten, Produktpreise, Aufbe-
reitungskosten, Prozesskosten, Nachfrage- und Rückflussraten, sind durch Ober- 
und Untergrenzen als deren Definitionsbereich charakterisiert. 
- Anhand des Ansatzes der Robust-Optimization wird die Möglichkeit gegeben, die 
Auswirkungen unsicherer Rahmenbedingungen zu bewerten und in das Entschei-
dungskalkül aufzunehmen. Es werden anhand des Szenario-basierten Ansatzes 
nach Mulvey et al.4) lösungsrobuste Ergebnisse ermittelt5), in dem eine Regret-
funktion in die Zielfunktion aufgenommen wird, die die Differenz zwischen der 
optimalen Lösung eines Szenarios und der robusten Lösung beschreibt. Zudem 
wird sichergestellt, dass die Lösung für alle Realisationen der Szenarien zulässig 
ist (Modellrobustheit). Kapazitätsengpässe werden durch Strafkosten bewertet und 
in die Zielfunktion aufgenommen. Transportmengen, Kapazitätsanpassungen und 
Kapazitätsbestand werden als Kontrollvariablen modelliert, die vom Szenario ab-
hängig sind und somit Unsicherheiten bzgl. der Nachfrage und des Rückflusses 
ausgleichen können. 
                                                 
 
1) Vgl. z.B. Cardoso/Barbosa-Póvoa/Relvas (2013), S. 436 ff.; Chouinard/D’Amours/Ait-
Kadi (2008), S. 660 ff.; El-Sayed/Afia/El-Kharbotly (2010), S. 423 ff.; Lee/Dong 
(2009), S. 61 ff.; Lee et al. (2007), S. 20 ff.; Listes (2007), S. 419 ff.; Listes/Dekker 
(2005), S. 270 ff.; Soleimani/Govindan (2014), S. 490 ff.; Zeballos et al. (2012), 
S. 237 ff. 
2) Vgl. El-Sayed/Afia/El-Kharbotly (2010), S. 423 ff.; Listes (2007), S. 419 ff.; Listes/ 
Dekker (2005), S. 268 ff. 
3) Vgl. Hasani/Zegordi/Nikbakhsh (2012), S. 4654 ff.; Pishvaee/Rabbani/Torabi (2011), 
S. 637 ff. 
4) Vgl. Mulvey/Vanderbrei/Zenios (1995), S. 264 ff. 
5) Vgl. de Rosa et al. (2013), S. 186 ff. 
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- Die letzte Klasse zur Modellierung von Unsicherheiten im Rahmen der Network-
Design-Ansätze ist das Fuzzy Possibilistic Programming. Anders als bei der 
stochastischen und robusten Optimierung geht diese Methode von einer ungewis-
sen Datenbasis aus. Das bedeutet, dass nicht hinreichend genügend Daten vorhan-
den sind, um die unsicheren Parameter als Szenarien zu modellieren. Stattdessen 
gehen diese Parameter als Fuzzy Sets1) in die Ansätze ein. Vahdani/Razmi/Tavak-
koli-Moghaddam charakterisieren Parameter wie Kosten, Kapazitäten, Nachfrage- 
und Rückflussmengen als Triangel-Funktion2). 
In den vorliegenden Ansätzen des CLSC-Network-Design-Problems wird durch die 
wirkungsbezogene Maßnahme der Schaffung von Flexibilität versucht, die Auswir-
kungen der Unsicherheit zu decken. Durch die Möglichkeit in hybride Standorte, die 
mehrere Arten von Gütern handhaben können, zu investieren, kann das Entschei-
dungskalkül der Modelle (Gewinnmaximierung bzw. Kostenminimierung) positiv 
beeinflusst werden.3) 
1.2.2 Prognose von Güterrückflüssen 
Während sich im Hinblick auf die Nachfrage nach Endprodukten ein breites Spekt-
rum zeitreihenbasierter Prognoseverfahren bewährt hat4), wirft der Güterrückfluss ein 
relativ neuartiges Prognoseproblem auf, dessen Lösung aufgrund der relevanten 
nicht-zeitgebundenen Einflussgrößen die zusätzliche Anwendung von kausalanalyti-
schen Prognoseverfahren erfordert5). Im Basisprognosemodell einer CLSC wird der 
Rückfluss eines homogenen Gutes (z.B. wiederverwendbare Transportbehältnisse) 
durch den Eintritt von Absatzereignissen initiiert und durch den Ablauf von indeter-
ministischen Nutzungsdauern realisiert. Das originäre Prognoseproblem besteht dann 
                                                 
 
1) Vgl. Zadeh (1978), S. 3 ff. 
2) Vgl. Hatefi et al. (2015), S. 1117 ff.; Ramezani et al. (2014), S. 108 ff.; Vahdani/Ra-
zmi/Tavakkoli-Moghaddam (2012), S. 632 ff. 
3) Vgl. de Rosa (2013), S. 184 ff.; Easwaran/Üster (2010), S. 779 ff.; Lee/Dong (2009), 
S. 61 ff.; Lee et al. (2007), S. 19 ff.; Ramezani et al. (2014); S. 108 ff.; Saeedi/Moham-
madi/Torabi (2015), S. 211 ff. 
4) Zu Überblicksdarstellungen vgl. z.B. Box/Jenkins/Reinsel (2008), S. 19 ff.; Hansmann 
(1983), S. 12 ff.; Makridakis/Wheelwright/Hyndman (1998), S. 6 ff.; Nahmias (2000), 
S. 52 ff. 
5) Vgl. Jeong/Jung/Park (2002), S. 225 ff., im Kontext von Forward SCs. 
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darin, die Eintrittswahrscheinlichkeiten alternativ möglicher Dauern bis zum Rück-
fluss auf der Grundlage beobachteter Absatz- und Rückflussereignisse zu schätzen1). 
Die Dauer des Rückflusszyklus kann in der Realität unbeschränkt sein, ist aber für 
Planungsaufgaben zweckmäßig festzulegen2). 
Erweiterungen dieses Prognoseproblems sind in der Berücksichtigung 
- unterschiedlich gut verfügbarer Informationen (z.B. langfristige Mittelwerte, peri-
odenbezogene Mittelwerte, Individualprodukt-bezogene Werte der Rückflussdau-
er)3), 
- zusätzlicher Rückfluss-Einflussgrößen (z.B. Produkt-, Nachfrage- und Verkaufssi-
tuations-Charakteristika, Rücknahmemodalitäten sowie demographische, techno-
logische und rechtliche Rahmenbedingungen)4), 
- unterschiedlicher Komponenten, die für die Produktion einer Güterart verwendet 
wurden5), 
- mehrerer Rückflussqualitäten (z.B. Rückgabegründe, Güterzustand)6), 
- von Informationszuwächsen7) und 
                                                 
 
1) Vgl. Chittamvanich/Ryan (o.J.), S. 11 ff.; Clottey/Benton/Srivastava (2012), S. 599 ff.; 
Clottey/Srivastava (2008), S. 1694 ff.; Goh/Varaprasad (1986), S. 43 ff.; Kelle/Silver 
(1989), S. 19; Krapp/Nebel/Sahamie (2013a), S. 620 ff.; Krapp/Nebel/Sahamie (2013b), 
S. 981 ff.; Toktay/Wein/Zenios (2000), S. 1416 f. 
2) Vgl. Dyckhoff/Kasah (2014), S. 802. 
3) Vgl. de Brito/van der Laan (2009), S. 85 ff.; Kelle/Silver (1989), S. 19 und S. 22 ff. 
4) Vgl. Chouinard/D‘Amours/Ait-Kadi (2008), S. 663 f.; de Brito/de Koster (2004), 
S. 146; Hanafi/Kara/Kaebernik (2007), S. 245 ff.; Hess/Mayhew (1997), S. 23 ff.; Marx-
Gómez et al. (2002), S. 120 ff.; Shi/Zhang/Sha (2011), S. 643 f.; Stuart et al. (1998), 
S. 227 ff.; Temur/Balcilar/Bolat (2014), S. 322 ff.; Tibben-Lembke/Rogers (2002), 
S. 275. 
5) Vgl. Krupp (1993), S. 48 ff. 
6) Vgl. Chouinard/D‘Amours/Ait-Kadi (2008), S. 661; Hess/Mayhew (1997), S. 23 ff.; 
Kricke/van Harten/Schuur (1998), S. 118; Potdar/Rogers (2010), S. 292 ff.; Potdar/Ro-
gers (2012), S. 105 ff.; Teunter (2006), S. 534. 
7) Vgl. Clottey/Benton/Srivastava (2012), S. 596 ff.; Clottey/Srivastava (2008), S. 1691 ff.; 
Krapp/Nebel/Sahamie (2013a), S. 620 ff.; Krapp/Nebel/Sahamie (2013b), S. 983 ff.; 
Toktay/Wein/Zenios (2000), S. 1414 ff. 
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- unterschiedlicher Rückflussorte1) 
zu sehen. 
Zur Lösung ökonomischer Gestaltungsprobleme sind die Informationen aus der ori-
ginären Prognose i.d.R. in problemspezifische Informationen (z.B. Rückfluss wie-
derverwendbarer Transportbehältnisse in deren Wiederbeschaffungszeit2), Rückfluss 
einsetzbarer End-of-Use-Güter im Produktlebenszyklus3) bzw. bis zu einem gegebe-
nen Zeitpunkt4)) zu transformieren, wodurch derivative Prognoseprobleme entstehen. 
Die bislang im CLSC-Kontext vorgeschlagenen Prognoseverfahren beziehen sich 
insbesondere auf das originäre Prognoseproblem, wobei eine Abhängigkeit der Gü-
terrückflussmengen von den Absatzzahlen angenommen wird5). Dabei werden mit 
Hilfe von statistischen Verfahren, von Verfahren des Soft-Computing oder durch 
Simulation Zeitreihenanalysen und/oder Kausalanalysen durchgeführt. Eine zentrale 
Klasse der statistischen Verfahren bilden die rein zeitreihenanalytischen Ansätze6) 
auf der Grundlage des Distributed-lag-Modells7). Dabei liegt die Annahme zugrunde, 
dass sich die Rückflüsse tXR  eines Gutes in einer Periode t  aus Anteilen pr  der in 
                                                 
 
1) Vgl. Hanafi/Kara/Kaebernick (2007), S. 245 ff.; Zhou (2016), S. 315 ff. 
2) Vgl. Clottey/Srivastava (2008), S. 1694 ff.; de Brito/van der Laan (2009), S. 87 ff.; 
Kelle/Silver (1989), S. 19 ff. 
3) Vgl. Georgiadis/Athanasiou (2010), S. 422 ff.; Georgiadis/Athanasiou (2013), S. 44 ff. 
4) Vgl. Chittamvanich/Ryan (o.J.), S. 7 ff. 
5) Prognoseverfahren, die die Rückflüsse unabhängig von den Absätzen prognostizieren, 
verwenden die schon für die Nachfrageprognose bewährten Verfahren, vgl. Can-
da/Yuan/Wang (2015), S. 871 ff.; Fleischmann/Kuik (2003), S. 28; Ilgin/Gupta (2012), 
S. 123 f. 
6) Vgl. Carrasco-Gallego/Ponce-Cueto (2009); Chittamvanich/Ryan (o.J.); Clottey/Srivi-
stava (2008); Goh/Varaprasad (1986); Kelle/Silver (1989); Toktay/Wein/Zenios (2000). 
7) Distributed-lag-Modelle werden auch als Transferfunktionen- bzw. ARIMAX-Modelle 
mit einem Weißes-Rauschen-Prozess bezeichnet. Vgl. Assenmacher (2002), S. 245 ff.; 
Auer (2007), S. 511 ff.; Box/Jenkins/Reinsel (2008), S. 458; Dhrymes (1985), S. 1 ff.; 
Makridakis/Wheelwright/Hyndman (1998), S. 403 ff.; Montgomery/Weatherby (1980), 
S. 290 ff. 
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vorherigen Perioden  t l  abgesetzten Produkte XE  (exogene Einflussgröße) er-
geben. Die Rückflüsse werden mit folgender Funktion berechnet1): 
0
L
t l t l
l
XR pr XE 

   mit 
0
1
L
l
l
pr

   (1.1) 
Symbole: 
t   Periodenindex 
l   Lag-Index (Zeitverzögerung)  0,...,l L  
pr   periodenbezogene Rückflusswahrscheinlichkeit 
XE   periodenbezogene Absatzmenge 
XR   periodenbezogene Rückflussmenge 
Somit ergibt sich die Wahrscheinlichkeit, dass abgesetzte Gütermengen nicht wieder 
zurückfließen, als: 
0
1
L
l
l
P pr

     (1.2) 
Bei der Bestimmung der Parameter pr  ist die Multikollinearität zu berücksichtigen. 
Aus diesem Grund gelangen Techniken zum Einsatz, die auf der Box und Jenkins 
Modellierung basieren. Durch Anwendung einer linearen Transferfunktion wird fol-
gendes Kernmodell formuliert2): 
 
 
   
ˆ2
ˆ0 1 2
2
1 2
1
ˆ ˆ ˆ ˆ...
1 ...
ˆ
r
r
t t b tr
r
t t b t
v v B v B v B
XR XE u
v B v B v B
XR v B v B XE u



     
  
  (1.3) 
mit t t t tB XR XR

   und t t t tB XE XE    
                                                 
 
1) Eine alternative generische Formulierung des Kernmodells ist bei Krapp/Nebel/Sahamie 
(2013a) und Krapp/Nebel/Sahamie (2013b) zu finden. Die relevanten Variablen werden 
als Zufallsvariablen modelliert. 
2) Vgl. Goh/Varaprasad (1986), S. 44 f. 
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Symbole: 
b   Lag 
B   Verschiebungsoperator 
ˆ,v v   Koeffizienten 
ˆ,r r   Polynomordnung 
u   Störterm (z.B. weißes Rauschen) 
Die Formel (1.3) lässt sich wie folgt umschreiben: 
 
 
2
0 1 2 ...t t t
t t t
XR B B XE u
XR B XE u
     
  
  
   (1.3‘) 
Die Regressionsparameter   werden als Schätzungen der Parameter pr  verwendet. 
Durch das Verfahren von Box und Jenkins aus dem Jahre 1976, das auf der ARIMA-
Modellierung basiert, werden die Parameter v  und vˆ  und die Lag-Ordnung L  be-
stimmt. Die Ordnung L  gibt an, wie viele vergangene Perioden für die Bestimmung 
der Daten benutzt werden.1) 
Spezialfälle dieses Ansatzes, die einen direkten Zusammenhang zwischen der Nach-
frage und den Rückflüssen modellieren, sind zum Beispiel konstante Rückflusszei-
ten2) (d.h. eine fixierte Lag-Ordnung) und gegebene Verlust-, Wiederverwendungs- 
und Rückflussquoten3). 
Modifikationen des Modells sind durch die Berücksichtigung von problemspezifi-
schen Gegebenheiten in der Literatur zu finden: 
- Berücksichtigung unterschiedlich gut verfügbarer Informationen: De Brito/van 
der Laan und Kelle/Silver beschäftigen sich mit der Charakterisierung einer un-
                                                 
 
1) Vgl. Box/Jenkins/Reinsel (2008), S. 481 ff.; Makridakis/Wheelwright/Hyndman (1998), 
S. 409 ff.; Pankratz (1991), S. 196 ff. 
2) Vgl. Dobos/Richter (2004), S. 311 ff.; Kiesmüller/van der Laan (2001), S. 74 ff. 
3) Vgl. Dobos/Richter (2004), S. 311 ff.; Kiesmüller/van der Laan (2001), S. 74 ff.; Mo-
stard/de Koster/Teunter (2005), S. 333 ff. 
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vollständigen Informationsbasis (Unsicherheit der Informationsbeschaffung) zum 
Prognosezeitpunkt. Im Gegensatz zu einer vollständigen Informationsbasis, die 
durch die Kenntnis der vergangenen Nachfrage- und Rückflussmengen der rele-
vanten vergangenen Perioden charakterisiert ist, können Nachfrage- und Rück-
flussdaten in aggregierter Form (zeitlich, mengenmäßig) vorliegen, z.B. perioden- 
bzw. zeitraumbezogene Informationen über exakte bzw. erwartungswertbezogene 
Nachfrage- bzw. Rückflussmengen. Dies kann u. U. zu einer Ungenauigkeit in der 
Planung führen. In diesem Fall steigt die Relevanz einer regelmäßigen Aktualisie-
rung der Daten im Zeitablauf, welche die Datenqualität erhöhen kann.1) 
- Berücksichtigung funktionaler Abhängigkeiten der Rückflussmengen: Die Regres-
sionsparameter   des Modells werden durch folgende Produktdarstellung erwei-
tert: 
 ˆ
t tpr      (1.4) 
Diese Produktdarstellung ermöglicht die Einbeziehung der Wahrscheinlichkeit pr  
(das Produkt kommt überhaupt zurück) und wird mit der bedingten Wahrschein-
lichkeit ˆt  (ein Produkt fließt nach der t -ten Periode zurück, unter der Bedin-
gung, dass das Produkt überhaupt zurückkommt) multipliziert2). Es wird davon 
ausgegangen, dass die Parameter ˆt  abhängig voneinander sind. Aufgrund dieser 
Multikollinearität werden die Abhängigkeiten durch eine funktionale Beziehung 
abgebildet. Die Verteilungen können diskret oder kontinuierlich sein, abhängig 
davon, ob die Verzögerungen in gleichem Abstand erfolgen oder nicht. Diskrete 
Verteilung eignen sich für Rahmenbedingungen mit diskreten Zeitperioden, zu 
denen Daten über Verkaufs- und Rückflussmengen in gleichen zeitlichen Abstän-
den verfügbar sind. Als Lag-Funktionen finden die geometrische3) und negative 
binomial4) (Pascal-) Verteilung Anwendung5). Durch die Anwendung von kontinu-
ierlichen Verteilungen, wie zum Beispiel der Exponentialverteilung, können zwi-
schen den Perioden zurückfließende Güter berücksichtigt werden. Diese Vertei-
lung ist der kontinuierliche analoge Ersatz zu der geometrischen Verteilung.6) 
                                                 
 
1) Vgl. de Brito/van der Laan (2009), S. 87 ff.; Kelle/Silver (1989), S. 19 und S. 22 ff. 
2) Vgl. Toktay/Wein/Zenios (2000), S. 1416. 
3) Vgl. Koyck (1954), S. 20 ff. 
4) Vgl. Solow (1960), S. 395 ff. 
5) Vgl. Clottey/Benton/Srivastava (2012), S. 596 ff.; Clottey/Srivastava (2008), S. 1691 ff.; 
Toktay/Wein/Zenios (2000), S. 1416 f. 
6) Vgl. Clottey/Benton/Srivatava (2012), S. 596 ff.; Clottey/Srivastava (2008), S. 1694. 
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- Berücksichtigung von Informationszuwächsen: Die Bayes-Methode wird ange-
wendet, um die Parameter des Distributed-lag-Modells auf Grundlage gegebener 
Daten zu schätzen, damit die im Planungszeitraum neuen verfügbaren Daten bzgl. 
der Verkaufs- und Rückflussmengen berücksichtigt werden können. Dadurch 
ergibt sich ein Lerneffekt. Grundlage bildet eine Prior-Verteilung, die bei der 
Neueinführung eines Produktes (keine verfügbaren Informationen über mögliche 
zukünftige Rückflussmengen) durch Expertenwissen geschätzt wird.1) 
- Einbeziehung unterschiedlicher Einflussfaktoren: Durch die Berücksichtigung zu-
sätzlicher endogener Einflussgrößen (z.B. demographische, technologische und 
rechtliche Rahmenbedingungen) lässt sich dieser rein zeitreihenanalytische Ansatz 
(1.1) in einen kausalanalytischen Ansatz überführen. Für den einfachen Fall eines 
linearen Kausalmodells gilt dann2): 
 . .
0 1
L M
t l m t l m t
l m
XR YN u
 
       (1.5) 
Zusätzliche Symbole: 
   zu schätzender Absolutterm 
  zu schätzender Gewichtungsfaktor (z.B. periodenbezogene Rückfluss-
wahrscheinlichkeit) 
m  Einflussgrößenindex  1,...,m M  
YN   Beobachtungswert der Einflussgröße (z.B. periodenbezogene Absatz-
menge) 
Zur Parameterschätzung können dabei grundsätzlich dieselben Verfahren wie 
beim einfachen Distributed-lag-Modell zur Anwendung gelangen. Bei einer gro-
ßen Anzahl zu schätzender Parameter bietet es sich jedoch an, auf Metaheuristi-
ken zurückzugreifen, die durch gezielte Variation der Werte von Parameterkom-
binationen den Fehlerterm minimieren3). 
- Ermöglichung einer mehrschrittigen Prognose: Durch die Einbeziehung von lang-
fristigen Prognosemodellen, z.B. anhand von Wachstumsfunktionen, um mögliche 
zukünftige Verkäufe abzubilden, sind Rückflussprognosen für einen längeren 
Prognosezeitraum möglich. Krapp/Nebel/Sahamie kombinieren zwei Methoden 
                                                 
 
1) Vgl. Clottey/Benton/Srivastava (2012), S. 596 ff.; Krapp/Nebel/Sahamie (2013a), 
S. 623 ff.; Toktay/Wein/Zenios (2000), S. 1416 ff. 
2) Vgl. Jeong/Jung/Park (2002), S. 225, im Kontext von Forward SCs. 
3) Vgl. Jeong/Jung/Park (2002), S. 225 ff., die einen Genetischen Algorithmus anwenden. 
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miteinander, um die Korrelationen zwischen den Absatz- und Rückflussmengen in 
unterschiedlichen Zeitpunkten besser zu schätzen: Die zukünftigen Absatzmengen 
werden mittels des Kalman Filters auf Grundlage des Lebenszyklus geschätzt und 
neue Beobachtungen mit Hilfe des Bayes-Ansatzes bei der Prognose der Güter-
rückflussmengen berücksichtigt1). Clottey wendet den Distributed-lag-Ansatz für 
eine mehrschrittige Prognose durch die Integration von prognostizierten Absatz-
mengen PRXE  an, so dass für die Rückflussmenge in t t   1,2,...t   gilt2): 
   Pr Pr
1 1 2 2 1 1
ˆ ˆ ˆ ˆ... ...t t t t t t t t t t tXR pr XE pr XE pr XE pr XE u                         
  (1.6) 
- Berücksichtigung unterschiedlicher Rückflussorte: Zhou et al. entwickeln einen 
Ansatz zur Prognose der Güterrückflussmenge auf Grundlage der GERT-
Netzplantechnik. Der Netzplan beschreibt aufbauend auf der Stückliste des Pro-
dukts alle Prozesse der (Closed-Loop) Supply Chain (Produktion, Absatz, Sortie-
rung, Aufbereitung und Abfallbeseitigung) unter Berücksichtigung von Eintritts-
wahrscheinlichkeiten und unsicheren Prozessdauern der einzelnen Prozesse. Die 
Dauern der Aktivitäten werden mithilfe von Verteilungen modelliert. Die Güter-
rückflussmenge in einem Knoten des Netzwerkes ergibt sich aus den bedingten 
Eintrittswahrscheinlichkeiten (bzw. Rückflusswahrscheinlichkeiten) und den Ab-
satzmengen. Zur Lösung des stochastischen Problems werden Transferfunktionen 
angewendet.3) 
Zur Prognose von Güterrückflüssen können alternativ auch Ansätze der Survival-
Analyse zur Anwendung gelangen4), die auf Hazard-Funktionen aufbauen5). Die Ha-
zard-Funktion  HF b  gibt im vorliegenden Kontext die Wahrscheinlichkeit dafür 
an, dass ein Rückflussereignis zum aktuellen Zeitpunkt eintritt, wenn sich aus einem 
Absatzereignis vor b  Zeiteinheiten bislang noch kein Rückflussereignis ergeben 
hat. Sie ist der Quotient aus Dichtefunktion und Überlebensfunktion: 
    
f b
HF b
S b
    mit    1S b F b     (1.7) 
                                                 
 
1) Vgl. Krapp/Nebel/Sahamie (2013b), S. 981 ff. 
2) Vgl. Clottey (2016), S. 2780 ff. 
3) Vgl. Zhou et al. (2016), S. 315 ff. 
4) Vgl. Hess/Mayhew (1997), S. 23; Kumar/Chinnam/Murat (2017), S. 354 ff. 
5) Vgl. Blossfeld/Rohwer (2002), S. 32 ff.; Cox/Oakes (1984), S. 14 ff.; Helsen/Schmitt-
lein (1993), S. 398 ff.; Kalbfleisch/Prentice (1980), S. 6 ff.; Yamaguchi (1991), S. 9 ff. 
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Symbole: 
 HF   Hazard-Funktion 
 f     Dichtefunktion der Rückflusswahrscheinlichkeit 
 F    Verteilungsfunktion der Rückflusswahrscheinlichkeit 
 S    Überlebensfunktion der Rückflusswahrscheinlichkeit 
Die Rückflussmenge zu einem Zeitpunkt t  ergibt sich damit zu: 
     t
t b
XR b XE t b HF b db

       (1.8) 
Symbole: 
t    Zeitpunkt 
b    Verweildauer 
 XE   zeitpunktbezogene Absatzmenge 
 XR   zeitpunktbezogene Rückflussmenge 
Hess/Mayhew stellen einen Ansatz zur Prognose von Güterrückflüssen vor, in dem 
ein geeigneter Verlauf der Hazard-Funktion durch Exponentialmodelle mit Polynom-
term beschrieben wird1). Deren Schätzung erfolgt durch regressionsanalytische Ver-
fahren. Bei der Berücksichtigung zusätzlicher Einflussgrößen ist in diesem Fall zwi-
schen Verweildauer-beeinflussenden (z.B. Kunden- und Verkaufscharakteristika) 
und Rückflusswahrscheinlichkeits-beeinflussenden Größen (z.B. Bedeutung der Pas-
sung, Verwendung des Gutes als Geschenk) zu unterscheiden. Im zuerst genannten 
Fall können die beeinflussenden Größen durch Multiplikation der Hazard-Funktion 
mit einem Anpassungsfaktor in Form einer Exponentialfunktion einbezogen werden. 
Im einfachsten Fall werden dabei die Kovariablen im Exponenten mit einer linearen 
Funktion erfasst. Rückflusswahrscheinlichkeits-beeinflussenden Größen können 
                                                 
 
1) Vgl. Hess/Mayhew (1997), S. 24 und S. 34, die ein Polynom zweiten Grades zugrunde 
legen. 
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durch Überführung der Hazard-Funktion in eine Split-Hazard-Funktion erfasst wer-
den, bei der sie im einfachsten Fall additiv in einer Logit-Funktion berücksichtigt 
sind.1) 
Kumar/Chinnam/Murat wenden das semi-parametrische Proportional-Hazard-Modell 
von Cox2) und das parametrische Weibull-Hazard-Modell zur Prognose von Güter-
rückflussmengen an, um die Effekte der unterschiedlichen Kovariablen (Produkttyp 
und Konsument) mit einer zeitabhängigen Hazard-Rate zu untersuchen. Insbesondere 
das Proportional-Hazard-Modell von Cox bietet im Vergleich zu den anderen er-
wähnten Ansätzen den Vorteil keine funktionale Form der Verweildauer anzuneh-
men.3) 
Zur kausalanalytischen Prognose mit Hilfe des Soft-Computing wird auf Neuro-
Fuzzy-Verfahren zurückgegriffen4). Bedingt durch die zugrundeliegende heuristische 
Vorgehensweise ist es möglich, eine Vielzahl von Einflussgrößen (z.B. Absatzmen-
gen, Phase des Lebenszyklus, Rückgabeanreize, Nutzungsart, technische Lebensdau-
er, demographische Daten der Konsumenten) auf den Güterrückfluss in die Prognose 
einzubeziehen, und zwar auch dann, wenn eine relativ schwache Datenbasis vorliegt, 
die statistischen Verfahren wenig zugänglich ist. Bei einer Neuro-Fuzzy-Prognose 
wird im Fuzzy-Teil von den Werten der Einflussgrößen unscharf auf die Werte des 
Rückflusses geschlossen, wohingegen im Neuro-Teil zur Verringerung des Progno-
sefehlers die Parameter des Schlussfolgerungsverfahrens angepasst werden. Im Fuz-
zy-Teil werden für relevante Einflussgrößen auf der Grundlage historischer Daten 
und Expertenschätzungen Fuzzy-Regeln in Form von Wenn-dann-Aussagen gene-
riert. Die Abbildung der beobachteten Bandbreite von Werten der Einflussgrößen 
(Wenn-Teil) erfolgt durch Fuzzy-Zahlen mit einer festzulegenden Zugehörigkeits-
funktion. Die Fuzzy-Schlussfolgerungskomponente wendet dann in Abhängigkeit 
                                                 
 
1) Vgl. Hess/Mayhew (1997), S. 23 f. und S. 34 f. 
2) Vgl. Cox (1972), 187 ff. 
3) Vgl. Kumar/Chinnam/Murat (2017), S. 354 ff. 
4) Vgl. Hanafi/Kara/Kaebernik (2007), S. 246 ff.; Marx-Gómez et al. (2002), S. 122 ff.; 
Temur/Balcilar/Bolat (2014), S. 318 ff. 
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von der gewählten Inferenz-Strategie die Fuzzy-Regeln auf die Werte der Einfluss-
größen an. Als Output ergeben sich Fuzzy-Zahlen, die den erwarteten Güterrückfluss 
beschreiben. Um eine einwertige Güterflussprognose zu erhalten, werden die Output-
Fuzzy-Zahlen mit einer geeigneten Methode defuzzifiziert. Im Neuro-Teil erfolgt ein 
Lernprozess, in dem iterativ in Abhängigkeit vom Prognosefehler Anpassungen von 
Parametern des Fuzzy-Teils (Regeln, Fuzzy-Zahlen) und der Schlussfolgerungskom-
ponente so lange vorgenommen werden, bis eine akzeptable Prognosegenauigkeit er-
reicht ist. 
Insbesondere zur Erstellung von Langfristprognosen gelangen Simulationsmodelle 
zur Anwendung, mit denen auf der Grundlage von historischen Daten und Experten-
befragungen zu Entwicklungstendenzen und deren Wechselwirkungen höchstwahr-
scheinliche Szenarien und Extremszenarien bestimmt werden1). Da es dabei das Ziel 
ist, die Effekte ausgewählter Datenkonstellationen zu ermitteln, ist es möglich, ein 
breites Spektrum von Einflüssen zu berücksichtigen (z.B. Lebenszyklus, Verweil-
dauer, Qualität der Rückflussgüter, Diffusion konkurrierender Produkte, Ausfallra-
ten, Reklamationsraten, Reparaturraten, Umweltschutzpolitik, Nutzen eines grünen 
Image, Marktsegmentierung, demographische Daten der relevanten Absatzregionen 
oder Rückgabeanreize). In der Regel wird aufbauend auf den ermittelten Daten und 
Zusammenhängen ein System-dynamics-Modell formuliert und problemspezifisch 
durch systematische Experimente analysiert sowie interpretiert. 
1.3 Forschungsbedarf 
In der Gesamtsicht der Ansätze mit inhaltlichen Bezügen zur Kapazitätsdimensionie-
rung zeigt sich, dass die Problemstellung in den letzten Jahren immer mehr an Rele-
vanz hinzugewonnen hat. Seit der Jahrtausendwende werden zunehmend Planungs-
ansätze entwickelt, welche die Problemstellung direkt adressieren oder die eine un-
tergeordnete Fragestellung im Rahmen des Network-Design-Problems bilden. Die 
                                                 
 
1) Vgl. z.B. Georgiadis/Athanasiou (2010), S. 420 ff.; Linton/Yeomans/Yoogalingam 
(2002), S. 1185 ff.; Marx-Gómez et al. (2002), S. 119 ff.; Srivastava/Srivastava (2006), 
S. 524 ff. 
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Analyse der Ansätze erfolgte hinsichtlich der drei Kriterien: Kapazitätsentscheidun-
gen, Berücksichtigung von Besonderheiten zwischen originären Produkten und ihren 
Güterrückflüssen und Maßnahmen zur Handhabung von Unsicherheiten. Die Analy-
se der deterministischen und stochastischen Ansätze zeigte hinsichtlich des ersten 
Kriteriums folgende Ergebnisse: 
- Die Möglichkeit des Kapazitätsabbaus ist nicht in allen Ansätzen zur Kapazitäts-
dimensionierung gegeben. Die Kapazitätsentscheidungen werden hauptsächlich 
als strategisches Kalkül berücksichtigt, z.B. im Rahmen des Network-Design-
Problems (Standorterrichtung), so dass oftmals nur die Möglichkeit der Kapazi-
tätsexpansion gegeben ist. 
- Die simultane Planung von Gütererstellungs- und Rückflussbewältigungskapazität 
wird nur in wenigen Ansätzen bei vollständiger Information betrachtet. Stochasti-
sche Ansätze sind bislang nicht bekannt. 
Folgende Schlussfolgerungen haben sich hinsichtlich der zu berücksichtigten Inter-
dependenzen ergeben: 
- Die Ansätze haben gezeigt, dass Marktinterdependenzen unter unterschiedlichen 
Annahmen Berücksichtigung finden. Jedoch werden die Wechselwirkungen zwi-
schen den Nachfragen unterschiedlicher Produkte nur teilweise im Zeitablauf be-
rücksichtigt. 
- Die Berücksichtigung von Ressourceninterdependenzen wird von keinem Ansatz 
berücksichtigt. Die Produkterstellungs- und die Rückflussbewältigungskapazität 
werden zumeist unabhängig voneinander geplant, so dass die aufgrund der Ver-
netzung der Güterflüsse bestehenden Wechselwirkungen unberücksichtigt blei-
ben. Obwohl in wenigen Ansätzen aufbereitete Güterrückflüsse als gleichwertiges 
Produkt (Remanufacturing-Option) in die SC eingehen, findet keine Konkurrenz 
hinsichtlich der Ressourcen statt. Des Weiteren wird die qualitative Kapazität ei-
ner Ressource bislang nicht ausreichend betrachtet. So werden keine Potentialfak-
toren betrachtet, die mehrere Leistungen erbringen können (flexible Ressourcen). 
- Leistungsinterdependenzen werden nur in wenigen Ansätzen bei vollständiger In-
formation betrachtet. Insbesondere besteht Forschungsbedarf bei der Betrachtung 
der Leistungsinterdependenzen in einem stochastischen Entscheidungsfeld, um 
die Auswirkungen von Unsicherheiten auf die Leistungserstellung zu analysieren. 
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Im Hinblick auf den Forschungsbedarf bzgl. der Handhabung von Unsicherheiten 
(ursachen- und wirkungsbezogene Maßnahmen) im Planungsprozess können folgen-
de Aussagen getätigt werden: 
- Die Ansätze bei vollständiger Information überwiegen gegenüber Ansätzen bei 
unvollständiger Information. Unsicherheiten bzgl. Nachfrage- und Rückflussmen-
gen (bzw. -raten), Aufbereitungsraten der Güterrückflüsse und Konsumdauern 
stehen hauptsächlich im Fokus der Betrachtung. In den Ansätzen des Network-
Design-Problems werden zusätzliche problemspezifische Unsicherheiten wie un-
sichere Transportkosten thematisiert. 
- In Ansätzen mit direkter Adressierung von Kapazitätsentscheidungen und bei un-
vollständiger Information werden die Güterrückflüsse überwiegend als unabhän-
gige Zufallsvariablen mit bekannter Wahrscheinlichkeitsverteilung oder als be-
kannte Szenarien modelliert. Damit fließen die zwischen Absatz- und Rückfluss-
menge bestehenden Wechselwirkungen nicht in das Planungskalkül ein. In deter-
ministischen Ansätzen werden die Unsicherheiten durch Ersatzwerte eliminiert. 
- Ursachenbezogene Maßnahmen werden durch Prognoseverfahren nur partiell be-
rücksichtigt und kommen hauptsächlich in einwertigen Ansätzen zum Einsatz. 
Einflussfaktoren auf die Güterrückflussmengen werden bei der Prognose nur par-
tiell berücksichtigt. Als Haupteinflussfaktor des Güterrückflusses wird der Absatz 
als erklärende Variable bei der Prognose angewandt. Besonderheiten sind die 
Prognose der Produktnachfrage anhand des Produktlebenszyklus. Nur einfache 
Prognoseverfahren, die die Rückflussmenge anhand von absatzabhängigen Raten 
oder anhand des exponentiellen Glättens erster Ordnung abbilden, werden einge-
setzt. Ausnahmen bei der Prognose sind die Berücksichtigung von Konsumdau-
ern, die zu einer zeitlichen Verzögerung des Güterrückflusses führen. Andere Ein-
flussfaktoren des Güterrückflusses werden nicht berücksichtigt. 
- Die Einbeziehung von wirkungsbezogenen Maßnahmen ist nur in wenigen Ansät-
zen gegeben. Neben der Methode des Aufbaus von Pufferbeständen zur Handha-
bung der Unsicherheiten1) ist in den Ansätzen des Network-Design-Problems die 
Möglichkeit gegeben, in hybride Standorte zu investieren (Aufbau von Flexibili-
tät). Auf strategischer Ebene wird Flexibilität auch diskutiert, in dem die Auswir-
kungen von Unsicherheit im Rahmen von Sensitivitätsanalysen bei unterschiedli-
chen Kapazitätsaufbaustrategien analysiert werden. 
                                                 
 
1) Vgl. Mahapatra/Pal/Narasimhan (2012), S. 3786 ff. 
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- Die bei taktischen Entscheidungen anzunehmende Risikoaversion findet überwie-
gend in Modellen zum CLSC-Network-Design-Problem durch Robustheitsüberle-
gungen Berücksichtigung. 
In der Gesamtsicht ist zu erkennen, dass die simultane Planung der Produktions- und 
Rückbewältigungskapazität bei unvollständiger Information noch nicht betrachtet 
wurde. Forschungslücken ergeben sich dadurch in der Berücksichtigung von Leis-
tungs- und Ressourceninterdependenzen zwischen originären Produkten und ihren 
Güterrückflüssen. In den bisherigen Ansätzen wurden die (Aus-)Wirkungen der im 
Planungszeitraum auftretenden Unsicherheiten bzgl. der Produktnachfrage und des 
Güterrückflusses noch nicht ausreichend modelliert und analysiert. Die Beziehungen 
wurden bisher nur in wenigen Aufsätzen durch eine direkte Relation zwischen Güter-
rückflussmengen und den vergangenen Absatzmengen (Rate) berücksichtigt. Abhän-
gig von der vorliegenden Planungssituation hinsichtlich Nachfrageerfüllung und 
Rücknahme von Güterrückflüssen werden unterschiedliche Anforderungen an den 
Planungsprozess gestellt. Aufgrund dieser Forschungslücke besteht der Forschungs-
bedarf hinsichtlich der Integration von ursachenbezogenen Maßnahmen zur Handha-
bung der Unsicherheit. Insbesondere ist die Relevanz gegeben, Informationen über 
den Güterrückfluss in quantitativer, qualitativer und zeitlicher Hinsicht in Abhängig-
keit von Wechselwirkungen zwischen Nachfrage-/Absatz- und Rückfluss-/Rücknah-
memengen sowie der Möglichkeit der Beeinflussung dieser Mengen durch den An-
bieter in den Planungsprozess miteinzubeziehen. Die Integration von Prognosever-
fahren in die Entscheidungsmodelle ist relevant, um diese Forschungslücke zu 
schließen. Bislang ist dieses Problem insbesondere in Ansätzen der Kapazitätsdimen-
sionierung wenig analysiert. Insbesondere werden die Auswirkungen unterschiedli-
cher Rückflussqualitäten auf den Planungsprozess nicht berücksichtigt1). Des Weite-
ren ist der Forschungsbedarf hinsichtlich der Integration von wirkungsbezogenen 
Maßnahmen in Ansätzen zur Kapazitätsdimensionierung bei unvollständiger Infor-
mation identifiziert worden. Insbesondere die Generierung von Robustheit ist nur 
                                                 
 
1) Vgl. Akçali/Çetinkaya (2011), S. 2401, die eine generelle Forschungslücke bei der Be-
rücksichtigung von unterschiedlichen Rückflussqualitäten bei Entscheidungsmodellen 
im Rahmen von CLSCs schlussfolgern. 
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vereinzelt diskutiert1). Der Ansatz der Schaffung von Flexibilität zur Handhabung 
von Unsicherheiten soll für das vorliegende Problem der Kapazitätsdimensionierung 
konkretisiert werden. 
Die Analyse der in der Literatur diskutierten Ansätze hat gezeigt, dass der Güterrück-
fluss ein bislang relativ selten analysiertes Prognoseproblem aufwirft2). Eine Vielzahl 
verschiedener Prognosetypen (z.B. zeitreihenanalytische Verfahren, Survival-
Analyse-Verfahren, Neuro-Fuzzy-Modelle und Simulationsmodelle) wurden auf ihre 
Eignung analysiert und problemspezifisch erweitert. Überwiegend kommen zeitrei-
henanalytische Verfahren zum Einsatz, die um die problemspezifischen Besonderhei-
ten erweitert werden. Forschungsbedarf ist in der Berücksichtigung folgender Fakto-
ren zu erkennen: 
- Die Prognose verschiedener Rückflussqualitäten ist bislang nur partiell erforscht: 
Aufgrund unterschiedlicher Nutzungsgrade und -dauern der originären Produkte 
ist die Prognose der Produktqualität besonders relevant, um die Güterrückflüsse 
effizient in den Produktions- und Rückbewältigungsprozess einzubauen. Bislang 
werden hauptsächlich Ausfallraten sowie Güterrückflüsse mit schlechter Qualität 
prognostiziert.  
- Im Hinblick auf die zeitreihenanalytischen Verfahren ist die Einbeziehung von 
Unsicherheiten der erklärenden Variablen und deren Wechselwirkungen als Ein-
flussfaktoren des Güterrückflusses noch nicht in den Prognoseverfahren berück-
sichtigt. 
Für die vorliegende Dissertation ergeben sich somit folgende Forschungsfragen: 
- Wie lassen sich zeitliche und sachliche (Markt-, Leistungs- und Ressourcen-) In-
terdependenzen zwischen originären Produkten und ihren Güterrückflüssen in ei-
nem dynamischen Entscheidungsprozess kombinieren? 
                                                 
 
1) Vgl. Chan et al. (2017), S. 1219, die eine Forschungslücke bzgl. der Robustheitsbetrach-
tung zur Handhabung von Unsicherheiten für nachhaltige Produktionssysteme aufzei-
gen. 
2) Vgl. Cao/Folan (2012), S. 646 ff. und S. 655 ff.; Govindan/Soleimani/Kannan (2015), 
S. 617 f. 
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- Welche ökonomischen Implikationen ergeben sich für die Kapazitätsdimensionie-
rung, wenn unterschiedliche Planungssituationen, hinsichtlich Nachfrageerfüllung 
und Rücknahme von Güterrückflüssen, berücksichtigt werden? 
- Welche Auswirkungen hat die Risikoaversion des Entscheidungsträgers unter der 
Annahme unvollständiger Information auf das Entscheidungskalkül? 
- Wie können die zusätzlichen Unsicherheiten in CLSCs, die sich durch die Wech-
selbeziehungen zwischen Produktnachfrage-/Absatzmenge und Güterrückfluss-/ 
Rücknahmemenge ergeben, im Entscheidungsmodell erfasst werden? 
- Welche Auswirkungen haben Prognosefehler und der Einsatz von flexiblen Res-
sourcen auf den Rechenaufwand, auf das monetäre Ziel und auf die Robustheit, 
und wie können sie gemessen werden? 
- Welchen Einfluss hat die Höhe der Expansions- und Kontraktionsauszahlungen 
der Potentialfaktoren auf die Planungsrobustheit? 
1.4 Zielsetzung und Vorgehensweise 
Aufbauend auf der Analyse der bisherigen Forschung ist es das Ziel der vorliegenden 
Dissertation, einen Planungsansatz zur simultanen Planung von Gütererstellungs- 
und Rückflussbewältigungskapazität unter Berücksichtigung der Wechselwirkungen 
der Güterhin- und -rückflüsse und unter unvollständiger Information zu entwickeln. 
Im Fokus der Betrachtung steht ein dynamischer Ansatz der Investitionsplanung, der 
alle im Zeitablauf auftretenden taktischen Kapazitätsanpassungsentscheidungen bzgl. 
Auf- und Abbau sowie die Auswirkungen auf das Absatz- und Rückflussprogramm 
bewerten soll. Dem Entscheider soll dabei die Möglichkeit gegeben werden, Ent-
scheidungen bzgl. Absatz- und Rücknahmemengen beeinflussen zu können. Dies soll 
durch die ökonomische Einbeziehung der Markt-, Leistungs- und Ressourceninterde-
pendenzen zwischen originären Produkten und ihren Güterrückflüssen indiziert wer-
den, wobei die Wechselwirkungen mit Hilfe eines Transformationsprogramms aller 
entscheidenden Güterströme abgebildet werden. 
Zudem steht die Handhabung der externen Unsicherheit bzgl. der Absatzhöchstmen-
ge und der Güterrückflussmenge in qualitativer, zeitlicher und mengenmäßiger Hin-
sicht im Fokus dieser Arbeit. Diese soll durch ursachenbezogene Maßnahmen, An-
reicherung der Informationsbasis durch intensive Informationsbeschaffungs- und  
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-verarbeitungsaktivitäten beschränkt werden. Die verbleibende Unsicherheit ist durch 
wirkungsbezogene Maßnahmen zu handhaben. Beide Aspekte können mit Hilfe der 
in der Literatur verfügbaren Ansätze in die Kapazitätsplanung integriert werden. 
Den Ausgangpunkt zur Erreichung der Ziele bildet die Strukturierung des Planungs-
problems (Kapitel 2). In Abschnitt 2.1 werden verschiedene Planungssituationen be-
schrieben, und aufgezeigt, wie diese die Handlungsmöglichkeiten im Rahmen der 
Kapazitätsdimensionierung beeinflussen. Sie ergeben sich durch intrinsische und 
extrinsische Beweggründe des Entscheidungsträgers bezüglich des Absatzes und der 
Rücknahme von Güterrückflüssen. Auf Grundlage dieser Rahmenbedingungen wird 
ein deterministisches Modell zur simultanen Planung von Gütererstellungs- und 
Rückflussbewältigungskapazität als Ausgangspunkt der weiteren Betrachtung entwi-
ckelt (Abschnitt 2.2). Das Planungsproblem wird in zwei Modelle eingeteilt: ein Gü-
terflussmodell und ein Kapazitätsanpassungsmodell (Unterabschnitt 2.2.1). Zur Be-
rücksichtigung der Leistungsinterdependenzen werden die für die zu produzierenden 
und zurückfließenden Gütermengen auszuführenden Prozesse und deren Kapazitäts-
nachfrage in einem mehrperiodigen aktivitätsanalytischen Güterflussmodell abgebil-
det. Marktinterdependenzen werden durch die Einbeziehung von Absatzhöchstmen-
gen, die die Produktnachfrage charakterisieren, berücksichtigt (Unterabschnitt 2.2.2). 
Die Ressourceninterdependenzen ergeben sich durch den Kapazitätsbedarf der bei 
der Leistungserstellung auszuführenden Prozesse und werden im Kapazitätsanpas-
sungsmodell abgebildet (Unterabschnitt 2.2.3). Dieses beschreibt die Wirkungen des 
im Zeitablauf erfolgenden Auf- und Abbaus der erforderlichen Kapazität. 
Das Grundmodell wird um Ansatzpunkte zur Generierung robuster Pläne erweitert, 
um die externen Unsicherheiten bzgl. der Produktnachfrage und des Güterrückflusses 
(in qualitativer, zeitlicher und mengenmäßiger Hinsicht) zu handhaben (Abschnitt 
2.3). Ziel der Ermittlung von robusten Plänen ist keine neue Planungskonzeption. 
Stattdessen werden spezielle Anforderungen an die Planung gestellt, die sich in zu 
erfüllenden Robustheitskriterien widerspiegeln. Da die Kapazitätsaufbau- und -ab-
bauentscheidungen im Rahmen der Kapazitätsdimensionierung weitreichende Aus-
wirkungen auf die Handlungsmöglichkeiten, wie Produktion und Transformation von 
Güterflüssen, haben, ist die Berücksichtigung der Planungsrobustheit eine geeignete 
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Möglichkeit, um die negativen Zielauswirkungen zu reduzieren: Es werden drei in 
der Literatur aufgezeigte Ansätze zur Generierung der Robustheit im Planungsansatz 
integriert:  
- Im Rahmen der Berücksichtigung zusätzlicher Handlungsoptionen steht die Flexi-
bilisierung des Planungsobjektes, als wirkungsbezogene Maßnahme zur Reduzie-
rung der Unsicherheit, im Mittelpunkt der Betrachtung (Unterabschnitt 2.3.1). Die 
Möglichkeit, zusätzlich zu der quantitativen auch die qualitative Kapazität zu be-
rücksichtigen, wird gegeben. Flexibilität wurde im Rahmen von Reverse Logistics 
kaum thematisiert1). Die Kapazität wird durch Investitionen in Anlagen bereitge-
stellt, die unterschiedlich flexibel im Hinblick auf die darauf ausführbaren Prozes-
se sind (z.B. Montage und Demontage auf derselben Anlage oder auf separaten 
Anlagen). Durch diese flexibilitätsorientierte Ausstattung wird versucht, aktiv auf 
die Auswirkungen der Unsicherheiten zu reagieren.  
- Eine weitere Maßnahme zur Erhöhung der Robustheit ist die Einbeziehung der 
Unsicherheit bei der Entscheidungsfindung (Unterabschnitt 2.3.2). Die relevanten 
unsicheren Parameter im Rahmen der Kapazitätsdimensionierung werden als Zu-
fallsvariablen definiert. Im Hinblick auf die Robustheit steht mit dem stochasti-
schen Kompensationsmodell eine geeignete Modellierungstechnik zur Verfügung, 
die an einer zweistufigen Modellstruktur ansetzen kann. Durch die Abbildung der 
Zufallsvariablen anhand von Szenarien können mögliche unsichere Ausprägungen 
der Parameter berücksichtigt werden. 
- Der Planungsansatz wird durch die Betrachtung eines rollierenden Planungshori-
zontes erweitert (Unterabschnitt 2.3.3). Durch die Aktualisierung der Datenbasis 
in jedem Planungsschritt werden die Ausprägungen der unsicheren Parameter bei 
der Entscheidungsfindung berücksichtigt („rollierende Planung“). 
In Abschnitt 2.4 wird das Grundmodell um die beschriebenen Maßnahmen erweitert. 
Um die Auswirkungen der Maßnahmen auf die Robustheit quantifizieren zu können, 
werden in der Literatur bekannte Maße auf das vorliegende Planungsproblem ange-
wendet (Abschnitt 2.5).  
Zur Verbesserung der Informationsgrundlage werden ursachenbezogene Maßnahmen 
mittels Informationsbeschaffungs- und Verarbeitungsaktivitäten in den Planungsan-
                                                 
 
1) Vgl. Bai/Sakris (2013), S. 306. 
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satz integriert (Kapitel 3): Mit Hilfe einer Prognose der Nachfrage nach Endproduk-
ten und des Güterrückflusses bestehen im Hinblick auf die Unsicherheit Möglichkei-
ten der aktiven Einflussnahme, durch die die Informationssituation verbessert und 
damit die Unsicherheit reduziert werden kann1). 
Aus dem hervorgehenden Planungsproblem werden die Anforderungen an eine prob-
lemspezifische Prognose herausgearbeitet (Abschnitt 3.1). Abhängig von der vorlie-
genden Planungssituation wird der Berücksichtigung der Wechselwirkungen zwi-
schen Nachfrage-/Absatz- und Rückfluss-/Rücknahmemengen bei der Prognose der 
Nachfrage- und Rückflussmengen eine unterschiedliche Relevanz zugesprochen. Die 
Klasse der dynamischen Regressionsverfahren wird als Klasse geeigneter Prognose-
verfahren identifiziert. Unterschiedliche Modelle zur Absatz- und Rückflussprognose 
werden entsprechend des Aggregationsgrades der vorliegenden Informationsbasis 
und der Entscheidungssituation formuliert und entsprechende Schätzverfahren für 
unterschiedlich komplexe Beziehungen zwischen Absatz- und Rückflussmengen 
identifiziert (Abschnitt 3.2). Bei Verfügbarkeit univariater Zeitreihen steht mit dem 
autoregressiven Distributed-lag-Modell eine geeignete Modellierungstechnik zur 
Verfügung (Unterabschnitt 3.2.1). Aufgrund unterschiedlicher Rückflussqualitäten 
ist die Berücksichtigung mehrerer Güterarten bei der Prognose relevant. Ein multiva-
riates Prognosemodell wird formuliert und um entscheidungsspezifische Besonder-
heiten modifiziert (Unterabschnitt 3.2.2). Aufbauend auf den vorgestellten Progno-
semodellen wird im nächsten Abschnitt erklärt, wie eine mehrschrittige Prognose für 
endogen oder exogen zu bestimmende Größen abläuft (Abschnitt 3.3). Zur Prognose 
endogener Größen werden die vorgestellten Prognosemodelle angewendet; für exo-
gene Größen gelangen in der Literatur diskutierte Verfahren zur Anwendung. Um 
den Entscheidungsträgern die Möglichkeiten zu geben, die Absatz- und Rückfluss-
mengen zu beeinflussen und Marktinterdependenzen zwischen den originären Pro-
dukten und ihren Güterrückflüssen abzubilden, werden die beschriebenen Prognose-
                                                 
 
1) Vgl. Guide et al. (2000), S. 132; Schröter (2006), S. 55. 
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modelle in den Planungsansatz integriert. Die Besonderheiten der Integration werden 
aufgezeigt (Abschnitt 3.4). 
Der Planungsansatz wird im Rahmen einer Sensitivitätsanalyse getestet (Kapitel 4). 
Für eine strukturierte Analyse werden Vermutungen bzgl. der Ergebnisse aufgestellt 
(Abschnitt 4.1). Um den Einfluss der integrierten Maßnahmen auf den Rechenauf-
wand, das monetäre Ziel und die Robustheit zu analysieren, werden unterschiedliche 
Parameter (Prognosefehler, Kapazitätsanpassungsauszahlungen) systematisch vari-
iert. Zudem wird die Möglichkeit gegeben, in unterschiedlich flexible Potentialfakto-
ren zu investieren (Abschnitt 4.2). Durch die simultane Betrachtung besteht erstmals 
die Möglichkeit, das Zusammenwirken der beiden Ansatzpunkte (Dimensionierung 
von quantitativer und qualitativer Kapazität) zur Generierung von Robustheit zu ana-
lysieren (Abschnitt 4.3). Die Planungsergebnisse werden anhand geeigneter Kriterien 
analysiert (Abschnitt 4.4). Ein Fazit und ein kurzer Ausblick über mögliche weitere 
Forschungsfragen bilden den Abschluss dieser Arbeit (Kapitel 5). 
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2 Strukturierung des Planungsproblems 
2.1 Planungssituationen 
Der Begriff der Produktrücknahme beschreibt den Prozess, dass der Hersteller nach 
der Produktnutzung durch den Kunden, das Produkt wieder annimmt1). Dies kann in 
unterschiedlichen Rücknahme- und Absatzsituationen erfolgen. Einerseits entspricht 
im Falle von gesetzlichen Forderungen (national und international)2) an die Unter-
nehmung und/oder vertraglichen Vereinbarungen die Produktrücknahme- auch der 
Rückflussmenge. Der Unternehmung sind keine alternativen Handlungsmöglichkei-
ten gegeben. Es liegt im Ermessen der Unternehmung Entscheidungen über die 
Rücknahmemengen zu fällen. Ein Spezialfall liegt vor, wenn die Unternehmung 
mindestens eine Rücknahmequote   erfüllen muss. Das heißt, dass die Unterneh-
mung die Rückflussmengen unabhängig von der Qualität akzeptieren muss3). Ande-
rerseits kann die Rücknahmemenge von der Rückflussmenge abweichen. Neben den 
umweltrechtlichen Rahmenbedingungen werden diese Relationen auch von ökono-
mischen sowie den sozialen (bzw. ethischen) Motiven getrieben4). Aufgrund der 
Wechselwirkungen zwischen der Kapazitätsdimensionierung und der Produktions- 
und Absatzplanung lassen sich die ökonomischen Motive in unmittelbar (direkt) und 
mittelbar (indirekt) vorteilhaft wirkend einteilen5). Im ersten Fall werden das Kosten-
reduktionspotential (z.B. Reduzierung der Produktionskosten und/oder Abfallbeseiti-
gungskosten) und die resultierenden Gewinne (Nachfragebedienung) unmittelbar 
vorteilhaft genannt, die durch die Transformation oder Weiter- bzw. Wiederverwen-
                                                 
 
1) Vgl. Minner (2001), S. 417. 
2) Vgl. Govindan/Soleimani/Kannan (2015), S. 617 f.; Souza (2013), S. 14 ff.; Thierry 
(1997), S. 9 ff. 
3) Vgl. Clottey/Benton (2014), S. 880. 
4) Vgl. Das/Dutta (2015), S. 141 ff.; de Brito/Dekker (2004), S. 10 ff.; Fleischmann et al. 
(1997), S. 1 ff.; Rogers/Tibben-Lembke (1999), S. 14 ff.; Toffel (2004), S 120 ff., unter-
scheidet zwischen un- bzw. freiwilligen Motiven zur Produktrücknahme. 
5) Vgl. de Brito/Dekker (2004), S. 10 ff.; Fleischmann et al. (2000), S. 663; Guide/van 
Wassenhove (2001), S. 142; Schröter (2006), S. 12 ff. 
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dung der Rückflussprodukte entstehen1). Im zweiten Fall ergeben sich durch die Pro-
duktrücknahme ökonomische Vorteile aufgrund einer Erhöhung der Kundenbindung, 
des Aufbaus eines grünen Images, der Positionierung am Markt und Vorbeugung von 
zukünftigen Gesetzen2). Das Motiv der ethischen bzw. sozialen Verpflichtung der 
Umwelt gegenüber ist selten gesondert bei der Unternehmungsstrategie zu finden, 
sondern liegt als Konsequenz des Strebens der Unternehmung nach Gewinnmaxi-
mierung vor3). Hauptziel jeder Unternehmung ist ihre ökonomische Nachhaltigkeit4). 
In den meisten Fällen lassen sich die ökonomischen und sozialen Motive miteinander 
vereinbaren und schließen sich nicht aus5). Treffen die diskutierten Motive nicht zu, 
dann können die Rückflussmengen auch abgelehnt werden. In diesem Fall können 
die nicht zurückgenommen Rückflussmengen an vom Hersteller unabhängige Unter-
nehmungen zurückgeben werden6). Dadurch werden die Be- und Verarbeitung für die 
Ursprungswertschöpfungskette ausgegliedert. 
Auch für die Absatzmengen lassen sich analoge Situationen unterscheiden. Während 
z.B. langfristige vertragliche Vereinbarungen feste Absatzmengen und damit eine 
volle Nachfrageerfüllung begünstigen, gibt es in anderen Unternehmungen die Mög-
lichkeit abhängig von den Rahmenbedingungen zu entscheiden, inwieweit die Nach-
frage unter Berücksichtigung der Bedingungen bedient werden soll. Diese Entschei-
dungen werden, wie auch die Rücknahmeentscheidungen, von ökonomischen und 
sozialen Faktoren beeinflusst. Durch Kombination der möglichen Rücknahme- und 
Absatzsituationen können sich folgende Planungssituationen in jeder Periode t  er-
geben (siehe Tabelle 2.1). 
                                                 
 
1) Vgl. Tibben-Lembke (1998), S. 51 ff.; Toffel (2004), S. 122 f. 
2) Vgl. de Brito/Dekker (2004), S. 10 f. 
3) Vgl. Gungor/Gupta (1999), S. 824 ff. 
4) Vgl. Guide/Harrison/van Wassenhove (2003), S. 5. 
5) Vgl. Fleischmann et al. (1997), S. 3; Inderfurth (2005), S. 319. 
6) Vgl. Goggin/Reay/Browne (2000), S. 188. 
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Absatzmenge 
Rücknahmemenge 
muss der Nachfrage-
menge entsprechen 
kann von der Nachfrage-
menge abweichen 
muss der Rückflussmenge 
entsprechen 
Situation I 
t tXN XR  
t tXE ME  
Situation II 
t tXN XR  
t tXE ME  
kann von der Rückfluss-
menge abweichen 
Situation III 
t tXN XR  
 t tXN XR   
t tXE ME  
Situation IV 
t tXN XR  
 t tXN XR   
t tXE ME  
tXN  Rücknahmemenge 
tXR  Rückflussmenge 
tXE  Absatzmenge 
tME  Nachfragemenge bzw. Absatzhöchstmenge 
Tabelle 2.1: Planungssituationen 
Im weiteren Verlauf werden für jede Planungssituation die ökonomischen Implikati-
onen für die Kapazitätsdimensionierung herausgearbeitet. Dabei ist zu beachten, dass 
aufgrund des mittelfristigen Zeithorizonts neben den ökonomischen, gesetzlichen 
und sozialen Einflussfaktoren auch die Unsicherheiten bzgl. der Nachfrage und des 
zeitlichen, mengenmäßigen und qualitativen Auftretens der Rückflüsse entscheiden-
de Faktoren sind, die das Rücknahmeverhalten der Unternehmung beeinflussen1). 
Zunächst werden alle Handlungsalternativen systematisch dargestellt, um anschlie-
ßend aufzuzeigen, welche Handlungsmöglichkeiten in den jeweiligen Situationen re-
levant sind. Die Handlungsalternativen lassen sich in taktische und operative Ent-
scheidungsmöglichkeiten einteilen (siehe Tabelle 2.2). Auf taktischer Ebene wird 
über den Auf- und Abbau (Expansion und Kontraktion) von Kapazität entschieden. 
Dabei werden insbesondere Entscheidungen bzgl. des Ausmaßes, des Zeitpunktes 
                                                 
 
1) Vgl. Guide (2000), S. 472 f.; Inderfurth (2005), S. 319; Thierry (1997), S. 49 ff. 
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und der Kapazitätsart getroffen1). Andere taktische Maßnahmen, die ergriffen wer-
den, um Kapazitätsengpässe in einem unsicheren Entscheidungsfeld zu handhaben, 
sind z.B. Verteilungspläne, erhöhte Preise, Aufbau von Auftragsrückständen und ein 
erweiterter Lageraufbau2). Wenn diese Maßnahmen nicht im Modell verankert sind, 
müssen Annahmen getroffen werden, wie mit einem Übermaß an Kapazität verfah-
ren wird3). Während die taktischen Handlungsalternativen zur Sicherstellung des Ka-
pazitätsangebots der Unternehmung genutzt werden können, determinieren die ope-
rativen Alternativen im Rahmen der Kapazitätsdimensionierung die Kapazitätsnach-
frage der Prozesse, um das Absatzprogramm und das Rückflussprogramm zu bewäl-
tigen. Die operativen Handlungsmöglichkeiten lassen sich nach den Gestaltungsfel-
dern Beschaffung, Transformation, Lagerung, Vertrieb, Sammlung und Entsorgung 
einteilen. Das Ziel der Beschaffung ist es, das Beschaffungsprogramm so zu bestim-
men, dass der Bedarf an Produktionsfaktoren gedeckt wird. Dieser ist abhängig vom 
Produktions- und Rückflussbewältigungsprogramm in den Perioden des Planungs-
zeitraums, welches der Output von Transformationsfunktionen ist. Die Transformati-
onsmengen dienen zur Erfüllung des Absatzprogramms. Produktions- und Absatz-
programm können aufgrund der Möglichkeit der Lagerhaltung voneinander abwei-
chen. Das Absatzprogramm beschreibt die Mengen, die in einer Periode abgesetzt 
werden sollen und wird von der Kundennachfrage als Obergrenze begrenzt. Der Ge-
staltungsbereich Sammlung beschreibt die Mengenentscheidungen bzgl. der Rück-
nahme der Güterrückflussmengen. 
                                                 
 
1) Vgl. Luss (1982), S. 910 ff. 
2) Vgl. Lovelock/Wirtz (2011), S. 249 ff. 
3) Vgl. Van Mieghem (2003), S. 279. 
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taktische Entscheidungen 
Kapazitätsexpansion Kapazitätskontraktion 
operative Entscheidungen 
Beschaffung Transformation Lagerung Absatz Sammlung Entsorgung 
Tabelle 2.2: Handlungsalternativen für die Kapazitätsdimensionierung 
Bei der Ausarbeitung der ökonomischen Implikationen für die Kapazitätsdimensio-
nierung in den unterschiedlichen Planungssituationen wird berücksichtigt, dass die 
Wirkungen der getroffenen taktischen Entscheidungen bzgl. Kapazitätsexpansion 
und -kontraktion mit einer zeitlichen Verzögerung eintreten können. Die Hand-
lungsmöglichkeiten der Kapazitätsexpansion und -kontraktion sind in jeder Pla-
nungssituation gegeben und vom prognostizierten Kapazitätsbedarf abhängig: 
- Situation I: Bei dieser Planungssituation hat die Unternehmung keine Entschei-
dungsmöglichkeiten bzgl. der Rücknahme- und Absatzentscheidungen; die Nach-
frage muss bedient werden und alle Güterrückflüsse werden zurückgenommen. 
Diese Planungssituation basiert auf vertraglichen und/oder gesetzlichen Verpflich-
tungen. Die Nachfrageerfüllung und die Handhabung von Rückflussmengen müs-
sen kapazitativ sichergestellt werden, obwohl Nachfrageunsicherheiten und Unsi-
cherheiten bzgl. des zeitlichen, mengenmäßigen und qualitativen Rückflussauf-
kommens bestehen. Dadurch müssen auf strategischer Ebene Entscheidungen ge-
troffen werden, z.B. ein hoher Lageraufbau, um durch zeitliche und mengenmäßi-
ge Puffer und durch Anpassung der operativen Mengenentscheidungen bzgl. Be-
schaffung, Transformation, Lagerung und Entsorgung die Unsicherheit handzuha-
ben. Handlungsalternativen bzgl. des Vertriebes und der Sammlung entfallen. Ein 
Beispiel dieser Planungssituation unter Nachfrage- und Rückflussunsicherheit ist 
die öffentliche Wasserversorgung. 
- Situation II: Güterrückflüsse müssen aufgrund von gesetzlichen und vertraglichen 
Verpflichtungen zurückgenommen werden und die Absatzmenge kann von der 
Nachfragemenge abweichen. Prognosefehler bei Nachfrage- und Rückflussmen-
gen (Unsicherheiten), die als Rohstoffe für vorwärts gerichtete Güter in dem Pro-
duktionsprozess genutzt werden, können mit modifizierten Beschaffungs-, Trans-
formations-, Lager- und Absatzmengen aufgefangen werden. Dies kann zu Auf-
tragsrückständen oder nicht erfüllbarer Nachfrage führen. Auf taktischer Ebene 
muss eine ausreichende Rückflussbewältigungskapazität zur Verfügung (entweder 
zur Verarbeitung oder Beseitigung) gestellt werden. Bzgl. der Sammlung von Gü-
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terrückflüssen bestehen keine alternativen Handlungsmöglichkeiten. Beispiele für 
diese Planungssituation sind Hersteller von Autobatterien. 
- Situation III: In dieser Planungssituation muss die Nachfragemenge bedient wer-
den und die Rücknahme- kann von der Rückflussmenge abweichen. Das bedeutet, 
dass Nachfrage- und Rückflussunsicherheit durch die Anpassung von Beschaf-
fungs-, Transformations-, Lagerungs- und Rücknahmemengen gehandhabt werden 
können. Ein Spezialfall liegt vor, wenn die Unternehmung einer gesetzlichen 
Rücknahmequote unterliegt. Durch taktische Handlungsmöglichkeiten muss die 
Bedienung der Nachfrage kapazitativ sichergestellt werden (z.B. Aufbau von Puf-
fern). Die Möglichkeit, über Absatzmengen zu entschieden, entfällt in dieser Pla-
nungssituation. Beispiele für diese Plansituation sind das Telefonbuch oder der 
Online-Handel. 
- Situation IV: In dieser Situation kann sowohl die Absatz- von der Nachfragemen-
ge, als auch die Rücknahme- von Rückflussmenge abweichen, bzw. es muss eine 
gesetzliche Rücknahmequote erfüllt werden. Unsicherheiten bzgl. der Nachfrage 
und des Güterrückflussaufkommens können durch eine Anpassung der Beschaf-
fungs-, Transformations-, Lagerungs-, Absatz-, Rücknahme- und Entsorgungsent-
scheidungen ausgeglichen werden1). Da keine vertraglichen bzw. gesetzlichen 
Verpflichtungen vorherrschen, kann die Unternehmung ihre ökonomische Per-
formance selbst steuern. Die Getränkeindustrie mit ihrem Leegutaufkommen als 
Rückfluss ist ein treffendes Beispiel für diese Plansituation. 
2.2 Grundmodell 
2.2.1 Abgrenzung von Teilmodellen 
Ziel dieses Kapitels ist die Entwicklung eines deterministischen Modells zur simul-
tanen Planung von Gütererstellungs- und Rückflussbewältigungskapazität mit inte-
grierter Absatz- und Rückflussprognose. Aufgrund des zeitlichen Horizonts und der 
Stärke der resultierenden Zahlungsströme handelt es sich um ein spezifisches Prob-
lem der Investitionsprogrammplanung. Das Planungsproblem wird als dynamisches 
lineares gemischt-ganzzahliges Programm modelliert. Das Modell verfolgt als Ziel 
die Maximierung des erwarteten Barwerts. Dadurch können die Zahlungen der ver-
                                                 
 
1) Vgl. Guide (2000), S. 472. 
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schiedenen Zeitpunkte miteinander verglichen werden. Es soll die folgenden Fragen 
auf taktischer und operativer Ebene beantworten: 
- Wann soll Kapazität in welchem Ausmaß aufgebaut bzw. abgebaut werden? 
- Wann und in welchem Ausmaß werden Güter beschafft, transformiert, gelagert, 
abgesetzt und/oder entsorgt?  
Abbildung 2.1 zeigt beispielhaft die Problematik der Abstimmung der Kapazitäts-
nachfrage mit dem Kapazitätsangebot im Rahmen der Kapazitätsdimensionierung. 
Die Kapazitätsnachfrage wird anhand verschiedener Güterhin- (Absatz) und -rück-
flussarten (z.B. reparaturbedürftige Produkte, Gebrauchtprodukte am Ende der tech-
nischen Lebensdauer (end-of-life-Produkte)) einer CLSC abgebildet, für die die Gü-
tererstellungs- und Rückflussbewältigungskapazität (Aufbereitungs- und Reparatur-
kapazität) simultan geplant werden soll. Das Kapazitätsangebot ergibt sich durch den 
schrittweisen Auf- und Abbau von Kapazität (Des-/Investitionsprogramm). Dieser ist 
in der Abbildung durch die gestrichelten Linien abgebildet. Es können zwei wichtige 
Aspekte erkannt werden: 
- Der Umfang der Hin- und Rückflussmengen unterscheidet sich voneinander, weil 
nicht alle Güter wieder zum Hersteller zurückfließen. Generell ist die Produkt-
nachfrage höher als der Güterrückfluss1). 
- Die Rückflussmengen fließen zeitversetzt durch die Nutzungszeit beim Kunden 
wieder zurück („time-lag“). 
                                                 
 
1) Vgl. Jung (2016), S. 535. 
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Abbildung 2.1: Beispielhafte Kapazitätsanpassung von Gütererstellungs- und Rückflussbe-
wältigungskapazität 
Den Ausgangpunkt für die Erstellung eines Entscheidungsmodells, das die beschrie-
benen Anforderungen erfüllt, bildet eine Strukturierung des Planungsproblems, die 
die Ideen aus den unterschiedlichen vorhandenen Kapazitätsdimensionierungsansät-
zen zusammenführt und um ein Güterflussmodell erweitert (Kapitel 2). Aus dem da-
raus hervorgehenden Planungsmodell werden die Anforderungen an eine problem-
spezifische Prognose herausgearbeitet sowie ein Prognosemodell und entsprechende 
Schätzverfahren identifiziert (Kapitel 3). Daraus ergibt sich ein Planungsansatz, der 
aus zwei Teilen besteht: das Güterflussmodell mit integriertem Prognosemodell und 
das Kapazitätsanpassungsmodell: 
- Auf operativer Ebene werden die für die zu produzierenden und zurückfließenden 
Gütermengen auszuführenden Prozesse und deren Kapazitätsnachfrage in einem 
mehrperiodigen aktivitätsanalytischen Güterflussmodell abgebildet1). Es werden 
operative Entscheidungen über die Mengen bei Beschaffung, Transformation, La-
gerung, Absatz und Entsorgung der Güter getroffen. Die Hin- und Rückflüsse sind 
über das Prognosemodell gekoppelt, das die Wechselbeziehungen der Güterströ-
me durch eine funktionale Beziehung abbildet. 
                                                 
 
1) Vgl. Spengler/Ploog/Schröter (2003), S. 417 ff., die auf der Grundlage der Aktivitäts-
analyse ein Rückflussgüterprogrammplanungsmodell formulieren. 
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- Das Kapazitätsanpassungsmodell auf der taktischen Ebene bildet die Wirkungen 
des im Zeitablauf erfolgenden Auf- und Abbaus der für die Prozessausführungen 
erforderlichen Kapazität ab. Die Kapazität wird durch Investitionen in Anlagen 
bereitgestellt. Ein Kapazitätsabbau geht mit Liquidationserlösen einher. Zusätz-
lich erfasst dieses Teilmodell die Verzögerung zwischen der Investitions-/Des-
investitionsentscheidung und der daraus resultierenden Änderung der verfügbaren 
Kapazität. 
Die Struktur des Planungsansatzes ist graphisch in Abbildung 2.2 dargestellt. 
 
Abbildung 2.2: Struktur des Planungsansatzes 
Im Vergleich zu anderen Planungsansätzen, berücksichtigt der Planungsansatz drei 
zusätzliche Aspekte: 
- Gütererstellungs- und Rückflussbewältigungskapazität werden simultan geplant. 
- Der Güterrückfluss kann teilweise durch eine integrierte Absatz- und Rückfluss-
prognose geplant und beeinflusst werden. 
- Es werden mehrere Rückflussqualitäten in der Kapazitätsplanung berücksichtigt. 
Kapazitätsanpassung
• Expansion
• Kontraktion
Investitions-
auszahlungen
Liquidations-
erlöse
Kapazität Zahlungs-
überschüsse
Güterfluss
• Zu-/Abfluss
• Transformation
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Rückfluss
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2.2.2 Güterflussmodell 
Auf operativer Ebene wird im Güterflussmodell das Produktions- und Rückfluss-
handhabungsprogramm determiniert, um das zugrundeliegende ökonomische Ziel zu 
erfüllen. 
Aufgrund des taktischen Charakters der Kapazitätsdimensionierung wird angenom-
men, dass eine hinreichend genaue Detaillierung des Modells vorliegt, wenn  
- die Güterflüsse auf der Ebene der Endprodukte erfasst werden,  
- die Abbildung von Transformationen in Form von linear-limitationalen Prozessen 
erfolgt und 
- die Transformationshöchstdauer eines Endproduktes maximal eine Teilperiode 
des Planungszeitraumes beträgt. 
Der Planung liegen folgende Informationen zugrunde: Die Güterarten j  
 1,...,j J  sind Endprodukte, die sich in ihrer Gestaltung oder bei identischer Ge-
staltung in ihrem Transformationszustand (z.B. unmontierte Komponenten eines 
Produkts, Neuprodukt, funktionsfähiges Gebrauchtprodukt, zu reparierendes Neu-
produkt, zu reparierendes Gebrauchtprodukt, Gebrauchtprodukt am Ende der techni-
schen Lebensdauer) unterscheiden. In der CLSC können zur Gütertransformation die 
Prozesse i   1,...,i I  zur Anwendung gelangen (z.B. Montage, Reparatur, Demon-
tage), deren Basisaktivitäten mit Hilfe von Flussvektoren   U 1Ji J  erfasst 
werden1). Die Flussvektoren werden in der Matrix  J IU  zusammengefasst. 
Durch die Angabe von Netto-Mengen ergeben sich dabei für Inputgüter negative und 
für Outputgüter positive Werte. Die Menge zulässiger Aktivitäten bildet eine lineare 
Technologie. Aus dem Kapazitätsanpassungsmodell ist die pro Periode t  
 0,...,t T  verfügbare Kapazität  C It I0 ×1  bekannt. Vor Beginn des Pla-
nungszeitraumes  0t   ist der Lagerbestand   L Jt J0 1  null. Absatz-/Entsor-
gungshöchstmengen  MEt J 1  und Beschaffungshöchstmengen  MIt J 1  sind 
                                                 
 
1) Vgl. Dyckhoff (2006), S. 83 ff.; Spengler/Ploog/Schröter (2003), S. 417 ff. Letztere 
formulieren auf der Grundlage der Aktivitätsanalyse ein Rückflussgüterprogrammpla-
nungsmodell. 
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prognostische Informationen, ebenso wie der funktionale Zusammenhang zwischen 
Rückflussmenge  XRt J 1  und den in den  0l L ,...,  zurückliegenden Perioden 
realisierten Absatz-/Entsorgungsmengen  1t l J XE  (sowie weiteren Einflussgrö-
ßen  1t l M YN   0,...,l L , wie etwa demografische, technologische und rechtli-
che Rahmenbedingungen). 
Zur Bestimmung der Zahlungsüberschüsse sind die einzelnen Güterflüsse mit Preisen 
zu bewerten. Die folgenden Daten sind bekannt: 
- Vom Beschaffungsmarkt bezogene Güterarten tXI , die in der CLSC zu Endpro-
dukten transformiert werden, werden mit den Beschaffungspreisen PI  
 0 1  J J  bewertet. 
- Durch die Sammlung von Rückflussgütern, den sogenannten Rücknahmemengen 
tXN , entstehen Sammlungskosten in Höhe von  0 1J J PR  Geldeinheiten 
pro Mengeneinheit. 
- Pro Durchführung eines Transformationsprozesses entstehen Kosten in Höhe von 
 0 1 PT I I  Geldeinheiten. Kosten der Kapazitätsbereitstellung sind für Gü-
terflussentscheidungen nicht entscheidungsrelevant. 
- Die Zwischenlagerung von Güterarten in der CLSC kostet  0 1J J PL  Geld-
einheiten pro Mengeneinheit und Periode. 
- Die Absatzpreise  PE 1J J   pro Mengeneinheit sind bei Endprodukten posi-
tiv und bei zu deponierenden Produkten negativ. 
Im Güterflussmodell wird den Entscheidungsfragen nachgegangen, welche Quantitä-
ten der Niveaus  0 1It I  , mit denen die einzelnen Prozesse für die Transfor-
mation der relevanten Güterarten in den Perioden t  des Planungszeitraumes betrie-
ben werden, benötigt werden, und welche Quantitäten dieser Güterarten dafür zu be-
schaffen  0 1 Jt JXI , abzusetzen (zu entsorgen)  0 1 Jt JXE  und zu lagern 
 1 L Jt J  sind. Des Weiteren wird im Güterflussmodell der Frage nachgegan-
gen, in welchem Ausmaß die Rückflussmengen von der Unternehmung zurückge-
nommen werden (Rücknahmemenge  0 1Jt J XN ). 
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Der aggregierte Güterflussvektor  1 XF Jt J  des gesamten Transformations-
systems in Periode t  ergibt sich aus der Multiplikation der Matrix der Flussvektoren 
Ui  und den Prozessniveaus t
 : 
 U XFt t  1,..., t T  (2.1) 
Die Prozesse werden durch den Einsatz von Potentialfaktoren vollzogen. Es wird an-
genommen, dass sich der jeweilige Bestand an Potentialfaktoren durch den Prozess-
vollzug nicht verändert (kein technischer Verschleiß). Er kann aber von Periode zu 
Periode durch Investitions-/Desinvestitionsentscheidungen verändert werden. 
Bei der Festlegung der Variablen ist folgenden Beschränkungen des Entscheidungs-
feldes Rechnung zu tragen: 
Für das Güterflussmodell ist die pro Periode verfügbare Kapazität  0 1It I C  re-
levant, die die Wahl der Prozessniveaus t  restringiert: 
t tC  1,..., t T  (2.2) 
Eine weitere Transformation der Endprodukte erfolgt nach ihrem Absatz aufgrund 
der Nutzung durch den Kunden. Da im Allgemeinen nur ein Teil der abgesetzten 
Endproduktmengen zur SC zurückfließt und der Rückfluss unterschiedliche Ursa-
chen haben kann (z.B. Fehlfunktion, Ende der ökonomischen Nutzungsdauer oder 
der technischen Lebensdauer), wird dieser durch ein Prognosemodell erfasst, das 
durch statistische Verfahren auf der Grundlage von Vergangenheitsdaten geschätzt 
wird. Das Modell erfasst die erwarteten Rückflussmengen  0 1 Jt JXR  der ein-
zelnen Güterarten in Periode t  in Abhängigkeit von den realisierten Absatzmengen 
der Güterarten t lXE   0,...,l L  und weiteren Einflussgrößen  1 YNt l N  
 0,...,l L , wie etwa demografische, technologische und rechtliche Rahmenbedin-
gungen, sowie den realisierten Rückflussmengen t lXR  in den L
  Vorperioden: 
 , , ; 0,..., ; 1,...,      XR XE YN XRt t l t l t lg l L l L  , 0   t l t l  (2.3) 
Die Güterrücknahmemenge tXN  einer Periode muss nicht der Güterrückflussmenge 
tXR  entsprechen, kann diese jedoch auch nicht übersteigen: 
XN XRt t  1,..., t T  (2.4) 
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Die in einer Periode realisierten Absatzmengen tXE  der einzelnen Güterarten über-
steigen die prognostizierten Absatzhöchstmengen  0 1Jt J ME  nicht: 
XE MEt t  1,..., t T  (2.5) 
Abhängig von der Planungssituation werden die Restriktionen (2.4) und (2.5) weiter 
eingeschränkt (siehe Tabelle 2.1). Befindet sich die Unternehmung in Planungssitua-
tion I, wird die Gleichheit der Restriktion (2.4) und (2.5) und in Planungssituation II 
bzw. III nur die Gleichheit der Restriktion (2.4) bzw. (2.5) gefordert. Liegt in Pla-
nungssituation III oder IV aufgrund von gesetzlichen Bestimmungen eine Mindest-
rücknahmequote  0 1Jt J   mit  . 0;1j t   für die Güterarten vor, so folgt zu-
sätzlich: 
t t t XN XR  1,..., t T  (2.4b) 
Aus Gründen der Nachhaltigkeit determinieren die zu erwartenden Güterrückflüsse 
den Planungshorizont: 
XRt  0   t T  (2.6) 
Zusätzlich zu den Rücknahmemengen werden im Transformationsprozess Güter-
mengen XIt  eingesetzt, die dem Beschaffungsmarkt entnommen werden. Aufgrund 
der begrenzten Kapazität der Zulieferer können dabei die Beschaffungshöchstmen-
gen  0 1Jt J MI  nicht überschritten werden: 
XI MIt t  1,..., t T  (2.7) 
Die unterschiedlich starken Güterströme in der CLSC werden durch Zwischenlager 
synchronisiert, deren Bestand  0 1Jt J L  in keiner Periode negativ ist. Durch 
den Vektor  1 XL Jt J  werden die Lagerzugänge  . 0j tXL   und -abgänge 
 . 0j tXL   in einer Periode erfasst. Im Planungshorizont gilt die Kontinuitätsbedin-
gung: 
L XL L1 1t t t    1,..., t T  (2.8) 
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Für die einzelnen Güterarten (insb. die zu deponierenden) ist aus Gründen der Nach-
haltigkeit zu fordern, dass nach dem Ende des Planungshorizonts keine Zwischenla-
gerbestände vorliegen: 
Lt  0   t T  (2.9a) 
Diese Bedingung lässt sich unter Berücksichtigung von (2.6) umformulieren: 
  0L XLT T   (2.9b) 
In jeder Planungsperiode besteht in der CLSC ein Gleichgewicht zwischen transfor-
mierten, zufließenden und abfließenden Gütermengen: 
   t t t t tXF XN XI XE XL  1,..., t T  (2.10) 
Der Zahlungsüberschuss tG  ergibt sich aus den mit Preisen bewerteten transformier-
ten, zufließenden, abfließenden und zu lagernden Gütermengen in den einzelnen Pla-
nungsperioden: 
          t t t t t tG PI XI PR XN PT PL L PE XE 1,..., t T  (2.11) 
2.2.3 Kapazitätsanpassungsmodell 
Im Kapazitätsanpassungsmodell wird die Investitionsprogrammplanung auf takti-
scher Ebene abgebildet. Hierbei werden die Interdependenzen der Güterströme der 
operativen Ebene berücksichtigt. 
Dabei liegen die folgenden Informationen zugrunde: Zu Beginn des Planungszeit-
raumes  0t  haben die Prozesse eine Anfangskapazität von  0 0 1 C I I . Für 
jede Periode t   1,...,t T  des Planungszeitraumes ist das Prozessniveau 
 0 1It I   einzelner Prozesse aus dem Güterflussmodell bekannt. Kapazitäts-
aufbau und -abbau gehen mit Auszahlungen einher, die zwei Komponenten aufwei-
sen: 
- Fixe Auszahlungen  , 0 1 IE IK I I  sind unabhängig vom Umfang der Ka-
pazitätsänderung zu tätigen, sobald diese vorgenommen wird. 
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- Variable Auszahlungen bemessen sich nach dem Umfang der geplanten Kapazi-
tätsänderung und betragen pro Kapazitätseinheit  , 0 1 ie ik I I  Geldeinhei-
ten. 
Die laufenden Zahlungsüberschüsse tG  in Abhängigkeit von den operativen Maß-
nahmen sind aus dem Güterflussmodell bekannt.  
Die folgenden Entscheidungsfragen stehen im Rahmen der Kapazitätsanpassung im 
Fokus der Betrachtung: In welcher Periode des Planungszeitraumes und in welchem 
Umfang steht die für die einzelnen Prozesse bestehende Gesamtkapazität tC  zur Ver-
fügung? Wann werden Entscheidungen zur Kapazitätsanpassung, d.h. Expansion 
 1t IYE  bzw. Kontraktion  1YKt I , ausgeführt? In welchem Ausmaß entwi-
ckelt sich die Gesamtkapazität durch (Des-) Investitionsentscheidungen über die Ex-
pansion  0 1It I ce  oder Kontraktion  0 1It I ck  des Potentialfaktorbe-
standes im Zeitablauf?  
Das Entscheidungsfeld unterliegt den folgenden Beschränkungen: Die für die einzel-
nen Prozesse bestehende Gesamtkapazität tC  kann periodenweise durch Expansion 
tce  oder Kontraktion tck  an die Kapazitätsnachfrage angepasst werden. Aufgrund 
der dazu erforderlichen Konstruktions-, Montage-/Demontage- und Inbetriebnahme-/ 
Außerbetriebssetzungsmaßnahmen müssen Anpassungsentscheidungen mit einem 
zeitlichen Vorlauf getroffen werden. In einem Distributed-lag-Modell geben ˆ.i lqe  
und ˆ.i lqk  deshalb die Wahrscheinlichkeit dafür an, dass die in einer Periode be-
schlossene Kapazitätsänderung am Prozess i  nach lˆ  Perioden wirksam ist. Dabei 
gilt: 
ˆ
ˆ.
ˆ 1
1
L
i l
l
qe

 und ˆ ˆ.
ˆ 1
1
L
i l
l
qk

  i  (2.12) 
Die Werte für einen Prozess sind in den Vektoren 
ˆ
0
ˆ1Li L
    qe  und 
ˆ
0
ˆ1Li L
    qk  enthalten. Bedingt durch die in den Vorperioden ˆt l  getroffenen 
Anpassungsentscheidungen besteht in der Periode t  ein Kapazitätsangebot des Pro-
zesses i : 
 ˆ ˆ ˆ ˆ ˆ. . . . . .
ˆ
1
1
L
i t i t i t l i l i t l i l
l
C C ce qe ck qk  

      ˆ, 0  i t l  (2.13) 
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Es kann zu keinem Zeitpunkt negativ werden und wird aus Nachhaltigkeitsgründen 
nur innerhalb des Planungshorizonts aufrechterhalten: 
t C 0  ,...,0 t T  (2.14) 
t C 0   t T  (2.15) 
Aufgrund der Bedingung (2.15) wird dem Modell folgende Formel hinzugefügt: 
 1 1
1
0
ˆ
ˆ ˆ ˆ ˆ. . . . .
ˆ
L
i T i T l i l i T l i l
l
C ce qe ck qk   

       (2.16) 
Unabhängig vom Ausmaß der Kapazitätsanpassungen cet  und ckt  sind Vorberei-
tungsmaßnahmen  1t IYE  bzw.  1YKt I  (mit  , 0,1i.t i.tye yk  ) erforderlich. 
Die sehr große Zahl M  ist so zu wählen, dass folgende Nebenbedingungen gelten: 
t tM ce YE  ,...,0 t T  (2.17) 
t tM ck YK  ,...,0 t T  (2.18) 
Unter der Annahme, dass Kapazitätsanpassungsentscheidungen unverzögert zah-
lungswirksam werden, gilt für die Anpassungsauszahlungen in Periode t : 
* * * *t t t t tI    IE YE IK YK ie ce ik ck  ,...,0 t T  (2.19) 
Kapazitätskontraktion geht mit Liquidationserlösen in Höhe des Restwertes der ab-
gebauten Kapazität einher. Wird ein Restwert  0 1It I vr  gemäß Abschreibung 
ˆ ˆ
0 1
L
i L
    AB  erwartet, wobei ˆ.i lAB  den Wertverlust nach lˆ  Perioden erfasst, 
dann gelten unter Berücksichtigung von zwischenzeitlich vorgenommenen Aufbau- 
und Abbaumaßnahmen folgende Restriktionen:  
- Durch Entscheidungen zur Kapazitätsexpansion erfolgt ein periodischer Wertauf-
bau ve : 
 ˆ ˆ ˆ. . .
ˆ 1
L
i t i i t l i l
l
ve ie ce qe

    ˆ, 0  i t l  (2.20) 
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- Der Restwert entwickelt sich im Zeitablauf aus Wertaufbau und -abbau:  
     
ˆ
ˆ ˆ ˆ. .
ˆ
ˆ ˆ. . ˆ. .
ˆ
ˆ ˆ. . .
ˆ
1
1
1
1 1nicht-abgeschriebener Wert-
1   aufbau der Vorperioden
Anteil der in der Vorperiode
 nich
1 1
L
L i t l i l
l
i t i t i t l i l L
l
i t i t l i l
l
ck qk
vr ve ve AB
C ck qk
 



  

            
 
t abgebauten Kapazität

 
 ˆ, 0  i t l  (2.21) 
Aus dem Blickwinkel der algorithmischen Lösbarkeit des Planungsproblems ist diese 
explizite Formulierung aufgrund ihrer Nichtlinearität und ihrer Unzulässigkeit für  
 ˆ ˆ ˆ. . .
ˆ
1 1
1
0
L
i t i t l i l
l
C ck qk  

    ˆ, 1  i t l  (2.22) 
als zeitkritisch einzustufen. Deshalb wird im Folgenden eine lineare Formulierung 
verwendet, die von prognostizierten periodenbezogenen Absatzpreisen .h tlk  pro Ka-
pazitätseinheit, die die Alterszusammensetzung des Kapazitätsbestandes implizit be-
rücksichtigen, ausgeht: 
 ˆ ˆ ˆ. . .
ˆ1 1
I L
t i t i t l i l
i l
LK lk ck qk 
        ,...,1 t T  (2.23) 
Die Unternehmung befindet sich im Finanzierungsgleichgewicht, wenn der Zah-
lungssaldo in keiner Periode einen festgelegten Betrag 0W  unterschreitet: 
t t tI G LK W     ,...,1 t T  (2.24) 
Auf dieser Grundlage lässt sich das Güterflussmodell zu einem Kapazitätsdimensio-
nierungsmodell erweitern, mit dem das Ziel der Maximierung des Barwertes ent-
scheidungsrelevanter Zahlungen verfolgt wird. Unter Berücksichtigung des Diskon-
tierungsfaktors f  lautet die Zielfunktion Z  dann: 
   0
1
max
T
t
t t t
t
Z I G LK f I

        (2.25) 
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2.3 Erweiterungen zur Generierung von Robustheit 
Aufgrund der vorliegenden unvollständigen Informationsbasis und des verbreiteten 
risikoaversen Verhaltens des Entscheidungsträgers stellt das Generieren robuster 
Pläne eine relevante wirkungsbezogene Maßnahme zur Handhabung von externen 
Unsicherheiten dar. Hier wird insbesondere auf die Nachfrage- und Rückflussunsi-
cherheiten eingegangen, da ihre Vernetzung die Problemkomplexität der Kapazitäts-
dimensionierung in einer CLSC maßgeblich erhöht. Planungsrobustheit eines mehr-
stufigen dynamischen Planungsprozesses unter Unsicherheit liegt vor, wenn die zu 
früheren Zeitpunkten generierten Pläne nachträglich nur in geringem Ausmaß ange-
passt werden müssen, um unter der in der Zwischenzeit eingetretenen Situation zu-
mindest akzeptable Ergebnisse erreichen zu können1). Welches Ausmaß der Anpas-
sung als gering einzustufen ist und welche Ergebnisse noch akzeptabel sind, kann 
nicht allgemeingültig begründet werden, sondern ist durch den Entscheidungsträger 
problem- und situationsspezifisch festzulegen. Die beiden Ansatzpunkte zur Generie-
rung von Robustheit, d.h.  
- die Berücksichtigung der für das zu planende System bestehenden Handlungs-
möglichkeiten durch Eventualpläne und 
- die Einplanung von zeitlichen und mengenmäßigen Puffern 
sind im vorliegenden Kontext für die Gestaltung von Kapazität zu konkretisieren2). 
Während die beiden ersten Erweiterungen Maßnahmen beschreiben, die zur Vermei-
dung oder zur Verminderung der Unsicherheiten ermöglicht werden, beschäftigt sich 
die dritte Erweiterung mit der Frage, wie sukzessive Informationszugänge im Pla-
nungsablauf Berücksichtigung finden. Das bedeutet, dass nach der Realisierung eines 
                                                 
 
1) Vgl. Kimms (1998), S. 355 ff.; Sridharan/Berry/Udayabhanu (1988), S. 147 ff. Zu ei-
nem Überblick über das Spektrum möglicher Robustheitskriterien vgl. Scholl (2001), 
S. 98 ff. 
2) Vgl. Grubbström/Olhager (1997), S. 74 f.; Herroelen/Leus (2004), S. 1603 ff.; Puja-
wan/Smart (2012), S. 2253 f. 
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möglichen Szenarios der unsicheren Parameter die neuen Informationen als Pla-
nungsgrundlage für den weiteren Verlauf eingebaut werden.  
2.3.1 Berücksichtigung zusätzlicher Handlungsoptionen 
Zusätzlich zur Bestimmung der quantitativen Kapazität wird in einer ersten Erweite-
rung die Möglichkeit einbezogen, dass Entscheidungen über die qualitative (variatio-
nale) Kapazität zu treffen sind. Dabei wird davon ausgegangen, dass jeder Potential-
faktor durch sein Spektrum an Einsatzmöglichkeiten definiert ist. Potentialfaktoren, 
die mehrere Tätigkeits- oder Werkverrichtungsarten ausrichten können, werden als 
flexible Ressourcen, hybride Anlagen bzw. Mehrzweckaggregate bezeichnet1). Kön-
nen sie hingegen nur eine Verrichtungsart ausführen, werden sie starre Ressource 
genannt. Flexible Ressourcen erhöhen die Flexibilität2) einer Unternehmung, die an-
hand der Anzahl der möglichen Handlungsoptionen gemessen werden kann3). Als 
größtes Potential der Mehrzweckaggregate zur Handhabung der Unsicherheiten wird 
in diesem Beitrag die Bestandsflexibilität gesehen, die die Möglichkeit eines vorhan-
denen Produktionssystems beschreibt, sich an aktuelle Veränderungen anzupassen4). 
Die zusätzlichen Handlungsoptionen können die Ausbreitung von Störungen (Unsi-
cherheiten) in der CLSC einschränken5) und somit die Planungsrobustheit erhöhen. 
Jedoch ist die Anschaffung von Mehrzweckaggregaten im Vergleich zu Spezialgerä-
                                                 
 
1) Vgl. Corsten/Gössinger (2012), S. 15. 
2) Allgemein wird Flexibilität als Möglichkeit unvorhersehbare Änderungen (z.B. Nach-
frageschwankungen) zu bewältigen, definiert. Vgl. Bengtsson/Olhager (2002), S. 13 f.; 
Schneeweiss/Schneider (1999), S. 98 f. 
3) Vgl. Bengtsson/Olhager (2002), S. 14; Grubström/Olhager (1997), S. 77; Mandel-
baum/Buzacott (1990), S. 17 ff.  
4) Viele Autoren sprechen im Kontext des Einsatzes von flexiblen Ressourcen auch von 
einer Produktionsflexibilität (z.B. Boyabatli/Toktay (2011), S. 2163 ff., Kouvelis/Tian 
(2014), S. 861 ff.) oder einer „product mix flexibility“ (z.B. Bengtsson/Olhager (2002), 
S. 13 ff.; Chen/Li/Tirupati (2002), S. 781 ff.). Ein Überblick über verschiedene Flexibi-
litätsarten ist bei Bengtsson/Olhager (2002), S. 14 ff. zu finden. 
5) Vgl. Fine/Freund (1990), S. 449. Weitere Gründe des Einsatzes von flexiblen Ressour-
cen sind: schnelle Einführung neuer Produktmodelle, Reduzierung des Erfordernisses 
von Zwischenlagerbeständen und Erhöhung des Produktumfangs um Marktanteile der 
Konkurrenten zu erschließen.  
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ten mit höheren Investitionskosten verbunden1). In vorwärts gerichteten SCs werden 
als Einflussfaktoren dieser Entscheidungen drei wichtige Aspekte genannt: der Preis 
(bzw. Deckungsbeitrag), die Investitionskosten sowie die multivariate unsichere Ka-
pazitätsnachfrage2). Im Mehrproduktfall kann die Kapazitätsnachfrage der angebote-
nen Produkte miteinander korrelieren und die Planung aufgrund der Unsicherheit der 
Produktnachfrage erschwert werden. In Rahmen von CLSCs werden die Einflussfak-
toren aufgrund der Vernetzung der Güterflüsse um folgende Faktoren ergänzt: die 
funktionale Beziehung zwischen Gütererstellungs- und Güterrückflussmengen (z.B. 
Substituierbarkeit) und deren Kapazitätsbedarf (Leistungs- und Ressourceninterde-
pendenzen), die Korrelationen zwischen Güterrückflussmengen und Nachfragemen-
gen (Marktinterdependenzen) sowie die Unsicherheiten der Güterrückflussmengen. 
Insbesondere stellt sich in CLSCs die Frage, ob in Anlagen investiert werden soll, die 
sowohl in Prozessen der vorwärts- als auch rückwärtsgerichteten Güterflüsse ein-
setzbar sind (z.B. Montage und Demontage). Durch diese flexibilitätsorientierte Aus-
stattung wird versucht aktiv auf die Auswirkungen der Unsicherheiten zu reagieren. 
Die Grundmodelle des Güterflusses und der Kapazitätsanpassung werden um die 
Entscheidungsmöglichkeit bzgl. der qualitativen Kapazität erweitert. Dies hat zur 
Folge, dass zusätzliche Entscheidungsfragen, Entscheidungsvariablen und Beschrän-
kungen ergänzt werden müssen.  
Um die Flexibilität der einzelnen Potentialfaktoren berücksichtigen zu können, wer-
den die Potentialfaktoren im Modell direkt adressiert. Bislang wurde der Kapazitäts-
bestand durch die für die Transformationen benötigten Prozesse pro Zeiteinheit ab-
gebildet. Die geeignete Hilfsgröße zur Abbildung der Flexibilität von hybriden Anla-
gen ist ihre zeitliche Verfügbarkeit (Zeitfonds). Dadurch wird im Güterflussmodell 
der zusätzlichen Entscheidungsfrage über die Allokation der Zeitfonds der Potential-
faktoren  0t K H CZ  auf die benötigten Kapazitätsarten nachgegangen. 
                                                 
 
1) Vgl. Chen/Li/Tirupati (2002), S. 782; Chod/Zhou (2014), S. 709; Van Mieghem (1998), 
S. 1071. 
2) Vgl. Van Mieghem (1998), S. 1071. 
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Es liegt folgende Informationsbasis vor: Die Kapazitätsnachfragematrix  K I  
erfasst, wie viel Kapazität der Art k   1,...,k K  ein einmaliger Vollzug des Pro-
zesses i  beansprucht. Die periodenbezogene Gesamtkapazität (Zeitfonds) 
 0 1Ht H F  der Potentialfaktoren h   1,...,h H  kann zur Erfüllung von Ka-
pazitätsnachfragen der Art k   1,...,k K  herangezogen werden. Die binäre Eig-
nungsmatrix  K HCA    . 0,1k hca   gibt deshalb an, welche Arten der Kapazi-
tätsnachfrage aufgrund der technologischen Gegebenheiten von den einzelnen Poten-
tialfaktoren grundsätzlich bedient werden können. Jeder Potentialfaktor ist für min-
destens eine Kapazitätsart relevant, und jede Kapazitätsart wird durch mindestens ei-
nen Potentialfaktor bedient: 
.
1
1
K
k h
k
ca

  h  (2.26) 
.
1
1
H
k h
h
ca

  k  (2.27) 
Je größer die Spaltensumme für einen Potentialfaktor in dieser Matrix ist, umso fle-
xibler ist dieser für unterschiedliche Leistungsarten einsetzbar1). 
Die Entscheidungsvariable  0 CZt K H  beschreibt die Allokationsmatrix der 
Zeitfonds der Potentialfaktoren h  auf die benötigten Kapazitätsarten k . Die zusätz-
liche Entscheidungsvariable unterliegt folgenden Schranken: Die Nachfrage   t  
wird vom Kapazitätsangebot ( )D ADt H  beschränkt. Der Vektor  HAD  be-
schreibt einen Additionsvektor  1,...,1 TR H , der eine Bestimmung des Angebotes 
je Kapazitätsart k  ermöglicht. Damit wird die Formel (2.2) als Schnittstelle von Gü-
terfluss- und Kapazitätsdimensionierungsmodell ersetzt (2.2‘a, 2.2‘b): 
   D AD  t t H  t  (2.2‘a) 
Die Matrix   t K HD  gibt die Mengenzuordnung des Zeitfonds zu den Kapa-
zitätsarten an:  
                                                 
 
1) So berücksichtigen z.B. Lee et al. (2007), S. 20 ff., in ihrem Network-design-Modell 
hybride Anlagen, die Güterhin- und -rückflüsse zu transformieren vermögen. 
  63
  D CA CZt t  t  (2.2‘b) 
Aufgrund des robustheitsorientierten Planungsverhaltens ist eine Überbuchung der 
Zeitfonds dabei nicht zulässig; Unterauslastung ist hingegen erlaubt. 
Im Rahmen der Kapazitätsanpassung wird festgelegt, in welcher Periode t  des Pla-
nungszeitraumes die einzelnen Potentialfaktoren h  in welchem Umfang 
 1 Ht 0 HF +  (Zeitfonds) verfügbar sind.  
Die Entscheidungsfragen bzgl. der Zeitfonds werden durch die im Zeitablauf entwi-
ckelten (Des-) Investitionsentscheidungen über die Expansion  0 1 Ht Hce  oder 
Kontraktion  0 1 Ht Hck  des Potentialfaktorbestandes beantwortet. Zwischen 
der (Des-) Investitionsentscheidung und ihrer Umsetzung liegt eine unsichere Zeit-
spanne. Die Parameter ˆ.h lqe  und ˆ.h lqk  mit 
ˆ
ˆ.
ˆ 1
1

L h l
l
qe  und 
ˆ
ˆ.
ˆ 1
1

L h l
l
qk  h  (2.12‘) 
geben die Wahrscheinlichkeit dafür an, dass die in einer Periode beschlossene An-
passung am Potentialfaktor h  nach lˆ  Perioden wirksam ist. Die Anpassung der 
Verfügbarkeit von Potentialfaktoren erfordert unabhängig von ihrem Ausmaß tce  
und tck  Vorbereitungsmaßnahmen Ht 0YE +  bzw. Ht 0YK + . 
Es ergeben sich folgende Entscheidungsschranken im Rahmen des Kapazitätsanpas-
sungsmodells:  
Die Kapazitätsnachfrage    TR *D ADt K  (Additionsvektor 1,...,1 TR K ) aus 
dem Güterflussmodell wird durch die Zeitfonds beschränkt: 
   TRt tK D AD F  t  (2.28) 
Der Zeitfonds eines Potentialfaktors in einer Periode ergibt sich aus dessen Zeitfonds 
in der Vorperiode und den in der aktuellen Periode realisierten Anpassungen. Er 
kann zu keinem Zeitpunkt negativ werden und wird aus Nachhaltigkeitsgründen nur 
innerhalb des Planungshorizonts aufrechterhalten. Bedingungen (2.13), (2.14) und 
(2.15) werden wie folgt ersetzt: 
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 ˆ ˆ ˆ ˆ ˆ
ˆ=
-1
1
    Lh.t h t h t l h l h t l h l
l
F F ce qe ck qk. . - . . - .  
ˆ, - 0 h t l  (2.13‘) 
0Ft  ,...,0 t T  (2.14‘) 
0tF  t T   (2.15‘) 
Liquidationserlöse werden in Höhe des Restwertes der abgebauten Kapazität erwar-
tet. Bei der Berechnung werden die prognostizierten periodenbezogenen Absatzprei-
se .h tlk  pro Kapazitätseinheit berücksichtigt: 
 ˆ ˆ ˆ. . .
ˆ1 1
 
      
 I Lt h t h t l h l
i l
LK lk ck qk  ,...,1 t T  (2.23‘) 
2.3.2 Berücksichtigung von Unsicherheit 
Die Kapazitätsdimensionierung in CLSCs unterliegt im Zeitablauf unterschiedlichen 
gesetzlichen, ökologischen, ökonomischen, und sozialen Einflüssen, die interne und 
externe Unsicherheiten bedingen können. Je größer das Ausmaß dieser Einflüsse ist, 
umso unzuverlässiger sind Planungen, die von einer deterministischen Umweltsitua-
tion ausgehen. Eine weitere Maßnahme zur Erhöhung der Planungsrobustheit ist des-
halb die Berücksichtigung bestehender Unsicherheiten in der Planung. Die bisheri-
gen Grundmodelle können als deterministische Ersatzwertmodelle1) bezeichnet wer-
den, in denen eine Abschätzung der unsicheren Parameter durch Prognosewerte (Er-
wartungswerte) erfolgt. Ansätze der stochastischen Optimierung ermöglichen dar-
über hinaus, durch eine unsicherheitsadäquate Festlegung der quantitativen Kapazität 
oberhalb des Erwartungswertes der Kapazitätsnachfrage, die Ausbreitung von Unsi-
cherheit entlang der Wirkungskette von CLSC einzuschränken. In Unterunterab-
schnitt 2.3.2.1 werden relevante Annahmen zu einer unvollständigen Informationsba-
sis begründet. Darauf aufbauend, und mit Berücksichtigung des risikoaversen Ent-
scheidungsverhaltens, ergeben sich Auswirkungen für die Auswahl geeigneter An-
sätze der stochastischen Optimierung und deren Umsetzung. In Unterunterabschnitt 
                                                 
 
1) Vgl. z.B. Scholl (2001), S. 73 ff.; Winter (2011), S. 191. 
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2.3.2.2 wird der ausgewählte Ansatz des zweistufigen Kompensationsmodells auf das 
vorliegende Planungsproblem angewendet. 
2.3.2.1 Annahmen 
Im Folgenden wird von einem unvollständigen Informationsstand (Entscheidung un-
ter Risiko) ausgegangen, der in der Planung Berücksichtigung finden soll. Im Rah-
men der Kapazitätsdimensionierung ergibt sich der erforderliche Kapazitätsbedarf 
durch den Gebrauch der relevanten Kapazitätseinheiten, die zur Bewältigung des 
Produkt- und Rückflussgüterprogramms benötigt werden. Damit fällt der Prognose 
der perspektivischen Produktnachfrage und des Güterrückflusses eine große Bedeu-
tung zu1), der im vorliegenden Ansatz durch eine integrierte Prognose Rechnung ge-
tragen wird. Aufgrund der möglichen Nachfrageschwankungen des Neuproduktes 
und der zeitlichen, mengenmäßigen und qualitativen Unsicherheiten bzgl. des Rück-
flusses steht die Vernetzung dieser beiden Größen im Folgenden im Fokus der Be-
trachtung. Die Relevanz der Prognose der beiden Größen wird durch die Rahmenbe-
dingungen der unterschiedlichen Planungssituationen I-IV (u. U. vollständige Nach-
frageerfüllung, vollständige Rücknahmebedingung) verstärkt. Aus diesem Grund 
werden zwei unsichere Parameter in die Modellierung aufgenommen, die Produkt-
nachfrage  tME  und die Rückflussmengen  tXR . Bedingt durch ihre Vernetzung füh-
ren diese beiden Parameter zu einer Erhöhung der Planungskomplexität der Kapazi-
tätsdimensionierung in CLSCs. Abhängig von der vorliegenden Planungssituation 
werden die Produktnachfrage und der Güterrückfluss entweder innerhalb oder außer-
halb des Modells prognostiziert. Die Güterrückflussmengen sind durch eine funktio-
nale Beziehung ( )g   zwischen vergangenen und aktuellen Absatzmengen, Rück-
flussmengen und weiteren Einflussfaktoren beschrieben (siehe Nebenbedingung 
(2.3) des Güterflussmodells). Aufgrund der funktionalen Abhängigkeit von den Ab-
satzmengen sind die Rückflussmengen keine Parameter im engsten Sinne, sondern 
eine von Entscheidungsvariablen und Umweltbedingungen abhängige Größe. Es 
                                                 
 
1) Vgl. Slack/Chambers/Johnston (2007), S. 325 ff. Die Autoren erklären die Wichtigkeit 
einer akkuraten Nachfrageprognose im Rahmen der Kapazitätsdimensionierung. 
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wird davon ausgegangen, dass deren funktionale Definition durch unsichere Parame-
ter charakterisiert ist. Im Weiteren werden die Nachfrage und die Rückflussmengen 
als Zufallsvariablen bezeichnet, die verschiedene Realisationswerte je nach auftre-
tender Umweltbedingung annehmen können. Die Rückflussmenge wird als diskret 
bezeichnet, weil die realisierten Mengen endlich sind. Die Rückflussmengen sind 
nämlich eine Teilmenge der bisherigen Absatzmengen. Die unsicheren Parameter 
werden in dem Vektor s  zusammengefasst. Es wird angenommen, dass die unsiche-
ren Parameter durch eine diskrete Wahrscheinlichkeitsverteilung mit einer finiten 
Anzahl von Realisationswerten (Szenarien ( 1,...,s S )) hinreichend genau erfasst 
werden können. Für die zugehörigen Eintrittswahrscheinlichkeiten sp  gilt
1): 
 s sp P    ,...,1 s S  
mit 
1
1

S s
s
p  und 0sp  ,...,1 s S  
Daraus ergeben sich die folgenden szenarienabhängigen Zufallsvariablen: 
-  . .,...,1 TRs st J tME ME : Zufallsvariable der Absatzhöchstmengen für jede Güterart j  
in Periode t  in Szenario s  
-  1. .,..., TRs st J tXR XR : Zufallsvariable der Güterrückflussmengen für jede Güterart j  
in Periode t  in Szenario s  
Ist die Datenbasis ausreichend, um Annahmen der unsicheren Parameter verschiede-
nen äquidistanten Zeitpunkten zuzuordnen, dann ist die Modellierung von Unsicher-
heiten mittels Szenarien eine sinnvolle Methode, um Abhängigkeiten zwischen Pa-
rametern im Zeitablauf zu identifizieren und darzustellen2). Somit eignen sich diskre-
te Szenarien besser zur Abbildung von grundsätzlich langfristigen Entwicklungen als 
kontinuierliche Verteilungen. Ein weiterer Vorteil ist, dass die Eintrittswahrschein-
lichkeit eines Szenarios durch die Anzahl vorliegender Ausprägungen ermittelt wer-
                                                 
 
1) Vgl. Di Domenica et al. (2007), S. 2204 ff. 
2) Vgl. Mukhopadhyay/Ma (2009), S. 5 ff. Die Autoren heben die Notwendigkeit einer 
Szenario-basierten Analyse in Remanufacturing-Systemen hervor. 
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den können. Bei kontinuierlichen Verteilungen werden die Wahrscheinlichkeiten un-
ter Berücksichtigung statistischer Korrelationskonzepte bestimmt.1) 
Zur Generierung der Szenarien gelangen zwei generelle Verfahrensweisen zum Ein-
satz: die Generierung von Datentrajektorien auf Grundlage ausgewählter Modelle 
oder die Diskretisierung der Verteilungen durch Approximation statistischer Charak-
teristika (siehe Kapitel 3). 
Aus Sichtweise der robusten Planung sind an die Generierung von Szenarien Anfor-
derungen gestellt2): 
- Berücksichtigung aller Einflussfaktoren: Aufgrund der Risikoscheue müssen alle 
Einflussfaktoren und Risiken identifiziert und ihre Relevanz beurteilt werden. Bei 
der Szenariogenerierung wird angenommen, dass die Zufallsvariablen (unsichere 
Variablen) von zwei Faktoren bestimmt werden. Der erste Faktor ist die systema-
tische Unsicherheit, die z.B. anhand von Zeitreihenanalysen und/oder Experten-
erwartungen ein prognostizierbarer Faktor ist (z.B. Trend oder saisonale Schwan-
kungen). Der zweite Faktor beschreibt unsystematische Unsicherheiten, die zufäl-
lige Schwankungen widerspiegeln. 
- Berücksichtigung einer beschränkten Anzahl von Szenarien: Es sollen eindeutige 
Entwicklungen in den Szenarien erkennbar sein. Der Aufwand ein stochastisches 
Modell zu lösen, steigt mit der Anzahl der Perioden und Szenarien. Zur Erhöhung 
der Lösungsqualität und des Rechenaufwands empfiehlt sich eine Szenarioaggre-
gation (Verdichtung der Informationen) bzw. Szenarioreduktion3). Im ersten Fall 
können situationsabhängig verschiedene Methoden, wie Klassifikations- bzw. 
Clusterverfahren Anwendung finden4). Ein einfaches Verfahren für die Szenario-
reduktion ist, dass nur die Szenarien Berücksichtigung finden, die eine Min-
desteintrittswahrscheinlichkeit aufweisen. 
- Anwendbarkeit der Szenariengenerierung: Die Methode muss aus Sicht des Auf-
wandes (Informationsbeschaffung und Rechenaufwand) realisierbar sein. Die 
                                                 
 
1) Vgl. Scholl (2001), S. 206 f. 
2) Vgl. Kouvelis/Yu (1997), S. 344 ff.; Scholl (2001), S. 213 ff. 
3) Zu Überblicksdarstellungen vgl. Chun/Robinson (1995), S. 39 ff.; Kall/Wallace (1994), 
S. 129 ff.; Rockafellar/Wets (1991), S. 119 ff. 
4) Vgl. Ambrosi (1978), S. 79 ff.; Dupacova/Gröwe-Kuska/Römisch (2003), S. 493 ff.; 
Martino/Chen (1978), S. 61 ff.; Mißler-Behr (1993), S. 121 ff.; Opitz (1980), S. 65 ff.; 
Rockafellar/Wets (1991), S. 119 ff. 
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Aufstellung sowie die Auswirkungen müssen für den Entscheidungsträger dabei 
transparent sein. 
Im Folgenden wird angenommen, dass Informationen über die unsicheren Parameter 
als Szenarien darstellbar sind. Das bedeutet, dass ausreichend verfügbare Vergan-
genheitsdaten vorhanden sind oder hinreichend genaue Einschätzungen aufgrund Ex-
pertenwissen und/oder ähnlichen Produkten möglich sind. Die Modelle der stochasti-
schen1) und robusten2) Optimierung bieten die Möglichkeit unsichere Umweltzustän-
de anhand von Szenarien in der Entscheidungsfindung zu berücksichtigen3). Die Ana-
lyse der Ansätze zeigt, dass die robuste Optimierung keine grundsätzlich neue Pla-
nungskonzeption ist. Vielmehr werden spezielle Anforderungen an die Planung ge-
stellt, die sich in zu erfüllenden Robustheitskriterien (Optimalitäts- und/oder Zuver-
lässigkeitsrobustheit) widerspiegeln4).  
Im Hinblick auf die Planungsrobustheit und das risikoaverse Planungsverhalten steht 
mit dem stochastischen Kompensationsmodell5) eine geeignete Modellierungstechnik 
zur Verfügung6). Das Modell setzt an einer zweistufigen Modellstruktur an: Die Pla-
nungsrobustheit kann durch die Festlegung der Variablen, die szenariounabhängig 
(„first-stage“) oder -abhängig („second-stage“) sind, beeinflusst werden, wobei eine 
                                                 
 
1) Ansätze der stochastischen Optimierung sind der Chance-Constrained-Ansatz, das Fat-
Solution-Modell (Spezialfall des Chance-Constrained-Ansatzes) und das Kompensati-
onsmodell. Für Erläuterungen dieser Ansätze siehe Birge/Louveaux (2003), S. 103 ff.; 
Charnes/Cooper (1959), S. 73 ff.; Kall/Wallace (1994), S. 8 f. und S. 41 ff.; Rus-
zczynski/Shapiro (2003), S. 1 ff.; Sahinidis (2004), S. 974.; Scholl (2011), S. 73 ff. 
2) Die zwei grundlegenden verschiedenen Modellierungsansätze der robusten Optimierung 
sind von Mulvey et al. und von Kouvelis et al. Siehe für detaillierte Erläuterungen: Bey-
er/Sendhoff (2007), S. 3199 f.; Kouvelis/Kurawarwala/Gutiérrez (1992), S. 287 ff. Kou-
velis/Yu (1997), S. 1 ff.; Malcolm/Zenios (1994), S. 1041 ff.; Mulvey/Vanderbei/Zenios 
(1995), S. 264 ff., Sahinidis (2004), S. 973; Scholl (2001), S. 174 ff. 
3) Vgl. Zeballos/Méndez/Barbosa-Povoa (2016), S. 6236, die von einer Unvermeidbarkeit 
der Anwendung von „Stochastic Programming“-Ansätzen bei dem Design und der Pla-
nung von CLSCs reden. 
4) Vgl. Kouvelis/Yu (1997), S. 11 f. 
5) Vgl. z.B. Birge/Louveaux (2011), S. 59 ff.; Klein/Scholl (2011), S. 186 f.; Ruszczyns-
ki/Shapiro (2003), S. 12; Sahinidis (2004), S. 972. 
6) Der Ansatz des Chance-Constrained-Modells wird aus robustheitsbegründeter Sicht 
nicht weiter verfolgt, weil in diesem Ansatz keine Handlungsalternativen berücksichtigt 
werden, mit denen auf Verletzungen von Nebenbedingungen bzw. auf unsichere Um-
weltzustände reagiert werden kann. Vgl. Scholl (2001), S. 205 ff. 
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Erhöhung der Anzahl der „first-stage“-Variablen die Planungsrobustheit tendenziell 
erhöht. Durch die Modellierung von Kompensationsmaßnahmen („second-stage“-
Variablen) wird die Realisierbarkeit des Planes miteinbezogen. Eine Erhöhung der 
„first-stage“-Variablen kann aber nur geschehen, wenn sicher ist, dass operative 
Maßnahmen bzw. Handlungsmöglichkeiten bestehen, die alle als möglichst erachte-
ten zukünftigen Ereignisse der Realisationen der Zufallsvariablen in der Realität 
kompensieren. Ansonsten ist die Durchführbarkeit des Planes gefährdet. Durch die 
Festlegung des Zielkriteriums z.B. der Erwartung oder des  ,  -Kriteriums kann 
die Planungsrobustheit gefördert werden, indem alle im Modell möglichen Umwelt-
zustände berücksichtigt werden. 
2.3.2.2 Zweistufiges Kompensationsmodell 
Die Aufgabe des Kompensationsmodells besteht darin, operative Eventualpläne für 
unterschiedliche mögliche Umweltsituationen (dargestellt durch die Szenarien 
1s ,...,S ) unter der Annahme von festen Kapazitätsentscheidungen zu ermitteln. 
Aufgrund der bereits vorliegenden Einteilung der Entscheidungsvariablen in takti-
sche und operative Variablen sowie der Strukturierung des Modells in ein Güter- und 
Kapazitätsanpassungsmodell, können die taktischen (operativen) Entscheidungsvari-
ablen unmittelbar als szenariounabhängige (szenarioabhängige) Variablen modelliert 
werden. 
Die Aufgabe des Güterflussmodells ist es, die Kompensationsmaßnahmen bezüglich 
der zu realisierenden Kapazitätsentscheidungen auf taktischer Ebene zu ermitteln. Es 
wird von einer vollständigen Kompensation ausgegangen. Das heißt, dass alle Ver-
letzungen von Nebenbedingungen durch die gegebenen Handlungsalternativen (Be-
schaffung, Transformation, Lagerung, Sammlung und Entsorgung) aufgefangen wer-
den. Die Informationsbasis ändert sich nicht. Der unvollständigen Informationsbasis 
wird durch die Modellierung möglicher Realisationen der Zufallsvariablen als Szena-
rien im Kompensationsmodell Rechnung getragen. 
Die im Grundmodell formulierte Entscheidungsfrage des Güterflussmodells wird 
durch die operativen szenarioabhängigen Transformationsentscheidungen Prozessni-
veau  0 1 s It I , Beschaffungsmengen  0 1 XI s Jt J , Lagerbestandsverän-
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derungen XLst , Absatzmengen XE
s
t  und Rücknahmemengen XN
s
t  beantwortet. 
Diese werden als „second-stage“-Variablen modelliert, denen nach dem Eintreten 
von unsicheren Ereignissen Werte zugewiesen werden. Damit ist es möglich, nach-
träglich im Kapazitätsanpassungsmodell z.B. durch Schwankungen der Nachfrage- 
oder Rückflussmengen eingetretene Restriktionsverletzungen zu kompensieren. 
Durch diese Umformulierung der Entscheidungsvariablen ändern sich die Restriktio-
nen des Güterflussmodells (2.2)-(2.11) ebenfalls in szenarioabhängige Nebenbedin-
gungen, wodurch sich die Anzahl der einzelnen Restriktionen um die Anzahl der 
Szenarien erhöht. Zudem werden Parameter, die sich durch die Definition der Ent-
scheidungsvariablen ergeben, ebenfalls szenarioabhängig. Dies gilt für den Güter-
flussvektor  1 XFs Jt J  des gesamten Transformationssystems in Periode t  
 U XFs st t  ,s t  (2.1‘) 
und den Lagerbestand  
1 1  L XL Ls s st t t . ,s t  (2.8‘) 
Das komplette Ausmaß der unsicheren Absatzhöchstmenge und Rückflussmenge ist 
an den laufenden und unsicheren Einzahlungsüberschüssen stG  erkennbar. Die Ein-
zahlungsüberschüsse stG  ergeben sich aus der Bewertung der Beschaffungs-, Rück-
fluss-, Transformations-, Lagerungs- und Absatzmengen mit den entsprechenden 
Preisen: 
          PI XI PR XN PT PL L PE XEs s s s s st t t t t tG   1, ..., t T  (2.11‘) 
Im Kapazitätsanpassungsmodell wird der zu realisierende Kapazitätsplan unter Be-
rücksichtigung der Unsicherheiten ermittelt. Die taktischen Entscheidungen tce  und 
ckt  werden durch „first-stage“-Variablen erfasst, deren Werte vor der Realisation 
der unsicheren Parameter zu bestimmen sind. Für die Beschränkungen des Kapazi-
tätsanpassungsmodells ergeben sich dabei zwei Änderungen. Bedingt durch die unsi-
cheren Werte der Absatzhöchstmenge und der Rückflussmenge sind die laufenden 
Einzahlungsüberschüsse stG  unsicher. Das Finanzierungsgleichgewicht ergibt sich 
zu:  
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   st t tI G LK W  ,...,1 t T  (2.24‘) 
Auf dieser Grundlage wird das Ziel der Maximierung des erwarteten Barwertes ent-
scheidungsrelevanter Zahlungen im Kapazitätsanpassungsmodell formuliert. Die un-
sicheren Einzahlungsüberschüsse werden für eine repräsentative Stichprobe von S  
Szenarien erfasst, die sich im Hinblick auf die Realisationswerte von Absatzhöchst-
menge und Rückflussmenge unterscheiden und mit den Eintrittswahrscheinlichkeiten 
sp  verbunden sind. Unter Berücksichtigung des Diskontierungsfaktors f  lautet die 
Zielfunktion Z  dann: 
  0
1 1
max
T S
s -t
t t s t
t s
Z -I LK p G f - I
 
       +  (2.25‘) 
2.3.3 Berücksichtigung sukzessiver Informationszugänge 
Im Rahmen der Kapazitätsdimensionierung werden Des- bzw. Investitionsentschei-
dungen in einem mittelfristigen Planungshorizont getroffen. Aufgrund des Planungs-
verhaltens sowie der Auswirkungen der taktischen Ausstattungsentscheidungen der 
Kapazitätsdimensionierung auf das Absatz- und Rückflussgüterprogramm bestehen 
zeitlich-vertikale Interdependenzen. Die Informationen (Prognosen) werden mit zu-
nehmender Planreichweite immer unsicherer und unzuverlässiger1), so dass vorhan-
dene Prognosen vielleicht überarbeitet oder aktualisiert werden müssen2). Somit wird 
versucht, die Prognosegüte durch Aktualisierung der Informationen zu verbessern, 
damit Fehleinschätzungen bzw. Prognosefehler frühzeitig korrigiert werden können3). 
Zudem kann es sein, dass sogar das Ende des Gesamtplanungszeitraumes T  nicht 
absehbar ist. Auch in diesen Fällen ist es hilfreich den Planungshorizont künstlich zu 
schließen. Zum einen sind Umweltzustände mit langem Abstand zum Planungszeit-
punkt mit höherer Unsicherheit behaftet und der Planungshorizont sollte die Perioden 
umfassen, in denen die Zustände ausreichend prognostizierbar sind und zum anderen 
                                                 
 
1) Vgl. Chand/Hsu/Sethi (2002), S. 25. 
2) Vgl. Sethi/Sorger (1991), S. 387 und 389. 
3) Vgl. Steven (1994), S. 55 ff. 
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sind Informationen über die Zukunft nur in begrenztem Maß vorhanden1). Im Rah-
men der Kapazitätsdimensionierung besteht aufgrund der Tragweite der Entschei-
dungen den Planungshorizont dem (prognostizierten) erweiterten Lebenszyklus der 
Produkte anzupassen. Mit einem „langen“ Planungshorizont ist es möglich, die zeit-
lichen Interdependenzen zwischen originären Produkten und den Güterrückflüssen in 
der Entscheidungsfindung zu berücksichtigen. Dadurch wird eine höhere Entschei-
dungssicherheit gewährleistet2). Aus diesem Grund besteht die Notwendigkeit die im 
Zeitablauf (unerwartet) auftretenden Veränderungen bzgl. der unsicheren Umweltsi-
tuationen mit Hilfe eines Planungsinstruments in der Planung zu berücksichtigen. Ein 
häufig in der Praxis angewendetes Mittel ist die rollierende Planung3). Eine rollie-
rende Planung ist dadurch charakterisiert, dass die Entscheidungen der ersten A Pe-
rioden (Planungsperiode n ) eines definierten Planungshorizontes verbindlich festge-
legt werden. Alle übrigen Entscheidungen bis zum Ende des Planungshorizonts ha-
ben einen vorläufigen Charakter. Nach einer fest definierten Anzahl von Perioden 
(Planabstand), wird neu geplant und der Planungshorizont um die Anzahl der Perio-
den verschoben4) (siehe Abbildung 2.3). In der Abbildung gilt 1T T . Die Länge des 
Planungshorizontes kann nach jeder Planungsstufe geändert werden. 
                                                 
 
1) Vgl. Baker (1977), S. 19 f. 
2) Vgl. Steven (1994), S. 57. 
3) Vgl. Heisig/Fleischmann (2001), S. 25 f. 
4) Vgl. Chand/Hsu/Sethi (2002), S. 27; Stadtler (1988), S. 56 ff. 
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Abbildung 2.3: Rollierende Planung 
Das Konzept der rollierenden Planung wird im Folgenden auf das vorliegende Pla-
nungsproblem angewendet und modifiziert: Aus Gründen der Nachhaltigkeit wird für 
die Planung das Entscheidungsfeld künstlich geschlossen  T  . Da es sich bei 
den Kapazitätsanpassungen um taktische Entscheidungen handelt und die mittelfris-
tigen Entwicklungen des Neuproduktes relevant für die Entscheidungen im Rahmen 
der Investitionsplanung sind, ist es relevant den Gesamtplanungszeitraum auf jeder 
Stufe in Betracht zu setzen. Der Gesamtplanungszeitraum ist von der jeweiligen Pla-
nungssituation der Unternehmung abhängig. Bei Gewährleistung der vollständigen 
Produktrücknahme (Planungssituation I bzw. II) kann der Planungszeitraum die Län-
ge des erweiterten Produktlebenszyklus umfassen. Unternehmungen können diese 
erweiterte Planung umgehen, indem sie den Rücknahme- und/oder Verwertungspro-
zess an unabhängige Dritte ausgliedern. Das bedeutet, dass bis zum Ende des Ge-
samtplanungszeitraums und nicht für einen vordefinierten Planungshorizont geplant 
wird. Die rollierende Planung unterliegt folgenden Bedingungen: Die Anzahl der 
durchzuführenden Planungsschritte PS  ergibt sich für den Gesamtplanungshorizont 
T  bei einem Planabstand A zu  TPS A . 
Dabei gilt, dass die taktischen Entscheidungen der Kapazitätsanpassung für die Pla-
nungsperiode von A  Perioden umzusetzen sind und die restlichen Werte als vorläu-
Planungshorizont 1
Planungsperiode 2
Planungshorizont 2
Planungsperiode n
…
…
Planungsperiode nPlanungsperiode 1
aktualisierte 
Information
Ausgangs-
information
0 T1
…
A+1
verbindlich
festgelegt
vorläufige Planung
T
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fige Werte angesehen werden, die für die Zukunft eine grobe Orientierung geben 
(siehe Abbildung 2.4). 
 
Abbildung 2.4: Planungsablauf 
Der Initialplan (Planungsschritt 1PS  ) wird nach dem Planabstand von A Perioden 
mit den in der Zwischenzeit realisierten Daten geupdatet (siehe Abbildung 2.4). Da-
raufhin wird im nächsten Planungsschritt ein neuer Plan mit fixiertem und vorläufi-
gem Bereich erstellt. Damit verkürzt sich die Länge des aktuellen Planungshorizon-
tes in jedem Schritt PS   2PS ,...,PS   um A Perioden. Die Reichweite des Pla-
nes in Planungsschritt PS  beträgt also   1T PS A    Perioden und der Planungs-
horizont verläuft von Periode   1 1PS A    bis Periode T . Nach Ablauf der A 
Perioden beginnt der nächste Schritt. Die Planungsschritte werden solange durchge-
führt bis der letzte aufgestellte Plan die Länge von A Perioden hat bzw. der letzte 
Planungsschritt beginnt  PS PS . 
Unter der Berücksichtigung der Kapazitätspläne aus der taktischen Planung, die als 
Vorgabe dienen, sind in der operativen Planung bei aktueller Umweltsituation opera-
tive Anpassungsentscheidungen zu treffen (siehe Abbildung 2.5). 
Initialplan
Planung mit fixiertem und 
vorläufigem Bereich
Update
ja
nein
Start
Stopp
 ?PS PS
: 1PS PS 
: 1PS 
Planung mit fixiertem Bereich
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Abbildung 2.5: Rollierende Kapazitätsdimensionierung 
Für den weiteren Planungsablauf bedeutet dies, dass im nächsten Planungsschritt die 
realisierten Entscheidungen und Umweltzustände als Informationsgrundlage dienen. 
Insbesondere wird bei der Bestimmung der möglichen Realisationen der unsicheren 
Parameter s  (unsichere Nachfrage- und Güterrückflussmengen) die Informations-
basis im Planungsablauf unter Einbeziehung der realisierten und neuen zukünftigen 
Erwartungen aktualisiert. Die unsicheren Absatzhöchstmengen für den nächsten Pla-
nungsschritt ergeben sich aus der Relation von der realisierten Nachfrage tN  
  1t ,..., PS A    und zukünftigen Erwartungen der unsicheren Nachfrage stN  
  1t PS A ,...,T     : 
 s st t tg , ME N N    1s,t PS A ,...,T      (2.29) 
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Auch bei der Bildung der unsicheren Parameter der Güterrückflussmengen fließen 
die realisierten Werte und zukünftigen Erwartungen über Absatzmengen, Rück-
flussmengen und andere Einflussgrößen mit ein: 
   , , , , ,s s ss t t t t t tt g   XR XE YN XR XE YN XR    1s,t PS A ,...,T      (2.30) 
2.4 Zusammenführung der Erweiterungen 
Durch die Zusammenführung der bisherigen Überlegungen lässt sich ein zwei-
stufiges Kompensationsmodell formulieren, das operative Eventualpläne für ver-
schiedene Umweltsituationen (dargestellt durch Szenarien) bestimmt, um fixierte 
Kapazitätspläne (charakterisiert durch quantitative und qualitative Eigenschaften) un-
ter der Berücksichtigung von möglichen Restriktionsverletzungen zu realisieren.  
Im Güterflussmodell werden die operativen Kompensationsmaßnahmen  
( , , 0
s s s J
t t t  +XLXE XI  und 0s It  + ) unter der Berücksichtigung einer unsicheren In-
formationsbasis ( 0
s s J
t t,
ME XR ) ermittelt. 
Mit der Definition des Güterflussvektors 
s s
t t U XF  ,s t  (2.1‘) 
gelten die folgenden für die Kapazitätsnutzung relevanten szenarioabhängigen Ent-
scheidungsschranken: 
- Allokation der Nachfrage: 
 s st t D CA CZ  ,s t  (2.2‘a‘) 
- Kapazitätsnachfrage: 
 s st t H    D AD  ,s t  (2.2‘b‘) 
- Rücknahmebedingung: 
s s
t tXN XR  ,s t  (2.4‘a‘) 
 , , ; ,..., ; ,...,0 1s s s st t l t l t lg l L l L    - - -XR XE YN XR  ,  >- l 0s t  (2.3‘) 
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- Absatz: 
s s
t tXE ME  ,s t  (2.5‘a‘) 
- Beschaffung: 
XI MIst t  ,s t  (2.7‘) 
- Lagerbestand: 
1 1
s s s
t t t  L XL L  ,s t  (2.8‘) 
- Nachhaltigkeit: 
0Lst  , >s t T  (2.9‘) 
- Mengenbilanz: 
1    -XF XN XI L XE Ls s s s s st t t t t t  ,s t  (2.10‘) 
Die erwarteten Einzahlungsüberschüsse stG  werden durch verschiedene Transforma-
tionsentscheidungen und deren Bewertung determiniert.  
         PE XE PI XI PR XN PT PL Ls s s s s st t t t t tG  ,s t  (2.11‘) 
Die Zusammenführung hat für das Kapazitätsanpassungsmodell wenige Verände-
rungen zur Folge. Die Kapazitätspläne werden durch Entscheidungen bzgl. Expansi-
on ( 0
H
t  +ce ,  ,0 1h tye . ) und Kontraktion ( 0Ht  +ck ,  ,0 1h tyk . ) unter der 
Berücksichtigung der unsicheren Nachfrage stD  aus dem Güterflussmodell be-
stimmt. Durch die Schaffung von zusätzlichen Handlungsoptionen auf taktischer 
Ebene ergeben sich folgende Entscheidungsschranken: 
- Kapazitätsnachfrage pro Ressource: 
   st tK TD AD F  ,s t  (2.28‘) 
- Kapazitätsanpassung: 
 ˆ ˆ ˆ ˆ ˆ
ˆ=
1
1
L
h t h t h t l h l h t l h l
l
F F ce qe ck qk    . . - . - . . - .  ˆ, - 0h t l   (2.13‘) 
0tF  t  (2.14‘) 
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 ce YEt tM  ,...0 t T  (2.17‘) 
 ck YKt tM  ,...,0 t T  (2.18‘) 
- Nachhaltigkeit: 
0tF  t T   (2.15‘) 
- Finanzierungsgleichgewicht: 
- st t tI G LK W    ,s t  (2.24‘) 
Die unsichere Nachfrage stD  bewirkt unsichere Einzahlungsüberschüsse 
s
tG , so dass 
die Zielfunktion unter Berücksichtigung der Maximierung des Barwertes wie folgt 
transformiert wird: 
  0
1 1
max - -
T S
s t
t t s t
t s
I LK p G I
 
      
-+ f   (2.25‘) 
Die Investitionsauszahlungen und Liquidationserlöse werden dabei wie folgt ermit-
telt: 
       t t t t tI IE YE IK YK ie ce ik ck  ,...,0 t T  (2.19‘) 
  
= =1 1
   . . - .
H L
t h t h t l h l
h l
LK lk ck qk  ,...1 t T  (2.23‘) 
2.5 Robustheitsmessung 
Aufgrund des risikoaversen Planungsverhaltens der Unternehmung besteht eines der 
Ziele darin, dass Veränderungen der Pläne nur einen geringen Einfluss auf das Pla-
nungsziel haben. Um die negativen Zielauswirkungen der Planungsunsicherheiten 
(Nachfrage- und Rückflussunsicherheit) zu reduzieren, wurden Maßnahmen zur Ge-
nerierung von Robustheit in den Planungsansatz integriert. Im Folgenden werden In-
dikatoren vorgestellt, die ermöglichen, die Eignung des Planungsansatzes zu prüfen, 
sowie das Ausmaß der Wirkungen der einzelnen Maßnahmen, wie Berücksichtigung 
der Unsicherheit und Möglichkeit der Investition in qualitative Kapazität von Poten-
tialfaktoren, auf die Kapazitätspläne (Planungsrobustheit) und auf das monetäre Ziel 
(Ergebnisrobustheit), zu messen. 
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Der Begriff der Planungsrobustheit1) beschreibt die Situation, dass sich vorläufige 
Pläne in einem rollierenden Planungshorizont nach Eintreffen von neuen Informatio-
nen nur in geringem Ausmaß ändern2). Dabei werden die Entscheidungen in einem 
definierten Planabstand (von z.B. A Perioden) als realisierbar (nicht mehr veränder-
bar bzw. fixiert) angesehen, die restlichen Entscheidungen haben hingegen vorläufi-
gen Charakter. Ein Plan wird als vollkommen (total) robust bezeichnet, wenn er sich 
im Planungszeitraum bei Berücksichtigung neuer Informationen nicht ändert3). Pläne 
werden als relativ planungsrobust bezeichnet, wenn das Ausmaß, ihre Erforderlich-
keit und die Auswirkungen auf das Ergebnis gering sind4). 
In dem zugrunde liegenden Modell der Kapazitätsdimensionierung geht es darum, 
die Planänderungen bzgl. der Kapazitätsentscheidungen zu reduzieren. Schon im de-
terministischen Grundmodell wird durch die Berücksichtigung von variablen und fi-
xen Kapazitätsauf- und -abbaukosten ein Ansatz aufgezeigt, um die Kapazitätsent-
scheidungen in der Zielerreichung miteinzubeziehen und eine optimale Abstimmung 
zwischen Kapazitätsangebot und -bedarf zu erzielen. Weitere Maßnahmen werden in 
den Erweiterungen der Grundmodelle zur Ermöglichung zusätzlicher Handlungs-
möglichkeiten und dem Aufbau von zeitlichen und mengenmäßigen Puffern aufge-
zeigt. Im Rahmen der Kapazitätsdimensionierung wirken sich Änderungen der Pläne 
unmittelbar auf die Höhe der Des- bzw. Investitionsentscheidungen in den Vorberei-
tungsmaßnahmen der Potentialfaktoren aus. Sollten Änderungen an den vorläufigen 
Plänen vorgenommen werden, deutet dies auf Prognosefehler in der bisherigen Pla-
nung hin. Solche Fehleinschätzungen bzgl. der Kapazitätspläne können im vorlie-
genden Planungsproblem zu erhöhten operativen Anpassungen führen, wie z.B. zu 
erhöhten Beschaffungs-, Lagerungs-, Sammlungs- und Entsorgungsmengen und ent-
gangenen Erlösen durch fehlende Absatzmengen. Aufgrund der verschiedenen Pla-
                                                 
 
1) In der Literatur besteht keine einheitliche Definition von Planungsrobustheit. Synonyme 
Ausdrücke sind z.B. Planungsstabilität und Systemnervosität. Siehe dazu z.B. vgl. Hei-
sig/Fleischmann (2001), S, 25 ff.; Inderfurth/Jensen (1997), S. 817 ff. 
2) Vgl. Sridharan/Berry/Udayabhanu (1988), S. 149 f. 
3) Vgl. Sridharan/Berry/Udayabhanu (1988), S. 149. 
4) Vgl. Scholl (2001), S. 109. 
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nungssituationen, die durch unterschiedlich starke Rahmenbedingungen geprägt sind, 
können fehleingeschätzte Umweltbedingungen eine unterschiedliche Notwendigkeit 
und damit Bewertung der Planveränderungen bewirken. Während bei zu erfüllender 
vollständiger Nachfrage- und/oder Rücknahmebedingung Änderungen der Pläne auf-
grund von unerwartender Umweltbedingungen Zusatzkosten bewirken können, kön-
nen in den anderen Planungssituationen Planveränderungen aus ökonomischer Sicht 
vorteilhaft sein.  
Die Planungsrobustheit des vorliegenden Problems kann anhand von in der Literatur 
erwähnten Instrumenten gemessen werden. Als geeignete Methode bieten sich Ro-
bustheitsmaße an, bei denen die Planabweichungen je Planungsschritt ermittelt wer-
den1). Damit stehen die mengenmäßigen Anpassungen im Mittelpunkt der Betrach-
tung. Als Messgrundlage werden die Kapazitätspläne, gemessen an den Kapazitäts-
entscheidungen zu Expansion PSh .tce  und Kontraktion 
PS
h .tck  der Potentialfaktoren h  
in jedem Planungsschritt PS  herangezogen. Das Robustheitsmaß ist auf das zugrun-
de gelegte Planungsproblem innerhalb eines rollierenden Planungshorizonts ausge-
legt. Der Kapazitätsplan in Planungsschritt PS  ist durch die Differenz aus Expansi-
on- und Kontraktionsanpassungsentscheidungen determiniert: 
PS PS PS
h.t h.t h.tKA ce ck   PS,h,t  (2.31) 
Die Änderung des Kapazitätsplans zu einem Potentialfaktor h  ergibt sich zwischen 
Planungsschritt 1PS  und PS  als gewichtete absolute Differenz PShKD  der verfüg-
baren Zeitfonds mit den Planwerten des vorherigen Planschritts2): 
   11 1 A
T
PS PS PS
h h.t h.t t
t PS
KD | KA KA |
   
     PS ,h   (2.32) 
mit 
 
1
1t t A
    PS   (2.33) 
                                                 
 
1) Vgl. Kimms (1998), S. 359. 
2) Zu diesen und den weiteren Ausführungen vgl. Kimms (1998), S. 359 ff. 
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A  Anzahl der fixierten Entscheidungen in jedem Planungsschritt, Planabstand 
PS   betrachteter Planungsschritt, ,..., /1 T A PS PS  
h   Potentialfaktor 
t   betrachtete Periode 
t   Gewichtungsfaktor für Planabweichungen in Periode t  
Mit dem Gewichtungsfaktor wird Planänderungen, die nah am Planungszeitpunkt 
liegen, eine höhere Bedeutung zugesprochen, als Entscheidungen, die weiter in der 
Zukunft liegen1). 
Die durchschnittliche Robustheit hRM  zum Plan eines Potentialfaktors für den Ge-
samtplanungszeitraum T  und für alle Messschritte  1PS   ergibt sich damit durch 
folgenden Indikator: 
  
 


1
1 1
2 1
1 1
1
1max 1
T
PS PS
h.t h.t tPS t PS A
h T
PS PS
t h.t
t PS A
| KA KA |
RM
PS| KA |,

   
 
   
            


 h  (2.34) 
Dabei werden in jedem Planungsschritt die gewichteten Planabweichungen mit der 
Gesamtmenge aller Anpassungsentscheidungen des vorherigen Schrittes in Bezug 
gesetzt bzw. normiert. 
Je niedriger die Werte der oben beschriebenen Indikatoren sind, umso robuster ist die 
Planung. 
Um das Ausmaß der einzelnen Maßnahmen auf die Planungsrobustheit ermitteln zu 
können, ist die Anwendung von Sensitivitätsanalysen notwendig. 
Anhand der Ergebnisrobustheit kann ermittelt werden, welche Auswirkungen die 
Berücksichtigung von unsystematischen Unsicherheiten auf den realisierten Barwert 
haben. Eine mehrfache Durchführung des Experimentes ( 1ep ,...,EP ) ist notwen-
                                                 
 
1) Vgl. Chand/Hsu/Sethi (2002), S. 25. 
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dig, um die Ergebnisrobustheit zu messen. Dabei sind der Mittelwert ZM  der reali-
sierten Barwerte epZ  
1
EP
ep
ep
ZM Z EP

    (2.35) 
die Standardabweichung 
 V Z   (2.36) 
und der Variationskoeffizient ZVarK  
 
Z
V
VarK
ZM ZM
  Z   (2.37) 
zu berechnen, um die Stabilität der Ergebnisse zu überprüfen. Die Analyse der Stan-
dardabweichung und des Variationskoeffizienten geben einen Überblick darüber, in-
wieweit die zufälligen Schwankungen der Absatzhöchst- und Rückflussmengen bei 
unterschiedlichen Ausprägungen der Maßnahmen absorbiert werden. Hierzu sind 
Sensitivitätsanalysen bzgl. der Variation des Ausmaßes der Handlungsmaßnahmen 
durchzuführen. 
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3 Strukturierung des Prognoseproblems 
3.1 Vorüberlegungen 
Bedingt durch die Wirkungsdauer der Kapazitätsdimensionierung als Teilproblem 
der taktischen Planung ist davon auszugehen, dass die Initialentscheidungen über die 
Kapazitätsausstattung und das Güterprogramm auf der Grundlage einer relativ 
schwachen Informationsbasis getroffen werden müssen. Bereits die originären Prog-
nosedaten, wie 
- der Gesamtzeitraum, in dem Absätze und Güterrückflüsse erfolgen, 
- die Absatz- und Rückflussmengen in den Teilperioden des Gesamtzeitraums und 
- die entscheidungsrelevanten Rückflussqualitäten, 
weisen eine hohe Unsicherheit auf. Im Extremfall sind beobachtbare Absatz- und 
Rückflussereignisse für die berücksichtigten Güter den Initialentscheidungen nachge-
lagert1), so dass lediglich Sekundärinformationen über ähnliche Güter herangezogen 
werden können, die in Abstufungen im Spektrum von „selbsterstellt und selbst zu-
rückgenommen“ bis „fremderstellt und fremd zurückgenommen“ eruierbar sind. 
Während im zuerst genannten Fall aufbauend auf Detaildaten zu Absatz- und Rück-
flussmengen Prognosemodelle mit statistischen Verfahren geschätzt werden 
können2), ist im zuletzt genannten Fall eine Abschätzung der im Ablauf des erweiter-
ten Produktlebenszyklus zu erwartenden Absatz- und Rückflussmengen auf der 
Grundlage aggregierter statistischer Werte und Expertenschätzungen möglich3). 
Beginnend mit der Markteinführung wird jedoch die Informationsbasis durch die 
Beobachtung der eintretenden Absatz- und Rückflussereignisse sukzessive verbes-
                                                 
 
1) Vgl. Chittamvanich/Ryan (o.J.), S. 5 f. und S. 10 f. 
2) Vgl. Goh/Varaprasad (1986), S. 43 f. 
3) Vgl. Linton/Yeomans (2002), S. 23 ff.; Linton/Yeomans/Yoogalingam (2002), 
S. 1187 ff.; Linton/Yeomans/Yoogalingam (2005), S. 339 ff. Zur Vielfalt der möglichen 
Datenquellen vgl. Kricke/van Harten/Schuur (1998), S. 129. 
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sert, so dass Anpassungen von Kapazitätsausstattung und Güterprogramm mit einer 
größeren Genauigkeit vorgenommen werden können. Um die Kapazitätsdimensio-
nierung in einem solchen mehrstufigen Entscheidungsprozess vornehmen zu können, 
ist das Prognoseverfahren um eine Update-Funktion1) zu erweitern2).  
Bei der Kapazitätsdimensionierung sollte im Hinblick auf den Aggregationsgrad 
nicht auf Item-level-, sondern auf Period-level-Daten3) zurückgegriffen werden, d.h., 
dass für jede vergangene Periode die Daten über Absatz-, Rückflussmengen und wei-
tere Einflussfaktoren vorliegen. Item-level-Daten sind dadurch charakterisiert, dass 
für jedes Produkt alle produktspezifischen Informationen, wie z.B. Verkaufs- und 
Rückflussdatum, bekannt sind. Diese Informationen sind jedoch im Rahmen der Ka-
pazitätsdimensionierung nicht notwendig, da sie der periodenbezogenen Abstim-
mung von Kapazitätsangebot und -nachfrage dienen und insbesondere zeitliche 
Rückkopplungen zwischen den relevanten Größen im Fokus der Betrachtung stehen. 
Des Weiteren sind abgesehen vom höheren technischen Aufwand, den die Bereitstel-
lung von Item-level-Daten induziert, Prognosen auf dieser Basis bei fehlenden Wer-
ten und ungenauen Angaben weniger konsistent als auf der Basis von Period-level-
Daten4). 
Eine Klasse von quantitativen Prognoseverfahren, die für die vorliegende Problem-
stellung aufgrund des Prognosehorizontes und der verfügbaren Informationsbasis ei-
ne hohe Relevanz aufweisen, sind die dynamischen Regressionsgleichungen. Abbil-
dung 3.1 gibt einen detaillierten Überblick über die wesentlichen Ansätze, die sich 
für die Prognose in einem mittelfristigen Planungshorizont eignen5). Durch die Be-
rücksichtigung von Rückkopplungen im Zeitablauf können funktionale Abhängigkei-
                                                 
 
1) Vgl. Clottey/Srivastava (2008), S. 1694 ff.; Kelle/Silver (1989), S. 22 ff.; Toktay/Wein/ 
Zenios (2000), S. 1416 f. 
2) Zu einer rein inkrementellen Vorgehensweise bei der Kapazitätsdimensionierung vgl. 
Georgiadis/Vlachos/Tagaras (2006), S. 519; Vlachos/Georgiadis/Iakovou (2007), 
S. 376 f. 
3) Vgl. Toktay/van der Laan/de Brito (2004), S. 51. 
4) Vgl. Toktay/van der Laan/de Brito (2004), S. 57 ff.; Toktay/Wein/Zenios (2000), 
S. 1417. 
5) Vgl. Hansmann (1983), S. 149. 
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ten von Variablen abgebildet werden. Im vorliegenden Kontext bedeutet dies, dass 
die Beziehungen des Güterrückflusses zu anderen erklärenden Variablen (z.B. Ab-
satzmengen) anhand der Prognosemodelle erfasst werden können. Zudem ist es bei 
multivariaten Ansätzen möglich, Zeitreihen unterschiedlicher Güter mit ihren Ab-
hängigkeiten simultan zu prognostizieren, so dass Marktinterdependenzen zwischen 
den unterschiedlichen Gütern, erfasst werden. Durch die Integration des Prognose-
modells in das Planungsmodell ergibt sich der Vorteil, dass die Auswirkungen der 
Planungsentscheidungen auf die zu prognostizierenden Größen, wie Nachfrage- und 
Rückflussmengen bei der Entscheidungsfindung Berücksichtigung finden. Darüber 
hinaus besteht die Möglichkeit, die Beziehungen zwischen verschiedenen Rückfluss-
arten einzubeziehen. Durch die Prognose unterschiedlicher Rückflussarten, die durch 
ihre Qualität charakterisiert sind, kann die Kapazität güterartenindividuell dimensio-
niert werden. 
 
Abbildung 3.1: Spektrum von Prognosemodellen mit dynamischen Regressionsgleichungen 
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In Abhängigkeit von den Arten der einbezogenen Einflussgrößen wird im univaria-
ten Fall zwischen folgenden Ausprägungen unterschieden1): 
1. Berücksichtigung verzögerter exogener Variablen: Distributed-lag-Modell2). 
2. Berücksichtigung verzögerter endogener Variablen und unverzögerter exogener 
Variablen: Derartige Modelle werden als endogene dynamische Regressionsglei-
chungen, autoregressive Prozesse (AR) oder inhomogene stochastische Differenz-
gleichungen bezeichnet. 
3. Berücksichtigung verzögerter endogener und verzögerter exogener Variablen: Au-
toregressives Distributed-lag-Modell (ADL( L , L )-Modell) und ARMAX-
Modell3). 
Da in der Realität die Güterrückflüsse häufig von weiteren Faktoren, wie z.B. Pro-
duktcharakteristika (Preis, Design usw.), beeinflusst werden und im Rahmen der Ka-
pazitätsdimensionierung Informationen über die Produktqualität der zurückfließen-
den Güter entscheidend für die Planung sind, liegt der Schwerpunkt im vorliegenden 
Beitrag auf den multivariaten Modellen. Je nach Modellformulierung ist es mit ihnen 
möglich, mehrere verzögerte/unverzögerte endogene/exogene Variablen als Einfluss-
größen auf den Güterrückfluss zu berücksichtigen. Damit stellen SEM eine Verall-
gemeinerung von Distributed-lag-Modellen dar. Auch in diesem Fall erfolgt eine Un-
terscheidung nach dem Charakter der erklärenden Variablen: 
1. Modelle, deren zu erklärende Variablen (endogene Variablen) durch ihren eigenen 
Verlauf beschrieben werden, werden als eine reduzierte Form der Systeme mit 
simultanen Gleichungen (SEM) benannt (z.B. Vektor-autoregressive Modelle 
(VARMA)). 
2. Modelle, die auch exogene Variablen als erklärende Variablen beinhalten, werden 
als Systeme mit simultanen Gleichungen (SEM) bezeichnet.  
                                                 
 
1) Vgl. Assenmacher (2002), S. 243 f. 
2) Die in der Literatur vorgeschlagenen statistischen Verfahren zur Prognose von Güter-
rückflüssen basieren auf den Distributed-lag-Modellen (DL), deren einzige exogene Va-
riable die periodenbezogene Absatzmenge ist. Vgl. Clottey/Srivistava (2008); Goh/Va-
raprasad (1986); Kelle/Silver (1989); Toktay/Wein/Zenios (2000). 
3) Unter einem ARMAX-Modell wird ein ADL-Modell mit Moving-average Schocks ver-
standen. Beide Modelle sowie das Distributed-lag-Modell gehören zu der Klasse der 
Transferfunktionsmodelle. Vgl. Rinne/Specht (2002), S. 467 ff. 
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Die Wahl der Modellformulierung ist von den Gegebenheiten der CLSC abhängig. 
Diese zeigen sich einerseits in den Möglichkeiten über die Höhe der Absatz- und 
Rücknahmemengen zu entscheiden und andererseits im Abhängigkeitsverhältnis von 
Nachfrage- und Rückflussmenge. Für die Modellierung des Prognosemodells gilt 
Folgendes: 
- Größen, die nicht durch Entscheidungen der CLSC festgelegt werden, zu prognos-
tizierende Größen beeinflussen und von diesen beeinflusst werden, werden als en-
dogene Variablen modelliert. 
- Größen, die nicht durch Entscheidungen der CLSC festgelegt werden und zu 
prognostizierende Größen beeinflussen, aber von diesen nicht beeinflusst werden, 
werden als exogene Variablen modelliert und außerhalb des Modells bestimmt. 
- Größen, die durch Entscheidungen der CLSC festgelegt werden und die zu prog-
nostizierenden Größen beeinflussen, werden als exogene Variablen modelliert. 
Abhängig davon, ob zwischen den Rückflussmengen und den weiteren Einflussfak-
toren einseitige oder wechselseitige Abhängigkeiten bestehen, werden die Variablen 
bzw. Parameter als endogene oder exogene Variablen deklariert. In einem SEM sind 
die endogenen Variablen auch die zu erklärenden Zeitreihen, die die Anzahl der 
Gleichungen im Gleichungssystem bestimmen. Die exogenen Variablen sind die er-
klärenden Variablen. Bei Vorliegen von einseitiger Abhängigkeit haben die Rück-
flussmengen keinen Einfluss auf die erklärenden Zeitreihen (wie Absatz-, Nachfrage- 
und/oder Rücknahmemengen). Bei wechselseitigen Abhängigkeiten besteht hingegen 
ein direkter Einfluss. 
Neben dem Güterrückfluss als zu erklärende Variable des Prognosemodells wird die 
Nachfragemenge zu einer zu erklärenden Variable, wenn zwischen Rückflussmenge 
und Nachfragemenge eine wechselseitige Abhängigkeit besteht. In diesem Fall wird 
die Nachfrage als endogene Variable modelliert. Für den Fall, dass eine einseitige 
Abhängigkeit zwischen Nachfrage- und Rückflussmenge besteht, stellt die Nachfrage 
eine exogene Variable dar. Dies erlaubt eine separate Prognose unter Berücksichti-
gung längerfristiger Entwicklungstendenzen, wie sie etwa bei Produktlebenszyklen 
vorliegen. 
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Bei fehlenden Entscheidungsmöglichkeiten müssen die Absatz- und Rücknahme-
mengen den Nachfrage- bzw. Rückflussmengen entsprechen (Planungssituation I, 
Tabelle 2.1). Sind in der CLSC hingegen autonome Entscheidungen über Absatz- 
und/oder Rücknahmemengen möglich und haben diese nachweislich Einfluss auf die 
Güterrückflussmengen, dann können diese Mengen als Einflussfaktoren bei der 
Prognose der Güterrückfluss- und Nachfragemengen Berücksichtigung finden, um 
die Prognosegüte zu erhöhen. Der Absatzsatzmenge, als Verursachungsquelle, wird 
bei der Modellierung die größte Bedeutung zugesprochen. Daraus folgt, dass nur Gü-
ter zurückfließen können, die auch vorher abgesetzt worden sind. Realisierte Rück-
nahmemengen können einen Einfluss auf die Kundenreaktion und/oder die Nachfra-
ge haben und so die Rückflussmengen bestimmen. Damit werden sie als exogene Va-
riablen definiert. 
Je nach Konstellation der CLSC (bestimmt von der Planungssituation und dem Ab-
hängigkeitsverhältnis zwischen Rückfluss- und Nachfragemenge) bestehen unter-
schiedliche funktionale Abhängigkeiten zwischen den erklärenden und zu erklären-
den Variablen. Die zu erklärenden Variablen stellen für den autonom disponierbaren 
Güterfluss Obergrenzen dar, während die exogenen erklärenden Variablen Entschei-
dungsvariablen des autonom disponierbaren Güterflusses sind. Die Werte der erklä-
renden Variablen wurden ggf. in der Vergangenheit beobachtet (z.B. Werte des Vor-
gängerproduktes, bereits bekannte Werte des Neuproduktes) und stellen die Informa-
tionsbasis dar. Tabelle 3.1 zeigt die zugrundeliegenden Zeitreihen in den einzelnen 
Fällen. Mit steigender Anzahl der Entscheidungsmöglichkeiten steigt auch die An-
zahl der erklärenden Variablen. 
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Ab-
hängig-
keiten 
Entschei-
dungs-
möglich-
keiten 
zu erklären-
de Variablen 
erklärende Variablen 
endogen exogen 
ei
ns
ei
ti
g 
 R A   tXR  t lXR  t lME  
A R  tXR  t lXR  ,t l t l ME XE  
R A  tXR  t lXR  ,t l t l ME XN  
R A  tXR  t lXR  , ,t l t l t l  ME XE XN  
w
ec
hs
el
se
iti
g  R A   ,t tXR ME  ,t l t l  XR ME    
A R  ,t tXR ME  ,t l t l  XR ME  t lXE  
R A  ,t tXR ME  ,t l t l  XR ME  t lXN  
R A  ,t tXR ME  ,t l t l  XR ME  ,t l t l XE XN  
A … Entscheidungen über Absatzmengen möglich 
R … Entscheidungen über Rücknahmemengen möglich 
Tabelle 3.1: Zu modellierende Variablen bzw. Parameter1) 
In den nächsten Abschnitten steht die Spezifizierung der Nachfragemengen tME  und 
der Güterrückflussmengen tXR , welche in Formel (2.3) des Grundmodells (Unterab-
schnitt 2.2.2) definiert ist, im Zentrum des Interesses. Die Güterrückflussmengen 
tXR  einer Periode sollen durch eine funktionale Beziehung zwischen den vergange-
nen Rückflussmengen, den Absatzmengen XE  und weiteren Einflussfaktoren YN  
erklärt werden: 
 , , ; 0,..., ; 1,...,t t l t l t lg l L l L      XR XE YN XR , 0   t l t l  (2.3) 
mit  
l , l   Lag-Index  1,..., , 0,...,l L l L    
t   Periodenindex 
Als weitere Einflussfaktoren YN  werden ausschließlich die Rücknahme- XN  und 
Nachfragemengen ME  diskutiert. Andere exogene Einflussfaktoren (z.B. demogra-
                                                 
 
1) Vgl. Gössinger/Panitz (2016), S. 610. 
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phische, technologische und rechtliche Rahmenbedingungen) können analog zur er-
läuterten Vorgehensweise modelliert werden. 
Durch eine Quantifizierung dieses Zusammenhangs und eine darauf aufbauende 
Prognose wird es möglich, eine simultane Dimensionierung von Produkterstellungs- 
und Rückflussbewältigungskapazität vorzunehmen. Die Herausforderungen, die eine 
Quantifizierung des funktionalen Zusammenhangs mit sich bringt, und Lösungsan-
sätze werden aufgezeigt. 
3.2 Prognosemodelle 
3.2.1 Univariates Grundmodell 
Den Ausgangspunkt der Formulierung eines Modells, das die angesprochenen An-
forderungen berücksichtigt, bildet das autoregressive Distributed-lag-Modell (ADL 
( L , L )) mit den Lag-Strukturen der Ordnung L  in den exogenen Variablen und der 
Ordnung L  in den endogenen Variablen1): 
1 0
L L
t l t l l t l t
l l
XR XR XE u

  
 
         (3.1) 
mit 
l, l   Lag-Index  1,..., , 0,...,l L l L    
t   Periodenindex 
u   Störvariable  
XE  periodenbezogene Absatzmenge (exogene Variable) 
XR  periodenbezogene Rückflussmenge (endogene Variable) 
 ,  Regressanden 
                                                 
 
1) Vgl. Hackl (2013), S. 309. 
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Im Grundmodell wird davon ausgegangen, dass die Rückflüsse XR  einer Periode t  
nicht nur von den Absatzmengen der Vorperioden abhängig sind, sondern auch von 
den in den Vorperioden realisierten Rückflüssen, die als verzögerte endogene Vari-
ablen erfasst werden. Die Parameter L  und L  geben Aufschluss darüber, inwiefern 
vergangenheitsbezogene Daten in die Prognose einbezogen werden. Die endogenen 
Variablen sind die vom Modell zu erklärenden Variablen und die verzögerten endo-
genen Variablen werden als vorher bestimmt bezeichnet. Dem Modell liegt die An-
nahme zugrunde, dass letztere nicht mit der aktuellen oder mit zukünftigen Störvari-
ablen korreliert sind1). Ebenso wird angenommen, dass die exogenen Variablen nicht 
mit der Störgröße einer beliebigen Periode korreliert sind. 
Das Modell (3.1) ist eine Verkürzung des allgemeinen ADL-Modells, das zur Be-
schreibung der erklärenden Variablen einen Absolutterm (ausgegliederter Input) ent-
hält. Aus ökonomischer Sicht beschreibt dieser Term den erwarteten Wert, den die 
endogene Variable annimmt, wenn die exogenen Variablen den Wert 0 haben2). Da 
die Absatzmengen als Verursachungsquelle die Güterrückflussmengen bedingen, 
entfällt dieser Term. 
In der Kurzschreibweise und bei Einführung des Lag-Operators B  (Verschiebungs-
operator), welcher die Anweisungen 
t tB XE XE

 t t  und t tB XR XR  t t   (3.2) 
beinhaltet, ergibt sich die Gleichung zu: 
   t t tB XR B XE u       (3.3) 
mit 
  1
1
1 ... 1
L
L l
l
B B B B
 
 

           L l  (3.4) 
 
                                                 
 
1) Vgl. Hackl (2013), S. 290. 
2) Vgl. Auer (2007), S. 511 f. 
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und 
  0 1 0
1
...
L
L l
l
B B B B

             L l  (3.5) 
Bei der Schätzung dieses Modells mit Hilfe von Regressionsverfahren wird ange-
nommen, dass die den Zeitreihen zugrundeliegenden Prozesse stationär1) sind. Bei 
Nichtstationarität (z.B. trendförmiger, zyklischer oder saisonaler Verlauf) sind die 
ursprünglichen Prozesse in stationäre Prozesse zu transformieren. Mit diesem Vor-
gehen werden Scheinregressionen vermieden2). Dies kann durch Logarithmisierung  
log( )t tXE XE  bzw. log( )t tXR XR   (3.6) 
oder Differenzenbildung erfolgen. Bei der Differenzenbildung wird ein Differenzen-
operator   eingefügt3): 
  11t t t tXE B XE XE XE        (3.7) 
Diese Differenzenbildung wird so lange durchgeführt, bis ein stationärer Prozess vor-
liegt. Falls der Prozess nach d -maligem Anwenden stationär ist, wird er als integriert 
mit der Ordnung d  bezeichnet4): 
 tXE I d   (3.8) 
Liegt Stationarität der Prozesse tXE  und tXR  vor, kann das Modell (3.1)
 
in die Form 
eines Distributed-lag-Modells transformiert werden: 
 
   
1
t t t
B
XR XE u
B B
       (3.9) 
                                                 
 
1) Allgemein gilt ein Prozess ty  als stationär, wenn die ersten beiden Momente zeit-
invariant sind (i)  tE y   t  (ii) [   Trt t lE y y    ]=const. Es wird von 
konstanten Erwartungswerten, Varianzen und Kovarianzen ausgegangen. Vgl. Lütke-
pohl (2005), S. 24. Stationarität kann z.B. mit dem Dickey-Fuller-Test oder der Auto-
korrelationsfunktion festgestellt werden. 
2) Vgl. Assenmacher (2002), S. 202. 
3) Vgl. Assenmacher (2002), S. 223. 
4) Vgl. Assenmacher (2002), S. 223. 
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Die Wahl des Schätzverfahrens ist für das vorliegende Modell davon abhängig, ob 
die Störvariablen tu  autokorreliert sind, d.h., ob sie mit den Störvariablen der vorhe-
rigen Perioden korrelieren: 
- Folgt tu  einem weißen Rauschen t 1), d.h. t tu   , dann sind die Störgrößen des 
ADL-Modells nicht korreliert und es liegt keine Autokorrelation vor. In diesem 
Fall kann die Ordinary-Least-Squares-Schätzung2) (OLS-Schätzung) zur Bestim-
mung der Regressanden herangezogen werden. 
- Folgt tu  einem AR-Prozess der Ordnung L

 mit weißem Rauschen t , z.B. AR(1) 
1t t tu u    , dann liegt Autokorrelation vor. Mögliche Schätzverfahren sind die 
Instrumentvariablen-Schätzung (IV-Schätzung), die Feasible-Generalized-Least-
Squares-Schätzung (FGLS-Schätzung) oder ein Verfahren der nicht-linearen Op-
timierung3). 
Das Vorgehen zur Bestimmung der Lag-Ordnungen (d.h. die maximalen Verzöge-
rungen) des zugrundeliegenden Prognosemodells besteht aus einem versuchsweisen 
Anpassen an vorhandene Werte: 
1. Wahl eines genügend großen Wertes für die maximalen Verzögerungen der Ord-
nungen L  bzw. L  des Modells. 
2. Schätzung der Koeffizienten aller möglichen Modelle für 1,...,l L   und 
0,...,l L . 
3. Berechnung des Gütekriteriums für jedes der Modelle. Häufig angewendete Krite-
rien sind z.B. das Informationskriterium nach Akaike AIC4) 
  2 2logAIC ml ml ap     (3.10) 
  
                                                 
 
1) Unter einem weißen Rauschen wird ein zufälliger Prozess mit folgenden Eigenschaften 
verstanden:   0tE   mit   2V    t . 
2) Vgl. Hackl (2013), S. 33 ff. 
3) Vgl. Hackl (2013), S. 318 ff. 
4) Vgl. Akaike (1974), S. 716. 
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oder das Informationskriterium nach Schwarz BIC1) 
2 logml ap ab
BIC
ab ab
     (3.11) 
mit dem Wert der Maximum-Likelihood-Funktion ml  bei bekannter Verteilung, 
der Anzahl der zu bestimmenden Parameter ap  und der Anzahl der Beobachtun-
gen ab . 
4. Es werden die maximalen Verzögerungen gewählt, bei der die Modelle für das 
ausgewählte Kriterium die besten Ergebnisse aufweisen. Im Falle der Anwendung 
des AIC - bzw. BIC -Kriteriums wird das Modell mit dem kleinsten Kriteriums-
wert gewählt. 
3.2.2 Berücksichtigung mehrerer Güterarten 
Hat die heterogene Qualität der rückfließenden Güter einen relevanten Einfluss auf 
die Kapazitätsdimensionierung, ist es erforderlich, das Grundmodell um die Berück-
sichtigung mehrerer Güterarten j   1,...,j J  zu erweitern (z.B. 1 :j   Neuprodukt 
in Einzelteilen, 2 :j   Neuprodukt, 3 :j   reparaturbedürftiges Produkt, 4 :j   Ge-
brauchtprodukte am Ende ihrer Nutzungsdauer). Dabei werden die in Tabelle 3.1 
dargestellten Entscheidungssituationen bzgl. der Absatz- und Rücknahmemengen 
und dem bestehenden Abhängigkeitsverhältnis zwischen Rückfluss- und Nachfrage-
mengen berücksichtigt, die Auswirkungen auf die Einflussnahme (bzw. Modellie-
rung) und Beziehungen zwischen den Absatz-, Nachfrage-, Rückfluss- und Rück-
nahmemengen haben. 
Im Folgenden wird ein Grundmodell des Prognoseproblems im Mehrgüterfall erar-
beitet, das alle Entscheidungssituationen abbilden kann (Unterunterabschnitt 3.2.2.1). 
Zudem werden für jede Planungssituation die spezifischen Änderungen des Modells 
beschrieben. Dabei wird der Frage nachgegangen, durch welche Einflussfaktoren die 
zu erklärenden Größen der Güterrückflussmenge XR  und ggf. der Nachfragemenge 
ME  beschrieben werden und wie diese in einem Modell abgebildet werden können. 
Je nach vorliegendem Fall werden neben den exogenen auch verzögerte endogene 
                                                 
 
1) Vgl. Hackl (2013), S. 39; Schwarz (1978), S. 461 ff. 
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Variablen erfasst. In Abhängigkeit davon, ob die Güterrückflussmengen auch die 
Nachfragemengen beeinflussen (z.B. Wechselwirkungen zwischen Primär- und Se-
kundärmarkt), sind die Nachfragemengen als endogene Variablen (bestehende Inter-
dependenzen) oder als exogene Variablen (einseitige Abhängigkeiten) im Modell ab-
zubilden. Im zuletzt genannten Fall können die Nachfragemengen mit einem separa-
ten Modell prognostiziert werden. Sollten Entscheidungsmöglichkeiten bezüglich der 
Absatz- und Rücknahmemengen bestehen, werden diese als exogene Variablen mo-
delliert. 
3.2.2.1 Multivariates Grundmodell 
Ist die Rückflussmenge einer Güterart j  in Periode t  (endogene Variable) von den 
Absatz- und Rückflussmengen der Güterarten in den Vorperioden abhängig und sind 
die Absatzmengen von den Rückflussmengen unabhängig, können die Absatzmen-
gen als exogene Variable1) im Prognosemodell für Güterrückflüsse berücksichtigt 
werden. Aus den vorherigen Überlegungen ergibt sich damit ein Prognosemodell, 
das sowohl endogene als auch exogene erklärende Variablen enthält. Dieses multiva-
riate Prognoseproblem lässt sich mit Hilfe des SEM erfassen2). Der Rückfluss 
 1t JXR  mit J  zu erklärenden Variablen .j tXR  und die Absatzmengen als exoge-
ne Variablen  1JtXE  gehen in das folgende dynamische Mehrgleichungsmodell 
ein: 
1 0

  
 
     L Lt l t l l t l t
l l
XR XR XE u    (3.12) 
  
                                                 
 
1) Vgl. Lütkepohl (2005), S. 387. 
2) Vgl. Pindyck/Rubinfeld (1998), S. 399 ff. Dieses Modell wird auch als multivariates 
Transferfunktionsmodell bezeichnet. Vgl. Lütkepohl (2005), S. 387 ff. 
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 
    
  
 
 
 
    
  


    
     
    
    
 
 
 

 
 
 
 
L L
t l t l J l J t l
l l
L L
l t l J l J t l t
l l
L L
J t J l t l J J l J t l
l l
L
J l t l J J l
l
u
. .
0


L J t l J t
l
u
 (3.13) 
mit 
u   Vektor des Störterms  1J  
XE   Vektor der Absatzmengen  1J  
XR   Vektor der Rückflussmengen  1J  
   Matrix der zu den exogenen Variablen gehörigen Regressanden  J J  
   Matrix der zu den endogenen Variablen gehörigen Regressanden  J J  
Die Anzahl der Gleichungen stimmt mit der Anzahl der endogenen Variablen über-
ein. Bei den Koeffizienten   bezieht sich der erste Index auf die zu erklärende Rück-
flussgüterart j  der aktuellen Periode auf der linken Seite, der zweite Index auf die 
Rückflussgüterart j , deren Mengenrealisationen in der Vergangenheit die linke Seite 
beeinflussen und der dritte Index auf die zeitliche Verschiebung des Einflusses. Ins-
gesamt sind für die endogenen Variablen J J L   Koeffizienten zu bestimmen; für 
die exogenen Variablen sind es  1J J L+  . 
In der Kurzschreibweise lautet das Modell1): 
      t t tB BXR XE u    (3.14) 
                                                 
 
1) In Anlehnung an Lütkepohl (2005), S. 391. 
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mit 
  1
1
...
 
 

        I I LL lJ L J l
l
B B B B     (3.15) 
  0 1
0
...

       LL lL l
l
B B B B       (3.16) 
Bei Unabhängigkeit der jeweiligen periodenbezogenen Rückflussmengen verschie-
dener Güterarten von den Rückflussmengen der anderen Güterarten verkürzt sich das 
Gleichungssystem (3.12) zu: 
1. 1. 1. 1.1. 1. 1. . . 1.
1 0 0
. . . .1. 1. . . . .
1 0 0
...
.
.
.
...
XR XR XE XE
XR XR XE XE

   
  

   
  
       
       
  
  
  
  
L L L
t l t l l t l J l J t l t
l l l
L L L
J t J l J t l J l t l J J l J t l J t
l l l
u
u
 (3.17) 
Diese Reduzierung des Modells bedeutet eine Verminderung der Anzahl der zu be-
stimmenden Parameter   1    J L J J L  und erleichtert somit die Schätzung. 
Ausgehend vom Grundmodell (3.12) kann der Störterm tu  einem Moving-Average-
Prozess der Ordnung P  folgen. In diesem Fall liegt ein VARMAX-Modell vor. Der 
Störterm tu  hat folgende Form: 
1 1
1
...
P
t t t P t P t p t p
p
  

     u          (3.18) 
mit 
   weißes Rauschen1)  1J  
                                                 
 
1) Das weiße Rauschen t  hat folgende Eigenschaften: (i) Der Erwartungswert ist null:  t  0   t  und (ii) die Störgrößen sind nicht in der Zeit korreliert:  Trt t   0 t t   . Die Störgrößen der einzelnen Gleichungen können voneinander abhängig sein. 
Besteht nur eine Abhängigkeit zwischen den Störgrößen der jeweiligen Periode, wird 
dieser Sachverhalt als kontemporäre Abhängigkeit bezeichnet:  Trt t l    , 
für 0l   ;   0Trt t l    , sonst (mit Kovarianzmatrix  ). Im Falle keiner kontemporä-
ren Korrelation gilt:   2Trt t l     , für 0l  ;   0Trt t l    , sonst. Vgl. Stier (2001), 
S. 66. 
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   Matrix der Regressanden im MA-Term  J J  
In der Kurzschreibweise ergibt sich das Modell zu: 
         t t tB B BXR XE      (3.19) 
mit den Regressanden (3.15) und (3.16) und 
  1
1
...

      PP pJ P J p
p
B B B BI I     (3.20) 
Falls der Störterm tu  ein weißes Rauschen t  ist, wird das Modell auch als Vektor-
autoregressives Modell mit exogenen Variablen (VARX-Modell) bezeichnet. Das 
Modell verkürzt sich zu1): 
      t t tB B  XR XE   (3.21) 
Die Wahl des Schätzverfahrens ist davon abhängig, ob die zugrundeliegenden Pro-
zesse stationär2) oder nicht-stationär sind und ob bei nicht-stationären Prozessen ent-
weder eine Transformation zu stationären Prozessen oder aufgrund von kointegrier-
ten Prozessen eine Transformation des SEM in ein Fehlerkorrekturmodell3) (VECM) 
vorgenommen wird (siehe Abbildung 3.2)4). 
                                                 
 
1) Vgl. Makridakis/Wheelwright/Hyndman (1998), S. 425 f.; Pankratz (1991), S. 345 f.; 
Rinne/Specht (2002), S. 522 ff.; Stier (2001), S. 67. 
2) Allgemein gilt ein Vektorprozess als stationär, wenn die ersten beiden Momente zeit-
invariant sind (i)  .i t iE y   t , (ii) [   Trt t lE y y    ]= constant. Vgl. Lüt-
kepohl (2005), S. 237. 
3) Vgl. Granger (1981), S. 121 ff. 
4) Vgl. Lütkepohl (2005), S. 395. 
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Abbildung 3.2: Wahl eines geeigneten Schätzverfahrens 
Die Transformation zu stationären Prozessen (vgl. Unterabschnitt 3.2.1) hat den Vor-
teil, dass Scheinregressionen vermieden werden. Sind nicht-stationäre Prozesse 
nicht-kointegriert, sollte eine Transformation vorgenommen werden. Liegen hinge-
gen kointegrierte nicht-stationäre Prozesse vor, lässt sich durch Berücksichtigung der 
Kointegration die Schätzung der Parameter verbessern und es können Langfristbe-
ziehungen zwischen mehreren nicht-stationären Variablen aufgedeckt und berück-
sichtigt werden1). 
Mit Kointegration wird der Sachverhalt bezeichnet, dass einige nicht-stationäre Vari-
ablen der gleichen Entwicklung folgen, d.h. es liegt ein Gleichgewicht oder eine 
stabile langfristige Beziehung vor2). Mathematisch heißen zwei Prozesse tx  und ty  
kointegriert der Ordnungen 1d  und 2d
3), 
 1 2, ~ ,t tx y CI d d   (3.22) 
                                                 
 
1) Vgl. Eckey/Kosfeld/Dreger (2001), S. 239; Rinne/Specht (2002), S. 539. 
2) Vgl. Granger (1981), S. 128 f.; Wolters (2004), S. 74. 
3) Vgl. Eckey/Kosfeld/Dreger (2001), S. 239; Rinne/Specht (2002), S. 540. 
neinja
janein
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konstant?
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Kointegration? gleiche langfristige 
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wenn sie mit der Ordnung 1d  integriert sind
1) 
 1~tx I d  und  1~ty I d   (3.23) 
und wenn eine existente Linearkombination tz  dieser Prozesse mit der Ordnung 
1 2d d  integriert ist: 
1 2   t t tz q x q y  mit 1 2, 0q q    (3.24) 
 1 2tz I d d   (3.25) 
Die Kointegration kann bei Prozessen durch Tests wie der Engle-Granger-Methode2) 
oder die kointegrierte-Regression-Durbin-Watson-Statistik3 (CRDW) identifiziert 
werden4). 
Liegt Kointegration in dem SEM vor, hängt die weitere Vorgehensweise davon ab, 
zwischen welchen Variablen die Kointegration besteht. Unter den Bedingungen, dass 
Kointegration ausschließlich zwischen den endogenen Variablen (Güterrückfluss-
mengen) besteht und es sich bei den Variablen nur um stationäre oder um integrierte 
Variablen der Ordnung 1 handelt, wird das Modell in folgende Form gebracht5): 
1 1 1 1 1
0 1 1
...
...
t t t L t L
t t L t L tXE XE XE u
     
 
      
  
XR XR XR XR  
    (3.26) 
Das Modell heißt kointegriert der Ordnung R, wenn die Matrix 
 1 1 ...J LI         den Rang R  hat. Die Variable R  steht somit für die An-
zahl linear unabhängiger und kointegrierter Vektoren. Wenn der Rang der Matrix   
1J   ist, dann ist tXR  ein stationärer Prozess6). Weiterhin lässt sich die Matrix   
                                                 
 
1) Vgl. Assenmacher (2002), S. 280; Eckey/Kosfeld/Dreger (2001), S. 231. 
2) Vgl. Engle/Granger (1987), S. 251 ff. 
3) Vgl. Sargan/Bhargava (1983), S. 153 ff. 
4) Vgl. Assenmacher (2002), S. 284 ff. 
5) Vgl. Lütkepohl (2005), S. 394 f. 
6) Vgl. Assenmacher (2002), S. 295 f. 
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 J J  als Matrixprodukt der Matrizen   und    1J R     schreiben  T    . Die Matrix 'l   1 1l ' ,..., L   ist eine  J J -Matrix und es gilt: 
 1: ...l l L         1,..., 1l = L    (3.27) 
Aufgrund unterschiedlicher Rückgabemotive der Konsumenten liegt die Annahme 
nahe, dass gegebenenfalls nicht alle Rückflussarten demselben Trend folgen. Wenn 
die Güterrückflussmengen direkt durch den Absatz der Produkte bedingt werden 
(z.B. Ausschussquote oder Nicht-Gefallen) und nicht durch die Nutzung (bzw. Nut-
zungsdauer) durch den Konsumenten, können die Zeitreihen der genannten Variab-
len einem gemeinsamen Trend folgen. Das hat zur Folge, dass zwischen den endoge-
nen und exogenen Variablen Kointegration besteht. Das zugehörige Modell hat die 
folgende Form: 
1
1 1 1 1
1
0 1 1 1
* ...
...
t
t t L t L
t
t t L t L t
XE

    

  
         
       
XR
XR XR XR
XE XE XE u
  
  
 (3.28) 
mit den Koeffizientenmatrizen l   0,..., 1l = L   für die Fehlerkorrekturterme der 
exogenen Variablen und es gilt: 
* Tr    .  (3.29) 
Bei stationären Vektorprozessen im SEM können die Regressanden jeder Gleichung 
wie bei einem VAR-Modell durch die Anwendung von System-Schätzverfahren be-
stimmt werden. Gängige Verfahren sind die System-OLS-, die Generalized-Least 
Square- (GLS-), die Yule-Walker- und die Maximum-Likelihood-Schätzung (ML-
Schätzung)1). Bei Modellen deren Restterm einem Moving-average-Prozess folgt, 
wird die ML-Schätzung bevorzugt angewendet2). 
                                                 
 
1) Vgl. Hamilton (1994), S. 293 ff.; Lütkepohl (2005), S. 70 ff. und 395 ff. 
2) Vgl. Lütkepohl (2005), S. 447 ff. 
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Bevor die Koeffizienten eines kointegrierten Modells bestimmt werden, ist der Rang 
der Matrix   oder *  zu ermitteln, z.B. mit Hilfe des Johansen-Verfahrens1). Die 
Schätzung der Koeffizienten eines SEM ist bei kointegrierten Variablen analog zu 
der Vorgehensweise bei VAR-Modellen zu vollziehen2). Bei Kointegration zwischen 
endogenen und exogenen Variablen wird das bestehende Modell in die gleiche Mo-
dellform (VECM) gebracht3). Zur Schätzung der Regressanden sind die OLS- oder 
die ML-Schätzung geeignete Verfahren4). Bei der Bestimmung des Ranges eines 
VECM mit exogenen Variablen kann dies jedoch zu nicht verlässlichen Lösungen 
führen5). Die maximalen Verzögerungen L  und L  (Lag-Ordnungen) werden analog 
zum ADL-Modell unter der Berücksichtigung der multivariaten Rahmenbedingungen 
bestimmt. 
3.2.2.2 Situationsspezifische Modifikationen 
Die gegebenen Entscheidungsmöglichkeiten der CLSC haben Einfluss auf die Güter-
rückfluss- und Nachfragemengen und somit auf die zu modellierenden Variablen und 
Auswirkungen auf die Modifikationen des multivariaten Prognosemodells (3.12). Ob 
die Nachfragemenge tME  auch als endogene Variable modelliert wird, hängt vom 
Abhängigkeitsverhältnis zu den Güterrückflussmengen ab. Bestehen wechselseitige 
Abhängigkeiten, werden beide als endogene Variablen modelliert. Sind die Nachfra-
gemengen unabhängig von den Rückflussmengen (einseitige Abhängigkeiten), wer-
den diese als exogene Variablen modelliert und außerhalb des Modells bestimmt 
bzw. prognostiziert. Keine Beschränkungen bezüglich der Rücknahme- und Absatz-
mengen führen dazu, dass diese als exogene Variablen modelliert werden. Im Fol-
genden werden für die Fälle 1-4 entsprechend des vorliegenden Abhängigkeitsver-
hältnisses die situationsspezifischen Modifikationen des Grundmodells aufgezeigt.  
                                                 
 
1) Vgl. Assenmacher (2002), S. 295 ff.; Johansen (1988), S. 231 ff.; Johansen (1991), 
S. 1551 ff. 
2) Vgl. Lütkepohl (2005), S. 398 ff. 
3) Für weitere Erläuterungen siehe Lütkepohl (2005), S. 401. 
4) Vgl. z.B. Lütkepohl (2005), S. 269 ff. 
5) Zu Ansätzen, die diesem Sachverhalt entgegenwirken und zur Erörterung weiterer Prob-
leme vgl. Lütkepohl (2005), S. 401. 
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Unter der Bedingung, dass alle endogenen Variablen mit der Variable y (mit Re-
gressanden-Matrix  ) und alle exogenen Variablen mit der Variable x  (mit Re-
gressanden Matrix  ) modelliert werden, ergeben sich die folgenden Modifikatio-
nen bei wechselseitigen Abhängigkeiten1) (siehe Tabelle 3.2). Dabei werden alle en-
dogenen Variablen ( ,XR ME ) zu einer Variablen zusammengefasst, da sie erklären-
de Zeitreihen für jede Rückfluss- und Nachfragemenge der Güterart j  sind. Dadurch 
wird gewährleistet, dass beide Variable simultan prognostiziert werden können. Alle 
exogenen Variablen werden einzeln modelliert. Alle anderen Bezeichnungen sind 
durch das Grundmodell erklärt worden. Die Modelle nehmen an, dass alle endogen 
bzw. alle exogenen Variablen derselben maximalen Verzögerung (endogen: Lag-
Ordnung L  bzw. exogen: Ordnung L ) folgen.  
Im Fall 1 wird das multivariate Grundmodell (3.12) um die exogene Variable tx  re-
duziert. Der Output-Vektor yt  umfasst dabei den Eintrag  ,..., ,1.t J.tXR XRyt   ....,1.t J tME ME T   2 1J    , wobei .j tXR  die Rückflussmenge der Güterart j  in der 
Periode t  und .j tME  die Nachfragemenge der Güterart j  in der Periode t  darstellt
2). 
Folgt der Störterm einem Moving-average-Prozess, handelt es sich um ein Vektor-
autoregressive-moving-average-Modell (VARMA-Modell). Ist der Störterm hinge-
gen ein weißes Rauschen, wird das Modell als VAR-Modell bezeichnet. 
Bei der Bestimmung der Koeffizienten der Modelle ist eine große Anzahl an Be-
obachtungswerten vorteilhaft, da eine Nicht-Berücksichtigung von Variablen zu ei-
ner falschen Deutung führen kann3). Die Anzahl der zu bestimmenden Regressanden 
reduziert sich jedoch von        × 2 × × 2 × + × 2 × × 2 ×L J J P J J  beim VARMA-
Modell auf    2 2L J J     beim VAR-Modell und anstelle der Ordnungen L  
                                                 
 
1) Diese Abhängigkeiten werden auch als Rückkopplungen, Feedback oder Feedback 
effects bezeichnet. Vgl. Makridakis/Wheelwright/Hyndman (1998), S. 423; Pankratz 
(1991), S. 342 f. 
2) Vgl. Hamilton (1994), S. 257 ff.; Lütkepohl (2005), S. 419 ff.; Pankratz (1991), S. 345 f. 
3) Vgl. Hackl (2005), S. 371. 
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und P  muss lediglich die Ordnung L  bestimmt werden. Damit lässt sich das VAR-
Modell mit weniger Aufwand als das VARMA-Modell schätzen1). 
 
wechselseitige Abhängigkeiten 
Variablen 
 endogen exogen 
Fall 1 1
L
t l t l t
l

 

  y y u  
mit  ., ..., , ...,1 1. T.t J.t t J tXR XR ME MEyt  
ty  - 
Fall 2 
1 1
1 0

  
 
      x uL Lt l t l l t l t
l l
y y   
mit  ., ..., , ...,1 1. T.t J.t t J tXR XR ME MEyt  
und 1t tx XE  
ty  
1
tx  
Fall 3 
1 1
1 0

  
 
     L Lt l t l l t l t
l l
y y x u   
mit  ., ..., , ...,1 1. T.t J.t t J tXR XR ME MEyt  
und 1t tx XN  
ty  
1
tx  
Fall 4 
1 1 2 2
1 0 0

   
  
        L L Lt l t l l t l l t l t
l l l
y y x x u    
mit  ., ..., , ...,1 1. T.t J.t t J tXR XR ME MEyt , 
1
t tx XE  und 2t tx XN  
ty  
1
tx , 
2
tx  
Tabelle 3.2: Situationsspezifische Modifikationen des Grundmodells bei wechselseitigen 
Abhängigkeiten 
Das Modell wird in den weiteren Fällen 2-4 um die Absatzmengen tXE  und/oder die 
Rücknahmemenge tXN  als exogene Variable 
1
tx  1J  oder als Variablen 1tx  1J  
und 2tx  1J  erweitert2), wenn diese nicht den Nachfrage- bzw. Rückflussmengen 
                                                 
 
1) In der Literatur ist eine häufigere Anwendung des VAR-Modells im Vergleich zum 
VARMA-Modell erkennbar. 
2) Aus modellierungstechnischen Gründen können die exogenen Variablen auch zu einem 
Vektor zusammengefügt werden, so dass das Modell die gleiche Form wie das Grund-
modell aufweist. tx  [ 1 1 2 21. . 1. .,..., , ,...,t J t t J tx x x x ]Tr [ 2 1J  ] mit den Regressanden der exo-
genen Variable  [ 2J J ]. 
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entsprechen müssen. Rücknahme- und Absatzmenge haben als mögliche Handlungs-
alternative Einfluss auf das Rückflussbewältigungs- und Produktionsprogramm und 
müssen daher in die Prognose aufgenommen werden. Rücknahmemengen können 
durch Aufbereitung zusätzliche Nachfragemengen von Primär- und Sekundärproduk-
ten induzieren und dadurch zusätzliche Rückflussmengen bedingen. Aufbereitete Gü-
terrückflussprodukte, wie z.B. Refurbishing-Produkte, werden meist zu einem güns-
tigeren Preis verkauft, so dass diese ein neues Marktsegment für den Hersteller er-
öffnen. Bei jeder weiteren zu berücksichtigenden exogenen Variablen erhöht sich die 
Anzahl der zu bestimmenden Regressanden um die Anzahl  1L J J   .  
Bei einseitigen Abhängigkeiten sind die Rückflussmengen tXR  einer Güterart j in 
Periode t  (endogene Variable  1t Jy ) von den Nachfragemengen tME  abhängig, 
hingegen die Nachfrage nicht von den Güterrückflussmengen. Somit werden die 
Nachfragemengen in den folgenden Modellen als exogene Variablen modelliert. Die 
aus Tabelle 3.2 dargestellten Modelle werden um diesen Sachverhalt modifiziert 
(Tabelle 3.3).  
Die drei möglichen exogenen Variablen  1 1t Jx ,  2 1t Jx  und  3 1t Jx , die die 
erklärenden Variablen der Absatz-   ×1j.tXE J , Nachfrage-   ×1j.tME J  und 
der Rücknahmemenge   ×1j.tXN J  charakterisieren, gehen in das dynamische 
Mehrgleichungssystem ein. Mit jeder weiteren exogenen Variablen müssen 
 1L+ J J   weitere Regressionskoeffizienten im Vorfeld geschätzt werden. 
Die Schätzung der Modellparameter vollzieht sich analog zum Vorgehen des 
Grundmodells. Bei nachgewiesener Stationarität können die Modelle in ursprüngli-
cher Form mit den in Unterunterabschnitt 3.2.2.1 genannten Verfahren je nach Vo-
raussetzungen geschätzt werden. Bei Nicht-Stationarität und nicht vorhandener Koin-
tegration der Variablen sollte das nicht-stationäre Modell in ein stationäres Modell 
transformiert werden. Nicht-stationäre Modelle mit nachgewiesener Kointegration 
sollten in ein VECM überführt werden. Die Schätzung der Koeffizienten sowie der 
Verzögerungen eines VECM bei kointegrierten Variablen wird analog zu zuvor er-
läuterter Vorgehensweise bei SEM vollzogen. 
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Tabelle 3.3: Situationsspezifische Modifikationen des Grundmodells bei einseitigen Abhän-
gigkeiten 
  
 
einseitige Abhängigkeiten 
Variablen 
 endogen exogen 
Fall 1 1 0

  
 
     L Lt l t l l t l t
l l
 y y x u  
mit t ty XR  und 1t tx ME  
ty  
1
tx  
Fall 2 
1 1 2 2
1 0 0

   
  
        L L Lt l t l l t l l t l t
l l l
  y y x x u  
mit t ty XR , 1t tx ME  und 2t tx XE  
ty  
1
tx , 
2
tx  
Fall 3 
1 1 2 2
1 0 0

   
  
        L L Lt l t l l t l l t l t
l l l
  y y x x u  
mit t ty XR , 1t tx XE  und 2t tx XN  
ty  
1
tx , 
2
tx  
Fall 4 
1 1
1 0
2 2 3 3
0 0

  
 
 
 
   
    
 
 
L L
t l t l l t l
l l
L L
l t l l t l t
l l
 
 
y y x
x x u
 
mit t ty XR , 1t tx ME , 2t tx XE  und 3t tx XN  
ty  
1
tx , 
2
tx ,
3
tx  
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3.3 Prognose 
3.3.1 Endogene Größen 
Ausgehend vom multivariaten Grundmodell1) 
1 0

  
 
     XR XR XEL Lt l t l l t l t
l l
u    (3.12) 
wird im Folgenden das Prinzip der Prognosedurchführung bei einer vollständigen 
und unvollständigen Informationsbasis erläutert. Die Spezifikation des Prognosemo-
dells liefert als Ergebnis die Lag-Ordnungen L  und L  sowie die Regressanden   
und  . Diese werden als Parameter im Planungsmodell zur Kapazitätsdimensionie-
rung verwendet, um die funktionalen Abhängigkeiten zwischen den Güterrückfluss- 
und Absatzmengen zu beschreiben. Erfolgt die Spezifikation anhand historischer 
Zeitreihen, wird die Zeitstabilitätshypothese zugrunde gelegt. 
Für die Prognose der Güterrückflussmengen (endogene Variable) in Periode t t  
gilt2): 
1 0

          
 
      L Lt t l t t l l t t l t t
l l
XR XR XE u  (3.30) 
mit den prognostizierten Rückflussmengen t tXR  für 0t  . Zur Vereinfachung wird 
angenommen, dass der Störterm ein weißes Rauschen ist. Da der Erwartungswert des 
weißen Rauschens „ 0 “ beträgt, wird das Modell verkürzt: 
1 0

        
 
     L Lt t l t t l l t t l
l l
XR XR XE   (3.31) 
Hat der Entscheider die Möglichkeit über die Absatzmengen zu bestimmen, werden 
die exogenen Variablen tXE  nicht vom Prognosemodell bestimmt, sondern müssen 
als prognostizierte oder geplante Werte von außerhalb des Modells geliefert werden. 
                                                 
 
1) Die Prognose mit Hilfe des univariaten Grundmodells im Eindimensionalen erfolgt ana-
log. 
2) Für weitere Erläuterungen zur Prognose mit SEM vgl. Lütkepohl (2005), S. 401 ff. 
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Die Absatzmengen werden durch das ökonomische Ziel im Planungsmodell zur Ka-
pazitätsdimensionierung gekoppelt. 
Im Rahmen der rollierenden Planung verbessert sich der Informationsstand der 
CLSC im Zeitablauf des Planungshorizontes. Realisierte Daten über unsichere Para-
meter und neue subjektive Erfahrungen bzw. Erkenntnisse stehen dem Entscheider 
zur Verfügung. Diese können im Rahmen der Spezifikation des Prognoseproblems 
zu einer Verbesserung der Modellschätzung führen. In der Prognosedurchführung 
werden abhängig vom Planungszeitpunkt und den funktionalen Beziehungen reali-
sierte, geplante und auch prognostizierte Absatz- und Rückflussmengen einbezogen 
(siehe Abbildung 3.3).  
 
Abbildung 3.3: Struktur des Prognosemodells 
In jedem Planungsschritt PS PS   wird der Prognosewert 1tXR  wie folgt be-
rechnet:  
1 11 0 1
1 1

    
 
      XR XR XE XE  L Lt l t lt l l t
l l
 (3.32) 
Gegenwart:
Planungszeitpunkt
tXR1tXR2tXR3tXR 1tXR 2tXR
tXE1tXE2tXE3tXE 1tXE 2tXE
Vergangenheit:
realisierte Daten
Zukunft:
Planwerte
Zukunft:
Prognosewerte
t
t
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mit den nach dem Planungsschritt 1PS  realisierten Rückflussmengen XR  und 
Absatzmengen XE  sowie den geplanten Absatzmengen 1tXE . 
Analog ergeben sich die Prognosewerte der Rückflussmengen im Zeitpunkt t t  für 
1t   : 
1
1 1
1
1
0
1
endogen
  
             
     
     

  
 
 
          
   
  
 
 

 
  
 
t L L
t t lt t l t t l l l t t l
l l t l
t L t L
t L
t t ll t t l l
l l t
t L
XR XR XR XR
XE XE
0
exogen
 


      

 

L l t t l
l
t L
XE
t t T    (3.33) 
Abhängig vom zeitlichen Abstand des Prognosezeitpunktes t t   zum Planungszeit-
punkt t  werden im Erklärungsteil der endogenen Variablen entweder realisierte und 
prognostizierte Rückflussmengen (für 1 t L   ) oder ausschließlich prognostizierte 
Rückflussmengen (für t L  ) einbezogen. Die Lag-Indizes l   und l  charakterisie-
ren, welche zeitlichen Kopplungen relevant für die Prognose sind. Im Erklärungsteil 
der exogenen Variablen gehen entweder realisierte und geplante Absatzmengen (für 
1 t L  ) oder ausschließlich geplante Absatzmengen (für t L  ) ein. 
Abhängig von der vorliegenden Planungssituation (I-IV) und der Abhängigkeit der 
Rückfluss- und Nachfragemengen (einseitig oder wechselseitig) wird die genannte 
Prognosedurchführung (3.32 bzw. 3.33) angepasst. Durch die in den vorherigen Ka-
piteln erschlossenen Kenntnisse ergeben sich bei einseitigen Abhängigkeiten zwei 
getrennte Prognoseprobleme, wobei die Nachfragemengen als exogene Variable in 
die Prognose der Rückflussmengen eingehen können. Bei wechselseitigen Abhän-
gigkeiten hingegen bilden beide Parameter ein gemeinsames Prognosemodell, das 
abhängig von der Planungssituation noch weitere Einflussfaktoren beinhalten kann. 
Unabhängig davon, ob die Nachfragemengen tME  als endogene oder exogene Vari-
ablen modelliert werden, haben realisierte ME  und prognostizierte Nachfragemen-
gen ME  oder nur prognostizierte Nachfragemengen ME  Einfluss auf die endoge-
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nen Variablen. Der einzige Unterschied besteht darin, dass die Prognosewerte ent-
weder endogen bestimmt werden oder außerhalb des Planungsmodells bestimmt 
werden und als Parameter eingehen. Die Rücknahmemengen XN  werden in den re-
levanten Planungssituationen als exogene Variable modelliert. In der Prognosedurch-
führung haben (wie im Falle der Absatzmengen) realisierte XN  und geplante Rück-
nahmemengen XN  oder nur geplante Rücknahmemengen XN  Einfluss auf die en-
dogenen Variablen. 
Bei einem Entscheidungsfeld unter Unsicherheit und unter der Verwendung der 
stochastischen Optimierung existiert das vorliegende Prognoseproblem (3.31) für je-
des vorliegende Szenario 1,...,s S  (siehe Abbildung 3.4). 
 
Abbildung 3.4: Prognose unter Unsicherheit 
Damit gilt für die Rückflussprognose im Zeitpunkt t t  
1 0

        
 
     L Ls s st t l t t l l t t l
l l
XR XR XE   (3.31‘) 
mit den szenarioabhängigen prognostizierten Rückflussmengen sXR  als endogene 
und den geplanten szenarioabhängigen Absatzmengen sXE . 
Im Rahmen der Szenariengenerierung, die die zukünftige Entwicklung der unsiche-
ren Parameter stXR  und 
s
tME  beschreiben, kommen grundsätzlich zwei Verfahren 
zum Einsatz: die Generierung von Datenströmen auf Grundlage geeigneter Modelle 
(ökonometrische Modelle und Zeitreihen, Diffusionsprozesse und andere Methoden 
tXR1tXR 2tXR 3tXR 
1
1tXR 
1
2tXR 
Gegenwart:
Planungszeitpunkt
Vergangenheit:
historische Daten
Zukunft:
Prognosewerte
t
1
S
tXR  2
S
tXR 
t
…
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wie z.B. neuronale Netze) oder die Diskretisierung von Verteilungen anhand der Ap-
proximation von statistischen Charakteristika (statistische Approximation z.B. Mo-
ment-matching oder das Sampling (z.B. Random Sampling))1). 
Im Prognoseproblem unter Unsicherheit können zwei Komponenten Berücksichti-
gung finden: Systematische Unsicherheiten werden z.B. in Form von Expertenerwar-
tungen über zukünftige Entwicklungen bzgl. der Güterrückflüsse und/oder Absatz-
höchstmengen miteinbezogen. Sowohl bei den ökonometrischen Modellen als auch 
bei den parametrischen Wachstumsfunktionen können die systematischen Unsicher-
heiten mit Hilfe der Variation der Regressanden bzw. Parameter abgebildet werden. 
Unsystematische Unsicherheiten spiegeln zufällige Schwankungen wider, die anhand 
der Modellierung von Störtermen stu  Beachtung finden. Diese beschreiben die Ab-
weichungen vom idealtypischen Verlauf, der sich durch die Beschreibung der syste-
matischen Unsicherheiten ergibt. Aufgrund von Interpolationsfehlern und der Kova-
rianzmatrix der Störterme bei den ökonometrischen Modellen lassen sich (z.B. bei 
der Monte-Carlo-Simulation) Störterme für jeden Zeitpunkt berechnen.  
Bei der Interpolation gibt die Berechnung der Varianz 2  der Modellanpassung 
Auskunft über die Eignung des Prognosemodells. Auf Grundlage der Standardab-
weichung lässt sich der hinreichende Stichprobenumfang SU  mit einer Genauigkeit 
e  und einem gewählten Quantil der Standardnormalverteilung   anhand folgender 
Funktion berechnen: 
2 2
2
  SU
e
  (3.34) 
Durch die Anwendung einer Szenarioreduktion oder -aggregation kann die Anzahl 
der Szenarien beschränkt werden. 
  
                                                 
 
1) Vgl. Di Domenica et al. (2007), S. 2208. 
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3.3.2 Exogene Größen 
Da die Kapazitätsdimensionierung ein Teilproblem der taktischen Planung darstellt, 
sind längerfristige Entwicklungen für die Planung relevant. In den multivariaten Mo-
dellen und bei wechselseitigen Abhängigkeiten werden die Nachfragemengen tME  
durch das Modell erklärt (endogene Variable). Aufgrund der Zeitstabilitätshypothese 
und der Struktur des Prognosemodells werden bisherige Entwicklungen weiter fort-
geschrieben und längerfristigere Entwicklungen unter Umständen nicht mit einbezo-
gen. Sind die Nachfragemengen zudem von den Güterrückflussmengen unabhängig, 
wird diese zu einer exogenen Variable, die außerhalb des Systems prognostiziert 
wird. Somit wird bei der Prognose der Rückflussmengen die Prognose der exogenen 
Variablen vorausgesetzt. Im Folgenden werden Modelle vorgestellt, die die Nachfra-
gemengen prognostizieren können. 
Neben den in den vorherigen Abschnitten erläuterten Prognosemodellen, die auf der 
Theorie der autoregressiven Prozesse beruhen, liegen noch weitere geeignete Model-
le vor, die längerfristige Entwicklungen von Absatzverläufen prognostizieren kön-
nen. Ein Modell, das die Absatz- oder Umsatzentwicklung während der Lebensdauer 
eines Produktes beschreibt, ist der Produktlebenszyklus mit den Phasen Einführung, 
Wachstum, Reife, Sättigung und Degeneration. Zur Prognose des Produktlebenszyk-
lus wird in der Literatur insbesondere auf parametrische Wachstumsfunktionen ver-
wiesen1). Diese Modelle sind mit den Sättigungsmodellen verwandt (siehe Abbildung 
3.5). 
                                                 
 
1) Vgl. Fischer (2001), S. 27 ff., der darauf hinweist, dass die alternativ vorgeschlagenen 
Diffusionsmodelle auf Marktlebenszyklen fokussieren. 
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Abbildung 3.5: Wachstums- und Sättigungsmodell1) 
Die Wachstumsfunktion wird durch die Lage ihres Wendepunktes charakterisiert. 
Dabei ist der Kurvenverlauf um den Wendepunkt von großem Interesse. Abhängig 
von der Funktionsschiefe (Eintritt der Sättigungsphase im Produktlebenszyklus) fol-
gen die Grundmodelle der Sättigungsmodelle (bzw. Diffusionsmodelle) einen sym-
metrischen oder asymmetrischen Verlauf. Beispiele für symmetrische Grundmodelle 
sind das Logistische oder das Exponentielle Modell. Modelle mit asymmetrischem 
Verlauf um den Wendepunkt sind das Bass- und das Gompertz-Modell. Erweiterun-
gen bzw. Modifikationen dieser Modelle ergeben sich durch die Berücksichtigung 
weiterer Einflussfaktoren (z.B. exogene Einflussfaktoren), durch Informationszu-
wächsen im Zeitablauf, durch eine Flexibilisierung des Modells und durch die Mo-
dellierung von Erstkäufen2). 
Der Prognosewert .j t tME   der zukünftigen Nachfragemengen der Güterart j  wird 
dabei durch die Wachstumsfunktion  LC   bestimmt, so dass gilt: 
                                                 
 
1) Angelehnt an Mertens (2012), S. 184. 
2) Eine genaue Übersicht über verschiedene Arten von Sättigungsmodellen vgl. Mertens 
(2012), S. 183 ff. 
Absatz
t
Sättigungsmodell -
kumulierter Absatz
Wachstums-
funktion
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 .   j t t jME LC t t   (3.35) 
Eine weitere Methode zur Prognose des zukünftigen Absatzes bzw. der zukünftigen 
Nachfrage ist das Vorgehen der Interpolation. Dabei kann auf der Grundlage der 
Vergangenheitsdaten ähnlicher Produkte eine Wachstumsfunktion berechnet werden, 
die sich den Daten optimal anpasst. Die im Verlaufe der Planumsetzung zusätzlich 
verfügbar werdenden Ist-Werte der aktuellen Güterarten können für ein Update der 
Wachstumsfunktionen herangezogen werden, so dass sie sich dem tatsächlichen Ver-
lauf anpasst. Neben den polynomialen Wachstumsfunktionen1) weist das Kluyver-
Modell2) 
  2 32 3 4 51 a a t a t a tLC t a t e          (3.36) 
einen hohen Allgemeinheitsgrad auf. Es kann als Referenzmodell herangezogen 
werden, aus dem durch eine Parameterwahl spezielle Wachstumsmodelle, wie das 
Lifer-Modell oder das Brockhoff-Modell, resultieren3). Eine Schätzung des Kluyver-
Modells kann nach einer Log-Transformation mit Hilfe von Least-Squares-Methoden 
erfolgen. Aufgrund der Vielzahl zu schätzender Parameter ist jedoch die Stabilität 
der Schätzung gefährdet (Kollinearität). Um dies zu vermeiden, bietet es sich an, 
vorab die empirischen Daten im Hinblick auf die Eignung spezieller Wachstumsmo-
delle zu testen (z.B. mit Hilfe des Likelihood-Ratio-Tests)4). So ist dann etwa das 
Brockhoff-Modell5)  4 50, 0a a   für den Einproduktfall 
  2 31 a a tLC t a t e      (3.37) 
nach einer Log-Transformation relativ einfach mit linearen Least-Squares-Methoden 
zu schätzen. Der Verlauf der Nachfrage wird bei der Brockhoff-Funktion durch die 
Variablen 1a , 2a  und 3a  bestimmt. Über den Parameter 1a  wird die Höhe der Kurve 
                                                 
 
1) Vgl. Fischer (2001), S. 56 ff. 
2) Vgl. de Kluyver (1977). 
3) Vgl. Fischer (2001), S. 63. 
4) Vgl. Fischer (2001), S. 63. 
5) Vgl. Brockhoff (1966), S. 113. 
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variiert, der Parameter 2a  beschreibt die Schiefe der Funktion und Parameter 3a  die 
Stauchung der Funktion. 
Eine weitere geeignete Methode zur Extrapolation des Produktlebenszyklus einer 
Güterart stellen die bereits ausführlich diskutierten autoregressiven Modelle (z.B. 
ARIMA, ADL, DL, usw.) dar. Die Parameterschätzung erfolgt durch Interpolation 
auf Grundlage ähnlicher Produkte. Hier ist ein Beispiel eines AR( L )-Prozesses ab-
gebildet, so dass die zukünftige Nachfrage durch folgende Funktion beschrieben 
werden kann (mit Absolutterm  ): 
1
L
j.t l j.t-l j.t
l =
ME = + ME +u

 

   , 0j t l    (3.38) 
Die Wahl eines geeigneten Verfahrens zur Abbildung längerfristiger Entwicklungen 
des Absatzpotentials hängt von den zugrundeliegenden Informationen ab. Während 
bei den Diffusionsmodellen Annahmen bzgl. des Käuferverhaltens vorliegen müssen, 
ist die Grundidee der Schätzung von parametrischen Wachstumsmodellen die Inter-
polation einer Funktion an empirischen Daten. Die einzig erklärende Variable ist in 
diesem Fall die Zeit. Bei der Anwendung von autoregressiven Modellen zur Interpo-
lation des Produktlebenszyklus liegt die Annahme zugrunde, dass sich der Nachfra-
geverlauf durch endogene oder exogene Variablen über zeitliche Rückkopplungen 
erklären lässt. 
3.4 Besonderheiten der Integration des Prognose- in das 
Planungsmodell 
3.4.1 Handhabung unrealistischer Prognosewerte 
Aufgrund der Berücksichtigung von Informationszuwächsen im Planungsablauf 
muss die optimale Spezifikation des Prognosemodells sichergestellt werden, d.h., 
dass die Parameter des Prognosemodells so gewählt werden, dass das Modell sich 
optimal an gegebene Werte, gemäß des Schätzverfahrens, anpasst. Aus diesem 
Grund ist eine laufende Überprüfung der gewählten Lag-Ordnungen und Schätzung 
der Regressionskoeffizienten des ökonometrischen Prognosemodells notwendig. Die 
Prognosegüte und damit auch die Planungsgenauigkeit sind von der Qualität der bei 
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der Planung zugrunde gelegten Informationsbasis für die endogenen und exogenen 
Variablen abhängig. Bei der Festlegung der Informationsbasis der produktspezifi-
schen Zeitreihen wie Nachfrage- tME , Absatz- tXE , Rückfluss- tXR  und Rück-
nahmemengen tXN  ist der Bekanntheitsgrad des Produktes für die Unternehmung 
oder Branche ein entscheidender Faktor. 
Bei einem Neuprodukt wird die Schätzung dadurch erschwert, dass noch keine reali-
sierten Zeitreihen bestehen. In diesem Fall kann der Planer bei der Schätzung entwe-
der auf ähnliche Produkte, deren Zeitreihen bekannt sind, zurückgreifen oder versu-
chen, die Parameter aufgrund seiner Expertise zu schätzen. Eine geeignete Vorge-
hensweise bei der Initialprognose ist die Nutzung der Zeitreihen des Vorproduktes. 
Diese können durch eine abweichende Expertenmeinung modifiziert werden. Dieje-
nigen Zeitreihen, die zur Aktualisierung der Regressionskoeffizienten des Prognose-
modells genutzt werden, werden in jedem Planungslauf um die Anzahl der für das 
Neuprodukt realisierten Werte aktualisiert. 
Treten starke Abweichungen der realisierten Zeitreihen des Neuproduktes von der 
Initialprognose der Nachfrage-, Absatz-, Rückfluss- und Rücknahmemengen auf, 
kann es durch die Aktualisierung zu Strukturbrüchen kommen. Somit ist die anfäng-
liche Prognosequalität niedrig. Dieser Effekt wird durch die Aktualisierung der Pla-
nungsgrundlage (sukzessives Austauschen der Initialprognosewerte) mit weiter fort-
schreitendem Planungshorizont abgeschwächt. 
Strukturbrüche können mit Prognosewerten einhergehen, die in der Realität nicht 
eintreten können (z.B. negative Rückflussmengen). Die Eintrittswahrscheinlichkeit 
dieses Falles ist umso höher, je niedriger die zu erwartenden Mengen sind. In der 
Planung werden deshalb prognostizierte Rückflussmengen als reellwertige Größen 
t XR  berücksichtigt, wobei negative Prognosewerte mit dem Wert 0, also dem 
Nicht-Eintreten von Güterrückflüssen, berücksichtigt werden. Somit ist eine Fallun-
terscheidung bzgl. der Rücknahmemengen zu treffen. Prognostizierte Rückflussmen-
gen mit positiven Vorzeichen bilden die Obergrenze für die Rücknahmemengen, an-
dernfalls ist die Rücknahmemenge 0: 
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t  t  (3.39) 
Diese Fallunterscheidung stellt einen nicht-linearen Zusammenhang im Planungsmo-
dell dar, der linearisiert werden kann. Die Linearisierung ist jedoch davon abhängig, 
welche Planungssituation vorliegt. 
In den Planungssituation I und II bestehen keine Entscheidungsmöglichkeiten bzgl. 
der Rücknahme. Der Entscheider muss alle Güterrückflussmengen zurücknehmen: 
t tXN XR  t  (2.4‘) 
Zur Linearisierung der oben beschrieben Nebenbedingungen (3.39) werden eine neue 
Variable  . 0;1j t  (mit Güterarten ,...,1j J  und Perioden ,...,1t T ) und ein Pa-
rameter M  (sehr große Zahl) eingeführt. In dieser Situation werden drei zusätzliche 
Nebenbedingungen modelliert, die ins Planungsmodell eingefügt werden. Die Glei-
chungen (3.40) und (3.41) erzwingen die Gleichheit der Rückfluss- und Rücknah-
memenge, wenn die Rückflussmenge positiv ist. Es gilt auch, dass in dem Fall von 
negativen prognostizierten Rückflussmengen die Variable   gleich 0 gesetzt wird. In 
diesem Fall ist die Rücknahmenge auf jeden Fall größer als die Rückflussmenge, 
weil sie als reell-positive Zahl definiert ist ( 0t
XN ). Durch die dritte Gleichung 
wird, wie gefordert, eine Rücknahmemenge von 0 realisiert. Bei positiven prognosti-
zierten Rückflussmengen kann die Binärvariable   aufgrund der zweiten Gleichung 
nicht den Wert 0 annehmen. Bei positiven Rückflussmengen gilt somit: t tXN XR . 
Damit ist die letzte Gleichung (3.42) auch erfüllt, da die Rücknahmemenge auf jeden 
Fall kleiner ist als eine vorher festgelegte große Zahl. 
 t t M   XN XR t1  t  (3.40) 
t tXN XR  t  (3.41) 
t M XN t  t  (3.42) 
In den Planungssituationen III und IV gilt, dass der Entscheider die Höhe der Rück-
nahmemengen der Güterrückflüsse bestimmen kann: 
t tXN XR  t  (2.4) 
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Zur Linearisierung des Terms (3.39) werden die Nebenbedingungen (3.40) und 
(3.42) beibehalten. Aufgrund der zusätzlichen Entscheidungsmöglichkeiten entfällt 
Formel (3.41). Bei positiven prognostizierten Rückflussmengen erzwingen die Glei-
chungen (3.40) und (3.42) bei geplanten positiven Rücknahmengen (ökonomisch 
vorteilhaft zur Verarbeitung) eine Festsetzung von  1 . Somit gewährt die zweite 
Gleichung einen Rücknahmewert von größer als 0. Bei negativen prognostizierten 
Rückflussmengen wird bei der ersten Formel (3.40) eine Festsetzung von  0  er-
zwungen, da die Rücknahmengen positiv sind ( 0t
XN ) und durch die Addition 
eines hinreichend großen Wertes M  zu einem negativen Rückflusswert die Einhal-
tung eines positiven Rücknahmewertes gewährleistet wird. Bei  0  wird die 
Rücknahmemenge aufgrund der zweiten Gleichung gleich 0 gesetzt. Dort wird in 
diesem Fall die Obergrenze mit 0 festgelegt. Wenn die Rücknahme für den Entschei-
der ökonomisch nicht vorteilhaft ist, wird die Rücknahmemenge den Wert 0 betra-
gen. Damit kann die Variable   bei positiven prognostizierten Rückflussmengen den 
Wert 0 oder 1 annehmen. Da nicht bekannt ist, welche Auswirkungen diese „Unent-
schlossenheit“ bei positiven prognostizierten Rückflussmengen auf die Lösungszeit 
hat, wird folgende Gleichung hinzugefügt: 
tXR M t  t  (3.43) 
Mit dieser Gleichung wird sichergestellt, dass die Variable   bei positiven prognos-
tizierten Güterrückflussmengen den Wert von 1 annimmt. Durch diese zusätzliche 
Gleichung sind somit alle Entscheidungen bzgl. der Variable   eindeutig. Das Hin-
zufügen der Gleichung (3.45) auch bei Situation I und II bringt keine Veränderung 
bei den aufgezeigten Entscheidungswegen. Bei negativen prognostizierten Rück-
flussmengen wird auch bei ökonomisch nicht vorteilhaften Rückflussmengen  0  
erzwungen. 
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3.4.2 Handhabung nicht stationärer Zeitreihen 
Haben die im Grundmodell (3.12) beschriebenen Zeitreihen aufgrund ihrer Nicht-
Stationarität eine Ordnung, die größer als 0 ist, müssen die Zeitreihen vor Schätzung 
des Modells differenziert werden. Das zu schätzende multivariate Modell hat nach 
der Differenzierung die Form 
1 1 2
1 0

  
 
      XR XR XEL Ld d dt l t l l t l t
l l
  u  (3.12‘) 
mit den differenzierten Rückflussmengen 1d XR  der Ordnungen  1 1.1 1.,..., Jd d d  
und differenzierten Absatzmengen 2d XE  der Ordnungen  2 2.1 2.,..., Jd d d . Jede 
Zeitreihe der Rückfluss- bzw. Absatzmengen der Güterart j  kann durch einen andere 
Ordnung charakterisiert sein. Die geschätzten Regressionsparameter des Modells 
(3.12‘) beschreiben demnach funktionale Abhängigkeiten zwischen den differenzier-
ten Zeitreihen der endogenen und exogenen Variablen. 
Werden die geschätzten Regressionsparameter als Inputparameter für das integrierte 
Prognoseproblem verwendet, müssen die im Planungsmodell modellierten Variablen 
der Rückfluss- und Absatzmengen in differenzierter Form im Prognosemodell Be-
rücksichtigung finden. Somit wird das Modell (3.30) für die t-Schritt-Prognose wie 
folgt angepasst: 
1 1 2
1 0

          
 
       L Ld d dt t l t t l l t t l t t
l l
XR XR XE u  (3.30‘) 
Für die differenzierten Zeitreihen gelten spezielle Definitionen, die im Planungsmo-
dell hinzugefügt werden. Abhängig von der Ordnung gilt für die Rückflussmengen: 
- Ordnung 0: 
0
. .j t j tXR XR   
- Ordnung 1: 
 1 . . . . 11j t j t j t j tXR B XR XR XR       
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- Ordnung 2: 
2 1 1
. . . 1 . . 1 . 22j t j t j t j t j t j tXR XR XR XR XR XR          
Für die Absatzmengen gilt analog: 
- Ordnung 0: 
0
. .j t j tXE XE   
- Ordnung 1: 
 1 . . . . 11j t j t j t j tXE B XE XE XE       
- Ordnung 2: 
2 1 1
. . . 1 . . 1 . 22j t j t j t j t j t j tXE XE XE XE XE XE          
Für die erweiterten Prognoseprobleme, in denen die Absatzhöchstmengen tME  und 
die Rücknahmemengen tXN  als weitere Einflussfaktoren der endogenen Variablen 
modelliert werden, müssen die genannten Aspekte ebenfalls berücksichtigt werden. 
Beim klassischen Lebenszyklus, der eine glockenähnliche Form anstrebt, kann davon 
ausgegangen werden, dass die Zeitreihen der Absatz-, Nachfrage-, Rückfluss- und 
Rücknahmemengen höchstens der zweiten Ordnung integriert sind. Andere Ordnun-
gen sind aufgrund unterschiedlicher Marktstrategien (z.B. früherer oder späterer Ein-
führungszeitpunkt des Folgeproduktes) nicht auszuschließen. 
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4 Numerische Analyse 
4.1 Zielsetzung 
Die numerische Analyse bezieht sich auf eine rollierende Dimensionierung der für 
den Hin- und Rückfluss eines neuen Produktes im gesamten Produktlebenszyklus 
benötigten Kapazität. Die rollierende Planung baut auf (hypothetischen, aber nicht 
unrealistischen) Daten der Nachfrage- und Rückflussmengen eines ähnlichen Vor-
gängerproduktes und den sukzessive bekanntwerdenden Daten der realisierten Nach-
frage- und Rückflussmengen eines Neuproduktes auf. Ziel ist es, die Funktionsfähig-
keit des Planungsansatzes in unterschiedlichen Planungssituationen und bei Vorlie-
gen einer unvollkommenen Informationsbasis bzgl. der Nachfrage- und Rückfluss-
mengen zu untersuchen. Die unterschiedlichen Planungssituationen determinieren 
das Entscheidungsfeld des Planers und das bei der Planung einzusetzende Prognose-
modell. Zentrale Voraussetzungen sind dabei eine Prognose des gesamten Produktle-
bens- und -rückflusszyklus sowie die adäquate Berücksichtigung der aus der Progno-
se hervorgehenden unsicheren Aussagen über zukünftige Güterflussmengen im Pla-
nungsmodell. Insbesondere wird analysiert, in welchem Ausmaß sich (1) die Progno-
sequalität und (2) der Einsatz von flexiblen Ressourcen auf die mit der Planumset-
zung realisierten Beobachtungsgegenstände auswirken. Beobachtungsgrößen sind die 
Berechnungszeiten, der realisierte Kapitalwert, die Ergebnisrobustheit und die Pla-
nungsrobustheit in Abhängigkeit von den Charakteristika der CLSC und der Infor-
mationsbasis: 
Ausgangsbasis der Modellbeschreibung sind die unterschiedlichen Planungssituatio-
nen der CLSC, die sich durch die unterschiedlichen Handlungsmöglichkeiten bzgl. 
der Nachfrageerfüllung und Güterrücknahme der CLSC ergeben. Im Folgenden wer-
den die zwei gegensätzlichsten Situationen untersucht: Situation I (keine Hand-
lungsmöglichkeiten bzgl. der Rücknahme- und Absatzmengen) und Situation IV 
(freie Entscheidung bzgl. der Rücknahme- und Absatzmengen). Situation II und III 
ergeben sich als Spezialfälle der Situation IV, in denen nur eine Handlungsmöglich-
keit gegeben ist.  
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Situation I Situation IV 
t tXN XR  
t tXE ME  
t tXN XR  
t tXE ME  
Tabelle 4.1: Zugrunde gelegte Planungssituationen 
Die Planung baut auf einer Minimalstruktur auf, welche die wesentlichen Eigen-
schaften einer CLSC aufweist. Diese umfasst alle autonom und abhängig disponier-
baren Güterflüsse, mehrere Güterrückflussarten und mehrere Transformationsmög-
lichkeiten. Zudem sind alle Mengen-, Kosten- und Kapazitätswirkungen der Trans-
formationen sowie die wertmäßigen Wirkungen der Güterarten auf der operativen 
Ebene bekannt. Für die Planung der Nachfrage und Rückflussmenge sind hypotheti-
sche Daten der Absatz-, Nachfrage-, Rückfluss- und Rücknahmemengen des Vor-
produktes gegeben. Diese Informationen sind Grundlage zur Bestimmung der inte-
grierten Prognosemodelle. Die vorliegenden Planungssituationen determinieren un-
terschiedliche Annahmen für die Prognosemodelle. Da sich die Nachfrage des Neu-
produktes aufgrund von verändernden Umweltsituationen von dem des Vorproduktes 
unterscheiden kann, werden für die Nachfragerealisation unterschiedliche Nachfra-
gekonstellationen getestet, um die Auswirkungen der Prognosequalität auf die Be-
obachtungsgrößen zu analysieren. (1) Prognosefehler ergeben sich durch Fehlein-
schätzungen des Experten bzgl. der zukünftigen Nachfrage. Um die Auswirkungen 
von systematischen Unsicherheiten (Niveauveränderungen) numerisch zu analysie-
ren, wird die Relation zwischen tatsächlicher Nachfrage und Experteneinschätzung 
systematisch variiert. Unsystematischen Unsicherheiten werden durch die Modellie-
rungen von zufälligen Störtermen Rechnung getragen. Eine zuverlässige Prognose 
liegt dann vor, wenn die Experten die Niveauverschiebung der zukünftigen Nachfra-
ge richtig einschätzen. Bei der Planung wird die unsichere Nachfrage (unvollkom-
mene Information) anhand von Szenarien (Expertenmeinung) berücksichtigt. 
(2) Zudem wird auf taktischer Ebene die Möglichkeit gegeben, in Potentialfaktoren 
mit unterschiedlicher Flexibilität zu investieren, um deren Einsatz bei einer unvoll-
ständigen Informationsbasis zu analysieren. Abhängig von ihrer Eignung unterschei-
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den sie sich in der Kostenstruktur für die Kapazitätsanpassungsmaßnahmen (Expan-
sion und Kontraktion). Unterschiedliche Flexibilitätsgrade der einzusetzenden Poten-
tialfaktoren werden in verschiedenen Szenarien mit unterschiedlichen variablen Aus-
zahlungen für die Kapazitätsanpassung je nach eingesetztem Potentialfaktor systema-
tisch variiert. 
In Bezug auf die zwei zu untersuchenden Planungssituationen, die durch die Ent-
scheidungsmöglichkeiten charakterisiert sind, werden folgende Vermutungen hin-
sichtlich der Beobachtungsgrößen aufgestellt und begründet. Diese Vermutungen be-
ziehen sich auf die zu untersuchenden Beobachtungsgegenstände Berechnungszeiten, 
realisierter Kapitalwert, Ergebnisrobustheit und Planungsrobustheit. Es werden Un-
terschiede zwischen den beiden Planungssituationen herausgearbeitet, indem das 
Ausmaß der Beobachtungen in Relation zu den Veränderungen der einzelnen Nach-
frage-, Auszahlungs- und Flexibilitätskonstellationen analysiert wird. Anschließend 
wird im Abschnitt 4.4 überprüft, ob sich die Vermutungen in den Planungsergebnis-
sen widerspiegeln. Eine inferenzstatistische Untersuchung ist in diesem Kontext un-
zweckmäßig, denn das Ziel der Analyse ist es, erste Aussagen über das allgemeine 
Modellverhalten zu generieren. 
Die nun folgenden Vermutungen sind durch die zugrunde liegenden Planungssituati-
onen und den damit determinierten Handlungsmöglichkeiten der Unternehmung so-
wie der vorliegenden Informationsbasis begründet. Es werden generelle Vermutun-
gen über die Beobachtungen in Bezug auf die beiden Situationen aufgestellt. An-
schließend werden Ahnungen hinsichtlich der Wirkung der systematisch variieren-
den Testparameter auf die Indikatoren aufgestellt. Bzgl. der durchschnittlichen Be-
rechnungszeiten werden folgende Vermutungen formuliert. 
- Vermutung 1.1: 
 Die durchschnittlichen Berechnungszeiten sind in Planungssituation I geringer als 
in Situation IV. Aufgrund von weniger Freiheitsgraden in Bezug auf die Absatz- 
und Rücknahmemengen (vollständige Nachfragebedienung und Güterrückflusszu-
rücknahme) ist der Umfang an Entscheidungsvariablen des mathematischen Pla-
nungsmodells und der Variablen und Parameter des Prognosemodells in Pla-
nungssituation I kleiner als in Situation IV. Das Lösungsverfahren muss weniger 
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mögliche Entscheidungskombinationen überprüfen, so dass die Berechnung einer 
optimalen Lösung weniger Zeit in Anspruch nimmt. 
- Vermutung 1.2: 
 Die Möglichkeit in flexible Ressourcen zu investieren hat keinen positiven Effekt 
auf die Berechnungszeit. Mit steigendem Flexibilitätsgrad der Ressourcen erhöht 
sich die durchschnittliche Berechnungszeit, da die Anzahl möglicher Entschei-
dungskombinationen ansteigt. 
Es werden folgende Vermutungen für beide Planungssituationen bzgl. des realisier-
ten Kapitalwerts aufgestellt: 
- Vermutung 2.1: 
 Der durchschnittlich realisierte Kapitalwert ist in Planungssituation IV bei zuver-
lässiger Prognose höher als in Planungssituation I. In Planungssituation IV beste-
hen höhere Freiheitsgrade in Bezug auf die Absatz- bzw. Rücknahmemengen. 
Insbesondere können häufige Zahlungen zur Nachfragebedienung und Rückfluss-
annahme vermieden werden, die durch unsystematische Unsicherheiten verursacht 
werden. 
- Vermutung 2.2: 
 Der durchschnittlich realisierte Kapitalwert ist umso höher, je zuverlässiger die 
Prognose ist. Überschätzungen des Kapazitätsbedarfes gehen mit höheren (Des-) 
Investitionsauszahlungen einher, die zusätzlich aufgebaute Kapazität wird jedoch 
nicht ausgelastet und deshalb in späteren Perioden wieder abgebaut. Unterschät-
zungen des Kapazitätsbedarfes haben niedrigere (Des-) Investitionsauszahlungen 
zur Folge. Die unzureichende Kapazität reduziert jedoch die laufenden Zahlungs-
überschüsse und die Möglichkeiten einer günstigeren Materialbeschaffung aus 
dem Güterrückfluss, weil die Nachfrage und der Rückfluss nicht vollständig ge-
nutzt werden können. 
- Vermutung 2.3: 
 Der realisierte Kapitalwert ist größer, wenn Potentialfaktoren mit einem großen 
Einsatzspektrum eingesetzt werden. Die Unternehmungen können sich aufgrund 
des breiten Einsatzspektrums der flexiblen Ressourcen besser als mit dem Einsatz 
von starren Ressourcen an verändernde Umweltsituationen anpassen. 
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Die Ergebnisrobustheit, gemessen am Variationskoeffizienten des realisierten Kapi-
talwerts, beschreibt die Auswirkungen von unsystematischen Unsicherheiten auf den 
Kapitalwert. Dieser Beobachtungswert wird detailliert betrachtet: 
- Vermutung 3.1: 
Die Ergebnisrobustheit ist in Situation IV höher als in Situation I. Zufällige 
Schwankungen der Nachfrage können bei nicht ausreichender Kapazität in Pla-
nungssituation I zu höheren Auszahlungen führen, da die Unternehmung ad-hoc 
Produkte zu einem höheren Preis am Beschaffungsmarkt erstehen und/oder die 
Kapazitätspläne anpassen muss, um die Nachfrage zu bedienen. 
- Vermutung 3.2: 
 Der Ergebnisrobustheit ist bei Fehleinschätzung des Kapazitätsbedarfes niedriger 
als im Vergleich zu einer zuverlässigen Prognose, weil zusätzliche, eigentlich 
nicht erforderliche (Des-) Investitionen getätigt werden müssen. Wenn der öko-
nomische Erfolg maximiert werden soll, erfordern große Abweichungen zwischen 
tatsächlichem und erwartetem Kapazitätsbedarf stärkere Anpassungen. Die Ro-
bustheitsabschwächung ist bei der Überschätzung geringer als bei der Unterschät-
zung ausgeprägt, da zufällige Schwankungen des Kapazitätsbedarfes bei Über-
schätzung besser kompensiert werden. Insbesondere führt dies in Planungssituati-
on I zu weniger häufigen Auszahlungen (Auszahlungen für ad-hoc-Käufe). 
- Vermutung 3.3: 
 Die Ergebnisrobustheit der Unternehmungen ist größer, wenn Ressourcen mit ei-
nem breiten Einsatzspektrum eingesetzt werden. Flexible Ressourcen können zu-
fällige Schwankungen besser kompensieren. 
In Bezug auf die Planungsrobustheit werden folgende Vermutungen formuliert: 
- Vermutung 4.1: 
Bei einer zuverlässigen Prognose ist die Planungsrobustheit höher, wenn die Un-
ternehmung Entscheidungsmöglichkeiten bzgl. der Nachfragebedienung und 
Rücknahme der Rückflüsse hat. Aufgrund höherer Freiheitsgrade können in Pla-
nungssituation IV Zahlungen der Kapazitätsanpassung zur vollständigen Nachfra-
gebedienung vermieden werden. Dadurch werden insbesondere in Planungssitua-
tion IV die Expansionspläne weniger angepasst als in Planungssituation I. 
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- Vermutung 4.2: 
 Die Planungsrobustheit ist umso höher, je besser die Prognosequalität der Nach-
frage ist. Große Abweichungen führen zu stärkeren Anpassungen der Kapazitäts-
pläne, damit Erlöse bei Unterschätzung nicht entgehen bzw. zu hohe Investitionen 
bei Überschätzung getätigt werden. Die Planungsrobustheit ist bei den Expansi-
onsentscheidungen größer als bei den Kontraktionsentscheidungen. 
- Vermutung 4.3: 
 Bei zufälligen Nachfrageschwankungen ist die Planungsrobustheit beim Einsatz 
von flexiblen Ressourcen höher als bei starren Ressourcen. Unerwartete Änderun-
gen der Absatzhöchst- und Rückflussmengen gehen nur mit kleinen Veränderun-
gen der zahlungsintensiven Expansionsmaßnahmen einher, da einerseits bei Un-
terschätzung geringe zahlungsintensive Rückflussmengen aufgrund niedriger 
Planabsatzmengen erwartet werden und andererseits bei Überschätzung mehr Ka-
pazität aufgebaut wurde als benötigt wird. Unerwartete Rückflussmengen bei Un-
terschätzung und überhöhte Kapazität bei Überschätzung werden durch Kontrak-
tionsmaßnahmen ausbalanciert, wenn diese zahlungsgünstiger sind. 
- Vermutung 4.4: 
 Erhöhungen der Zahlungen für Kapazitätsanpassungen bei flexibleren Ressourcen 
haben einen starken Einfluss auf die Planungsrobustheit. Die erhöhten Zahlungen 
führen zu einer geringeren Anschaffung von flexiblen Ressourcen. Es werden die 
Anschaffungszahlungen, dem möglichen Absatz gegenübergestellt. Ab einem be-
stimmten Verhältnis zwischen möglichem Absatz und notwendigen Anschaf-
fungszahlungen kompensieren die Potentiale der flexiblen Ressourcen die Aus-
zahlungen nicht mehr. 
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4.2 Testaufbau 
4.2.1 Datenbasis 
4.2.1.1 Güterfluss 
In einem Horizont von 40 Perioden soll die Kapazität eines Gütertransformationssys-
tems mit den Prozessen Produktion (M, 1i  ), Reparatur (R, 2i  ) und Aufarbei-
tung (T, 3i  ) geplant werden. Der Güterfluss weist die in Abbildung 4.1 dargestell-
te Struktur auf. 
 
Abbildung 4.1: Struktur des Güterflusses der analysierten CLSC 
Die benötigten Produktkomponenten  1j   werden dem Beschaffungsmarkt (P) 
entnommen oder durch Aufarbeitung (T) von Gebrauchtprodukten am Ende ihrer 
Nutzungsdauer  4j   zurückgewonnen. Sie können zur Produktion (M) von Neu-
produkten  2j   oder zur Reparatur (R) von reparaturbedürftigen Produkten 
 3j   zum Einsatz gelangen. Aus der Produktion gehen Neuprodukte  2j   oder 
reparaturbedürftige Produkte  3j   hervor. Zudem können Neuprodukte auch vom 
Legende:
j
i
externe Quelle/Senke
Zwischenlager für das Gut j
Gütertransformation i
autonom disponierbare Mengen
prognostizierte Mengen
Systemgrenze
P
D
1
5
M
R
T 4
3
2
C
  128 
Beschaffungsmarkt bezogen werden. Reparaturbedürftige Produkte werden in erwar-
teten konstanten Anteilen zu Neuprodukten oder zu Gebrauchtprodukten am Ende ih-
rer Nutzungsdauer transformiert. Durch den Konsum von Neuprodukten (C) ergeben 
sich zwei Rückflüsse: Reparaturbedürftige Produkte und Gebrauchtprodukte am En-
de ihrer Nutzungsdauer, deren zukünftig zu erwartender Umfang mit Hilfe von Prog-
nosen ermittelt wird, abhängig von der vorliegenden Planungssituation. Aus der Auf-
arbeitung der Gebrauchtprodukte gehen wiederverwendbare  1j   oder zu entsor-
gende Produktkomponenten  5j   hervor. Die zuletzt genannten Komponenten 
werden auf dem Entsorgungsmarkt (D) abgesetzt. Reparaturbedürftige Produkte und 
Gebrauchtprodukte am Ende ihrer Lebensdauer können auch direkt entsorgt werden.  
Die durch die einzelnen Transformationen i  bewirkten Mengenänderungen  J IU  
an den Güterarten j  werden durch die in Tabelle 4.2 angegebenen Werte erfasst.  
j   
i   
1 2 3 4 5 
M  1i   –1,00 +0,98 +0,02 0,00 0,00 
R  2i   –0,10 +0,95 –1,00 +0,05 0,00 
T  3i   +0,90 0,00 0,00 –1,00 +0,10 
Tabelle 4.2: Mengenwirkungen der Transformationen 
Die Kosten bzw. Preise der Güterarten sind in der Tabelle 4.3 zusammengefasst. Es 
wird angenommen, dass die Komponenten zum selben Preis am Beschaffungsmarkt 
erworben werden können. Das Endprodukt  2j   kann mit einem Aufschlag von 
20% auf den Absatzpreis am Beschaffungsmarkt erworben werden. Die Unterneh-
mung würde die Endprodukte zu diesem Preis nur erwerben, wenn sie durch vertrag-
liche Verpflichtungen zur Erfüllung der Nachfrage verpflichtet ist und der Kapazi-
tätsbedarf unterschätzt würde. Dies ist eine Entscheidungsmöglichkeit in Situation I; 
in Situation IV würde die Nachfrage nicht bedient werden. Entsorgungspreise wer-
den als negative Absatzpreise modelliert. Die Lagerhaltungskosten der Endprodukte 
 2j   betragen pro Periode 0,25% des Absatzpreises (bzw. Entsorgungskosten). 
Die Lagerhaltungskosten der reparaturbedürftigen Produkte  3j   haben aufgrund 
ihres Potentials zur Aufbereitung dieselben Lagerhaltungskosten wie die Einzelkom-
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ponenten  1j   (0,15% des Absatzpreises). Die Gebrauchtprodukte am Ende ihrer 
Nutzungsdauer  4j   und die zu entsorgenden Produkte  5j   haben angesichts 
ihrer geringen Wiederverwendungsrate Lagerhaltungskosten von 0,025% des Ab-
satzpreises. 
j  
Wertkategorie 
1 2 3 4 5 
Absatzpreis PE  55 100 –10 –10 –10 
Beschaffungspreis PI  55 120 - - - 
Lagerhaltungskosten PL  0,15 0,25 0,15 0,025 0,025 
Redistributionskosten PR  - - 10 10 - 
Tabelle 4.3: Wertmäßige Wirkungen der Güterarten j  pro Stück 
Der Einsatz weiterer Inputgüter, die nicht durch die explizit abgebildeten Güter j  be-
schrieben sind, wird pauschal durch die Ausführungskosten der Prozesse erfasst. Für 
die Festsetzung der Ausführungskosten gelten unter der Bedingung, dass 
- die Wirkungen taktischer Kapazitätsentscheidungen im Mittelpunkt der Betrach-
tung stehen und nicht von den Wirkungen operativer Anpassungsmaßnahmen 
dominiert werden, sowie 
- die Kosten der kurzfristigen Entscheidungen so festgesetzt werden, dass kein Pro-
zess unbedingt ökonomisch nachteilig ist, 
die folgenden Annahmen: 
- Die Ausführungskosten der Prozesse sind so hoch, dass unter der Berücksichti-
gung des erwarteten Umsatzes und der Kosten für die explizit erfassten Güter 
noch eine Gewinnspanne realisiert werden kann. 
- Kurzfristig gesehen ist kein Prozess vorteilhafter als die anderen Prozesse, d.h., 
die minimale Gewinnspanne ist bei allen Prozessen gleich. 
Zur Kostenfestlegung wird die einmalige Durchführung jedes Prozesses i  unter Be-
rücksichtigung der Mengenwirkungen isoliert betrachtet (Tabelle 4.4), und es wird 
von den Marktpreisen ausgegangen, d.h. die benötigten Produktkomponenten  1j   
werden zu Beschaffungspreisen PI  und die einzusetzenden Rückflussmengen wer-
den zu Redistributionskosten PR  angesetzt. Die Ausführungskosten sind nicht grö-
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ßer als die Differenz zwischen Umsatz und Kosten der explizit erfassten Güter und 
einer festgesetzten minimalen Gewinnspanne.  
 
Montage  1i   Reparatur  2i   Aufbereitung  3i   
Input  
(nach Güterart) 
   
1j   . / . 1 55  . / . 0,1 55   
2j      
3j    . / . 1 10   
4j     . / . 1 10  
5j      
Kosten pro Kapa-
zitätseinheit 
   
1k   . / . 1 21  . / . 0,1 21  . / . 0,2 21  
2k   . / . 0,2 21  . / . 0,8 21  . / . 0,1 21  
3k   0 . / . 0,1 21  . / . 0,4 21  
Output 
(nach Güterart) 
   
1j      
2j    0,98 100    0,95 100   0,90 55   
3j   . / . 0,02 10    
4j    . / . 0,05 10   
5j     . / . 0,1 10  
  17,6 58 23,8 
festgesetzte 
Gewinnspanne 
. / . 10  . / . 10  . / . 10  
Ausführungskosten 
PT  
7,6 48 13,8 
Tabelle 4.4: Kalkulation der Ausführungskosten  
Bei der Berücksichtigung der Kosten pro genutzte Kapazitätseinheit wird von Poten-
tialfaktoren mit hoher Flexibilität ausgegangen. Ein Kostensatz von 21 pro Einheit 
wird angenommen. Die fixen Wertwirkungen des Kapazitätsaufbaus lassen sich nicht 
willkürfrei den einzelnen Prozessen zuordnen und werden deshalb nicht mit in die 
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Kalkulation einbezogen. Vortests haben gezeigt, dass sie (bei durchschnittlich zwei 
Aufbauentscheidungen) weniger als 1% des Kapitalwertes betragen.  
Für die Inanspruchnahme der Kapazität gelten folgende Annahmen: 
- Der Reparaturprozess hat eine niedrigere Kapazitätsnachfrage als der Produkti-
onsprozess.1) 
- Der Aufbereitungsprozess der Gebrauchtgüter am Ende ihrer Lebenszeit benötigt 
am wenigsten Kapazität, da Einzelkomponenten gewonnen werden und der Rest 
entsorgt wird.  
Die Kapazitätsnachfrage  K I  der einzelnen Prozesse i  wird in folgender Matrix 
zusammengefasst: 
i  
k  
1 2 3 
1 1 0,1 0,1 
2 0,2 0,8 0,2 
3 0 0,1 0,4 
Tabelle 4.5: Kapazitätsbedarf der Prozesse nach Kapazitätsarten 
4.2.1.2 Potentialfaktoren 
Um die Vermutungen bzgl. der Wirkungen des Einsatzes von flexiblen Ressourcen 
zu überprüfen, werden unterschiedliche Konstellationen, die durch verschiedene Fle-
xibilitäts- und Unsicherheitsstufen geprägt sind, untersucht. Die Flexibilitätsstufen 
der drei Potentialfaktoren  1,...,3h   spiegeln die Eignung der Ressource zur Erfül-
lung der Kapazitätsnachfrage der drei Arten  1,...,3k   wider: voll flexibel (Flex1, 
3 von 3 Kapazitätsarten), mittel flexibel (Flex2, 2 von 3 Kapazitätsarten) und inflexi-
bel (Flex3, 1 von 3 Kapazitätsarten). Die Eignungen sind so verteilt, dass auf einer 
Flexibilitätsstufe jede Kapazitätsart von der gleichen Anzahl an Potentialfaktoren ab-
                                                 
 
1) Vgl. Bulmus/Zhu/Teunter (2013), S. 359. 
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gedeckt ist. Die Eignungsmatrizen  K HCA  der drei Flexibilitätsstufen werden in 
Tabelle 4.6 dargestellt. 
Flex1  Flex2  Flex3 
h  
k  
1 2 3  
h  
k  
1 2 3  
h  
k  
1 2 3 
1 1 1 1  1 1 1 0  1 1 0 0 
2 1 1 1  2 1 0 1  2 0 1 0 
3 1 1 1  3 0 1 1  3 0 0 1 
Tabelle 4.6: Eignungsmatrizen der unterschiedlichen Flexibilitätsstufen 1, 2 und 3 
Es wird angenommen, dass die variablen Kapazitätsauszahlungen für Potentialfakto-
ren mit höherer Flexibilität nicht niedriger sind als für Potentialfaktoren mit einem 
geringeren Einsatzspektrum. Fixe Auszahlungen (z.B. für Umstellung und Installati-
on) sind hingegen flexibilitätsunabhängig. Es werden unterschiedliche variable Aus-
zahlungen der Expansions-   1 Hie  und Kontraktionsmaßnahmen   1 Hik  
für die Potentialfaktoren untersucht. 
 Konstellation 1 (KK1) Konstellation 2 (KK2) 
Flexibilitätsstufe Flex3 Flex2 Flex1 Flex3 Flex2 Flex1 
Expansion 7 7 7 7 8,75 10,5 
Kontraktion 1 1 1 1 1,25 1,5 
       
 Konstellation 3 (KK3) Konstellation 4 (KK4) 
Flexibilitätsstufe Flex3 Flex2 Flex1 Flex3 Flex2 Flex1 
Expansion 7 10,5 14 7 12,25 17,5 
Kontraktion 1 1,5 2 1 1,75 2,5 
       
 Konstellation 5 (KK5)    
Flexibilitätsstufe Flex3 Flex2 Flex1    
Expansion 7 14 21    
Kontraktion 1 2 3    
Tabelle 4.7: Variable Kapazitätsexpansions- und kontraktionszahlungen 
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 F3 F2 F1 
fixe Kapazitätsexpansionszahlungen hIE  300 300 300 
fixe Kapazitätskontraktionszahlungen hIK  100 100 100 
Tabelle 4.8: Fixe Kapazitätsexpansions- und kontraktionszahlungen 
Die Anpassungsentscheidungen der Kapazitätsexpansion und -kontraktion gehen mit 
Verzögerungen einher  . .,h l h lqe qk  und sind bei jeder Ressource h  nach drei bzw. 
zwei Perioden (Verzögerung lˆ ) vollständig umgesetzt (Tabelle 4.9). 
h  
lˆ  
Kapazitätsexpansion Kapazitätskontraktion 
1 2 3 1 2 3 
1 0,7 0,7 0,7 0,7 0,7 0,7 
2 0,2 0,2 0,2 0,3 0,3 0,3 
3 0,1 0,1 0,1 0,0 0,0 0,0 
Tabelle 4.9: Realisationsverzögerung von Kapazitätsanpassungsentscheidungen 
Der Barwertermittlung liegt ein Kalkulationszinsfuß f  von 0,25% pro Periode zu-
grunde. Für die Restwerte der Kapazitäten zu den einzelnen Zeitpunkten im Planho-
rizont werden die variablen Anschaffungspreise angenommen, die exponentiell abge-
schrieben werden  .1h hlk ie . Sie verlieren in jeder Periode 10% des Wertes der 
Vorperiode. Es gelte folgende Funktion für alle Potentialfaktoren  1,...,3h  : 
 . . 1max 0; 0,9h t h tlk lk    , 1 0h t    (4.1) 
Neben der Modellierung der wirtschaftlichen Abnutzung der Ressourcen wird durch 
die Annahme .h t hlk ie  t  auch impliziert, dass kein ökonomischer Vorteil durch 
die Kontraktion der Kapazität erwirtschaftet werden kann1). 
 
                                                 
 
1) Vgl. Serrato/Ryan/Gaytán (2007), S. 4296. 
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4.2.1.3 Generierung der Zeitreihen des Vorproduktes 
Das vorliegende Planungsproblem geht von der Annahme aus, dass die Absatz-, 
Nachfrage-, Rückfluss- und Rücknahmemengen des kompletten Lebenszyklus des 
Vorproduktes für einen Zeitraum von 40 Perioden gegeben sind (siehe Abbildung 
4.2). Die Vorgehensweise zur Generierung dieser Zeitreihen wird im Folgenden er-
läutert. 
In Planungssituation I stimmen Nachfrage- und Absatzmenge sowie Rückfluss- und 
Rücknahmemenge überein. Aufgrund der Entscheidungsmöglichkeiten in Planungs-
situation IV müssen folgende Überlegungen durchgeführt werden: Es bestehen zwei 
unterschiedliche Rückflussgüterarten ( 3j  : reparaturbedürftige Produkte, 4j  : 
Gebrauchtprodukte am Ende ihrer Nutzungsdauer), für die die Rückfluss- 
 3. 4.,t tXR XR  und Rücknahmemengen  3. 4.,t tXN XN  bekannt sind. Für das Vor-
produkt  2j   sind die Nachfrage 2.tME  und die realisierten Absatzmengen 2.tXE  
gegeben. Die Nachfrage des Vorproduktes folgt einer Brockhoff-Funktion, deren 
Verlauf von den Variablen 1a , 2a  und 3a  abhängig ist. Über den Parameter 1a  wird 
die Höhe der Kurve variiert; der Parameter 2a  beschreibt die Schiefe der Funktion 
und Parameter 3a  die Stauchung der Funktion. Die Brockhoff-Funktion zur Generie-
rung der Nachfrage des Vorproduktes wurde um einen zufälligen Fehlerterm erwei-
tert, dessen Stärke durch den Parameter ˆ 0,04=  charakterisiert wird. Das bedeutet, 
dass der Fehler um maximal 4% schwankt. Dabei handelt es sich um generierte sai-
sonale Schwankungen, die durch eine Sinuskurve abgebildet werden und deren Fre-
quenz von einer Zufallszahl ˆ  zwischen 0 und 1 abhängt. 
    2 31 ˆ ˆ1 sin 2a a tLC t a t e t              (4.2) 
Die Funktion (4.2) kann den idealtypischen Verlauf des Absatzes1) in einem Produkt-
lebenszyklus, der durch die Phasen Einführung, Wachstum, Reife und Abschwung 
charakterisiert ist, beschreiben, wenn die Parameter dementsprechend gesetzt sind. 
Eine mögliche Kombination des idealtypischen Verlaufs wurde für das Vorprodukt 
                                                 
 
1) Vgl. Patton (1959), S. 11. 
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gewählt. Die Parameter für die Nachfragemenge des Vorproduktes sind in Tabelle 
4.10 abgebildet. 
Szenario 1a  2a  3a    
2.tME  3,20 3,8 0,29 0,04 
Tabelle 4.10: Parameterkombinationen der Nachfrage des Vorproduktes 
Die anderen Zeitreihen des Vorproduktes ergeben sich aus Annahmen bezüglich der 
Relationen zwischen den Zeitreihen. Da Planungssituationen zugrunde gelegt wur-
den, in denen nur einseitige Abhängigkeiten bestehen, d.h., die Absatzmengen und 
die Rücknahmemengen sind unabhängig von den Rückflussmengen, werden diese als 
erstes generiert. Die Absatz- und Rücknahmeentscheidungen werden von der Unter-
nehmung aus ökonomischen Gründen getroffen. Die Absatzmengen sollen in dem In-
tervall zwischen 85 und 95% der Nachfrageobergrenzen liegen. Der Fehlerterm ist 
eine (gleichverteilte) Zufallszahl zwischen 0 und 10% der Nachfrage (weißes Rau-
schen): 
2. 2. 2.
ˆ0,85 0,1t t t tXE ME ME       (4.3) 
Für die Rücknahmemengen wird angenommen, dass diese auch demselben Verlauf 
folgen, aber mit einem geringerem Umfang (jeweils zwischen 8 und 10% der Ab-
satzmenge) und mit einer zeitlichen Verschiebung des Hochpunktes (Lag-Ordnung 1 
bzw. 4).  
3. 2. 1 2. 1
ˆ0,08 0,02t t t tXN XE XE        (4.4) 
3. 2. 4 2. 4
ˆ0,08 0,02t t t tXN XE XE        (4.5) 
In Planungssituation I und IV sind die Güterrückflussmengen von mehreren Ein-
flussfaktoren, wie den Absatz- und Rücknahmemengen, abhängig. Somit besteht ein 
direkter Einfluss der Absatzmenge auf den Güterrückfluss. Für die Güterart 3j   
gelten folgende Überlegungen. Es wird angenommen, dass reparaturbedürftige Güter 
zeitnah nach dem Absatz zurückfließen. Deswegen verringern sich die Regressions-
koeffizienten mit der steigender Reichweite von der aktuellen Periode 
(0,1/0,05/0,02). Ein 5%- bzw. 3%-Anteil für nicht zurückgenommene Produkte (Dif-
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ferenz zwischen Güterrückfluss und Rücknahmemenge XR XN ) der letzten beiden 
Perioden fließen erneut zurück: 
3. 2. 2. 1 2. 2
3. 1 3. 1 3. 2 3. 2
0,06 0,02 0,02
0,05 0,05 0,03 0,03
t t t t
t t t t
XR XE XE XE
XR XN XR XN
 
   
     
         (4.6) 
Bei Güterart 4j   fließen die Produkte mit größtem Anteil nach 3 Perioden zurück. 
Zusätzlich kommt ein Anteil der nicht zurückgenommen Rückflussmenge der Güter-
art 3j   der letzten 3 Perioden als Gebrauchtprodukt am Ende seiner Nutzungsdauer 
zurück: 
4. 2. 1 2. 2 2. 3
3. 1 3. 2 3. 3
3. 1 3. 2 3. 3
0,01 0,06 0,1
0,01 0,02 0,05
0,01 0,02 0,05
t t t t
t t t
t t t
XR XE XE XE
XR XR XR
XN XN XN
  
  
  
     
     
     
 (4.7) 
Die Zusammenführung lautet  
3. 3. 1 3. 2
4. 4. 1 4. 2
3. 3 3. 4
4. 3 4. 4
2.
0,05 0 0,03 0
0,01 0 0,02 0
0 0 0 0
0,05 0 0 0
0,06 0,02
0 0,01
t t t
t t t
t t
t t
t
XR XR XR
XR XR XR
XR XR
XR XR
XE XE
 
 
 
 
                              
                        
              2. 1 2. 2 2. 3
3. 3. 1
4. 4. 1
3. 2 3. 3
4. 2 4. 3
0,02 0
0,06 0,1
0 0 0,05 0
0 0 0,01 0
0,03 0 0 0
0,02 0 0,05 0
t t t
t t
t t
t t
t t
XE XE
XN XN
XN XN
XN XN
XN XN
  


 
 
            
                        
                         
 
  (4.8) 
Die Zeitreihen werden auf der Grundlage von Startwerten generiert. Diese werden 
als 15% der Absatzmenge pro Periode festgesetzt. Da die Rücknahmemengen unab-
hängig von den Güterrückflüssen generiert wurden, muss zusätzlich geprüft werden, 
ob die Rücknahmemengen unter den Rückflussmengen liegen. Wenn dies nicht der 
Fall ist, werden die Werte nach unten korrigiert, denn die Rücknahmemenge der Gü-
terarten können die Rückflussmengen pro Periode nicht überschreiten. Die Berech-
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nungen zeigen, dass keine Veränderungen notwendig sind. Die generierten Zeitrei-
hen sind in Abbildung 4.2 dargestellt (für Werte der Zeitreihen siehe Anhang). 
 
Abbildung 4.2: Absatz-, Nachfrage-, Rückfluss- und Rücknahmemengen des Vorproduktes 
4.2.2 Szenariengenerierung 
Der Informationsstand im Rahmen der stochastischen Optimierung ergibt sich aus 
der Menge der vorgegebenen Szenarien 1,...,s S  und deren zugehörigen Eintritts-
wahrscheinlichkeiten. Es wird von einer unvollkommenen Informationsbasis bzgl. 
der Nachfragemengen ausgegangen. Die Unsicherheit wird anhand der Szenarien-
modellierung berücksichtigt. Die Szenariengenerierung erfolgt durch Extrapolation 
zukünftiger Entwicklungen auf Grundlage der gegebenen Daten. Zur Simulation der 
Nachfrageszenarien wird die Brockhoff-Funktion angewendet. Die einzelnen Szena-
rien ergeben sich aus der Berücksichtigung von systematischen und unsystemati-
schen Unsicherheiten.  
Systematische Unsicherheiten werden in Form von Expertenerwartungen über zu-
künftige Nachfrageentwicklungen (Absatzhöchstmengen) berücksichtigt. Für das 
Neuprodukt werden die Nachfrageszenarien durch Variation des Mengenniveaus 
(Parameter 1a  der Brockhoff-Funktion  LC t  (Formel 4.2)) und bei gleichbleiben-
der Stärke des Störungseinflusses (Parameter ˆ ) gebildet. Das Niveau der Nachfra-
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gemenge wird so variiert, dass das Niveau kleiner, gleich oder größer als das Niveau 
des Vorproduktes ist.  
Um den Vermutungen bzgl. der Auswirkungen der Prognosequalität (Kapazitätsüber- 
und -unterschätzung) nachzugehen werden die in Tabelle 4.11 zu untersuchenden 
Konstellationen der prognostizierten und realisierten Absatzhöchstmengen getestet. 
Diese beschreiben die Relationen zwischen den bekannten Absatzhöchstmengen des 
Vorproduktes (p), den von den Experten erwarteten Absatzhöchstmengen (e) und den 
tatsächlichen realisierten Absatzhöchstmengen des Neuproduktes (c). Die Experten-
erwartungen und die tatsächlichen Realisationen können die realisierte Nachfrage des 
Vorproduktes maximal um 40% übertreffen oder unterschreiten. 
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Tabelle 4.11: Konstellationen der prognostizierten und realisierten Absatzhöchstmengen 
Somit ergeben sich 25 verschiedene Konstellationen. Zusätzlich zur unveränderten 
Konstellation (Vergleichsbasis, SK0) werden die weiteren acht grau markierten ab-
weichenden Konstellationen getestet, da die anderen Fälle Spezialfälle der zu unter-
suchenden Kombinationen sind. Diejenigen Konstellationen, in denen der Experte 
die Nachfrage unterschätzt bzw. überschätzt, werden mit den Nummern 1-4 bzw. 5-8 
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bezeichnet (SK1-SK4 bzw. SK5-SK8). Dabei bilden die Konstellation SK1/SK2 und 
SK5/SK6 die Konstellationen mit den größten Abweichungen zwischen Prognose 
und Schätzung (20-40%). Hierbei wird eine umgekehrte Tendenz geschätzt, d.h., ei-
ne Absatzsteigerung (Absatzreduktion) statt einer Absatzreduktion (Absatzsteige-
rung). Bei den übrigen Relationen schätzt der Experte die Tendenz richtig, aber nicht 
das Ausmaß, so dass eine 10%-Differenz zwischen Prognose und Realisation besteht. 
In den Konstellationen SK3 und SK4 wird eine höhere Nachfrage des Neuproduktes 
im Falle SK7 und SK8 eine niedrigere Nachfrage erwartet. 
Die verschiedenen Nachfragezeitreihen (des aktuellen Produktes und der Experten-
meinung) werden durch Variation der Parameter 1a  der Brockhoff-Funktion gebil-
det. Die konkreten Kombinationen des Parameters zu den möglichen Nachfrageab-
weichungen zum Vorprodukt ( . / .20% , . / .10% , 0%, 10% , 20% ) sind in Tabelle 
4.12 zusammengefasst. Zudem ergibt sich bei der Generierung der Zeitreihen der 
Fehlerterm mit einer maximalen Höhe von 4% durch die zufällige Wahl einer Fre-
quenz  ˆ 0;1  der harmonischen Schwingung. 
 Werte des Parameters 1a  nach Zeitreihen 
Niveauveränderung 10%  20%  0%  . / . 10%  . / . 20%  
2.tME  3,52 3,84 3,20 2,88 2,56 
Tabelle 4.12: Parameterkombinationen der Niveauveränderung der Nachfrage 
Die unsystematischen Unsicherheiten spiegeln zufällige Schwankungen wider, die 
anhand des Interpolationsfehlers der Zeitreihe des Vorproduktes durch die Brock-
hoff-Funktion ermittelt werden. In jedem Schritt der rollierenden Planung wird die 
Zeitreihe durch die tatsächliche Nachfrage aktualisiert. Für die vorliegende Zeitreihe 
werden die Parameter, die Fehlerterme und die Kovarianzmatrix1) der geschätzten 
Parameter der Brockhoff-Funktion ermittelt, die sich den gegebenen Daten des Vor-
                                                 
 
1) Die symmetrische Kovarianzmatrix enthält auf ihrer Diagonalen die Varianzen der ein-
zelnen Parameter der Brockhoff-Funktion und beschreibt somit die Streuung der Para-
meter. Die restlichen Einträge geben Informationen über die Korrelationen zwischen 
den Parametern wider. 
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produktes optimal anpasst. Dabei wird das Verfahren der Least-Squares Methode be-
nutzt, bei der die Summe der maximalen Abstände minimiert werden. Anhand der 
Daten können dann drei Szenarien (SZ1, SZ2, SZ3) mit der Interpolation der Zeitrei-
he und der Ober- und Untergrenze des 95%-Konfidenzintervalls ermittelt werden. Es 
wird angenommen, dass die Szenarien gleichwahrscheinlich sind  1 2 3, , 1 / 3p p p  . 
Es sei angemerkt, dass die zukünftige Nachfrage nicht innerhalb des Intervalls liegen 
muss, da die Szenarien Schätzungen der Zukunft darstellen. Um dies zu verdeutli-
chen ist in Abbildung 4.3 ein beispielhafter Auszug der Initialprognose der Nachfra-
ge in den Perioden 12 bis 16 für Szenariokonstellation 0 abgebildet. 
 
Abbildung 4.3: Erzeugte Szenarien der Initialprognose der Nachfrage in der Szenario-
konstellation 0 (Auszug) 
Abschließend werden in Tabelle 4.13 die Ziele, die Aufgaben, das Entscheidungs-
feld, welches sich durch die vorliegende Planungssituation, das integrierte Progno-
semodell und die gegebenen Informationen ergibt, und die Beobachtungsgegenstände 
der numerischen Analyse zusammengefasst. 
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Ziel 
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Tabelle 4.13: Skizze des Testdesigns 
4.2.3 Ablauf der Rollierenden Planung 
Im definierten Planungshorizont von 40 Perioden wird die Kapazitätsdimensionie-
rung durch die Anwendung einer rollierenden Planung ergänzt. In jedem Planungs-
schritt PS  werden mit Hilfe des generierten Planungsansatzes Kapazitätspläne er-
stellt, die durch einen fixierten und vorläufigen Bereich charakterisiert sind. Die Ent-
scheidungen des fixierten Bereichs werden als verbindlich festgelegt. In einem Plan-
abstand von 8 Perioden werden die im vorherigen Planungsschritt aufgestellten Ka-
pazitätspläne mit vorläufigem Charakter auf Grundlage neuer Nachfrage- und Rück-
flussrealisationen aktualisiert. Die Planung endet, wenn der der letzte Planungsschritt 
erreicht ist (siehe Abbildung 4.4). Die einzelnen Schritte werden im Folgenden erläu-
tert. 
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Abbildung 4.4: Ablauf der rollierenden Planung 
In der aktuellen Periode 0 wird auf Grundlage der Daten des Vorproduktes und des 
Expertenwissens eine Initialprognose der Nachfrage- und Rückflussmengen erstellt. 
Für diejenigen Prognosemodelle, die sich aus den Planungssituationen ergeben, gel-
ten folgende Annahmen: 
- Es bestehen nur einseitige Abhängigkeiten zwischen Güterrückfluss- und Nach-
fragemengen, d.h., die Nachfragemengen sind unabhängig von den Güterrück-
flussmengen. 
- In der Situation IV werden die Nachfragemengen nicht in die Prognose der Rück-
flussmengen mitaufgenommen, da sie lediglich die Absatzhöchstmenge bestim-
men. Die Absatzmengen sind der Grund für die Güterrückflussmengen und wer-
den deshalb als exogene Variable abgebildet. 
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Für die Modelle zur Prognose der Güterrückflussmengen ergeben sich bei einseiti-
gem Abhängigkeitsverhältnis folgende Ausprägungen, deren Wirkungen auf die Ro-
bustheit und den durchschnittlichen Barwert aufgrund ihrer unterschiedlich berück-
sichtigen erklärenden Zeitreihen zu untersuchen sind. Aufgrund der zwei möglichen 
Güterrückflussarten  3,4j   handelt es sich um Systeme mit zwei Gleichungen. 
 
Abhängig-
keiten 
SEM 
Planungs-
situation I 
einseitig 
1
1 0

  
 
     L Lt l t l l t l t
l l
y y x u   
mit t ty XR  und 1t tx XE  
Planungs-
situation IV 
einseitig 
1 1 2 2
1 0 0

   
  
        L L Lt l t l l t l l t l t
l l l
y y x x u    
mit t ty XR , 1t tx XE  und 2t tx XN  
Tabelle 4.14: Spezifikation der Prognosemodelle 
Die Initialprognose der Güterrückflüsse  3,4j   besteht aus der Bestimmung der 
Parameter des VARX-Modells zur Beschreibung der Güterrückflussmengen. Das 
VARX-Modell wird in die Planung so integriert, dass bei der Festlegung der Ab-
satzmengen und in Situation IV zusätzlich mit der Festlegung der Rücknahmemen-
gen ermittelt wird, welche Rückflussmengen im Zeitablauf zu erwarten sind. 
Dadurch kann die Dimensionierung der Hin- und Rückflusskapazität simultan vorge-
nommen werden. 
Im ersten Schritt der Initialprognose werden die Zeitreihen mit Hilfe des erweiterten 
Dickey-Fuller-Tests auf ihre Stationarität überprüft. Bei allen Zeitreihen wird die 
Nullhypothese nicht abgelehnt. Das bedeutet, dass die Zeitreihen nicht stationär sind. 
Nach einmaligem Differenzieren kann die Stationarität gesichert werden. Somit sind 
die Zeitreihen integriert mit Ordnung 1  1d  . 
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Abbildung 4.5: Stationäre Nachfrage-, Absatz-, Rückfluss- und Rücknahmemengen des 
Vorproduktes 
Für die Initialprognose werden zur Bestimmung der Ordnungen der maximalen Ver-
zögerungen (Lagordnung ,L L ) die in MATLAB implementierten Funktionen der 
multivariaten Regressionsrechnung benutzt. Laut vorherigem Schritt werden die ma-
ximale Verzögerungen wie folgt festgelegt: 4L   und 3L . Im zweiten Schritt 
werden die Parameter der relevanten Modelle VARX( L , d , L ) geschätzt. Es wird 
darauf geachtet, dass hinreichend viele Vorabwerte zur Schätzung benutzt werden. 
Aufgrund der festgelegten maximalen Verzögerungen ergeben sich folgende relevan-
ten Modelle (Tabelle 4.15). 
L  
L  0 1 2 3 
1 VARX(1,1,0) VARX(1,1,1), VARX(1,1,2) VARX(1,1,3) 
2 VARX(2,1,0) VARX(2,1,1) VARX(2,1,2) VARX(2,1,3) 
3 VARX(3,1,0) VARX(3,1,1) VARX(3,1,2) VARX(3,1,3) 
4 VARX(4,1,0) VARX(4,1,1) VARX(4,1,2) VARX(4,1,3) 
Tabelle 4.15: Relevante Prognosemodelle 
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Die Unterschiede zwischen den Prognosemodellen der beiden Planungssituationen 
ergeben sich aus den zu berücksichtigenden Zeitreihen und deren Konsequenz für die 
Anzahl der zu ermittelnden aktiven Parameter1) (siehe Tabelle 4.16). 
 Situation I Situation IV 
L  
L  0 1 2 3 0 1 2 3 
1 9 11 13 15 13 19 25 31 
2 13 15 17 19 17 23 29 35 
3 17 19 21 23 21 27 33 39 
4 21 23 25 27 25 31 37 43 
Tabelle 4.16: Anzahl der zu ermittelnden Parameter 
Die beschriebenen Modelle werden durch die Berechnung des Informationskriteri-
ums nach Akaike AIC  auf ihre Eignung geprüft. Als Input dienen die bei der Be-
rechnung der Modellparameter bestimmten Likelihoodfunktion und die Anzahl der 
aktiven Parameter pro Modell. Für die relevanten Modelle wird zusätzlich die Stabi-
lität des Modells überprüft2). Das Modell, das den kleinsten AIC-Wert liefert und 
stabil ist, wird als optimales Modell erwählt. Die Ergebnisse der berechneten Infor-
mationskriterien und der Stabilitätsüberprüfung sind in Tabelle 4.17 und 4.18 zu-
sammengefasst. Somit werden für die folgenden Tests die Modelle VARX(4,1,3) 
bzw. VARX(4,1,3) für die Situationen I bzw. IV gewählt.  
                                                 
 
1) Die Anzahl der aktiven Parameter eines Prognosemodells ergibt sich aus der Summe der 
Anzahl der Einträge des Absolutterms, der Regressanden der endogenen und exogenen 
Variablen und der Elemente der symmetrischen Kovarianzmatrix des Störterms. 
2) Die Stabilität eines Modells impliziert, dass die Zeitreihen bei der Prognose langfristig 
stationär bleiben, z.B. ist kein Aufschaukeln von Störtermen möglich. Für weitere Erläu-
terungen zur Stabilität von VAR-Modellen siehe z.B. Lütkepohl (2005), S. 13 ff. 
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 Situation I Situation IV 
l  
l  0 1 2 3 0 1 2 3 
1 431 429 423 258 431 415 413 194 
2 419 415 409 253 415 408 398 176 
3 389 364 317 197 375 359 318 n.d. 
4 234 212 155 22 218 202 -989 -2293 
Tabelle 4.17: Ergebnisse der berechneten Informationskriterien nach Akaike 
 Situation I Situation IV 
l  
l  1 2 3 4 1 2 3 4 
1 stabil stabil stabil stabil stabil stabil stabil stabil 
2 stabil stabil stabil stabil stabil stabil stabil stabil 
3 stabil stabil stabil stabil stabil stabil stabil n. stabil 
4 stabil stabil stabil stabil stabil stabil stabil stabil 
Tabelle 4.18: Ergebnisse der Stabilitätsüberprüfung 
Da die Zeitreihen des Vorproduktes integrierte Zeitreihen der Ordnung 1 sind, erfolgt 
die Parameterbestimmung der VARX-Modellierung auf Grundlage der differenzier-
ten Zeitreihen. Aus diesem Grund werden abhängig von der Planungssituation neue 
Variablen für die erklärenden Variablen der Rückflussmengen in das Planungsmodell 
eingefügt, welche die Differenzen der Variablen von zwei aufeinanderfolgenden 
Zeitpunkten beschreiben. In Planungssituation I werden die folgenden Differenzen 
der erklärenden Variablen der Rückfluss- und Absatzmengen notwendig: 
1t t tXR XR XR      (4.9) 
1t t tXE XE XE      (4.10) 
In Situation IV stellen zusätzlich die differenzierten Rücknahmemengen eine Ein-
flussgröße der differenzierten Rückflussmengen dar: 
1t t tXN XN XN      (4.11) 
  147 
Dadurch ergeben sich folgende Prognosemodelle, welche die ersten Differenzen der 
Rückflussmengen auf Grundlage der ersten Differenzen der Einflussfaktoren be-
schreiben: 
- Situation I: 
1 0

  
 
      XR XEL Lt l t l l t l t
l l
XR u    (4.12) 
- Situation IV:  
1 2
1 0 0

   
  
         XR XR XE XNL L Lt l t l l t l l t l t
l l l
u    (4.13) 
In das Planungsmodell werden diese Prognosemodelle ohne den Störterm integriert, 
um den zukünftigen Güterrückfluss zu prognostizieren, da die Störterme einem wei-
ßen Rauschen (Erwartungswert = 0) folgen. 
Auf der Ebene des Kapazitätsanpassungsmodells wird nun auf dieser Grundlage in 
Periode 0 der erste Kapazitätsplan für die Perioden 1 bis 40 mit dem Ziel der Maxi-
mierung des erwarteten Barwerts erstellt. Davon sind die für die Perioden 1 bis 8 be-
stimmten Werte der Kapazitätsentscheidungen Vorgaben und die restlichen Werte 
Vorabinformationen. Jeweils nach    Perioden erfolgt eine Aktualisierung durch 
die in der Zwischenzeit realisierten Daten bezüglich der Nachfrage- und Rückfluss-
mengen und in Situation IV zusätzlich durch die realisierten Absatz- und Rücknah-
memengen. Damit ergeben sich für den Planungszeitraum 5 Planungszyklen 
 40 8 5TPS /A   . 
Im Güterflussmodell, d.h. in der untergeordneten Ebene, erfolgt nun die Planung für 
die ersten   Perioden mit den Vorgaben des Kapazitätsanpassungsmodells. Der Ent-
scheider trifft unter Berücksichtigung der möglichen Szenarien seine operativen Ent-
scheidungen. Aus ökonomischer Sicht wird angenommen, dass in beiden Planungssi-
tuationen die minimale Absatzhöchstmenge (Szenario 1, unteres 95%-Quantil) ein-
gehalten werden muss. Beschaffungs-, Lager-, Produktions- und Rücknahmemengen 
werden zudem geplant. 
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Nach Ablauf der   Perioden werden die tatsächlichen   Werte der Nachfrage- 
und Rückflussmengen offenbart. Die tatsächliche Nachfrage wurde einmalig anhand 
der Brockhoff-Funktion (4.2) generiert und wird in jedem Planungsschritt weiter 
aufgedeckt. Die tatsächlichen Rückflussmengen werden mit Hilfe der VARX-
Modellierung auf Grundlage der realisierten Planwerte (realisierte Absatz- und 
Rücknahmemengen) generiert. Rechnungsgrundlage ist das oben beschriebene 
VARX-Modell (Formel (4.8)), welches bei der Generierung der Zeitreihen des Vor-
produktes angewendet wurde und die Beziehungen zwischen Rückfluss-, Absatz- 
und Rücknahmemengen beschreibt. Der Fehlerterm hat einen Erwartungswert von 0 
und kann maximal um 1% schwanken (weißes Rauschen). 
Nach zufälligem Eintreten des Nachfrageszenarios weiß der Entscheider, ob seine 
Planwerte operativ angepasst werden müssen. Die tatsächlich realisierte Absatzmen-
ge 2XE .t  entspricht in Planungssituation I der Produktnachfrage und in Planungssitu-
ation IV dem Minimum von geplanter Absatzmenge 2.tXE  und Absatzhöchstmenge 
2ME .t . Für die aktuelle Periode t  kann somit die tatsächliche Rückflussmenge tXR  
berechnet werden. Die realisierten Rücknahmemengen tXN  ergeben sich aus dem 
Minimum aus geplanten Rücknahmemengen und tatsächlicher Rückflussmengen. 
Die operativen Anpassungen der Planwerte von Absatz- und Rücknahmemenge wer-
den durch Beschaffungs-, Lager- und Produktionsmengen ausgeglichen. 
Auf Grundlage der nun bekannten Nachfrage und der realisierten Planwerte wird ei-
ne Aktualisierung der Prognose vorgenommen. Die Parameter der Brockhoff-
Funktion werden mit Hilfe der Interpolation der Zeitreihe, die durch die tatsächlichen 
Nachfrage- und der Expertenschätzung für zukünftige Entwicklungen charakterisiert 
ist, angepasst. Anhand des Prognosefehlers werden drei Nachfrageszenarien für den 
nächsten Planungszyklus generiert: die Prognose und die Unter- und Obergrenze des 
95% Konfidenzintervalls. Die aktualisierten Zeitreihen der Absatz-, Rückfluss- und 
Rücknahmemenge sind Rechnungsgrundlage der Parameter der VARX-Modellie-
rung. Das bekannte Vorgehen wird durchgeführt: Die Zeitreihen werden ggfs. statio-
när transformiert, relevante Prognosemodelle werden gebildet, Regressionskoeffi-
zienten bestimmt und ein geeignetes Prognosemodell erwählt. Aufgrund von Struk-
turbrüchen können die Integrationsordnungen der bei der Prognose vorliegenden 
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Zeitreihen eine höhere Ordnung als 1 haben. Aus diesem Grund wird die Information 
über die Ordnung jeder Zeitreihe in einem Parameter abgespeichert und geht als In-
putparameter in das Planungsmodell ein. Damit wird im Planungsmodell ermöglicht, 
die bei dem integrierten Prognosemodell berechneten Prognosewerte auf die ökono-
mischen Variablen ( , ,XE XR XN ) zu übertragen (siehe Unterabschnitt 3.4.2). 
Mit den aktualisierten Daten der Prognosemodelle beginnt der nächste Planungszyk-
lus. Die rollierende Planung wird solange fortgesetzt, bis das Ende des prognostizier-
ten Produktlebenszyklus erreicht ist. 
4.3 Durchführung 
Um die Eignung des Planungsansatzes sowie Auswirkungen der Prognosequalität 
und des Einsatzes von flexiblen Ressourcen auf die Robustheit in unterschiedlichen 
Planungssituationen zu prüfen, werden der Rechenaufwand, die realisierten Kapital-
werte und Robustheitsindikatoren der Planungssituation I (keine Handlungsmöglich-
keiten bzgl. der Rücknahme- und Absatzmengen) und Planungssituation IV (freie 
Entscheidung bzgl. der Rücknahme- und Absatzmengen) in unterschiedlichen Szena-
rio- (SK0-SK8) und Auszahlungskonstellationen (KK1-KK5) untersucht. Als Ver-
gleichsbasis werden die Ergebnisse der Szenariokonstellation 0 herangezogen, in der 
das Nachfrage- und Rückflussniveau des Neuproduktes dem des Vorproduktes ent-
sprechen. Die Szenariokonstellationen SK1-SK8 sind durch die Relation zwischen 
tatsächlicher Nachfrage und der zuvor angenommen Expertenschätzung charakteri-
siert (siehe Unterabschnitt 4.2.2). Bei dieser Betrachtung wird untersucht, welche 
Auswirkungen Fehleinschätzungen des Experten (Unter- bzw. Überschätzung der 
Nachfrage und des Rückflussaufkommens) auf die Indikatoren haben. Des Weiteren 
wird anhand unterschiedlicher Auszahlungskonstellationen, die sich durch unter-
schiedliche variable Wertwirkungen für die Kapazitätsanpassung charakterisieren, 
der Einsatz unterschiedlicher Flexibilitätskonfigurationen der Ressourcen untersucht 
(siehe Unterunterabschnitt 4.2.1.2). Das Modell wurde mit AIMMS implementiert 
und in einem rollierenden Planungshorizont mit Hilfe des Solvers CPLEX gelöst. 
Die Aktualisierung des Prognosemodells wird durch die in MATLAB definierten 
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Funktionen vollzogen. Via COM Object wird in MATLAB das in AIMMS imple-
mentierte Planungsmodell ausgeführt. 
Die Planungsergebnisse1) zeigen, dass der Planungsansatz in Situation I immer eine 
optimale Lösung findet. In Planungssituation IV finden 15 Testläufe (0,8%) keine 
optimale Lösung für die bestehende Datenkonstellation. Bei weiteren 46 Testläufen 
(2,3%) konnte kein anwendbares Prognosemodell ausgehend von der vorliegenden 
Datenbasis ermittelt werden. Da die Prognosemodelle auf Grundlage von realisierten 
Daten des Neuproduktes und den vergangenen Daten des Vorproduktes bestimmt 
werden, können sich die Entwicklungen des Neuproduktes unterschiedlich stark von 
denen des Vorproduktes unterscheiden, sodass die Vergangenheitswerte sich als Ba-
sis nicht eignen. Dies führt zu Strukturbrüchen in den Zeitreihen und keiner Erken-
nung einer Systematik. In den Testläufen wurde dies dadurch erkannt, dass die Ab-
schätzungen der Linearisierungen greifen. Eine genauere Analyse dieses Auftretens 
zeigt, dass 80% der Fälle zu Konstellation 7 und 8 gehören. Dies sind Konstellatio-
nen, bei denen der Experte die Absatzhöchstmenge überschätzt. Aus Gründen der 
Vergleichbarkeit werden diese Testläufe aus den folgenden Analysen ausgeschlos-
sen. 
Die folgende Tabelle 4.20 gibt für jede Planungssituation die Häufigkeit der Ver-
wendung von Lag-Ordnungen der endogenen (Index l  ) und exogenen Variablen 
(Index l ) in den Prognosemodellen an (siehe Unterabschnitt 4.2.3)2). Es lässt sich er-
kennen, dass in beiden Situationen Prognosemodelle mit hohen Lag-Ordnungen be-
vorzugt werden. Dies resultiert aus der Verwendung des angenommen Modells für 
die Generierung des Güterrückflusses (siehe Unterunterabschnitt 4.2.1.3). Weiterhin 
ist zu beobachten, dass in Planungssituation I prozentual mehrere unterschiedliche 
                                                 
 
1) Es wurden insgesamt 1980 Tests durchgeführt (1980=990*2 Planungssituationen, 990=9 
Szenariokonstellationen * 11 Kostensätze * 10 Durchläufe). Diese entsprechen 9900 Be-
rechnungen (9900=1980 Tests *5 Planungszeiträume). 
2) Hier und im Folgenden werden nur die Durchläufe untersucht, die eine zulässige Lösung 
erzeugt haben. Bei 990 Testläufen pro Planungssituation und 4 Updates im rollierenden 
Planungshorizont ergibt sich folgende Anzahl der möglichen Aktualisierungen der 
Prognosemodelle: Situation I: 990 Tests*4 Updates=3960; Situation IV: (990-62 (nicht 
zulässige und entartete Lösungen)) Tests*4 Updates=3716. 
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VARX-Modelle zum Einsatz gelangen als in Situation IV. Dabei ist ein leichter 
Trend von verringerten Lag-Ordnungen der exogenen Variablen zu erkennen. Daraus 
folgt, dass die Einbeziehung der Zeitreihen des Vorproduktes die Verwendung unter-
schiedlicher VARX-Modelle bekräftigt. Der Einfluss ist in Planungssituation I auf-
grund reduzierter Entscheidungsmöglichkeiten größer als in Planungssituation IV. 
Die Planungssituation I ist somit anfälliger gegenüber Strukturbrüchen in den Zeit-
reihen.  
 Planungssituation I Planungssituation IV 
l  
l  0 1 2 3 0 1 2 3 
1 0 0 0 0 0 0 0 0 
2 0 0 0,25% 0,25% 0 0 0,03% 0,19% 
3 0 0,20% 1,67% 1,16% 0 0 0,05% 4,82% 
4 2,07% 5,53% 19,27% 69,6% 1,53% 0,86% 2,02% 90,5% 
Tabelle 4.19: Prozentuale Verwendung der unterschiedlichen VARX-Modelle mit Lagord-
nungen l  (exogen) und l  (endogen) bei 4 Updates im rollierenden Planungs-
horizont für Planungssituation I und IV 
4.4 Auswertung der Planungsergebnisse 
4.4.1 Berechnungszeiten 
Zur Beurteilung des Rechenaufwandes werden in Tabelle 4.20 die durchschnittlichen 
Berechnungszeiten t  (in Sekunden) der einzelnen Testläufe und deren Variations-
koeffizienten (VarK) je Planungssituation und Flexibilitätsstufe dargestellt. Auf-
grund des mittelfristigen Planungshorizontes sind die Berechnungszeiten in allen Fäl-
len akzeptabel. Es ist zu erkennen, dass die Werte der beiden Indikatoren in Pla-
nungssituation I kleiner sind als in Planungssituation IV. Die Zeit beträgt etwa 3 Se-
kunden. Die durchschnittliche Lösungszeit der Planungssituation IV ist ca. 200 bis 
250-mal länger als in Planungssituation I und liegt durchschnittlich zwischen 678 
und 783 Sekunden.  
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  Ressourcenflexibilität 
  voll flexibel mittel flexibel inflexibel 
Planungs-
situation I 
t  2,99 3,18 2,58 
VarK 0,03 0,06 0,07 
Planungs-
situation IV 
t  678,13 685,63 782,12 
VarK 2,00 2,26 2,02 
Tabelle 4.20: Durchschnitte und Variationskoeffizienten der Berechnungszeiten (Sekunden) 
in Planungssituation I und IV 
Diese Ergebnisse lassen sich durch die Anzahl von zu überprüfenden Kombinationen 
bei der Optimierung erklären. In Planungssituation I stimmt die Absatz- mit der 
Nachfragemenge und die Rücknahme- mit der Rückflussmenge überein. Dadurch ist 
die Anzahl der zu treffenden Entscheidungen geringer als in Planungssituation IV. 
Dies führt zu weniger Freiheitsgraden in Planungssituation I und zu einem geringe-
ren Rechenaufwand. Diese Beobachtung steht der Vermutung 1.1 nicht entgegen. 
In Planungssituation I sind die Variationskoeffizienten der Berechnungszeiten sehr 
klein und sehr nahe an null. In Planungssituation IV nehmen sie einen Wert zwischen 
2 und 2,26 an. Ein Variationskoeffizient größer als 1 sagt aus, dass die Standardab-
weichung größer als der Mittelwert ist und die Berechnungszeiten erheblich schwan-
ken. Somit haben zufällige Schwankungen der unsicheren Parameter in Planungssi-
tuation IV höheren Einfluss auf die durchschnittliche Lösungszeit als in Situation I. 
Dies resultiert insbesondere aus der größeren Anzahl von Entscheidungsmöglichkei-
ten (Rechenaufwand) bei realisierten Werten der Nachfrage und Rückflussmenge. 
In Planungssituation I sind im Gegensatz zu Planungssituation IV keine großen Ver-
änderungen bzgl. der durchschnittlichen Lösungszeit bei den unterschiedlichen Fle-
xibilitätsstufen auszumachen. Durchschnittlich führt die Erfüllung der Restriktionen 
(vollständige Nachfragebedienung, vollständige Güterrückflussannahme) in diesen 
Tests zu einer Erhöhung der Modellkomplexität und zur Erhöhung der durchschnitt-
lichen Lösungszeit. In Planungssituation IV hingegen ist zu erkennen, dass die 
durchschnittliche Lösungszeit mit absteigender Flexibilität steigt. Zudem ist zu er-
kennen, dass der Variationskoeffizient bei mittlerer Flexibilität in beiden Planungssi-
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tuationen am höchsten ist, d.h., dass sich bei mittlerer Flexibilität die größten Aus-
wirkungen auf die durchschnittliche Lösungszeit zeigen. 
In der Gesamtsicht ist zu konstatieren, dass eine Erweiterung des Zuordnungsprob-
lems durch zunehmende Flexibilität nicht unbedingt mit einer Erhöhung der durch-
schnittlichen Lösungszeit einhergeht. Die Ergebnisse widersprechen der Vermutung 
1.2 für die Planungssituation IV. 
4.4.2 Realisierter Kapitalwert 
Die Ergebnisse des durchschnittlichen Kapitalwertes ZM  je Szenariokonstellation 
(SK) werden in den folgenden Abbildungen für die Planungssituation I und IV je 
nach Flexibilitätsstufe (Flex1: voll flexibel, Flex2: mittel flexibel, Flex3: inflexibel) 
dargestellt. Als Vergleichsbasis dient die Datenkonstellation SK0 (vgl. Abbildung 
4.6), in der das Nachfrageniveau des Vorproduktes als Ausgangspunkt für das Neu-
produkt angenommen wird. Dies entspricht einer Abweichung von ± 0%. 
 
Abbildung 4.6: Durchschnitt der generierten Kapitalwerte der Vergleichskonstellation SK0 
in Planungssituation I und IV für alle Auszahlungs- und Flexibilitätskon-
stellationen 
Die Analyse der Abbildung 4.6 zeigt, dass in Planungssituation I durchschnittlich ein 
höherer Kapitalwert vorliegt als in Planungssituation IV. Diese Beobachtung wider-
spricht der Vermutung 2.1 für die Vergleichskonstellation. Eine genaue Analyse der 
Ergebnisse zeigt, dass die Initialplanung in Planungssituation IV immer einen höhe-
ren Kapitalwert errechnet. Die im Planungsablauf unterschiedlichen Entscheidungs-
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möglichkeiten der vorliegenden Planungssituationen führen zu diesen Ergebnissen. 
Als erstes ist deren Einfluss auf die Spezifikation des Prognosemodells als Ursache 
zu nennen. Durch die vollständige Nachfrageerfüllung und Rücknahme der Güter-
rückflüsse in Planungssituation I ist der Verlauf der Zeitreihen des Neuproduktes 
dem des Vorproduktes sehr ähnlich. Nur die unsystematischen Abweichungen und 
das Niveau der Höhe dieser Zeitreihen können beim Neuprodukt abweichen. In Pla-
nungssituation IV hingegen sind Entscheidungen bzgl. der Absatz- und Rücknahme-
entscheidungen möglich. Da die Güterrückflussmengen aufgrund der hohen Aufbe-
reitungskosten in dem vorliegenden Testdesign nicht attraktiv sind, kann dies zu 
Strukturbrüchen in den Zeitreihen führen. Zudem werden die bei der Spezifikation 
des Prognosemodells vorliegenden Zeitreihen im Zeitablauf durch realisierte Werte 
aktualisiert. Die Aktualisierungen finden jedoch in seltenen Abständen statt. Es wur-
den 4 Updates im Planungszeitraum durchgeführt, so dass der Einfluss der alten Zeit-
reihen im Planungsablauf sehr stark ist. Die so verursachten Strukturbrüche in Kom-
bination mit den relativ seltenen Updates führen zu einer geringeren Prognosequalität 
der Güterrückflussmengen als in Planungssituation I. 
Ein weiterer Grund für die Unterschiede der Kapitalwerte besteht im Testablauf. Zu-
nächst werden in beiden Planungssituationen die Absatzmengen nach Feststehen des 
Kapazitätsplans so eingeplant, dass Szenario 1 realisiert wird, also die untere Grenze 
des 95%-Quantils, so dass kein Nachfrageszenario verletzt wird. In Planungssituation 
IV ergeben sich die realisierten Absatzmengen dann als Minimum der Absatz-
höchstmenge und den geplanten Absatzmengen. Dadurch wird ein Zukauf bzw. eine 
Erwerbung von Neuprodukten am Beschaffungsmarkt verhindert. In Planungssituati-
on I ist dies notwendig, um die Nachfrage vollständig zu bedienen. Die höheren An-
schaffungsauszahlungen werden durch das Einsparungspotential, welches durch die 
Aufbereitung der erhöhten Güterrückflussmengen generiert wird, kompensiert. Dies 
hat in Planungssituation I einen positiven Effekt auf den Kapitalwert.  
Um die Auswirkungen von Prognosefehlern auf den realisierten Kapitalwert zu ana-
lysieren, werden im folgenden Ergebnisse der Szenarionkonstellationen SK1 bis SK8 
dargestellt. Die Abbildungen 4.7 und 4.8 zeigen die relativen Veränderungen des 
Kapitalwertes der Szenariokonstellationen SK1 bis SK8 zur Vergleichskonstellation 
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SK0 für jede Flexibilitäts- und Kostenstufe in Planungssituation I und IV. Sie sind 
nach der Relation zwischen Expertenerwartung und tatsächlich eingetretener Nach-
fragesituation sortiert: Unter- (e<c) bzw. Überschätzung (c<e) der Nachfrage.  
 
Abbildung 4.7: Durchschnittliche relative Veränderung des Kapitalwertes zur Vergleichs-
konstellation SK0 in der Planungssituation I bei Unter- und Überschätzung 
der Nachfrage 
 
Abbildung 4.8: Durchschnittliche relative Veränderung des Kapitalwertes zur Vergleichs-
konstellation SK0 in der Planungssituation IV bei Unter- und Überschät-
zung der Nachfrage 
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In der Gesamtsicht der durchschnittlichen Kapitalwerte zeigen sich ähnliche relative 
Veränderungen der generierten Kapitalwerte bei steigenden variablen Zahlungen 
(KK2-KK5) und je Flexibilitätsstufe für die Kapazitätsanpassung. Tabelle 4.21 stellt 
die durchschnittlichen relativen Veränderungen für die Szenariokonstellationen über 
alle Kostenkombinationen dar. 
 Nachfrageunterschätzung Nachfrageüberschätzung 
SK SK1 SK2 SK3 SK4 SK5 SK6 SK7 SK8 
Absatz- 
potential 
+20% +10% –10% +20% –10% –20% –20% +10% 
Planungs-
situation I –7,77 –1,79 –14,50 16,29 –10,34 –20,77 –20,22 9,90 
Planungs-
situation IV –14,87 –6,77 –18,13 12,12 –7,41 –18,13 –17,88 12,78 
Tabelle 4.21: Durchschnittliche relative Veränderung des Kapitalwertes zur Vergleichskon-
stellation SK0 
Aus den Daten wird deutlich, dass sich in Planungssituation I und IV Fehleinschät-
zungen der Nachfrageentwicklung des Neuproduktes teilweise negativ auf den Kapi-
talwert auswirken. Im Fall der Unterschätzung (SK1-SK4) wird aufgrund unzu-
reichender Kapazität das Absatzpotential (+20%, +10%, –10%, +20%) in beiden Si-
tuationen nicht ausgeschöpft. Im Fall der Überschätzung (SK5-SK8) können die 
überhöhten Investitionen in Planungssituation IV durch erhöhte laufende Zahlungs-
überschüsse kompensiert werden; in Planungssituation I hingegen nicht. 
In beiden Situationen ist die größte positive relative Veränderung bei Unterschätzung 
in SK4 zu erkennen und bei Überschätzung in SK8. Das sind die beiden Konstellati-
onen, in denen der Experte einen Nachfrageanstieg für das Neuprodukt annimmt, 
aber die tatsächliche Nachfrage um 10% unter- (SK4) bzw. überschätzt (SK8). Alle 
anderen Fehleinschätzungen der Nachfrage durch den Experten haben keine oder ne-
gative Auswirkungen auf die Ausprägung des Kapitalwertes. Weiterhin ist zu erken-
nen, dass in Planungssituation I bei Nachfrageunterschätzung und in Planungssituati-
on IV bei Nachfrageüberschätzung die positiveren relativen Veränderungen auftre-
ten. In der Gesamtsicht ist zu resümieren, dass bei Unterschätzung in Planungssitua-
tion I und bei Überschätzung in Planungssituation IV besser auf systematische Unsi-
cherheiten reagiert werden kann.  
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Unterschätzung (e<c): In Planungssituation I ist bei einem Nachfragerückgang für 
das Neuprodukt zu erkennen, dass ihre Unterschätzung (SK3) die Reduzierung des 
Kapitalwertes verstärkt (Kapitalwertreduktion > Nachfragereduktion). Durchschnitt-
lich reduziert sich der Kapitalwert bei einem Nachfragerückgang von 10% um 
14,50% in Planungssituation I und um 18,13% in Planungssituation IV. Bei einer hö-
heren Nachfrage kann das Absatzpotential in beiden Situationen nicht ausgeschöpft 
werden. Der positive Effekt wird entweder gedämpft (SK4) oder sogar umgekehrt 
(SK1, SK2). Es ist deutlich zu erkennen, dass die relativen Veränderungen des Kapi-
talwertes in Planungssituation IV schlechter sind als in Planungssituation I. Der 
größte Unterschied zwischen den durchschnittlichen relativen Abweichungen besteht 
in der Szenariokonstellation SK1. Dort liegt eine Unterschätzung von 40% vor. Bei 
einer Kapitalwertreduktion bedeutet diese eine höhere negative Abweichung; bei ei-
ner Kapitalwerterhöhung eine niedrigere positive Veränderung. An der positiveren 
relativen Veränderung des Kapitalwertes in Planungssituation I ist zu erkennen, dass 
trotz geforderter vollständiger Nachfragebedienung und unzureichend aufgebauter 
Kapazität höhere Einzahlungen (Erlöse) als in Planungssituation IV generiert werden 
können. Ein ausschlaggebender Grund für diesen Effekt ist die Aufbereitung der Gü-
terückflüsse, die in einem höheren Ausmaß zurückfließen als vorher erwartet wurde.  
Überschätzung (c<e): In Planungssituation I hat die Nachfrageüberschätzung bei ei-
nem Nachfragerückgang (SK5, SK6, SK7) und einem Nachfrageanstieg (SK8) kaum 
Auswirkungen auf den Kapitalwert (Kapitalwertreduktion ≈ Nachfragereduktion 
bzw. Kapitalwerterhöhung ≈ Nachfrageerhöhung). Die Nachfrage wird vollständig 
bedient und alle Güterrückflüsse werden zurückgenommen. Die Fehleinschätzung 
bzgl. der Kapazitätsplanung hat keine Auswirkung auf den möglichen Absatz.  
Die Beobachtungen zeigen, dass in Planungssituation IV die Überschätzung den ne-
gativen Effekt eines Nachfragerückgang (SK5, SK6, SK7) abschwächt (Kapitalwert-
reduktion < Nachfragereduktion). Bei einer höheren Nachfrage (SK8) geht mit einer 
Überschätzung eine Erhöhung des Kapitalwertes einher (Kapitalwerterhöhung > 
Nachfrageerhöhung). Da in beiden Situationen die Absatzmengen von der Nachfrage 
restringiert werden, werden die Ergebnisse des Kapitalwertes in Planungssituation IV 
durch eine Reduzierung der Auszahlungen für Lagerhaltung und Entsorgung der Gü-
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terrückflüsse bewirkt. Eine genaue Analyse der Ergebnisse zeigt, dass die Rücknah-
me der Güterrückflussart 4j   vermieden wird, da die Rücknahme und die Verar-
beitung dieser Art sehr zahlungsintensiv sind. Der relative Anstieg des Kapitalwertes 
im Vergleich zur Nachfrageentwicklung beträgt in etwa 2-3%. 
In der Gesamtsicht ist zu resümieren, dass sich die Prognosequalität in den meisten 
Fällen auf den generierten Kapitalwert auswirkt. Fehleinschätzungen der Nachfrage-
entwicklung in Planungssituation I haben negative Auswirkungen auf den realisierten 
Kapitalwert. Mit zunehmender Unzuverlässigkeit der Prognose wird der Kapitalwert 
reduziert. Dabei reduziert eine Unterschätzung des Kapazitätsbedarfs den Kapital-
wert stärker als eine Überschätzung. Negative Auswirkungen auf den Kapitalwert bei 
abnehmender Prognosequalität sind in Planungssituation IV erkennbar. Hingegen 
können bei einer Überschätzung der Nachfrage positive Effekte generiert werden: 
Die erhöhten Investitionen können teilweise durch erhöhte laufende Zahlungen kom-
pensiert werden. Diese Ergebnisse widersprechen der Vermutung 2.2 für die Pla-
nungssituation IV. 
Bezüglich des Einsatzes von flexiblen Ressourcen und dessen Auswirkungen auf den 
realisierten Kapitalwert konnten folgende Beobachtungen gemacht werden: In Ver-
gleichskonstellation SK0 ist zu erkennen, dass in Kostenkombination 1 (KK1) eine 
höhere Ressourcenflexibilität einen höheren Kapitalwert bedingt (siehe Abbildung 
4.6). Wenn die variablen Anpassungskosten steigen (KK2-KK5), können die Vortei-
le der Mehrzweckaggregate (Bestandsflexibilität) die Kosten nicht mehr kompensie-
ren. Dies ist in Planungssituation I und IV ab Auszahlungskonstellation 2 der Fall. 
Das bedeutet, dass sich die Investition in flexiblere Ressourcen bei Vorliegen der 
Kostenkombination 1 für die Unternehmung lohnt. Dort haben alle Ressourcen die 
gleiche Kostenstruktur.  
Die Ergebnisse der weiteren Szenariokonstellationen SK1 bis SK8 (Tabellen 4.7 und 
4.8) zeigen ähnliche relative Veränderungen der generierten Kapitalwerte bei stei-
genden variablen Zahlungen (KK2-KK5) und je Flexibilitätsstufe für die Kapazitäts-
anpassung. Das bedeutet, dass mit zunehmender Zahlung für höhere Flexibilität ten-
denziell die Kapitalwerte sinken wie in Vergleichskonstellation SK0. Somit gilt, dass 
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die erhöhten Anschaffungsauszahlungen für flexiblere Anlagen nicht durch die auf-
grund der Flexibilität verminderten Anpassungsauszahlungen kompensiert werden. 
Einzige Ausnahme ist die Entwicklung der Kapitalwerte in Szenariokonstellation 
SK1 in Planungssituation I. Dort ist sowohl in Flexibilitätsstufe 2 als auch in Stufe 1 
ein Anstieg der Kapitalwerte bei steigenden variablen Anschaffungsauszahlungen 
zuerkennen.  
In der Gesamtsicht ist zu erkennen, dass Investitionen in flexible Ressourcen sich un-
ter Unsicherheit positiv auf den Kapitalwert auswirken können. Dies ist jedoch von 
dem Unterschied zu den Investitionsauszahlungen für weniger flexible Ressourcen 
und von der Art und dem Ausmaß der Unsicherheit abhängig. Mit diesen Ergebnis-
sen wird der Vermutung 2.3 teilweise widersprochen.  
4.4.3 Robustheit 
4.4.3.1 Ergebnisrobustheit 
Eine Analyse der Variationskoeffizienten der Kapitalwerte erlaubt erste Robustheits-
aussagen. Im Hinblick auf die Ergebnisrobustheit ist erkennbar, inwieweit die zufäl-
ligen Schwankungen der Absatzhöchst- und Rückflussmengen bei unterschiedlicher 
Nachfrage- und Rückflusseinschätzung (SK0-SK8) und bei unterschiedlicher Flexi-
bilität der Anlagen (Flex1-Flex3) absorbiert werden. 
Die Variationskoeffizienten der generierten Kapitalwerte für Szenariokonstellation 0 
sind generell in jeder Planungssituation, in jeder Auszahlungskonstellation und in je-
der Flexibilitätskonfiguration sehr niedrig bzw. sehr nahe an null (VarK < 0,012) 
(siehe Abbildung 4.9). Das bedeutet, dass zufällige Schwankungen der Nachfrage- 
und Rückflussmengen einen geringen Einfluss auf den durchschnittlichen Kapital-
wert haben. Die Ergebnisrobustheit ist also hoch. In der Planungssituation IV zeigen 
die Werte der Variationskoeffizienten stärkere Schwankungen als in Planungssituati-
on I. Dies resultiert aus den zufälligen Schwankungen der Nachfrage- und Rück-
flussmengen sowie den höheren Freiheitsgraden bzgl. der Nachfragebedienung und 
der Güterrückflussannahme in Planungssituation IV. Die Vermutung 3.1 kann nicht 
bestätigt werden. 
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Abbildung 4.9: Variationskoeffizient der generierten Kapitalwerte der Vergleichskonstella-
tion SK0 in Planungssituation I und IV für alle Auszahlungs- und Flexibili-
tätskonstellationen 
Die Abbildungen 4.10 und 4.11 zeigen die Ergebnisse der Variationskoeffizienten 
für die Szenariokonstellationen SK1 bis SK8 in beiden Planungssituationen bei Un-
ter- und Überschätzung der Nachfrage. Es ist zu erkennen, dass Prognosefehler und 
Strukturbrüche in den Zeitreihen (durch Niveauverschiebung der Nachfrage im Ver-
gleich zum Vorprodukt) grundsätzlich negativ auf die Ergebnisrobustheit auswirken. 
Jedoch ist das Niveau der Variationskoeffizienten in beiden Planungssituationen für 
alle Auszahlungs- und Flexibilitätskonstellationen weiterhin sehr niedrig, da es einen 
Wert nahe an null annimmt. Es liegt für alle Konstellationen unter 0,02, was bedeu-
tet, dass die Standardabweichung maximal 2% des Mittelwertes ausmacht. Die 
Schwankungen der Nachfrage- (periodische Schwankungen mit maximal 4% Ein-
fluss) und Rückflussmengen (gleichverteilter Störterm, max. 1%) haben folglich ei-
nen geringen Einfluss auf den generierten Kapitalwert.  
In Planungssituation I ist erkennbar, dass eine Unterschätzung der Nachfrage die Er-
gebnisrobustheit tendenziell deutlicher abschwächt als eine Überschätzung, vor allem 
dann, wenn die Prognosequalität sehr niedrig ist (SK1, SK2). Die Szenariokonstella-
tion 1 liefert die niedrigste Ergebnisrobustheit (Unterschätzung um 40%). Das heißt, 
dass zufällige Abweichungen zu höheren Schwankungen des Kapitalwerts führen. 
Durch eine Erhöhung des Nachfrageniveaus im Vergleich zum Vorgängerprodukt 
wird die Ergebnisrobustheit tendenziell deutlicher abgeschwächt als durch eine Re-
duktion, vor allem dann, wenn die Prognosequalität niedrig ist (SK1, SK2, SK8). 
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Abbildung 4.10: Variationskoeffizienten der Kapitalwerte in der Planungssituation I bei 
Unter- und Überschätzung der Nachfrage 
 
Abbildung 4.11: Variationskoeffizienten der Kapitalwerte in der Planungssituation IV bei 
Unter- und Überschätzung der Nachfrage 
In Planungssituation IV können gegenläufige Aussagen zu Planungssituation I ge-
troffen werden (siehe Abbildung 4.11). In Planungssituation IV schwächt eine Über-
schätzung der Nachfrage die Ergebnisrobustheit tendenziell deutlicher ab als eine 
Unterschätzung. Das bedeutet, dass zufällige Schwankungen der Nachfrage und des 
Rückflusses einen größeren Einfluss auf den generierten Kapitalwert haben. Insbe-
sondere fällt auf, dass die Konstellation SK1, die in Planungssituation I die niedrigste 
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Ergebnisrobustheit aufzeigt, in Planungssituation IV eine sehr hohe Ergebnisrobust-
heit hat. Diese Ergebnisse können durch die in Planungssituation I geforderten voll-
ständigen Nachfragebedienung und Güterrückflussbewältigung erklärt werden. Zu-
fällige Schwankungen können bei unzureichend aufgebauter Kapazität in Planungssi-
tuation I zu häufigen Auszahlungen (Auszahlungen für ad-hoc-Käufe) führen. In 
Planungssituation IV schwächen jedoch zufällige Schwankungen bei einem hohen 
Prognosefehler und bei Unterschätzung (SK1, SK2) die Ergebnisrobustheit deutlich 
weniger ab als bei Überschätzung (SK5, SK6). 
In der Gesamtsicht widersprechen die Beobachtungen teilweise der Vermutung 3.2. 
Große Abweichungen zwischen tatsächlichem und erwartetem Kapazitätsbedarf füh-
ren nur in Planungssituation I zu stärkeren Anpassungen und einer deutlicheren Ab-
schwächung der Ergebnisrobustheit. Des Weiteren wirkt eine Überschätzung in Pla-
nungssituation IV stärker negativ als eine Unterschätzung. 
Die Analyse der Auswirkungen unterschiedlicher Flexibilitätskombinationen der 
eingesetzten Ressourcen zeigt, dass in der Vergleichskonstellation bei steigenden va-
riablen Kapazitätsanpassungskosten für Flex2 und Flex1 (KK2-KK5) in beiden Situ-
ationen ein gegenläufiger Trend zu erkennen ist. In Planungssituation I verlaufen die 
Variationskoeffizienten konvex und in Planungssituation IV konkav. In Szenario-
konstellation SK1 bis SK8 weisen Investitionen in flexible Ressourcen in beiden 
Planungssituationen keine einheitliche Wirkung auf die Ergebnisrobustheit auf, auch 
hier ist ihre Vorteilhaftigkeit von der Höhe der Investitionsauszahlungen und der 
Nachfragekonstellation abhängig. Es lässt sich feststellen, dass bei steigenden variab-
len Auszahlungen für Kapazitätsanpassungen die Ergebnisrobustheit tendenziell 
sinkt. Dies sieht sich insbesondere bei einem Nachfrageanstieg für das neue Produkt 
erkennen (SK1, SK2, SK4 und SK8). Somit kann der Vermutung 3.3 nicht wider-
sprochen werden. 
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4.4.3.2 Planungsrobustheit 
Die Analyse der Planungsrobustheit mit dem Indikator von Kimms (1998) gibt Aus-
kunft darüber, in welchem Ausmaß Fehleinschätzungen der Nachfrage und der Ein-
satz von flexiblen Ressourcen mit unterschiedlichen variablen Kapazitätsanpassungs-
auszahlungen die Häufigkeit und Stärke von Plananpassungen beeinflussen. Ein ho-
her Wert des Indikators deutet auf eine niedrige Planungsrobustheit hin. Je weniger 
Plananpassungen erfolgen und je geringfügiger die Planänderungen sind, umso näher 
ist der Robustheitsindikator am Wert null und umso robuster ist der Plan. Unter-
schiede in der Planungsrobustheit einzelner Konstellationen beider Planungssituatio-
nen lassen sich durch eine aggregierte Betrachtung verdeutlichen, bei der die durch-
schnittliche Planungsrobustheit über alle Maschinen, Durchläufe und Planungszyk-
len, welche Modifikationen der Kapazitätspläne bewirken können, für jede Flexibili-
tätsstufe ermittelt wird. Dabei werden die Kapazitätsanpassungen, die zeitlich näher 
an den Planungszeitpunkten sind, höher gewichtet. Da 4 Updates der Kapazitätspläne 
in einem Zeitraum von 40 Perioden vorgenommen werden, finden Planungen zu den 
Planungszeitpunkten 1, 9, 17, 25 und 33 statt. 
 
Abbildung 4.12: Durchschnittliche Planungsrobustheit der Vergleichskonstellation SK0 in 
den Planungssituationen I und IV 
In Abbildung 4.12 werden die Werte der aggregierten Planungsrobustheit der Ver-
gleichskonstellation (SK0) in Planungssituation I und IV dargestellt. Der Indikator 
nimmt in beiden Planungssituationen abhängig von der Flexibilitätsstufe und der 
Auszahlungskonstellationen einen Wert zwischen 0,8 und 2,5 an. Eine genaue Aus-
0
5
10
15
20
KK1 KK2 KK3 KK4 KK5
Pl
an
un
gs
ro
bu
st
he
it
0
5
10
15
20
KK1 KK2 KK3 KK4 KK5
Pl
an
un
gs
ro
bu
st
he
it
Planungssituation I Planungssituation IV
Flex3 Flex1Flex2
  164 
sage darüber, in welcher Planungssituation höhere Planungsrobustheit generiert wird, 
lässt sich nicht eindeutig treffen. Diese Ergebnisse stehen der Vermutung 4.1 entge-
gen. 
In den Abbildungen 4.13 und 4.14 werden die Ergebnisse der aggregierten Planungs-
robustheit der weiteren Szenariokonstellationen (SK1-SK8) für alle Flexibilitäts- und 
Auszahlungskonstellationen der beiden Planungssituationen dargestellt. In der Ge-
samtsicht ist zu konstatieren, dass die Planungsrobustheit in SK0 tendenziell höher 
als in den anderen Konstellationen ist. Der Grund hierfür ist, dass das Neuprodukt 
einen ähnlichen Nachfrageverlauf aufweist wie das Vorprodukt und der Experte es 
richtig erkannt hat. Somit sind weniger Kapazitätsanpassungen notwendig als in 
Konstellationen, in denen die Expertenmeinung von der tatsächlichen Realisation 
abweicht oder die Realisation gegenüber dem Vorgänger abweicht. Somit resultiert, 
dass Fehleinschätzungen der Absatzhöchst- und Rückflussmengen durch den Exper-
ten tendenziell in beiden Situationen zu einer niedrigeren Planungsrobustheit führen. 
 
Abbildung 4.13: Durchschnittliche Planungsrobustheit der Kapazitätsanpassungsentschei-
dungen in der Planungssituation I bei Unter- und Überschätzung 
  165 
 
Abbildung 4.14: Durchschnittliche Planungsrobustheit der Expansions- und Kontraktions-
entscheidungen in der Planungssituation IV bei Unter- und Überschätzung 
Zur detaillierten Analyse der Fehleinschätzungen werden in Tabelle 4.22 die durch-
schnittlichen relativen Veränderungen des Robustheitsindikators zur Vergleichskons-
tellation dargestellt. Demnach zeigen nur 2 Kombinationen eine höhere Planungsro-
bustheit als SK0. Weiterhin ist zu erkennen, dass die Planungsrobustheit in Pla-
nungssituation I tendenziell höher ist als in Planungssituation IV, wenn die Konstel-
lation SK1 außer Acht gelassen wird. Dies lässt sich durch die zusätzlichen Ent-
scheidungsmöglichkeiten (Absatz- und Rücknahmemengen) und durch die Annah-
men der Prognoseverfahren erklären. In Planungssituation I wird eine höhere Stabili-
tät der Prognose generiert, da eine vollständige Nachfragebedienung und eine voll-
ständige Rücknahme aller Güterrückflüsse vorausgesetzt werden. Diese können ge-
währleistet werden, da ein Fremdbezug der Neuprodukte bzw. eine direkte Entsor-
gung der Rückflussmenge ohne Aufbereitung bei unzureichender aufgebauter Anla-
genkapazität möglich ist. Da bei der Generierung der realisierten Rückflussmengen 
dasselbe Prognosemodell wie bei der Initialprognose eingesetzt wird, weisen die 
Zeitreihen des Neuproduktes die gleiche Systematik bzw. Struktur wie die des Vor-
produktes auf. 
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 Nachfrageunterschätzung Nachfrageüberschätzung 
SK SK1 SK2 SK3 SK4 SK5 SK6 SK7 SK8 
Absatz- 
potential 
+20% +10% –10% +20% –10% –20% –20% +10% 
Planungs-
situation I 
162,23 -7,65 4,93 22,90 24,32 36,70 -18,44 18,74 
Planungs-
situation IV 51,50 8,26 26,20 38,19 134,47 71,87 150,75 77,47 
Tabelle 4.22: Durchschnittliche relative Veränderung der Planungsrobustheit zur Ver-
gleichskonstellation SK0 
Die Annahme der zahlungsintensiven Güterrückflüsse, die im Testaufbau getroffen 
wurde, führen in Planungssituation IV zu Strukturbrüchen in den Zeitreihen. Bei der 
Generierung der Absatzdaten wird von einer Nachfrage-proportionalen Menge (85%) 
mit stochastischen Schwankungen von 10% ausgegangen, was nicht dem Entschei-
dungsverhalten des Neuproduktes entsprechen muss. Zudem wird bei der Analyse 
der Ergebnisse deutlich, dass auch die Annahmen der Rücknahmemengen, die im 
Prognosemodell angenommen werden, nicht der Realität entsprechen, da zum größ-
ten Teil auf die Rücknahme der Güterart 4 verzichtet wird, da diese sehr zahlungsin-
tensiv ist. Dadurch kommt es zu Strukturbrüchen in den Zeitreihen, die zur Schät-
zung des Prognosemodells herangezogen werden. Im Planablauf wurde beschrieben, 
dass im Rahmen der Aktualisierung der Regressionsparameter der multivariaten 
Prognoseverfahren der Einfluss der Zeitreihen bis zum Ende des Planungszeitraumes 
weiter besteht, dieser aber mit jedem Update weiter abgeschwächt wird. Auch die 
Tatsache, dass in der Planung nur 4 Updates der Informationsbasis durchgeführt 
werden, unterstreicht den bestehenden Einfluss der Zeitreihen des Vorproduktes. Aus 
diesem Grund sind in Planungssituation IV häufigere und stärkere Kapazitätsanpas-
sungen die Konsequenz der Strukturbrüche. 
Die Auswirkungen von Fehleinschätzungen werden im Folgenden nach Unter- und 
Überschätzung des Kapazitätsbedarfs analysiert: 
Unterschätzung (e<c): Der Indikator zeigt die größten positiven Abweichungen zur 
Vergleichskonstellation in beiden Planungssituationen in Szenariokonstellation I. In 
Planungssituation I ist die Abweichung dreimal größer als in Planungssituation IV. 
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In dieser Konstellation schätzt der Experte die Absatzhöchstmengen, sowie die 
Rückflussmengen um 40% niedriger ein als sie realisiert werden. Dies führt dazu, 
dass im Zeitablauf Anpassungsmaßnahmen vollzogen werden müssen. Dies schlägt 
sich in den Expansionsplänen und insbesondere in den Kontraktionsplänen nieder. Es 
wurde deutlich zu wenig Kapazität aufgebaut, deren Abbau zeitlich schrittweise nach 
hinten verlagert wird. Die beste durchschnittliche Verbesserung der Planungsrobust-
heit zur Vergleichskonstellation liefert Szenariokonstellation 2, sowohl in Planungs-
situation I als auch in Planungssituation IV.  
Überschätzung (c<e): Bei Überschätzung ist die Planungsrobustheit in Planungssitu-
ation I höher als in Planungssituation IV. Das bedeutet, dass weniger starke Anpas-
sungen bei systematischen und zufälligen Schwankungen vorgenommen wurden. Die 
Planungsrobustheit verschlechtert sich durchschnittlich um maximal 36,70%. Dies 
bedeutet, dass Fehleinschätzungen des Experten im Fall von Nachfrageüberschät-
zung weniger Auswirkungen auf die Planungsrobustheit haben als in Planungssitua-
tion IV.  
Der Indikator zeigt bei stark niedriger Nachfrage (–20%) und einer geringen Fehlein-
schätzung der Absatzhöchst- und Rückflussmengen von 10% in Planungssituation I 
die höchste Planungsrobustheit. Dies ist auf die grundsätzlich niedrige Kapazitäts-
nachfrage aufgrund niedriger Absatz- und Rückflussmengen zurückzuführen. Am 
niedrigsten ist die Planungsrobustheit in Planungssituation IV im Fall SK7 bei Nach-
fragerückgang und einer Überschätzung von 10%. Insbesondere die Kontraktions-
pläne werden mehrfach nach unten korrigiert. 
In der Gesamtsicht kann die Vermutung 4.2 nicht bekräftigt werden. Grundsätzlich 
kann resümiert werden, dass die Prognosequalität Einfluss auf die Planungsrobust-
heit hat. Während bei Unterdeckung tendenziell große Abweichungen zwischen Ex-
pertenschätzung und tatsächlicher Nachfrage zu einer niedrigen Planungsrobustheit 
führen, induzieren bei Überdeckung kleine Prognosefehler häufigere Kapazitätsan-
passungen in Planungssituation IV. 
Bezüglich der Auswirkungen des Einsatzes von unterschiedlichen Flexibilitätskonfi-
gurationen der Ressourcen können folgende Beobachtungen identifiziert werden: 
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Herangezogen werden die Ergebnisse der Kostenkombination KK1, in der die vari-
ablen Auszahlungen für Kapazitätsanpassungen für alle Ressourcen mit unterschied-
licher Eignung dieselbe Höhe haben. Der Vergleich der Ergebnisse zeigt, inwiefern 
eine Erhöhung der Ressourcenflexibilität zufällige Schwankungen absorbieren kann. 
In Vergleichskonstellation SK0 ist zu erkennen, dass die Eignung bzw. Flexibilität 
der Anlagen einen unterschiedlichen Effekt auf die Planungsrobustheit in beiden 
Planungssituationen hat (Abbildung 4.12). In Planungssituation I zeigen die Ergeb-
nisse der Konstellation SK0, dass bei niedriger Flexibilität tendenziell eine höhere 
Robustheit vorliegt als bei hoher Flexibilität. In Planungssituation IV steigt hingegen 
tendenziell die Planungsrobustheit mit zunehmender Flexibilität. Das bedeutet, dass 
in Planungssituation IV unerwartete Schwankungen der Absatzhöchst- und Rück-
flussmengen beim Einsatz flexibler Anlagen und einer zuverlässigen Prognose weni-
ger häufige/starke Plananpassungen induzieren. In Situation I ist dies nicht erkenn-
bar. 
In den weiteren Szenariokonstellationen (SK1-SK8) ist zu erkennen, dass in beiden 
Planungssituationen und bei Unterschätzung der Nachfrage die Planungsrobustheit 
tendenziell mit zunehmender Flexibilität bei Kostenkombination KK1 steigt. Das be-
deutet, dass unerwartete Schwankungen von flexiblen Ressourcen besser absorbiert 
werden. Einzige Ausnahme ist die Konstellation SK3 in Planungssituation I, in der 
ein Nachfragerückgang des Neuproduktes um 10% zu erkennen ist. Bei Überschät-
zung der Nachfrage ist insbesondere bei einem Nachfragerückgang in Planungssitua-
tion IV erkennbar, dass unerwartete Schätzungen zu häufigeren/starken Kapazitäts-
anpassungen bei flexiblen Ressourcen führen können. Diese Ergebnisse wider-
sprechen damit teilweise Vermutung 4.3. 
Die Betrachtung der Ergebnisse des Indikators in den weiteren Kostenkombinationen 
lässt Aussagen über die Wirkungen von Erhöhungen der variablen Auszahlungen für 
Kapazitätsanpassungen zu. Die Abbildungen 4.13 und 4.14 zeigen, dass die aggre-
gierte Planungsrobustheit in beiden Planungssituationen bei höherer Flexibilität ten-
denziell mit steigenden variablen Kapazitätsauszahlungen sinkt. Dieser Effekt ist 
aber grundsätzlich über alle Konstellationen nicht sehr hoch. Bei Unterschätzung 
(e<c) lässt sich der Einfluss der Erhöhung der variablen Anpassungsauszahlungen 
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erst erkennen, wenn die Nachfrage um 40% unterschätzt wurde (SK1). Das bedeutet, 
dass in den betrachteten Konstellationen eine Erhöhung der variablen Kapazitätsaus-
zahlungen erst ab einer Expertenabweichung von 40% zu einer niedrigeren Pla-
nungsrobustheit führt und dies auch nur in Planungssituation I. Die Anlagenkapazität 
wird schrittweise nach oben korrigiert und Kontraktionspläne zeitlich nach hinten 
verschoben. In diesem Fall ist die Planungsrobustheit viel niedriger als bei starren 
Ressourcen. Mit steigenden Auszahlungen sinkt die Planungsrobustheit exponentiell.  
Bei Überschätzung (c<e) ist ein größerer Einfluss der Erhöhung der variablen Kapa-
zitätsauszahlungen für Anpassungen in beiden Planungssituationen zu erkennen. Mit 
steigenden Auszahlungen sinkt die Planungsrobustheit. Die Kontraktionspläne wer-
den schrittweise nach unten korrigiert. Starke Verringerungen der Planungsrobustheit 
sind bei einem Nachfragerückgang in Planungssituation IV zu beobachten. 
Mit diesen Ergebnissen kann Vermutung 4.4 nicht widersprochen werden. Es wurde 
gezeigt, dass eine Erhöhung der Auszahlungen für Kapazitätsanpassung bei flexible-
ren Ressourcen zu häufigeren/stärkeren Kapazitätsanpassungen führen kann. Dieser 
Effekt ist jedoch von der Art und dem Ausmaß der Unsicherheit abhängig. 
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5 Fazit 
Der Ausgangspunkt der Überlegungen dieser wissenschaftlichen Arbeit war die in-
tegrative Betrachtung von Gütererstellung und Güterrückflussbewältigung im Rah-
men von CLSCs. Dabei stellte sich die Frage, wie den Wechselwirkungen dieser bei-
den Prozesse bei der Planung der Produkterstellungs- und Rückflussbewältigungska-
pazität in einem mittelfristigen Planungshorizont Rechnung getragen wird. Wesent-
lich ist dabei, dass der Kapazitätsbedarf durch voneinander abhängige Gütererstel-
lungs- und Güterrückflüsse induziert wird, zwischen denen Markt-, Ressourcen- und 
Leistungsinterdependenzen bestehen können. Die mittelfristige Antizipation von Gü-
ternachfrage und -rückfluss ist durch hohe Unsicherheit geprägt, weil die autonome 
Disponierbarkeit durch den Entscheidungsträger nicht gegeben ist. Aufgrund der Ri-
sikoaversion des Entscheidungsträgers stellte sich zudem die Frage, welche Maß-
nahmen im Rahmen der Kapazitätsdimensionierung integriert werden, um robuste 
Pläne zu gestalten. 
Die Literaturanalyse der Ansätze zur Kapazitätsdimensionierung zeigte, dass Produk-
tions- und Rückflussbewältigungskapazität zumeist unabhängig voneinander geplant 
werden, so dass die aufgrund der Vernetzung der Güterflüsse bestehenden Wechsel-
wirkungen unberücksichtigt bleiben. Überdies wird die Einbeziehung von Unsicher-
heit in Planungsansätzen mit direktem Bezug zur Kapazitätsdimensionierung nur 
vereinzelt betrachtet. Demnach bestehen überwiegend Unsicherheiten bzgl. der Pro-
duktnachfrage bzw. der Güterrückflussmengen, welche zumeist als Parameter mit 
bekannten Verteilungen modelliert werden. Des Weiteren werden unrealistische An-
nahmen über die Informationen zum Güterrückfluss getroffen. Die Verfügbarkeit 
dieser Informationen wird entweder vorausgesetzt, ohne die Prognoseprobleme zu 
berücksichtigen, oder es wird ein Prognoseverfahren herangezogen, das den Beson-
derheiten des Planungsproblems nicht Rechnung zu tragen vermag. Dadurch fließen 
insbesondere die Wechselwirkungen zwischen Produktnachfrage-/Absatzmenge und 
Güterrückfluss-/Rücknahmemenge nicht in das Planungskalkül mit ein. Diese wer-
den vor allem durch die vorliegende Planungssituation bzgl. Nachfrageerfüllung und 
Rücknahme der Güterrückflüsse beeinflusst. Robustheitsüberlegungen werden bis-
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lang nur in Ansätzen thematisiert, in denen die Kapazitätsdimensionierung eine un-
tergeordnete Rolle spielt. Bei Planung mit unvollständiger Information wird lediglich 
in Ansätzen des Network-design-Problems durch die Schaffung von Flexibilität (In-
vestition in hybride Standorte) die Möglichkeit gegeben, Unsicherheiten zu handha-
ben. Aus diesem Grund werden die Auswirkungen der Anwendung von wirkungsbe-
zogenen Maßnahmen zur Handhabung der Unsicherheit im Rahmen der Kapazitäts-
dimensionierung nicht ausreichend diskutiert. 
Aufbauend auf diesen Stand der Forschung standen die simultane Planung von Gü-
tererstellungs- und Rückflussbewältigungskapazität und das daraus abgeleitete Prob-
lem der Nachfrage- und Güterrückflussprognose im Fokus der Betrachtung. Dies um-
fasste die Berücksichtigung der Abhängigkeiten zwischen dem konsumorientierten 
und rückgewinnungsorientierten Güterfluss sowie die Einbeziehung der Einflussfak-
toren der Prognosewerte. 
Folgende Forschungsfragen ließen sich aus der Analyse der wissenschaftlichen Lite-
ratur ableiten: 
(1) Wie lassen sich zeitliche und sachliche (Markt-, Leistungs- und Ressourcen-) In-
terdependenzen zwischen originären Produkten und ihren Güterrückflüssen in 
einem dynamischen Entscheidungsprozess kombinieren? 
(2) Welche ökonomischen Implikationen ergeben sich für die Kapazitätsdimensio-
nierung, wenn unterschiedliche Planungssituationen, hinsichtlich Nachfrageer-
füllung und Rücknahme von Güterrückflüssen, berücksichtigt werden? 
(3) Welche Auswirkungen hat die Risikoaversion des Entscheidungsträgers unter 
der Annahme unvollständiger Information auf das Entscheidungskalkül? 
(4) Wie können die zusätzlichen Unsicherheiten in CLSCs, die sich durch die Wech-
selbeziehungen zwischen Produktnachfrage-/Absatzmenge und Güterrückfluss-/ 
Rücknahmemenge ergeben, im Entscheidungsmodell erfasst werden? 
(5) Welche Auswirkungen haben Prognosefehler und der Einsatz von flexiblen Res-
sourcen auf den Rechenaufwand, auf das monetäre Ziel und auf die Robustheit, 
und wie können sie gemessen werden? 
(6) Welchen Einfluss hat die Höhe der Expansions- und Kontraktionsauszahlungen 
der Potentialfaktoren auf die Planungsrobustheit? 
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Zur Beantwortung der Forschungsfragen wurde ein prognoseintegrierendes Modell 
zur simultanen Planung von Gütererstellungs- und Rückflussbewältigungskapazität 
entwickelt. Den Ausgangpunkt bildete eine Strukturierung des Planungsproblems, 
welche die Ideen aus den unterschiedlichen vorhandenen Kapazitätsdimensionie-
rungsansätzen zusammenführt und um ein Güterflussmodell erweitert. Die For-
schungsfragen werden im Folgenden zusammenfassend beantwortet: 
(1) Die zeitlichen und sachlichen Interdependenzen zwischen originären Produkten 
und ihren Güterrückflüssen wurden in einem mehrperiodigen Planungsmodell er-
fasst, welches zwei Teilmodelle kombiniert: Im aktivitätsanalytischen Güterflussmo-
dell werden einerseits die für die zu transformierenden Gütermengen auszuführenden 
Prozesse mit der jeweiligen Kapazitätsnachfrage und andererseits die Wechselwir-
kungen zwischen den Absatz- und Rückflussmengen abgebildet. Bedingt durch den 
mittelfristigen Planungshorizont der Kapazitätsdimensionierung erfolgte eine aggre-
gierte Erfassung von Hin- und Rückflussgütern unterschiedlicher Qualität auf Pro-
duktebene mit Hilfe einer dynamischen linearen Technologie. Die Hin- und Rück-
flüsse sind über das Prognosemodell gekoppelt. Im Kapazitätsanpassungsmodell 
werden Kapazitätsexpansions- und -kontraktionsentscheidungen im Zeitablauf ge-
troffen, um die für die Gütererstellung und Rückflussbewältigung erforderliche Ka-
pazität zu decken. Zusätzlich erfasst dieses Teilmodell die Verzögerung zwischen der 
Investitions-/Desinvestitionsentscheidung und der daraus resultierenden Änderung 
der verfügbaren Kapazität.  
(2) Abhängig von der vorliegenden Planungssituation bzgl. der Nachfrageerfüllung 
und der Rücknahmebedingung bestehen unterschiedliche Handlungsmöglichkeiten 
für die Unternehmung. Die vier Planungssituationen (I-IV) beschreiben, ob die Ab-
satz- bzw. Rücknahmemengen den Nachfrage- bzw. Rückflussmengen entsprechen 
müssen. Bei vollständiger Nachfrageerfüllung bzw. vollständiger Rücknahmebedin-
gung aufgrund vertraglicher und/oder gesetzlicher Verpflichtungen entfallen die 
Möglichkeiten, über Absatz und Rücknahme zu entscheiden. 
(3) Aufgrund der Risikoaversion des Entscheidungsträgers stellte sich die Frage, 
welche Maßnahmen in den Planungsansatz integriert werden können, um die beste-
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hende Unsicherheit zu handhaben. In der wissenschaftlichen Literatur wird die Gene-
rierung von Robustheit als wirkungsbezogene Maßnahme behandelt. Aus diesem 
Grund wird im Kapazitätsanpassungsmodell die Möglichkeit gegeben, über die qua-
litative Kapazität zu entscheiden. Dadurch ist es möglich, in flexible Anlagen zu in-
vestieren, die sowohl vorwärts- als auch rückwärtsgerichtete Güterflüsse bewältigen 
können. Durch den Aufbau von Bestandsflexibilität soll erzielt werden, dass die 
Auswirkungen von Unsicherheit gemindert oder kompensiert werden. Ein weiterer 
Ansatz zur Reduzierung der Auswirkungen von Unsicherheit ist die Einbeziehung 
unsicherer Größen im Planungsansatz. Die Nachfrage- und Rückflussunsicherheit 
wurden als relevante Unsicherheitsparameter identifiziert. Aus diesem Grund wurde 
ein dynamisches stochastisches Planungsmodell in Form eines zweistufigen szena-
riobasierten Kompensationsmodells formuliert. Auf der ersten Stufe des Kompensa-
tionsmodells werden die Kapazitätsexpansions- und -kontraktionsentscheidungen 
und auf der zweiten Stufe die operativen Anpassungsentscheidungen getroffen. 
Durch eine Szenariomodellierung ist es möglich, systematische und unsystematische 
Unsicherheit im Planungskalkül zu berücksichtigen, um die Planungsrobustheit zu 
erhöhen. Das vorliegende unsichere Entscheidungsfeld induziert die Relevanz, im 
Zeitablauf sukzessive Informationszuwächse bei der weiteren Planung zu berück-
sichtigen. Von besonderer Relevanz sind die Realisationen bezüglich der unsicheren 
Parameter und den getroffenen Entscheidungen für die Prognose der Nachfrage und 
des Rückflusses. Aus diesem Grund wurde der Planungsansatz durch die Betrachtung 
eines rollierenden Planungshorizontes erweitert („rollierende Planung“). Um die 
Auswirkungen der Modellintegration der Maßnahmen auf das monetäre Ziel und die 
Planungsrobustheit messen zu können, wurden geeignete Ansätze der Literatur auf 
das vorliegende Planungsproblem übertragen. 
(4) Die Wechselbeziehungen zwischen Produktnachfrage-/Absatzmengen und Güter-
rückfluss-/Rücknahmemengen wurden durch die Integration von Prognoseverfahren 
im Entscheidungsmodell erfasst. Dabei bezieht sich die für die Kapazitätsdimensio-
nierung in CLSC erforderliche Prognose auf die Entwicklung der Nachfrage- und 
Rückflussmengen im Zeitablauf. Zentrale Voraussetzungen sind dabei eine Prognose 
des gesamten Produktlebens- und Rückflusszyklus, die die Wechselwirkungen zwi-
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schen Nachfrage- und Rückflussmengen mehrerer Güterarten erfasst, sowie die adä-
quate Berücksichtigung der aus der Prognose hervorgehenden unsicheren Aussagen 
über zukünftige Güterflussmengen im Planungsmodell. Die Analyse der Beziehun-
gen ergab, dass der erfolgte Absatz folglich eine notwendige Bedingung für den Gü-
terrückfluss ist. Sein zeitliches, mengenmäßiges, qualitatives und örtliches Auftreten 
ist jedoch direkt von den Handlungen des Konsumenten (Motive für die Rückgabe) 
und des Produzenten (Motive für die Rücknahme, für den Konsumenten gesetzte 
Rückgabeanreize) und indirekt von den gesellschaftlichen (z.B. in rechtlicher, öko-
nomischer, sozialer und demographischer Hinsicht) und technologischen Rahmenbe-
dingungen, unter denen Konsumenten und Produzenten agieren, abhängig. Es stellte 
sich die Frage, wie der funktionale Zusammenhang zwischen den zukünftigen Rück-
flussmengen, den in Vorperioden bestehenden Nachfragemengen, realisierten Ab-
satzmengen, Rückflussmengen, Rücknahmemengen und weiteren Einflussfaktoren 
bei der Prognose Rechnung getragen werden kann. In Abhängigkeit wesentlicher 
Charakteristika der CLSC (Planungssituation und Abhängigkeitsverhältnis zwischen 
Nachfrage- und Rückflussmengen) wurden unterschiedliche SEM herausgearbeitet, 
die diesen Anforderungen gerecht wurden. So können durch die Modellierung der 
erklärenden und zu erklärenden Größen als exogene und/oder endogene Variablen 
die Wechselwirkungen abgebildet werden. Insbesondere das Potential der Identifika-
tion und der Abbildung von Marktinterdependenzen zwischen originären Produkten 
und ihren Güterrückflüssen ist in diesem Kontext hervorzuheben. Aufgrund des Ab-
hängigkeitsverhältnisses zwischen Nachfrage- und Rückflussmengen ergaben sich 
zwei unterschiedliche Prognoseorte: Die Prognose der endogenen Größen (Rück-
flussmengen und ggf. Nachfragemengen) vollzieht sich innerhalb des Planungsmo-
dells und die der exogenen Größen (z.B. Nachfragemengen) außerhalb des Modells. 
Bei endogenen Größen kommen die vorgestellten Prognosemodelle zum Einsatz. Für 
exogene Größen wurden in der Literatur diskutierte Wachstumsfunktionen aufge-
zeigt, die insbesondere längerfristige Entwicklungen berücksichtigen können und 
damit den Anforderungen einer mittelfristigen Prognose genügen. 
Für die Durchführung der Prognose haben sich durch die Integration des relevanten 
Prognosemodells ins Planungsmodell Besonderheiten ergeben. Es stellte sich die 
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Frage, wie unrealistische Prognosewerte und nicht-stationäre Zeitreihen berücksich-
tigt werden können. Durch Verletzungen der Prognoseannahmen kann es zu unrea-
listischen Prognosewerten kommen. Zusätzliche Nebenbedingungen wurden im Pla-
nungsmodell eingefügt, um derartige Fälle der Planung auszuschließen. Die notwen-
dige Bedingung der Stationarität der bei der Prognose betrachteten Zeitreihen wurde 
durch die Integration der Entscheidungsvariablen und Parameter des Planungsmo-
dells sichergestellt. Die Kopplung zum Prognosemodell wird durch Mengenbilanzen 
gewährleistet. 
(5) Um die Auswirkungen der Integration von Prognoseverfahren und des Einsatzes 
von flexiblen Ressourcen auf den Rechenaufwand, das monetäre Ziel und auf die 
Robustheit zu analysieren, wurde der entwickelte Planungsansatz in unterschiedli-
chen Planungssituationen für einen rollierenden Planungshorizont numerisch analy-
siert. Durch die simultane Betrachtung der Produkterstellungs- und Rückflussbewäl-
tigungsprozesse besteht erstmals die Möglichkeit, das Zusammenwirken von quanti-
tativer und qualitativer Kapazität bei der Generierung von Robustheit zu analysieren. 
Um das Ausmaß unterschiedlicher Kosten- und Flexibilitätskonstellationen auf die 
Indikatoren zu bewerten, wurde die Nachfrage- und die Güterruckflussmengen für 
ein Neuprodukt in einem generischen Planungsproblem einer CLSC für die gegen-
sätzlichsten Planungssituationen (Situation I: vollständige Nachfrageerfüllung und 
Rücknahmebedingung; IV: keine vollständige Nachfrageerfüllung und Rücknahme-
bedingung) simuliert. In der Gesamtsicht wurde aufgezeigt, dass sich ein Planungs-
modell ergeben hat, mit dem Kapazitätsausstattungsentscheidungen unter Unsicher-
heit in einem rollierenden Planungsansatz unterstützt werden können. 
Hinsichtlich der Anwendbarkeit wurde gezeigt, dass der Planungsansatz in Planungs-
situation IV zu höheren Berechnungszeiten aufgrund der erhöhten Anzahl an Hand-
lungsalternativen führt und dass Unsicherheit (z.B. Strukturbrüche der Zeitreihen) zu 
einer Nicht-Anwendbarkeit des Prognoseansatzes führen kann (3% der Fälle). Unter 
Unsicherheit können sich Investitionen in flexible Ressourcen positiv auf den Kapi-
talwert auswirken. Dies ist jedoch von der Art und dem Ausmaß der Unsicherheit 
abhängig. Die Ergebnisrobustheit ist in allen betrachteten Szenarien sehr hoch, so 
dass geringe Schwankungen der Nachfrage und des Güterrückflusses das Planungs-
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kalkül nicht wesentlich beeinflussen. Die Prognosequalität wirkt sich auf den gene-
rierten Kapitalwert aus. Mit zunehmender Unzuverlässigkeit der Prognose wird der 
Kapitalwert reduziert. Dabei ist in Planungssituation I eine Kapazitätsbedarfsunter-
schätzung und in Planungssituation IV eine Überschätzung weniger nachteilig für die 
Auswirkungen auf den Kapitalwert. Auch hinsichtlich der Planungsrobustheit führt 
eine schlechte Prognose zu einer Reduzierung der Planungsrobustheit. Eine Über-
schätzung in Planungssituation I und eine Unterschätzung der Nachfrage- und Rück-
flussmengen in Planungssituation IV führen zu einer höheren Planungsrobustheit. 
(6) Bezüglich des Einflusses der Höhe der Expansions- und Kontraktionsauszahlun-
gen für flexible Ressourcen konnte konstatiert werden, dass im Falle gleich hoher 
Auszahlungen für starre und flexible Ressourcen die Flexiblen aufgrund ihrer Eig-
nung zur Absorption von Unsicherheiten tendenziell eine höhere Planungsrobustheit 
induzieren. Eine Erhöhung der Anpassungsauszahlungen kann häufigere/stärkere 
Kapazitätsanpassungen bedingen; die Wirkungen auf die Planungsrobustheit sind 
von der Art und dem Ausmaß der Unsicherheit abhängig. 
Folgender weiterer Forschungsbedarf lässt sich aus der durchgeführten Analyse ab-
leiten: 
Im vorgestellten Planungsansatz wurde die Kapazität zur Bewältigung der Güter-
ströme aufgrund der ökonomischen Nachhaltigkeit zum Ende des Planungszeitrau-
mes abgebaut. Dabei wurde die Annahme eines finiten Planungshorizontes zugrunde 
gelegt. Die Auswirkungen der zeitlichen Überlappungen von Lebens- und Rück-
flusszyklen der Vorgänger- und Folgeprodukte sind im vorliegenden Planungsansatz 
der Kapazitätsdimensionierung bislang unberücksichtigt. Abhängig vom Ähnlich-
keitsgrad der Vorgänger- und Folgeprodukte ergeben sich für die Interdependenzen 
zwischen originären Produkten und den Güterrückflüssen (Markt-, Ressourcen- und 
Leistungsinterdependenzen) neue Herausforderungen, denen Rechnung getragen 
werden muss: (1) Die integrative Betrachtung der Kapazitätsplanungsprobleme für 
Vorgänger- und Folgeprodukte kann das Erfordernis der Betrachtung eines infiniten 
Planungshorizontes induzieren. (2) Durch die Überlappung der Lebens- und Rück-
flusszyklen der Vorgänger- und Nachfolgeprodukte ergibt sich ein erweitertes Kapa-
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zitätsdimensionierungsproblem, in dem die Unsicherheit bzgl. des Einführungszeit-
punktes des Neuproduktes Berücksichtigung finden muss. (3) Zudem stellt sich die 
Frage, welche Auswirkungen die neuen Interdependenzen auf das Prognoseproblem 
haben und wie diese berücksichtigt werden können. 
Weiterer Forschungsbedarf lässt sich bei der Ermittlung eines geeigneten Modells 
zur Prognose der Nachfrage- und Rückflussmengen ableiten. Im Rahmen der Kapazi-
tätsdimensionierung hat die Berücksichtigung von Informationszuwächsen bzgl. des 
Neuproduktes bei der Ermittlung des Prognosemodells eine hohe Relevanz. Bei der 
Bayes-Schätzung wird von der Annahme ausgegangen, dass die Schätzung eines 
Vektor-autoregressiven Modells verbessert werden kann, wenn bereits vorhandene 
Informationen über die Parameter in die Schätzung einfließen1). Dabei werden alle zu 
schätzenden Parameter des multivariaten Modells als Zufallsvariablen angesehen und 
in einem Vektor zusammengefasst. Ziel ist es, eine a posteriori Wahrscheinlichkeits-
dichtefunktion der Parameter auf Grundlage einer a priori Wahrscheinlichkeits-
dichtefunktion, die das Vorwissen widerspiegelt, zu bestimmen. 
                                                 
 
1) Vgl. Hamilton (1994), S. 360 ff. 
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Anhang 
Zeitreihen des Vorproduktes (gerundet) 
Periode ME2.t XE2.t XR3.t XR4.t XN3.t XN4.t 
1 0,00 0,00 0,00 0,00 0,00 0,00 
2 25,73 24,26 3,64 3,64 0,00 0,00 
3 88,02 81,25 12,19 12,19 1,79 0,00 
4 188,97 169,86 25,48 25,48 6,33 0,00 
5 348,12 316,04 25,25 9,58 12,91 0,00 
6 518,29 452,85 38,08 22,50 23,30 1,69 
7 658,42 589,87 51,88 41,83 33,18 6,36 
8 862,81 816,48 71,22 65,77 38,87 12,36 
9 1021,61 924,23 85,76 90,28 59,08 22,14 
10 1068,44 963,86 94,95 119,07 73,72 34,65 
11 1201,06 1048,72 102,55 149,10 74,81 38,48 
12 1285,03 1155,10 111,58 162,78 79,18 59,02 
13 1218,13 1111,43 113,21 172,80 92,01 64,37 
14 1245,87 1143,60 115,98 187,54 74,47 69,44 
15 1262,35 1122,92 115,19 196,09 72,23 68,22 
16 1130,42 1002,39 108,87 193,31 88,44 71,33 
17 1081,10 1025,74 106,36 194,90 79,70 86,87 
18 1059,56 904,62 96,79 185,52 71,67 89,60 
19 917,18 860,79 92,31 172,64 64,15 77,19 
20 832,47 783,63 84,49 167,58 57,86 64,18 
21 797,22 741,11 79,53 152,03 55,75 65,60 
22 676,89 582,04 67,40 142,69 48,32 54,31 
23 588,68 515,79 59,08 130,65 39,83 53,31 
24 553,36 488,91 52,83 115,95 33,44 54,49 
25 465,45 427,27 47,28 95,57 32,02 57,91 
26 390,71 337,44 39,91 86,69 32,55 42,91 
27 361,01 332,89 36,09 79,25 25,53 35,63 
28 302,90 260,70 29,80 67,32 24,38 34,47 
29 246,97 226,07 26,02 56,96 17,15 28,81 
30 224,23 201,68 22,44 51,92 13,63 25,87 
31 188,55 174,96 19,76 42,19 13,09 26,48 
32 150,22 138,43 16,44 37,14 12,78 20,76 
33 133,85 125,87 14,20 32,66 8,96 16,33 
34 113,12 106,23 12,03 27,52 9,32 14,09 
35 88,58 78,26 9,63 22,77 7,46 13,71 
36 77,34 71,14 8,15 20,08 4,74 8,59 
37 65,78 57,22 6,66 16,24 5,20 8,43 
38 50,91 43,43 5,35 12,86 3,78 8,34 
39 43,49 40,20 4,55 11,20 3,26 5,44 
40 37,23 33,51 3,79 8,85 2,71 4,52 
 
