Abstract. We present a novel algorithm for improving the accuracy of structure from motion on video sequences. Its goal is to efficiently recover scene structure and camera pose by using dynamic programming to maximize the lengths of putative keypoint tracks. By efficiently discarding poor correspondences while maintaining the largest possible set of inliers, it ultimately provides a robust and accurate scene reconstruction. Traditional outlier detection strategies, such as RANSAC and its derivatives, cannot handle high dimensional problems such as structure from motion over long image sequences. We prove that, given an estimate of the camera pose at a given frame, the outlier detection is optimal and runs in low order polynomial time. The algorithm is applied on-line, processing each frame in sequential order. Results are presented on several indoor and outdoor video sequences processed both with and without the proposed optimization. The improvement in average reprojection errors demonstrates its effectiveness.
Introduction
Structure from motion refers to the problem of processing sets of images with the goal of modeling the underlying scene geometry while simultaneously determining camera locations. In principle, the task is straightforward, the relevant computational geometry having been well documented [1, 2] . In practice, however, the problem is substantially more challenging.
In almost all cases, the computations rely on identifying feature correspondences between images. These typically consist of single points [2] [3] [4] , but may include more complex features as well [5] . Difficulties arise in real world applications because some putative correspondences are inevitably incorrect. The main contribution of this work is the novel method by which inaccurate correspondences are identified and removed, thus maximizing the accuracy of the final reconstruction.
The proposed system receives its input as an ordered sequence of video frames. Because the baseline between consecutive frames is small, two or three frame 5 frame 24 frame 51 frame 59 frame 91 Fig. 1 . A point that tracks accurately over some frames, but not over the entire sequence. The correspondence between frames 5 and 91 is poor. The correspondence between Frames 5 through 24 are accurate, however, as is the correspondence between frames 59 and 91.
consecutive frames will rarely provide an accurate reconstruction on its own, and in many cases will only capture a small part of the scene. At the same time, no feature is likely to appear throughout the entire sequence, so looking for correspondences between, say, the first and last frames is not feasible. Hartley and Zisserman observed that the problem of structure from motion from video sequences remains a "black art" [1, p. 452] The feature correspondences considered here consist of single points tracked over time using sparse optical flow. That is to say, we detect a set of pixels in one frame then estimate their locations in subsequent frames by taking advantage of the relative similarity between consecutive images. Specifically, we begin by detecting keypoints in the first image using Shi and Tomasi's method of identifying trackable point [6] . Then a variation of the Lucas-Kanade Optical flow algorithm [7] based on image pyramids [8] is used to update their locations as the sequence progresses. The reliability of the optical flow process is further improved by using bi-directional filtering, as described in [9] .
Using optical flow to generate correspondences has both advantages and drawbacks. Optical flow is generally reliable, with the correspondences between consecutive frames will seldom off by more than one or two pixels.
On the other hand, points tracked by optical flow have a tendency to drift over long sequences and thus introduce a unique challenge. Figure 1 illustrates an example. Over the course of 91 frames, a point drifts significantly from the side of the statue to the lawn in the background. Clearly, any reconstruction that depends on this correspondence will suffer as a result.
One could attempt to identify such points and exclude them from the computation, hoping that enough correspondences remain to reconstruct the scene. Besides the difficulty of automatically detecting tracking errors, the problem is that over long sequences, almost all tracked keypoints will experience some drift. Simply labeling points as inlier or outlier is thus of limited value.
With this in mind, we set out to perform a somewhat more ambitious optimization. Examining Figure 1 , the keypoint in question stays fixed to the same part of the statue between frames 5 and 24. It then drifts to another part of the dog's head and finally onto the lawn in the background. Finally between frames 59 and 91, tracking regains stability, the keypoint remaining fixed to the same point on the grass. So while the keypoint is not useful over the entire sequence, it is useful for certain windows of time. Our goal is to determine which sets of frames contain accurate tracking for each keypoint and use only those.
Section 3 describes an algorithm for performing this optimization. This algorithm, called subtrack optimization, represents the main contribution of this work. Based on dynamic programming, it is guaranteed to output an optimal solution, and does so in low order polynomial time.
Section 4 discusses how this algorithm can be incorporated into a high level structure from motion system. It sequentially processes video frames to generate an accurate sparse scene structure as well as a camera pose at each frame. The proposed system offers several key advantages. One is that it operates as an online algorithm, which is to say it produces a solution for the first n frames before considering frame n + 1. It also does not depend on extra hardware such as inertial sensors or a calibrated stereo rig; it relies only on a single calibrated camera. It assumes that the scene is rigid, but makes no other assumptions about scene structure or camera motion.
We present results on several real-world video sequences in section 5. Each sequence is processed with and without subtrack optimization. Numerical results demonstrate that the optimization substantially improves the quality of the overall reconstruction.
Related Work
Over the years, structure from motion has remained amongst the most widely studied topics in computer vision [2] [3] [4] [5] [10] [11] [12] . The high level of interest is hardly surprising, as it provides an invaluable tool in numerous application domains.
Snavely, et al., for example use structure from motion as the basis for a virtual tourism application [3] . Zhu, et al., describe a navigation system that uses structure from motion to build a database of landmarks, which can later be used to recover the location of an image in a large scale environment [12] .
The present work focuses on sparse structure from motion, which is to say only a small set of landmark features from the target scene are modeled. In general, accurate sparse structure is a precondition for computing dense structure, which builds fully textured surfaces [10, 11, 2] .
The goal of the present work is to separate accurate feature correspondences from inaccurate ones, and can thus be viewed as a kind of outlier detection. When only two views are available, outliers can be identified using random sampling methods such as RANSAC [13] or the more recent MLESAC [14] algorithm. The video sequences considered here, however, consist of hundreds of frames, leading to a very high dimensional solution space. RANSAC and its derivatives are not feasible as a means to optimize over all variable. While some systems use RANSAC to detect outliers between two or three consecutive frames, [2, 4, 15] , it cannot be applied to an entire sequence at once.
Structure from motion algorithms often include bundle adjustment as a final step [1, 2, 4] . Traditionally, bundle adjustment is applied to the entire sequence at once, in which case it consumes most of the processing time and precludes online processing. More efficient versions can apply bundle adjustment to a few frames at a time. Still, bundle adjustment assumes that the putative 2D correspondences are nearly correct, and cannot determine when keypoints begin to drift, as we do here.
It is also important to draw a distinction between our algorithm and those that use assumptions about the structure of the scene, such as planar surfaces [11] . Our only assumption is that the scene is rigid.
Buchanan and Fitzgibbon [16] describe an approach to feature tracking that, like the method proposed here, is based on dynamic programming. That work, however, focuses on purely two-dimensional tracking. The algorithm described here is specifically designed to recover three-dimensional structure.
3 The Subtrack Optimization Algorithm
Terminology and Problem Definition
In order to describe the details of the optimization algorithm, the following terminology will be useful.
A keypoint will refer to a single point feature in a single image. Keypoints fall into two categories. Those that are initially identified by the detection process are referred to as detected keypoints. Those that have been tracked from the previous frame will be called tracked keypoints.
Points in 3D space from which keypoints arise are structure points. Conceptually, each keypoint represents a ray in 3D space, so there are an infinite number of possible structure points corresponding to a given keypoint. Any structure point that projects onto a keypoint within some margin of error, will be considered a valid structure point for that keypoint.
A detected keypoint along with all of the tracked keypoints generated from it are collectively referred to as a keypoint track. A keypoint track never skips frames; if the optical flow process fails to track a particular keypoint then the corresponding keypoint track ends. A keypoint track will also never contain more than one keypoint in any given frame.
Under ideal circumstances, all keypoints in a given track will share some valid structure point. Due to tracking errors, however, this will seldom be the case for long tracks. As illustrated in the examples from section 1, however, it will often be the case that a subset of a track's keypoints does in fact have a common valid structure point. Any set of two or more keypoints from consecutive frames of the same track will be called a subtrack. A subtrack whose keypoints share a valid structure point will be deemed consistent.
Using this terminology, the goal of the optimization algorithm is as follows:
Given a keypoint track and a camera matrix at each frame, find the partitioning that produces the longest possible disjoint consistent subtracks Fig. 2 . A hypothetical keypoint track with six keypoints. On the left are six locations of a camera as it moves from the top downward. Each keypoint corresponds to a ray in space. The six rays do not meet at a single point, so there is no structure point that is valid for the entire track. However, subtracks k1,2,3 and k4,5,6 do have valid structure points. The goal of the optimization algorithm is to reliably perform this partitioning.
Favoring fewer, longer subtracks is important because it ensures that they span as wide a baseline as possible. If overly aggressive in partitioning a keypoint track, we risk losing valuable information and compromising the accuracy of the resulting structure.
To measure the consistency of a subtrack, we define an error function, E(k a,b ), as the RMS reprojection error generated by the optimal structure point X(k a,b ) for subtrack k a,b . If the subtrack is consistent E(k a,b ) will be small.
A naive approach might look to simply find subtracks that individually minimize E(k a,b ), which could be achieved by making a large number of short subtracks. This, however, would ignore the ultimate goal of maximizing subtrack lengths. To account for this constraint, a constant term δ is introduced representing the penalty of adding a new subtrack. For a keypoint track of length n, a given partitioning, p = {k 1,a , k a+1,b , . . . , k c,d , k d+1,n }, thus incurs a total cost of
The optimal partitioning is the one that minimizes C(p). Clearly, the number of possible partitionings is exponential in n, so a brute force search would be intractable. We will show, however, that it is it is possible to find an absolute minimum in O(n 3 ) time using a dynamic programming algorithm.
A Dynamic Programming Solution
The insight behind the algorithm is the following lemma:
, k d+1,n } is the optimal partitioning of k, then q = {k 1,a , . . . , k c,d } is the optimal partitioning of the subtrack k 1,d .
Proof. Assume that q is not the optimal partitioning for k 1,d . That is to say there exists some other partitioning q such that C(q ) < C(q). Now let p be the partitioning of k given by p = {q , k d+1,n }. Because
and
we know that C(p ) < C(p), which implies that p is not optimal.
Letp n be the optimal partitioning of k 1,n . Its cost can now be defined recursively as
Formally,p 0 andp 1 are undefined because the corresponding subtracks, k 1,0 , and k 1,1 do not exist; a subtrack must span at least two keypoints. Their costs C(p 0 ) and C(p 1 ) are explicitly defined, however, as a base case for the recursion.
A dynamic programming algorithm can efficiently compute C(p n ) for any value of n by evaluating the recursion from the bottom up. First compute C(p 2 ) = E(k 1,2 ) + δ, then C(p b ) for b = 3, 4, . . . , n. At each iteration C(p a ) is known for all a < b, so equation (3) can be directly applied, computing E(k a,b ) for all a. The complexity of computing E(k a−b ) is linear in the length of k a−b , so iteration b requires O(b 2 ) time. Processing an entire keypoint track of length n thus requires O(n 3 ) time. The algorithm, as described, finds the cost of the optimal partition. From this, finding the partition itself is straightforward. The simplest way is to keep track of the values of a that produce the minimum value of C(p b ) for each b. Using these stored values, the algorithm can work backward from n to piece together the optimal partitioning.
Although the final partition is optimal in that it minimizes (1), it is not necessarily the case that each subtrack is consistent. Recall the ultimate goal of finding long consistent subtracks. After optimizing each keypoint track, those subtracks spanning at least three frames and having E(k a,b ) < 1.0 are deemed consistent; all others are deemed inconsistent. Only the structure points corresponding to consistent subtracks are included in the final reconstruction, as explained in the next section.
The Complete Structure from Motion Process
The previous section addressed the problem of optimally partitioning a single keypoint track. We will now show how this can be incorporated into a larger structure form motion system involving many tracks over long video sequences. The system will function as an online algorithm, computing reconstruction for the first n frames before frame n + 1 is considered.
From the first frame, a set of keypoints will be detected, each instantiating a keypoint track. As subsequent frames are processed, optical flow will be applied to extend existing tracks. In addition, new keypoint tracks will be periodically added to the existing ones by rerunning the detection process. In our implementation, new keypoints are detected every seven frames, with the total number of keypoints in any frame never allowed to exceed 300.
Using the first frame and some other suitable frame early in the sequence, along with the known camera intrinsics, an essential matrix is fit using RANSAC. This, in turn, is used to estimate camera poses for the first few frames.
This provides enough information to run the subtrack optimization algorithm on each keypoint track. Because the tracks at this point will be short, most will consist of a single subtrack. In any case, each subtrack will be deemed consistent or inconsistent; the consistent subtracks will have a valid structure point which will be added to the reconstruction.
As each new frame is processed, optical flow is again used to extend all current tracks. At this point the system assumes that all consistent subtracks that ended at the previous frame will remain consistent through the current frame. Because all of those subtracks are associated with known structure points, they provides enough information to compute the camera pose of the new frame.
Having the new camera pose, the system now runs the subtrack optimization algorithm again. Structure points are updated, if necessary, for each consistent subtrack. If a previously inconsistent subtrack is now consistent, its structure point is added to the reconstruction. Likewise, if a previously consistent subtrack is now inconsistent, its structure point is removed.
Each frame is processed in this manner, first computing the camera pose then optimizing the subtracks to incorporate the new pose. The final output is a set of structure points along with a camera pose associated with every frame.
Performance Considerations
Computing E(k a,b ) and X(k a,b ) for a general set of keypoints and cameras requires nonlinear optimization. However, this can be performed quickly because only the three components of X are allowed to vary; the cameras, in this case, remain fixed. From a reasonable estimate, the absolute minimum of X can be approximated very closely by a single iteration of the Levenberg-Marquardt algorithm. In practice, a good estimate is to consider only the subtrack's endpoints, k a and k b , and use linear triangulation, as described in [1] .
The subtrack optimization runs in O(n 3 ) time assuming thatp a , is computed for all a. However, at the time that frame n is being processedp a has already been computed for all a < n. By storing these values throughout the sequence, the processing time for each individual frame is reduced to O(n 2 ). Despite this improvement, the time required for each track still increases quadratically and eventually, over a long sequence, will become unacceptably slow. To keep the processing time approximately constant, the system imposes a maximum subtrack length of 30 frames. This effectively places an upper bound on the running time of the optimization algorithm by limiting the size of the search space needed to apply equation (3) . While the result is no longer strictly optimal, 30 frames is generally long enough to produce an accurate structure point. The exact size of the limit can be adjusted to favor either speed or accuracy.
Results
We tested the complete system on two sequences, each consisting of at least 200 frames. For comparison, they were processed both with and without the subtrack optimization algorithm. When processing with the optimization, the constant δ was assigned a value of 2.0 pixels. Without the optimization, a keypoint track is extended until its reprojection error exceeds a threshold, also set to 2.0 pixels, and then terminated. In the non-optimized version, each keypoint track contains exactly one subtrack. In all cases no subtrack is allowed to exceed 30 frames.
Figures 3 and 4 show selected frames from both sequences along with the resulting reconstructions, including camera poses. For clarity, Only some cameras are rendered for clarity. Both cases present some inherent challenges. The paper house sequence in figure 3 is perhaps easier because the target object has a clear discernable texture. Note, however that the system successfully reconstructs part of the desktop surface, which has little or no texture. The tree sequence in figure  4 includes irregularly shaped plants and foliage, as well as objects at a wide range of distances. Table 1 shows the results of processing the sequences both with and without subtrack optimization. On both test sequences, applying the optimization substantially reduced the total reprojection error.
One might suspect that the reduction in total error was simply the result of creating shorter subtracks. If one test tends to generate subtracks that are much shorter, on average, than another test, then the first test will almost certainly return a smaller error. However, as shown in Table 1 , the average subtrack length is actually longer when using subtrack optimization. To further emphasize this point, we plot reprojection error as a function of subtrack length. These results are shown in the graphs in figures 3 and 4. The graphs demonstrate that even when comparing subtracks of the same length, the subtrack optimization algorithm reduces the average reprojection error. It offers the dual advantages of producing subtracks that are longer (and thus span a wider baseline) yet more consistent in terms of reprojection error.
The non-optimized version will only stop tracking a keypoint when its error has already reached 2.0 pixels. At that point, it has likely already been drifting for several frames. The advantage of the subtrack optimization algorithm is that it identifies the precise moment when a keypoint begins drifting and partitions the track accordingly. The result is a more accurate reconstruction.
Conclusion
This paper has presented the subtrack optimization algorithm, which determines where to partition keypoint tracks so as to eliminate unreliable correspondences in structure from motion computations. Using dynamic programming, it performs this partitioning optimally. Because it makes few assumptions about the shape or appearance of the target scene, the optimization algorithm presented here is both effective and versatile. 
