To provide more refined diagnostic feedback with collateral information in item response times (RTs), this study proposed joint modelling of attributes and response speed using item responses and RTs simultaneously for cognitive diagnosis. For illustration, an extended deterministic input, noisy 'and' gate (DINA) model was proposed for joint modelling of responses and RTs. Model parameter estimation was explored using the Bayesian Markov chain Monte Carlo (MCMC) method. The PISA 2012 computer-based mathematics data were analysed first. These real data estimates were treated as true values in a subsequent simulation study. A follow-up simulation study with ideal testing conditions was conducted as well to further evaluate model parameter recovery. The results indicated that model parameters could be well recovered using the MCMC approach. Further, incorporating RTs into the DINA model would improve attribute and profile correct classification rates and result in more accurate and precise estimation of the model parameters.
Introduction
In recent years, advances in psychometrics have focused on measuring multiple dimensions of latent constructs to provide more detailed and refined feedback to respondents. Cognitive diagnosis has received a great deal of attention. In general, the aim of cognitive diagnosis is to evaluate respondents' mastery status of latent skills or attributes (e.g., mastery or non-mastery) and then provide diagnostic feedback to teachers or clinicians to help them make decisions regarding remedial instruction or targeted interventions.
Though numerous cognitive diagnosis models (CDMs) have been developed (e.g., de la Torre, 2011; de la Torre & Douglas, 2004; Hartz, 2002; Henson, Templin, & Willse, 2009; Junker & Sijtsma, 2001; Maris, 1999; Templin & Henson, 2006; von Davier, 2008) , all these models only utilize information on item responses. An important source of information about a respondent's behaviour, response times (RTs) to items, is often ignored. CDMs usually utilize item responses collected in power tests without time limit, assuming that only latent attributes account for item performance. However, pure power tests (unlimited time) are rarely observed in practice. That is, at least at the individual level, pure measures of latent abilities, uncontaminated by personality and cognitive style reflected in RTs, are unattainable (Dennis & Evans, 1996) . In addition, ignoring RTs may be partially due to the difficulty in collecting RTs data in paper-and-pencil tests at the item level for individual test-takers.
Nowadays, with advances in computer-based tests, RT collection has become a routine activity in many large-scale tests. RTs reveal information on the working speed of respondents. For example, when respondents are not motivated in a low-stakes test, they may respond to items in a speeded manner Locke, 1965; Logan, Medford, & Hughes, 2011) , or respondents with prior item knowledge might have shorter RTs (Qian, Staniewska, Reckase, & Woo, 2016) . All these responding behaviours may not be easily identified only based on item responses. Information embedded in RTs could be collateral information and be utilized jointly with item responses to obtain more accurate diagnosis in cognitive classification.
The relationship between response speed and accuracy has long been of interest to the measurement field and have been researched for decades (e.g., Klein Entink, Luce, 1986; Thissen, 1983; van der Linden, 2006 van der Linden, , 2007 Wang & Hanson, 2005) . In general, the speed-accuracy trade-off reflects a negative within-person relationship between response speed and accuracy, which means fast-working respondents may produce more incorrect responses compared to slow-working respondents (Fox & Marianti, 2016) . However, it is impossible to observe within-person relationships when respondents work at constant speed and ability van der Linden & Fox, 2015) .
Among several proposed RT modelling approaches (see Lee & Chen, 2011; Schnipke & Scrams, 2002; ), the hierarchical modelling framework proposed by van der Linden (2007) is one of the most flexible tools to explain the relationship between response speed and accuracy. In such a framework, RTs and item responses are separately modelled at the first level, and two correlational structures that take into account the dependency between the speed and ability parameters for persons and that for items are modelled at a higher level. This framework is sufficiently generalized to integrate available measurement models for responses and RTs (e.g., Fox & Marianti, 2016; Meng, Tao, & Chang, 2015; Molenaar, Tuerlinckx, & van der Maas, 2015; Wang, Chang, & Douglas, 2013; Wang & Xu, 2015) . Currently, however, almost all RT research only employs the unidimensional item response theory (IRT) models as measurement models for item responses. The unidimensional IRT models only provide a single overall ability score which may not meet the needs of providing diagnosis, with attributes which are often of a multidimensional nature, to respondents.
This study proposes a joint modelling approach for cognitive diagnosis utilizing item responses and RTs simultaneously. Among CDMs, the interpretability of the deterministic input, noisy 'and' gate (DINA) model (Haertel, 1989; Junker & Sijtsma, 2001; Macready & Dayton, 1977) makes it the most popular one. Thus, the DINA model is taken as an example to illustrate the conceptualization of the proposed joint modelling approach. The proposed method can be extended to other CDMs, such as the general diagnostic model (von Davier, 2008) and its special cases (von Davier, 2014a (von Davier, , 2014b .
The rest of the paper starts with a review of the lognormal RT model (van der Linden, 2006 ) and the DINA model. Then the proposed new joint responses and times DINA (JRT-DINA) model is presented and illustrated. Model parameter estimation with the Bayesian approach is demonstrated using JAGS (Version 4.2.0; Plummer, 2015) . A real data analysis is conducted using the Program for International Student Assessment (PISA) 2012 computer-based mathematics data to explore the direction and magnitude of the association in person and item parameters, respectively. The real data analysis provides model parameter estimates for a subsequent simulation study which evaluates the consequences of ignoring RTs in analysis and model parameter recovery in the simulated 'real' test situation. A follow-up simulation study with ideal testing conditions is also presented to further evaluate model parameter recovery.
Joint cognitive diagnosis modelling
2.1. The lognormal RT model Let T ni be the observed item response time of person n (n = 1, . . ., N) to item i (i = 1, . . ., I). In the lognormal RT model, the logarithm of RT is used to transform the positively skewed distribution of RT to a more symmetric shape:
where s n is the person speed parameter that represents the average speed of person n on a test; f i is the time-intensity parameter that represents the population average time needed to complete item i; and e ni , the normally distributed error term, indicates that the RT model belongs to a lognormal family. Thus, logðT ni Þ $ Nðf i À s n ; r 2 e i Þ: Equation (1) has been extended in some studies. For example, Klein Entink, included a time-discrimination parameter as a slope parameter for speed. Further, Fox and Marianti (2016) included person-specific speed process parameters to allow for varied working speed throughout the test. Additionally, Klein Entink, van der Linden, et al. (2009) proposed the Box-Cox transformation for RT modelling; and Wang et al. (2013) proposed a linear transformation model for RTs. However, equation (1) is employed in this study due to its simplicity. Other approaches to modelling response time could be explored in future studies.
The DINA model
Let Y ni be the observed response for person n to item i. In the DINA model, the relationship among attributes and an observed response can be expressed as
where P(Y ni = 1) is the probability of a correct response by person n to item i; s i and g i are the slipping and guessing probability, respectively, for item i, which describe the itemlevel aberrant responses; 1 À s i À g i = IDI i is the item discrimination index (de la Torre, 2008) . a nk is the attribute for person n on attribute k (k = 1, . . ., K), with a nk = 1 if person n masters attribute k, and a nk = 0 otherwise. The Q matrix (Tatsuoka, 1983 ) is an I 9 K matrix with element q ik indicating whether attribute k is required to answer item i correctly; q ik = 1 if the attribute is required, and 0 otherwise.
The JRT-DINA model
Inspired by the hierarchical modelling framework (van der Linden, 2007) , in the JRT-DINA model, Y ni and log(T ni ) are separately modelled at the first level; and two variance and covariance structures that consider the dependency among item parameters and that among person parameters are modelled at a higher level, respectively. However, since a nk is a binary variable and s i and g i are on the probability scale, the multivariate normal distribution cannot be directly used. Thus, two reparameterizations are applied. Firstly, we reparameterize s i and g i from the probability scale to the logit scale (DeCarlo, 2011; Henson et al., 2009; von Davier, 2014a ) as
where logitðxÞ ¼ log x=ð1 À xÞ ð Þ : Thus, equation (2) can be reformulated as
where b i and d i can be called the item intercept and interaction parameter, respectively. Equation (5) is also called the reparameterized DINA model (DeCarlo, 2011) . Further, since attributes in a test are often conceptually related and statistically correlated in practice (de la Torre & Douglas, 2004; Templin, 2004) , it would be more helpful to formulate a higher-order structure to link the correlated attributes (de la Torre & Douglas, 2004) as
where P(a nk = 1) is the probability of mastery of attribute k by person n; h n is a general (higher-order) ability of person n; and c k and k k are the slope and intercept parameter for attribute k, respectively. The higher the h value, the higher the probability of mastery of attribute k (assuming a positive slope). In general, including a higher-order structure (1) reduces the number of structure model parameters (from 2 K À 1 to 2K) and the burden of computation; (2) accounts for the correlations among attributes; and (3) produces an estimate for h for every respondent's overall performance in addition to a profile of estimated attributes.
Following the hierarchical modelling framework, item parameters of the JRT-DINA model are assumed to follow a trivariate normal distribution with their respective mean vector and variance and covariance matrix as follows:
Modelling correlations among the intercept and interaction parameters as specified in equation (7) follows the idea in the hierarchical modelling framework. However, more importantly it captures the relationship among item parameters in the DINA model (see Lee, de la Torre, & Park, 2012) . Additionally, the residual error variance, r 2 e i ; is assumed to be independently distributed, thus it is not included in Ψ i .
Likewise, person parameters of the JRT-DINA model are assumed to follow a bivariate normal distribution:
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In sum, equations (1-8) together constitute the JRT-DINA model. A graphical representation of the JRT-DINA model is given in Figure 1 . The scale identifiability of this joint model is threefold: the identifiability between h n and s n ; the identifiability between h n and attribute intercept (k k ) and attribute slope (c k ); and the identifiability between s n and f i . Three constraints are set as l h = 0, r h = 1, and l s = 0. Here, the first two constraints are similar to those set in the higher-order latent trait model (equation 6). The third constraint, fixing the location of s n , identifies the scale between s n and f i , solving the third identifiability issue. In addition to scale identification, four local independence assumptions are made: the a nk are conditionally independent given h n ; the Y ni are conditionally independent given a n ; the log(T ni ) are conditionally independent given s n ; and Y ni and log(T ni ) on a single item i are conditionally independent given all person parameters.
Additionally, following the logic that higher h leads to higher P(a nk = 1), although not obligatory (e.g., if one attribute is a misconception rather than a skill; see Bradshaw & Templin, 2014) , we restrict c k > 0. Some other studies suggested constraining Culpepper, 2015; DeCarlo, 2012; Henson et al., 2009; Junker & Sijtsma, 2001 ). However, these constraints were not imposed in this study for three reasons. First, they are logical and typical but not necessary constraints (e.g., de la Torre, 2011; de la Torre & Douglas, 2004; Li, 2008) . Second, in JAGS and other BUGS software, the truncated multivariate normal is difficult to implement (Levy & Mislevy, 2016) . Usually, parameters can be positively restricted by log-transformation (Fox, 2010; Glas & van der Linden, 2003; Levy & Mislevy, 2016; van der Linden, 2007) . However, there is little evidence in support of d i in CDMs following the lognormal distribution. Third, relaxing such a constraint in estimation may help to identify poor items which do not satisfy the constraint. Instead, we constrain l d to be positive, which means that at least more than half of the items are constrained to satisfy such monotonicity constraint.
Bayesian parameter estimation
Parameters in the JRT-DINA model can be estimated via the Bayesian approach with the Markov chain Monte Carlo (MCMC) method. In Bayesian estimation, prior distributions of model parameters and observed data likelihood produce a joint posterior distribution for the model parameters. In this study, JAGS and the R2jags package (Version 0.5-7; Su & Yajima, 2015) in R (Version 3.3.1 64-bit; R Core Team, 2016) were used to estimate the parameters. JAGS uses a default option of the Gibbs sampler (Gelfand & Smith, 1990) and is a user-friendly tool for constructing Markov chains for parameters, so the derivation of the joint posterior distribution of the model parameters becomes attainable. The JAGS code is provided in the Appendix. Assuming local independence, Y ni , log(T ni ), and a nk are conditionally and independently distributed as
Þ; a nk $ Bernoulli (P(a nk = 1)). The priors of item parameters are assumed from a multivariate normal distribution as
Further, the hyper priors are specified as:
where R is a tridimensional identity matrix. Hyperpriors specified above are on a logit scale for both b and d. The mean guessing effect is set at 0.1, which is approximately equivalent to a logit value of À2.197 for l b . With a standard deviation of ffiffiffi 2 p on the logit scale for l b , the simulated mean guessing effects range from 0.026 to 0.314. The mean slipping effect is also set at 0.1, indicating that l d would approximately be 4.394 on the logit scale. With a standard deviation of ffiffiffi 2 p on the logit scale for l d , the simulated mean slipping effects range from 0.007 to 0.653. On the other hand, the hyperprior specified above is on a log scale for f. Then the mean RT is set at 20.086, which is equivalent to a log value of 3 for l f . With a standard deviation of ffiffiffi 2 p on the log scale for l f , the simulated mean RTs range from 4.883 to 82.617 s.
In addition, the priors of person parameters are set as
Note that an inverse-Wishart prior cannot be used for Σ person , because the variance of h n is set to 1 for identifiability. To solve this problem, we can reparameterize Σ person in terms of its Cholesky decomposition as
person , where
is a lower triangular matrix with positive entries on the diagonal and unrestricted entries below the diagonal, and D 0 person is the conjugate transpose of D person . Thus, the priors of elements in D person are specified as u $ Nð0; 1Þ and w~Gamma(1, 1).
Then, the priors of the higher-order structure parameters are specified as
Finally, as a categorical value, the posterior mode ofâ nk is treated as the estimated value in this study. Given the priors specified above and each sampled model parameter given in S as follows:
the joint posterior probability for the proposed JRT-DINA model can be expressed as follows:
PðSjY; logðTÞÞ / LðY; logðTÞja; b; d; f; s; r 
Real data analysis
A real data set is analysed first to better understand the relationship among model parameters (e.g., the correlation between b i and f i ). Thus, the purpose of the real data analysis is to provide the true values for the subsequent simulation study. It is also an example to illustrate the use of the proposed JRT-DINA model.
Data description
In this study, the 2012 computer-based PISA mathematics data were used. PISA's overall test structure, relatively high-quality items, and the availability of item response and RTs data make it a good example to illustrate how multiple sources of information from process (RTs) and product (item scores/responses) can be integrated for cognitive diagnosis.
According to the geographic location and participation in the computer-based assessment of mathematics, four countries/economies were chosen: Brazil (BRA), Germany (DEU), Shanghai-China (QCN), and the United States of America (USA). The original sample size of 1,716 consists of 480, 441, 393, and 402 students for BRA, DEU, QCN, and USA, respectively. According to the 2012 PISA mathematics assessment framework (OECD, 2013) and the log-file databases for released computer-based mathematics items, seven attributes were assessed, namely, change and relationships (a 1 ), quantity (a 2 ), space and shape (a 3 ), uncertainty and data (a 4 ), occupational (a 5 ), societal (a 6 ), and scientific (a 7 ). The first four attributes belong to the mathematical content knowledge while the last three attributes belong to the mathematical context that is needed to place additional demands on the problem-solver (OECD, 2013; Watson & Callingham, 2003) . Only ten of the available items served the purposes of the study. The Q matrix is shown in Table 1 .
RTs were computed by subtracting start time from end time in log-file databases (in seconds). The log RTs were computed before modelling. Respondents with N/A responses (original code 7) were removed, and unattempted responses (original code 8) and zero RTs (for unknown reasons, appearing mainly in the last item for respondents from Brazil) were treated as missing data that can be easily handled by JAGS via Bayesian estimation. Additionally, CM015Q02D, CM015Q03D, and CM020Q01 originally were scored polytomously with 0 (no credit), 1 (partial credit), and 2 (full credit) scores. As the proposed model in this current study focuses on dichotomous responses, only full credit was treated as a correct response, while the other two score categories were treated as incorrect responses. Finally, the cleaned data set was composed of dichotomous responses and continuous log RTs for 1,582 respondents from BRA, DEU, QCN, and USA (including 394, 421, 383, and 384 for BRA, DEU, QCN, and USA, respectively).
Analysis
The JRT-DINA model was used to fit the data. Two Markov chains with random starting values were used and each chain had 10,000 iterations, with the first 5,000 iterations in each chain as burn-in, and the remaining 5,000 iterations for model parameter inference. The Gelman-Rubin convergence statisticR, as modified by Brooks and Gelman (1998) , was computed to assess the convergence of every parameter. Values ofR < 1.1 indicate convergence (Brooks & Gelman, 1998) . Our studies indicated thatR was generally <1.05, suggesting convergence has been well achieved.
Posterior predictive model checking (PPMC; Gelman, Carlin, Stern, Dunson, Vehtari, & Rubin, 2014) was used to evaluate model-data fit. Posterior predictive probability (PPP) 
values near .5 indicate that there are no systematic differences between the realized and predictive values, and thus indicate adequate fit of a model. There has been only limited exploration of the model-fit statistics for the evaluation of the joint model. Thus, the model-data fit of the response model and the RT model was evaluated separately in this current study. The sum of the squared Pearson residuals for person n and item I, expressed as DðY; xÞ ¼ DðY ni ; a n ; Almond, Mislevy, Steinberg, Yan, & Williamson, 2015; Yan, Mislevy, & Almond, 2003) , where P(Y ni = 1) is defined in equation (5), was employed as a discrepancy measure to investigate the overall fit of the response model. On the other hand, to investigate the overall fit of the RT model, the sum of the standardized error function of log(T ni ) for person n and item i (Fox & Marianti, 2017; Marianti, Fox, Avetisyan, Veldkamp, & Tijmstra, 2014) ,
was employed as a discrepancy measure.
Results
The PPP value was .589 for the response model and .576 for the RT model, indicating adequate fit of the JRT-DINA model to the PISA data. Table 2 presents the estimated variance and covariance matrix components and the estimated item mean vector. q hs was estimated to be -.507, which means that a moderate negative correlation exists between the general ability and the person speed parameter. Although this result is not consistent with some previous study findings that the more able respondents tended to work faster (e.g., Fox & Marianti, 2016; Meng et al., 2015; van der Linden, 2007; Wang & Xu, 2015) , other studies also have reported a negative correlation between the ability and speed parameters (e.g., Fox, 2010; van der Linden & Fox, 2015) . As a low-stakes test, PISA has more significant implications for countries or institutions than for individual respondents. Thus, a reasonable explanation could be that low-ability respondents lack motivation in taking the test (Locke, 1965; Logan et al., 2011; Wise & Kong, 2005) , leading to shorter RTs and a greater number of incorrect responses than for high-ability respondents. q bd was estimated to be -.789, which means that items with a higher intercept were paired with a lower interaction, and vice versa. q bf and q df was estimated to be À.459 and .321, respectively. Those results indicate that for this data set, items with higher intercepts (i.e., guessing probability) tended to be less time-intensity. In contrast, items with higher interaction tended to be more time-intensity. The estimated l f was 4.298, which is close to the mean of log(T ni ) for all respondents to all items (i.e., 4.301). The tiny differences might be caused by missing values. Table 3 presents the estimated item parameters. No d i or IDI i is negative, which means that all items satisfy g i < 1 À s i . Only b i for CM038Q03T is positive, which means that the guessing probability of this item is higher than .5. The IDI i also shows that CM038Q03T is the worst item. In addition, the correlation was computed between the estimated b i and the reported item difficulties, estimated by a Rasch family model (Adams, Wilson, & Wang, 1997) in the 2012 PISA technical report (OECD, 2014 ). This correlation is -.867, a negative correlation implying that items with higher difficulty might have smaller intercepts (i.e., guessing). As mentioned above, items with smaller intercepts tend to be more timeintensive. In general, these results are consistent with those in most previous studies in the IRT framework that the more difficult items need more time to solve (e.g., Fox & Marianti, 2016; Meng et al., 2015; van der Linden, 2006 van der Linden, , 2007 . Table 4 presents the estimated higher-order structure parameters. All attribute slope parameters (c k ) were high, and all attribute intercept parameters (k k ) were positive, except for attribute 2. The tetrachoric correlations among such attributes ranged from .57 to .86. Standard errors were expected to be large. Previous studies (e.g., de la Torre & Douglas, 2004) indicate that, in general, it is harder to obtain accurate estimates of the second-order parameters than those of the first-order parameters. Further, ten items may not provide sufficient information for attribute estimation. Thus, less precision in attribute estimation further influences the estimation of structure parameters. To better understand the relationship among the parameters in the proposed model, data from each of the four countries/economies was also analysed in order to cross-validate the observed patterns. The patterns across countries were similar to those of the combination data, and are provided in the Supporting Information (see Tables S1-S3 ).
A simulation study based on real data analysis
Based on the results of the real data analysis, a simulation study was conducted to evaluate (1) the parameter recovery of the JRT-DINA model in such a 'real' test situation; and (2) the consequences of ignoring the information of RTs in analysis, in which the data were simulated from the JRT-DINA model but analysed with a modified version of the higherorder reparameterized DINA model (DeCarlo, 2011), denoted as MHO-RDINA. The MHO-RDINA model can be considered as a special case of the JRT-DINA model, with no timerelated parameters, that is, person speed and time-intensity parameters. Compared with the regular HO-RDINA model, the MHO-RDINA explicitly models the correlation between the item intercept and interaction parameters by assuming that they follow a bivariate normal distribution like that in the proposed JRT-DINA model. The MHO-RDINA model can be expressed as
where h n~N (0, 1) for identification, and other parameters follow those for the JRT-DINA model. JAGS code for this model is also provided in the Appendix. The Q matrix in the real data was utilized in the simulation study. Due to the use of 10 items to measure seven attributes and the incompleteness of the Q matrix (Chiu, 2013; Xu & Zhang, 2016) , it is expected that the recovery of model parameters may contain relatively high measurement errors in the simulation study. Nevertheless, such a test structure in the real data was retained in the simulation study for two reasons. First, no available study provided information about the relationships among the parameters in the proposed model. The real data analysis, though not perfect, can still provide some information about the nature of the real data structure. More information related to model parameter recovery for the proposed JRT-DINA model can be found in a follow-up simulation study with ideal simulated testing conditions (e.g., 30 items and seven attributes specified in a complete Q matrix). Second, in test conditions with a longer test length, the information in item response data may be sufficient for more accurate attribute profile estimation. Thus, the extra information from RTs may have limited added value in improving model parameter estimation. Evidence can be found in van der Linden (2008) and the follow-up simulation study with ideal simulated testing conditions.
Data generation
The sample size and the Q matrix were the same as those in the real data analysis. Σ person , Σ item , l b , l d , and l f were fixed to the values in Table 2 . Then b i , d i , and f i were generated from a trivariate normal distribution. The true values of r e i and c k , k k were fixed as the values in Tables 3 and 4 , respectively. The true values of each attribute and person speed parameters were generated from equation (8), while the log(T ni ) were generated from equation (1). Thirty data sets were generated.
Analysis
The JRT-DINA model was fitted to each of the 30 replications. For each replication, the numbers of chains, burn-in iterations and post-burn-in iterations were the same as those set in the real data analysis. Convergence was well achieved. To evaluate parameter recovery, the bias and the root mean square error (RMSE) were computed. To evaluate item parameter recovery, the bias was averaged across all items, thus the mean absolute bias was reported to avoid the cancellation of positive and negative bias. The correlations between the true and estimates for the general ability and person speed parameters were also computed. With respect to the classification of individual attributes and profiles, this study computed the attribute correct classification rate (ACCR) and the pattern correct classification rate (PCCR). Table 5 presents the bias and RMSE of the mean vector and variance and covariance matrix of item and person parameters. For the JRT-DINA model, the person variance and covariance matrix (Σ person ) was well recovered, as the bias was close to zero and the RMSE was around 0.01. Relatively higher bias and RMSE for the item variance and covariance matrix (Σ item ) were found. Variances and covariances related to the time-intensity parameter were better recovered, that is, the RMSEs of Σ 11 , Σ 12 , and Σ 22 were all higher than 1.0, but the RMSEs of Σ 13 and Σ 23 were respectively 0.342 and 0.249. By contrast, for Σ item in the MHO-RDINA model, the bias of the corresponding variances and covariance was closer to zero but the RMSE was slightly higher than that in the JRT-DINA model, respectively. A possible explanation as to why Σ 11 , Σ 12 , and Σ 22 have larger bias from the JRT-DINA model than from the MHO-DINA model is that the JRT-DINA contains more parameters that need to be estimated, resulting in difficulty of precise recovery. For the recovery of item mean vector, the JRT-DINA model was better than the MHO-RDINA model. Table 6 summarizes the item parameter recovery for both models. Detailed information about the recovery of each item is available in the Supporting Information (see Tables S4 and S5 ). In terms of bias and RMSE, the recovery of time-intensity parameters was quite good, with similar recovery of item parameters for the JRT-DINA and MHO-RDINA models. In general, the JRT-DINA model has slightly higher mean RMSE, smaller standard deviations, and smaller maximum values than the MHO-RDINA model. Similar patterns were found for the bias. Figure 2 summarizes the classification accuracy for each attribute. The ACCRs ranged from .744 to .857 for the JRT-DINA model, and from .687 to .854 for the MHO-RDINA model. The recovery of a 2 was worst for both models because a 2 was assessed by only one item. The PCCR was .304 for the JRT-DINA model and .264 for the MHO-RDINA model. In such a poor condition, a low PCCR is expected, though the value itself is unacceptable in practice. After removing the worst recovered a 2 , the PCCR for the remaining six attributes increased by approximately 10%. In general, the ACCRs and PCCR of the JRT-DINA model Note. Par. = estimated parameters; Σ person = variance and covariance matrix of person parameters; Σ item = variance and covariance matrix of item parameters; l item = item mean vector; RMSE = root mean square error. Note. MAV = mean absolute value; SD = standard deviation; Min. = minimum; Max. = maximum; RMSE = root mean square error.
Results
were all higher than those of the MHO-RDINA model, indicating that RTs provided additional information in estimating of attribute mastery status. Table 7 summarizes the recovery of the general ability and person speed parameters. The minimum, mean, maximum, and standard deviation of the bias and RMSE are presented. In terms of the bias and RMSE, the results were similar to those reported in previous studies (e.g., de la Torre & Douglas, 2004; de la Torre, Hong, & Deng, 2010; Huang & Wang, 2013) . Compared with the MHO-RDINA model, a higher correlation between the true and estimated general abilities was found for the JRT-DINA model. The JRT-DINA model generally produced smaller mean, narrower range, and smaller standard deviation of the bias and RMSE. For the general ability parameter, the JRT-DINA model produce smaller RMSE than the MHO-RDINA model for 78.6% of the respondents. In addition, the person speed parameter estimates contained much less bias and RMSE. In general, RTs could provide extra information about the general ability through borrowing information from RT data. Furthermore, Table 8 presents the recovery of the higher-order structure parameters. For the attribute intercept parameters (k k ), compared with the MHO-RDINA model, in almost all cases, the bias was closer to zero and the RMSE was smaller for the JRT-DINA model. Similar patterns were found for the attribute slope parameters (c k ). Note. Par. = estimated parameters; AM = analysis model; Cor. = correlation between true and estimated values; Min. = minimum; Max. = maximum; SD = standard deviation; RMSE = root mean square error.
Simulation study in ideal simulated conditions

Data description and analysis
A follow-up simulation study was conducted to further evaluate model parameter recovery and comparison between the JRT-DINA and MHO-RDINA models in ideal simulated conditions. Three independent variables were manipulated: the standard deviation of the person speed parameter (r s ), 0.5 and 1.0; analysis models, JRT-DINA and MHO-RDINA; and the correlation between person parameters (q hs ), -.5, -.3, .3, and .5. To complement the analysis based on negative correlations among person parameters in the real and simulation data, positive correlations were included in this follow-up simulation study. The sample size was set at 1,000, and seven attributes were measured by 30 items; the corresponding Q matrix is presented in Figure 3 . The Q matrix contains two identity matrices for completeness and identification (Chiu, 2013; Xu & Zhang, 2016) , and a more complex structure for the rest of items with each item loaded on multiple attributes. The mean vector and variance and covariance matrix of item parameters were fixed as: In this setting, q bd = À.8, q bf = À.5, and q df = .3, which were similar to the estimators in real data analysis. Then b i , d i , and f i were generated from a trivariate normal distribution; r e i ¼ :5 for all items, also similar to the estimates in the real data analysis; c k = 1.5 for all attributes and k k = (À1.5, À1.0, À0.5, 0.0, 0.5, 1.0, 1.5) 0 , indicating moderate correlations among attributes. To reduce the random error, 30 data sets were generated in each Note. Par. = estimated parameters; AM = analysis model; RMSE = root mean square error. condition. Analysis processes were identical to those in the real data-based simulation study.
Results
The bias of all parameters across all conditions was close to zero, and the impact of r s and q hs on model parameter recovery was negligible across all conditions. This pattern was consistent for all conditions, thus only the results of condition with r s = .5 and q hs = À.3 were presented. More details can be found in the Supporting Information (see Tables S7-S14) . Table 9 presents the RMSE of item parameter recovery. The recovery of time-intensity parameters was quite good. The recovery of item parameters for the JRT-DINA model was slightly better than that for the MHO-RDINA model. Consistent with the real data-based simulation study, including RTs in the analysis led to slightly better recovery of item intercept and interaction parameters. Table 10 summarizes the classification accuracy of attributes. First, all ACCRs were >.95, and all PCCRs were >.77, which indicates that the mastery status of attributes was well recovered. Further, the classification accuracy of attributes for the JRT-DINA model was slightly better than that for the MHO-RDINA model. Table 11 presents the RMSE of variance and covariance matrices and item mean vector. In general, the recovery of all model parameters was acceptable. Further, the recovery of time-related parameters (e.g., the covariance of item intercept and time intensity) was better than that of time-unrelated parameters (e.g., the variance of item intercept). In addition, the recovery of time-unrelated parameters for the JRT-DINA model was slightly better than that for the MHO-RDINA model. Table 12 presents the RMSE of the higher-order ability and person speed parameters. For general ability, the JRT-DINA model yielded a higher correlation, smaller RMSE (smaller mean, narrower range, and smaller standard deviation) than the MHO-RDINA model. Consistent with the findings in the real data-based simulation study, RTs could provide extra information about the general ability through borrowing information from response time. Overall, the three major findings can be summarized as follows. The model parameters of the JRT-DINA model can be recovered very well via the proposed MCMC estimation algorithm. Consistent with the findings in the real data-based simulation study, RTs can be used to provide extra information about the higher-order ability, latent attributes, and item parameters by borrowing information from the person speed parameters. However, for the ideal test conditions, the information in responses may have been sufficient to accurately estimate model parameters. Thus, RTs may provide limited or little information for further improvement in estimation accuracy of model parameters.
Conclusion and discussion
Motivated by providing more refined feedback for diagnosis utilizing assessment process data such as response time in addition to item response data, this study has proposed a joint modelling method using data from multiple sources for cognitive diagnosis. By extending the hierarchical modelling framework (van der Linden, 2007) , the proposed joint CDM constructs a correlational structure between the general ability (de la Torre & Douglas, 2004) and person speed parameters, and a correlational structure between the logit-transformed item parameters and time-intensity item parameters. Further, the JRT-DINA model was proposed as an illustration to demonstrate the application of the proposed joint modelling method.
Model parameter estimation was explored using the Bayesian MCMC method. The 2012 PISA computer-based mathematics data were analysed to explore the direction and Note. Par. = estimated parameters; AM = analysis model; Cor. = Pearson correlation; Min. = minimum; Max. = maximum; SD = standard deviation; RMSE = root mean square error. magnitude of correlations among item and person parameters. The real data analysis results indicated that a negative (positive) correlation exists between the item intercept (interaction) parameters and the item time-intensity parameters. Additionally, a negative correlation exists between the general ability and person speed parameters. Further, the estimates from the real data analysis were used as true values in a simulation study mainly to evaluate the consequences of ignoring the information of RTs in cognitive diagnosis, and the parameter recovery of the JRT-DINA model in a less ideal test situation. The performance of the JRT-DINA model in the ideal situations was also investigated. The results indicated that considering RTs in analysis would improve individual correct classification rates, and lead to more accurate (in terms of bias) and precise (in terms of RMSE) estimation of the general ability, structure parameters, and item parameters. Secondly, the time-intensity and person speed parameters were well recovered.
Although only the DINA model was used for illustration in this study, the joint cognitive diagnosis modelling method can be extended to other CDMs in further studies. In this paper, the classical lognormal RT model (van der Linden, 2006) was employed in the JRT-DINA model. Thus, there are some limitations in the JRT-DINA model. For example, it assumes that the speed character of a respondent is constant throughout the whole test (Fox & Marianti, 2016) ; that the item responses and the RTs are independent for a given respondent (Bolsinova & Maris, 2016; Meng et al., 2015) ; that after logtransformation, the log RTs follow a normal distribution ; and that all respondents apply the same problem-solving strategy throughout the whole test (Wang & Xu, 2015) . Other RT models could be explored and compared in a future study.
Furthermore, this study assumed that each attribute is classified as a binary variable (mastery vs. non-mastery). In recent years, some studies have proposed CDMs for polytomous attributes (Chen & de la Torre, 2013; Karelitz, 2004; von Davier, 2008) . The proposed joint CDM for item response and RTs could be extended to model polytomous attributes by utilizing higher-order CDMs (Zhan, Wang, Bian, & Li, 2016 ) with RT models. Additionally, although the JRT-DINA model currently focuses on dichotomous items, it is meaningful and practical to extend it to polytomous response items (e.g., Ma & de la Torre, 2016; von Davier, 2008) and mixed-format tests.
Model selection is an important issue in the application of the proposed joint modelling approach of item responses and RTs. Two discrepancy measures were employed in PPMC in the current study (see equations 9 and 10). One of the reviewers pointed out that 'The performance of PPMC (i.e., Type I error and power) depends largely on the choice of discrepancy measure', and indeed the performance and robustness of different discrepancy measures are definitely worthy of more extensive investigation in future studies. Further, the model-data fit of the response and RT models was evaluated separately in this current study. There has been little exploration of the model-fit statistics for the evaluation of the joint model, in either the CDM framework or the IRT framework. Recently, Fox and Marianti (2017) proposed a person-fit statistic for joint modelling for accuracy and speed for the 3PL-IRT model. The performance of such methods (and their extension of item fit or overall fit) needs further study in the CDM framework.
In the IRT framework, several studies have shown that the recorded RTs may help to improve test design, item selection in computerized adaptive tests, item calibration, and aberrant response behaviour detection (e.g., Lee & Chen, 2011; Meyer, 2010; van der Linden, 2008; van der Linden, Breithaupt, Chuah, & Zhang, 2007; van der Linden & Guo, 2008; Wang & Xu, 2015; Wise & DeMars, 2006; Wise & Kong, 2005) . This study found that the inclusion of RTs did help improve the attribute and attribute profile classification accuracy in CDMs. Further studies could explore whether the RTs can bring other benefits in the CDM framework.
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