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STABLE SET POLYTOPES AND THEIR 1-SKELETA
FARID ALINIAEIFARD, CAROLINA BENEDETTI, NANTEL BERGERON , SHU XIAO LI,
AND FRANCO SALIOLA
Abstract. We characterize the edges of two classes of 0/1-polytopes. The first class corre-
sponds to the stable set polytope of a graph G and includes chain polytopes of posets, some
instances of matroid independence polytopes, as well as newly-defined polytopes whose ver-
tices correspond to noncrossing set partitions. In analogy with matroid basis polytopes, the
second class is obtained by considering the stable sets of maximal cardinality. We investigate
how the class of 0/1-polytopes whose edges satisfy our characterization is situated within
the hierarchy of 0/1-polytopes. This includes the class of matroid polytopes. We also study
the diameter of these classes of polytopes and improve slightly on the Hirsch bound.
1. Introduction
We study two classes of 0/1-polytopes associated with a graph G. The first is the sta-
ble set polytope of G (also known as the vertex packing polytope in the literature) whose
vertices are indexed by the stable sets of G. This class includes several polytopes arising
in algebraic combinatorics such as the chain polytope of a poset, some instances of matroid
independence polytopes, and the unipotent polytopes introduced in [11, 12]. We also identify
a family of polytopes whose vertices correspond to noncrossing set partitions. In analogy
with the relationship between matroid independence polytopes and matroid basis polytopes,
we also study the polytope whose vertices are indexed by stable sets of maximal cardinality.
This construction includes as a special case the Birkhoff polytopes.
Our new contributions are described as follows.
(1) A new characterization of the edges and 1-skeleta of stable set polytopes is presented
(see Theorem 4). In particular, this also includes a description of the 1-skeleton of the chain
polytope of a finite poset, which seems to be new (see Section 2.3.3).
(2) Among these polytopes, we identify two new families, the nonnesting polytopes NNn
(Section 2.3.5) and the noncrossing polytopes NCn (Section 2.3.6), whose vertices are indexed
by nonnesting and noncrossing set partitions of [n], respectively. In addition to describing
their 1-skeleta via Theorem 4, we describe some of their facets (see Section 5.2 and Section 5.5,
respectively).
(3) We investigate how the class of 0/1-polytopes whose edges satisfy our characterization
is situated within the hierarchy of 0/1-polytopes. We show that this class is properly contained
in the class of all 0/1-polytopes and that it properly contains the stable set polytopes, the
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matroid basis polytopes, and the matroid independent set polytopes (see Figure 1 and the
results of Section 6). We also characterize the intersection of the class of stable set polytopes
and the class of independent set polytopes of matroids.
0/1-polytopes
0/1-polytopes satisfying (E)
matroid
polytopes
partition
matroid
polytopes
stable set
polytopes
Figure 1. The classes of 0/1-polytopes studied in this paper. Property (E) is
defined in Section 6.
(4) In Section 7, we study the Hirsch conjecture as it pertains to our setting. Recall that the
Hirsch conjecture asserts that the diameter of every d-dimensional convex polytope P with
n facets is at most n−d (see Section 7 for definitions). It is related to the travelling salesman
problem and the simplex method as it provides an easy-to-compute bound on the minimum
distance between any two vertices. Although the Hirsch conjecture is false in general [9], it
is true for 0/1-polytopes [6], and we prove an improvement on this bound for some of the
polytopes we study here.
2. Stable set polytope of a graph
2.1. Indicator vectors. Let X be a finite set and let RX denote a real vector space with
standard basis, denoted {ex : x ∈ X}, whose elements are indexed by the elements of X . We
associate an element eA of R
X to each subset A ⊆ X as follows: define the indicator vector
of A as
eA =
∑
a∈A
ea ∈ R
X .
Note that e∅ = 0 ∈ R
X .
It is often convenient to identify RX with R|X|. To do so, fix any total order (x1, x2, . . . , xn)
on X and identify the basis vector exi ∈ R
X with the standard basis vector ei ∈ R
|X|.
We will also make use of the usual inner product 〈·, ·〉 on RX for which {ex : x ∈ X} is an
orthonormal basis. Thus,
〈ex, eA〉 =
{
1, if x ∈ A,
0, if x /∈ A.
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The following straightforward consequence will be used several times:
〈eA − eB, ex〉 =

0, if x ∈ A ∩ B or x /∈ A ∪B,
1, if x ∈ A \B,
−1, if x ∈ B \ A.
2.2. Stable set polytope (SSP). Let G = (V,E) be a simple graph, that is, G has no
loops and no multiple edges. A subset A of the vertices V is stable for G if no two vertices in
A are connected by an edge in G. Let Stab(G) denote the set of stable sets of G. The stable
set polytope of G is the convex hull of the indicator vectors of the stable sets of G:
SSP(G) = conv {eA : A ∈ Stab(G)} ⊆ R
V .
2.3. Examples. Our motivation for studying this family of polytopes is the vast variety of
polytopes that can be realized as stable set polytopes.
2.3.1. Polytope of independent sets of a relation. Let R ⊆ X2 be a relation on a finite set X .
A subset A of X is independent for R iff (x, y) /∈ R and (y, x) /∈ R for all distinct x, y ∈ A.
Let
I(X,R) = {A ⊆ X : A is independent for R} .
Note that since we require x and y to be distinct, it follows that {x} is independent for all
x ∈ X . Note also that if A is independent for R, then every subset of A is also independent
for R. Define the independent set polytope IP(R) of a relation R to be the convex hull of the
indicator functions of the independent sets for R.
Note that IP(R) is a special case of a stable set polytope. Let GR be the simple graph with
vertex set X and with edge set consisting of {x, y} iff (x, y) ∈ R or (y, x) ∈ R. (Implicit in
this definition is the fact that x and y are distinct.) Note that a subset A ⊆ X is stable for
GR iff A is independent for R. Consequently,
IP(R) = SSP(GR).
Example 1. Take X = {1, 2, 3} and R = {(1, 2), (2, 3)}. The independent sets for R are
{∅, {1}, {2}, {3}, {1, 3}} so that
IP(R) = conv{(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 0, 1)}.
2.3.2. n-cube. Let ([n], ∅) be a graph with n vertices and no edges. Then every subset of of the
vertices is stable, and the associated polytope is the n-cube; i.e., SSP([n], ∅) = conv({0, 1}n).
2.3.3. Chain polytope of a poset. Let P = (X,) be a finite poset. The comparability graph
GP of P is the graph whose vertex set is X and which contains an edge connecting x and y
iff x ≺ y or y ≺ x. A subset A ⊆ X is stable for GP iff it is an antichain of the poset. Hence,
SSP(GP ) is the chain polytope of P originally introduced by R. Stanley in [10].
Our Theorem 4 gives a description of the 1-skeleton of the chain polytope of a finite poset.
To our knowledge this description is new.
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2.3.4. Bell polytopes. Let G be the graph with vertex set Xn = {(i, j) : 1 ≤ i < j ≤ n} and
with an edge connecting (i, j) and (k, l) iff
i = k and j 6= l or i 6= k and j = l.
The stable sets of G, and hence the vertices of SSP(G), can be identified with set partitions
of the set [n] := {1, . . . , n}, as follows. Identify e(i,j) ∈ R
Xn with the upper triangular n × n
matrix whose (i, j) entry is 1 and whose other entries are 0. Then eA is identified with a
strictly upper triangular 0/1-matrix. If A is stable for G, then the matrix eA has at most one
1 in each row and column. We can encode such a matrix by a set partition S = {S1, . . . , Sℓ}
of [n] by placing i and j in the same set Sr if the (i, j) entry of the matrix is 1.
This polytope, which we call the Bell polytope Bn, is a particular case of the unipotent
polytopes introduced in [11, 12].
2.3.5. Nonnesting (partition) polytope. The nonnesting polytope NNn is the stable set poly-
tope of the comparability graph of the root poset of type An, which we think of as Xn =
{(i, j) : 1 ≤ i < j ≤ n} with
(i, j) ≤ (k, l) iff k ≤ i < j ≤ l.
As above, the stable sets for the comparability graph of this poset are also encoded by certain
strictly upper triangular matrices with at most one 1 in each row and column; or equivalently,
by certain set partitions of [n]. It turns out that we obtain precisely the nonnesting partitions
of [n] in this way. See Example 2.
(1, 2)
(1, 3)
(1, 4)
(1, 5)
(2, 3)
(2, 4)
(2, 5)
(3, 4)
(3, 5)
(4, 5)
Figure 2. Root poset of type A5
2.3.6. Noncrossing (partition) polytope. The noncrossing polytope NCn is the stable set poly-
tope of the graph on {(i, j) : 1 ≤ i < j ≤ n} with edges connecting (i, j) and (k, l) iff
i = k and j 6= l or i 6= k and j = l or i < k < j < l.
The stable sets for this graph are also encoded by certain strictly upper triangular matrices
with at most one 1 in each row and column; or equivalently, by certain set partitions of [n].
It turns out that we obtain precisely the noncrossing partitions of [n] in this way.
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0 0
0
1 0
0
0 1
0
0 0
1
1 0
1
Figure 3. The polytopes Bn, NNn and NCn coincide for n = 3. The vertices
are labelled by the upper triangular portion of the 3×3 strictly upper triangular
0/1 matrices with at most one 1 in each row and each column.
Example 2. For n ≤ 3, the Bell polytope Bn, the nonnesting polytope NNn and the non-
crossing polytopes NCn coincide as every set partition of [3] is noncrossing and nonnesting.
For example, when n = 3 we have the graph G = (V,E), where
V =
{
(1, 2), (1, 3), (2, 3)
}
E =
{
{(1, 2), (1, 3)}, {(1, 3), (2, 3)}
}
SSP(G) = conv
{
(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 0, 1)
}
.
Remark 3. The polytopes Bn, NNn and NCn admit generalizations to other types of root
systems. The polytopes obtained for the type B case were studied by [1]. See Section 5.4 for
more information. We will see below that it is related to the Birkhoff polytopes.
2.3.7. Matroid independence polytopes. A matroid M on a finite set X is a non-empty col-
lection I of subsets of X satisfying:
(I1) ∅ ∈ I;
(I2) if A ∈ I and B ⊆ A, then B ∈ I; and
(I3) if A,B ∈ I and |B| > |A|, then there exists b ∈ B \ A such that A ∪ {b} ∈ I.
The elements of I are called the independent sets of M . The matroid independence polytope
of M is the polytope whose vertices are the indicator vectors for the independent sets of M .
This family of polytopes was introduced by Edmonds in [4] where he also described the facet
inequalities.
The independent sets of a relation R on X satisfy (I2), but not necessarily (I3). When a
relation R satisfies both (I2) and (I3), the polytope IP(R) defined in Section 2.3.1 coincides
with the matroid independence polytope of a matroid. In this case, results about matroid
polytopes can be used to describe various aspects of IP(R).
2.3.8. Matroid basis polytopes. The bases of a matroidM are the independent sets ofM that
are maximal with respect to inclusion. Let BP(M) be the polytope whose vertices are the
indicator vectors for the bases of M . By (I3), all bases of M have the same cardinality, which
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is called the rank of M . Note that BP(M) is the facet of the independent set polytope of M
supported by the hyperplane of vectors whose coordinates sum to the rank of M .
In Section 4, we consider a generalization of this construction: the face of SSP(G) supported
by the hyperplane of vectors whose coordinates sum to the maximal cardinality of a stable
set of G. This includes the Birkhoff polytopes as a special case.
3. The 1-skeleton of stable set polytopes
Recall that the 1-skeleton of a polytope P is the graph whose vertices correspond to the
0-dimensional faces of P ; and there is an edge connecting two vertices of the graph iff they are
the vertices of a 1-dimensional face of P . One of our main results is the following description
of the 1-skeleton of the stable set polytope of a graph G.
Recall that Stab(G) denotes the stable sets of G.
Theorem 4. Let SSP(G) be the stable set polytope of a finite simple graph G = (V,E).
(1) The vertex set of SSP(G) is {eA : A ∈ Stab(G)}.
(2) Two distinct vertices eA and eB form an edge in SSP(G) iff for all C,D ∈ Stab(G),
eA + eB = eC + eD implies {A,B} = {C,D}.
Proof of Theorem 4, Part (1). Note that eA is not a nontrivial convex combination of the
other eB, for otherwise we would have a nontrivial convex combination of the vertices of the
|X|-cube (since each eA is a vertex of the |X|-cube). Hence, eA is a vertex of SSP(G). 
The proof of part (2) of Theorem 4 will make use of the following characterization of the
edges of a polytope, whose proof we include for the sake of completeness.
Lemma 5. Two distinct vertices a and b of a polytope P are not the vertices of an edge of P
iff there exist k ≥ 1 vertices v1, . . . , vk of P , distinct from a, b, and coefficients γ1, . . . , γk > 0
such that
a− b =
k∑
i=1
γi(vi − b).
Proof. Suppose a − b =
∑k
i=1 γi(vi − b) with γ1, . . . , γk > 0, where v1, . . . , vk are k ≥ 1
vertices of P that are distinct from a and b. Let F denote the smallest face of P containing
a and b, and let H = {u ∈ Rd : 〈u, c〉 = c0} be a supporting hyperplane of F satisfying
P ⊆ {u ∈ Rd : 〈u, c〉 ≥ c0}. Hence, for any vertex v of P , we have 〈v, c〉 ≥ c0, with equality
iff v ∈ F . Thus,
〈a, c〉 = c0 = 〈b, c〉 and 〈v − b, c〉 ≥ c0 − c0 = 0,
Since a− b =
∑k
i=1 γi(vi − b), we have
0 = 〈a− b, c〉 =
k∑
i=1
γi〈vi − b, c〉.
Since 〈vi − b, c〉 ≥ 0 and γi > 0 for all i ∈ [k], it follows that 〈vi − b, c〉 = 0 for all i ∈ [k].
Thus, v1, . . . , vk also belong to F . Since F is the smallest face containing a and b, it follows
that a and b are not the vertices of an edge of P since F also contains v1.
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Suppose a and b are not the vertices of an edge of P and let F denote the smallest face of
P containing a and b. Denote the vertices of F by a, b, v1, . . . , vk with k ≥ 1 (if k = 0, then
the only vertices of F are a and b). Since 1
2
(a+ b) belongs to the relative interior of F , there
exist λa, λb, λ1, . . . , λk > 0 such that λa + λb + λ1 + · · ·+ λk = 1 and
1
2
(a + b) = λaa+ λbb+ λ1v1 + · · ·+ λkvk.
Since k ≥ 1, we cannot have λa ≥ 1/2 and λb ≥ 1/2. If λa < 1/2, then 0 < 1− 2λa and so
a− b =
2λ1
(1− 2λa)
(v1 − b) + · · ·+
2λk
(1− 2λa)
(vk − b).
Set γi =
2λi
(1−2λa)
. If λa ≥ 1/2, then λb < 1/2, and so we can swap the roles of a and b. 
We now apply this lemma to our situation.
Lemma 6. If eA, eB, eC1 , . . . , eCk are distinct vertices and eA − eB =
∑k
i=1 γi(eCi − eB) with
γ1, . . . , γk > 0, then A ∩ B ⊆ Ci ⊆ A ∪B for all i ∈ [k].
Proof. Suppose x ∈ A ∩ B. Then 0 = 〈eA − eB, ex〉 =
∑k
i=1 γi (〈eCi , ex〉 − 1) , which implies
〈eCi, ex〉 = 1 for all i ∈ [k], since 〈eCi , ex〉 − 1 ≤ 0 and γi > 0. Hence, x ∈ Ci for all i ∈ [k].
To prove Ci ⊆ A ∪B, suppose x /∈ A∪B. Since 0 = 〈eA − eB, ex〉 =
∑k
i=1 γi〈eCi , ex〉, each
〈eCi, ex〉 ≥ 0, and γ1, . . . , γk > 0, it follows that 〈eCi , ex〉 = 0 for all i ∈ [k]. 
Proof of Theorem 4, Part (2). If there exist C,D ∈ Stab(G) with eA + eB = eC + eD, then
eA − eB = eC + eD − 2eB = (eC − eB) + (eD − eB).
Thus, if {C,D} 6= {A,B}, then Lemma 5 implies {eA, eB} is not an edge of SSP(G).
To prove the converse, argue by contradiction. Suppose {eA, eB} is not an edge and suppose
the following hypothesis holds:
(H) there do not exist C 6= D in Stab(G) such that {A,B} 6= {C,D} and eA+eB = eC+eD.
By Lemma 5, there exist eC1 , . . . , eCk different from eA and eB and γ1, . . . , γk > 0 such that
(1) eA − eB =
k∑
i=1
γi(eCi − eB).
By Lemma 6, we have, for all i ∈ [k],
A ∩B ⊆ Ci ⊆ A ∪B.
Let A′ = A \B and B′ = B \ A. We consider several cases.
Case 1: Suppose A′ = ∅ = B′. This contradicts that eA and eB are distinct.
Case 2: Suppose A′ = ∅ and |B′| > 1. Pick x ∈ B and note that
eA + eB = eA∪{x} + eB\{x}.
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Note A ∪ {x} ⊆ B because A \ B = ∅. Since subsets of stable sets are stable, we have
that A ∪ {x}, B \ {x} ∈ Stab(G). Hence, eA + eB = eA∪{x} + eB\{x} contradicts (H) unless
{A,B} = {A∪{x}, B \ {x}}, or in other words, A = B \ {x} and B = A∪{x}. In that case,
|B′| = |B \ A| = |{x}| = 1 contradicts the assumption that |B′| > 1.
Case 3: Suppose A′ = ∅ and |B′| = 1. Let x be the unique element of B′. Then
B = A ∪ B = (A ∩ B) ∪ A′ ∪ B′ = A ∪ {x}.
Hence,
A = A ∩ B ⊆ Ci ⊆ A ∪B = A ∪ {x}.
Hence, for each i ∈ [k], we either have Ci = A or Ci = A ∪ {x} = B; a contradiction.
Case 4: Suppose A′ 6= ∅ and B′ = ∅. Argue as in the previous cases with the roles of A
and B reversed.
Case 5: Suppose A′ 6= ∅ and B′ 6= ∅. For x ∈ A′, let
B′x = {b
′ ∈ B′ : x and b′ are adjacent in G}.
(5a) First, we prove that B′x 6= ∅. Suppose B
′
x = ∅. Then B ∪ {x} ∈ Stab(G), because:
– b and b′ are not adjacent for distinct b, b′ ∈ B, since B ∈ Stab(G);
– x and b are not adjacent for b ∈ B \B′ = A ∩ B, since x, b ∈ A and A ∈ Stab(G);
– x and b′ are not adjacent for b′ ∈ B′, since B′x = ∅.
Also, eA, eB, eA\{x}, eB∪{x} are distinct: otherwise, B = A\{x}, contradicting the assumption
that B′ 6= ∅. But then eA + eB = eA\{x} + eB∪{x} contradicts (H).
(5b) Next, we prove that
B′ =
⋃
x∈A′
B′x.
Suppose there exists b′ ∈ B′ \
⋃
x∈A′ B
′
x. Then A ∪ {b
′} ∈ Stab(G), because:
– a and a′ are not adjacent for distinct a, a′ ∈ A, since A ∈ Stab(G);
– a and b′ are not adjacent for a ∈ A \ A′ = A ∩B, since a, b′ ∈ B and B ∈ Stab(G);
– a′ and b′ are not adjacent for a′ ∈ A′, since b′ /∈ B′a′ .
Also, eA, eB, eA∪{b′}, eB\{b′} are distinct: otherwise, A = B\{b
′}, contradicting the assumption
that A′ 6= ∅. But then eA + eB = eA∪{b′} + eB\{b′} contradicts (H).
(5c) We show that for each x ∈ A′ = A \B and each Ci appearing in (1),
(2) x ∈ Ci and B
′
x ∩ Ci = ∅ or x /∈ Ci and B
′
x ⊆ Ci.
By definition, b ∈ B′x iff x and b are adjacent in G. Hence, b and x cannot both belong to the
same stable set. So, if x ∈ Ci, then b /∈ Ci for all b ∈ B
′
x; that is, B
′
x ∩ Ci = ∅.
Let x ∈ A′. Then x /∈ B and so by Equation (1),
(3) 1 = 〈eA − eB, ex〉 =
k∑
i=1
γi〈eCi − eB, ex〉 =
k∑
i=1
γi〈eCi, ex〉 =
∑
1≤i≤k
x∈Ci
γi.
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For b ∈ B′x, Equations (1) and (3), together with the fact that x ∈ Ci implies b /∈ Ci,
(4)
−1 = 〈eA − eB, eb〉 =
∑
1≤i≤k
x∈Ci
γi〈eCi − eB, eb〉+
∑
1≤i≤k
x/∈Ci
γi〈eCi − eB, eb〉
=
∑
1≤i≤k
x∈Ci
−γi +
∑
1≤i≤k
x/∈Ci
γi (〈eCi, eb〉 − 1) = −1 +
∑
1≤i≤k
x/∈Ci
γi (〈eCi, eb〉 − 1) .
Since each γi > 0, it follows that b ∈ Ci for all i such that x /∈ Ci. Hence, B
′
x ⊆ Ci for all
1 ≤ i ≤ k such that x /∈ Ci.
(5d) Fix i such that 1 ≤ i ≤ k, and write A′ = {x1, . . . , xm, y1, . . . , yl}, with x1, . . . , xm ∈ Ci
and y1, . . . , yl /∈ Ci. (We allow m = 0 and l = 0, but see (5e).) By (5b) and (5c), we have
B′ =
(
B′x1 ∪ · · · ∪ B
′
xm
)
∪
(
B′y1 ∪ · · · ∪ B
′
yl
)
and B′xs ∩ Ci = ∅ and B
′
yt ⊆ Ci
for 1 ≤ s ≤ m and 1 ≤ t ≤ l. Combined with the fact that A ∩B ⊆ Ci, we have(
A ∩ B
)
∪
{
x1, . . . , xm} ∪
(
B′y1 ∪ · · · ∪ B
′
yl
)
⊆ Ci.
Since Ci ⊆ A ∪ B, since B
′
xs ∩ Ci = ∅ for 1 ≤ s ≤ m, and since y1, . . . , yl /∈ Ci, we have
Ci ⊆ A ∪B =
(
A ∩B
)
∪ A′ ∪ B′ ⊆
(
A ∩ B
)
∪
{
x1, . . . , xm} ∪
(
B′y1 ∪ · · · ∪B
′
yl
)
.
Thus,
(5) Ci =
(
A ∩ B
)
∪
{
x1, . . . , xm} ∪
(
B′y1 ∪ · · · ∪ B
′
yl
)
.
(5e) We prove that we can assume l ≥ 1 and m ≥ 1 in (5); that is, that there exists an
element xs ∈ A
′ ∩ Ci and an element yt ∈ A
′ \ Ci.
If l = 0, that is, if A′ = {x1, . . . , xm}, then Ci = (A∩B)∪A
′ = A, contradicting that Ci and
A are distinct. Similarly, if m = 0, that is, if A′ = {y1, . . . , yl}, then Ci = (A ∩B) ∪B
′ = B,
contradicting that Ci and B are distinct.
(5f) We claim that the following two sets are stable.
C =
(
A ∩ B
)
∪ {x1, . . . , xm} ∪
(
B′y1 ∪ · · · ∪B
′
yl
)
D =
(
A ∩ B
)
∪ {y1, . . . , yl} ∪
(
B′x1 ∪ · · · ∪ B
′
xm
)
First, we prove that C is stable. Suppose u and v are distinct elements of C.
– Since (A ∩ B) ∪ {x1, . . . , xm} ⊆ A and B
′
y1 ∪ · · · ∪ B
′
yl
⊆ B are subsets of stable sets,
we have that u and v are not adjacent if u and v both belong to any one of these sets.
– If u ∈ A ∩B and v ∈ B′y1 ∪ · · · ∪ B
′
yl
, then u and v are not adjacent since u, v ∈ B.
– If u = xs is adjacent to v ∈ B
′
yt , for some 1 ≤ t ≤ l, then v ∈ B
′
xs. But B
′
xs ∩ Ci = ∅
since xs ∈ Ci. Hence, u and v are not adjacent.
Next, we prove that D is stable.
– As above, it suffices to show that yt and v are not adjacent for every v ∈ B
′
xs.
– If yt is adjacent to v ∈ B
′
xs, for some 1 ≤ s ≤ m, then v ∈ B
′
yt . But B
′
yt ∩Bxs = ∅ since
B′yt ⊆ Ci and B
′
xs ∩ Ci = ∅. Hence, yt and v are not adjacent.
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(5g) Since A = (A ∩B) ∪ {x1, . . . , xm, y1, . . . , yl} and B = (A ∩ B) ∪
⋃
u∈A′ B
′
u, we have
eA + eB =
(
eA∩B +
m∑
s=1
exs +
l∑
t=1
eyt
)
+
(
eA∩B +
m∑
s=1
eB′xs +
l∑
t=1
eB′yt
)
=
(
eA∩B +
m∑
s=1
exs +
l∑
t=1
eB′yt
)
+
(
eA∩B +
l∑
t=1
eyt +
m∑
s=1
eB′xs
)
= eC + eD.
This contradicts our hypothesis (H) unless {A,B} = {C,D}. If C = A, thenA′ = {x1, . . . , xm}
since B′yt contains elements that do not belong to A, which contradicts (5e). If A = D, then
A′ = {y1, . . . , yl} since B
′
xs contains elements not belonging to A, contradicting (5e). 
4. Birkhoff polytope of a relation
The Birkhoff polytope is defined as the convex hull of the n × n permutation matrices,
where we view each permutation matrix as a vector in Rn
2
. This polytope is a face of a stable
set polytope of a graph, as we now describe.
Let G be a graph with vertex set {(i, j) : 1 ≤ i, j ≤ n} and with edges connecting (i, j)
and (k, l) iff
i = k or j = l.
In other words, (i, j) and (k, l) are connected if they index entries of an n × n matrix that
belong to the same row or to the same column. Hence, the stable sets of G correspond
to selecting entries of an n × n matrix with at most one entry from each row and each
column. Equivalently, they correspond to partial permutations of [n], or to non-attacking
rook placements on an n× n board.
Since the indicator vectors for the maximal stable sets of G are the permutation matrices,
the Birkhoff polytope is the face of SSP(G) supported by the hyperplane consisting of the
vectors whose coordinates sum to n.
This is similar to the relationship seen in Sections 2.3.7 and 2.3.8 between the basis poly-
tope and the independence polytope of a matroid, respectively. This suggests the following
definition that simultaneously generalizes these two constructions.
Definition 7. Let G be a finite simple graph and let r = max{|A| : A ∈ Stab(G)}. The
Birkhoff polytope of G is
BP(G) = conv {eA : A ∈ Stab(G) and |A| = r} .
The rank of BP(G) is defined to be the number r.
Our characterization of the edges of SSP(G) also characterizes the edges of BP(G).
Theorem 8. Let BP(G) be the Birkhoff polytope of a finite simple graph G and let r denote
its rank.
(1) The vertex set of BP(G) is {eA : A ⊆ B(G)}, where B(G) = {A ∈ Stab(G) : |A| = r}.
(2) Two distinct vertices eA and eB form an edge in BP(G) iff for all C,D ∈ B(G),
eA + eB = eC + eD implies {A,B} = {C,D}.
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This follows from the fact that BP(G) is a face of SSP(G): it is the intersection of SSP(G)
with the hyperplane consisting of the vectors whose coordinates sum to r.
Remark 9. It turns out Theorem 8 does not hold for the polytope constructed using all the
stable sets of G that are maximal with respect to set inclusion. For an example, consider the
graph G in Figure 4. The following are all the stable sets of G that are maximal with respect
to inclusion:
A = {1, 2, 3} B = {4, 5, 6} C = {7, 8, 9}
D = {1, 5, 6} E = {2, 4, 6} F = {3, 4, 5}
G = {1, 8, 9} H = {2, 7, 9} I = {3, 7, 8}
J = {2, 3, 4, 7} K = {1, 3, 5, 8} L = {1, 2, 6, 9}
Then in the polytope that is the convex hull of the indicator vectors of these sets, we have
that eA and eB are not adjacent: indeed, since
eA − eB = (eD − eB) + (eE − eB) + (eF − eB),
it follows from Lemma 5 that eA and eB are not adjacent. However, there are no other
maximal stable sets A′ and B′ distinct from A and B such that eA + eB = e
′
A + e
′
B.
1 3
7 6
4 9
58
2
Figure 4. A graph such that the 1-skeleton of the convex hull of the indicator
functions of the stable sets that are maximal with respect to inclusion does not
satisfy Theorem 8. For details, see Remark 9.
5. Facets
There is no known complete description of the facets of SSP(G) for an arbitrary graph G.
In fact, it is most likely intractable since the problem of finding the size of a maximal stable
set of G is known to be NP-hard. Below, we present partial descriptions of the facets for
some of the families of polytopes described in Section 2.3.
5.1. Some inequalities valid for all stable set polytopes. Padberg [7] proved the fol-
lowing two families of inequalities define facets of SSP(G) for any finite graph G = (V,E):
(6) 0 ≤ xv (x ∈ V ) and
∑
v∈C
xv ≤ 1 (C ∈ Cliq(G)),
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where Cliq(G) is the set of cliques of a graph G. Chva´tal proved that these two families
constitute a complete description of the facets iff G is a perfect graph [3, Theorem 3.1].
(Recall that a graph is perfect if for each subgraph G′, the chromatic number of G′ is equal
to the maximal cardinality of clique of G′.)
5.2. Chain Polytopes and the Nonnesting Partition Polytopes. If GP is the com-
parability graph of a partial order P , then SSP(GP ) is the poset chain polytope introduced
by Stanley [10] (see Section 2.3.3). Stanley described the facets by noting that the graph
GP is perfect, and so the facets are given by (6): there is one facet for each element x of
the poset; and one facet for each maximal chain C of the poset. In particular, this gives a
complete description of all the facets of the nonnesting partition polytopes NNn defined in
Section 2.3.5.
5.3. Bell polytopes of type A. In J. Pulido’s B. Sc. Thesis [8], it is shown that all the
facets of the Bell polytopes defined in Section 2.3.4 are of the form given by (6). (Note
that these polytopes are not chain polytopes of some poset.) Explicitly, the second family of
inequalities are∑
i<j≤n
x(i,j) ≤ 1 (1 ≤ i < n) and
∑
1≤i<j
x(i,j) ≤ 1 (1 < j ≤ n).
5.4. Bell polytopes of type B. The Bell polytope of type B was independently studied by
Allen [1]. Again, all the facets of the Bell polytopes of type B are described by (6). Explicitly,
the second family of inequalities are∑
i≤j≤n
x(i,j) ≤ 1 (1 ≤ i ≤ n) and
∑
1≤i≤j
x(i,j) ≤ 1 (1 ≤ j ≤ n).
5.5. Noncrossing partition polytopes. The inequalities in Equation (6) are not sufficient
to describe all the facets of the noncrossing partition polytopes NCn (see Section 2.3.6). For
example, when n = 6, the two families in (6) account for 15 facets and 16 facets, respectively,
whereas NC6 has 32 facets. The missing facet is defined by the hyperplane
x(1,3) + x(1,5) + x(1,6) + x(2,3) + x(2,4) + x(2,5) + x(2,6) + x(4,5) + x(4,6) + x(5,6) = 2.
Our computations suggest that the facets of NCm are supported by hyperplanes of the form∑
a∈X caxa = m with m, ca ∈ N. When n = 8, some coefficients ca are greater than 1.
6. On 0/1-polytopes satisfying Theorem 4
The goal of this section is to study the class of 0/1-polytopes whose 1-skeleton is described
by the criterion in Theorem 4; explicitly, a polytope P belongs to this class iff P satisfies the
following condition:
(E)
two distinct vertices v and u form an edge of P iff
there exists a unique way to write v + u as the sum of two vertices of P .
The results of this section are summarized in Figure 1.
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By Theorem 4, all stable set polytopes satisfy (E), but there are 0/1-polytopes satisfying
(E) that are not stable set polytopes: for example, consider
Ĉ = conv(0, e1, e2, e3, e1 + e2, e2 + e3, e1 + e3),
which is the cube in R3 with the vertex e1 + e2 + e3 removed. In addition, not all 0/1-
polytopes satisfy condition (E); consider, for example, the polytope of Remark 9. These
examples establish the following strict inclusions (see also Figure 1):
stable set polytopes ( 0/1-polytopes satisfying (E) ( 0/1-polytopes.
Our next result states that a 0/1-polytope is both a stable set polytope of a graph and
the independent set polytope of a matroid iff the graph is a union of complete graphs (or
equivalently, iff the matroid is a direct sum of uniform matroids; such matroids are called
partition matroids).
Proposition 10. Let G be a finite simple graph. Then SSP(G) is the independent set polytope
of a matroid iff G is a union of complete graphs.
Proof. (⇐) First assume that G = Kn. Then SSP(G) = conv{0, e1, . . . , en}. Thus, SSP(G)
is the independent set polytope of the uniform matroid U1,n whose independent sets are the
subsets of [n] that contain at most 1 element. Next, if G is the disjoint union of two complete
graphsKa andKb, then SSP(G) = SSP(Ka)×SSP(Kb), and hence SSP(G) is the independent
set polytope of the matroid U1,a ⊕ U1,b. The general case follows by induction.
(⇒) Suppose that G is a graph with vertex set [n] and that the stable sets of G satisfy
conditions (I2) and (I3) of the definition of a matroid (see Section 2.3.7). Write G = G1 ∪
· · ·∪Gr as the union of its connected components. If the number of vertices of Gi is less than
3, then it is a complete graph (K1 or K2), so consider a connected component Gi with at
least 3 vertices. By relabelling, we can assume i = 1.
If G1 is not a complete graph, then there exists three vertices {i1, i2, i3} of G such that
{i1, i2} and {i2, i3} are edges of G while {i1, i3} is not. It follows that both A = {i2} and
B = {i1, i3} are stable sets of G. By (I3), there is an element b ∈ B \ A such that A ∪ {b}
is also a stable set, but this is not the case. This contradiction implies G1 is a complete
graph. 
The property (E) is also satisfied by the 1-skeleton of matroid basis polytopes and the
matroid independence polytopes as we now prove.
Theorem 11. Let PM be the independence polytope of a matroid M . Two distinct vertices
eA and eB of PM form an edge of PM if and only if there exists a unique way to write eA+eB
as the sum of two vertices of PM .
Proof. (⇒) We prove the contrapositive. If eA + eB = eC + eD with {A,B} 6= {C,D}, then
eA − eB = (eA + eB)− 2eB = (eC − eB) + (eD − eB),
which, by Lemma 5, implies that eA and eB are not the vertices of an edge.
(⇐) We provide a proof by contradiction. Let eA and eB be two vertices of PM such that
eA + eB can be written as a sum of two vertices of PM in a unique way; and suppose that
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eA and eB are not the vertices of an edge of PM . Combining Lemma 5 and Lemma 6, there
exist vertices eC1 , . . . , eCk of PM , each distinct from eA and eB, and γ1, . . . , γk > 0 such that
(7) eA − eB =
k∑
i=1
γi(eCi − eB) and A ∩ B ⊆ Ci ⊆ A ∪B for all 1 ≤ i ≤ k.
Case 1: |A| 6= |B|. Without loss of generality, suppose |A| > |B|. By the matroid axiom
(I3), there exists a ∈ A \ B such that B ∪ {a} is independent. Also, A \ {a} is independent
by (I2). Hence, both eB∪{a} and eA\{a} are vertices of PM that sum to
eB∪{a} + eA\{a} = (eB + ea) + (eA − ea) = eA + eB.
Since there is a unique way to write eA + eB as the sum of two vertices of PM , it follows
that A = B ∪ {a} and B = A \ {a}. Therefore, all the Ci appearing in Equation (7) satisfy
B ⊆ Ci ⊆ B ∪ {a}. Thus, Ci = B or Ci = A, both of which contradict Ci 6= A,B.
Case 2: |A| = |B| = r. By the Strong Exchange Theorem ([2, section 1.5.1]) for any
a ∈ A\B, there exists b ∈ B \A such that (A\{a})∪{b} and (B \{b})∪{a} are independent
sets. Hence, e(A\{a})∪{b} and e(B\{b})∪{a} are vertices of PM that sum to eA + eB. Since there
is a unique way to write eA + eB as the sum of two vertices, it follows that
A = (B \ {b}) ∪ {a} and B = (A \ {a}) ∪ {b}.
Consider the sets Ci appearing in Equation (7). Since A∩B ⊆ Ci ⊆ A∪B = (A∩B)∪{a, b},
there are two possibilities: either Ci = A∩B or Ci = (A∩B)∪{a, b} (recall that Ci 6= A,B).
Suppose there exists an i such that Ci = (A ∩ B) ∪ {a, b}. Since Ci = A ∪ {b}, we have
that eCi and eB\{b} are vertices of PM that sum to eA + eB. This implies A = A∪ {b} (which
contradicts b ∈ A \B) or A = B \ {b} (which contradicts |A| = |B|). Thus, no such i exists.
Therefore, each Ci appearing in Equation (7) is equal to A ∩B, and so
eA − eB = γ(eA∩B − eB)
for some γ > 0. Substituting A = (B \ {b}) ∪ {a} on the left, and B = (A ∩B) ∪ {b} on the
right, we obtain ea−eb = γ(−eb), which is absurd since ea and eb are linearly independent. 
These results establish the following strict inclusions (completing the picture in Figure 1):
partition matroids polytopes ( stable set polytopes
partition matroids polytopes ( matroids polytopes ( 0/1-polytopes satisfying (E)
We end this section by remarking that one can derive from Theorem 11 the description
of the 1-skeleton of the matroid basis polytope first given in [5, Thm. 4.1] and that of the
matroid independence polytope first given by [13, Thm. 5.1].
7. On the diameter
The Hirsch conjecture asserts that the diameter of every d-dimensional convex polytope
P with n facets is at most n− d, where the diameter of P is the smallest number δ(P ) such
that every pair of vertices of P are connected in its 1-skeleton by a shortest path of length at
most δ(P ). The conjecture remained open for more than fifty years before a counter-example
was found [9]. Although it is false in general, it is true for 0/1-polytopes [6].
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Here we provide a slight improvement on a bound for the diameter for the polytopes
SSP(G). Our first step is to show that a generalization of the basis exchange property for
matroids is satisfied for any non-empty subset of k-subsets of [n].
Lemma 12. Let I be a non-empty family of subsets of [n] such that |A| = k for all A ∈ I.
For every A,B ∈ I and for every i ∈ A \B, there exists E ⊆ A \B, F ⊆ B \A satisfying
(1) |E| = |F |
(2) i ∈ E
(3) (A \ E) ∪ F ∈ I
(4) for all M,N ∈ I; if eA + e(A\E)∪F = eM + eN , then {A, (A \ E) ∪ F} = {M,N}.
Proof. We prove this using induction on |A ∩ B|. Suppose |A ∩ B| = k − 1, that means
A \B = {i}. Then, we choose E = A \B and F = B \A, and the lemma holds.
Suppose the lemma is true for all A,B such that m < |A ∩B| < k, we want to show that
the lemma is true for all A,B with |A ∩ B| = m.
Fix A,B such that |A ∩B| = m, and fix i ∈ A \B. Let E = A \B and F = B \A. Then,
the first three conditions are satisfied. Suppose the fourth condition fails, that means there
exists M,N ∈ I such that eA + eB = eM + eN and {M,N} 6= {A,B}. Since i appears once
in A ⊎B, without loss of generality, we may assume i /∈M and i ∈ N .
Moreover, every element in A ∩ B appears twice in A ⊎ B, hence they must appear twice
in M ⊎N . In particular, A∩B ⊂M ⊂ A∪B. Therefore, A∩B ⊂ A∩M and the inclusion is
strict since i ∈ A ∩M . Therefore, |A ∩M | > m. Since we also have i ∈ A \M , by induction
hypothesis, we can find E ′ ⊆ A \M and F ′ ⊆M \ A satisfying the lemma.
The last step is to note that A \M ⊂ A \ B and M \ A ⊂ B \ A i.e. (E ′, F ′) is a correct
choice. 
Theorem 13. Let G be a finite simple graph and let BP(G) be the corresponding Birkhoff
polytope. Let r = max{|A| : A ∈ Stab(G)}. Then
δ(BP(G)) ≤ r.
That is, the diameter of the Birkhoff polytope of G is at most its rank.
Proof. Recall that BP(G) = conv{eA : A ⊆ B(G)}, where B(G) = {A ∈ Stab(G) : |A| = r}.
Let A,B ∈ B(G) and fix i ∈ A\B. By lemma 12, we can find E ⊆ A\B and F ⊆ B \A such
that i ∈ E, A1 = (A\E)∪F ∈ B(G) and for all M,N ∈ B(G) with eA+e(A\E)∪F = eM +eN ,
we have {A, (A \ E) ∪ F} = {M,N}.
By theorem 8, this condition is to say that {eA, eA1} is an edge in BP(G). Since i /∈ A1,
we have A ∩ B ⊂ A1 ∩ B and the inclusion is strict. We can then repeat this process with
{eA1, eB} to find A2 ∈ B(G) such that {eA1, eA2} is an edge in BP(G) and A1 ∩B ⊂ A2 ∩B
with strict inclusion.
If we continue this process, we get A ∩ B ⊂ A1 ∩ B ⊂ · · · ⊂ Aℓ ∩ B = B. Since all
inclusions are strict, this process must terminate in at most |B \ A| steps, which is at most
r = max{|A| : A ∈ Stab(G)}. Therefore, the distance from eA to eB is at most r, via the
edges {eA, eA1}, {eA1, eA2}, . . . , {eA2, eAℓ}. 
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Lemma 14. Let A and B be two stable sets of G, written as A = {a1, . . . , ak, c1, . . . , cℓ}
and B = {b1, . . . , bm, c1, . . . , cℓ} where ai 6= bj for all i and j. Then there exists a third
stable set C of G such that {eA, eC} is an edge in SSP(G), {c1, . . . , cℓ} ⊆ C ⊆ A ∪ B and
C ∩ {b1, . . . , bm} 6= ∅.
Proof. If {eA, eB} is an edge in SSP(G), then we set C = B and we are done.
Otherwise, by Theorem 4, there exists a pair of vertices C1, D1 in SSP(G) such that eA +
eB = eC1 + eD1 and {A,B} 6= {C1, D1}. Clearly {c1, . . . , cℓ} ⊂ C1 ∩D1.
If A ⊂ C1, then there must exist some bi ∈ C1. We can set C = A ∪ {b1} ∈ SSP(G) and
we are done.
Therefore, without loss of generality, we can assume that C1 ∩ {b1, . . . , bm} 6= ∅ and C1 ∩
{a1, . . . , ak} 6= ∅. If (A,C1) is not an edge, we continue this process and get C2, D2 and so
on. In each step, we have the following conditions
(1) A ∩ C1 ( A ∩ C2 ( · · · ( A ∩ Ct, and
(2) Ci ∩ {b1, . . . , bm} 6= ∅.
Therefore, this process will eventually terminate at some Ct, and we find an edge that is
either {eA, eCt} or {eA, eA∪{bi}} for some bi ∈ Ct. 
Finally, we prove an upper bound for the diameter of SSP(G) in analogy with Theorem 13.
Proposition 15. If the largest size of a stable set in G is r, then the diameter of SSP(G) is
at most r.
Proof. Given two vertices eA, eB in SSP(G), Let A = {a1, . . . , am}, B = {b1, . . . , bℓ}. If
|A|+ |B| ≤ r, then we can find a path eA, eA\{a1}, . . . , e{am}, 0, e{b1}, . . . , eB of length |A|+ |B|
that connects eA and eB.
Otherwise, by Lemma 14, we can find a path eA, eA1 , . . . , eAt such that A∩B ⊂ A1 ∩B ⊂
· · · ⊂ At ∩ B and B ⊆ At. And we have another path eAt , . . . , eAt+s−1, eB by removing the
elements in At \ B. Since we have t ≤ ℓ, |At| ≤ r and s ≤ r − ℓ, the distance from eA to eB
is at most r. 
Remark 16. A result similar to Proposition 15 also holds for the independence polytope
PM of a matroid M : explicitly, we have δ
(
PM
)
≤ r, where r is the rank of M (that is, the
largest size of an independent set). This follows by mimicking the proof of Proposition 15
and replacing every use of Lemma 12 by the basis exchange property of M . This result is
well-known, so we do not include all the details.
Remark 17. We end this section by linking our results with the bound from the Hirsch
conjecture. Let G = (V,E) be a simple graph. In this context, the Hirsch conjecture asserted
an upper bound on the diameter of the associated stable set polytope:
δ
(
SSP(G)
)
≤ n− d,
where n is the number of facets of SSP(G) and d = dim(SSP(G)) = |V |.
For any simple graph G, Equation (6) describes two families of facet-defining inequalities
of SSP(G). Since these inequalities are indexed by the vertices and the cliques of G, we have
d+ c ≤ n,
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where d = |V | and c =
∣∣Cliq(G)∣∣. Moreover, n = d+ c if and only if G is a perfect graph.
On the other hand, since any stable set intersects a clique of G in at most one vertex, we
have r ≤ c, where r is the largest size of a stable set in G. Then by Proposition 15 we have
δ
(
SSP(G)
)
≤ r ≤ c ≤ n− d.
It turns out that r < c in general, even for perfect graphs. Hence, Proposition 15 is an
improvement on the Hirsch upper bound of n− d.
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