We present a novel structural estimation procedure that is based on simulating expectation errors; we refer to it as Synthetic Residual Estimation (SRE). We develop variants of the basic procedure that allow us to account for measurement error in consumption and for heterogeneity in intertemporal allocation parameters.
Introduction
Over the past quarter century many attempts have been made to estimate the parameters governing intertemporal allocation using Euler equation techniques applied to micro data; Browning and Lusardi (1996) discuss the results of 25 studies using micro data and conclude that the results are disappointing. A number of recent Monte Carlo based papers have investigated why we experience this failure (Carroll 2001 , Ludvigson and Paxson, 2001 , Attanasio and Low, 2002 ; in section 2 we present some supplementary evidence on this issue. The problems identified are manifold but the most important seem to be the paucity of appropriate data (long panels on consumption) and the problem of dealing with the substantial measurement error in consumption (see Shapiro (1984) , Altonji and Siow (1987) and Runkle (1991) ). The latter means that we cannot use the exact Euler equation for estimation if the equation is non-linear in parameters (a point first made in the general context of nonlinear GMM by Amemiya (1985) ). The use of 'approximate' Euler equations (whether first order or second order) 'solve' the measurement error problem but bring with them new problems in that they introduce latent variables that lead to violations of the orthogonality conditions exploited by GMM methods. Thus Carroll (2001) concludes that "empirical estimation of consumption Euler equations should be abandoned". On the other hand, Attanasio and Low (2002) present results that suggest that the Carroll conclusion is overly pessimistic if we have long panels (40 periods, say) and time series variation in real rates. We do not find this conclusion too comforting for empirical work since we do not have long consumption panels.
Thus the emerging consensus seems to be that we must give up on empirical Euler equations and return to estimating consumption functions ('structural models') based on specifying the environment agents face (see Carroll and Samwick (1997) , Gourinchas and Parker (2001) and Attanasio, Banks, Meghir and Weber (1999) ). In practice these methods are very similar to calibration (as used in, for example, Hubbard, Skinner and Zeldes (1995) ). The problems with this approach are that it is very cumbersome and can only accommodate very limited sources of uncertainty and heterogeneity. Moreover, results may not be robust to small changes in the specification of the structural model (for example, Browning and Ejrnaes (2001) show that the Gourinchas and Parker and Attanasio et al. (1999) results are very sensitive to how we account for family composition).
In this paper we focus on estimating the parameters of intertemporal allocation. We propose an alternative approach to GMM estimation of Euler equations that is based on simulating the distribution of expectations errors. We term our new procedure 'simulated residual estimation' (SRE). The key to our approach is that associated with every structural model there is a conditional expectations error distribution. We show that if we know this distribution and observe consumption paths and interest rates, then we can identify utility parameters (the discount factor and the elasticity of intertemporal elasticity) without having to specify the underlying stochastic environment. Without extra information the underlying model is not identified, but this is a strength rather than a weakness if we are only interested in preference parameters, since it gives the method robustness as compared with full-fledged structural estimation.
In section 3 we present an analysis of the distributions of expectations errors associated with models that are widely used in the literature (for example, nearly patient agents with unit root income processes, Deaton's (1991) buffer stock model with explicit liquidity constraints and models with impatient agents with self-imposed liquidity constraints). This serves to develop intuition and to illustrate many of the points we wish to make. The main conclusion from our investigations is that almost all models that have been suggested in the literature give an expectations error distribution that can be adequately modelled as a mixture of two lognormal distributions.
In section 4 we present our estimator. To estimate, we use a simulation based method that is in the class of Simulated Minimum Distance (SMD) estimators. This involves the specification of 'auxiliary parameters' which are then matched to their theoretical predictions to estimate the parameters of interest. We find that the conventional linearized Euler equation provides a very simple and convenient vehicle to do this. The method suggested is many orders of magnitude faster than full structural estimation. Above we stated that we can recover the utility parameters if we know the expectations error distribution. Since we never do know the distribution, we address the problem of testing whether the distribution chosen for the estimation procedure is a good approximation using goodness-of-fit tests applied to the predicted distribution. We also briefly discuss the use of income and asset information in identification and improving precision and in accounting for heterogeneity in preferences and income processes.
In section 5 we present Monte Carlo evidence on our estimator and exact and approximate (GMM based) estimators. We take as designs for these simulations the designs used in the recent papers alluded to above. We find that if consumption is measured with even moderate error, exact Euler equation estimation performs poorly. We also replicate the previous finding that approximate methods do poorly if we have short panels. By contrast, our SMD estimator works well when other estimators do not. In particular, when there is considerable measurement error (for example, half the observed consumption growth variance is due to noise) our estimator works reasonably well even for moderate sample sizes.
Finally, in section 6, we present an empirical application of SRE to two panels drawn from the Panel Study of Income Dynamics (PSID) of the United States. We divide a sample of households into two broadly defined education groups and estimate the coefficient of relative risk aversion (and EIS), discount factor and measurement error variance for each group separately. We find that we can estimate the parameters of intertemporal allocation much more precisely than with a conventional GMM on a log-linearized model. For example,we find that the 95% confidence interval for the EIS is [0.27, 0.70] for the more educated whereas the GMM confidence intervals are [−0.38, 0. 90] and [−3.78, 6.22] for the linearized and nonlinear models respectively. Moreover, the parameter estimates seem quite reasonable. For example, we find discount factors that are less than, but close to unity. We also find a higher discount factor for the more educated group. We find that the more educated have a higher coefficient of relative risk aversion which we interpret to indicate that the constant EIS assumption of the iso-elastic form is rejected. The remainder of the paper is organized as follows: The next section provides a detailed analysis of Euler equation for consumption and econometric issues regarding the estimation of such an equation. In Section 3 we present a discussion of the expectational error distributions associated with various models in the literature. Section 4 presents our SRE technique and presents some Monte Carlo results. In Section 5, we discuss the small sample properties of the estimator we propose as well as the properties of the traditional GMM based estimators. Section 6 presents an empirical application of two panels drawn from PSID. Section 7 concludes.
Euler Equation Estimation

Exact Euler Equation Estimation
We consider a standard intertemporal optimization problem for which agent h has expected utility at time t of:
where C is non-durable consumption, υ(.) is an increasing, strictly concave sub-utility function, δ is a discount rate and E ht (.) denotes the expectations operator conditional on the information that agent h has at time t. The evolution of assets over time is given by:
where A is assets, Y is stochastic labor income and r is the stochastic real rate of interest. The first order condition for the optimization problem gives the Euler equation for consumption:
A widely used functional form for the sub-utility function is the iso-elastic form:
where the parameter γ is the coefficient of relative risk aversion (coefficient of relative risk aversion), which we assume is the same for everyone. Interest usually centres on the inverse of this parameter, the elasticity of intertemporal substitution (EIS ):
Low values of the EIS indicate an aversion to fluctuating consumption streams. 1 For the isoelastic case with exponential discounting the only other preference parameter in this program is the discount rate δ. From the above we have the exact Euler equation:
This relationship has been the basis of very many estimates of the preference parameters and tests for the validity of the standard orthogonality assumptions in general and for the "excess sensitivity" of consumption to predictable income growth in particular. GMM estimation is based on the assumed orthogonality of the error term ε h,t+1 to all variables dated t or before, such as lagged consumption, interest rate and income variables. As originally emphasized by Hall (1978) , this is a very attractive procedure since one can estimate the preference parameters without explicitly parameterizing the stochastic environment that agents face. Problems for GMM estimation on micro data arise if the consumption data are measured with error. For example, if we allow for a multiplicative measurement error so that observed consumption C o h,t is given by:
then the exact Euler equation for observable consumption becomes
The problem this gives is that the composite error term does not have a conditional expectation of unity, even if we assume that η h,t+1 and ε h,t+1 are independent:
It is now widely accepted that household level consumption data information is likely to be very noisy. For example, Runkle (1991) estimates that 76% of the variation in the growth rate of food consumption in the PSID is noise. Dynan (1993) reports that the standard deviation of changes in log consumption in the CEX (American Consumer Expenditure Survey) is 0.2, which seems too large for 'true' variations. The other widely used data resource are quasi-panels, constructed from crosssection expenditure survey information by taking within-period means following the same population (e.g. means over all the 25 year olds in one year and all the 26 year olds in the next year). Although this averaging reduces the effect of measurement error, the construction of quasi-panels from samples which change over time induces sampling error which is very much like measurement error. The presence of measurement error when estimating non-linear equations is problematic. In our context, the basic problem is that measurement error makes it appear as though consumption is less smooth over time that it actually is, which results in too low an estimate for the coefficient of relative risk aversion (with a consequent bias of the EIS away from zero). Carroll (2001) shows this in simulations with only cross-section variation in interest rates (r h,t = r h for all t). To show the extent of the problem when we have time varying interest rates, we take a similar environment to Carroll (2001) 2 with the polar case in which everyone faces the same stochastic interest rate (r h,t = r t for all h).
Approximate Euler Equation Estimation
A natural alternative to GMM estimation of the exact Euler equation is GMM estimation of the first or second order approximation to the nonlinear Euler equation (the first derivation is due to 2 Fuller details of our simulation procedures will be given below. Hansen and Singleton(1983) ; see, for example, Carroll (2001) for the derivations we now present). From equation (6) we have the following (log) quadratic consumption growth equation:
where the constant term α contains the discount rate and means of the third and higher order unconditional moments of the error term ε h,t+1 . The error term e h,t+1 contains the expectational error and also time varying components of the higher conditional moments (conditional on past information). 3 The first order log-linear approximation (equation (10) without the squared term) has been used very extensively in the applied micro literature due to the fact that a multiplicative measurement error becomes additive as a result of log linearization. The usual (and uncontroversial.) assumption is that the instruments other than consumption that are used in the estimation are uncorrelated with the measurement error. The MA(1) error structure induced in the errors due to the measurement error is easily accounted for in GMM. Most researchers use twice (or more) lagged variables for instruments (but note that we could use first lags of any variable other than consumption since these are assumed uncorrelated with the measurement error). The problem with this approach is that the movements in the higher order moments (for example, the skewness) that are subsumed into the error term will generally cause it to be correlated with lagged variables, which leaves us without any instruments for GMM.
Here we present a brief discussion of the findings of Carroll (2001), Ludvigson and Paxson (2001) and Attanasio and Low (2002) ; in our simulations we shall replicate many of their results and discuss them in greater detail. Ludvigson and Paxson (2001) solve and simulate a life cycle model with stochastic income and an additively separable iso-elastic utility function assuming a fixed interest rate of 3% and a discount rate of 5% (so that agents are assumed to be impatient) 4 . They then follow Dynan (1993) and use the simulated data to estimate relative prudence using the second order approximation to the Euler equation (equation (10) with no interest rate) 5 . They find that the estimate of the coefficient of relative risk aversion is downward biased; that is, it is estimated that agents are less averse to fluctuations than they actually are. Carroll (2001) performs a similar analysis allowing for cross-section variation in the interest rate, but no time series variation. He finds that the estimate of the coefficient of relative risk aversion is upward biased.
Neither Ludvigson and Paxson nor Carroll allow for time variation in interest rates to identify the EIS. Our own feeling is that trying to estimate the intertemporal price elasticity (the EIS) without some intertemporal variation in price is almost certainly doomed to failure. Attanasio and Low (2002) present results allowing for time series variation in interest rates. They solve and simulate a simple life cycle model with stochastic income and interest rates and then estimate first and second order approximations to the Euler equation. They argue that one can estimate the EIS consistently if the time period of the sample is long enough 6 . However, for panel lengths of, say, 20 periods there is still considerable bias, so that the Attanasio and Low results are not very encouraging empirically. Attanasio and Low also show in their Monte Carlo study that the precision of the estimates increases considerably with the variance of the interest rate. A potential problem they identify is that even moderately impatient agents will typically hold net wealth stocks that are close to any borrowing limit they face. In this case consumption becomes 3 This brings out clearly that the one parameter γ controls attitudes to fluctuating consumption paths (through the coefficient on the real rate) and prudence (through the coefficient on the squared term). This close identification of fluctuation aversion and prudence is solely a result of using the iso-elastic form; other forms break the link between aversion to fluctuations and prudence (for example, the quadratic utility function has fluctuation aversion but no prudence). 4 The term 'impatient' here and henceforth refers to the condition δ − r > 0. Note that, if income grows overtime, consumers can be impatient even if δ = r. But for all the models considered in this paper zero income growth is assumed. 5 In the case of iso-elastic utility, the relative prudence parameter is ∆ log C h,t+1 2 + e h,t+1 . 6 They use the term 'consistent' as T → ∞. They experiment with different T and show that the mean estimate of the EIS approaches its true value while the estimated standard errors become smaller as T increases. very sensitive to the income shocks and it is difficult to extract the relatively small variations in consumption growth due to interest rate changes. Note however that this problem is not special to the approximate Euler equations; our simulations presented below suggest that the same problem arises for exact Euler equation with no measurement error.
The Implications of These Analyses
We draw the following implications from the analyses of Ludvigson and Paxson (2001), Carroll (2001) , Attanasio and Low (2000) and our own supplementary investigations.
1. There is not much point in trying to estimate price elasticities (such as the EIS) without some variation in the price (in this context, variations in the real interest rate).
2. Attempts to gauge the extent of prudence are more successful if agents are impatient since then we will be observing the buffer stock savings due to income uncertainty.
3. Attempts to measure the EIS (reactions to interest rate changes) are more successful if agents are patient and build up wealth. In this case, temporary changes in income do not lead agents to vary consumption (since they have assets to smooth their consumption) so that the extraction of the consumption growth/ interest rate signal is easier. The net result of the above is that we agree with Carroll (2001) and Ludvigson and Paxson (2001) that the econometric methods we currently have to hand are not up to estimating the EIS (or the discount rate) on short and noisy panels. What alternatives remain? One is to revert to old style consumption studies that are only loosely linked to conventional life-cycle theory. This is not very attractive to a generation raised on dynamic general equilibrium models and empirical modelling that stays close to the theory. A second alternative is to move to estimation based on structural models. Thus Carroll and Samwick (1997) perform a structural estimation in which they identify the discount rate; all of the other parameters are fixed at 'reasonable' values. Gourinchas and Parker (2001) use structural estimation to estimate the EIS and the discount factor. They use CEX information and Method of Simulated Moments estimation which matches the moments generated by the data with that of simulated data. This procedure involves the numerical solution of the dynamic programming problem for every parameter value that the estimation procedure considers. The procedure is extremely slow. An obvious problem regarding this approach is the fact that one needs to specify the underlying stochastic process (income process in their case since they use a fixed interest rate) which is not necessary for Euler equation estimation (whether exact or approximate). It is not clear whether a slight misspecification of the income process will not completely change the results. To examine this would require that the estimation procedure be analyzed under misspecification, which would be extremely time consuming. Although full structural modelling is potentially promising, an alternative is needed that reduces substantially the computational burden without sacrificing the close link to the theory. We present here an alternative that relies on simulating the distribution of expectations errors directly. 
The Distribution of Expectation Errors
Below we shall present an alternative approach to GMM which is based on sampling from the conditional distribution of the expectations error. In this section we present an extended discussion of the distributions associated with various models in the literature. In order to illustrate our point, we present a wide range of models with different sets of parameters and different income processes within the time separable iso-elastic utility framework. We consider both fixed and stochastic interest rate models. We assume a finite lifetime of 80 periods with no bequest motive and we start all agents off with zero wealth. After generating a 80-period consumption path for an individual, we remove the first and the last 20 periods. Further details of the simulation methods are given in the Appendix. Table 9 presents the features of the 15 models we consider. The main differences across models are in the income processes; the degree of impatience; the presence of liquidity constraints and the presence of heterogeneity. We assume that agents face two types of income shocks, permanent and transitory. The assumed income process is as follows
where u t+1 is an iid lognormal transitory shock with mean 1 and a constant variance ³ e σ 2 u − 1´and P h,t is permanent income which follows the following random walk process
where z h,t+1 is an iid lognormal permanent shock with mean one and a constant variance ³ e σ 2 z − 1´. G is nonstochastic income growth and we set it to 1. We assume that the innovations to income are independent over time and across individuals so that we assume away aggregate shocks to income 7 . As we see that mixture of lognormality is not rejected for any of the models while log-normality is rejected by the first model. T-ratios are all negative and significant except for the last model. Overall, we have enough evidence that we can approximate the expectational errors with a mixture of lognormals and a conditionally heteroscedastic structure presented here.
Estimation Methods
Our estimation procedure is simulation based. Following Hall and Rust (2002) we refer to the general technique as Simulated Minimum Distance (SMD) since it is based on matching (minimizing the distance between) statistics from the data and from a simulated model. The class of SMD estimators includes the EMM procedure of Gallant and Tauchen (1996) and the Indirect Inference methods of Gouriéroux, Monfort and Renault (1993) . In the Appendix A, we present a short account of the method as applied generally to panel data; see Hall and Rust (1999) and Alvarez, Browning and Ejrnaes (2001) for details.
Synthetic Residual Estimation (SRE)
We now present an application of SMD techniques to our specific context. Suppose we have observations on H households followed for T years. We begin by assuming that we only observe household consumption in each period and real rates between periods (which we assume to be time varying but common across agents); thus we observe {r, C h } h=1,...H . Below we shall consider the case where we also observe asset levels. For the moment we assume that we observe consumption with no measurement error; we shall deal with this in the next sub-section. Since we introduce two innovations in modelling (SMD and the use of synthetic residuals) we begin by considering how we would use SMD to estimate preference parameters if we used full structural modelling with each agent having the same finite horizon Υ (with Υ chosen to be somewhat larger than T to be able to remove the beginning and end effects). We proceed in a number of steps.
1. First we define (perhaps joint) processes for income, the real rate and anything else that affects intertemporal allocation. Usually these would be estimated using data taken from the population from which we draw our sample.
2. Next we take parameter values for preferences (typically, the EIS and the discount rate).
3. Then we derive Υ period specific consumption (policy) functions conditional on current state variables (typically, the current realization of income and the real rate for dependent processes and current cash on hand). It is rarely possible to do this analytically, so that we need to use numerical policy (or value) iteration methods. The last period consumption function is trivial (consume everything) and the consumption functions for the earlier periods are obtained by backward induction.
4. At this point we are ready to start simulation. To simplify the exposition we assume that we set S (the number of replications of the panel in the SMD estimation procedure) equal to unity and draw H first period income and real rate values (conditional on 'period 0' values for income and the real rate) and give each of the synthetic H agents a starting value for assets. From the consumption function for period 1 we calculate first period consumption for each agent. We then draw new values of income and the real rate and calculate period 2 consumption and so on. The end result of this is a set of Υ real rate, consumption, income and asset realizations for each synthetic unit. We then trim these to remove starting and end effects and to give a time series of length T for each household {r s , C s h } h=1,...H (where now the s subscript reminds us that this is simulated data).
5. We now need to choose auxiliary parameters. Since we have two parameters (the EIS and the discount rate) we need at least two auxiliary parameters. Our choice are the OLS coefficients in the simple regression of consumption growth on the real rate:
These are not unbiased estimates of the parameters of interest, but (under weak assumptions) they are unbiased estimates of something and that something is the same for the true data and the simulated data if we have the 'true' model. It is this property that makes SMD so useful. Note that we could equally well take the GMM estimates of the two parameters (with the constant and lagged interest rates as instruments) as auxiliary parameters; we prefer the OLS since it is simpler and quicker. We present results below that indicate that the choice of auxiliary parameters is not too important, provided the identification condition is satisfied.
6. The last step gives two sets of estimates:
OLS´f or the data and
OLS´f rom the simulated data. We now compare the two sets of estimates. If they are the same, we stop.
If they differ, we go back to step 2 and choose new parameter values. In practice, of course, we would embed this in an optimization routine or perform a grid search over the EIS and discount factor parameters.
It will be seen that steps 3 and 4 are very time consuming. We now present a technique which cuts out these steps. After step 4 we could define simulated expectation errors:
Conversely, if we knew the distribution of the expectations errors we could simulate expectations errors, ε S h,t+1 and then we could construct paths of consumption ratios using:
This is, of course, very fast (as compared to steps 3 and 4 above). We then use the simulated paths in steps 5 and 6. The error simulation step requires a specification of the distribution of the expectations errors. One part of this easy: it should be serially uncorrelated with an unconditional mean of unity. If we now choose a simple two parameter form such as the lognormal then we have one extra model parameter to estimate. This in turn requires an extra auxiliary parameter; the obvious choice in step 5 above is to use the variance of OLS errors. As illustrated in Section 3, the expectational errors are unlikely to be independent. Therefore, we model the conditional heteroscedasticity in the expectation errors as
where υ h,t is white noise. Keeping the lognormality assumption, this implies 3 extra structural parameters to estimate; constant, coefficient on lagged errors and variance of the white noise error. Again, obvious choice for auxiliary parameters to identify these three extra parameters is their OLS counterparts. Using a more flexible distribution such as a mixture of lognormals requires more auxiliary parameters for identification; we return to this below. We refer to our estimation procedure as Synthetic Residual Estimation (SRE).
The algorithm for this simple case is:
1. Run OLS on the pooled sample of consumption growth on the real rate and record the estimates of the constant, the slope parameter. Regress squared OLS residuals on their lag levels and record the constant, coefficient on the lagged residual and the variance of the error term.
2. From the standard Normal, draw standardized simulated residuals ν S h,t for t = 2, ...T and h = 1, ...H . These standardized errors are kept constant from iteration to iteration.
Construct simulated expectations errors:
where ν S h,t is standard normal variable; see Appendix B for details. Construct consumption ratios using equation (15). 4. Repeat step 1 for the simulated data.
5. If the values from steps 1 and 4 are the same, stop. Otherwise, go to step 3 (so that we keep the same expectations error from iteration to iteration) and revise the choice of (γ, δ, σ ε , ρ εr ).
In practice we would once again use either an optimization algorithm to revise parameter values or perform a grid search. In either case the computational time is much lower than for full structural estimation.
Accounting for Measurement error
In the account of SRE given in the last sub-section we ignored the possibility that consumption is measured with error. The log-linearized equation was introduced largely to take account of measurement error since any multiplicative measurement error is incorporated into the error term and as long as it is uncorrelated with the instruments used in the estimation it does not distort the parameter estimates. The only complication arising for GMM estimation of the approximate Euler equation is that the error terms in the consumption growth equation will have an MA(1) structure since we are first differencing the noise. This suggests an auxiliary parameter that will allow us to take account of measurement error in SRE.
If we assume that the measurement error is multiplicative lognormal with unit mean then we need to estimate one extra parameter, the standard deviation of the measurement error, σ η . If we assume that the only source of auto-correlation in the error term is the measurement error, we can simply use the extent of the first order auto-correlation as an auxiliary parameter. In general, first order auto-correlation in such the Euler equation may also indicate other features such as iid preference shocks. As far as our estimation method is concerned, this can lead to a biased estimate of the magnitude of noise in the data but the structural estimates will not be affected. The steps of the estimation with measurement error are as follows:
1. Run an OLS of consumption growth on the real rate and record the estimates of the constant, the slope parameter, the variance of the error term, the correlation coefficient between the error term and interest rate shocks and the auto-correlation parameter of the regression errors.
2. From the standard Normal, draw standardized simulated residuals ν S h,t and measurement errors η 3. Choose standard deviations for the expectations error distribution, σ ε , and the measurement error, σ η , correlation coefficient between the error term and interest rate shocks (ρ εr ) and construct simulated expectations errors, ε S h,t , and measurement errors, η S h,t , as above. Choose values for the intertemporal allocation parameters (γ, δ). Construct consumption ratios using equation (15). Introduce measurement error by multiplying the consumption ratio by measurement error ratios to define 'observed' simulated consumption ratios:
4. Repeat step 1 for the simulated data with the 'observed' simulated consumption ratios.
5.
If the values from steps 1 and 4 are the same, stop. Otherwise, go to step 3 and revise the choice of (γ, δ, σ η , σ ε , ρ εr ).
Thus a simple model with two preference parameters can be estimated using data on (noisy) consumption levels and interest rates.
Small Sample Properties
In this section we present small sample results on GMM estimation of exact and approximate Euler equations and our Synthetic Residual Estimation (SRE) method. We remind the reader that one of the most important conclusions that we take from the recent literature is that the estimation problem here is inherently a small sample one (see the discussion at the end of section 2); hence we do not present any asymptotic results and rely on Monte Carlo simulations alone. We use the same simulation environment as described in section 3. We generate data using a standard life cycle model in which a consumer maximizes expected utility subject to the intertemporal budget constraint. Table 2 gives the parameters (the same as for model 9 and 10 in For GMM we use continuously updated GMM (see Hansen, Heaton and Yaron (1996) ) to remove any dependence on the normalization. For the exact form, we estimate the preference parameters β, γ and σ η using the following orthogonality conditions (and assuming lognormal, classical measurement error):
Note that the parameters β, γ and σ η cannot be identified separately using only the first equation since γ and σ η enter in the equation in an unknown way. Therefore, we add another orthogonality condition obtained by the two-period apart Euler equation. The instruments taken are the constant and lagged real rate 8 . Our second empirical model is the approximate Euler equation:
where we use the same instruments used for the exact GMM estimation. Note here that we can only identify γ. Since this is a panel data model with potential correlation across individuals, the weighting matrix should be constructed accordingly. In practice, we found that a flexible weighting matrix that allows for all possible correlations do not work well in terms of convergence. The final estimator we use is the SRE. The errors used to generate simulated consumption paths are assumed to be distributed with a unit mean lognormal distribution (with ARCH(1,1) variance structure) and the auxiliary parameters are obtained by estimating the approximate Euler equation.
In our Monte Carlo experiments, we investigate the small sample properties of GMM on the exact Euler Equation, GMM on the first order approximation and SRE, both with and without measurement error. We perform five sets of experiments. We assume that the econometrician has panel data on consumption and estimates the preference parameters by pooling all individuals together. The baseline experiment is for 20 ex-ante identical households followed for 40 periods and no measurement error. The number of replications for all experiments is 10, 000. The second set of results increases the number of households to 50, holding the number of time periods constant. The third set of results takes the baseline case and reduces the number of time periods to 20. The basic motivation behind this experiment is to establish how well the estimators perform in the (fairly realistic) situation in which we have a medium length panel. add moderate measurement error to the consumption paths in the baseline model; specifically with our parameter values, half of the observed standard deviation of first differenced log consumption is noise. Finally, we consider the case where households may be liquidity constrained at some periods. For the experiment we use Model 10 described in Section3. As Euler equation does not hold when households are liquidity constrained, after simulating consumption paths, we remove periods when assets are not carried forward. A special care is taken for the removal process: We not only remove the periods with zero assets but also the period before and after that since we simulate consumption growth
Note also that for this experiment, the true discount rate is assumed to be 0.15 (quite high) to generate impatient households that are sometimes liquidity constrained. Without this, households would accumulate large wealth (given the high permanent income variance) and liquidity constraints would never bind. Hence, this experiment would not be any different from the first one. Table 3 presents the sampling distributions of the three estimators for our four experiments. In the absence of measurement error and with a long panel (environment 1), GMM using the exact Euler equation (EGMM) and that using the approximate Euler equation (AGMM) perform very similarly with both giving estimates of the coefficient of relative risk aversion that are biased downward. Exact GMM yields a lower standard deviation. SRE performs better than both EGMM and AGMM estimator, but yields more spread distribution than EGMM. Both EGMM and SRE do a remarkable job in recovering the discount factor (EGMM slightly better). Furthermore, EGMM does better tan SRE capturing the zero measurement error variance.
Increasing the number of cross-section units resulted in an higher mean estimate of coefficient of relative risk aversion for the EGMM whereas the approximate GMM shows considerable improvement. The SRE seems to have performed very well; both the mean and the median estimates are very close to the true value of 4. Moreover, the standard deviations of the distributions for all three estimators are substantially lowered. For the third experiment, we see that decreasing the number of time periods from 40 to 20 leads to some substantial changes. First, the standard deviations of all estimators have gone up although not very much for the SRE (from 2.11 to 2.26). Second, both of the GMM estimators exhibit serious bias in the mean estimates of the coefficient of relative risk aversion (downward for the EGMM and upward for the AGMM), whereas the SRE seems to be relatively stable (with a slight upward bias). This suggests that the SRE has small-T properties even in the absence of measurement error. In terms of capturing the true discount factor, EGMM and SRE do not seem to be significantly different in this environment; EGMM exhibits a slight upward bias (0.958) whereas the bias goes the other way for the SRE (0.944).
In the next experiment, we allow for a moderate measurement error in the consumption. The first feature of the estimates given in the Table 3 is that measurement error of this order leads to an upward bias in the AGMM estimator. Moreover, the distribution of the estimator gets terribly dispersed. This result is particularly disappointing for the approximate model since the approximation is chosen to deal with multiplicative measurement error. The SRE is now clearly superior to both AGMM and EGMM; mean coefficient of relative risk aversion is very close to the true value (4.13) while EGMM and AGMM exhibit serious bias (still downward fro EGMM and upward for AGGM). For the discount factor, both EGMM and SRE seem to perform well.
In the final experiment, we consider a buffer stock model (now the true discount factor is assumed to be 0.15). While SRE seems quite stable (with some downward bias), EGMM does a very poor job recovering the true coefficient of relative risk aversion. Surprisingly, in this environment, AGMM yields less dispersed sampling distribution relative to the other environments considered (although with a serious upward bias). For the discount factor, SRE is now clearly superior to EGMM The conclusion we draw for these Monte Carlo results are that in a very specific context and using the same model for the SRE as in actually generating the data, SRE does at least as well as EGMM when there is no measurement error and long panels and considerably better if we have a short panel or measurement error. Additionally, SRE always dominates approximate GMM for the estimation of the coefficient of relative risk aversion. Finally, in an environment where most households are 'buffer stock' savers, the SRE simply dominates both GMM estimators.
6 Estimates from the PSID
Sample Selection
In this section we present an empirical application of the SRE using the Panel Study of Income Dynamics (PSID). The survey contains annual information on food at home and food at restaurants. Despite its shortcomings (no expenditure variable other than food, large measurement error, representativeness issue due to attrition) we chose to work with the PSID because it is the longest available panel survey on consumption and it has been used extensively for Euler equation estimation previously. Our sample covers the periods between 1974 and 1987. Although the actual panel length is much longer, some of the food variables are hard to interpret prior to 1974 and food related questions were suspended for several years after 1987.
Our sample excludes households that did not report food expenditure for at least five consecutive years. We treat split-ups as separate household units. We also exclude any household that may be liquidity constrained in the sample period; we do this by keeping only the households that reported some savings 9 . We exclude single headed households, households whose marital status changed over the sample period and those whose head is less than 22 in 1974 and more than 60 in 1987. Finally, we exclude households whose consumption changed more than 150% from one period to another. We perform our estimations by splitting the sample into two categories: 'less educated' are the households whose head received less than 12 years (inclusive) and 'more educated' are the households whose head received more. Our final unbalanced panel (a minimum of 5 years and a maximum of 14 years) has a total of 788 households (observations) in the category of 'less educated' and 809 households (observations) in the category 'more educated'. We assume that all households face a common interest rate series calculated based on the U.S. three-month treasury bill rates and 9 Note that the Euler equation estimation is based on the implicit assumption that the equation holds every period for a given household. If a household carries forward some liquid assets from one period to the next than the relevant Euler equation for that household should hold. Even though this is not a perfect way of handling binding and/or expected to bind liquidity constraints, it seems to be a widely accepted one. 
Initial Conditions and Replication of the PSID
Exact imitation of the panel data in hand when simulating consumption growth of households is crucial in the estimation procedure. In the simulations, the consumption path of each household is imitated by setting the initial consumption to the one observed in the data for the corresponding household. The length of the observed paths are also imitated exactly. For example, a household that is observed only for 5 consecutive periods (say from 1981 to 1985) has a simulated consumption path exactly for 5 periods corresponding to the interest rates that prevailed between 1981 and 1985) . Hence, the simulated counterparts of the auxiliary parameter estimates are obtained from an unbalanced simulated panels of 788 'less educated' and 809 'more educated' households (exactly as it is in the data). We set the number of simulations to one for all data estimations.
Estimation of the Homogeneous Model
We begin by estimating a model in which the discount factor and the coefficient of relative risk aversion are assumed to be homogeneous within each education group. In order to obtain the auxiliary parameters we estimate the usual first order approximation to the consumption Euler equation by OLS. Since the related empirical literature has mostly relied on instrumental variable estimation of the log-linearized Euler equation we also present the IV estimates for comparison purposes. In both cases we have included the first difference of family size to control for the change in demographics. Table 4 presents the IV estimates and the OLS auxiliary parameter estimates used for the SRE. The estimates are the constant, the coefficient on the real rate, the second to fourth moments of the residuals, the AR parameter in a regression of the residuals on their lagged values and the AR parameter in a regression of the squared residuals on their lagged values.
For SRE we assume that the expectational errors distribution can be parameterized using a mixture of two lognormal distributions, both with a mean of unity. In order to identify the five parameters of the mixture distribution (the two variances, two serial dependence coefficients and the mixing probability) we use constant and the AR parameters of the regression of the squared OLS residuals on their lags, and the standard deviation, skewness and kurtosis of the OLS regression residuals obtained from the PSID sample. For the measurement error we take a unit mean lognormal distribution and estimate its standard deviation within the SRE procedure. The autoregressive coefficient of regression residuals is used to identify the percentage of noise in the sample. Our mixture model has eight model parameters (the two preference parameters, the measurement error variance, and the parameters of the mixed expectational error distribution) and eight auxiliary parameters. Table 5 presents SRE estimates of the discount factor, the coefficient of risk aversion and the percentage of noise in the consumption growth data for each education group. We estimate the coefficient of the relative risk aversion to be slightly higher for the more educated group implying EIS of 0.56 and 0.60 for the more educated and the less educated respectively. Discount factor estimates display a similar pattern; higher for the more educated. Taken together, these parameter estimates imply higher wealth accumulation for the more educated sample.
In order to be consistent with our Monte Carlo experiments we also estimate the nonlinear Euler equation (EGMM) in which the demographics enter exponentially. We use lagged interest rates as instruments. The EGMM results for the more educated group are remarkably similar to the SRE results. In fact, the point estimates for the coefficient of relative risk aversion are identical for both estimation methods. On the other hand, the results for the less educated group is quite different. Even though the estimated coefficient of relative risk aversion is smaller for the less educated group (as in the SRE) the magnitude is quite small for the exact GMM. Furthermore, EGMM estimates suggest higher discount factor for the less educated group.
The results presented here are encouraging. The SRE yields a point estimate of the discount factor for the more educated higher than that for the less educated, which accords with widespread priors. We find that both groups have slightly higher discount rate than the mean real rate (around 2 %) in our data so that both groups display mild impatience. We also find reasonable estimates for the coefficient of relative risk aversion with the more educated displaying more aversion to fluctuations (more risk aversion). This could be taken as evidence against the hypothesis that the EIS is independent of the level of consumption (the iso-elastic form). All of this is for the model with the same parameters for everyone within an education group. We now go on to consider whether these parameters are the same for everyone with the same education.
Estimation of the Heterogeneous Model
Of all the features that empirical analysis using micro data has to address, heterogeneity is the most important. In this section we present a method to identify the heterogeneity in the discount factor and coefficient of relative risk aversion within each education group. Our approach to identifying the distribution of discount factors begins with the observation that there are persistent differences between households in their consumption growth. We also see some differences in consumption growth variation possibly implying heterogeneity in EIS across households. To show this, we take means over time of consumption growth and consumption growth variance for each household.
In the upper panel of Figure 1 we present the distributions of mean consumption growth for our two education groups. Two features of the mean consumption growth distribution merit attention. First, the distribution of mean consumption growth for the more educated is to the right of that for the less educated. This is reflected in the higher discount factor found for the former in the homogeneous case. Second, within each education group there is significant heterogeneity. For example, for the more educated the mean consumption growth is about 0.01 (−0.004 for the less educated group) but some households have an average consumption growth of more than 0.1 per year (so that consumption in the final year is four times that of the initial year) and others have almost −0.1 (consumption in the final year is one fifth that of the initial year). One reason for these differences is that different households have different realizations of the expectations errors and some have persistently pleasant shocks. In the SRE modelling this is captured by our use of synthetic residuals, with some simulated households having long runs of good or bad draws. The other possible source of variation, if we assume that everyone has the same coefficient of relative risk aversion and the same measurement error structure, is differences in the discount factor. That is, more patient households have higher expected consumption growth. In lower panel of Figure 1 we present the distribution of the mean standard deviation of consumption growth for both education groups. Here, we do not see a very clear picture in terms of the differences in consumption growth variation across education groups.
To implement an estimator allowing for heterogeneity in both discount factor and coefficient of relative risk aversion, we first assume that they are joint-normally distributed across the population with mean £ μ γ , μ β ¤ , with standard deviation [σ γ , σ β ] and correlation coefficient ρ γ,β . In the simulation model we draw values of β h and γ h for each h and then construct household specific paths using the analogue of equation (15) and simulated residuals ε S h,t+1 :
To estimate the additional parameters σ γ , σ β and ρ γ,β we require three more auxiliary parameters. The obvious candidates are the some measure of the dispersion of the time averages of consumption growth (for discount factor variance), a measure of the dispersion of the time averages of consumption growth variation (for coefficient of relative risk aversion variance) and the correlation between (household specific) mean consumption growth and (household specific) variance of consumption growth (for correlation coefficient). We begin by testing whether the homogenous model is rejected by the data. We do this separately for discount factor and coefficient of relative risk aversion. Specifically, for discount factor, we take the just identified nine parameter heterogeneity model and set σ β = 0. The χ 2 (1) statistics for homogeneity are 23.8 and 10 for the less educated and more educated respectively. Thus we decisively reject the homogeneity in discount factor assumption. The test for the coefficient of relative risk aversion is performed similarly. In this case, χ 2 (1) statistics for homogeneity are 5.9 and 7.7 for the less educated and more educated respectively. Thus, we also reject the homogeneity in coefficient of relative risk aversion assumption. Given these rejections we go on to estimate the extent of the heterogeneity present in our data. In Figure 2 we present the results for a grid search over the standard deviation of the coefficient of relative risk aversion and discount factor for each of the education groups. The horizontal line gives the 5% cut-off for the standard deviation.
Turning to actual estimation of the heterogenous model, we present two sets of results. First, we presents the structural estimates based on the assumption of the joint normality. Then, we assume a different joint distribution for these parameters. Since it may be more plausible to restrict discount factor estimates between zero and one, we assume the following logistic model for the discount factor:
where u h v N (0, 1) and π β 0 and π β 1 are location and spread parameters respectively. As a positive distribution for the coefficient of relative risk aversion may be more realistic, we assume the following form
where v h v N (0, 1), π γ 0 and π γ 2 are location and spread parameters respectively, π γ 1 is the correlation parameter. The auxiliary parameters chosen to identify the structural parameter distribution are presented in Table 7 . For each household, we estimate an approximate euler equation via OLS. The distribution of household specific constants and household specific EISs are used to identify the structural parameter distribution. The structural estimates are presented in Table 8 The principal features of these results are: the mean discount factor and coefficient of relative risk aversion are lower for the less educated group. The assumption of lognormal, logistic distribution yields lower discount factor estimates than the assumption of joint normal for both education groups. The estimated range for the coefficient of relative risk aversion is much higher for the lognormal, logistic assumption for the educated sample than the joint normal assumption. Finally, the estimated correlation coefficient between the coefficient of relative risk aversion and discount factor is positive for both education groups across both distributional assumptions.
Conclusions
There is widespread agreement that, given currently available data, we cannot accurately estimate the parameters of intertemporal allocation using GMM on exact or approximate Euler equations. Our reading of this literature and our own results is that this is a small sample (strictly, short panel) problem. The alternative seems to be to move to full structural modelling. In the current state of the art this is cumbersome, fragile and unable to deal with significant heterogeneity. To circumvent these problems, we present a novel estimation procedure that combines some of the advantages of the Euler equation and structural modelling approaches. This procedure is based on simulating expectation errors; we refer to it as Simulated Residual Estimation (SRE). The principal advantage of SRE is that it allows us to estimate preference parameters without having to specify the underlying economic environment explicitly. We develop variants of the basic procedure that allow us to take account of measurement error in consumption, the 'news' in interest rate realizations and heterogeneity in discount factors. A Monte Carlo investigation of the small sample properties of the SRE estimator indicates that it dominates GMM estimation of both exact and approximate Euler equations in the case when we have short panels and noisy consumption data. To complement the Monte Carlo results, we present an illustrative empirical application to two samples drawn from the PSID. The results are very encouraging even though we have small sample sizes. We find that we can estimate the parameters of intertemporal allocation much more precisely than with a conventional GMM on a log-linearized model. For example,we find that the 95% confidence interval for the EIS is [0.27, 0.70] for the more educated whereas the linearized GMM confidence interval is [−0.38, 0. 90] . Moreover, the parameter estimates seem quite reasonable. For example, we find discount factors that are less then, but close to unity, with a higher discount factor for the more educated group. We also find that the more educated have a higher coefficient of relative risk aversion. Finally, we present evidence that there is a significant heterogeneity in the discount factor, in both the statistical and substantive sense. SRE relies on specifying the conditional distribution of the expectations errors. All of the above only uses consumption and interest rate information. The strength that our method shares with the Euler equation approach is that we do not have to specify the income process nor the processes for other relevant variables. Generally, however, one would expect to achieve more identification and better precision by using the observed income series for each household. Similarly, if we think that agents are sometimes liquidity constrained so that the Euler equation does not hold, then we need to observe asset information. In general, the Euler equation will only hold if positive assets (or assets above some debt limit) are carried forward. We can model this in an SRE framework but we leave this for future work.
Parameters
There are a number of further avenues to explore. One of these is to allow for conditionally heteroscedastic expectations errors in the estimation step; that is, allowing that the marginal utility of expenditure is a martingale and not a random walk. One particularly important facet of this is to allow for persistent heterogeneity in expectations error variances across agents. This will require the use of income and asset information. For example, low levels of beginning of period assets will be associated with high expectations error variances. As another example, we showed in section 2 that the distributional assumption we make (a mixture of two log normals) is a poor one if there are sometimes very low income realizations. If we observe income realizations then we can condition the variance (or higher moments) of the expectations error distribution on that. We also plan to use cross-section differences in interest rates due to differences in marginal tax rates and the wedge between borrowing and lending rates. The ultimate goal of this analysis will be the development of credible estimates of the variation in preference parameters across agents. Based on this we can then address whether cross-section variations in the EIS are due to (persistent) heterogeneity or to differences in wealth levels. This will lead on to a systematic exploration of alternative forms for the utility function (including the vexed question of whether the iso-elastic assumption is tenable). In the empirical illustration presented in this paper we have largely followed the literature in our modelling assumptions so as to highlight the SRE procedure. In future work on the PSID we shall present analyses based on larger samples with unbalanced panels and some agents only being in the sample for a short period. It will also be important to take coherent account of the fact that food is a sub-component of total expenditure and also to take more careful account of changes in the demographic composition of the household.
To conclude: Simulated Residual Estimation provides a procedure for estimating the parameters of intertemporal allocation without the need for full structural modelling. In estimation we can allow for 'classical' measurement error in consumption which leads to a good deal of bias in exact Euler equation GMM estimation. Furthermore the SRE procedure is flexible enough to allow us to consider a number of extensions to the conventional model. In this paper we have only considered allowing for heterogeneity in discount factors; in future work we plan to develop some of the other issues discussed above. Model 1 with low measurement error (30% noise) 15
Model 1 with high measurement error (60% noise) Note: interest rate is 0.03 for all constant rate models. Mean rate is 0.03 with standard deviation of 0.025 for stochastic rate models (9 and 10). σ z : std of permanent income shocks, σ ε : std of transitory income shocks * Model 1 with 1% probability of zero income. 
A Distribution of Expectational Errors
Here, we present the behaviour of expectational error of a wide variety of models. Model 1 is our benchmark model with a coefficient of relative risk aversion of 4, the discount rate is very close to the constant real rate of interest and no liquidity constraints. Most of our models are simple variants of this benchmark model. Model 2 allows for less aversion to fluctuations (risk), specifically a coefficient of relative risk aversion of 2. Model 3 allows for impatience (higher discount factor, 0.15). Model 4 is the same as the benchmark model except that we have a higher permanent income variance. Model 5 assumes the same income process as the benchmark model, but in this case the process is given a small probability of zero transitory income in any period (a 'Carroll' process) . This assumption imposes an implicit liquidity constraint so that agents optimally choose not to borrow in any period over the life cycle. Note that this case differs from a Deaton type buffer stock model where the liquidity constraint is explicit. Model 6 is simply model 5 with impatience. Since agents optimally choose not to borrow the Euler equation always holds in model 5 and 6. Model 7 imposes an explicit liquidity constraint and model 8 imposes the liquidity constraint on impatient agents (a Deaton buffer stock environment). Model 9 is the same as the baseline model with a stochastic real interest rate. Model 10 is the same as model 8 (explicit liquidity constraint and impatience) with a stochastic real interest rate. Models 11, 12 and 13 allow for some heterogeneity. Model 11 allows that there may be heterogeneity in the coefficient of relative risk aversion; specifically we assume a mixing model in which agents have γ = 4 or γ = 2 with probability one half. Model 12 mixes impatient and patient agents (heterogeneity in discount rates). Model 13 allows that agents have different income processes; specifically they have a low or high permanent income variance with probability half. Finally, the last two models experiment with lognormally distributed measurement error. In these cases we allow for measurement error in the benchmark model. In model 14, 30% of consumption growth variation is noise whereas the noise is increased to 60% in model 15.
For models 1 to 10, consumption paths were generated for 10, 000 ex-ante identical individuals. For every model T = 40, N = 10, 000. U-test is p-value (in %) for a unit mean; L-test is p-value for lognormality; M-test is p-value for mixture of lognormals. t_Ratio is the t_ratio of coefficient on ε 2 t in regression ε 2 t+1 = cons + ε t + ν t+1 where ε t is expectation errors obtained from respective models and ν t+1 white noise. Given time paths C h,t , we generate errors for agent h in period t + 1 by:
Note that the interest rate varies over time only in models 9 and 10. In each case we use only the observations from periods 20 to 60 (to give expectations errors for periods 21 to 60) to minimize the impact of starting and end effects. Consumption paths for models 10 to 15 are generated from the consumption paths of models 1 to 10. For the mixing models 10 to 13 we randomly select 5, 000 paths from each of the component models and use these. For the measurement error models 14 and 15, we take the consumption paths from model 1 and generate observed paths by multiplying them with independently distributed lognormal, multiplicative, and unit mean measurement errors. Distributional features of the expectations errors for these 15 models are presented in Table 10 . The first four columns of Table 2 give the first four moments for the distribution. The next column gives the probability for a test that the mean is unity. The final two columns give tests that the distribution is lognormal and a mixture of two lognormals respectively.
The main features of the expectational error distribution for the benchmark model (model 1) are that it has unit mean (as we would expect) and some skewness. The right (positive) skewness is observed for most of our models; it reflects the concavity of consumption function in cash-on-hand (current earnings plus non-labour wealth) and the asymmetry of the income processes we use in all models except for model 5. We find that the expectations errors for this simple model appear to be lognormally distributed (see the column headed L-test). Model 2 differs from the benchmark in having a lower risk aversion. As can be seen, a lower coefficient of relative risk aversion is associated with a lower standard deviation for the unconditional expectations errors. 10 The mapping from the coefficient of relative risk aversion to the expectations error variance seen in this simple comparison forms a partial basis for identification in the estimation scheme we present below. Of course, the variance of the distribution will also depend on environmental factors such as the amount of interest rate variation and the underlying earnings process, so that more is required for identification. Note as well that a lower aversion to fluctuations leads to lower skewness; this reflects the fact that a lower coefficient of relative risk aversion is closer to linear preferences (risk neutrality which in turn implies no prudence) so that the consumption function is less concave. A comparison of models 1 and 3 reveals that higher impatience is associated with a higher variance and slightly more skewness. Once again we do not reject lognormality. Model 4 indicates that a higher income variance leads to a higher error variance distribution with larger skewness and kurtosis. All of models 1 to 4 are very standard and, as we have seen, generate lognormal expectations error distributions.
In model 5 we vary the income process to being simply an iid normal process with a unit mean.
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As can be seen, the expectations error distribution for this process is not right skewed and we reject lognormality but not the mixture model. In model 6 we assume the baseline environment except that agents are sometimes (but rarely) hit by a zero income draw. In this case, current consumption relative to the previous and following period is small (except in the very rare case in which the agent receives two consecutive zero income draws). Since we then take (the inverse of) fourth powers, the associated expectations errors are very large, hence the very pronounced skewness and kurtosis. Although such a process is not very realistic, it serves to illustrate that expectations errors can be very far from lognormal or a mixture of lognormals, as can be seen from the reported probabilities. Models 7 and 8 introduce a no-borrowing constraint. Even though model 7 agents are not impatient, the constraint sometimes binds and the consequent error distribution is more skewed and heavier tailed than the benchmark distribution. We do not, however, reject the mixture model. For model 8 agents are impatient. They never accumulate much in the way of assets and often bump up against the borrowing limit which gives them a lower current consumption than they would wish, relative to the future. Consequently the mean expectations error is non-unit and the distribution is too skewed and fat tailed to be adequately approximated by a mixture of log normals.
In model 9 we extend the benchmark model by allowing for a stochastic real rate. This is also the model we use to investigate the small sample properties of our competing estimators in Section 5. It is important to note that although we allow for time series variation in interest rates we assume away cross section variation. The distributional properties of model 9 are very similar to the benchmark case and we do not reject lognormality.
Turning to the effect of heterogeneity, we see from the results for model 10 that introducing heterogeneity in the coefficient of relative risk aversion leads to moments that are similar to those of the models for which it is a mixture (models 1 and 2) but a decisive rejection of lognormality. The mixture of lognormals is not rejected. For discount rate heterogeneity (with no liquidity constraints), model 11, we find very similar results to the component models (1 and 3) with no rejection of lognormality. For income process heterogeneity (model 12) we find fatter tails and a consequent rejection of lognormality but not of the mixture model.
Finally we turn to the effects of measurement error. As can be seen, adding measurement error increases the mean of the expectations errors (see equation (9)) and the error variance. However, the distribution changes in such a way that lognormality is preserved.
In this section we have presented the expectations error distributions associated with a wide range of models. A number of points emerge. First, different underlying environments may give rise to similar distributions. As we shall discuss below, this will impact on the data needs for identification. Second, we do not reject lognormality for many of our models and we do not reject a mixture of lognormals with a unit mean for most models. This will be used extensively in our estimation procedure. The two major deviations from the mixture of lognormals occur when we use a Carroll income processes or there are explicit liquidity constraints and agents are impatient (the Deaton buffer stock model). In our empirical work below we select households who are less likely to be in this class of agents.
One important feature to emerge from our analysis is that although we have a non-stationary environment (because of the finite horizon) the unconditional distribution of the expectation errors is very stable. Thus for all models the distribution in period 20 is very similar to that in period 50 (20 years from the end of life). In our estimation procedure we shall assume that the expectations errors are stationary.
In addition to examining basic distributional features of the expectational error distributions generated by different models, we checked and confirmed standard orthogonality assumption (for example, no correlation of errors with their lags). Simple regressions of errors on their lags squared, squared errors on lags squared and similar third and fourth moment regressions led us to the conclusion that the assumption of independently distributed expectational errors (allowing correlation across individuals via interest rate shocks) is plausible. This is not to say that we cannot define a model that violates the independence assumption. For this reason we experimented with a model with heteroscedastic income shocks and found that even with considerable heteroscedasticity in income shocks we still do not see serious dependence in the expectational errors. Thus we conclude that most models that assume perfect capital markets that are considered in the literature as candidates for intertemporal allocation give a distribution of expectations errors that is stationary (if we drop initial and final values) and well approximated by a mixture of lognormals. This distributional conclusion does not hold if we have impatient agents who face a no borrowing constraint or agents who face a very skewed (Carroll) income process.
B Simulated Minimum Distance.
Our estimation procedure is simulation based. Following Hall and Rust (2002) we refer to the general technique as Simulated Minimum Distance (SMD) since it is based on matching (minimizing the distance between) statistics from the data and from a simulated model. The class of SMD estimators includes the EMM procedure of Gallant and Tauchen (1996) and the Indirect Inference methods of Gouriéroux, Monfort and Renault (1993) . Here we present a short account of the method as applied generally to panel data; see Hall and Rust (1999) and Alvarez, Browning and Ejrnaes (2001) for details.
Suppose that we observe h = 1, 2..H units over t = 1, 2...T periods recording the values on a set of Y variables that we wish to model and a set of X variables that are to be taken as conditioning variables. Thus we record {(Y 1 , X 1 ), ...(Y H , X H )} where Y h is a T ×l matrix and X h is a T ×k matrix. For modelling we assume that Y given X is identically and independently distributed over units with the parametric conditional distribution F (Y h |X h ; θ) , where θ is an m-vector of parameters.
; these outcomes, of course, depend on the model chosen (F (.)) and the value of θ taken in the model.
Thus we have some data on H units and some simulated data on S * H units that have the same form. The obvious procedure is to choose a value for the parameters which minimizes the distance between some features of the real data and the same features of the simulated data. To do this, define a set of auxiliary parameters that are used for matching. Gallant and Tauchen (1996) suggest first finding a 'score generator' (flexible quasi-likelihood function) which nests the true model, and then using the score vector from this as auxiliary parameters. In the Gouriéroux et al. (1993) Indirect Inference procedure, the auxiliary parameters are maximizers of a given data dependent criterion which constitutes an approximation to the true DGP. Both of these approaches are motivated by attempts to derive estimators that have efficiency properties that are close to MLE. In Hall and Rust (1999) , the auxiliary parameters are simply statistics that describe important aspects of the data;
Alvarez et al. (2001) perform a small Monte Carlo study and argue that it is best to work with just identified models (J = m). This is largely because the objective function may have many local minima and we can only be sure we have converged to a global minimum (not necessarily unique) if the model is just identified. In the just identified case the choice of W is irrelevant (except for computational reasons) and the minimized criterion should be zero. For just identified models, we would conclude that the model is 'well-specified' (relative to a particular choice of m auxiliary parameters) if and only if there is some value of the model parameters such that γ
Typically we have J > m; in this case we use m of the auxiliary parameters to fit the model and the remaining J − m auxiliary parameters to test for the goodness of fit.
C The Consumption Function
We assume that the utility function is intertemporally additive and the sub-utilities are iso-elastic. The problem of the generic consumer h at time t is: where C is non-durable consumption (separable from durables) , A is assets, Y is stochastic labor income and r is the stochastic real interest rate. We assume finite life and end of life T is certain. The discount rate δ and the coefficient of risk aversion γ are positive. Our generic consumer has no bequest motive so that A T +1 = 0. The stochastic process driving labor income is taken to be that described in equation (11). We assume that the innovations to income are independent over time and across individuals i.e. we assume away aggregate shocks to income. Individuals can use only one asset to smooth their consumption against these idiosyncratic income shocks. The return on this asset (interest rate) is generated by a stationary AR(1) process:
where μ is the unconditional mean, ρ is AR(1) coefficient with 0 < ρ < 1, and t+1 is assumed to be iid Normal with mean zero and standard deviation σ . Following Deaton(1991) , the budget constraint is re-defined as X h,t+j+1 = (1 + r h,t+j+1 )(X h,t+j − C h,t+j ) + Y h,t+j+1
where X h,t+j = A h,t+j + Y h,t+j (cash on hand). The income process is nonstationary which makes the problem harder to solve since the range of possible income values is large. Instead, we redefine all the relevant variables in terms of their ratios to permanent income and solve for the consumption to income ratio. By doing this we reduced the number of state variables to two, namely the cash on hand to income ratio and the interest rate. Moreover, we obtain an iid income process which can be approximated by standard Quadrature methods. Given this redefinition of the relevant variables, the Euler equation can be written as
where θ t = C t P t , w t = X t P t . The problem is solved via policy function iteration using the terminal value condition. At the terminal date T , consumption is function of only cash on hand and since the bequest motive is assumed away θ T = w T .
For the income process, we use a 10 point Gaussian Quadrature and following Tauchen (1986) we approximate the interest rate process by forming a 10 point first order discrete Markov process. We use a cubic spline to approximate the consumption function at each iteration. Since we solve a finite life problem, we obtain T consumption-to-income ratio functions {θ 1 (w 1 , r 1 ), ..., θ T (w T )}. Table ? ? reports the parameter values used in the solution and the simulation of the model described above. The agent is allowed to borrow the amount he can pay back with certainty. In the infinite life case this would correspond to the borrowing limit of min Y max r . The discount rate and the mean interest rate are chosen to be equal in order to prevent consumers to quickly go towards the borrowing constraint. When the discount rate is large relative to the interest rate, consumers borrow close to the maximum possible amount. Then the movement of consumption is largely driven by income and the identification of interest rate impact on consumption growth becomes very difficult.
We initialize the algorithm with the consumption rule at the end of life c T (x T ) = x T . The constraint on borrowing is that at the end of the life person should pay back all his outstanding debt. In practice this constraint will never bind since the utility function satisfies the Inada conditions which implies that zero consumption is never chosen. Instead we will observe very impatient individuals getting very close to the borrowing limit, whereas it will be irrelevant for the patient ones. Since we do not assume an explicit borrowing limit as in Deaton (1991) , the consumption functions are continuously differentiable. In fact, in our case where agents have iso-elastic preferences and income uncertainty, consumption functions are strictly concave. In order to solve the problem, we define an exogenous grid for the cash on hand to income ratio: {x j } J j=1 . It is important to adjust the grid as the solution goes back in time. The algorithm finds the consumption that makes the standard Euler equation hold for each value of x and r. In practice, we took 500 points for x and 10 points for r. After obtaining c T −1 , we use a cubic spline to approximate c T −1 (x T −1 ) for each r. After obtaining the consumption functions for each age, we simulate life time consumption paths using the intertemporal budget constraint and generating random draws for income and interest rate. Generated paths differ due to different realizations of income and interest rates for each individual.
For our Monte Carlo experiments we generate 80 period consumption paths for ex ante identical consumers. Individuals are assumed to face the same interest rate series. Therefore individuals' consumption paths differ due only to different income realizations. Although it is possible to allow D Simulating the Lognormal Distribution.
Before presenting the full optimization algorithm, we have to digress a little and discuss how to simulate draws from a lognormal distribution with a mean of unity. In the optimization routine for any simulation estimator it is important to keep the draws constant from iteration to iteration, otherwise the optimization routine becomes unstable. We can simulate a lognormal by taking:
X v exp (a + bN (0, 1)) where N (0, 1) denotes the standard Normal. The mean and variance of X are given by:
To ensure that the mean is unity we need to impose:
Thus if we simulate draws from a lognormal with mean 1 and a standard deviation of σ X we use:
In the algorithm below, the procedure is to draw a matrix vector of standardized Normal variables and then to use this formula to give a lognormal with unit mean and varying standard deviation. 
