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Methods of enumeration of spanning trees in a ﬁnite graph,
a problem related to various areas of mathematics and physics,
have been investigated by many mathematicians and physicists.
A graph G is said to be n-rotational symmetric if the cyclic
group of order n is a subgroup of the automorphism group of G .
Some recent studies on the enumeration of spanning trees and
the calculation of their asymptotic growth constants on regular
lattices with toroidal boundary condition were carried out by
physicists. A natural question is to consider the problem of
enumeration of spanning trees of lattices with cylindrical boundary
condition, which are the so-called rotational symmetric graphs.
Suppose G is a graph of order N with n-rotational symmetry
and all orbits have size n, which has n isomorphic induced
subgraphs G0,G1, . . . ,Gn−1. In this paper, we prove that if there
exists no edge between Gi and G j for j = i − 1, i + 1 (mod n),
then the number of spanning trees of G can be expressed in
terms of the product of the weighted enumerations of spanning
trees of n graphs Di ’s for i = 0,1, . . . ,n − 1, where Di has N/n
vertices if i = 0 and N/n+ 1 vertices otherwise. As applications we
obtain explicit expressions for the numbers of spanning trees and
asymptotic tree number entropies for ﬁve lattices with cylindrical
boundary condition in the context of physics.
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Suppose that G = (V (G), E(G)) is an edge-weighted graph (say weighted graph) with no multiple
edges and no loops and with vertex set V (G) = {v1, v2, . . . , vn} and edge set E(G). The weight w(T )
of a spanning tree T in G is deﬁned as the product of weights of edges in T , i.e.,
w(T ) =
∏
e∈E(T )
w(e).
The generating function t(G) of spanning trees is given by
t(G) =
∑
T
w(T ),
where the sum is over all spanning trees of G . Deﬁne dG(vi) to be the sum of weights of edges in-
cident with vertex vi . Then the diagonal matrix of vertex degrees of G is diag(dG(v1),dG(v2), . . . ,
dG(vn)). Denote the adjacency matrix and Laplacian matrix of G by A(G) = (aij)n×n and L(G) =
diag(dG(v1),dG(v2), . . . ,dG(vn)) − A(G), respectively, where aij equals the weight of edge (vi, v j)
if (vi, v j) is an edge of G and aij equals zero otherwise. A well-known formula for t(G) is the Matrix-
Tree Theorem (see e.g. [2,3]):
t(G) = det(L(G)i j),
where L(G)i j is the submatrix obtained from L(G) by deleting the ith row and the jth col-
umn.
Let D = (V , A) be a weighted digraph with no multiple arcs and no loops, with vertex set V =
{v1, v2, . . . , vn}. Denote the sum of weights of arcs with initial vertex vi by dD(vi). Then the diagonal
matrix of vertex out-degrees of D is diag(dD(v1),dD(v2), . . . ,dD(vn)). Denote the adjacency matrix
and Laplacian matrix of D by A(D) = (bij)n×n and L(D) = diag(dD(v1),dD(v2), . . . ,dD(vn)) − A(D),
respectively, where bij equals the weight of (vi, v j) if (vi, v j) is an arc of D and zero otherwise (if
D is a weighted digraph with loops and multiple arcs, then bij (i = j) equals the sum of weights of
arcs with initial vertex vi and terminal vertex v j if there exist such arcs and bij (i = j) equals zero
otherwise, and bii equals the sum of weights of loops with initial vertex vi if there exist such loops
and zero otherwise). A directed spanning tree of D with root vi is a spanning subdigraph of D the
underlying graph of which is a spanning tree of the underlying graph of D and there exists a unique
directed path from v j(= vi) to vi for each j = 1,2, . . . ,n. The weight w(T ) of a directed spanning
tree T in D is deﬁned as the product of weights of arcs in T . Denote by t(D, vi) the sum of weights
of directed spanning trees of D with root vi . A well-known result for t(D, vi) is as follows.
Theorem 1.1 (Tutte, 1948). Let D be a weighted digraph with vertex set {v1, v2, . . . , vn} and L(D) the Lapla-
cian matrix of D. Then
t(D, vi) = det
(
L(D)i
)
,
where L(D)i is the submatrix of L(D) obtained by deleting the ith row and the ith column from L(D) for
1 i  n.
The following lemma is well known (see for example [2]).
Lemma 1.1. Let 0 < μ1  μ2  · · ·  μn−1 be the Laplacian eigenvalues of a connected weighted graph G
with n vertices. Then
t(G) = μ1μ2 . . .μn−1
n
.
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of electric circuits [16]. It is a problem of fundamental interest in mathematics [2,4,8,15,18,24,30]
and in physics [5,6,22,26]. The number of spanning trees is closely related to the partition function
of the q-state Potts model in statistical mechanics [12,28]. Some recent studies on the enumeration
of spanning trees and the calculation of their asymptotic growth constants on regular lattices were
carried out in [6,7,21,25].
Temperley [23] found a bijection between spanning trees of an m×n grid and perfect matchings of
a (2m+1)× (2n+1) grid with a corner removed. Propp and, independently, Burton and Pemantle [4]
generalized this bijection to map spanning trees of general (undirected unweighted) plane graphs to
perfect matchings of a related graph. Kenyon, Propp, and Wilson [15] extend this bijection to the
directed weighted case.
For the asymptotic property of spanning trees of graphs, Lyons [18] proved the following result.
Theorem 1.2. (See Lyons [18].) Let {Gn} be a tight sequence of ﬁnite connected graphs with bounded aver-
age degree such that limn→∞ log t(Gn)|V (Gn)| = h. If {G ′n} is a sequence of connected subgraph of {Gn} such that
limn→∞
|{v∈V (G ′n); dGn (v)=dG′n (v)}||V (Gn)| = 1, then limn→∞
log t(G ′n)
|V (G ′n)| = h.
By two methods (one algebraic, one combinatorial), Ciucu and the current authors [8] obtained a
factorization theorem for the number of spanning trees of the plane graphs with reﬂective symmetry
(all orbits have two vertices). Recently, the current authors [30] obtained a factorization theorem for
the number of spanning trees of the more general graphs with reﬂective symmetry (i.e., so-called the
graphs with an involution, all orbits have one or two vertices). Shrock and Wu [21] gave a method
of enumerating spanning trees of lattices with toroidal boundary condition and obtained the exact
formulae of the numbers of the spanning trees of many lattices with toroidal boundary condition. It
is of interest to enumerate spanning trees of lattices with cylindrical boundary condition, which are
the so-called n-rotational symmetric graphs (see the deﬁnition in Section 2).
In this paper, we prove that if G is a graph of order N with n-rotational symmetry and all orbits
have size n, which has n isomorphic induced subgraphs G0,G1, . . . ,Gn−1 such that there exists no
edge between Gi and G j for j = i − 1, i + 1 (mod n), then the number of spanning trees of G can
be expressed in terms of the product of the numbers of spanning trees of n graphs D0, D1, . . . , Dn−1,
where Di has N/n vertices if i = 0 and N/n + 1 vertices otherwise. As applications, we obtain closed
formulae of the numbers of spanning trees and asymptotic tree number entropies of the hexago-
nal, 8.8.4, 3.12.12, 33.42 and triangular lattices with cylindrical boundary condition in the context of
physics.
Remark 1.1. Jockusch [14] proved by mostly combinatorial arguments that the number of perfect
matchings of a large class of graphs with 4-rotational symmetry is squarish. Based on the above
bijection of spanning trees of a plane graph and perfect matchings of a related graph in [4,15], our
approach to enumerate spanning trees may be used for enumeration of perfect matchings of some
plane graphs with rotational symmetry.
2. A factorization theorem
The automorphism group of a graph G characterizes its symmetries, and is therefore very useful
for simplifying the computation of some of its invariants. One of the most successful results in this
direction is to use the character of the automorphism group of a graph G to compute its characteristic
polynomial (see for example Cvetkovic´ et al. [9] and Feng et al. [10]). A graph G is said to be n-
rotational symmetric if the cyclic group Cn of order n is a subgroup of the automorphism group of G .
We call Cn the rotational subgroup of an n-rotational symmetric graph G .
If G is a weighted graph, the weight of each edge e of G is denoted by w(e). If the underlying
graph of G is n-rotational symmetric (whose rotational subgroup is the cyclic group Cn = 〈g〉) and for
every e ∈ E(G) we have w(e) = w(gi(e)) for i = 0,1,2, . . . ,n − 1, that is, the weighted function on
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the edges is constant on the orbits of g , then we say that G is a weighted graph with n-rotational
symmetry (or g preserves weights).
Let G be a weighted graph of order N with n-rotational symmetry, which has symmetric axes
0, 1, . . . , n−1 passing through the rotation center O , where O is not a vertex of G . Fig. 1(a) shows
an example of a 6-rotational symmetric graph. If G has some vertices lying on its symmetric axes i ’s,
then we can slightly rotate the symmetric axes such that there is no vertex lying on its new symmet-
ric axes. Hence we can assume that there exists no vertex of G lying on 0, 1, . . . , n−1. If we delete
all the edges intersected by 0, 1, . . . , n−1, then n isomorphic components Gi = (V (Gi), E(Gi)) for
0  i  n − 1 are obtained, where V (Gi) = {v(i)1 , v(i)2 , . . . , v(i)N/n} is the vertex set of Gi . Obviously,
φ : v(i)k 	→ v( j)k (k = 1,2, . . . ,m) is an isomorphism between Gi and G j , i, j = 0,1, . . . ,n − 1. We
assume that there exists no edge between Gi and G j for j = i − 1, i + 1 (mod n) (see Fig. 1(a)).
Let E(Gi − Gi+1) denote the set of edges between Gi and Gi+1 in G . Let D0 be the graph with
N/n vertices obtained from G0 by add one edge (v
(0)
i , v
(0)
j ) with weight ω(e) for each edge of the
form e = (v(0)i , v(1)j ) ∈ E(G0 − G1) and i = j. For the graph G in Fig. 1(a), there exist two edges in
E(G0 − G1) one of which has the form e = (v(0)i , v(1)j ) ∈ E(G0 − G1) and i = j. Hence D0 can be
shown in Fig. 2(a).
We also need to deﬁne n − 1 weighted digraphs D1, D2, . . . , Dn−1 with N/n + 1 vertices
from G0, which may contain multiple arcs, as follows. Note that the vertex set of G0 is V (G0) =
{v(0)1 , v(0)2 , . . . , v(0)N/n}. Let G¯0 be the weighted digraph obtained from G0 by replacing each edge
e = (v(0)i , v(0)j ) of G0 with two arcs (v(0)i , v(0)j ) and (v(0)j , v(0)i ) with weight w(e), respectively. Let
ω be a primitive nth root of unity. For each k = 1,2, . . . ,n − 1, deﬁne Dk to be the weighted digraph
obtained from G¯0 by the following procedure.
(1) Add a new vertex u to G¯0.
(2) For each edge of the form e = (v(0)i , v(1)j ) ∈ E(G0 − G1) and i = j, add four arcs (v(0)i ,u), (v(0)j ,u),
(v(0)i , v
(0)
j ), and (v
(0)
j , v
(0)
i ) in Dk with weights w(e)(1 − ωk),w(e)(1 − ω−k),w(e)ωk , and
w(e)ω−k , where w(e) is the weight of e in G .
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(b) and (c) represents two oppositely oriented arcs, and ω is a primitive nth root of unity.
(3) For each edge of the form e = (v(0)i , v(1)i ) ∈ E(G0 − G1), add an arc (v(0)i ,u) with weight
w(e)(2− ωk − ω−k), where w(e) is the weight of e in G .
For the graph G shown in Fig. 1(a), the corresponding weighted digraph Dk (k = 1,2, . . . ,n − 1)
is shown in Fig. 2(b), where each edge without orientation in the ﬁgure represents two oppositely
oriented arcs, and ω is a primitive nth root of unity.
Now we can state one of our main results as follows.
Theorem 2.1 (Tree Factorization Theorem). Let G be a connected weighted graph of order N with n-rotational
symmetry and all orbits have the same size n. Let the Gi ’s be the n graphs deﬁned above. Suppose there exist
no edges between Gi and G j for i− j = 1 (mod n) and there exist no vertices of G lying on the axes of rotation
l0, l1, . . . , ln−1 passing through O . Let Dk’s be deﬁned as above. Then
t(G) = t(D0)
n
n−1∏
k=1
t(Dk,u),
where t(D0) is the weighted enumeration of spanning trees of D0 and t(Dk,u) is the weighted enumeration
of directed spanning trees with root u of Dk for k = 1,2, . . . ,n − 1.
Proof. Let A(G0) be the adjacency matrix of G0 and let R denote the adjacency relation between
V (G0) and V (G1). Note that G is an n-rotational symmetric graph. By a suitable labelling of vertices
of G , the Laplacian matrix L(G) has the following form:
L(G) =
⎛
⎜⎜⎜⎜⎜⎜⎝
F0 − A(G0) −R 0 · · · 0 −RT
−RT F0 − A(G0) −R · · · 0 0
0 −RT F0 − A(G0) · · · 0 0
...
...
. . .
. . .
. . .
...
0 0 0 · · · F0 − A(G0) −R
−R 0 0 · · · −RT F0 − A(G0)
⎞
⎟⎟⎟⎟⎟⎟⎠
n×n
= In ⊗
(
F0 − A(G0)
)− B ⊗ R − BT ⊗ RT
where F0 = diag(dG(v(0)1 ),dG(v(0)2 ), . . . ,dG(v(0)m )) is a diagonal matrix of order m =: N/n,
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⎛
⎜⎜⎜⎜⎝
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
. . .
. . .
. . .
...
0 0 0 · · · 0 1
1 0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎠
n×n
,
and B ⊗ R denotes the tensor product of two matrices B and R .
Let 〈g〉 be a cyclic group of order n. Obviously, ρ : gi → Bi is a faithful representation of this
group. Note that the cyclic group of order n has exactly n (linear) characters χi ’s such that χi(g) = ωi ,
where ω is a primitive nth root of unity. Hence there exists an invertible matrix T such that T BT−1 =
diag(1,ω, . . . ,ωn−1). Since BT = B−1, we have
(T ⊗ Im)L(G)(T ⊗ Im)−1
= (T ⊗ Im)
[
In ⊗
(
F0 − A(G0)
)− B ⊗ R − BT ⊗ RT ](T ⊗ Im)−1
= In ⊗
(
F0 − A(G0)
)− diag(1,ω, . . . ,ωn−1)⊗ R − diag(1,ω−1, . . . ,ω−(n−1))⊗ RT
= diag(F0 − A(G0) − R − RT , F0 − A(G0) − ωR − ω−1RT , . . . ,
F0 − A(G0) − ωn−1R − ω−(n−1)RT
)
.
Hence the Laplacian characteristic polynomial of G can be expressed by
φ(G, x) =: det(xIN − L(G))= φ0(G, x)φ1(G, x) . . . φn−1(G, x),
where
φt(G, x) = det
(
xIm − F0 + A(G0) + ωt R + ω−t RT
)
.
Note that
d
dx
φ(G, x) = φ′0(G, x)
n−1∏
t=1
φt(G, x) + φ0(G, x)
n−1∑
j=1
∏n−1
t=1 φt(G, x)
φ j(G, x)
φ′j(G, x).
Hence, by Lemma 1.1,
Nt(G) = μ1μ2 . . .μN−1 = (−1)N−1 d
dx
[
φ(G, x)
]∣∣∣∣
x=0
= (−1)N−1φ′0(G,0)
n−1∏
j=1
φ j(G,0)
+ (−1)N−1φ0(G,0)
[
n−1∑
j=1
∏n−1
t=1 φt(G, x)
φ j(G, x)
φ′j(G, x)
]
x=0
, (2.1)
where μ1,μ2, . . . , and μN−1 are the nonzero Laplacian eigenvalues of G . Note that N = mn. From
(2.1) it suﬃces to prove the following Claims 1–3:
Claim 1. φ0(G,0) = 0.
Claim 2. φ j(G,0) = (−1)mt(D j,u) for j = 1,2, . . . ,n − 1.
Claim 3. φ′0(G,0) = (−1)m−1mt(D0).
We need to prove the following claims:
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Claim 5. F0 − A(G0) − ω j R − ω− j RT is the submatrix of the Laplacian matrix L(D j) of D j obtained by
deleting the row and column corresponding to vertex u.
First we prove Claim 4. Let X = (xst)1s,tm = F0 − A(G0) − R − RT . Set δst = 1 if s = t and
δst = 0 otherwise. Note that xst = δstdG(v(0)s ) − ast − rst − rts if 1  s, t  m, where dG(v(0)s ) is
the degree of v(0)s in G , A(G0) = (ast)1s,tm is the adjacency matrix of G0, and R = (rst)1s,tm
(resp. RT ) denotes the incident relation between G0 and G1 (resp. G0 and Gn−1) in G . Hence
xss = dG(v(0)s ) − 2rss . If there exists an edge es = (v(0)s , v(1)s ) with weight rss =: w(es) between G0 and
G1 in G , then, by the deﬁnition of the rotational symmetry, there exists an edge (v
(0)
s , v
(n−1)
s ) with
weight rss = w(es) between G0 and Gn−1 in G . Suppose the set of edges between v(0)s and G1 in G is
{et =: (v(0)s , v(1)t ) | t = s, i1, i2, . . . , ip} and the set of edges between v(0)s and Gn−1 in G is
{e′t =: (v(0)s , v(n−1)t ) | t = s, j1, j2, . . . , jq}, where 0  p,q  m − 1. By the deﬁnition of the rota-
tional symmetry, then {e′′t =: (v(0)t , v(1)s ) | t = s, j1, j2, . . . , jq} is a subset of edges between G0
and G1 and w(e′t) = w(e′′t ). By the deﬁnition of D0, (v(0)s , v(0)i1 ), (v
(0)
s , v
(0)
i2
), . . . , (v(0)s , v
(0)
ip
) and
(v(0)s , v
(0)
j1
), (v(0)s , v
(0)
j2
), . . . , (v(0)s , v
(0)
jq
) are “adding” edges with weights w(e1),w(e2), . . . ,w(ep) and
w(e′1),w(e′2), . . . ,w(e′q) in D0. Hence dD0(v
(0)
s ) = dG(v(0)s ) − 2rss −
∑p
t=1 w(et) −
∑q
t=1 w(e′t) +∑p
t=1 w(et) +
∑q
t=1 w(e′t) = dG(v(0)s ) − 2rss = xss . If there exists no edge between v(0)s and v(1)s
in G (hence, by the deﬁnition of the rotational symmetry, there exists no edge between v(0)s
and v(n−1)s ), then rss = 0 and hence xss = dG(v(0)s ). Suppose the set of edges between v(0)s and
G1 in G is {et =: (v(0)s , v(1)t ) | t = i1, i2, . . . , ip} and the set of edges between v(0)s and Gn−1
in G is {e′t =: (v(0)s , v(n−1)t ) | t = j1, j2, . . . , jq}, where 0  p,q  m − 1. Similarly, we can show
that dD0 (v
(0)
s ) = dG(v(0)s ) −
∑p
t=1 w(et) −
∑q
t=1 w(e′t) +
∑p
t=1 w(et) +
∑q
t=1 w(e′t) = dG(v(0)s ) = xss .
Hence diag(x11, x22, . . . , xmm) = F0 − diag(2r11,2r22, . . . ,2rmm) is the diagonal matrix of vertex de-
grees of D0. If s = t , then −xst = ast + rst + rts . Similarly, by the deﬁnition of D0, we can show
that A(G0) + R + RT − diag(2r11,2r22, . . . ,2rmm) equals the adjacency matrix of D0. So we have
proved that the Laplacian matrix of the graph D0 equals F0 − A(G0) − R − RT and Claim 4 fol-
lows.
Now we prove Claim 5. Let Y = (yst)1s,tm = F0 − A(G0) − ω j R − ω− j RT . Note that yst =
δstdG(v
(0)
s ) − ast − ω jrst − ω− jrts if 1  s, t m. Hence yss = dG(v(0)s ) − (ω j + ω− j)rss . If (v(0)s , v(1)s )
is an edge between G0 and G1 in G , then, by the deﬁnition of the rotational symmetry, (v
(0)
s , v
(n−1)
s )
is an edge between G0 and Gn−1 in G . Suppose the set of edges between v(0)s and G1 in
G is {et =: (v(0)s , v(1)t ) | t = s, i1, i2, . . . , ip} and the set of edges between v(0)s and Gn−1 in
G is {e′t =: (v(0)s , v(n−1)t ) | t = s, j1, j2, . . . , jq}, where 0  p,q  m − 1. By the deﬁnition of
the rotational symmetry, then {e′′t =: (v(0)t , v(1)s ) | t = s, j1, j2, . . . , jq} is a subset of edges be-
tween G0 and G1. For the edge es = (v(0)s , v(1)s ) in G , by the deﬁnition of D j , we must add
an arcs (v(0)s ,u) with weight (2 − ω j − ω− j)w(es) when we construct D j from G0. Similarly,
for each edge et = (v(0)s , v(1)t ) for t = i1, i2, . . . , ip (resp. e′′t = (v(0)t , v(1)s ) for t = j1, j2, . . . , jq),
we must add four arcs (v(0)s ,u), (v
(0)
t ,u), (v
(0)
s , v
(0)
t ) and (v
(0)
t , v
(0)
s ) with weights w(et)(1 − ω j),
w(et)(1 − ω− j), w(et)ω j and w(et)ω− j (resp. (v(0)t ,u), (v(0)s ,u), (v(0)t , v(0)s ) and (v(0)s , v(0)t ) with
weights w(e′′t )(1 − ω j), w(e′′t )(1 − ω− j), w(e′′t )ω j and w(e′′t )ω− j) when we construct D j from G0.
Hence the weight of arcs with initial vertex v(0)s in D j equals dG(v
(0)
s ) − 2w(es) −
∑p
t=1 w(et) −∑q
t=1 w(e′t) + (2− ω j − ω− j)w(es) +
∑p
t=1 w(et)(1− ω j) +
∑p
t=1 w(et)ω j +
∑q
t=1 w(e′′t )(1− ω− j) +
ω− j
∑q
t=1 w(e′′t ) = dG(v(0)s ) − (ω j + ω− j)w(es) = dG(v(0)s ) − (ω j + ω− j)rss since w(e′t) = w(e′′t )
(1  t  q) by the deﬁnition of rotational symmetry. Hence diag(y11, y22, . . . , ymm) is the submatrix
of the diagonal matrix of vertex (out-)degrees of D j by deleting the row and column corresponding
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vertex u. Similarly, we can show that −Y + diag(y11, y22, . . . , ymm) is the submatrix of adjacency
matrix of D j by deleting the row and column corresponding to vertex u. Thus we have proved that Y
is the submatrix of Laplacian matrix of D j by deleting the row and column corresponding to vertex u,
which implies that Claim 5 holds.
Claim 1 is immediate from Claim 4, Claim 2 holds because of Theorem 1.1 and Claim 5 and Claim 3
follows from Lemma 1.1 and Claim 4. The theorem thus holds. 
Keeping the notation as in Theorem 2.1, let D∗j be a weighted digraph obtained from D j by delet-
ing the vertex u and adding a loop with weight −dD j (v(0)s ) to vertex v(0)s in D j . For the graph G
shown in Fig. 1(a), the weighted digraph D∗j is shown in Fig. 2(c). From the proof of Theorem 2.1, we
have:
Corollary 2.1. Keeping the notation as in Theorem 2.1, let D∗j be the digraph deﬁned as above and let A(D
∗
j )
denote the adjacency matrix of D∗j . Then
t(G) = t(D0)
n
∣∣∣∣∣
n−1∏
j=1
det
(
A
(
D∗j
))∣∣∣∣∣.
The condition that there exists no edge between Gi and G j for i − j = 1 (mod n) in Theorem 2.1
and Corollary 2.1 can be relaxed. In fact, we can take L(G) to be any block circulant matrix and we
can also express the number of spanning trees of an n-rotational symmetric graph in terms of the
product of numbers of spanning trees of n graphs. Since it is cumbersome to deﬁne these graphs, we
will not pursue this further.
3. Applications
3.1. The hexagonal lattice
The hexagonal lattices with toroidal and cylindrical boundary conditions, denoted by Ht(n,m)
and Hc(n,m), are shown in Fig. 3(a) and (b). For Ht(n,m) in Fig. 3(a), all ai ’s, bi ’s, ci ’s, and
c∗i ’s are some vertices on the left, right, upper and lower boundaries, respectively, and the
left and right (resp. the upper and lower) boundaries of the picture are identiﬁed such that
(a1,b1), (a2,b2), . . . , (am+1,bm+1), (a1, c∗1), (c1, c∗2), (c2, c∗3), . . . , (cn−1, c∗n), (cn,bm+1) are edges in
Ht(n,m). For Hc(n,m) in Fig. 3(b), all ai ’s and bi ’s are some vertices on the left and right bound-
aries, and the left and right boundaries of the picture are identiﬁed such that (a1,b1), (a2,b2), . . . ,
(am+1,bm+1) are edges in Hc(n,m). Shrock and Wu [21] showed that the number of spanning trees
and the asymptotic tree number entropy of Ht(n,m) can be expressed as
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c(n,m); (c) the digraph D∗1k for H
c(n,m); (d) the digraph D∗2k
for Hc(n,m), where each edge without orientation in (b)–(d) represents two oppositely oriented arcs, and ω is a primitive
(n + 1)th root of unity.
t
(
Ht(n,m)
)= 3
(m + 1)(n + 1)
n∏
i=0
m∏
j=0
(i, j) =(0,0)
(
6− 2cos θ1 − 2cos θ2 − 2cos (θ1 + θ2)
)
,
and
lim
n,m→∞
1
(2n + 2)(m + 1) log
[
t
(
Ht(n,m)
)]
= 1
8π2
2π∫
0
2π∫
0
log
(
6− 2cos x− 2cos y − 2cos(x+ y))dxdy ≈ 0.8077, (3.1)
where θ1 = 2iπm+1 , θ2 = 2 jπn+1 .
Theorem 3.1. For the hexagonal lattice Hc(n,m) with cylindrical boundary condition, the number of spanning
trees of Hc(n,m) can be expressed as
t
(
Hc(n,m)
)= 2m+1
n + 1
n∏
k=1
√
a
b
[
(c + √ab )m+1 − (c − √ab )m+1],
where a = 1− cos( 2kπn+1 ), b = 7− cos( 2kπn+1 ), c = 3− cos( 2kπn+1 ).
Proof. For the hexagonal lattice Hc(n,m) with cylindrical boundary condition, let G0 be the subgraph
of Hc(n,m) marked by the bold line in Fig. 3(b), which is a path with 2m + 2 vertices. Obviously,
Hc(n,m) can be regarded as an (n + 1)-rotational symmetric graph. By the deﬁnitions of D0 and D∗k
(1 k n) in Corollary 2.1, for Hc(n,m) the corresponding D0 and D∗k are shown in Fig. 4(a) and (b),
where each edge without orientation in D∗k is replaced with two oppositely oriented arcs, and ω is a
primitive (n + 1)th root of unity. Obviously, we have
t(D0) = 2m+1. (3.2)
Let D∗1k (resp. D
∗2
k ) be the digraph obtained from D
∗
k by deleting one vertex with weight −2 (resp.
by replacing weight −2 of one vertex with weight −3), which is shown in Fig. 4(c) (resp. Fig. 4(d)).
Denote the adjacency matrices of D∗k , D
∗1
k and D
∗2
k by A(D
∗
k ), A(D
∗1
k ) and A(D
∗2
k ). Set
xm+1(k) = det
(
A
(
D∗k
))
, ym+1(k) = det
(
A
(
D∗1k
))
, zm+1(k) = det
(
A
(
D∗2k
))
.
It is then not diﬃcult to see that xm(k), ym(k) and zm(k) satisfy
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⎪⎪⎪⎩
xm(k) = −2ym(k) − (2+ 2cos θ)zm−1(k) form 2,
ym(k) = −3zm−1(k) − ym−1(k), form 2,
zm(k) = −3ym(k) − (2+ 2cos θ)zm−1(k), form 2,
z0(k) = −y0(k) = 1, z1(k) = 4− 2cos θ, y1(k) = −2,
where θ = 2kπn+1 . This system of recursions may be solve by standard means resulting in the following
expression:
xm(k) =
√
a
b
(c + √ab )m −
√
a
b
(c − √ab )m. (3.3)
The theorem is immediate from Corollary 2.1 and (3.2) and (3.3). 
Corollary 3.1. The asymptotic tree number entropy of the hexagonal lattice Hc(n,m)with cylindrical boundary
condition is
lim
n,m→∞
1
(n + 1)(2m + 2) log
[
t
(
Hc(n,m)
)]
= 1
4π
2π∫
0
log
(
3− cos x+
√
7− 8cos x+ cos2 x )dx ≈ 0.8077,
which equals the asymptotic tree number entropy of the hexagonal lattice Ht(n,m) with toroidal boundary
condition.
Proof. By Theorem 3.1, it is not diﬃcult to show that
lim
n,m→∞
1
(n + 1)(2m + 2) log
[
t
(
Hc(n,m)
)]
= lim
n,m→∞
1
(n + 1)(2m + 2)
n∑
j=1
log
(
3− cos 2 jπ
n + 1 +
√
7− 8cos 2 jπ
n + 1 + cos
2 2 jπ
n + 1
)m+1
= 1
4π
2π∫
0
log
(
3− cos x+
√
7− 8cos x+ cos2 x )dx.
Using the following integration formula, which is the ﬁrst formula in Section 2 of [13] and is also
[27, Eq. (5)],
1
2π
2π∫
0
log(2A + 2B cos x+ 2C sin x)dx = log(A +√A2 − B2 − C2 )
for A2  B2 + C2, it is easy to verify that
1
2π
2π∫
0
log
(
6− 2cos x− 2cos y − 2cos(x+ y))dy = log(3− cos x+√7− 8cos x+ cos2 x ).
Hence
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1
8π2
2π∫
0
2π∫
0
log
(
6− 2cos x− 2cos y − 2cos(x+ y))dxdy
= 1
4π
2π∫
0
log
(
3− cos x+
√
7− 8cos x+ cos2 x )dx.
The above equation can also be obtained from [27, Eq. (31)]. Hence, by (3.1), the corollary holds. 
3.2. The 8.8.4 lattice
The 8.8.4 lattice Gt(n,m) with toroidal boundary condition is shown in Fig. 5(a). For Gt(n,m) in
Fig. 5(a), all ai ’s, a∗i ’s, bi ’s, and b
∗
i ’s are some vertices on the left, right, upper and lower boundaries,
respectively, and the left and right (resp. the upper and lower) boundaries of the picture are iden-
tiﬁed such that (a1,a∗1), (a2,a∗2), . . . , (an,a∗n) and (b1,b∗1), (b2,b∗2), . . . , (bm,b∗m) are edges in Gt(n,m).
The lattice Gt(n,m) is a ﬁnite subgraph of the 8.8.4 tiling in the Euclidean plane which has been
used to describe phase transitions in the layered hydrogen-bonded SnCl2 · 2H2O crystal [20] in phys-
ical systems [1,19,20]. The 8.8.4 lattice Gt(n,m) is composed of mn quadrangles. The 8.8.4 lattice
Gc(n,m) with cylindrical boundary condition is the one obtained from Gt(n,m) by deleting edges
(b1,b∗1), (b2,b∗2), . . . , (bm,b∗m) (see Fig. 5(b)). Shrock and Wu [21] showed that the number of span-
ning trees and the asymptotic tree number entropy of Ht(n,m) can be expressed as
t
(
Gt(n,m)
)= 16
nm
n−1∏
i=0
m−1∏
j=0
(i, j) =(0,0)
4(7− 3cos θ1 − 3cos θ2 − cos θ1 cos θ2),
and
lim
n,m→∞
1
4nm
log
[
t
(
Gt(n,m)
)]
= 1
4
log2+ 1
4π
π∫
0
log
[
7− 3cos θ + 4 sin (θ/2)√5− cos θ ]dθ ≈ 0.7867, (3.4)
where θ1 = 2iπm , θ2 = 2 jπn . Chang and Shrock [6] have derived the formula (3.4).
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c(n,m); (c) the digraph D∗1k for G
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Theorem 3.2. For the 8.8.4 lattice Gc(n,m)with cylindrical boundary condition, the number of spanning trees
of Hc(n,m) can be expressed as
t
(
Gc(n,m)
)= 8m
n
n−1∏
k=1
√
a′
b′
[(
c′ + 4√a′b′ )m − (c′ − 4√a′b′ )m],
where a′ = 1− cos( 2kπn ), b′ = 10− 2cos( 2kπn ), c′ = 14− 6cos( 2kπn ).
Proof. For the 8.8.4 lattice Gc(n,m) with cylindrical boundary condition, let G0 be the subgraph of
Gc(n,m) induced by the m quadrangles in the ﬁrst column in Fig. 5(b). Obviously, Gc(n,m) can be
regarded as an n-rotational symmetric graph. By the deﬁnitions of D0 and D∗k (1  k  n − 1) in
Corollary 2.1, for Gc(n,m) the corresponding D0 and D∗k are illustrated in Fig. 6(a) and (b). Obviously,
t(D0) = 8m. (3.5)
Let D∗1k (resp. D
∗2
k ) be the digraphs illustrated in Fig. 6(c) and (d), respectively. Denote the adjacency
matrices of D∗k , D
∗1
k , and D
∗2
k by A(D
∗
k ), A(D
∗1
k ), and A(D
∗2
k ). Set
fm(k) = det
(
A
(
D∗k
))
, gm(k) = det
(
A
(
D∗1k
))
, hm(k) = det
(
A
(
D∗2k
))
.
By the relationship between the terms of the determinant of a real matrix M = (mij) and the
1-factors of its associated weighted digraph (see for example Lemma 6 in [29]), we have
fm(k) = h1(k)hm−1(k) − g1(k)gm−1(k), m 2.
It is then not diﬃcult to show that fm(k), gm(k) and hm(k) satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
fm(k) = (18− 10cos θ)hm−1(k) + (10− 2cos θ)gm−1(k) form 2,
gm(k) = (−18+ 2cos θ)hm−1(k) − 8gm−1(k) form 2,
hm(k) = (36− 12cos θ)hm−1(k) + (18− 2cos θ)gm−1(k), form 2,
f0(k) = 0, f1(k) = 8− 8cos θ,
g0(k) = −1, g1(k) = −10+ 2cos θ,
h0(k) = 1, h1(k) = 18− 10cos θ.
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This system of recursions may be solve by standard means resulting in the following expression:
fm(k) = gm(k) + hm(k) =
√
a′
b′
[(
c′ + 4√a′b′ )m − (c′ − 4√a′b′ )m]. (3.6)
Then the theorem follows from Corollary 2.1 and (3.5) and (3.6). 
By the above theorem and (3.4), with a similar method to the proof of Corollary 3.1, we can prove
the following:
Corollary 3.2. The asymptotic tree number entropy of the 8.8.4 lattice Gc(n,m) with cylindrical boundary
condition is
lim
n,m→∞
1
4mn
log
[
t
(
Gc(n,m)
)]
= 1
4
log2+ 1
4π
π∫
0
log
(
7− 3cos x+ 4 sin x
2
√
5− cos x
)
dx ≈ 0.7867,
which equals the asymptotic tree number entropy of the 8.8.4 lattice Gt(n,m) with toroidal boundary condi-
tion.
3.3. The 3.12.12 lattice
The 3.12.12 lattice Rt(n,m) with toroidal boundary condition is shown in Fig. 7(a). For Rt(n,m) in
Fig. 7(a), all ai ’s, a∗i ’s, bi ’s, and b
∗
i ’s are some vertices on the left, right, upper and lower boundaries,
respectively, and the left and right (resp. the upper and lower) boundaries of the picture are iden-
tiﬁed such that (a1,a∗1), (a2,a∗2), . . . , (am+1,a∗m+1) and (b1,b∗1), (b2,b∗2), . . . , (bn+1,b∗n+1) are edges in
Rt(n,m). The 3.12.12 lattice Rt(n,m) has been used by Fisher [11] in a dimer formulation of the Ising
model. If we delete edges (b1,b∗1), (b2,b∗2), . . . , (bn+1,b∗n+1) from Rt(n,m), the 3.12.12 lattice Rc(n,m)
with cylindrical boundary condition is obtained (see Fig. 7(b)). Shrock and Wu [21] showed that the
number of spanning trees and the asymptotic tree number entropy of Rt(n,m) can be expressed as
t
(
Rt(n,m)
)= 75
(m + 1)(n + 1)
n∏
i=0
m∏
j=0
(i, j) =(0,0)
30
[
3− cos θ1 − cos θ2 − cos (θ1 + θ2)
]
,
(i, j) = (0,0),
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c(n,m); (c) the digraph D∗1k for R
c(n,m); (d) the digraph D∗2k
for Rc(n,m), where the weight of each vertex in (b)–(d) is −2 or −3 which is marked in the ﬁgures, and each edge without
orientation in (b)–(d) represents two oppositely oriented arcs, and ω is a primitive (n + 1)th root of unity.
and
lim
n,m→∞
1
6(m + 1)(n + 1) log
[
t
(
Rt(n,m)
)]
= 1
6
log30+ 1
24π2
2π∫
0
2π∫
0
log
[
6− 2cos x− 2cos y − 2cos (x+ y) ]dxdy
= 1
6
log15+ 1
12π
2π∫
0
log
[
3− cos x+
√
cos2 x− 8cos x+ 7 ]dx ≈ 0.7206, (3.7)
where θ1 = 2iπm+1 , θ2 = 2 jπn+1 .
Theorem 3.3. For the 3.12.12 lattice Rc(n,m) with cylindrical boundary condition, the number of spanning
trees of Rc(n,m) can be expressed as
t
(
Rc(n,m)
)= 15mn10m+132n+m+1
n + 1
n∏
k=1
√
a
b
[
(c + √ab )m+1 − (c − √ab )m+1],
where a = 1− cos( 2kπn+1 ), b = 7− cos( 2kπn+1 ), c = 3− cos( 2kπn+1 ).
Proof. For the 3.12.12 lattice Rc(n,m) with cylindrical boundary condition, let G0 be the subgraph of
Rc(n,m) induced by the 2m+2 triangles on the left of the dotted line in Fig. 7(b). Obviously, Rc(n,m)
can be regarded as an (n+1)-rotational symmetric graph. By the deﬁnitions of D0 and D∗k (1 k n)
in Corollary 2.1, for Rc(n,m) the corresponding D0 and D∗k are shown in Fig. 8(a) and (b), where the
weight of each vertex of D∗k is −2 or −3 which is marked in Fig. 8(b). Obviously,
t(D0) = 30m+1. (3.8)
Let D∗1k (resp. D
∗2
k ) be the digraphs illustrated in Fig. 8(c) and (d), respectively. That is, D
∗1
k is the
digraph obtained from D∗k by deleting one vertex with weight −2, and D∗2k is the digraph obtained
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of D∗k , D
∗1
k , and D
∗2
k by A(D
∗
k ), A(D
∗1
k ), and A(D
∗2
k ). Set
αm(k) = det
(
A
(
D∗k
))
, βm(k) = det
(
A
(
D∗1k
))
, γm(k) = det
(
A
(
D∗2k
))
.
We can show that αm(k), βm(k) and γm(k) satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
αm(k) = (54− 24cos θ)γm−1(k) + (36− 6cos θ)βm−1(k), form 2,
βm(k) = (−83+ 8cos θ)γm−1(k) − (47− 2cos θ)βm−1(k), form 2,
γm(k) = (137− 32cos θ)γm−1(k) + (83− 8cos θ)βm−1(k), form 2,
α0(k) = 0, α1(k) = 18− 18cos θ,
β0(k) = −1, β1(k) = −36+ 6cos θ,
γ0(k) = 1, γ1(k) = 54− 24cos θ,
where θ = 2kπn+1 . This system of recursions may be solve by standard means resulting in the following
expression:
αm(k) = βm(k) + γm(k) = 3
5
√
a
b
[
15m(c + √ab )m − 15m(c − √ab )m]. (3.9)
The theorem follows from Corollary 2.1 and (3.8) and (3.9). 
By the above theorem and (3.7), similarly we can prove the following:
Corollary 3.3. The asymptotic tree number entropy of the 3.12.12 lattice Rc(n,m) with cylindrical boundary
condition is
lim
n,m→∞
1
12(m + 1)(n + 1) log
[
t
(
Rc(n,m)
)]
= 1
6
log15+ 1
12π
2π∫
0
log
(
3− cos x+
√
7− 8cos x+ cos2 x )dx ≈ 0.7206,
which equals the asymptotic tree number entropy of the 3.12.12 lattice Rt(n,m) with toroidal boundary con-
dition.
3.4. The 33.42 lattice
The 33.42 lattice St(n,2m) with toroidal boundary condition can be constructed by starting with
the square lattice and adding a diagonal edge connecting the vertices in, say, the upper left to the
lower right corners of each square in every other row as shown in Fig. 9(a). For St(n,2m) in Fig. 9(a),
all ai ’s, a∗i ’s, bi ’s, and b
∗
i ’s are some vertices on the left, right, upper and lower boundaries such
that a1 = b1, a2m = b∗1, a∗1 = bn , a∗2m = b∗n , and (a1,a∗1), (a2,a∗2), . . . , (a2m,a∗2m), (b1,b∗1), (b2,b∗2), . . . ,
(bn,b∗n), (a1,a∗2), (a3,a∗4), . . . , (a2m−1,a∗2m) are edges in St(n,2m). If we delete edges (b1,b∗1), (b2,b∗2),
. . . , (bn,b∗n) from St(n,2m), the 33.42 lattice Sc(n,2m) with cylindrical boundary condition is obtained
(see Fig. 9(b)). Chang and Wang [7] showed that the asymptotic tree number entropy
lim
n,m→∞
1
2mn
log t
(
St(n,2m)
)
= 1
4π
2π∫
0
log
(
11− 11cos x+ 2cos2 x+
√(
11− 11cos x+ 2cos2 x )2 − 2− 2cos x )dx
≈ 1.4069. (3.10)
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Their result also implies that the number of spanning trees of Sc(n,2m) can be expressed by
t
(
St(n,2m)
)= 3
mn
n−1∏
i=0
m−1∏
j=0
(i, j) =(0,0)
[
22− 22cos θ1 + 4cos2 θ1 − 2cos θ2 − 2cos(θ1 − θ2)
]
,
where θ1 = 2iπn , θ2 = 2 jπm .
Theorem 3.4. For the 33.42 lattice Sc(n,m)with cylindrical boundary condition, the number of spanning trees
of Sc(n,m) can be expressed as
t
(
Sc(n,m)
)= 2m
n
n−1∏
k=1
√
e
f
[
(d +√ef )m − (d −√ef )m],
where d = 11− 11cos( 2kπn ) + 2cos2( 2kπn ), e = 7− 9cos( 2kπn ) + 2cos2( 2kπn ) and f = 17− 13cos( 2kπn ) +
2cos2( 2kπn ).
Proof. For the 33.42 lattice Sc(n,m) with cylindrical boundary condition, let G0 be the subgraph of
Sc(n,m) induced by the 2m vertices a1,a2, . . . ,a2m of Sc(n,m), which is a path with 2m vertices.
Obviously, Sc(n,m) can be regarded as an n-rotational symmetric graph. By the deﬁnitions of D0 and
D∗k (1  k  n) in Corollary 2.1, for Rc(n,m) the corresponding D0 and D∗k are shown in Fig. 10(a)
and (b). Obviously,
t(D0) = 2m. (3.11)
Let D∗1k (resp. D
∗2
k ) be the digraphs illustrated in Fig. 10(c) and (d), respectively. That is, D
∗1
k is the
digraph obtained from D∗k by deleting vertex a2m , and D
∗2
k is the digraph obtained from D
∗
k by only
replacing the weight −4+ωk +ω−k of vertex a2m with −5+ωk +ω−k . Denote the adjacency matrices
of D∗k , D
∗1
k , and D
∗2
k by A(D
∗
k ), A(D
∗1
k ), and A(D
∗2
k ). Set
φm(k) = det
(
A
(
D∗k
))
, ϕm(k) = det
(
A
(
D∗1k
))
, χm(k) = det
(
A
(
D∗2k
))
.
We can show that φm(k),ϕm(k) and χm(k) satisfy
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c(n,m); (c) the digraph D∗1k for S
c(n,m); (d) the digraph D∗2k
for Sc(n,m), where the weight of each vertex in (b)–(d) is −4 + ωk + ω−k or −5 + ωk + ω−k which is marked in the ﬁgures
(where we omit the loops), and each edge without orientation in (b)–(d) represents two oppositely oriented arcs, and ω is a
primitive nth root of unity.
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
φm(k) =
(
18− 20cos θ + 4cos2 θ)χm−1(k) + (−4+ 2cos θ)ϕm−1(k), form 2,
ϕm(k) = (−5+ 2cos θ)χm−1(k) − ϕm−1(k), form 2,
χm(k) =
(
23− 22cos θ + 4cos2 θ)χm−1(k) − (−5+ 2cos θ)ϕm−1(k), form 2,
φ0(k) = 0, φ1(k) = 14− 18cos θ + 4cos2 θ,
ϕ0(k) = −1, ϕ1(k) = −4+ 2cos θ,
χ0(k) = 1, χ1(k) = 18− 20cos θ + 4cos2 θ,
where θ = 2kπn . This system of recursions may be solve by standard means resulting in the following
expression:
φm(k) = ϕm(k) + χm(k) =
√
e
f
[
(d +√ef )m − (d −√ef )m]. (3.12)
The theorem follows from Corollary 2.1 and (3.12) and (3.11). 
By the above theorem and (3.10), similarly we can prove the following:
Corollary 3.4. The asymptotic tree number entropy of the 33.42 lattice Sc(n,m) with cylindrical boundary
condition is
lim
n,m→∞
1
2mn
log
[
t
(
Sc(n,m)
)]
= 1
4π
2π∫
0
log
[
11− 11cos x+ 2cos2 x+
√(
11− 11cos x+ 2cos2 x)2 − 2− 2cos x ]dx
≈ 1.4069,
which equals the asymptotic tree number entropy of the 33.42 lattice St(n,m) with toroidal boundary condi-
tion.
3.5. The triangular lattice
The triangular lattice with toroidal boundary condition, denoted by T t(n,m), can be regarded
as an n × m square lattice with toroidal boundary condition with an additional diagonal edge
added, in the same way, to every square, see Fig. 11(a). For T t(n,m) in Fig. 11(a), all ai ’s, a∗i ’s,
bi ’s, and b∗i ’s are some vertices on the left, right, upper and lower boundaries, respectively, and
W. Yan, F. Zhang / Journal of Combinatorial Theory, Series A 118 (2011) 1270–1290 1287Fig. 11. (a) The triangular lattice T t (n,m) with toroidal boundary condition; (b) the triangular lattice T c(n,m) with cylindrical
boundary condition.
the left and right (resp. the upper and lower) boundaries of the pictures are identiﬁed such that
(a1,a∗1), (a2,a∗2), . . . , (am,a∗m); (b1,b∗1), (b2,b∗2), . . . , (bn,b∗n); (b∗1,b2), (b∗2,b3), . . . , (b∗n−1,bn), (b∗n,b1) =
(a∗m,a1); (a∗1,a2), (a∗2,a3), . . . , (a∗m−1,am) are edges in T t(n,m). If we delete the edges (b1,b∗1), (b2,b∗2),
. . . , (bn,b∗n); (b∗1,b2), (b∗2,b3), . . . , (b∗n−1,bn), (b∗n,b1) from T t(n,m), the triangular lattice with cylindri-
cal boundary condition, denoted by T c(n,m), is obtained (see Fig. 11(b)). Shrock and Wu [21] showed
that the number of spanning trees and the asymptotic tree number entropy of T t(n,m) can be ex-
pressed as
t
(
T t(n,m)
)= 1
mn
n−1∏
i=0
m−1∏
j=0
(i, j) =(0,0)
[
6− 2cos θ1 − 2cos θ2 − 2cos (θ1 + θ2)
]
,
and
lim
n,m→∞
log[t(T t(n,m))]
nm
= 1
4π2
2π∫
0
2π∫
0
log
[
6− 2cos x− 2cos y − 2cos (x+ y)]dxdy ≈ 1.6153, (3.13)
where θ1 = 2iπm , θ2 = 2 jπn . Glasser and Wu [13] also derived (3.13) for the tree number entropy of the
triangular lattice with toroidal boundary.
Theorem 3.5. For the triangular lattice T c(n,m) with cylindrical boundary condition, the number of spanning
trees of T c(n,m) can be expressed as
t
(
T c(n,m)
)= 2m−1
n
n−1∏
k=1
∣∣qm(k) + 2qm−1(k)∣∣,
where qm(k) = 12 (1 −
√
e′
f ′ )(−d′ +
√
e′ f ′ )m − 12 (1 +
√
e′
f ′ )(−d′ −
√
e′ f ′ )m, d′ = 3 − cos( 2kπn ), e′ = 1 −
cos( 2kπn ) and f
′ = 7− cos( 2kπn ).
Proof. For the triangular lattice T c(n,m) with cylindrical boundary condition, let G0 be the subgraph
of T c(n,m) induced by the m vertices a1,a2, . . . ,am , which is a path with m vertices. Obviously,
1288 W. Yan, F. Zhang / Journal of Combinatorial Theory, Series A 118 (2011) 1270–1290Fig. 12. (a) The graph D0 for T c(n,m); (b) the digraph D∗k for T
c(n,m); (c) the digraph D∗1k for T
c(n,m), where the weight of
each vertex in (b) and (c) is −4+ ωk + ω−k or −6+ ωk + ω−k which is marked in the ﬁgures (where we omit the loops), and
each edge without orientation in (b) and (c) represents two oppositely oriented arcs, and ω is a primitive nth root of unity.
T c(n,m) can be regarded as an n-rotational symmetric graph. By the deﬁnitions of D0 and D∗k
(1 k n) in Corollary 2.1, for T c(n,m) the corresponding D0 and D∗k are shown in Fig. 12(a) and (b).
Obviously,
t(D0) = 2m−1. (3.14)
Let D∗2k be the digraphs illustrated in Fig. 12(c). That is, D
∗2
k is the digraph obtained from D
∗
k by only
replacing the weight −4+ωk +ω−k of vertex am with −6+ωk +ω−k . Denote the adjacency matrices
of D∗k and D
∗2
k by A(D
∗
k ) and A(D
∗2
k ), respectively. Set
pm(k) = det
(
A
(
D∗k
))
, qm(k) = det
(
A
(
D∗2k
))
.
We can show that pm(k) and qm(k) satisfy⎧⎨
⎩
pm(k) = (−4+ 2cos θ)qm−1(k) − (2+ 2cos θ)qm−2(k), form 2,
qm(k) = (−6+ 2cos θ)qm−1(k) − (2+ 2cos θ)qm−2(k), form 2,
q0(k) = 1, q1(k) = −4+ 2cos θ,
where θ = 2kπn . Hence, for m 2,
pm(k) = qm(k) + 2qm−1(k)
with qm(k) as given by the theorem. By Corollary 2.1 the theorem follows from (3.14). 
By the above theorem and (3.13), with a similar method to the proof of Corollary 3.1, we can prove
the following:
Corollary 3.5. The asymptotic tree number entropy of the triangular lattice T c(n,m)with cylindrical boundary
condition is
lim
n,m→∞
1
mn
log
[
t
(
T c(n,m)
)]
= 1
4π2
2π∫
0
2π∫
0
log
[
6− 2cos x− 2cos y − 2cos (x+ y)]dxdy ≈ 1.6153,
which equals the asymptotic tree number entropy of the triangular lattice T t(n,m) with toroidal boundary
condition.
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In this paper, we ﬁrst prove a factorization theorem for the number of spanning trees of the rota-
tional symmetric graph. We use this result to enumerate spanning trees of ﬁve lattices with cylindrical
boundary condition in the context of physics. Our results on these lattices imply:
(a) For the hexagonal lattice Hc(n,m) and 3.12.12 lattice Rc(n,m) with cylindrical boundary condi-
tion, we have
t(Rc(n,m))
t(Hc(n,m))
= 32n · 15mn+m+1. (4.1)
(b) The hexagonal lattices Ht(n,m) and Hc(n,m) (resp. 8.8.4 lattices Gt(n,m) and Gc(n,m), 3.12.12
lattices Rt(n,m) and Rc(n,m), 33.42 lattices Rt(n,2m) and Rc(n,2m), and triangular lattices
T t(n,m) and T c(n,m)) with toroidal and cylindrical boundary conditions have the same asymp-
totic tree number entropy. That is, the asymptotic tree number entropy is independent on the two
boundary conditions (i.e., the toroidal and cylindrical boundary conditions). This phenomenon is
not accidental, and can be deduced directly from Theorem 1.2.
The following is an interesting open problem.
Problem. Find a combinatorial proof of (4.1).
This paper has considered the problem of enumeration of spanning trees of rotational symmetric
graphs whose automorphism group has the cyclic group as a subgroup. For more general symmetric
graphs, such as rotational symmetric graphs with ﬁxed points, using a similar method to that in [17]
(i.e. representation theory of groups) we can express the number of spanning trees of the symmetric
graph in terms of the product of some determinants. It is diﬃcult to express these determinants in
terms of the number of spanning trees for small graphs, such as in Theorem 2.1.
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