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Abstract
It has long been known that two-point functions of conformal field theory (CFT) are nothing
but the integral kernels of intertwining operators for two equivalent representations of confor-
mal algebra. Such intertwining operators are known to fulfill some operator identities—the
intertwining relations—in the representation space of conformal algebra. Meanwhile, it has
been known that the S-matrix operator in scattering theory is nothing but the intertwining
operator between the Hilbert spaces of in- and out-particles. Inspired by this algebraic resem-
blance, in this paper we develop a simple Lie-algebraic approach to momentum-space two-point
functions of thermal CFT living on the hyperbolic spacetime H1×Hd−1 by exploiting the idea of
Kerimov’s intertwining operator approach to exact S-matrix. We show that in thermal CFT on
H
1 ×Hd−1 the intertwining relations reduce to certain linear recurrence relations for two-point
functions in the complex momentum space. By solving these recurrence relations, we obtain
the momentum-space representations of advanced and retarded two-point functions as well as
positive- and negative-frequency two-point Wightman functions for a scalar primary operator in
arbitrary spacetime dimension d ≥ 3.
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1. Introduction and Summary
It is widely recognized that, up to a few numerical factors, two-point functions for primary operators
of conformal field theory (CFT) are completely determined through the SO(2, d) conformal sym-
metry in any spacetime dimension d ≥ 1. However, it is less recognized—or generally unappreci-
ated except to experts [1–4]—that two-point functions in CFT have special representation-theoretic
meanings: they are the integral kernels of intertwining operators for two equivalent representations
of conformal algebra so(2, d). Namely, once given a two-point function for a primary operator of
scaling dimension∆, we can construct an operator G∆ which maps a primary state of scaling dimen-
sion d −∆ to another primary state of scaling dimension ∆.1 Such operator G∆—the intertwining
operator—satisfies the following commutative diagram and operator identities (intertwining rela-
tions):
Vd−∆ Vd−∆
V∆ V∆
G∆ G∆
J ab
d−∆
J ab∆
J ab∆ G∆ = G∆J
ab
d−∆
where Vα is a representation space of scaling dimension α ∈ {∆, d −∆} in which the quadratic
Casimir operator C2[so(2, d)] takes a definite value and J
ab
α = −J baα are the SO(2, d) generators
that act on the representation space Vα. An important observation here is that the intertwining
operator G∆ is quite analogous to an S-matrix operator S in scattering theory which satisfies the
following commutative diagram and operator identity:
Hout Hout
Hin Hin
S S
Aout
Ain
AinS = SAout
where Hin and Hout are the Hilbert spaces of in- and out-particles and Ain and Aout are some opera-
tors (typically creation and annihilation operators) that act on Hin and Hout.
The purpose of this paper is to pursue this analogy between G∆ and S. To be more concrete, in
this paper we shall develop a Lie-algebraic method to compute momentum-space two-point func-
tions of d(≥ 3)-dimensional CFT at finite temperature by exploiting the idea of Kerimov’s inter-
twining operator approach to exact S-matrix [6] (see also [7–9]). In the late 1990s Kerimov devel-
oped an elegant Lie-algebraic method to compute S-matrix elements of exactly-solvable quantum
mechanical models whose dynamics are governed by dynamical symmetry SO(p,q), p ≥ q > 1.
He found that in such models S-matrix operators are nothing but the intertwining operators for
two equivalent representations of SO(p,q) and showed that, by using the intertwining relations,
S-matrix elements must fulfill certain linear recurrence relations. By solving those recurrence re-
lations, he obtained a large class of quantum-mechanical exact S-matrices in a purely algebraic
fashion.2 We shall apply his method to the problem of computing momentum-space correlation
1This is essentially equivalent to the so-called “shadow operator formalism” [5]. For more details, see section 3.
2It should be noted that, though the Kerimov’s S-matrix theory is limited to quantum-mechanical scattering problems,
it is also true in relativistic quantum field theory that the S-matrix operator is nothing but an intertwining operator;
see, e.g., chapter 6 of Strocchi’s book [10]. Note also that quantum-mechanical exact S-matrices (i.e., reflection and
transmission amplitudes) are related to exact two-body S-matrix elements of nonrelativistic quantum field theory; see,
e.g., [11].
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functions of finite-temperature CFT in spacetime dimension d ≥ 3.3 In general, it is a very hard
task to calculate Fourier transforms of position-space conformal correlators. This is true even at
zero temperature and the situation gets worse at finite temperature. In fact, to the best of our
knowledge, momentum-space correlation functions of thermal CFT in generic dimension d ≥ 3
have not been explicitly derived even for scalar two-point functions.4 We shall see that, at least
for the case of two-point functions, the intertwining relations may well provide an alternative to
Fourier transform.
In addition to the intertwining operator, there is another key component for the study of thermal
conformal correlators: the Unruh effect. In order to thermalize d-dimensional CFT, we shall put CFT
on the Rindler wedge WR/L—the causally connected region for an eternally uniformly accelerating
observer—and identify the temporal coordinate with the SO(1,1)⊂ SO(2, d) Lorentz boost param-
eter. According to Sewell’s theorem [18], which follows from the celebrated Bisognano–Wichmann
theorem [19,20], any such quantum field theory (not necessarily conformally-invariant) automati-
cally satisfies the Kubo–Martin–Schwinger (KMS) thermal equilibrium condition [21] for Wightman
functions and hence gets thermalized geometrically.5 It should be noted that, though Sewell’s the-
orem is proved axiomatically and hence can be applied to any relativistic quantum field theory
with or without conformal symmetry, special things happen when the theory enjoys conformal in-
variance. The point is that the conformal group SO(2, d) admits other geometrical realizations of
the action of the one-parameter subgroup SO(1,1). One is the subgroup SO(1,1) generated by
the dilatation and the other by the linear combination of the temporal components of momentum
and special conformal transformation generators; see figure 1. Orbits of the actions of these two
subgroups coincide with the worldlines for an observer in semi-eternal uniform motion and a uni-
formly accelerating observer with finite lifetime, each of whose causally connected regions are the
future (past) light-cone V± and diamond D, respectively.
6 As discussed first by Buchholz for V± [24]
and later by Hislop and Longo for D and V± [25] in the context of modular theory in operator al-
gebra, CFTs restricted on these regions are shown to be thermal as well under the identifications
of temporal coordinates with these SO(1,1) group parameters. In this way, CFT in any spacetime
dimension d easily gets thermalized by just putting it on the Rindler wedge WR/L, light-cone V±, or
diamond D with suitably-chosen temporal coordinates. The price to pay, however, is that thus ob-
tained thermal CFTs are not conformal to those on the flat Minkowski spacetime: they all describe
finite-temperature quantum field theory living on the hyperbolic spacetime H1 ×Hd−1 rather than
R
1,d−1.7 Though less obvious its physical applications are,8 for the sake of simplicity this paper
studies finite-temperature CFT living on the hyperbolic spacetime by restricting zero-temperature
CFT on the Rindler wedge, light-cone, or diamond.
The rest of the paper is organized as follows. The next two sections are devoted to preliminary
materials. Section 2 is a description of d-dimensional CFT on the Rindler wedge, light-cone, and di-
amond in terms of the embedding space formalism. The embedding space formalism is quite an old
idea for describing conformal symmetry [27] but has recently been revived thanks to its usefulness
for studying correlation functions and conformal blocks; see, e.g., [28–30]. After reviewing every-
3There are many parallels between the Kerimov’s S-matrix theory and our Lie-algebraic approach to thermal two-
point functions. There is, however, a crucial difference. The difference is the basis for the representation of so(2, d): the
Kerimov’s method [6] is based on the basis that diagonalizes the maximal compact subgroup SO(2)×SO(d)⊂ SO(2, d),
whereas our method is based on the basis that diagonalizes the noncompact subgroup SO(1,1)×SO(1, d−1)⊂ SO(2, d).
4For the case of two-dimensional thermal CFT, the momentum-space two- and three-point Wightman functions for a
scalar primary operator were calculated in [12–14] and [15]. See also our previous works on holographic approach to
momentum-space thermal two-point functions of one- and two-dimensional CFT [16,17].
5A nice exposition of Sewell’s theorem can be found in chapter 5 of [22].
6Note, however, that proper times of these observers do not coincide with the SO(1,1) group parameters: they are
related by certain coordinate transformations [23] (see also section 2).
7
H
1 ×Hd−1 is often written as R×Hd−1 in the literature. (Note that H1 is isometric to R.)
8Thermal CFT on H1×Hd−1 (or its Euclidean version on S1×Hd−1) has recently been attracted much attention in the
context of (holographic) entanglement entropy; see, e.g., [26]. Unfortunately, however, immediate applications of our
results are less obvious.
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Figure 1: Flows of SO(1,1) conformal Killing vectors projected onto the (x0, x1)-plane. Blue curves are
the orbits of the action of the one-parameter subgroup SO(1,1) ⊂ SO(2, d) on a spacetime point
xµ ∈ WR/L,V±,D, where the subgroup SO(1,1) is generated by (a) the Lorentz boost generator
M10 = J10, (b) the dilatation generator D = J d,d+1, and (c) the combination 1
2
(ℓP0 − 1
ℓ
K0) = J d0;
see sections 2.2–2.4 for more details.
thing we need in section 2.1, we introduce in sections 2.2–2.4 the d-dimensional Rindler wedge,
light-cone, and diamond as particular subspaces of (d + 1)-dimensional cone and discuss thermal
correlation functions in the position space. We shall see that the two-point function for a scalar
primary operator of scaling dimension ∆ living on the hyperbolic spacetime H1 ×Hd−1 takes the
following form:

2π2T 2
− cosh(2πT (t − t′))−H ·H ′
∆
, (1.1)
where (t,H), (t′,H ′) ∈ H1 ×Hd−1 and T is the Unruh temperature. We then introduce the inter-
twining operator for a scalar primary operator in section 3. We first review the basics of intertwining
operator and then show that, for the case of zero-temperature CFT, the intertwining relations just
reduce to the well-known conformal Ward–Takahashi identities for two-point functions. Section 4 is
the main part of the present paper and discusses implications of intertwining relations for thermal
two-point functions. In section 4.1 we construct the representation of conformal algebra so(2, d) in
which the SO(1,1) Lorentz boost generator becomes diagonal. This is quite unconventional yet the
most important part of this paper because, in geometrically thermalized CFT, the time-translation
generator generates the noncompact subgroup SO(1,1) rather than, say, the compact subgroup
SO(2). By using this representation, we show in section 4.2 that, for the case of finite-temperature
CFT on the hyperbolic spacetime H1 × Hd−1, the intertwining relations reduce to the following
linear recurrence relations for two-point function G˜∆(ω, k) in the complex momentum space:
G˜∆(ω± i2πT, k± i2πT ) =
∆− (d − 2)/2∓ i(ω+ k)/2πT
∆˜− (d − 2)/2∓ i(ω+ k)/2πT G˜∆(ω, k), (1.2a)
G˜∆(ω± i2πT, k∓ i2πT ) =
∆− (d − 2)/2∓ i(ω− k)/2πT
∆˜− (d − 2)/2∓ i(ω− k)/2πT G˜∆(ω, k), (1.2b)
where ω is the frequency conjugate to the SO(1,1) boost parameter—the proper-time for an eter-
nally uniformly accelerating observer—and k(> 0) is the modulus of spatial momentum which is
related to the eigenvalue of the quadratic Casimir operator of the subalgebra so(1, d − 1). Here
∆˜ = d −∆ is the scaling dimension of the so-called “shadow operator” [5]. The goal of this paper
is to derive and solve these recurrence relations. We shall see that the retarded, advanced and
positive- as well as negative-frequency two-point Wightman functions are all obtained by solving
these recurrence relations. We conclude in section 5. Appendix A presents computational details
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for the Fourier transforms of positive- and negative-frequency two-point Wightman functions, which
are given by just replacing t− t′ with t− t′∓ iε in (1.1). Making use of the harmonic analysis on the
hyperbolic spacetime H1×Hd−1, we show that the Fourier transforms of Wightman functions—very
hard d-dimensional integrals that involve the modified Bessel functions—indeed coincide with two
of the solutions to the recurrence relations (1.2a) and (1.2b).
2. Embedding Space Formalism
Conformal transformations are nonlinear transformations of spacetime coordinates. However, they
can be linearly realized if we embed the d-dimensional Minkowski spacetime into the (d + 2)-
dimensional ambient space R2,d . In this section we first review the basics of embedding space
formalism for zero-temperature CFT. We then introduce the Rindler wedge, light-cone, and dia-
mond as particular subspaces of (d + 1)-dimensional cone which can be embedded into R2,d . We
shall see that these subspaces are all conformal to the hyperbolic spacetime H1 × Hd−1 and the
Wightman functions on H1×Hd−1 indeed satisfy the KMS thermal equilibrium condition under the
identification of temporal coordinates with the SO(1,1) group parameters.
We emphasize that this section is mostly a condensation of known results, yet contains some
small new results in the construction of thermal CFTs and thermal correlation functions. We have
collected all the necessary ingredients in order to make the paper self-contained. Notice that a
similar construction of Euclidean thermal CFT on S1 ×Hd−1 can be found in [31,32].
Throughout this section the spacetime dimension is d ≥ 2. It is also briefly commented on the
case d = 1.
2.1. Embedding the Minkowski spacetime into the cone
To begin with, let us first consider the (d + 1)-dimensional null cone, Coned+1, which can be em-
bedded into the (d + 2)-dimensional ambient space R2,d as follows:
Coned+1 =
¦
X a = (X 0, · · · ,X d+1) : X · X = 0 & X a 6= 0
©
, (2.1)
where X ·X = ηabX aX b with ηab = ηab = diag(−1,+1, · · · ,+1,−1) being the ambient space metric.
Thus defined cone is obviously invariant under the following transformations:
X a 7→ ga bX b and X a 7→ λX a, (2.2)
where g is an element of O(2, d) and λ is a non-vanishing real. As usual, in this paper we shall
focus on the identity component of indefinite orthogonal group O(2, d) which, with a slight abuse
of notation, we just denote by SO(2, d). The cone (2.1) can be parameterized as follows:
Xµ = ℓ
xµ
z
, X d =
ℓ2 − x · x
2z
, X d+1 =
ℓ2 + x · x
2z
, (2.3)
or, conversely,
z =
ℓ2
X d + X d+1
and xµ = ℓ
Xµ
X d + X d+1
, (2.4)
where z ∈ R× = {z ∈ R : z 6= 0}, xµ = (x0, · · · , x d−1) ∈ R1,d−1, and x · x = ηµν xµxν . Here ℓ > 0
is an arbitrary reference length scale which is just introduced to adjust the length dimension of X a
and (z, xµ). We call the coordinate system (2.4) the Poincaré coordinate system. The d-dimensional
Minkowski spacetime can then be identified with the following section of the cone:
Poincaréd = {X a ∈ Coned+1 : X d + X d+1 = ℓ}. (2.5)
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This section—the Poincaré section—is the z = ℓ hypersurface of the cone and hence can be param-
eterized as follows:
Xµ = xµ, X d =
ℓ2 − x · x
2ℓ
, X d+1 =
ℓ2 + x · x
2ℓ
. (2.6)
It is easy to check that the induced metric on this section indeed becomes the Minkowski metric in
the Cartesian coordinate system:
ds2
Poincaréd
= −(dX 0)2 + (dX 1)2+ · · ·+ (dX d)2− (dX d+1)2

X∈Poincaréd
= ηµνd x
µd xν . (2.7)
Hence the Poincaré section (2.5) is isometric to the Minkowski spacetime.
Let us next move on to the SO(2, d) transformations on the cone (2.1). In terms of the ambient
space coordinates X a, the SO(2, d) transformations are linearly realized as g : X a 7→ X ag = ga bX b
with g ∈ SO(2, d). In terms of the Poincaré coordinates (z, xµ), on the other hand, the SO(2, d)
transformations are nonlinearly realized as g : (z, xµ) 7→ (zg , xµg ) = ( ℓ
2
X dg+X
d+1
g
,ℓ
X
µ
g
X dg+X
d+1
g
). There are
four physically distinct subgroups in SO(2, d):
• Dilatation. The one-dimensional subgroup
g =
1d coshϕ sinhϕ
sinhϕ coshϕ
 ∈ SO(1,1) (2.8)
induces the dilatation g : (z, xµ) 7→ (zg , xµg ), where
zg = e
−ϕz and xµg = e
−ϕ xµ. (2.9)
• Translation. The d-dimensional subgroup9
g =

1d
aµ
ℓ
aµ
ℓ
− aν
ℓ
1− 1
2
a·a
ℓ2
−1
2
a·a
ℓ2
aν
ℓ
1
2
a·a
ℓ2
1+ 1
2
a·a
ℓ2
 ∈ E(1)d (2.10)
induces the translation g : (z, xµ) 7→ (zg , xµg ), where
zg = z and x
µ
g = x
µ+ aµ. (2.11)
• Special conformal transformation. The d-dimensional subgroup
g =

1d ℓb
µ −ℓbµ
−ℓbν 1− ℓ
2
2
b · b ℓ2
2
b · b
−ℓbν − ℓ
2
2
b · b 1+ ℓ2
2
b · b
 ∈ E(1)d (2.12)
induces the special conformal transformation g : (z, xµ) 7→ (zg , xµg ), where
zg =
z
1− 2(b · x)+ (b · b)(x · x) and x
µ
g =
xµ− bµ(x · x)
1− 2(b · x)+ (b · b)(x · x) . (2.13)
9E(1) stands for the one-dimensional Euclidean group. (In general, the Euclidean group consists of translations and
rotations. In one dimension, however, there is no rotation such that E(1) is just the translation group.)
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• Lorentz transformation. The d(d − 1)/2-dimensional subgroup
g =

Λ
12

∈ SO(1, d − 1) (2.14)
induces the Lorentz transformation g : (z, xµ) 7→ (zg , xµg ), where
zg = z and x
µ
g = Λ
µ
ν x
ν . (2.15)
It should be noted that the translation (2.11) and Lorentz transformation (2.15) are isometries
of the Poincaré section; that is, they leave the coordinate z = ℓ2/(X d + X d+1) unchanged. The
dilatation (2.9) and special conformal transformation (2.13), on the other hand, change the co-
ordinate z and hence map a point on the section to a point outside the section. But such a point
outside the section can be pulled back to a point on the section by (coordinate-dependent) rescaling
X ag 7→ λ(X g)X ag with λ(X g) = (X d + X d+1)/(X dg + X d+1g ), without making any change in the ratio
ℓX
µ
g /(X
d
g + X
d+1
g ) = x
µ
g . This combination of SO(2, d) rotations and rescaling furnishes the confor-
mal transformations on the Poincaré section which, as mentioned before, can be identified with the
d-dimensional Minkowski spacetime.
Now, let us next move on to infinitesimal conformal transformations. Let ga b = δ
a
b + ε
a
b be a
generic element of SO(2, d) with εab = −εba being antisymmetric infinitesimal parameters. Under
the identification ε
µ
ν ε
µ
d ε
µ
d+1
εdν 0 ε
d
d+1
εd+1ν ε
d+1
d 0
 =

ωµν
aµ
ℓ
+ ℓbµ a
µ
ℓ
− ℓbµ
− aν
ℓ
− ℓbν 0 ϕ
aν
ℓ
− ℓbν ϕ 0
 , (2.16)
where ωµν = −ωνµ is related to Λ in (2.14) by Λµν = δµν + ωµν , the infinitesimal conformal
transformation xµ 7→ xµ1+ε associated with g = 1+ ε is just given by the sum of infinitesimal forms
of (2.9), (2.11), (2.13) and (2.15):
x
µ
1+ε = x
µ−ϕxµ + aµ + bν(−ηµν x · x + 2xµxν) +ωµν xν . (2.17)
Substituting the parameterizations
ϕ = εd d+1, a
µ =
ℓ
2
(εµd + ε
µ
d+1), b
µ =
1
2ℓ
(εµd − εµd+1), ωµν = εµν , (2.18)
one immediately sees that the infinitesimal conformal transformation (2.17) can be put into the
following form:
x
µ
1+ε = x
µ+
1
2
εabk
µab(x), (2.19)
where kµab(x) = −kµba(x) are conformal Killing vectors given by
kµνλ = ηµν xλ−ηµλxν , (2.20a)
kµνd =
ℓ2 − x · x
2ℓ
ηµν +
xµxν
ℓ
, (2.20b)
kµν ,d+1 =
ℓ2 + x · x
2ℓ
ηµν − x
µxν
ℓ
, (2.20c)
kµd,d+1 = −xµ. (2.20d)
It is easy to check that these vectors indeed satisfy the conformal Killing equations in the flat space-
time background, ∂µkν
ab + ∂νkµ
ab = 2
d
ηµν∂ρk
ρab. We shall repeatedly use these conformal Killing
vectors in the subsequent sections.
7
Before closing this section let us finally recall the construction of conformal correlation functions
in the embedding space formalism. A basic ingredient for us is a (d+2)-dimensional homogeneous
scalar field O∆(X ) that satisfies the following transformation laws:
O∆(gX ) = O∆(X ) and O∆(λX ) = λ
−∆
O∆(X ), (2.21)
where g ∈ SO(2, d) and λ is a non-vanishing real. The two-point function for O∆(X ) that satisfies
G∆(gX , gX
′) = G∆(X ,X
′) and G∆(λX ,λX
′) = λ−2∆G∆(X ,X
′) is uniquely determined (up to the
overall normalization and the possible iε-prescription) and given by
G∆(X ,X
′) =
1
(−2X · X ′)∆ =
1
[(X − X ′)2]∆ , (2.22)
where the second equality follows from X · X = X ′ · X ′ = 0 and we have set the normalization
constant to be unity. It then follows from the parameterization (2.6) that the two-point function
projected onto the Poincaré section gives the well-known two-point function for a scalar primary
operator of zero-temperature CFT in d dimensions:
G∆(X ,X
′)

X ,X ′∈Poincaréd =
1
[(x − x ′)2]∆ =
1
[−(x0− x0′)2 + |x − x ′|2]∆ . (2.23)
Now, if we worked in Euclidean signature, this would be the end of the story for the construction
of conformal two-point function. In Lorentzian signature, however, this is not the end of the story
because we have to specify the iε-prescription in order to avoid including the branch points at
x0 = x0′±|x − x ′| which lie exactly on the real x0-axis. There are several basic two-point functions
in Lorentzian quantum field theory. Among them are the positive- and negative-frequency two-
point Wightman functions G±∆(x , x
′), which are the vacuum expectation values of primary operators
〈Ω|O∆(x)O∆(x ′)|Ω〉 and 〈Ω|O∆(x ′)O∆(x)|Ω〉 and given by the following iε-prescriptions:
G±∆(x , x
′) =
1
[−(x0− x0′∓ iε)2 + |x − x ′|2]∆
=
1
[−(x0− x0′)2+ |x − x ′|2± iεsgn(x0− x0′)]∆ , (2.24)
where ε is a positive infinitesimal and sgn(x) = x/|x | is the sign function. All the other two-point
functions are given in terms of these Wightman functions. For example, the time-ordered two-point
function GF∆(x , x
′) = 〈Ω|T{O∆(x)O∆(x ′)}|Ω〉 is given by
GF∆(x , x
′) = θ(x0− x0′)G+∆(x , x ′) + θ(x0′ − x0)G−∆(x , x ′)
=
1
[−(x0− x0′)2 + |x − x ′|2+ iε]∆ . (2.25)
Similarly, the retarded and advanced correlators GR∆(x , x
′) = θ(x0 − x0′)〈Ω|[O∆(x),O∆(x ′)]|Ω〉
and GA∆(x , x
′) = θ(x0′ − x0)〈Ω|[O∆(x ′),O∆(x)]|Ω〉 are given by
GR∆(x , x
′) = θ(x0 − x0′)

G+∆(x , x
′)− G−∆(x , x ′)

= GF∆(x , x
′)− G−∆(x , x ′), (2.26a)
GA∆(x , x
′) = θ(x0′ − x0)

G−∆(x , x
′)− G+∆(x , x ′)

= GF∆(x , x
′)− G+∆(x , x ′). (2.26b)
In this way, one can as well study two-point functions for generic primary tensors or higher-point
functions by the embedding space formalism; see, e.g., [28–30]. In this paper, however, we will
just focus on the scalar two-point function for simplicity.
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2.2. Embedding the Rindler wedge into the cone
Now let us turn to the problem of constructing finite-temperature CFT in d dimensions. To this end,
let us first introduce the following wedge regions of the cone:
W R = {X a ∈ Coned+1 : X 1 ± X 0 > 0 & X d+1 > 0}, (2.27a)
W L = {X a ∈ Coned+1 : X 1 ± X 0 < 0 & X d+1 > 0}. (2.27b)
We first wish to specify these wedge regions in terms of the Poincaré coordinate system (z, xµ) given
in (2.3). To do this, let us first note that the conditions X 1 ± X 0 > 0 together with X · X = 0 imply
(X d+1)2− (X d)2 = (X 1+ X 0)(X 1− X 0)+ · · ·+(X d−1)2 > 0, which, together with X d+1 > 0, implies
the conditions X d+1 ± X d > 0. Hence z = ℓ2/(X d + X d+1) must be positive-definite on W R/L . With
this in mind, we immediately see that the conditions X 1 ± X 0 > 0 and X d+1 > 0 are translated into
x1 ± x0 > 0 and ℓ2 + (x1 + x0)(x1 − x0) + (x2)2 + · · ·+ (x d−1)2 > 0 in the Poincaré coordinate
system, the latter is automatically satisfied if the former is fulfilled. Hence these wedge regions can
also be specified as follows:
W R = {(z, xµ) : z > 0 & x1± x0 > 0}, (2.28a)
W L = {(z, xµ) : z > 0 & x1± x0 < 0}. (2.28b)
Now it is obvious that the intersections of these wedges and the Poincaré section give the following
d-dimensional hypersurfaces of the cone:
WR/L = {X a ∈W R/L : X d + X d+1 = ℓ}
=
(
{xµ : x1± x0 > 0},
{xµ : x1± x0 < 0}, (2.29)
which are nothing but the standard right and left Rindler wedges, respectively.10 Hence, after
fixing the coordinate z the wedge regions (2.27a) and (2.27b) indeed describe the Rindler wedges
of d-dimensional Minkowski spacetime.
Let us next consider the isometries of the wedge W R/L . The most important isometry of the
wedge W R/L is the following hyperbolic rotation on the (X
0,X 1)-plane:
g(θ) =
coshθ sinhθsinhθ coshθ
1d
 ∈ SO(1,1), (2.30)
which maps the wedge into itself; that is, the one-parameter subgroup (2.30) maps a point X a
on the wedge to another point X a(θ) = g(θ)a bX
b on the wedge and hence gives a globally
well-defined transformation on W R/L. Substituting X
a(θ) = (X 0 coshθ + X 1 sinhθ ,X 0 sinhθ +
X 1 coshθ ,X 2, · · · ,X d+1) into (2.4), one immediately sees that the subgroup (2.30) induces the fol-
lowing one-parameter family of boost flow on the wedge W R/L:
z(θ) = z, (2.31a)
x0(θ) = x0 coshθ + x1 sinhθ , (2.31b)
x1(θ) = x0 sinhθ + x1 coshθ , (2.31c)
x⊥(θ) = x⊥, (2.31d)
where x⊥ = (x
2, · · · , x d−1). Notice that eqs. (2.31b)–(2.31d) can also be obtained as solutions to
the following flow equation:
∂ xµ
∂ ε10
= kµ10(x), (2.32)
10The conditions x1 ± x0 > 0 and x1 ± x0 < 0 are often written as x1 > |x0| and x1 < |x0| in the literature.
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where kµ10(x) is the conformal Killing vector given in (2.20a) and ε10 = θ . In other words,
eqs. (2.31b)–(2.31d) are the flow of conformal Killing vector kµ10 under the initial condition
xµ(θ = 0) = (x0, x1, x⊥). We also note that eqs. (2.31b)–(2.31d) coincide with the worldline
for an eternally uniformly accelerating observer in the d-dimensional Minkowski spacetime. In
fact, if we choose the initial point as xµ(0) = (0,±1/a, x⊥), eqs. (2.31b)–(2.31d) reduce to the
well-known worldlines for uniformly accelerating observers of constant proper acceleration a > 0
moving on the right and left Rindler wedges:
x0(τ) = ±1
a
sinh(aτ), x1(τ) = ±1
a
cosh(aτ), x⊥(τ) = x⊥. (2.33)
Here the proper-time τ and group parameter θ are related as θ = ±aτ, where ‘+’ for an observer
in the right Rindler wedge and ‘−’ for an observer in the left Rindler wedge. Notice that the
proportional coefficient a gives the Unruh temperature T = a/(2π). The conformal Killing vector
flow associated with the one-parameter subgroup (2.30) is depicted in figure 1(a).
Let us next move on to the parameterization of Rindler wedge WR/L. We wish to find a coordi-
nate patch for WR/L where the temporal coordinate is identified with the SO(1,1) group parameter
(up to an overall dimensionful parameter that gives the Unruh temperature 2πT). Such coordinate
system is constructed as follows. First, let us pick up a reference point Y a0 = (Y
0
0 , · · · ,Y d+10 ) on the
Rindler wedge WR/L:
Y a0 = (0,±ℓ, 0, · · · , 0,ℓ) ∈WR/L . (2.34)
Second, we map this point Y a0 on the Rindler wedge WR/L to a point Y
a on the wedge W R/L by
applying the following transformation matrix:
g =
cosh(t/ℓ) sinh(t/ℓ)sinh(t/ℓ) cosh(t/ℓ)
Λ
 ∈ SO(1,1)× SO(1, d − 1), (2.35)
where Λ ∈ SO(1, d − 1) is a d × d matrix that satisfies the conditions ηabΛacΛbd = ηcd (a, b, c, d ∈
{2, · · · , d + 1}), detΛ = 1 and Λd+1d+1 ≥ 1. The resultant point Y a = ga bY b0 takes the following
form:
Y a = (±ℓ sinh(t/ℓ),±ℓ cosh(t/ℓ),ℓHa) ∈W R/L, (2.36)
where Ha = (H2, · · · ,Hd+1)≡ (Λ2d+1, · · · ,Λd+1d+1) is the rightmost column vector of Λ ∈ SO(1, d−
1) and parameterizes the (d − 1)-dimensional hyperbolic space Hd−1:
H ·H ≡ (H2)2 + · · ·+ (Hd)2− (Hd+1)2 = −1 and Hd+1 ≥ 1. (2.37)
Notice that eq. (2.36) parameterizes the foliation H1×Hd−1 ⊂ W R/L of the cone. Finally, we bring
back this point Y a on the wedge W R/L to a point X
a on the Rindler wedge WR/L by multiplying the
coordinate-dependent scaling factor:
X a = λ(Y )Y a with λ(Y ) =
ℓ
Y d + Y d+1
=
1
Hd +Hd+1
> 0. (2.38)
One can easily check that thus defined parameterization (2.38) indeed satisfies the conditions X ·
X = 0, X 1± X 0 > 0, X d+1 > 0 and X d + X d+1 = ℓ and hence covers the whole Rindler wedge WR/L.
By construction it is obvious that in this coordinate system the time translation t → t + α is given
by the SO(1,1) Lorentz boost transformation (2.30) with θ = α/ℓ. A straightforward calculation
shows that the induced metric on the Rindler wedge WR/L takes the following form:
ds2WR/L
= λ2(Y )dY · dY = −d t
2 + ℓ2dH · dH
(Hd +Hd+1)2
, (2.39)
10
which is manifestly conformal to the hyperbolic spacetime H1 × Hd−1. As we will see shortly,
the metric (2.39) indeed reduces to the well-known Rindler metric if we choose an appropriate
coordinate system for Hd−1.
Now, let us finally move on to the study of thermal correlation functions of d-dimensional CFT.
As mentioned in section 1, any quantum field theory restricted on the Rindler wedge becomes
thermal in the sense of the KMS condition for Wightman functions. To see this, let us first consider
the two-point function on the Rindler wedge, which is obtained by just restricting G∆(X ,X
′) =
(−2X · X ′)−∆ on WR/L:
G∆(X ,X
′)

X ,X ′∈WR/L = λ
−∆(Y )λ−∆(Y ′)

 1/(2ℓ2)
− cosh

t−t ′
ℓ

−H ·H ′

∆ . (2.40)
The overall factors are irrelevant for us and can be removed by a conformal transformation. Rescal-
ing back to the hyperbolic spacetime, X a 7→ Y a = λ−1(Y )X a, we get the following two-point func-
tion on H1×Hd−1:
G∆(Y,Y
′)

Y,Y ′∈H1×Hd−1 =
1
(−2Y · Y ′)∆ =

2π2T 2
− cosh (2πT (t − t′))−H ·H ′
∆
, (2.41)
where T = 1/(2πℓ) is the Unruh temperature. This is the two-point function for a scalar primary
operator of scaling dimension ∆ in finite-temperature CFT on the hyperbolic spacetime H1×Hd−1.
Several comments are in order at this stage:
• KMS condition. Thermal equilibrium of quantum field theory is characterized by the KMS
condition, which is the boundary condition for positive- and negative-frequency two-point
Wightman functions in the complex time plane; see, e.g., chapter V of Haag’s book [33].
In general, in finite-temperature quantum field theory in Lorentzian signature, the positive-
frequency two-point Wightman function G+∆(t) = 〈O∆(t)O∆(0)〉 is analytic in the strip −β <
Im t < 0 as a complex function of time t, whereas the negative-frequency two-point Wightman
function G−∆(t) = 〈O∆(0)O∆(t)〉 is analytic in the strip 0< Im t < β ,11 where β = 1/T is the
inverse temperature and we have suppressed the spatial coordinates for simplicity. The KMS
condition is the relation between the boundary values of G+∆(t) and G
−
∆(t) in these strips and
expressed as the following equality:12
G±∆(t) = G
∓
∆(t ± iβ), t ∈ R. (2.42)
In our problem, the positive- and negative-frequency two-point Wightman functions G+∆(t)
and G−∆(t) correspond to G∆(Y,Y
′) and G∆(Y
′,Y ). Naively, these are the same functions
because G∆(Y,Y
′) is a symmetric function of Y and Y ′. One might therefore think that the
KMS condition (2.42) is trivially satisfied for (2.41) since the hyperbolic cosine cosh(2πT t)
is periodic in the imaginary time direction with period β = 1/T . There is, however, a subtle
point because there are branch points lying exactly on the boundaries of the strips −β <
Im t < 0 and 0 < Im t < β . As we will see shortly in (2.46), G∆(Y,Y
′) possesses infinitely
many branch points at t = ±r + inβ (n ∈ Z) in the complex time plane. One way to avoid
11These analyticity properties stem from statistical mechanics. The positive-frequency two-point Wight-
man function G+
∆
(t) = 〈O∆(t)O∆(0)〉 corresponds to the statistical average G+∆(t) = 1Z Tr (e
−βH
O∆(t)O(0)) =
1
Z
∑
E,E′>0〈E|e−βHeiH tO∆(0)e−iH t |E′〉〈E′|O∆(0)|E〉 = 1Z
∑
E,E′>0 e
iE(t+iβ)−iE′ t |〈E|O∆(0)|E′〉|2, where Z = Tre−βH and |E〉
is an eigenstate of Hamiltonian H which is assumed to be positive-definite. This infinite series expansion does not con-
verge unless t is in the strip −β < Im t < 0, which is the analytic domain of G+
∆
(t). Likewise, G−
∆
(t) = 〈O∆(0)O∆(t)〉 is
analytic in the domain 0< Im t < β .
12The KMS condition stems from the cyclic property of the trace in statistical average. Noting the identity
e−βHO∆(t)e
βH = O∆(t + iβ), one easily gets G
+
∆
(t) = 1
Z
Tr (e−βHO∆(t)O∆(0)) =
1
Z
Tr (O∆(t + iβ)e
−βH
O∆(0)) =
1
Z
Tr (e−βHO∆(0)O∆(t + iβ)) = G
−
∆
(t + iβ). Similarly, it follows from the trace cyclicity that G−
∆
(t) = G+
∆
(t − iβ).
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Figure 2: Analytic domains of the positive- and negative-frequency two-point Wightman functions. Black
crosses represent the branch points at t = ±r+inβ , n ∈ Z. The KMS conditions G±
∆
(t) = G∓
∆
(t±iβ)
are the equalities between the boundary values of G+
∆
and G−
∆
in the blue and red strips.
including such branch points is to deform the boundaries of the strips as depicted in figure
2. An alternative (yet equivalent) way to avoid including the branch points is the following
iε-prescriptions:
G±∆(t) ≡


2π2T 2
− cosh(2πT (t ∓ iε))−H ·H ′
∆
for t ∈ R,

2π2T 2
− cosh(2πT (t ± iε))−H ·H ′
∆
for t ∈ R∓ iβ ,
(2.43)
where ε is a positive infinitesimal. It is now almost trivial to show that the Wightman func-
tions satisfy the KMS condition (2.42) under the iε-prescriptions (2.43). It should be pointed
out here that, in terms of the Fourier transform G˜±∆(ω) =
∫∞
−∞d t e
iωt G±∆(t), the KMS condi-
tion is simply expressed as follows:13
G˜+∆(ω) = e
βωG˜−∆(ω). (2.44)
In section 4.2 and appendix A.2 we shall see that the momentum-space representations of
(2.43) indeed satisfy (2.44).
• Zero-temperature limit. The thermal two-point function (2.41) correctly reduces to the zero-
temperature correlator (2.23) in the zero-temperature limit T → 0. To see this, let us first
note that H · H ′ just depends on the hyperbolic angle between the points Ha and Ha′. In
fact, without any loss of generality, we can choose the point Y a′ ∈H1×Hd−1 as the reference
point Y a′ = (0,±ℓ, 0, · · · , 0,ℓ), which corresponds to t′ = 0, H2′ = · · ·= Hd′ = 0 and Hd+1′ =
ℓ in (2.41). Then, by parameterizing Ha = (H2, · · · ,Hd+1) into the hyperbolic spherical
coordinates
H i = sinh(r/ℓ)Ωi, Hd+1 = cosh(r/ℓ), (2.45)
13Here is the proof: G˜+
∆
(ω) =
∫∞
−∞d t e
iωt G+
∆
(t) =
∫∞−iβ
−∞−iβd t e
iωt G+
∆
(t) = eβω
∫∞
−∞d t e
iωt G+
∆
(t − iβ) =
eβω
∫∞
−∞d t e
iωt G−
∆
(t) = eβωG˜−
∆
(ω), where the second equality follows from the deformation of integration contour to
the lower boundary of the strip −β < Im t < 0. In the third equality we have changed the integration variable as
t → t − iβ and in the fourth equality we have used the KMS condition (2.42).
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where i ∈ {2, · · · , d} and (Ω2)2 + · · · + (Ωd)2 = 1, we get the following expression for the
thermal two-point function:
G∆(Y,Y
′)

Y,Y ′∈H1×Hd−1 =

2π2T 2
− cosh(2πT t) + cosh(2πTr)
∆
=

π2T 2
− sinh(πT (t − r)) sinh(πT (t + r))
∆
, (2.46)
which is quite similar to the well-known thermal two-point function of two-dimensional CFT
that can be factorized into the left- and right-moving sectors. (Note, however, that r ranges
from 0 to∞ for d ≥ 3. For d = 2, on the other hand, r runs through (−∞,∞) in (2.45).) Now
it is obvious that (2.46) reduces to the zero-temperature correlator in the zero-temperature
limit, G∆(Y,Y
′)→ 1/(−t2+ r2)∆ as T → 0, where r plays the role of spatial radial coordinate
for d ≥ 3.
• Rindler coordinates. We have seen that the two-point function is remarkably simplified in
the hyperbolic spherical coordinates (2.45). For practical calculations, however, it is more
convenient to work in the following coordinate patch for Hd−1 (d ≥ 3):
H i =
x i⊥
x
, Hd =
1
ℓ
ℓ2 − x2− x 2⊥
2x
, Hd+1 =
1
ℓ
ℓ2 + x2+ x 2⊥
2x
, (2.47)
where i ∈ {2, · · · , d − 1}, x ∈ (0,∞) and x⊥ ∈ Rd−2. In this parameterization, Xµ(= xµ) in
(2.38) just becomes the standard Rindler coordinates
xµ = (±x sinh(t/ℓ),±x cosh(t/ℓ), x⊥), (2.48)
and the induced metric on the Rindler wedge WR/L becomes the well-known Rindler metric
ds2WR/L
= −(x/ℓ)2d t2+d x2+dx2⊥. A straightforward calculation shows that in this coordinate
system the two-point function takes the following form:
G∆(Y,Y
′)

Y,Y ′∈H1×Hd−1 =
 2π2T 2
− cosh(2πT (t − t′))+ x
2+x ′2+|x⊥−x ′⊥|2
2x x ′

∆
. (2.49)
Though it looks more complicated than (2.46), eq. (2.49) is the best for calculating its Fourier
transform (see appendix A). The reason for this is that the complete orthonormal basis on
H
d−1 is most simply expressed in the coordinate system (2.47). We will also use the Rindler
coordinates in section 4.
To summarize, CFT restricted on the Rindler wedge describes thermal CFT on the hyperbolic
spacetime H1×Hd−1 if we identify the temporal coordinate with the SO(1,1) Lorentz boost param-
eter (up to the dimensionful parameter 2πT). It should be noted that, though we have just focused
on the scalar two-point function for simplicity, one can also study thermal two-point functions for
generic primary tensors and/or thermal n-point correlation functions for n ≥ 3. For example, the
thermal two-point function for energy-momentum tensor in Euclidean CFT on S1×Hd−1 was given
in [34]. Instead of studying those thermal correlation functions, however, let us proceed to con-
struct thermal CFTs in which the temporal flows are identified with other conformal Killing vector
flows associated with the one-parameter subgroup SO(1,1)⊂ SO(2, d).
2.3. Embedding the light-cone into the cone
Let us next introduce the following wedge regions of the cone:
V+ = {X a ∈ Coned+1 : X d ± X d+1 > 0 & X 0 > 0}, (2.50a)
V− = {X a ∈ Coned+1 : X d ± X d+1 > 0 & X 0 < 0}. (2.50b)
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Plugging the Poincaré coordinates (2.3) into these, we see that the conditions X d ± X d+1 > 0 and
X 0 > 0 are translated into the conditions z > 0, −x · x > 0 and x0 > 0. Hence, in terms of the
Poincaré coordinate system these wedge regions are specified as follows:
V+ = {(z, xµ) : z > 0 & (x0)2 > x 2 & x0 > 0}, (2.51a)
V− = {(z, xµ) : z > 0 & (x0)2 > x 2 & x0 < 0}. (2.51b)
The intersections of V± and the Poincaré section therefore give the standard future and past light-
cones of d-dimensional Minkowski spacetime:
V± = {X a ∈ V± : X d + X d+1 = ℓ}
= {xµ : (x0)2 > x 2 & ± x0 > 0}. (2.52)
Just as in the case of previous section, the wedge regions V± are mapped to themselves under the
following hyperbolic rotation on the (X d ,X d+1)-plane:
g(θ) =
1d coshθ sinhθ
sinhθ coshθ
 ∈ SO(1,1), (2.53)
which, as we saw in eq. (2.9), induces the following one-parameter family of dilatation flow on the
wedge V±:
z(θ) = ze−θ , (2.54a)
xµ(θ) = xµe−θ . (2.54b)
Notice that (2.54b) can also be obtained as a solution to the following flow equation:
∂ xµ
∂ εd,d+1
= kµd,d+1(x), (2.55)
where kµd,d+1(x) is the conformal Killing vector given in (2.20d) and εd d+1 = θ . Note also that,
though (2.53) is the isometry of the wedges V±, it is not the isometry of the light-cones V± because
the coordinate z does not remain intact under the transformation (2.53). As mentioned in section
2.1, however, any change in z can be removed by simultaneous rescaling X a 7→ λ(X )X a of the
ambient space coordinates without making any change in the ratio ℓXµ/(X d + X d+1) = xµ.
Before proceeding further, it is wise to point out here a physical interpretation of the dilatation
flow (2.54b). As discussed in [23], this dilatation flow coincides with the worldline for an observer
in semi-eternal uniform motion:
xµ(τ) = vµτ with vµ = ( 1p
1−v2
, vp
1−v2
), (2.56)
where τ is the proper-time for the observer and v is the spatial velocity whose modulus is less than
the speed of light, |v |< c = 1. The proper-time τ ranges from 0 to∞ for an observer who is born at
xµ = 0 and then goes away to the future infinity, whereas it lies between −∞ and 0 for an observer
who comes from the past infinity and then dies at xµ = 0. The causally connected regions for such
observers are nothing but the future and past light-cones V±. Notice that the proper-time τ does not
exactly coincide with the dilatation flow parameter θ : they are related by the scale transformation
τ = ±ℓe−θ , where ‘+’ for the observer in V+ and ‘−’ for the observer in V−. Here at this stage
ℓ > 0 is just an arbitrary reference length scale that must be introduced on the dimensional ground.
The conformal Killing vector flow associated with the one-parameter subgroup (2.53) is depicted in
figure 1(b).
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Now, just as we did in the previous section, we wish to find a coordinate patch for V± where the
temporal coordinate coincides with the SO(1,1) group parameter θ (but not with the proper time τ
for an observer in semi-eternal uniform motion).14 Since the construction of such coordinate system
is parallel to the case of Rindler wedge, we here just present the result. The desired coordinate
system is turned out to be of the following form:
X a = λ(Y )Y a ∈ V±, (2.57)
where Y a = (Y 0, · · · ,Y d+1) parameterizes the foliation H1×Hd−1 ⊂ V± of the cone
Y a = (±ℓHµ,ℓ cosh(t/ℓ),ℓ sinh(t/ℓ)) ∈ V±, (2.58)
and λ(Y ) is the coordinate-dependent scaling factor that pulls back a point Y a on V± to a point X
a
on V±:
λ(Y ) =
ℓ
Y d + Y d+1
= e−t/ℓ > 0. (2.59)
Here Hµ = (H0, · · · ,Hd−1) parameterizes the (d − 1)-dimensional unit hyperbolic space Hd−1 and
satisfies the following conditions:
H ·H ≡ −(H0)2+ (H1)2+ · · ·+ (Hd−1)2 = −1 and H0 ≥ 1. (2.60)
It is easy to check that thus defined parameterization indeed satisfies the conditions X · X = 0,
X d ± X d+1 > 0, X 0 > 0, and X d + X d+1 = ℓ and covers the whole future (past) light-cones V±. The
induced metric on the light-cone V± takes the following form:
ds2V±
= e−2t/ℓ

−d t2 + ℓ2dH · dH

, (2.61)
which is again manifestly conformal to the hyperbolic spacetime H1×Hd−1. The two-point function
projected out onto the light-cone V± is then given by
G∆(X ,X
′)

X ,X ′∈V± = λ
−∆(Y )λ−∆(Y ′)

 1/(2ℓ2)
− cosh

t−t ′
ℓ

−H ·H ′

∆ . (2.62)
The overall scale factors can be removed by a conformal transformation and the resulting thermal
two-point function on H1×Hd−1 takes exactly the same form as (2.41). Remaining discussions are
exactly the same as those in the previous section such that we shall not repeat here anymore.
2.4. Embedding the diamond into the cone
Let us complete our construction of thermal CFT by considering the following wedge region of the
cone:
D = {X a ∈ Coned+1 : X d ± X 0 > 0 & X d+1 > 0}. (2.63)
Let us first rewrite (2.63) in terms of the Poincaré coordinate system (z, xµ) given in (2.3). To this
end, we first note that the condition X d ± X 0 > 0 (i.e., X d > |X 0| ≥ 0) together with X d+1 > 0
implies X d +X d+1 > 0, which implies z = ℓ2/(X d +X d+1) must be positive-definite on D. Using this
constraint on z, one immediately sees that the conditions X d ± X 0 > 0 and X d+1 > 0 are translated
into the conditions (x0 ± ℓ)2 − x 2 > 0 and ℓ2 − (x0)2 + x 2 > 0, which can be put into a single
14If we work in a coordinate system in which the temporal coordinate is identified with the proper time, we have to
deal with time-dependent temperature in the would-be thermal equilibrium system [23].
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expression |x0|+ |x |< ℓ. Hence in the Poincaré coordinate system the wedge region D is described
as follows:
D = {(z, xµ) : z > 0 & |x0|+ |x | < ℓ}. (2.64)
The intersection of the wedge D and the Poincaré section then gives the well-known diamond (also
known as the double-cone) of d-dimensional Minkowski spacetime:
D = {X a ∈ D : X d + X d+1 = ℓ}
= {xµ : |x0|+ |x | < ℓ}. (2.65)
Let us next consider the isometries of the wedge D. Just as in the previous sections, the wedge
D is mapped to itself under the following hyperbolic rotation on the (X 0,X d)-plane:
g(θ) =

coshθ sinhθ
1d−1
sinhθ coshθ
1
 ∈ SO(1,1). (2.66)
One can easily show that, if the initial point X a satisfies the conditions X d ± X 0 > 0 and X d+1 >
0, then the transformed point X a(θ) = ga bX
b also satisfies the conditions X d(θ) ± X 0(θ) > 0
and X d+1(θ) > 0 and hence (2.66) gives a globally well-defined transformation on the wedge D.
Substituting X a(θ) into z(θ) = ℓ2/(X d(θ) + X d+1(θ)) and xµ(θ) = ℓXµ(θ)/(X d(θ) + X d+1(θ)),
one can also easily show that the one-parameter subgroup (2.66) induces the following flow on the
wedge D:
z(θ) = e−ϕ
z
1− 2(b · x)+ (b · b)(x · x) , (2.67a)
xµ(θ) = e−ϕ
xµ− bµ(x · x)
1− 2(b · x)+ (b · b)(x · x) + a
µ, (2.67b)
where
aµ = (ℓ tanh(θ
2
), 0, · · · , 0), bµ = (1
ℓ
tanh(θ
2
), 0, · · · , 0), ϕ = 2 logcosh(θ
2
). (2.68)
As is evident from these expressions, this flow—the diamond flow—can also be obtained by the
following three successive transformations: i) special conformal transformation (2.13); ii) dilata-
tion (2.9); and iii) translation (2.11). In fact, the SO(1,1) matrix (2.66) admits the following
decomposition:15
1d
aµ
ℓ
aµ
ℓ
− aν
ℓ
1− 1
2
a·a
ℓ2
−1
2
a·a
ℓ2
aν
ℓ
1
2
a·a
ℓ2
1+ 1
2
a·a
ℓ2


1d
coshϕ sinhϕ
sinhϕ coshϕ


1d ℓb
µ −ℓbµ
−ℓbν 1− ℓ
2
2
b · b ℓ2
2
b · b
−ℓbν − ℓ
2
2
b · b 1+ ℓ2
2
b · b
 . (2.69)
Multiplying these matrices on a point X a ∈ D induces the composition of conformal transformations
(2.13), (2.9) and (2.11) and results in the diamond flow (2.67a) and (2.67b). It is not difficult to
show that (2.67b) can also be obtained as a solution to the following flow equation:
∂ xµ
∂ εd0
= kµd0(x), (2.70)
15The decomposition (2.69) can also be written as follows:
exp

i
θ
2

ℓP0− 1
ℓ
K0

= exp

−iℓ tanh

θ
2

P0

exp

i2 logcosh

θ
2

D

exp

i
1
ℓ
tanh

θ
2

K0

,
where D, P0, and K0 are the (d + 2)× (d + 2)-matrix representations given in (3.26). Notice that the set of generators
{D, P0,K0} forms the one-dimensional conformal algebra so(2,1)⊂ so(2, d).
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where kµd0(x) = −kµ0d(x) is the conformal Killing vector given in (2.20b) and εd0 = θ . Namely,
the diamond flow is nothing but the conformal Killing vector flow associated with kµd0. Notice that
the denominator 1− 2(b · x) + (b · b)(x · x) does not vanish provided xµ = (x0, x ) satisfies the
condition |x0|+ |x | < ℓ. Note also that (z(θ), xµ(θ))→ (0,±ℓ,0) as θ →±∞.
Now we wish to give a physical interpretation of the diamond flow. As discussed in [23], the
diamond flow coincides with the worldline for a uniformly accelerating observer with finite lifetime.
To see this, let us first choose the initial point as xµ(0) = (x0, x ) = (0,ℓ aℓΩ
1+
p
1+a2ℓ2
) ∈ D, where Ω is
a constant unit vector that satisfies Ω ·Ω = 1 and a ∈ (−∞,∞) is another dimensionful parameter
that plays the role of constant proper acceleration. Substituting these into (2.67b), we see that the
diamond flow takes the following simple forms:
x0(θ) = ℓ
sinhθ
coshθ +
p
1+ a2ℓ2
, x (θ) = ℓ
aℓΩ
coshθ +
p
1+ a2ℓ2
. (2.71)
An important observation here is that (2.71) satisfies the following equation:
−

x0(θ)
2
+

x (θ)− 1
a
p
1+ a2ℓ2Ω
2
=
1
a2
, (2.72)
which implies that x0(θ) and x (θ) can be put into the following alternative equivalent forms:
x0(τ) =
1
a
sinh(aτ), x (τ) =
1
a
p
1+ a2ℓ2 − cosh(aτ)

Ω. (2.73)
This is nothing but the worldline for a uniformly accelerating observer moving on the (x0,Ω)-plane,
where the proper time τ and group parameter θ are related as follows:
τ =
1
a
log
cosh

θ+aτ0
2

cosh

θ−aτ0
2

 ∈ (−τ0,τ0), (2.74)
with τ0 = (1/a)arcsinh(aℓ) > 0 being half the proper lifetime of uniformly accelerating observer.
Hence, up to this parameterization difference, the diamond flow coincides with the worldline for a
uniformly accelerating observer with finite lifetime 2τ0. The conformal Killing vector flow associ-
ated with the one-parameter subgroup (2.66) is depicted in figure 1(c).
Let us next move on to construct a coordinate patch for the diamond D where the temporal
coordinate is identifies with the SO(1,1) group parameter.16 Such coordinate system is turned out
to be of the form:
X a = λ(Y )Y a ∈ D, (2.75)
where Y a = (Y 0, · · · ,Y d+1) is a parameterization for the foliation H1×Hd−1 ⊂ D given by
Y a = (ℓ sinh(t/ℓ),ℓH i ,ℓ cosh(t/ℓ),ℓHd+1) ∈ D, (2.76)
and λ(Y ) is a coordinate-dependent scaling factor that pulls back a point Y a on the wedge D to a
point X a on the diamond D given as follows:
λ(Y ) =
ℓ
Y d + Y d+1
=
1
cosh(t/ℓ) +Hd+1
> 0. (2.77)
16Again, if we work in a coordinate system in which the temporal coordinate is identified with the proper time, we
have to deal with time-dependent temperature [23].
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Here Ha = (H1, · · · ,Hd−1,Hd+1) parameterizes the (d−1)-dimensional hyperbolic space Hd−1 and
is subject to the following conditions:
H ·H ≡ (H1)2 + · · ·+ (Hd−1)2 − (Hd+1)2 = −1 and Hd+1 ≥ 1. (2.78)
The induced metric on the diamond takes the following form:
ds2D =
−d t2 + ℓ2dH · dH
(cosh(t/ℓ) +Hd+1)2
, (2.79)
which is again conformal to the hyperbolic spacetime H1×Hd−1. The two-point function projected
out onto the diamond then takes the following form:
G∆(X ,X
′)

X ,X ′∈D = λ
−∆(Y )λ−∆(Y ′)

 1/(2ℓ2)
− cosh

t−t ′
ℓ

−H ·H ′

∆ . (2.80)
The overall factors can be removed by a conformal transformation, after which (2.80) describes the
thermal two-point function on the hyperbolic spacetime H1×Hd−1. The remaining discussions are
exactly the same as those presented in section 2.2 such that we will stop here.
2.5. A few remarks on the one-dimensional case
Let us close our construction of thermal CFTs in d dimensions by making a few remarks on the case
d = 1.
In (0+ 1)-dimensional spacetime, there is no immediate analogue of Rindler wedge because of
the absence of spatial directions. However, we can still introduce the light-cones and diamond as
half-lines and interval of the time axis, and CFT restricted on these regions become thermal as well
under the identification of the temporal coordinates with the SO(1,1)⊂ SO(2,1) group parameters;
see figure 3. The embedding space formalism for one-dimensional CFT can be developed equally
well and the resultant thermal CFT turns out to reside on the (0+ 1)-dimensional hyperbolic space
H
1. It is a straightforward exercise to show that the thermal two-point function for a scalar primary
operator on H1 takes the following form:

π2T 2
− sinh2(πT (t − t′))
∆
, (2.81)
which of course satisfies the KMS condition (under the appropriate iε-prescription). Notice that
(2.81) exactly coincides with the result of conformal quantum mechanics [35].
3. Intertwining Operator in CFTd
So far we have constructed thermal CFTs in d dimensions by using the embedding space formalism.
Let us now turn to the representation-theoretic aspect of conformal two-point functions: the inter-
twining operators. Though it had been studied in the 1970s [1–4] that two-point functions of CFT
are nothing but the integral kernels of intertwining operators for two equivalent representations
of conformal algebra so(2, d), this fact is hardly ever acknowledged except to experts. We will see
in the rest of the paper that the intertwining operator and the resulting intertwining relations pro-
vide powerful constraints on the structure of momentum-space thermal two-point functions. Before
embarking on this, however, in this section we first review the basics of intertwining operators in
d-dimensional CFT and prepare necessary ingredients for our analysis. Then we show as an applica-
tion that, for the case of zero-temperature CFT, the intertwining relations reduce to the well-known
conformal Ward–Takahashi identities for momentum-space two-point functions.
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x0
0
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

past light-cone
t
t
(a) Light-cones = half-lines.
x0
0
ℓ
−ℓ

diamond
t
(b) Diamond = interval.
Figure 3: Light-cones and diamond in (0+ 1)-dimensional spacetime. x0 and the SO(1,1) group parameter
t ∈ (−∞,∞) are related as (a) x0 =±ℓe−t/ℓ and (b) x0 = ℓ tanh(t/(2ℓ)).
We emphasize that the presentation of this section is meant to be rather sketchy, yet enough for
the purpose of this paper, leaving mathematical rigors to the existing literature. For more details
of intertwining operators in CFT, we refer to [1–4] (see also [36] for more recent expositions.) We
also note that in this section we will use the standard d-dimensional approach to d-dimensional
CFT: we will not return to the embedding space formalism in the remainder of the paper, though
it may be possible to reformulate everything in the subsequent sections in the (d + 2)-dimensional
language.
Throughout this section we just focus on scalar two-point functions for simplicity.
3.1. Intertwining kernel = two-point function
To begin with, let x 7→ x g be a generic conformal transformation associated with a group element
g ∈ SO(2, d). Let O∆(x) be a scalar primary operator of scaling dimension ∆ that satisfies the
following transformation law:
U(g)O∆(x)U
−1(g) =
∂ x g∂ x

∆/d
O∆(x g), (3.1)
where U(g) is a unitary representation of g ∈ SO(2, d) and |∂ x g/∂ x | stands for the Jacobian of
conformal transformation x 7→ x g = x g(x). Let |Ω〉 be a conformally invariant Minkowski vacuum
satisfying U(g)|Ω〉 = |Ω〉 for any g ∈ SO(2, d). Then the positive-frequency two-point Wightman
function G∆(x , y), for example, is given by
G∆(x , y) = 〈Ω|O∆(x)O∆(y)|Ω〉, (3.2)
which satisfies the following identity (conformal Ward–Takahashi identity):
G∆(x , y) =
∂ x g∂ x

∆/d ∂ yg∂ y

∆/d
G∆(x g , yg). (3.3)
We note that, though (3.2) is the simplest example, for the following discussion G∆(x , y) is not
necessarily to be the positive-frequency two-point Wightman function. The following discussion
can be applied to any other two-point functions that satisfy the conformal Ward–Takahashi identity.
Now, let us next introduce an intertwining operator G∆, which is defined through the following
integral transform whose kernel is the two-point function:
G∆ :Od−∆(x) 7→ (G∆Od−∆)(x) :=
∫
dd y G∆(x , y)Od−∆(y). (3.4)
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This operator G∆ maps a primary operator of scaling dimension d−∆, which is called the “shadow
operator” [5], to another primary operator of scaling dimension ∆. Indeed, as easily checked, the
operator (G∆Od−∆)(x) satisfies the following transformation law:
U(g)(G∆Od−∆)(x)U
−1(g) =
∂ x g∂ x

∆/d
(G∆Od−∆)(x g). (3.5)
Hence (G∆Od−∆)(x) is indeed a primary operator of scaling dimension ∆. The proof of (3.5) is
straightforward and goes as follows:
U(g)(G∆Od−∆)(x)U
−1(g) = U(g)
∫
dd y G∆(x , y)Od−∆(y)

U−1(g)
=
∫
dd y G∆(x , y)U(g)Od−∆(y)U
−1(g)
=
∫
dd y
∂ x g∂ x

∆/d ∂ yg∂ y

∆/d
G∆(x g , yg)
∂ yg∂ y

(d−∆)/d
O∆(yg)
=
∂ x g∂ x

∆/d ∫
dd y
∂ yg∂ y
G∆(x g , yg)O∆(yg)
=
∂ x g∂ x

∆/d ∫
dd yg G∆(x g , yg)O∆(yg)
=
∂ x g∂ x

∆/d
(G∆Od−∆)(x g), (3.6)
where the third equality follows from (3.1) and (3.3). The fifth equality follows from the change of
integration variable,
∫
dd y|∂ yg/∂ y| =
∫
dd yg . As is evident from this proof, U(g)(G∆Od−∆)(x)U
−1(g)
and (G∆U(g)Od−∆U
−1(g))(x) give the same result. Hence the intertwining operator G∆ should
satisfy the following operator identity (intertwining relation):
U(g)G∆ = G∆U(g), ∀g ∈ SO(2, d). (3.7)
For practical calculations, however, it is more convenient to introduce the infinitesimal form of
(3.7). To this end, let us next consider an infinitesimal conformal transformation associated with
a group element ga b = δ
a
b + ε
a
b, where εab = −εba are infinitesimal parameters. The conformal
transformation x 7→ x1+ε = x1+ε(x) associated with such a group element g = 1+ ε can be Taylor-
expanded as follows:
x
µ
1+ε = x
µ+
1
2
εabk
µab(x) with kµab(x) :=
∂ x
µ
1+ε
∂ εab

εab=0
, (3.8)
where kµab(x) = −kµba(x) are conformal Killing vectors which of course coincide with those given
in (2.20a)–(2.20d). Similarly, the unitary operator U(g) associated with g = 1 + ε can also be
Taylor-expanded:
U(1+ ε) = 1+
i
2
εabJ
ab, (3.9)
where J ab = −J ba are hermitian generators of the Lie algebra so(2, d) satisfying the following
commutation relations:
[J ab, J cd] = i(ηacJ bd −ηad J bc −ηbcJ ad +ηbd J ac). (3.10)
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Substituting (3.8) and (3.9) into (3.1) we get
1+
i
2
εabJ
ab

O∆(x)

1− i
2
εabJ
ab

=

1+
∆
2d
εab∂µk
µab

O∆(x +
1
2
εk), (3.11)
which, at the linear order of εab, reduces to the following form:
[J ab,O∆(x)] = −J ab∆ O∆(x), (3.12)
where J ab∆ = −J ba∆ are coordinate realizations of the SO(2, d) generators given by
J ab∆ = i

kµab∂µ +
∆
d
∂µk
µab

. (3.13)
Similarly, for the infinitesimal conformal transformations (3.8) and (3.9) the conformal Ward–
Takahashi identity (3.3) becomes
G∆(x , y) =

1+
∆
2d
εab∂µk
µab(x)

1+
∆
2d
εab∂µk
µab(y)

G∆(x +
1
2
εk(x), y + 1
2
εk(y)), (3.14)
which, at the linear order of εab, reduces to the following linear differential equations (infinitesimal
conformal Ward–Takahashi identities):
J ab∆ (x ,∂x) + J
ab
∆ (y,∂y)

G∆(x , y) = 0, (3.15)
where J ab∆ (x ,∂x) and J
ab
∆ (y,∂y) are the notations to emphasize these are the differential operators
acting on x and y, respectively.
Now let us move on to the infinitesimal form of intertwining relation (3.7). At the linear order
of εab, the intertwining relation (3.7) becomes J
abG∆ = G∆J
ab, or, equivalently,
(J ab∆ G∆Od−∆)(x) = (G∆J
ab
d−∆Od−∆)(x). (3.16)
Indeed, a straightforward calculation gives
(J ab∆ G∆Od−∆)(x) =
∫
dd y

J ab∆ (x ,∂x)G∆(x , y)

Od−∆(y)
=
∫
dd y

−J ab∆ (y,∂y)G∆(x , y)

Od−∆(y)
=
∫
dd y

−i

kµab(y)
∂
∂ yµ
+
∆
d
∂ kµab(y)
∂ yµ

G∆(x , y)

Od−∆(y)
=
∫
dd y G∆(x , y)

i

kµab(y)
∂
∂ yµ
+
d −∆
d
∂ kµab(y)
∂ yµ

Od−∆(y)

=
∫
dd y G∆(x , y)

J ab
d−∆(y,∂y)Od−∆(y)

= (G∆J
ab
d−∆Od−∆)(x), (3.17)
where in the second line we have used the infinitesimal conformal Ward–Takahashi identity (3.15)
and in the third line we have used the explicit expression (3.13) for the generator. The fourth
equality follows from the integration by parts, where we have ignored the surface term which is
of no significance for the following discussions. It is obvious that one can also prove the iden-
tity (J ab
d−∆Gd−∆O∆)(x) = (Gd−∆J
ab
∆ O∆)(x) in exactly the same way. It is also obvious that, since
Od−∆(x) and O∆(x) are arbitrary test primary operators in the above discussions, the following
operator identities must hold:
J abα Gα = GαJ
ab
d−α, α ∈ {∆, d −∆}. (3.18)
It is these intertwining relations that we will use in the rest of the paper.
Several comments are in order.
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Vd−∆ Vd−∆
V∆ V∆
G∆ G∆Gd−∆ Gd−∆
J ab
d−∆
J ab∆
Figure 4: Commutative diagram of intertwining operators.
• Primary states. The intertwining operator Gα also maps a primary state of scaling dimension
d −α to another primary state of scaling dimension α, where α is either ∆ or d −∆. In fact,
by defining the coordinate-dependent primary state as
|Oα(x)〉 :=Oα(x)|Ω〉, α ∈ {∆, d −∆}, (3.19)
which satisfies the transformation law U(g)|Oα(x)〉 = |∂ x g/∂ x |α/d |Oα(x)〉, one can easily
show that the state Gα|Od−α(x)〉 := (GαOd−α)(x)|Ω〉 also satisfies the transformation law
U(g)Gα|Od−α(x)〉 = |∂ x g/∂ x |α/dGα|Od−α(x)〉 and hence is the coordinate-dependent pri-
mary state of scaling dimension α. |Oα(x)〉 is an element of the representation space Vα
of conformal algebra so(2, d) in which the quadratic Casimir operator C2[so(2, d)] takes the
value ∆(d −∆). The intertwining relations between Vd−∆ and V∆ are schematically summa-
rized in the commutative diagram in figure 4.
• Normalization. The intertwining operators G∆ and Gd−∆ are basically inverse to each other.
Namely, under appropriate normalizations they can be chosen to satisfy the following iden-
tity:17
GαGd−α = 1Vα , α ∈ {∆, d −∆}, (3.20)
or, equivalently, ∫
ddz Gα(x , z)Gd−α(z, y) = δ
(d)(x − y), (3.21)
where 1Vα stands for the identity operator in the representation space Vα. Notice that eq. (3.21)
is most simply expressed in the momentum space as G˜∆(p)G˜d−∆(p) = 1, where G˜α(p) stands
for the Fourier transform of two-point function Gα(x , y).
• Unitarity bound. It is well-known that in d-dimensional spacetime the unitarity bound for
scaling dimension ∆ of scalar primary operator is ∆ > (d − 2)/2, where the lower bound is
the scaling dimension of free scalar field. In general, d −∆ violates this bound if ∆ is big
enough. However, there exists a range of ∆ in which both the scaling dimensions of O∆(x)
and its shadow Od−∆(x) fulfill the unitarity bound:
d − 2
2
<∆ <
d + 2
2
. (3.22)
In the AdS/CFT correspondence this range of∆ corresponds to the well-known range of scalar
field mass-squared −d2/4 < (mR)2 < −d2/4+ 1 (R: AdS radius) in which there exist two
different quantizations [38].
17There is, however, a subtle problem in the identity (3.20). A careful analysis shows that the identity (3.21) (or
G˜∆(p)G˜d−∆(p) = 1) does not hold when ∆ = d/2+ n (n ∈ Z≥0), which may well be related to the conformal anomaly;
see, e.g., [37]. We will not address this issue in the present paper.
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• Conformal algebra. It is worth to write down here the d-dimensional conformal algebra be-
cause the relation between the conformal generators {D, Pµ,Kµ,Mµν} and SO(2, d) genera-
tors J ab often differs in the literature. In our convention the dilatation generator D, momen-
tum generators Pµ, special conformal transformation generators Kµ, and Lorentz transforma-
tion generators Mµν that are consistent with (2.8), (2.10), (2.12) and (2.14) are given by the
following linear combinations:
D = J d,d+1, Pµ =
1
ℓ
(J d+1,µ + J dµ), Kµ = ℓ(J d+1,µ− J dµ), Mµν = Jµν , (3.23)
which satisfy the commutation relations of d-dimensional conformal algebra:
[D, Pµ] = iPµ, [D,Kµ] = −iKµ, [Pµ,Kν] = 2i(ηµνD− Jµν),
[Mµν , Pρ] = i(ηµρPν −ηνρPµ), [Mµν ,Kρ] = i(ηµρKν −ηνρKµ),
[Mµν ,Mρσ] = i(ηµρMνσ −ηµσMνρ −ηνρMµσ +ηνσMµρ).
(3.24)
With this definition the infinitesimal conformal transformation U(1 + ε) = 1 + i
2
εabJ
ab is
expressed as follows:
U(1+ ε) = 1+ iϕD − iaµPµ + i bµKµ +
i
2
ωµνM
µν , (3.25)
where the infinitesimal parameters εa b and (ϕ,a
µ, bµ,ωµν) are identified under the rule
(2.16). Finite conformal transformations are obtained by exponentiating the last four terms
in (3.25). For example, one can easily check that, by using the (d + 2) × (d + 2)-matrix
representation of conformal generators
(D)a b = −i
0d 0 1
1 0
 , (Mµν)a b = −i
η
µaδν b −ηνaδµb
0 0
0 0
 ,
(Pµ)a b =
i
ℓ
 0d η
µa ηµa
−δµb 0 0
+δµb 0 0
 , (Kµ)a b = −iℓ
 0d η
µa −ηµa
−δµb 0 0
−δµb 0 0
 ,
(3.26)
which follow from the matrix representation of SO(2, d) generators i(J ab)c d = η
acδbd −
ηbcδad , the (d + 2) × (d + 2) matrices exp(iϕD) ∈ SO(1,1), exp(−iaµPµ) ∈ E(1)d and
exp(i bµK
µ) ∈ E(1)d exactly coincides with (2.8), (2.10) and (2.12). (These matrix represen-
tations are not unitary representations of course.) For our purpose, however, the coordinate
realization of conformal generators is more important. Substituting the conformal Killing vec-
tors into (3.13), one can easily check that the coordinate realization {Dα, Pµα ,Kµα ,Mµνα } that
acts on the representation space Vα of scaling dimension α ∈ {∆, d −∆} is given as follows:
Dα = −i(x · ∂ +α), (3.27a)
Pµα = −i∂ µ, (3.27b)
Kµα = −i [(x · x)∂ µ− 2xµ(x · ∂ +α)] , (3.27c)
Mµνα = −i(xµ∂ ν − xν∂ µ). (3.27d)
We shall use these differential operators in the next section.
3.2. Intertwining relations in the E(1) basis
The intertwining relations are the operator identities in the representation space Vα of fixed scaling
dimension α ∈ {∆, d − ∆}. In the last section we have seen that the operator identities (3.18)
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hold when they act on primary operators or primary states. However, the intertwining relations still
hold when they are applied to the basis of representation space Vα. In this section we study the
intertwining relations in the basis where the E(1) transformations (2.10) become diagonal. In other
words, we apply the identity (3.18) to the simultaneous eigenfunctions of E(1) generators (3.27b)
which provide a complete orthonormal basis of Vα. We will see that in this case the intertwining
relations just reduce to the well-known conformal Ward–Takahashi identities for momentum-space
two-point function of zero-temperature CFT.
To begin with, let { fp(x)} be a complete orthonormal basis that satisfies the following orthonor-
mality and completeness relations:∫
dd x f ∗p (x) fq(x) = (2π)
dδ(d)(p− q), (3.28a)∫
dd p
(2π)d
fp(x) f
∗
p (y) = δ
(d)(x − y). (3.28b)
In the flat Minkowski spacetime such complete orthonormal basis is of course given by the plane
wave, fp(x) = e
ip·x , which is nothing but the simultaneous eigenfunction of E(1) generators Pµα =
−i∂ µ with eigenvalue pµ. The primary operator and two-point function can then be expanded in
terms of this complete orthonormal basis:
Oα(x) =
∫
dd p
(2π)d
O˜α(p) fp(x), (3.29a)
Gα(x , y) =
∫
dd p
(2π)d
G˜α(p) fp(x) f
∗
p (y), α ∈ {∆, d −∆}, (3.29b)
which are of course just the Fourier transforms. Plugging these into the left- and right-hand sides
of the identity (J ab∆ G∆Od−∆)(x) = (G∆J
ab
d−∆Od−∆)(x), we get
(J ab∆ G∆Od−∆)(x) =
∫
dd p
(2π)d
∫
ddq
(2π)d
〈p|J ab∆ |q〉G˜∆(q)O˜d−∆(q) fp(x), (3.30a)
(G∆J
ab
d−∆Od−∆)(x) =
∫
dd p
(2π)d
∫
ddq
(2π)d
G˜∆(p)〈p|J abd−∆|q〉O˜d−∆(q) fp(x), (3.30b)
where 〈p|J abα |q〉 are “matrix elements” given by
〈p|J abα |q〉 :=
∫
dd x f ∗p (x)J
ab
α fq(x), α ∈ {∆, d −∆}. (3.31)
Comparing the expressions (3.30a) and (3.30b) and noting O˜d−∆(q) is an arbitrary primary opera-
tor, we arrive at the following identities for the momentum-space two-point function:
〈p|J ab∆ |q〉G˜∆(q) = G˜∆(p)〈p|J abd−∆|q〉. (3.32)
Though it is less obvious, the intertwining relation (3.32) is just another form of the conformal
Ward–Takahashi identity. To see this, let us first compute the “matrix elements” 〈p|J abα |q〉 by using
the coordinate realizations (3.13). Substituting (3.27a)–(3.27d) into (3.31) we get the following
“matrix elements”:
〈p|Dα|q〉= −i(q · ∂q +α)δ(d)(p− q). (3.33a)
〈p|Pµα |q〉= qµδ(d)(p− q), (3.33b)
〈p|Kµα |q〉=
h
−qµ∂q · ∂q + 2(q · ∂q +α)∂ µq
i
δ(d)(p− q), (3.33c)
〈p|Mµνα |q〉= i(qµ∂ νq − qν∂ µq )δ(d)(p− q). (3.33d)
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Now it is a straightforward exercise to show that the intertwining relation (3.32) boils down to the
following differential equations for the momentum-space two-point function:
 
pµ∂ ν − pν∂ µ G˜∆(p) = 0, (3.34a)
pµ∂ · ∂ − 2(p · ∂ −∆+ d)∂ µ G˜∆(p) = 0, (3.34b) 
p · ∂ − 2∆+ d G˜∆(p) = 0, (3.34c)
which are nothing but the well-known conformal Ward–Takahashi identities in the momentum
space. These differential equations are solved as follows. First, eq. (3.34a) implies G˜∆ must be a
function of the Lorentz invariant p ·p. And, for such a function, eq. (3.34c) reduces to [(p ·p) d
d(p·p)−
(∆− d
2
)]G˜∆ = 0, which is easily solved with the result
G˜∆(p) ∝ (p · p)∆−d/2. (3.35)
Notice that the solution (3.35) automatically satisfies (3.34b).
Before closing this section it is wise to reexamine here the intertwining relations (3.32) in a
little bit more abstract way. To this end, we first define the action of intertwining operator Gα on
the basis function fp(x) as follows:
(Gα fp)(x) :=
∫
dd y Gα(x , y) fp(y), (3.36)
which, after substituting the expansion (3.29b), can be reduced to the following:
(Gα fp)(x) = G˜α(p) fp(x). (3.37)
This is best expressed in the following bra-ket notation:
Gα|p〉= G˜α(p)|p〉. (3.38)
That is to say, the momentum-space two-point function G˜α(p) is the eigenvalue of intertwining op-
erator Gα. Now it is obvious that the intertwining relations (3.32) are equivalent to 〈p|J ab∆ G∆|q〉 =
〈p|G∆J abd−∆|q〉, which is nothing but the “matrix elements” of the operator identities (3.18).
To summarize, in zero-temperature CFT, the intertwining relations are just the conformal Ward–
Takahashi identities in disguise. At finite temperature, however, we shall see that the intertwining
relations lead to novel constraints on momentum-space two-point functions.
4. Thermal Correlator Recursions
In the last section we have studied the intertwining relations in the E(1) basis in which the E(1)
generators P
µ
α become diagonal. For the case of finite-temperature CFT, however, we need to work
in the basis in which the SO(1,1) generator becomes diagonal because, as we have seen in section
2, the time-translation generator generates the one-parameter subgroup SO(1,1) in geometrically
thermalized CFTs. In this section we shall first develop the representation of conformal algebra
so(2, d) in the SO(1,1) basis and derive the basis function explicitly. We then show that the in-
tertwining relations in the SO(1,1) basis result in the recurrence relations for momentum-space
thermal two-point functions.
For the sake of notational brevity, throughout this section we will work in the units ℓ = 1 (i.e.,
2πT = 1). The Unruh temperature T is easily restored by dimensional analysis.
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4.1. Representation of the Lie algebra so(2, d) in the SO(1, 1) basis
Let us first construct the SO(1,1) basis for the representation space of the Lie algebra so(2, d). As we
have seen in sections 2.2–2.4, in thermal CFTs on the Rindler wedge, light-cone, and diamond the
time translations are given by the SO(1,1) hyperbolic rotations on the (X 0,X 1)-, (X d ,X d+1)-, and
(X 0,X d)-planes. This motivates us to introduce the following linear combinations of the SO(2, d)
generators:
Rindler wedge: H = J10, E±a = J0a ± J1a, M ab = J ab, (4.1a)
Light-cone: H = J d,d+1, E±a = J d+1,a ± J da, M ab = J ab, (4.1b)
Diamond: H = J d0, E±a = J0a ± J da, M ab = J ab, (4.1c)
where the indices a and b run through {2, · · · , d+1}, {0, · · · , d−1}, and {1, · · · , d−1, d+1} for the
Rindler wedge, light-cone, and diamond, respectively. Irrespective of these linear combinations, it
follows from (3.10) that the set of operators {H, E±a,M ab} satisfy the following same commutation
relations:
[H, E±a] = ±iE±a, (4.2a)
[E+a, E−b] = 2i(ηabH − M ab), (4.2b)
[M ab, E±c] = i(ηac E±b −ηbc E±a), (4.2c)
[M ab,M cd] = i(ηac M bd −ηad M bc −ηbc M ad +ηbd M ac), (4.2d)
with other commutators vanishing. The quadratic Casimir operator of the Lie algebra so(2, d) is
then expressed as follows:
C2[so(2, d)] =
1
2
J abJab
= −H(H ± id)−ηabE∓aE±b + C2[so(1, d − 1)], (4.3)
where C2[so(1, d − 1)] is the quadratic Casimir operator of the subalgebra so(1, d − 1) given by
C2[so(1, d − 1)] =
1
2
M abMab. (4.4)
Notice that C2[so(1, d − 1)] commutes with H and M ab, whereas it does not commute with E±a.
The quadratic Casimir operator of the whole algebra C2[so(2, d)], on the other hand, commutes
with all the generators of course.
Now, we wish to find a complete orthonormal basis for the representation space Vα of scaling
dimension α ∈ {∆, d −∆} where the time-translation generator H becomes diagonal. This can be
done as follows. Since H commutes with the subalgebra so(1, d − 1), there exists a simultaneous
eigenstate of C2[so(2, d)], H, and C2[so(1, d−1)] that satisfies the following eigenvalue equations:
C2[so(2, d)]|α,ω, j;σ〉=∆(∆− d)|α,ω, j;σ〉, (4.5a)
H|α,ω, j;σ〉 =ω|α,ω, j;σ〉, (4.5b)
C2[so(1, d − 1)]|α,ω, j;σ〉 = j( j− d + 2)|α,ω, j;σ〉, (4.5c)
where the eigenvalues ∆(∆− d), ω, and j( j − d + 2) are all real. The label σ denotes the set of
eigenvalues for all other operators that commute with H and C2[so(1, d − 1)], which, as we will
see shortly for the case of Rindler wedge, can be chosen to the eigenvalues of momentum opera-
tors perpendicular to the (x0, x1)-plane. Before going to construct the eigenstate |α,ω, j;σ〉, it is
worthwhile to point out here the meaning of the operators E±a. It just follows from the commu-
tation relations [H, E±a] = ±iE±a that the states E±a|α,ω, j;σ〉 satisfy the following eigenvalue
equations:
HE±a|α,ω, j;σ〉 = (ω± i)E±a|α,ω, j;σ〉, (4.6)
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which implies the operators E±a raise and lower the eigenvalue ω by ±i. Thus one may write
E±a|α,ω, j;σ〉 =
∑
j′σ′
c±a
jσ; j′σ′(α,ω)|α,ω± i, j
′;σ′〉. (4.7)
We shall see that it is these coefficients c±a
jσ; j′σ′(α,ω) that determines the momentum-space two-
point function of thermal CFT on the hyperbolic spacetime H1 × Hd−1. In order to find these
coefficients, we first need to solve the eigenvalue equations (4.5a)–(4.5c) and construct the eigen-
state |α,ω, j;σ〉. To this end, from now on we shall focus on the linear combinations (4.1a) and
utilize the coordinate realizations of the generators in the Rindler coordinate system (t, x , x⊥).
A straightforward (yet a little bit tedious) calculation shows that, in the Rindler coordinate sys-
tem given in (2.48), the coordinate realizations of the operators C2[so(2, d)]α =
1
2
∑d+1
a,b=0 J
ab
α Jα,ab,
Hα = J
10
α , and C2[so(1, d − 1)]α = 12
∑d+1
a,b=2 J
ab
α Jα,ab that act on the representation space Vα of
scaling dimension α ∈ {∆, d −∆} take the following forms:18
C2[so(2, d)]α =∆(∆− d), (4.8a)
Hα = i∂t , (4.8b)
C2[so(1, d − 1)]α = x2

△
Rd−2 + ∂
2
x +
2α− d + 3
x
∂x +
α(α− d + 2)
x2

, (4.8c)
where △
R
d−2 =
∑d−1
i=2
∂
∂ x i⊥
∂
∂ x i⊥
is the Laplacian of (d − 2)-dimensional space Rd−2 that is perpendic-
ular to the (x0, x1)-plane. Notice that the quadratic Casimir operator (4.8a) becomes constant and
hence the eigenvalue equation (4.5a) does not give us any information. What we need to solve is
therefore the following differential equations:
i∂t f =ω f , (4.9a)
x2

△
Rd−2 + ∂
2
x +
2α− d + 3
x
∂x +
α(α− d + 2)
x2

f = j( j− d + 2) f . (4.9b)
The first equation implies that the t-dependence of f is just the plane wave e−iωt . In order to solve
the second equation, we first note that eq. (4.9b) can be cast into the following Schrödinger-like
equation: 
−∂ 2x + ( j −
d−2
2
)2− 1
4
x2

 f¯ = −p2⊥ f¯ , (4.10)
where f¯ := xα−(d−3)/2 f and p2⊥ is the eigenvalue of −△Rd−2 whose eigenfunction is the plane wave
eip⊥·x⊥ . Notice that eq. (4.10) is the bound-state problem of inverse-square potential, which has no
solution unless ( j− (d − 2)/2)2 becomes negative. Hence j must be of the form
j =
d − 2
2
+ ik, k ∈ (0,∞). (4.11)
In other words, the representation of the subalgebra so(1, d− 1) must be the principal series repre-
sentation, which is one of the continuous series representations of the indefinite orthogonal group.
It should be emphasized that, though j is complex, the combination j( j−d+2) = −k2− (d−2)2/4
is real. The solution to the bound-state problem (4.10) that converges as x → ∞ is given by
18To derive these, substitute the following into (3.13) with (2.20a)–(2.20d):
x0 =±x sinh t , x1 = ±x cosh t , ∂0 =±
cosh t
x
∂t ∓ sinh t∂x , ∂1 =∓
sinh t
x
∂t ± cosh t∂x .
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x1/2Kik(|p⊥|x), where Kν(z) is the modified Bessel function of the second kind. Collecting the
above pieces, we arrive at the following eigenfunction:
fα,ω,k;p⊥(t, x , x⊥) =
r
4k sinh(πk)
π
x−α+(d−2)/2Kik(|p⊥|x)e−iωt+ip⊥·x⊥ , (4.12)
where the normalization factor is chosen for later convenience. Notice that p⊥ corresponds to σ in
eqs. (4.5a)–(4.5c). It can be shown that the eigenfunction (4.12) provides a complete orthonormal
basis on the Rindler wedge; that is, it satisfies the orthonormality19∫
t,x ,x⊥
f ∗α,ω,k,p⊥(t, x , x⊥) fd−α,ω′,k′,p ′⊥(t, x , x⊥)
= (2π)dδ(ω−ω′)δ(k− k′)δ(d−2)(p⊥− p ′⊥),
(4.13a)
and the completeness ∫
ω,k,p⊥
fd−α,ω,k,p⊥(t, x , x⊥) f
∗
α,ω,k,p⊥
(t′, x ′, x ′⊥)
=
1
x
δ(t − t′)δ(x − x ′)δ(d−2)(x⊥ − x ′⊥),
(4.13b)
where ∫
t,x ,x⊥
:=
∫ ∞
−∞
d t
∫ ∞
0
xd x
∫
dd−2x⊥, (4.14a)∫
ω,k,p⊥
:=
∫ ∞
−∞
dω
2π
∫ ∞
0
dk
2π
∫
dd−2p⊥
(2π)d−2
. (4.14b)
The two-point function on the Rindler wedge can then be expanded as follows:
Gα(t, x , x⊥; t
′, x ′, x ′⊥) =
∫
ω,k,p⊥
G˜α(ω, k) fα,ω,k,p⊥(t, x , x⊥) f
∗
α,ω,k,p⊥
(t′, x ′, x ′⊥). (4.15)
It should be noted that, because Gα is an SO(1,1)×SO(1, d−1) scalar, its Fourier transform G˜∆ only
depends on the SO(1,1) eigenvalue ω and the SO(1, d − 1) invariant k: it does not depend on the
eigenvalues p⊥ of the generators of the subalgebra so(1, d − 1).20 Note also that, just as G∆ maps
a primary operator of scaling dimension d −∆ to another primary operator of scaling dimension
∆, the intertwining operator also maps a basis function fd−∆,ω,k;p⊥(t, x , x⊥) of the representation
space Vd−∆ to another basis function f∆,ω,k;p⊥(t, x , x⊥) of the representation space V∆ and satisfies
the following equation:
(G∆ fd−∆,ω,k;p⊥)(t, x , x⊥) :=
∫
t ′,x ′,x ′⊥
G∆(t, x , x⊥; t
′, x ′, x ′⊥) fd−∆,ω,k;p⊥(t
′, x ′, x ′⊥)
= G˜∆(ω, k) f∆,ω,k;p⊥(t, x , x⊥), (4.16)
19Eqs. (4.13a) and (4.13b) follow from the following identities for the modified Bessel function of the second kind
(also known as the Macdonald function) with imaginary index (see, e.g., [39–41]):
4k sinh(πk)
π
∫ ∞
0
d x
x
Kik(x)Kik′(x) = 2πδ(k− k′) for k, k′ > 0;∫ ∞
0
dk
2π
4k sinh(πk)
π
Kik(x)Kik(x
′) = xδ(x − x ′) for x , x ′ > 0.
We note that these identities are mutually related through the Kontorovich–Lebedev transform.
20This would not be the case for two-point functions of generic primary tensors.
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where the last equality follows from eqs. (4.15) and (4.13a). Eq. (4.16) is most simply expressed
by the bra-ket notation:
G∆|d −∆,ω, k; p⊥〉= G˜∆(ω, k)|∆,ω, k; p⊥〉. (4.17)
This equation, together with the ladder equations (4.7), enables us to extract powerful constraints
on G˜∆(ω, k) from the intertwining relations. To see this, we need to explicitly compute the coef-
ficients c±a
jσ; j′σ′(α,ω) in (4.7). We shall do this in the next section and show that the intertwining
relations result in certain linear recurrence relations for G˜∆(ω, k) in the complex momentum space.
4.2. Intertwining relations in the SO(1, 1) basis
In general, it is quite complicated to compute all the coefficients of the ladder equations (4.7). For
our purpose, however, there is no need to compute all of those coefficients. It turns out that it is
sufficient to consider the ladder equations for the linear combinations E±dα + E
±(d+1)
α , which take
the following simple coordinate realizations in the Rindler coordinate system:21
E±dα + E
±(d+1)
α = i
 −∂0 ± ∂1= e±t

− i∂t
x
± i∂x

. (4.18)
By applying this to the eigenfunction (4.12) and using the recurrence relations of the modified
Bessel function
1
z
Kν(z) = −
Kν−1(z)− Kν+1(z)
2ν
and
d
dz
Kν(z) = −
Kν−1(z) + Kν+1(z)
2
, (4.19)
one immediately arrives, in the bra-ket notation, at the following ladder equations:

E±dα + E
±(d+1)
α

|α,ω, k; p⊥〉 = A±

α− d − 2
2
∓ i(ω± k)

|α,ω± i, k + i; p⊥〉
+ B±

α− d − 2
2
∓ i(ω∓ k)

|α,ω± i, k− i; p⊥〉, (4.20)
where A± and B± are α-independent irrelevant factors.
Now we use the intertwining relations:
E±d∆ + E
±(d+1)
∆

G∆ = G∆

E±d
d−∆+ E
±(d+1)
d−∆

. (4.21)
Applying this to the basis |d −∆,ω, k; p⊥〉, one immediately sees that the intertwining relations
(4.21) result in the following identities:
∆− d − 2
2
∓ i(ω∓ k)

G˜∆(ω, k) =

∆˜− d − 2
2
∓ i(ω∓ k)

G˜∆(ω± i, k− i), (4.22a)
∆− d − 2
2
∓ i(ω± k)

G˜∆(ω, k) =

∆˜− d − 2
2
∓ i(ω± k)

G˜∆(ω± i, k+ i), (4.22b)
or, equivalently, to the following recurrence relations in the complex momentum space:
G˜∆(ω± i, k± i) =
∆− (d − 2)/2∓ i(ω+ k)
∆˜− (d − 2)/2∓ i(ω+ k) G˜∆(ω, k), (4.23a)
G˜∆(ω± i, k∓ i) =
∆− (d − 2)/2∓ i(ω− k)
∆˜− (d − 2)/2∓ i(ω− k) G˜∆(ω, k), (4.23b)
21These are the coordinate realizations in WR. In WL , just replace x and ∂x to −x and −∂x .
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where ∆˜ = d −∆ is the scaling dimension of the “shadow operator”.
Now, the problem is to reduce to a problem to solve these recurrence relations exactly. In
fact, the solution is not unique: there are a number of nontrivial solutions that satisfy (4.23a) and
(4.23b). Among them are the following “minimal” solutions:
G˜
A/R
∆ (ω, k) =
Γ

∆−(d−2)/2±i(ω+k)
2

Γ

∆˜−(d−2)/2±i(ω+k)
2
 Γ

∆−(d−2)/2±i(ω−k)
2

Γ

∆˜−(d−2)/2±i(ω−k)
2
 , (4.24a)
G˜±∆(ω, k) = e
±πω
Γ∆−(d−2)/2+i(ω+k)
2
2 Γ∆−(d−2)/2+i(ω−k)
2
2 , (4.24b)
where for simplicity we have set the overall normalization factors to be unity. Note that |Γ(x +
i y)|2 = Γ(x + i y)Γ(x − i y) for x , y ∈ R. These solutions are the “minimal” solutions in the sense
that they do not contain a factor that is invariant under the shifts (ω, k) → (ω ± i, k ± i) and
(ω, k)→ (ω± i, k∓ i). A typical example of such factor is g = g(e2πω, e2πk), where g is an arbitrary
function. One can easily check that (4.24a) and (4.24b) indeed satisfy (4.23a) and (4.23b) and
hence give the solutions to the recurrence relations.
Finally, let us give physical interpretations of the solutions (4.24a) and (4.24b). G˜
A/R
∆ (ω, k) are
interpreted as the advanced and retarded two-point functions. Indeed, they have desired analytic
structures in the complex ω-plane: G˜R∆(ω, k) has simple poles at ω = ±k− i(∆− (d − 2)/2+ 2n)
(n ∈ Z≥0) in the lower half complexω-plane, whereas G˜A∆(ω, k) has simple poles atω= ±k+ i(∆−
(d−2)/2+2n) (n ∈ Z≥0) in the upper half complexω-plane, both of which are consistent with the
causal structures of retarded and advanced two-point functions.22 (Note that we have assumed the
scaling dimension satisfies the unitarity bound ∆ > (d − 2)/2.) G˜±∆(ω, k), on the other hand, are
interpreted as the positive- and negative-frequency two-point Wightman functions. Indeed, they
satisfy the KMS condition in the momentum space (see eq. (2.44)):
G˜+∆(ω, k) = e
2πωG˜−∆(ω, k). (4.25)
In appendix A.2 we check that the Fourier transforms of positive- and negative-frequency two-point
Wightman functions indeed coincide with the solutions (4.24b). It should be noted that, since the
recurrence relations are linear, any linear combination of the solutions also satisfies (4.24a) and
(4.24b) and hence gives another solution to the recurrence relations.
5. Conclusions
It is well-known that d-dimensional CFT can be easily thermalized by just putting it on the Rindler
wedge, light-cone, or diamond under the identifications of temporal coordinates with SO(1,1) ⊂
SO(2, d) group parameters. Though this is essentially the Unruh effect that has been vastly studied
over the last four decades, correlation functions of thus obtained thermal CFT have not been well-
explored before. In this paper we studied thermal two-point functions for scalar primary operators
by using the intertwining operator. Though it has long been known that two-point functions of CFT
are nothing but the integral kernels of intertwining operators, its implications to thermal CFT have
not been well-explored either. Much inspired by the Kerimov’s intertwining operator approach to
exact S-matrix [6], in this work we showed that, by using the unconventional SO(1,1) continuous
basis for the representation space of conformal algebra so(2, d), the intertwining relations result
in the recurrence relations for thermal two-point functions in the complex momentum space. By
22Here the causal structures mean that the position-space representations G
R/A
∆ (t , x , x⊥; t
′, x ′, x ′⊥) given through (4.15)
vanish for t− t ′ < 0 (t− t ′ > 0). (Note that the integral (4.15) contains the factor e−iω(t−t′). And thanks to this factor, the
integration contour can be deformed to the infinite semicircle in the upper (lower) halfω-plane for t− t ′ < 0 (t− t ′ > 0),
which results in G
R/A
∆ (t , x , x⊥; t
′, x ′, x ′⊥) = 0 for t− t ′ < 0 (t− t ′ > 0) if there is no simple poles in the upper (lower) half
ω-plane.)
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solving these recurrence relations, we obtained the advanced/retarded two-point functions as well
as the positive/negative-frequency two-point Wightman functions in the momentum space.
There are several remaining issues that deserve to be addressed in the future. In this paper
we just focused on scalar correlation functions for simplicity. For practical applications, however,
it is important to understand the structure of momentum-space correlation functions for generic
primary tensors. It is also interesting to generalize our approach to the AdS/CFT correspondence.
Since thermal CFT on H1 ×Hd−1 can also be obtained as a boundary theory of certain AdS wedge
regions, it must be possible to develop a similar algebraic approach to momentum-space two-point
functions by utilizing the intertwining operators developed in [42, 43]. We would like to address
this issue elsewhere.
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Appendix A. Fourier Transform
Thermal correlation functions are notorious for being complicated to Fourier-transform even in the
well-studied two-dimensional CFT. In this appendix we present computational details for the Fourier
transforms of position-space two-point Wightman functions of thermal CFT living on the hyperbolic
spacetime H1×Hd−1. To do this, we first need to find a complete orthonormal basis on H1 ×Hd−1
in an appropriate coordinate system. This is done in appendix A.1. In appendix A.2 we compute
the Fourier transforms and show that the resulting momentum-space two-point functions exactly
coincide with (4.24b).
Throughout this appendix we will work in the units ℓ = 1 (i.e., 2πT = 1).
Appendix A.1. Harmonic analysis on the hyperbolic spacetime
The d-dimensional hyperbolic spacetime H1 ×Hd−1 is a foliation of the (d + 1)-dimensional cone
(2.1) and can be embedded into the (d + 2)-dimensional space R2,d ∋ Y a = (Y 0, · · · ,Y d+1) as
follows:
(Y 0)2− (Y 1)2 = −1= (Y 2)2 + · · ·+ (Y d)2 − (Y d+1)2, Y 1 ≥ 1, Y d+1 ≥ 1. (A.1)
In order to find a complete orthonormal basis on this spacetime, we first need to introduce an
appropriate coordinate patch. The most convenient coordinate system is turned out to be of the
form:
Y 0 = sinh t, Y 1 = cosh t, Y i =
x i⊥
x
, Y d =
1− x2− x 2⊥
2x
, Y d+1 =
1+ x2+ x 2⊥
2x
, (A.2)
where i ∈ {2, · · · , d − 1}, t ∈ (−∞,∞), x ∈ (0,∞), and x⊥ ∈ Rd−2. The induced metric on the
hyperbolic spacetime H1 ×Hd−1 then takes the following form:
ds2
H1×Hd−1 = −(dY
0)2 + (dY 1)2 + · · ·+ (dY d)2 − (dY d+1)2

Y∈H1×Hd−1
= −d t2 +
d x2+ dx 2⊥
x2
. (A.3)
The Laplace–Beltrami operator on H1 ×Hd−1 is therefore given by
△
H1×Hd−1 =
1p
|g|
∂µ
p
|g|gµν∂ν = −∂ 2t +△Hd−1 , (A.4)
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where
△
Hd−1 = x
2

x d−3∂x
1
x d−3
∂x +△Rd−2

. (A.5)
Here△
Rd−2 is the Laplacian onR
d−2. Notice that the metric (A.3) is time-independent, which means
that in this coordinate system the time translation is an isometry of H1 × Hd−1. In order to find
the complete orthonormal basis on the hyperbolic spacetime, we then need to solve the following
eigenvalue equations:
i∂t f =ω f , (A.6a)
△
H
d−1 f = j( j− d + 2) f , (A.6b)
−△
R
d−2 f = p2⊥ f . (A.6c)
The solutions to the first and third equations are just the plane waves e−iωt and eip⊥·x⊥ , so in what
follows we shall focus on the second equation (A.6b). Substituting (A.5) into (A.6b), we see that
the eigenvalue equation (A.6b) reduces to the following Schrödinger-like equation:

−∂ 2x + ( j −
d−2
2
)2− 1
4
x2

 f¯ = −p2⊥ f¯ , (A.7)
where
f¯ = x−(d−3)/2 f . (A.8)
The Schrödinger-like equation (A.7) does not admit any normalizable solutions unless ( j − (d −
2)/2)2 becomes negative. Hence j must be of the form
j =
d − 2
2
+ ik, k ∈ (0,∞). (A.9)
Notice that, though j is complex, the eigenvalue of the Laplace–Beltrami operator △
Hd−1 itself
is real, j( j − d + 2) = −k2 − (d − 2)2/4. The solution to the equation (A.7) that converges as
x →∞ is x1/2Kik(|p⊥|x), where Kν(z) is the modified Bessel function of the second kind. Collecting
the above pieces, we find the following complete orthonormal basis on the hyperbolic spacetime
H
1×Hd−1:
fω,k,p⊥(t, x , x⊥) =
r
4k sinh(πk)
π
x (d−2)/2Kik(|p⊥|x)e−iωt+ip⊥·x⊥ , (A.10)
which satisfies the orthonormality
∫ ∞
−∞
d t
∫ ∞
0
d x
x d−1
∫
dd−2x⊥ f
∗
ω,k,p⊥
(t, x , x⊥) fω′,k′,p ′⊥(t, x , x⊥)
= (2π)dδ(ω−ω′)δ(k− k′)δ(d−2)(p⊥− p ′⊥),
(A.11a)
and the completeness
∫ ∞
−∞
dω
2π
∫ ∞
0
dk
2π
∫
dd−2p⊥
(2π)d−2
fω,k,p⊥(t, x , x⊥) f
∗
ω,k,p⊥
(t′, x ′, x ′⊥)
= x d−1δ(t − t′)δ(x − x ′)δ(d−2)(x⊥ − x ′⊥).
(A.11b)
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Appendix A.2. Two-point Wightman function in the momentum space
Let us next turn to the problem of calculating the Fourier transform of two-point functions. As
noted in section 2.2, in the coordinate system (A.2) the positive- and negative-frequency two-point
Wightman functions are given by
G±∆(Y,Y
′) =
1
(−2Y · Y ′)∆ =
 1/2
− cosh(t − t′ ∓ iε) + x
2+x ′2+|x⊥−x ′⊥|2
2x x ′

∆
, (A.12)
where ε is a positive infinitesimal. In order to compute the momentum-space representations of
(A.12), we first note that the two-point functions (A.12) can be expanded as follows:
G±∆(Y,Y
′) =
∫ ∞
−∞
dω
2π
∫ ∞
0
dk
2π
∫
dd−2p⊥
(2π)d−2
G˜±∆(ω, k) fω,k,p⊥(Y ) f
∗
ω,k,p⊥
(Y ′), (A.13)
where fω,k,p⊥(Y ) ≡ fω,k,p⊥(t, x , x⊥). It then follows from the orthonormality (A.11a) that the
following equality holds:
(G±∆ fω,k,p⊥)(Y ) :=
∫
H
1×Hd−1
dY ′ G±∆(Y,Y
′) fω,k,p⊥(Y
′)
= G˜±∆(ω, k) fω,k,p⊥(Y ), (A.14)
where
∫
H1×Hd−1dY
′ is a shorthand for
∫∞
−∞d t
′ ∫∞
0
d x ′x ′−d+1
∫
dd−2x ′⊥. The momentum-space two-
point Wightman functions G˜±∆(ω, k) can be obtained from this identity. In other words, G˜
±
∆(ω, k)
are obtained by calculating the following d-dimensional integral:
(G±∆ fω,k,p⊥)(Y ) =
r
4k sinh(πk)
π
∫ ∞
−∞
d t′
∫ ∞
0
d x ′
x ′d−1
∫
dd−2x ′⊥
×
 1/2
− cosh(t − t′ ∓ iε) + x
2+x ′2+|x⊥−x ′⊥|2
2x x ′

∆
x ′
d−2
2 Kik(|p⊥|x ′)e−iωt
′+ip⊥·x ′⊥ .
(A.15)
In order to compute this integral, we first change the integration variables as t′ → t′ + t and
x ′⊥ → x ′⊥ + x⊥, and then shift the t′-integration contour slightly upward/downward by ±iπ for
G±∆. The resultant integral takes the following form:
(G±∆ fω,k,p⊥)(Y ) =
r
4k sinh(πk)
π
e−iωt+ip⊥·x⊥
∫ ∞±iπ
−∞±iπ
d t′
∫ ∞
0
d x ′x ′−d/2
∫
dd−2x ′⊥
×
 1/2
− cosh t′ + x
2+x ′2+x ′2⊥
2x x ′

∆
Kik(|p⊥|x ′)e−iωt
′+ip⊥·x ′⊥
= e±πω
r
4k sinh(πk)
π
e−iωt+ip⊥·x⊥
∫ ∞
−∞
d t′
∫ ∞
0
d x ′x ′−d/2
∫
dd−2x ′⊥
×
 1/2
cosh t′ +
x2+x ′2+x ′2⊥
2x x ′

∆
Kik(|p⊥|x ′)e−iωt
′+ip⊥·x ′⊥ , (A.16)
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where in the second equality we have changed the integration variable as t′ → t′± iπ. Next we use
the following identity: 1/2
cosh t′ +
x2+x ′2+x ′2⊥
2x x ′

∆
=
1
2∆Γ(∆)
∫ ∞
0
dz z∆−1e
−z

cosh t+
x2+x′2+x ′2⊥
2x x′

, (A.17)
which just follows from the integral representation of the Gamma function. Substituting this into
(A.16) we get
(G±∆ fω,k,p⊥)(Y ) =
e±πω
2∆Γ(∆)
r
4k sinh(πk)
π
e−iωt+ip⊥·x⊥
∫ ∞
0
dz z∆−1
∫ ∞
−∞
d t′ e−iωt
′−z cosh t ′
×
∫ ∞
0
d x ′ x ′−d/2Kik(|p⊥|x ′)e−
z
2x x′ (x
2+x ′2)
∫
dd−2x ′⊥ e
ip⊥·x ′⊥−
z
2x x′ x
′2
⊥ . (A.18)
The t′- and x ′⊥-integrals are calculated as follows:∫ ∞
−∞
d t′ e−iωt
′−z cosh t ′ = Kiω(z), (A.19a)
∫
dd−2x ′⊥ e
ip⊥·x ′⊥−
z
2x x′ x
′2
⊥ =

2πx x ′
z
(d−2)/2
e−
x x′
2z
p2⊥ , (A.19b)
from which we get
(G±∆ fω,k,p⊥)(Y ) =
(2π)
d−2
2 e±πω
2∆Γ(∆)
r
4k sinh(πk)
π
x (d−2)/2e−iωt+ip⊥·x⊥
∫ ∞
0
dz z∆−d/2Kiω(z)
×
∫ ∞
0
d x ′
x ′
Kik(|p⊥|x ′)e−
z
2x x′ (x
2+x ′2)− x x′
2z
p2⊥ . (A.20)
Making use of the following identity for the modified Bessel function∫ ∞
0
d x ′
x ′
Kik(|p⊥|x ′)e−
z
2x x′ (x
2+x ′2)− x x′
2z
p2⊥ = 2Kik(z)Kik(|p⊥|x), (A.21)
we finally get
(G±∆ fω,k,p⊥)(Y ) = G˜
±
∆(ω, k) fω,k,p⊥(Y ), (A.22)
where
G˜±∆(ω, k) =
2(2π)
d−2
2
2∆Γ(∆)
e±πω
∫ ∞
0
dz z∆−d/2Kiω(z)Kik(z). (A.23)
This integral is exactly calculable. To see this, we first use the following identities:
Kiω(z) =
∫ ∞
−∞
d t eiωt−z cosh z and Kik(z) =
∫ ∞
−∞
d x eikx−z cosh z . (A.24)
Substituting these into eq. (A.23) we get
G˜±∆(ω, k) =
2(2π)
d−2
2
2∆Γ(∆)
e±πω
∫ ∞
−∞
d t
∫ ∞
−∞
d x eiωt+ikx
∫ ∞
0
dz z∆−d/2e−z(cosh t+cosh x)
=
2π
d−2
2 Γ(∆− d−2
2
)
Γ(∆)
e±πω
∫ ∞
−∞
d t
∫ ∞
−∞
d x
eiωt+ikx
[4cosh( t+x
2
) cosh( t−x
2
)]∆−(d−2)/2
, (A.25)
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where the second equality follows from the identity
1
2∆−
d−2
2
∫ ∞
0
dz z∆−d/2e−z(cosh t+cosh x) =
Γ(∆− d−2
2
)
[4cosh( t+x
2
) cosh( t−x
2
)]∆−(d−2)/2
. (A.26)
Let us next introduce the light-cone coordinates x± = t ± x , in which the integration measure
becomes d td x = (1/2)d x+d x−. The integral (A.25) is then evaluated as follows:
G˜±∆(ω, k) =
π
d−2
2 Γ(∆− d−2
2
)
Γ(∆)
e±πω
∫ ∞
−∞
d x+
ei
ω+k
2
x+
[2cosh( x
+
2
)]∆−
d−2
2
∫ ∞
−∞
d x−
ei
ω−k
2
x−
[2cosh( x
−
2
)]∆−
d−2
2
=
π
d−2
2 Γ(∆− d−2
2
)
Γ(∆)
e±πω
∫ ∞
0
du
u
∆−(d−2)/2+i(ω+k)
2
−1
(1+ u)∆−
d−2
2
∫ ∞
0
dv
v
∆−(d−2)/2+i(ω−k)
2
−1
(1+ v)∆−
d−2
2
=
π
d−2
2 Γ(∆− d−2
2
)
Γ(∆)
e±πω
Γ(
∆−(d−2)/2+i(ω+k)
2
)Γ(
∆−(d−2)/2−i(ω+k)
2
)
Γ(∆− d−2
2
)
×
Γ(
∆−(d−2)/2+i(ω−k)
2
)Γ(
∆−(d−2)/2−i(ω−k)
2
)
Γ(∆− d−2
2
)
, (A.27)
where in the second equality we have changed the integration variables as u = ex
+
and v = ex
−
and
in the last equality we have used the integration formula for the beta function
B(p,q) =
∫ ∞
0
d x
x p−1
(1+ x)p+q
=
Γ(p)Γ(q)
Γ(p+ q)
for Re p, Req > 0. (A.28)
To summarize, we have found that the positive- and negative-frequency two-point Wightman func-
tions in the momentum space take the following forms:
G˜±∆(ω, k) =
π
d−2
2
Γ(∆)Γ(∆− d−2
2
)
e±πω
Γ∆−(d−2)/2+i(ω+k)
2
2 Γ∆−(d−2)/2+i(ω−k)
2
2 , (A.29)
which, up to the normalization factor, exactly coincide with the solutions (4.24b).
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