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POSITIVE FUNCTIONALS INDUCED BY MINIMIZERS
OF CAUSAL VARIATIONAL PRINCIPLES
FELIX FINSTER
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Dedicated to the memory of Eberhard Zeidler
Abstract. Considering second variations about a given minimizer of a causal vari-
ational principle, we derive positive functionals in space-time. It is shown that the
strict positivity of these functionals ensures that the minimizer is nonlinearly stable
within the class of compactly supported variations with local fragmentation. As ap-
plications, we endow the space of jets in space-time with Hilbert space structures and
derive a positive surface layer integral on solutions of the linearized field equations.
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1. Introduction
Given a minimizer of a variational principle, second variations are always non-
negative. This basic observation goes back to Legendre and Jacobi, who used it to
analyze the question whether classical trajectories minimize the action and geodesics
minimize arc length [11]. In classical field theory (like electrodynamics or general
relativity), second variations are less useful because in these theories the action is un-
bounded from below, so that instead of minimizing one merely seeks for critical points
of the action. However, in the recent theory of causal fermion systems (see the text-
book [3] or the physical introduction [7]), the action is indeed bounded from below,
and physical space-time should be described by a minimizer. Therefore, second varia-
tions should give rise to positive functionals in space-time. In special situations and for
specific variations (so-called scalar variations; see Remark 4.2 below), such functionals
have already been obtained in [10, Lemma 3.5] and [1, Sections 4.4 and 4.5]. Here
we give a more general construction which gives rise to two positive functionals. We
show that these functionals describe the local behavior of the action completely, in
the sense that if the functionals are strictly positive, then the minimizer is nonlinearly
stable within a well-defined general class of variations. Moreover, it is shown that our
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positive functionals can be used to endow the space of jets in space-time with Hilbert
space structures. Finally, our functionals give rise to a positive surface layer integral
on solutions of the linearized field equations.
In general terms, in a causal variational principle one minimizes an action S of the
form
S(ρ) =
ˆ
F
dρ(x)
ˆ
F
dρ(y) L(x, y) (1.1)
under variations of the measure ρ, keeping the total volume ρ(F) fixed (volume con-
straint). In order to keep the presentation self-contained and reasonably simple, we
here restrict attention to the smooth setting as considered in [9, Section 3] (but all
our arguments and results can be generalized in a straightforward manner to the
lower-semicontinuous setting by distinguishing vector fields pointing in directions in
which directional derivatives exist; for details see [9, Section 4]). Thus we let F be
a (possibly non-compact) smooth manifold of dimension m ∈ N. Moreover, the La-
grangian L ∈ C∞(F × F,R+0 ) is given as a smooth non-negative function which is
symmetric (i.e. L(x, y) = L(y, x) for all x, y ∈ F). Let ρ be a minimizing measure (for
details see Section 2 below). We refer to the support of the measure as
space-time M := suppρ .
The notion causal in “causal variational principles” refers to the fact that the La-
grangian induces on M a causal structure. Namely, two space-time points x, y ∈ M
are said to be timelike and space-like separated if L(x, y) > 0 and L(x, y) = 0, re-
spectively. For more details on this notion of causality, its connection to the causal
structure in Minkowski space and to general relativity we refer to [3, Chapter 1], [5]
and [3, Sections 4.9 and 5.4].
First variations can be computed with the help of the formula
δS = 2
ˆ
F
ℓ(x) dδρ(x) with ℓ(x) :=
ˆ
F
L(x, y) dρ(y) −
ν
2
, (1.2)
where ν is an arbitrary real parameter. The condition that this variation be non-
negative for any variation δρ which respects the volume constraint implies that the
function ℓ is minimal and constant on M (for details see again Section 2 below). We
always choose the real parameter ν such that this constant is zero, i.e.
ℓ|M ≡ inf
F
ℓ = 0 (1.3)
This means in words that when minimizing the action, the measure ρ is driven towards
the minima of the function ℓ, which in turn are arranged to all have the same value
of ℓ. As a result, space-time M will typically be a discrete or low-dimensional subset
of F (this picture has been confirmed by numerical and analytic results in [10]).
For the variations we consider families of measures (ρ˜τ )τ∈[0,τmax) with τmax > 0 such
that ρ˜0 coincides with our minimizer ρ. We now explain how to choose the class of
variations. First of all, the family should satisfy the volume constraint (as will be made
precise again in Section 2 below). Moreover, if the first variation is strictly positive,
then the second variation need not be considered. Thus in view of (1.2) and (1.3), it
suffices to consider the situation that the support of the varied measures lies in the set
where ℓ is small, i.e. given any ε > 0 we may assume that
supp ρ˜τ ⊂ ℓ
−1
(
[0, ε)
)
for all τ ∈ [0, τmax) . (1.4)
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Figure 1. Varying the measure with fragmentation.
There is the subtle issue that the set ℓ−1([0, ε)) may contain points which are not in
a small neighborhood of M , no matter how small we choose ε. For example, there
may be points y ∈ F \ M with ℓ(y) = 0. This situation has been analyzed in [1,
Section 3.5], and we will discuss it in Remark 4.3 below. Moreover, there might be
sequences (yn)n∈N with ℓ(yn) ց 0 which have no accumulation points (note that F
may be non-compact). This would mean intuitively that “ℓ has a minimum at infinity,”
implying that (1.4) would not give us control of the support of ρ˜τ for small τ . This
case, which seems difficult and somewhat artificial, will not be covered by our analysis.
Instead, we shall only consider variations supported in a small neighborhood of M , i.e.
for any open neighborhood U of M we assume that by decreasing τmax we can arrange
that
supp ρ˜τ ⊂ U for all τ ∈ [0, τmax) . (1.5)
A method for varying measures which has been proven fruitful in [9] is to multiply ρ
by a positive smooth weight function fτ and then to take the push-forward under a
smooth mapping Fτ : M → F. This leads to the ansatz (for details see Section 4
below)
ρ˜τ = (Fτ )∗
(
fτ ρ
)
. (1.6)
Since multiplying by a positive function leaves the support unchanged, the support of
the measure is transformed only by Fτ ; more precisely,
supp ρ˜τ = Fτ
(
suppρ
)
.
In particular, for this family of measures, the support changes smoothly in τ . For
example, ifM is discrete, then the measures ρτ will necessarily also be discrete (see the
left of Figure 1 for the example of a Dirac measure). However, this is a much stronger
condition than (1.5), according to which a measure supported at a point x ∈ M
could “disintegrate” in the variation and become for example a weighted sum of Dirac
measures supported in a small neighborhood of x (see the right of Figure 1). In order
to take such effects into account, using the notion first introduced in [6, Section 5], we
want to allow for the possibility of a fragmentation of the measure ρ. In mathematical
terms, fragmentation is described as follows: Given a parameter L ∈ N, we choose
weight functions ca : M → R
+ for a = 1, . . . , L which add up to one (for details see
Section 5)
L∑
a=1
ca(x) = 1 for all x ∈M .
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Then we vary each of the measures ca ρ similar to (1.6) by functions (fa,τ , Fa,τ ) (see
again the right of Figure 1),
ρ˜τ =
L∑
a=1
(Fa,τ )∗
(
fa,τ ca ρ
)
. (1.7)
Since L can be chosen arbitrarily large, the resulting variations with fragmentation
can be used to approximate all smooth variations which satisfy (1.5).
For technical simplicity, we restrict attention to variations which are compactly
supported (i.e. trivial outside a compact set; for details see Section 4). Then the
variation of the measure (1.6) is described infinitesimally by a pair of a real-valued
function and a vector field onM (for details see Section 3), both with compact support,
(a, u) :=
d
dτ
(
fτ , Fτ
)∣∣
τ=0
∈ J∞0 := C
∞
0 (M,R)⊕ C
∞
0 (M,TF) .
The pair u := (a, u) is referred to as a jet. We denote the linear combination of
multiplication and directional derivative by ∇, i.e.
∇ug(x) := a(x) g(x) +
(
Dug
)
(x) (1.8)
(where g is a smooth function on F). Then the EL equations (1.3) evaluated in a linear
Taylor approximation on M give rise to the so-called weak EL equations
∇uℓ|M = 0 for all u ∈ J
∞
0 . (1.9)
We now state our main result:
Theorem 1.1. Let ρ be a minimizer of a causal variational principle in the non-
compact smooth setting (for details see Section 2). Then the following two quadratic
functionals on J∞0 are positive:ˆ
M
∇2ℓ|x(u, u) dρ(x) ≥ 0 (1.10)
ˆ
M
dρ(x)
ˆ
M
dρ(y)∇1,u∇2,uL(x, y) +
ˆ
M
∇2ℓ|x(u, u) dρ(x) ≥ 0 . (1.11)
Conversely, assume that ρ is a Radon measure which satisfies (1.9) as well as the in-
equalities (1.10) and (1.11). If the inequality (1.11) is strict for every non-zero u ∈ J∞0 ,
then ρ is an isolated local minimum within the class of compactly supported variations
with local fragmentation (1.7).
The paper is organized as follows. In Section 2 we recall the necessary prelimi-
naries on causal variational principles in the smooth setting. In Section 3, a positive
functional is derived from the Hessian of ℓ. Section 4 is devoted to another positive
functional obtained by second variations generated by jets. In Section 5 the stability
analysis is extended such as to allow for a fragmentation of the measure ρ. This will
conclude the proof of Theorem 1.1. The last two sections are devoted to the appli-
cations: In Section 6 it is shown that the positive functionals endow the jet spaces
with Hilbert space structures. Finally, in Section 7 a positive surface layer integral is
derived.
I want to close with a personal remark. This paper is dedicated to the memory of
Eberhard Zeidler, whom I admire both for his astounding knowledge and his deeply
honest and amiable personality. I am very grateful and thankful for his guidance and
advice. When I was post-doc at the Max Planck Institute for Mathematics in the
POSITIVE FUNCTIONALS FOR CAUSAL VARIATIONAL PRINCIPLES 5
Sciences in Leipzig from 1998 to 2002, we had long conversations in which he helped
me to find the right direction of my research. In particular, I vividly remember that
he encouraged me in my study of the interacting Dirac sea by telling me not to aim for
short-term success or recognition by a scientific community. He told me that in the long
run, thinking thoroughly on a problem would pay off. Taking this advice seriously led
me to the physical theory of causal fermion systems and to the mathematical setting
of causal variational principles, a certain aspect of which is presented here.
2. Preliminaries: Minimizers of Causal Variational Principles
Let F be a (possibly non-compact) smooth manifold of dimension m ∈ N. Let L ∈
C∞(F × F,R+0 ) be a non-negative smooth function which is symmetric, i.e.
L(x, y) = L(y, x) for all x, y ∈ F .
We let ρ be a Radon measure on F (i.e. a regular Borel measure with ρ(K) < ∞ for
any compact K ⊂ F, where by a measure we always mean a positive measure; for
preliminaries see for example [12] or [2]). Moreover, we assume that ρ satisfies the
following technical assumption:
(a) For all x ∈ F, the functions L(x, .) and ∂xjL(x, .) are ρ-integrable, giving smooth
and bounded functions on F. Moreover, partial derivatives and y-integration may
be interchanged, i.e.
∂
∂xj
ˆ
M
L(x, y) dρ(y) =
ˆ
M
∂L(x, y)
∂xj
dρ(y) . (2.1)
If the total volume ρ(F) is finite, the causal variational principle is to minimize the
action (1.1) under variations of the measure ρ (which do not need to satisfy (a)),
keeping the total volume ρ(F) fixed (volume constraint). If ρ(F) is infinite, however,
it is not obvious how to implement the volume constraint, making it necessary to
proceed as follows: Let ρ˜ be another Borel measure on F (which again does not need
not satisfy (a)) which has the properties∣∣ρ˜− ρ∣∣(F) <∞ and (ρ˜− ρ)(F) = 0 (2.2)
(where |.| denotes the total variation of a measure; see [12, §28] or [13, Section 6.1]).
Then the difference of the actions as given by
(
S(ρ˜)− S(ρ)
)
=
ˆ
F
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y)
+
ˆ
F
dρ(x)
ˆ
F
d(ρ˜− ρ)(y) L(x, y) +
ˆ
F
d(ρ˜− ρ)(x)
ˆ
F
d(ρ˜− ρ)(y) L(x, y)
(2.3)
is well-defined (for details see [9, Lemma 2.1]). The measure ρ is said to be a minimizer
of the causal action if the difference (2.3) is non-negative for all ρ˜ satisfying (2.2),
(
S(ρ˜)− S(ρ)
)
≥ 0 .
We now state the Euler-Lagrange (EL) equations as derived in [9, Lemma 2.3] (by
adapting [10, Lemma 3.4] to the non-compact setting).
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Lemma 2.1. (The Euler-Lagrange equations) Let ρ be a minimizer of the causal ac-
tion. Then for a suitable value of the real parameter ν, the smooth function ℓ defined
by
ℓ(x) =
ˆ
F
L(x, y) dρ(y)−
ν
2
: F → R (2.4)
satisfies the equation
ℓ|supp ρ ≡ inf
F
ℓ = 0 . (2.5)
We remark that ν can be understood as the Lagrange multiplier describing the volume
constraint; see [3, §1.4.1].
3. Positivity of the Hessian of ℓ
Let ρ be a minimizer of the causal action. According to the EL equations (2.5), the
function ℓ is minimal on M . This clearly implies that its Hessian (as computed in any
chart) is positive semi-definite, i.e.
D2ℓ(x) ≥ 0 for all x ∈M := supp ρ . (3.1)
This is the first non-negative quantity obtained from the fact that ρ is a minimizer.
In order to clarify the connection to other non-negative functionals below, it is
preferable to rewrite (3.1) in the jet formalism, which we now recall in the smooth
setting. We denote the smooth vector fields on F restricted to M by C∞(M,TF)
(where smoothness is defined by the condition that every u ∈ C∞(M,TF) can be
extended to a smooth vector field on F). We introduce the smooth jet space J∞ by
J
∞ = C∞(M,R)⊕ C∞(M,TF) .
The compactly supported jets are denoted by J∞0 . For a jet u = (a, u) ∈ J
∞ with
scalar component a and vector component u, we define ∇u as the linear combination
of scalar multiplication and directional derivative (1.8). Then the EL equations (2.5)
clearly imply the so-called weak EL equations (1.9). The main difference to the strong
EL equations is that in the weak formulation we restrict attention to the behavior of ℓ
in an infinitesimal neighborhood of space-time M (but in contrast to weak solutions
of PDEs, “weak” does not refer to multiplying by a test function and integrating).
Working with jets has the advantage that the two equations ℓ|M = 0 and Dℓ|M = 0
are combined in a single equation.
Adapting the notation (1.8) to second derivatives, we set
∇2ℓ|x(u, u) := a(x)
2 ℓ(x) + 2 a(x)Duℓ(x) +D
2ℓ|x(u, u) .
In view of the weak EL equations (1.9), the zero and first order derivatives in this
equation vanish for all x ∈M . Therefore, inequality (3.1) implies that
∇2ℓ|x(u, u) ≥ 0 for all x ∈M .
Integrating over M gives the following result:
Proposition 3.1. Let ρ be a minimizer of the causal action. Thenˆ
M
∇2ℓ|x(u, u) dρ(x) ≥ 0 for all u ∈ J
∞
0 .
POSITIVE FUNCTIONALS FOR CAUSAL VARIATIONAL PRINCIPLES 7
4. Positivity of Second Variations Generated by Jets
In this section we analyze second variations for a a special class of variations of the
measure ρ to obtain another positive functional on jets. Similar as in [9, Section 3] we
consider measures of the form
ρ˜τ = (Fτ )∗
(
fτ ρ
)
for τ ∈ (−τmax, τmax) (4.1)
with smooth mappings
f ∈ C∞((−τmax, τmax)×M,R
+) and F ∈ C∞((−τmax, τmax)×M,F) ,
where the star denotes the push-forward measure defined by ((Fτ )∗µ)(Ω) = µ(F
−1
τ (Ω))
(where Ω ⊂ F; for basics see for example [2, Section 3.6]). We assume that for τ = 0
the variation is trivial,
f0 ≡ 1 and F0 ≡ 1 . (4.2)
Moreover, we assume that Fτ and fτ are compactly supported, meaning that they are
trivial outside a compact set K ⊂M , i.e.
fτ |M\K ≡ 1 and Fτ |M\K ≡ 1 . (4.3)
Finally, in order to satisfy the volume constraint on the right side of (2.2), we assume
that ˆ
K
fτ (x) dρ(x) = ρ(K) for all τ ∈ (−τmax, τmax) . (4.4)
Then the transformation (4.1) is described infinitesimally by a smooth and compactly
supported jet,
u = (a, u) :=
(
f˙0, F˙0
)
∈ J∞0 .
Moreover, differentiating the volume constraint (4.4) givesˆ
K
a(x) dρ(x) = 0 . (4.5)
We now compute the first and second variation of the action. Combining (2.3) with
the definition of the push-forward measure, we obtain
S
(
ρ˜τ
)
− S(ρ) = 2
ˆ
K
dρ(x)
ˆ
M\K
dρ(y)
(
fτ (x) L
(
Fτ (x), y
)
− L(x, y)
)
+
ˆ
K
dρ(x)
ˆ
K
dρ(y)
(
fτ (x) fτ (y) L
(
Fτ (x), Fτ (y)
)
− L(x, y)
)
.
Then the first variation vanishes,
d
dτ
S
(
ρ˜τ
)∣∣∣
τ=0
= 2
ˆ
K
dρ(x)
ˆ
M
dρ(y)∇1,uL(x, y) = 2
ˆ
K
∇u
(
ℓ(x) +
ν
2
)
dρ(x) = 0 ,
where in the last step we used (1.9) and (4.5) (and ∇1 denotes the partial derivative
acting on the first argument of the Lagrangian). Moreover, the second variation is
computed by
d2
dτ2
S
(
ρ˜τ
)∣∣∣
τ=0
= 2
ˆ
K
dρ(x)
ˆ
K
dρ(y)∇1,u∇2,uL(x, y)
+ 2
ˆ
K
dρ(x)
ˆ
M
dρ(y)
(
a(x)D1,uL(x, y) +D1,uD1,uL(x, y) +
(
f¨0(x) +D1,F¨0
)
L(x, y)
)
.
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In the last line we can carry out the y-integration using (2.4). Again combining the EL
equations (1.9) with (4.5) (and a similar formula for f¨), we obtain the simple formula
1
2
d2
dτ2
S
(
ρ˜τ
)∣∣∣
τ=0
=
ˆ
K
dρ(x)
ˆ
K
dρ(y)∇1,u∇2,uL(x, y) +
ˆ
K
∇2ℓ|x(u, u) dρ(x) . (4.6)
Since ρ is a minimizer and the first variation vanishes, the second variation is neces-
sarily non-negative, giving rise to the inequalityˆ
M
dρ(x)
ˆ
M
dρ(y)∇1,u∇2,uL(x, y) +
ˆ
M
∇2ℓ|x(u, u) dρ(x) ≥ 0 , (4.7)
subject to the condition that the jet u must satisfy the volume constraint (4.5). In the
next proposition we remove this condition with a limiting procedure:
Proposition 4.1. Let ρ be a minimizer of the causal action. Thenˆ
M
dρ(x)
ˆ
M
dρ(y)∇1,u∇2,uL(x, y) +
ˆ
M
∇2ℓ|x(u, u) dρ(x) ≥ 0 for all u ∈ J
∞
0 .
Proof. Let u = (a, u) ∈ J∞0 be a jet which violates the volume constraint (4.5). Then,
choosing a compact set Ω ⊂M with ρ(Ω) > 0, the jet uˆ := (aˆ, u) with
aˆ(x) = a(x)− c(Ω)χΩ(x) and c(Ω) :=
1
ρ(Ω)
ˆ
Ω
a(x) dρ(x) (4.8)
(where χΩ is the characteristic function) satisfies the volume constraint. Choosing the
scalar variation fτ = (1− τ)+ τ aˆ and a family of diffeomorphisms Fτ with F˙0 = u, we
obtain a variation which satisfies the volume constraint (note that f¨ = 0). Clearly, due
to the characteristic function, the jet uˆ is no longer smooth, but it has again compact
support, and an approximation argument using Lebesgue’s dominated convergence
theorem shows that the inequality (4.7) also holds for uˆ. Expanding in powers of c,
we thus obtain the inequality
0 ≤
ˆ
K
dρ(x)
ˆ
K
dρ(y)∇1,u∇2,uL(x, y) +
ˆ
K
∇2ℓ|x(u, u) dρ(x)
− 2c
ˆ
M
dρ(x)
ˆ
K
dρ(y) χΩ(x)∇2,uL(x, y)
+ c2
ˆ
M
dρ(x)
ˆ
M
dρ(y) χΩ(x)χΩ(y) L(x, y)
+
ˆ
M
(
− 2c χΩ(x)∇uℓ(x) + c
2 χΩ(x)
2 ℓ(x)
)
dρ(x)
(the integrand in the last line arises from the contributions to ∇2ℓ|x(u, u) involving
the scalar components of the jets). The last line vanishes due to the weak EL equa-
tions (1.9). Henceˆ
K
dρ(x)
ˆ
K
dρ(y)∇1,u∇2,uL(x, y) +
ˆ
K
∇2ℓ|x(u, u) dρ(x)
≥ 2c
ˆ
K
dρ(x)
ˆ
Ω
dρ(y)∇1,uL(x, y)− c
2
ˆ
K
dρ(x)
ˆ
K
dρ(y) L(x, y) =: A(Ω) .
We now let (Ωn)n∈N be an exhaustion of M by compact sets. We distinguish the
two cases when ρ(M) is finite and infinite and treat these cases separately. If the
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total volume ρ(M) is finite, one can take the limit n→∞ with Lebesgue’s dominated
convergence theorem to obtain
lim
n→∞
ˆ
K
dρ(x)
ˆ
Ωn
dρ(y)∇1,uL(x, y) =
ˆ
K
dρ(x)
ˆ
M
dρ(y)∇1,uL(x, y)
(2.1)
=
ˆ
K
∇u
(
ℓ(x) +
ν
2
)
dρ(x) =
ν
2
ˆ
K
a(x) dρ(x)
lim
n→∞
A(Ωn) = 2 c(M)
ν
2
ˆ
K
a(x) dρ(x)− c(M)2 ρ(M)
ν
2
=
ν
2ρ(M)
(ˆ
K
a(x) dρ(x)
)2
≥ 0 ,
where in the last line we substituted the value of c(M) in (4.8).
In the remaining case that the volume ρ(M) is infinite, we estimate the terms as
follows,
c(Ωn)
2
ˆ
K
dρ(x)
ˆ
K
dρ(y) L(x, y)
≤ c(Ωn)
2
ˆ
K
dρ(x)
ˆ
M
dρ(y) L(x, y) = c(Ωn)
2 ν
2
ρ(K)→ 0
ˆ
K
dρ(x)
ˆ
Ωn
dρ(y)∇1,uL(x, y)→
ˆ
K
dρ(x)
ˆ
M
dρ(y)∇1,uL(x, y)
(2.1)
=
ˆ
K
∇u
(
ℓ(x) +
ν
2
)
dρ(x) =
ν
2
ˆ
K
a(x) dρ(x) .
As a consequence, A(Ωn) converges to zero as n→∞. This concludes the proof. 
We close this section with two remarks.
Remark 4.2. (scalar jets) In the special case u = (a, 0) of a purely scalar jet, the
statement of Proposition 4.1 simplifies to the inequalityˆ
M
dρ(x)
ˆ
M
dρ(y) a(x) a(y) L(x, y) ≥ 0 for all a ∈ C∞0 (M,R) . (4.9)
In the compact setting, this inequality was already derived in [10, Lemma 3.5]. It is
a main ingredient in the analysis of the singular support in [10, Section 3] (see [10,
Theorems 3.16 and 3.18]). Furthermore, in [1, Theorem 3.16] a similar positivity
statement was derived in the setting of causal fermion systems.
Moreover, second variations are studied in [9, Section 4.4], and a stability result is
obtained (see [9, Proposition 4.10]). In this analysis, only variations (ρ˜τ )τ∈(−τmax,τmax)
are considered where µτ := ρ˜τ − ρ is a smooth curve in the Banach space of signed
measures of bounded total variation. In particular, the derivatives ˙˜ρ0 and ¨˜ρ0 are
assumed to be signed measures. Such variations do not include variations of the
form (4.1) (because for example the infinitesimal transport of a Dirac measure gives a
distributional derivative of a Dirac measure, which is not a signed measure). This is
the reason why, using the language of jet spaces, only the scalar component of the jets
comes into play. As a consequence, the stability result follows already by analyzing
the inequality for scalar jets (4.9).
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To summarize, the new feature in Proposition 4.1 is the inclusion of the vector com-
ponent of the jets. This is a major improvement which gives much more information,
in particular if the dimension of F is large. ♦
Remark 4.3. (adding points to the support) We now discuss the situation
that there is a point y ∈ F \ M with ℓ(y) = 0. In the setting of causal fermion
systems, this case was treated in [1, Section 3.5] working with moment measures. For
self-consistency, we here repeat the argument in our setting and explain why the jet
formalism does not make it possible to improve the result.
More generally, let A ⊂ F be a compact set with
A ∩M = ∅ and ℓ|A ≡ 0
(a typical choice is A = {y}). We choose a measure µ on A with µ(A) <∞. Moreover,
we choose a function a ∈ C∞0 (M ∪A,R
+
0 ) with
a|A ≥ 0 and
ˆ
F
a(x) d(ρ+ µ)(x) = 0 .
We now consider the variation
ρ˜τ = (1− τ a) ρ+ τ a µ τ ∈ [0, 1) .
Then the first variation vanishes because ℓ vanishes identically on the support of a.
Hence the second variation must be non-negative. Evaluating this condition gives the
result of [1, Theorem 3.17].
In order to analyze the effect of a vector components of the jets, we consider the
more general variation
ρ˜τ = (Fτ )∗
(
(1− τ a) ρ+ τ a µ
)
(4.10)
with a mapping Fτ ∈ C
∞(M ∪ A,F) which we again assume to be trivial outside a
compact set. Infinitesimally, this variation is described by the jet
u = (a, F˙0) ∈ C
∞
0 (M ∪A,R
+
0 )⊕ C
∞
0 (M ∪A,TF) .
The first variation again vanishes. Thus the second variation must again be non-
negative. On the set A, the second variation necessarily involves the scalar component
(because without the scalar component, ρ˜τ vanishes on A). As a consequence, the
second variation involves the vector component on A at most linearly. Therefore,
using a block matrix notation where the first component contains the jets in M as well
as the scalar component in A and the second component contains the vector component
in A, the second variations are described by a bilinear form with the structure
〈u,
(
L11 L12
L21 0
)
u〉
with suitable operators Lij. The positivity of this bilinear form is equivalent to the
positivity of the upper left matrix entry. This shows that second variations of the
form (4.10) do not give more information than [1, Theorem 3.17] and Proposition 4.1
above. ♦
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5. Stability under Variations with Local Fragmentation
We now consider variations of the general form (1.7), where the weight functions ca
are normalized at every point, i.e.
ca(x) ≥ 0 and
L∑
a=1
ca(x) = 1 for all x ∈M . (5.1)
In order to keep the setting as simple as possible, we assume that the functions ca are
smooth. Moreover, similar to (4.2) and (4.3), we assume that that for every a, the
transformation is trivial for τ = 0 and is trivial outside a compact set K. Then our
variation is described infinitesimally by jets ua = (ba, ua) ∈ J
∞
0 . In analogy to (4.5),
the volume constraint becomesˆ
K
L∑
a=1
ca(x) ba(x) dρ(x) = 0 .
We remark that we here consider local fragmentations, meaning that we allow the
weights ca to be functions of x. This is different from the procedure in [6, Section 5],
where the weights ca were real parameters. However, this is not an important dif-
ference, because after approximating the weight functions ca(x) by locally constant
functions taking values in N/L˜ with large L˜ and by increasing the number of subsys-
tems to L˜, one can approximate a variation involving local fragmentation by variations
with constant weights ca = 1/L˜. Therefore, considering local fragmentation is mainly
a matter of convenience and has the advantage of giving a somewhat different perspec-
tive.
The variation of the action can be computed similar as in Section 4. The first
variation again vanishes (as is obvious by linearity in the jets). When computing the
second variation, the terms involving up to first derivatives of L again drop out. We
thus obtain in generalization of (4.6)
1
2
d2
dτ2
S
(
ρ˜τ
)∣∣∣
τ=0
=
ˆ
K
dρ(x)
ˆ
K
dρ(y)
L∑
a,b=1
ca(x) cb(y)∇1,ua∇2,ubL(x, y)
+
ˆ
K
L∑
a=1
ca(x)∇
2ℓ|x(ua, ua) dρ(x) .
In order to clarify the scaling behavior in the weights ca, it is useful to transform the jets
according to ua → ua/ca (thus we multiply both the scalar and vector components of the
jet u by the same function ca(x); this is admissible because this function is smooth and
bounded, so that multiplying by it again gives a jet in J∞0 := C
∞
0 (M,R)⊕C
∞
0 (M,TF)).
We thus obtain the inequality
0 ≤
1
2
d2
dτ2
S
(
ρ˜τ
)∣∣∣
τ=0
=
ˆ
K
dρ(x)
ˆ
K
dρ(y)
L∑
a,b=1
∇1,ua∇2,ubL(x, y)
+
ˆ
K
L∑
a=1
1
ca(x)
∇2ℓ|x(ua, ua) dρ(x) ,
(5.2)
where the weights appear only in the last summand. Now it is apparent that the
positivity of the second variation yields the positivity statements of both Section 3 and
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Section 4. Indeed, in the case L = 1 of one subsystem we clearly get back to the setting
of Section 4. Moreover, in the limiting case c1 ց 0 and c2 = . . . = cL ≈ (L− 1)
−1, the
factor c−11 in (5.2) diverges, implying thatˆ
K
∇2ℓ|x(u1, u1) dρ(x) ≥ 0 .
We thus recover the result of Proposition 3.1.
In order to understand what the inequality (5.2) means, it is helpful to choose the
weights ca at every point in such a way that the last summand in (5.2) becomes as small
as possible, because then the inequality in (5.2) gives most information. Abbreviating
the integrand by Aa = ∇
2ℓ|x(ua, ua) ≥ 0, our task is to
minimize
L∑
a=1
Aa
ca
(5.3)
under the constraints (5.1). The method of Lagrange multipliers gives
ca =
√
Aa
λ
with λ =
(∑
a
√
Aa
)2
.
A direct computation shows that this choice of weights satisfies (5.1). Moreover, the
following consideration shows that this choice of weights indeed realizes the minimum:
Clearly, if one of the parameters Aa vanishes, then the minimum is attained in the
limiting case ca ց 0. With this in mind, we may assume that all the Aa are strictly
positive. Next, at the boundary of the admissible range for the parameters {c1, . . . , cL}
one or several of the coefficients ca vanish. As a consequence, the expression in (5.3)
tends to +∞ at the boundary of the admissible parameter range. It follows that the
only interior critical point is the absolute minimum.
Substituting the obtained values for ca into (5.2), we obtain the inequality
0 ≤
ˆ
K
dρ(x)
ˆ
K
dρ(y)
L∑
a,b=1
∇1,ua∇2,ubL(x, y)
+
ˆ
K
( L∑
a=1
√
∇2ℓ|x(ua, ua)
)2
dρ(x) .
(5.4)
The inequality (5.2) holds for all choices of the weight functions if and only if (5.4)
holds.
From the inequality (5.4) one can read off our main stability result:
Proof of Theorem 1.1. The inequalities (1.10) and (1.11) were derived in Proposi-
tions 3.1 and 4.1. In order to derive the stability statement, let ρ be a Radon measure
which satisfies (1.9) as well as the inequalities (1.10) and (1.11). Moreover, assume
that the inequality (1.11) is strict for every non-zero u ∈ J∞0 .
Let (ρ˜τ )τ∈(−τmax,τmax) be a non-trivial variation with local fragmentation (1.7). The
inequality (1.10) allows us to introduce a seminorm on the jets by
‖u(x)‖ :=
√
∇2ℓ|x(u, u) . (5.5)
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Using the strict inequality in (1.11), we obtain
−
ˆ
K
dρ(x)
ˆ
K
dρ(y)
L∑
a,b=1
∇1,ua∇2,ubL(x, y)
<
ˆ
K
∇2ℓ|x
( L∑
a=1
ua,
L∑
b=1
ub
)
=
ˆ
K
∥∥∥∥
L∑
a=1
ua
∥∥∥∥
2
(∗)
≤
ˆ
K
( L∑
a=1
‖ua(x)‖
)2
=
ˆ
K
( L∑
a=1
√
∇2(x)ℓ|x(ua, ua)
)2
,
where in (∗) we used the triangle inequality for the seminorm (5.5). As a consequence,
the inequality (5.4) is strict, which implies that also the inequality (5.2) is strict. This
concludes the proof. 
6. Application: Hilbert Spaces of Jets
As an application, we now explain how our positive functionals can be used to
endow the space of jets in space-time with Hilbert space structures. These Hilbert
space structures should be very useful because they make functional analytic tools
applicable to the analysis of the jet spaces and the causal action principle. We now
introduce the following bilinear forms on J∞0 :
〈u, v〉 :=
ˆ
M
dρ(x)
ˆ
M
dρ(y)∇1,u∇2,vL(x, y) +
ˆ
M
∇2ℓ|x(u, v) dρ(x) (6.1)
〈
〈u, v〉
〉
:= 〈u, v〉+
ˆ
M
∇2ℓ|x(u, v) dρ(x) . (6.2)
By Theorem 1.1, both bilinear forms are positive semi-definite. Thus dividing out the
null space and forming the completion gives real Hilbert spaces of jets denoted by H〈.,.〉
and H〈〈.,.〉〉, respectively. Obviously,
〈u, u〉 ≤
〈
〈u, u〉
〉
,
giving rise to a norm-decreasing mapping H〈〈.,.〉〉 → H〈.,.〉.
For the scalar components of the jets, the two scalar products (6.1) and (6.2) ob-
viously agree. But they are quite different for the vector components. In order to
understand this difference, it is instructive to consider a jet u = (0, u) which describes
a symmetry of the Lagrangian, i.e. (for details see [8, Section 3.1])(
D1,u +D2,u
)
L(x, y) = 0 for all x, y ∈M .
For this jet, a direct computation shows that
〈u, u〉 = 0 .
Hence symmetry transformations lie in the kernel of the bilinear form 〈., .〉 and thus
correspond to the zero vector in H〈.,.〉. For example, in the setting of causal fermion
systems, jets describing global phase transformations (see [8, Section 5.1]) are not
contained in H〈.,.〉. Generally speaking, the scalar product 〈., .〉 makes it possible
to disregard symmetry transformations of the causal fermion system. However, jets
describing symmetry transformations do in general correspond to non-zero vectors of
the Hilbert space H〈〈.,.〉〉.
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7. Application: A Positive Surface Layer Integral
In the setting of causal variational principles, the usual integrals over hypersurfaces
in space-time are undefined. Instead, one considers so-called surface layer integrals.
In general terms, a surface layer integral is a double integral of the formˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y) · · · L(x, y) , (7.1)
where Ω is a subset of M and · · · stands for a differential operator acting on the
Lagrangian. The structure of such surface layer integrals can be understood most easily
in the special situation that the Lagrangian is of short range in the sense that L(x, y)
vanishes unless x and y are close together. In this situation, we only get a contribution
to the double integral (7.1) if both x and y are close to the boundary ∂Ω. With this in
mind, surface layer integrals can be understood as an adaptation of surface integrals
to the setting of causal variational principles (for a more detailed explanation see [8,
Section 2.3]).
In [8], it is shown that there are conservation laws expressed in terms of surface layer
integrals which generalize the well-known charge and current conservation. In [9], a
conserved surface layer integral was found which generalizes the symplectic form to the
setting of causal variational principles. We now derive a surface layer integral which is
not necessarily conserved, but which has a definite sign. A jet v ∈ J (not necessarily
with compact support) is referred to as a solution of the linearized field equations if it
satisfies the equation (for details and the motivation see [9])
∇u
(ˆ
M
(
∇1,v +∇2,v
)
L(x, y) dρ(y)−∇v
ν
2
)
= 0 (7.2)
for all u ∈ J∞ and all x ∈M .
The following proposition shows that there is a positive surface layer integral. Sim-
ilar as explained at the beginning of Section 6, this can be used to endow the jet space
with a Hilbert structure. But in contrast to the scalar products in Section 6, where the
jets were integrated over space-time, here the scalar product is given as a surface layer
integral. This should be very useful for analyzing the dynamics of jets in space-time.
Proposition 7.1. Assume that v is a solution of the linearized field equations (7.2).
Then for any compact Ω ⊂M , the following surface layer integral is positive,
−
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)∇1,v∇2,vL(x, y) ≥ 0 .
Proof. Denoting the components of v by v = (b, v), we evaluate (7.2) for u = v and
integrate over Ω. The resulting integrals can be rewritten as follows,
0 =
ˆ
Ω
dρ(x)
ˆ
M
dρ(y)∇1,v
(
∇1,v +∇2,v
)
L(x, y)−
ν
2
ˆ
Ω
b(x)2 dρ(x)
=
ˆ
Ω
∇2ℓ|x(v, v) dρ(x) +
ˆ
Ω
dρ(x)
ˆ
M
dρ(y)∇1,v∇2,vL(x, y)
=
ˆ
Ω
∇2ℓ|x(v, v) dρ(x) +
ˆ
Ω
dρ(x)
ˆ
Ω
dρ(y)∇1,v∇2,vL(x, y) (7.3)
+
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)∇1,v∇2,vL(x, y) . (7.4)
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Approximating the jet χΩv in (7.3) by smooth jets with compact support, one finds that
the integrals in (7.3) are non-negative by Proposition 4.1. This gives the result. 
We finally remark that in [4, Section 6] the surface layer integral in the last propo-
sition is computed in Minkowski space.
Acknowledgments: I would like to thank Magdalena Lottner and the referees for helpful
comments on the manuscript.
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