Analytic and numerical study of interactions between charged particles and electromagnetic waves in the classical regime by Kang, Teyoun
  
저작자표시-비영리-변경금지 2.0 대한민국 
이용자는 아래의 조건을 따르는 경우에 한하여 자유롭게 
l 이 저작물을 복제, 배포, 전송, 전시, 공연 및 방송할 수 있습니다.  
다음과 같은 조건을 따라야 합니다: 
l 귀하는, 이 저작물의 재이용이나 배포의 경우, 이 저작물에 적용된 이용허락조건
을 명확하게 나타내어야 합니다.  
l 저작권자로부터 별도의 허가를 받으면 이러한 조건들은 적용되지 않습니다.  
저작권법에 따른 이용자의 권리는 위의 내용에 의하여 영향을 받지 않습니다. 
이것은 이용허락규약(Legal Code)을 이해하기 쉽게 요약한 것입니다.  
Disclaimer  
  
  
저작자표시. 귀하는 원저작자를 표시하여야 합니다. 
비영리. 귀하는 이 저작물을 영리 목적으로 이용할 수 없습니다. 
변경금지. 귀하는 이 저작물을 개작, 변형 또는 가공할 수 없습니다. 
Doctoral Thesis
Analytic and numerical study of interactions
between charged particles and electromagnetic waves
in the classical regime
Teyoun Kang
Department of Physics
Graduate School of UNIST
2019
Analytic and numerical study of interactions
between charged particles and electromagnetic waves
in the classical regime
Teyoun Kang
Department of Physics
Graduate School of UNIST
Analytic and numerical study of interactions 
between charged particles and electromagnetic 
waves in the classical regime 
 
 
 
 
 
 
 
 
A thesis/dissertation 
submitted to the Graduate School of UNIST 
in partial fulfillment of the 
requirements for the degree of 
Doctor of Philosophy 
 
 
 
 
 
Teyoun Kang 
 
 
 
6. 19. 2019. 
Approved by 
_________________________ 
Advisor 
Min Sup Hur 
Analytic and numerical study of interactions 
between charged particles and electromagnetic 
waves in the classical regime 
 
 
Teyoun Kang 
 
 
This certifies that the thesis/dissertation of Teyoun Kang is approved. 
 
6. 19. 2019. 
 
                     
                     signature 
                     ___________________________ 
                      Advisor: Min Sup Hur 
 
                    signature 
                     ___________________________ 
                  Kyujin Kwak 
 
                   signature 
                     ___________________________ 
                  Moses Chung 
 
                   signature 
                    ___________________________ 
              Kitae Lee 
 
                   signature 
                    ___________________________ 
                     Chul Min Kim 
                          
Abstract
Although the Maxwell equation and Lorentz force is classical, still many phenomena of sev-
eral areas can be explained just by solving the two equations. As the general solution for the
both equation has not been obtained yet, particular and numerical solutions are being used
as the only tools to analyze physical data. A particular solution might explain a specific phe-
nomenon only, but the solution makes it understandable completely. On the other hand, a
numerical solution is not only opposite, but also dependent on computer resources. Since the
computational technologies were developed rapidly, now the both solution have equal impor-
tance and complement each other. In this thesis, I suggest some useful skills to derive the
particular and numerical solutions for several interesting interactions between charged parti-
cles and electromagnetic waves: microwave reflectometry, radiation pressure acceleration, and
radiation reaction. Moreover, how the both solution can interpret those interactions and com-
plement each other’s lack of theories will be presented. At last, some mathematical and physical
discoveries are written with their derivation.
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I Introduction
The classical electrodynamics (CED) is a theory model which takes account of Maxwell equation
and Lorentz force as its axioms. Even though an half century has passed since the quantum
electrodynamics (QED) was published, still CED is preferentially applied to analyze experimen-
tal data of several physics areas such as plasma physics, astrophysics, and optical physics. It is
because CED is not only easy to utilize, but also remarkably compatible with macroscopic phe-
nomena. Accordingly, most of theoretical studies for those areas eventually become equivalent
to solving both Maxwell equation and Lorentz force.
An interesting point is that over a century the general solution of the both equation has
never been obtained since they were developed, and there are several reasons for this. Basically,
Maxwell equation requires continuous charge distributions (ρ, J), while Lorentz force only pro-
vides motions of point-charges (r, v). This information gap makes solving the both equation
extremely diﬃcult, because a continuous distribution cannot be induced from discretized distri-
butions of point particles. It could be easily verified by a Dirac-delta function which describes
a point-particle’s density, whose linear combination never yields a continuous one. In fact, to
solve this problem, Vlasov has suggested an equation which modifies Liouvile’s and Boltzmann’s
equations;
∂f
∂t
+∇ · (fv) +∇v · (fa) = 0. (1)
At least so far, it has been the best equation to describe the distribution of point-particles
continuously, but it is still insuﬃcient to explain some well-known phenomena such as particle
collision and ionization. Moreover, even if those phenomena are negligible, Vlasov equation itself
is almost impossible to solve as the function f (r,v, t) is defined in the six-dimensional space.
Hence, for now, particular and numerical solutions of both Maxwell’s and Vlasov’s equations
would be the only appropriate tools to analyze the experiment data theoretically. Therefore, as
the each solution has completely diﬀerent advantages, present theoretical physicists are required
to be capable of dealing with the both solution. Unfortunately, however, the mathematical skills
to calculate the both are so incompatible, and it makes the requirement very unreachable.
Normally, the particular solutions in CED are obtained by Eulerian and Lagrangian de-
scriptions. Eulerian description usually assumes Vlasov equation to be Euler equation, which
changes the distribution function f (r,v, t) to the density function n (r, t) in three-dimensional
space;
∂p
∂t
+ (v ·∇)p = F− ∇P
n
. (2)
The solutions of this equation very well explain a lot of motions that particles represent, except
for kinetically dominant motions. Meanwhile, a motion of one particle obtained by Lorentz
force is sometimes applied to interpret the kinetic eﬀect, and this approach is called Lagrangian
description. Historically, the both description always requires understanding the analysis deeply.
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On the other hand, in case of deriving the numerical solution, the main issue is which
finite diﬀerential method (FDM) would be appropriate for assuming Maxwell’s and Vlasov’s
equations. Of course there are many well-established (and stable) methods indeed, but it does
not mean that they are the best always. The best FDM might be changed depending on physical
problems or computer resources that researchers have. Furthermore, as each methods lead to
each diﬀerent types of numerical errors, the ways to verify the validity of numerical solutions
become diverse unavoidably. In this case, only a lot of experiences with the numerical analysis
(not the analysis) could alleviate these diﬃculties.
In this thesis, three big studies to analyze problems of CED with particular and numerical
solutions mentioned above are presented. In the section II, a new FDM for the microwave
imaging reflectometry (MIR) (which is one of diagnostic techniques to observe tokamak plasmas)
will be suggested with its calculation result, compared to other well-known FDMs’ one. In
the section III, an unexpected instability during the radiation pressure acceleration (RPA)
with circularly polarized laser pulses is predicted by analytic calculations, and this prediction
is verified by several numerical simulations. In the section IV, an analytic solution for the
radiation reaction (RR) of a constantly accelerating charged particle is derived rigorously, and
the physical interpretation for RR is suggested based on the solution. Other simple calculations
that I have obtained are briefly written in the remaining sections. At last, the final conclusion
and discussion will be presented.
2
II Envelope-PIC hybrid method for the simulation of microwave
reflectometry
2.1 Introduction
It is generally useful in control of a plasma system to obtain the information of plasma den-
sity fluctuation, since they are usually linked with development of instability or turbulence.
Microwave reflectometry is one of the most widely used techniques to detect the density fluctu-
ation in general plasma systems. In this diagnostic method, a probe microwave pulse propagates
through the plasma, until it reaches the position of cut-oﬀ density, being reflected from that.
By comparing the phases of the incident and reflected waves, the position of the cut-oﬀ can be
determined. As the cut-oﬀ is closely related with the plasma density for a given frequency of the
microwave via the dispersion relation, combined with optical theory, the phase data obtained
from the reflectometry can be used to reconstruct the density fluctuation level [1]. Especially in
a complicated plasma equipment like Tokamak, the reflectometry is extensively used to measure
the density fluctuation, which is typically a symptom of beginning of the instability [2,3]. While
the reflectometry is basically a point-detection method, recently the microwave imaging reflec-
tometry (MIR) has also been suggested [4], where a curvature-matched, large-spot microwave
is irradiated on the cut-oﬀ layer, from which the density fluctuation level of the cut-oﬀ layer
can be imaged by measuring the phase fluctuation of the reflected wave.
For the reconstruction of the density fluctuation from the reflectometry or MIR data, it
is essential to know the degree of correlation between the phase fluctuation of the reflected
wave and the actual density fluctuation. To find that, numerical simulations on variously
assumed density distribution can be employed. The first such method was solving a one-
dimensional (1D) wave equation with Born approximation [5]. However, some issues which
is beyond the coverage of the 1D model, such as rapid variation and Doppler eﬀect of the
reflected signal, led to advancement of two-dimensional (2D) method [6, 7]. In the FWR2D
(full-wave-reflectometry 2D) code, they numerically solve the wave equation along with the
plasma modeled by a dielectric with a certain refractive index determined from the dispersion
formula. Since the dynamics of the plasma is not followed, the calculation is fast enough for
the systematic parameter scanning. Though such a stationary plasma model is usually valid for
the Tokamak plasma, where the time scale of the plasma dynamics is much slower than that of
the microwave reflection, it is still hard to represent the general kinetic states of plasma such
as the turbulence. Furthermore the inherent uncertainty of the refractive index for turbulent
states make it diﬃcult to have a confidence on the accuracy of the simulation results.
Particle-In-Cell (PIC) code, unlike the full-wave code, is free from the restriction of the
stationary plasma model. Any plasma distribution can be realized and furthermore it doesn’t
require the refractive index for simulations at all. However, despite all these merits, there are
few tries to apply the PIC method to reflectometry or MIR study, because it is not suitable for
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the parametric study of the system due to its extremely slow computation compared with the
stationary plasma model.
Motivated to compromise the self-consistency of the PIC and the fast calculation of the
stationary model, we introduce a two-dimensional hybrid method. In this new novel scheme, we
divide the simulation domain into two sub-groups, one is for low density region, and the other for
near-cut-oﬀ. In the low density region, the kinetic eﬀect is just weak, so the simulation time can
be saved by solving paraxial wave equation along with the fluid model of the plasma. This part is
similar to the full-wave code, but we added additional ability to set more various density states.
The second group for a high density region including the cut-oﬀ layer, where strong kinetic
eﬀect can be influential in determining the phase change of the microwave, the PIC method
is used. The novelty of our hybrid method is in interfacing those two fundamentally diﬀerent
models, which is substantially described in the next section. We succeeded in minimizing any
numerical reflection of the wave and discontinuity of the plasma current on the interface of two
sub-domains. Consequently, we obtained significantly improved overall calculation speed from
pure PIC method, keeping almost the same accuracy of the original PIC calculation. We note
that a similar combination of PIC and FWR2D has been pursued independently by Shi et al. [8]
In Sec. 2.2 the theoretical models for the paraxial part and the interfacing is described.
In Sec. 2.3, the comparison of the intensity and phase data for three diﬀerent methods, i.e.
pure PIC, hybrid, and FWR2D, is presented, along with the description on the computational
eﬃciency of the new method depending on the position of the interface. The summary is given
in Sec. 2.4. Note that this study was published in 2018 [9].
2.2 Numerical Models
Figure 1 represents the schematic of the two-dimensional hybrid numerical scheme for MIR
simulations. The probe microwave is launched from the left boundary of the simulation domain.
The domain is divided into the envelope domain in the left and the pure-PIC domain in the
right. Those two sub-domains are interfaced over a narrow section where the field and current
data are shared by those two domains. Details of each domain and the interfacing are described
as follows.
2.2.1 Envelope domain
In the envelope domain, the electromagnetic wave is modeled by envelope equations obtained
from the paraxial approximation, and a linearized, quasi-steady-state fluid equation of an elec-
tron plasma is employed. At the starting point of the envelope equations, it is assumed that the
electric field and current density have a slowly varying amplitude (envelope) and fast oscillation
4
Figure 1: A schematic of the hybrid simulation of MIR. Simulation setting for Lramp=30λ. The
plasma density starts from x=15λ and increases linearly. The antenna for the reflected signal
is located at x=5λ. The vertical dashed line represents the position of the domain interface.
term.
E ≃ 1
2
E0e
i(kx−ωt) + c.c. (3)
J ≃ 1
2
J0e
i(kx−ωt) + c.c. (4)
In addition, an external, static magnetic field BExt is also considered. The envelope model
is useful in analyzing the phases of the reflected waves, as the phase information is directly
reconstructed from the complex envelopes.
To get the equation of the electric field envelope E0, we use the wave equation of the electric
field obtained from the time-dependent Maxwell equations.
∇2E−∇ (∇ ·E) = µ0∂J
∂t
+
1
c2
∂2E
∂t2
. (5)
For a paraxial wave with transversely-slowly-varying envelope, we assume that the longitudinal
component of the electric field is irrotational (∇× E|| = 0), while the transverse component is
solenoidal (∇ ·E⊥ = 0). This is an exact relation for a completely-plain one-dimensional wave,
and approximately correct for a paraxial wave. From this assumption, the wave equation (5)
can be decomposed into the transverse and longitudinal components as follows.
∇2E⊥ = µ0∂J⊥
∂t
+
1
c2
∂2E⊥
∂t2
(6)
0 = µ0J‖ +
1
c2
∂E‖
∂t
, (7)
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where E‖ is Ex, and E⊥ is Ey or Ez (and similarly, J‖ is Jx, and J⊥ is Jy or Jz). Substituting
E and J in Eqs. (6) and (7) by (3) and (4), respectively, and canceling out the fast oscillation
terms after multiplying e−ikx+iωt, the envelope equations can be obtained as follows.
∂E0‖
∂t
− iωE0‖ = −c2µ0J0‖ (8)
∂2E0⊥
∂t2
− 2iω∂E0⊥
∂t
= c2
[
∇2E0⊥ + 2ik∂E0⊥
∂x
− µ0∂J0⊥
∂t
+ iωµ0J0⊥
]
. (9)
Diﬀerently from conventional envelope equations, where the second derivatives of the envelopes
are usually neglected from the slowly varying assumption, we kept them to consistently calculate
both right- and left-going waves by a single envelope: though Eqs. (3) and (4) represent a right-
going envelope by eikz−iωt, the left-going one with e−ikx−iωt can still be calculated by allowing
a fast varying phase of the envelopes E0 and J0, where the envelopes’ phases compensate for
the phase diﬀerence between the right- and left-going waves, i.e. 2ikx.
To solve Eqs. (8) - (9) numerically, they are discretized in time and space as follows.
En+10‖ − En0‖
dt
− iω
En+10‖ + E
n
0‖
2
= −c2µ0Jn+
1
2
0‖ . (10)
longitudinally, and
En+10⊥ − 2En0⊥ + En−10⊥
dt2
− 2iωE
n+1
0⊥ − En−10⊥
2dt
= c2
∇2En0⊥ + 2ik∂En0⊥∂x − µ0J
n+ 1
2
0⊥ − J
n− 1
2
0⊥
dt
+ iωµ0
J
n+ 1
2
0⊥ + J
n− 1
2
0⊥
2
 . (11)
transversely. Note that the discretized En0j and J
n+1/2
0j are defined at the same position in
space, and temporarily separated by a half time step to secure the second order accuracy in
time (leap-frog method). Accordingly, the electric field update in longitudinal direction is, from
Eq. (10),
En+10‖ =
[(
1 + i
ωdt
2
)2
En0‖ − c2dtµ0J
n+ 1
2
0‖
]/(
1 +
ω2dt2
4
)
. (12)
The updating equation for transverse electric field envelope is
En+10⊥ = β (1 + 2iωdt) /
(
1 + 4ω2dt2
)
(13)
with
β = α+ 2En0⊥ − (1 + 2iωdt)En−10⊥ (14)
and
α = c2dt2
[
∂2En0⊥
∂x2
+
∂2En0⊥
∂y2
+ 2ik
∂En0⊥
∂x
−µ0
{(
1− iωdt
2
)
∂J0⊥
∂t
∣∣∣∣n − iωJn− 120⊥ }] . (15)
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Throughout the equations (12) and (13), the (n + 1)’th value is derived from the known
quantity En0 and J
n+1/2
0 . To get the current term at (n+ 1/2)’th step, we use
J
n+ 1
2
0 = J
n− 1
2
0 +
∂J0
∂t
∣∣∣∣n dt, (16)
The partial diﬀerential term in the right-hand-side can be induced from a linearized fluid equa-
tion of an electron plasma driven by the Lorentz’s force:
∂J
∂t
≃ qe
me
[ρE+ J×BExt] . (17)
For Eq. (16) we neglected the convectional term of the fluid equation, assuming a small ampli-
tude of the probe wave. With the paraxial approximation for the current density [Eq. (4)], the
stationary fluid equation can be represented in a matrix form as follows.
∂J0
∂t
n
=
[↔
T
2
+
ω2dt2
4
↔
I
]−1
·W (18)
W =
[↔
T+ i
ωdt
2
↔
I
]
·V
V =
qe
me
[
ρEn0 + J
n− 1
2
0 ×BExt
]
+ iωJ
n− 1
2
0
↔
T =
↔
I +
dt
2
qe
me

0 −Bz By
Bz 0 −Bx
−By Bx 0
 .
Here
↔
I is a unit matrix and Bx,y,z in the matrix
↔
T are the components of BExt in each direction.
Generally the longitudinal mesh size dx in the envelope domain can be larger than the
probe beam wavelength, since the equations contains the spatially slowly-varying amplitude
terms only. However, in this paper, we use the same finely-resolving mesh in the envelope
domain as in the PIC to enable the calculation of both the right- and left-going waves by a
single envelope. This makes the interfacing of the PIC and envelope domains easier.
2.2.2 PIC domain
In the PIC domain, the temporally evolving Maxwell’s equations are solved by the regular finite-
diﬀerence-time-domain (FDTD) method on the Yee mesh [10]. In this mesh structure, E and J
are defined at the center of the mesh side, and B at the center of the mesh surface. Temporally
B and J are at the same time step, and E is oﬀ from them by a half time step to secure the
second order accuracy in time. The current density is interpolated from the simulation particles
following Villasenor-Buneman’s scheme [11].
To separately match the real and imaginary parts of the envelope fields to those from PIC
simulations at the domain interface, imaginary counter-parts of the wave and current density
are calculated simultaneously in the PIC domain. This may possibly reduce overall computation
eﬃciency of the hybrid method. However, we expect there is another way to emiliorate this
7
Figure 2: Field data from the PIC domain are transmitted to the Envelope domain for every
time step and vice versa. For data transmission from the envelope to PIC, Eqs. (19) and (20)
are used and for the opposite case, Eqs. (21) and (22) are used.
deficiency. The approach to determine ℑ(E) of the wave in the PIC domain by analyzing the
phase of the real part field is under development.
2.2.3 Domain Interface
Each domain determines the electric field by using diﬀerent numerical methods, so the diﬀerence
should be translated appropriately at the interface. In order to do that, we made both domains
overlap over one mesh as in Fig. 2.
Supposing that x0 is the left-end coordination of the PIC domain, the right boundary of the
envelope domain is set on x0+dx, where dx is the mesh size. As the envelope solver is second-
order in space, boundary conditions both at left and right-ends are required. The left-boundary
value of the envelope comes from the wave launching condition, which is determined from the
paraxial equations of the Gaussian wave. The right-end value is equated to the PIC data at
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x0 + dx. Meanwhile, the left boundary value of the PIC domain is provided with by the data
from the envelope domain at x0. Though the right-hand boundary condition is not well-defined
in the PIC part, it is not necessary since the derivatives of Maxwell’s equation is first-order in
space. This process can be written by equations as
ℜ{E (x0, y)} = ℜ{E0 (x0, y)} cos (kx0 − ωt)−ℑ{E0 (x0, y)} sin (kx0 − ωt) (19)
ℑ{E (x0, y)} = ℑ{E0 (x0, y)} cos (kx0 − ωt) + ℜ{E0 (x0, y)} sin (kx0 − ωt) (20)
ℜ{E0 (x0 + dx, y)} = ℜ{E (x0 + dx, y)} cos {k (x0 + dx)− ωt}
+ℑ{E (x0 + dx, y)} sin {k (x0 + dx)− ωt} (21)
ℑ{E0 (x0 + dx, y)} = ℑ{E (x0 + dx, y)} cos {k (x0 + dx)− ωt}
−ℜ{E (x0 + dx, y)} sin {k (x0 + dx)− ωt} (22)
Above equation is applied before the calculation of each domain for the wave transmission
through the interface.
The advantage of such an overlapped interface is that matching of the current density from
each domain is not necessary. As long as the Villasenor-Buneman scheme is employed in the
current calculation in the PIC, the charged particle motion in the left side of x0 does not
contribute to the current density in x > x0. Therefore the electron current can be determined
just by the field calculated in PIC domain only. As the matching of the current data is waived,
the numerical algorithm can be significantly simplified. Note that we used the same mesh size
for both envelope and PIC regions, leading to the minimized numerical reflection of the waves
at the interface. Because the mesh size is small (< k−1) in the envelope region, the reduction
of the computation time in envelope region would not be significant compared to full wave
solvers. Improvement of our scheme for interfacing much larger mesh in the envelope region
with the small mesh of the PIC region, without harming the minimized numerical reflection at
the interface, is under progress.
2.3 Simulation Results
Benchmark of the hybrid numerical model was conducted for a two-dimensional MIR system.
Specifically we measured the transverse distribution of intensity and phase of reflected waves
from cut-oﬀ layers in plasmas. In this section, we present the comparisons of three diﬀerent
codes, the hybrid, pure PIC, and FWR2D, in terms of accuracy and calculation speed for various
diﬀerent plasma conditions.
The two dimensional simulation settings for the MIR simulations are presented in Fig. 1.
The frequency of the probe microwave is 86 GHz, corresponding to λ=3.486 mm, and the focal
waist is 12 mm. The plasma is assumed to be locally circular-shaped with radius of the cut-oﬀ
layer ρ0=361 mm. Then the focal position of the incident probe wave is determined by the
curvature matching condition: the local radius of the phase front of the probe wave is matched
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Figure 3: Comparisons of incident and reflected waves from three diﬀerent codes for Lramp=10λ
plasma without fluctuation. (a)-(b) transverse distribution of the intensities and phases for
curvature-matched case, and (c)-(d) for non-matched case.
to the radius of the cutoﬀ layer. We varied the length of the linear density ramp from the edge of
plasma to the cutoﬀ layer Lramp as 10λ, 30λ and 50λ. The wavelength (λfluc) of the stationary,
sinusoidal density fluctuation was also changed for a given fluctuation amplitude Afluc=1λ. In
particular, the location of the cut-oﬀ layer is given by
ρcut = ρ0 −Afluc cos
(
2piρ0
λfluc
θ
)
, (23)
where ρ0 is the radius of the circularly-shaped cut-oﬀ layer without fluctuation, and θ is the
angle from the propagation axis. Subsequently the density in other region varies in at the
same way. The external magnetic field is 2.618 T in z direction, so that the critical density is
1.355×1019 1/m2 for the X-mode propagation of the probe wave.
2.3.1 The case with no density fluctuation
First, we compared the simulation results when there is no fluctuation in the plasma density.
Two cases are conducted: one is for the curvature-matched case, and the other is non-matched
case (Fig. 3). For the latter, the probe wave is set to focus at 100λ beyond the focal position for
the curvature matched case. The density ramp is 10λ, and the domain interface is located at
5λ from the cut-oﬀ. In the curvature-matched case, three diﬀerent codes consistently yield the
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matching of incident and reflected waves both in intensity and phase. In the non-matched case,
the reflected wave shows slightly divergent intensity distribution, while the phase is narrowed
down. The three results from diﬀerent codes are in good agreement with each other. Some
fluctuation in the reflected intensity can be found for pure PIC and the hybrid simulations, which
can be further reduced by increasing the number of super-particles per cell. For this particular
cases, we used 30 particles per cell (near the cut-oﬀ) both for PIC and hybrid simulations.
2.3.2 The case with density fluctuation
Second, we performed the simulations with three diﬀerent fluctuation wavelengths at the cut-oﬀ
layer: 8λ, 12λ, and 16λ (Fig. 4). The amplitude of the fluctuation is fixed to 1λ and the density
ramp Lramp=30λ. The domain interface is located at x=40λ, which corresponds to 5λ from
the cut-oﬀ layer. This means that the PIC domain occupy 20 percent of the total domain area,
and 50 percent of plasma. For those cases, the agreement between three diﬀerent codes is good
enough so that the deviation between codes is much smaller than the fluctuation level itself
induced by the density fluctuation.
2.3.3 Position of Interface and Calculation Speed
The third simulations show the diﬀerence of the results from three diﬀerent codes depending
on the position of the domain interface. In these simulations, we used a longer density ramp
than the previous cases, i.e. Lramp = 50λ. The fluctuation level is λfluc=8λ. As the domain
interface moves toward the cut-oﬀ layer, the portion occupied by the PIC part decreases, which
may result in increased calculation speed. We found that in these simulations, the portion taken
by the envelope part is negligibly small compared to that of the PIC part. Hence the overall
calculation speed is dominantly determined by the PIC part only.
Figure 5 represents the speed-up of the hybrid calculation relative to the pure PIC (corre-
sponding to the case where the domain interface is located at x = 0.) When the interface is
located at 7λ from the cut-oﬀ layer, we obtained three-times speed-up of the calculation. For
this case where the interface is closest to the cut-oﬀ layer, the numerical diﬀerence between the
three codes are still minor compared to the actual fluctuation induced by the density ripple
(Fig. 6).
2.4 Conclusion
We introduced two-dimensional hybrid method for the fast and accurate simulations of mi-
crowave reflectometry. Specifically the PIC algorithm is used for the calculation of high density
region near cut-oﬀ, while the low density region is calculated by conventional steady-state
dielectric model of the plasma. Using the technique of overlapping the boundaries of those
heterogeneous domains over one mesh length, the numerical reflection of the wave at the in-
terface could be minimized below one percent. The benchmarks against a pure PIC and the
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Figure 4: Comparison of the reflected waves from three diﬀerent codes for the fluctuated plasma
with Afluc=1λ and Lramp=30λ. The interface is located at 5λ from the cut-oﬀ layer. (a)-(b)
transverse distribution of the intensities and phases for λfluc=8λ case, (c)-(d) for λfluc=12λ, and
(e)-(f) for λfluc=16λ.
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Figure 5: Speedup of the hybrid code depending on positions of the interface. The total
longitudinal domain length is 70λ. The plasma density increases linearly from x=15λ and the
cut-oﬀ layer is located at x=65λ.
Figure 6: Comparison of the reflected waves from three diﬀerent codes for the fluctuating plasma
with λfluc=8λ, Afluc=1λ, and Lramp=50λ. The interface position is located at 7λ from the cut-oﬀ
layer. (a), (b) transverse distribution of the intensities and phases.
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FWR2D show excellent agreement both in phase and intensity of the probe wave for the cases
of stationary density ripple, while at least three-times speed-up of the calculation is obtained
compared to the pure PIC. We expect that the speed-up factor can be even enhanced as the
size of the plasma increases.
In this paper, just the stationary plasma was used to demonstrate the accuracy and the
speed-up of the new method. From such a good benchmark results, the hybrid method is
expected to show an eﬀectiveness in the simulation of complex state with highly dynamic fluc-
tuation or turbulence, where the hybrid code (or pure PIC) and the FWR2D can potentially
yield diﬀerent results. Finding actually such situations remains as a future study.
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III Unstable expansion of plasma foils accelerated by circularly-
polarized laser pulses in non-transparent regimes
3.1 Introduction
For decades the system of thin plasma foils irradiated by ultra-intense laser pulses has been con-
sidered to be a compact source of highly energetic ion beams [12] or ultrashort electromagnetic
(EM) pulses in ultra-intense, high-frequency regimes [13]. Interest in those outcomes is growing
rapidly owing to their novel applications [14, 15]; the ion beams generated from the laser-foils
might enable table-top nuclear and particle physics [16, 17], proton radiography [18, 19], and
hadron therapy [20]. Furthermore, the ultrashort X-ray pulses from the laser-foil interaction
are suitable for studying the dynamics of ultrafast ionization [21], attosecond spectroscopy [22],
and the diagnostics of warm dense matters [23].
Recently the rapid development of laser technologies [24–26], where the intensity has reached
1022 W/cm2 recently [27] and more than I = 1024 W/cm2 is being approached by new facilities
under construction [28,29], are making the applications mentioned above more feasible. In such
a high intensity regime, the irradiated foil is accelerated rapidly to reach the relativistic speed
and is compressed to a substantially high density such that it acts like a mirror moving at a
relativistic speed [30,31].
One essential recipe to generate a relativistic plasma mirror eﬃciently is the circular po-
larization (CP) of the laser pulses. The non-oscillatory, slow-varying ponderomotive forces of
the CP-pulse suppresses the surface heating of the foil, which helps raise the transparency
threshold [32, 33], possibly enabling a higher momentum transfer from the laser pulse to the
foil. According to the previous theories, for stable compression and acceleration of the foil, the
amplitude of CP lasers should satisfy
aI ≤ ζe, (24)
where aI (= eEI/mecωL) is the normalized amplitude of incident lasers, ζe (= pinele/ncλL) is
the normalized surface density of electrons, le is the thickness of electrons, and ωL and λL are
the angular frequency and the wavelength of lasers. Equation (24) was derived to meet the
two diﬀerent conditions necessary for stable acceleration: balancing the radiation pressure to
the restoring force [34,35] and keeping the foil opaque [36]. Specifically Eq. (24) indicates that
the electron layer directly driven by the ponderomotive force of the laser pulse should not be
detached completely from the ion layer, which is dragged by the electrostatic force, and the
plasma density should be high enough to prevent the relativistic transparency.
Here it is important to note that aI and ζe in Eq. (24) are the ones measured in the quasi-
inertial frame co-moving with the foil (in contrast, we use the primed variables to represent the
quantities in the laboratory frame). Even when the system starts with the initial conditions
of the laser and foil not satisfying Eq. (24), the system can enter a stable regime quickly as
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the foil is compressed and aI/ζe decreases in the accelerating foil frame. As the two diﬀerent
conditions for the opacity and the balance between the ponderomotive and electrostatic forces
are associated with a single equation (24), this equation has been considered to be a primary
condition for stable interactions of CP-lasers and foils [37, 38].
Despite its usefulness, Eq. (24) is known to be just a rough criterion for stable acceleration
of the foil, as it is based on the assumption of negligible ion motion [34, 35] or thickness of
the foil [36]. Interestingly, in our one-dimensional (1D) particle-in-cell (PIC) simulations, we
observed some cases, where the foils expand suddenly even when aI ≤ ζe. Similar expansion
had been reported previously [39–45], mostly by the Weibel instability or breakout afterburner
in the relativistically transparent regime. In contrast, we observed the unstable expansion in
the non-transparent regime. In Fig. 7, for the cases where a′Imax ≥ 1.8ζ ′e [but still satisfying
Eq. (24) in the foil frame as indicated in Fig. 7(a)], the thicknesses of the foil starts to increase
considerably from around t′ ≈ 60 fs. Figure 7(b) strongly implies that there is a threshold of
the foil expansion between the cases of a′Imax = 1.5ζ ′e and a′Imax = 2.0ζ ′e; more precise mea-
surement of the simulation data in Fig. 7(b) indicates that the derivative ∂le/∂a′Imax|t′=const
becomes discontinuous at a′Imax ≈ 1.8ζ ′e, which implies that the expansion is a threshold be-
havior rather than a smooth transition. This unstable expansion could be fatal, as it would
decrease the energy density of the foils, and possibly lead to the destruction of the relativistic
plasma mirror. Furthermore, the observed instability is contradictory to the general perception
about the CP-pulses, which usually snow-ploughs the electron layer smoothly until the restoring
electrostatic force generated by the charge separation balances the ponderomotive force [34,35].
A modified theory model is necessary for proper interpretation of this novel instability. The
unstable expansion has been observed consistently with a decreasing mesh size and time step
and simultaneously, with an increasing number of simulation particles in our PIC simulations.
Hence it strongly indicates that the observation does not originate from numerical artifact of
the simulations, but is a physical eﬀect.
In this paper we theoretically prove that there is indeed a new expansion instability of the
foil accelerated by a CP-pulse. Scrutinizing the equation of Akhiezer-Polovin (AP) [46–48] for
CP-pulse propagation in a plasma, we find a more elaborate condition for the stable acceleration
of the foil, which modifies the previous condition (24). While Eq. (24) is valid only for a very thin
foil or fixed ion distributions, our new equation holds for a foil with finite thickness (but still thin
enough to make the assumption of a uniform slab reasonable.) and includes the self-consistent
calculation of number of ions inside the accelerating foils [49, 50]. Furthermore, based on the
data from a series of 1D PIC simulations, we suggest universal initial parameters of the laser
and the foil in the laboratory frame for the system to meet the new stability conditions (note
that the new and old stability conditions (24) are all described in the foil frame, rather than
in the laboratory frame). It is also shown that the thresholds for the unstable expansion and
the transparency, whose threshold has not been published as well, do not necessarily coincide
with each other, contrasting with the feature implied by Eq. (24). The solutions of the AP
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Figure 7: 1D PIC results for various a′Imax values where ζ ′e = 100. The results represent (a) the
amplitude-to-density ratio aI/ζe at the foil position x0, and (b) the normalized thickness kLle.
The incident lasers satisfied Eq. (35) and the thickness values were equal to 2
√
3σx, where τ ′ = 6
fs and σx is the standard deviations of the electron densities ne (x). For the simulation, the grid
size ∆x′ and the time step ∆t′ were defined as 0.8 nm and 2.0 as. Note that λ′L = 0.8 µm, and
∆x′ = λ′L/1000.
equation presented here are completely diﬀerent from previous ones. For instances, in Ref. [47],
a propagating mode in a completely transparent regime was derived, while our solution is for
a completely non-transparent regime. In Ref. [48], a semi-infinite plasma was considered with
fixed ions, while our solutions are for a thin foil, and include the change in number of ions by
the foil acceleration. Note that this study was submitted [51].
3.2 Stability condition of slab-like plasmas
In the laser-foil interaction, the shape of the plasma foil is controlled primarily by the motion
of the electrons. Hence, the dynamics of the foil can be understood by investigating the force
exerting on the electrons. Here it is important to consider the distribution of the force on the
electrons inside the foil with finite thickness. With ∂y = ∂z = 0 in 1D in xˆ-direction, we consider
the ponderomotive and the electrostatic forces exerting on the electrons (Fx = Fpm+Fst). The
ponderomotive force Fpm is caused by the electromagnetic fields of the laser pulse. Assuming the
quasi-static state every moment of interaction between the CP laser pulse and the foil (which
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is a reasonable assumption, as there is no fast-oscillating component of the ponderomotive
force in CP), Akhiezer and Polovin [46–48] derived wave equation of the CP-pulse satisfies the
relativistic wave equation in a plasma;
1
k2L
∂2a⊥
∂x2
+
1− ne/nc√
1 + a2⊥
a⊥ = 0, (25)
where a⊥ = ayyˆ+azzˆ, and kL = 2pi/λL = ωL/c. It is well-known that for an overcritical plasma
density if the change in the ion density ni is not considered (i.e. immobile ions), Eq. (25) can
be rewritten by a first-order diﬀerential equation [48,52–55] which is given by
1
2k2L
(
1 + a2⊥
) (∂a⊥
∂x
)2
+
a2⊥
2
− ni
nc
(√
1 + a2⊥ − 1
)
= 0, (26)
Its solution is known to be√
1 + a2⊥ − 1 =
2 (ni − nc)
ni sinh
2
(
kLx
√
ni/nc − 1 + C
)
+ nc
, (27)
where C is an arbitrary constant. This solution shows how the pondromotive potential (and
also the electron density ne) is determined for a given, constant ni, and it could be valid for
the hole-boring process, where the ion density remains relatively invariable during that process.
However, the assumption of the immobile ions for Eq. (27) is not suﬃcient to explain the next
stage (i.e. such as light sail of a thin foil) shown in the Fig. 5(b) of Ref. [49], because the ion
density inside the accelerating foil is not arbitrary, but should be determined self-consistently
by the inertial and ponderomotive force.
Here we find the analytic solution of Eq. (25) for an accelerating thin foil. In contrast
to Eq. (27), the electron density ne is assumed to be given, and the ion density ni and the
distribution of the ponderomotive force inside the foil is calculated. To make the calculation
simple, we suppose the electron density ne is uniform over x0 ≤ x ≤ x0+ le during the light-sail.
The assumption of the constant density ne is a little crude, but is eventually found to be valid
for a thin enough foil (kLle ≪ 1), as verified later by good comparison of our solution against
the simulation data as in Fig. 8. We also assume that the electron density is high enough so
that the laser pulse is reflected entirely. With these assumptions, Eq. (25) can be expressed by
1
2k2L
(
∂a⊥
∂x
)2
+
a2⊥
2
− ne
nc
(√
1 + a2⊥ − 1
)
= 0, (28)
which gives an asymptotic solution (see the appendix)√
1 + a2⊥ − 1 =
2ne
nc
sin2
(
kL
x0 + d− x
2
)
(29)
(x0 ≤ x ≤ x0 + d) ,
where d is the skindepth given by
d =
2
kL
sin−1
(
aI
ne/nc
)
. (30)
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As can be expected, the ponderomotive potential (29) is independent from the ion density ni,
in contrast to the solution of Eq. (27) considered in Refs. [48, 52–55].
The electrostatic force Fst is caused by the charge distribution and is obtained from Gauss’
law; ∂xax = kL (ni − ne) /nc. Assuming the ion density ni is constant over the electron layer
(but is not necessarily constant outside) and ax = 0 where x > x0+le (i.e. negligible transparent
field in the rear side of the foil), we obtain
ax =
ne − ni
nc
kL (x0 + le − x) (31)
(x0 ≤ x ≤ x0 + le) .
which represents the normalized electrostatic field inside the foil.
It is possible to see how the distribution of the force Fx (x) exerting on the electron layer
aﬀects the expansion or compression of the foil. Simply, the expansion (or compression) of
the foil is determined by the diﬀerence between the forces on the front (Fx (x0)) and the rear
(Fx (x0 + le)) sides of the foil. From Eqs. (29) and (31), the diﬀerence of the force ∆Fx is
written as
∆Fx ≡ Fx (x0 + le)− Fx (x0)
=
e2nele
ϵ0
1− ζi
ζe
− aI
ζe
√
1− a
2
I
ζ2e
k2Ll
2
e
4
 , (32)
where ζi is the normalized surface density of the ions within the electron layer (ζi = pinile/ncλL).
∆Fx > 0 means that the foil would expand and vice versa. Equation (32) shows that ∆Fx ≤ 0
when ζi ≈ ζe implying that the foil does not expand as long as it stays neutral. Practically,
however, the foil cannot remain neutral, because the accelerating electrons usually leave the
ions behind. According to Refs. [49,50], the ions rearrange themselves so that the electrostatic
and inertial forces are balanced. The force balance leads to
ζi
ζe
≈ 1− a
2
I
ζ2e
. (33)
Note that Eq. (33) could not be deduced from Eq. (27), as it neglects the ion density variation.
Equation (33) indicates that aI → ζe leads to ζi ≪ ζe and ∆Fx ∝ 1−
√
1− k2Ll2e/4 > 0, which
means the conventionally allowed maximum amplitude (aI = ζe) causes an expansion of the
foil. In other words, in the foil frame, the actual threshold for the amplitude of CP laser pulses
should be smaller than the conventional threshold for the stable compression of the slab.
The new condition for the stable compression and acceleration of the foil is, by substituting
Eq. (33) into Eq. (32), given by
aI
ζe
≤ 1√
1 + k2Ll
2
e/4
. (34)
The solid curve in Fig. 8(a) shows the border of the stable regime in the space of aI/ζe vs.
kLle, represented by Eq. (34). Here it is worthwhile to recall our observation of the unstable foil
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Figure 8: (a) A slab-like foil’s stable and transparent conditions which satisfy Eqs. (34) and (37),
and comparisons of Eq. (34) in the both cases when (b) a′Imax = 1.5ζ ′e and (c) a′Imax = 2.0ζ ′e of
Fig. 7.
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expansion described in Fig. 7(b), where the expansion rate of the foil changes discontinuously
between a′Imax = 1.5ζ ′e and a′Imax = 2.0ζ ′e. Figures 8(b) and 8(c) strongly imply that such a sud-
den change in the expansion rate is related to the instability threshold determined by Eq. (34);
Figs. 8(b) and 8(c) represent the evolution of the foil thickness (kLle) and the comparison of
aI/ζe and (1 + k2Ll2e/4)−1/2, measured from simulations for those two cases. It is found that for
a′Imax = 1.5ζ
′
e, Eq. (34) holds throughout the simulation and the expansion of the foil remains
very slow (the slow expansion is thought to be thermal expansion, which is not considered in
this paper). In contrast, for the other case, the thickness of the foil starts to increase rapidly,
as soon as the condition (34) breaks. All the considerations hitherto strongly indicate that the
instability is a physical phenomenon rather than a numerical noise and Eq. (34) describes the
instability threshold well.
3.3 Initial parameters for stable compression of the foil
In the previous section, we derived the stability condition in a foil frame. Now we discuss the
initial parameters of the laser and the foil in a laboratory frame, for which the system can
be driven into the stable regime, where Eq. (34) is satisfied. Unfortunately, it is very diﬃcult
to deductively find the relationship between the initial parameters and Eq. (34), because le
in Eq. (34) is a dynamically evolving parameter. Actually, in order to predict le precisely, the
thermal pressure∇pe caused by electron heating should be counted in Fx (x) as well as Fpm and
Fst. However, as far as we know, the research has yet to clarify the mechanism of relativistic
electron heating by CP lasers [32,56]. In the absence of a known theory to predict ∇pe, we find
an appropriate connection between the initial parameters and Eq. (34) via a series of 1D PIC
simulations. In particular, we measured the time t′end at which the new stability condition (34)
breaks due to the thermal expansion of the foil. Once the foil expands beyond the threshold
given by Eq. (34), unless aI/ζe decreases very quickly, the parameters of the pulse and the
foil, i.e. aI/ζe and kLle go further away from the stable region, leading to the disruption of
the foil. Hence the pulse energy incident on the foil beyond t′end no longer contributes to the
foil compression and acceleration. This information is useful to determine the maximum pulse
length and to eventually avoid the unnecessary use of the pulse energy. In our simulations we
considered a CP pulse with Gaussian-ramping-up and infinitely long flat-top beyond that. The
pulse profile was given by
a′I
(
ξ′
)
=

0 (ξ′ = −3τ ′) ,
a′Imaxe
−(ξ′/τ ′)2 (−3τ ′ < ξ′ < 0) ,
a′Imax (ξ
′ ≥ 0) ,
(35)
where ξ′ = t′ − x′/c − 3τ ′. Note that ξ′ is defined so that a′I becomes zero at t′ = x′ = 0.
We define ξ′end ≡ t′end − x′0|t′=t′end /c − 3τ
′, where x′0 means the front of the electron layer in
the lab-frame. From the definition of ξ′end (and t′end), the pulse energy beyond ξ′ ≥ ξ′end is
practically useless in the foil compression.
21
0 2 4 6 8 10
0.1
0.2
0.3
(a)' en
d +
 3
' (
ps
)
0 2 4 6 8 10
0.1
0.2
0.3
(b)' en
d +
 3
' (
ps
)
0 2 4 6 8 10
0.1
0.2
0.3
' en
d +
 3
' (
ps
)
a'Imax / 'e
(c)
0 2 4 6 8 10
-1
0
1
2
 Eq. (36)
 ' = 10 fs
 ' = 12 fs
 ' = 14 fs
(d)
' en
d /
 '
a'Imax / 'e
 ' = 8 fs
Figure 9: Measurements of ξ′end for various a′Imax, ζ ′e, and τ ′ from 1D PIC simulations. (a)
ζ ′e = 100, (b) ζ ′e = 50, and (c) ζ ′e = 150. (d) ξ′end/τ ′ for all the cases of τ ′ and ζ ′e from (a–c) as
a function of a′Imax/ζ ′e and the comparison with Eq. (36). The simulation parameters are the
same as in Fig. 7, except τ ′ and ζ ′e.
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Figure 9 shows the measurements of ξ′end for various τ ′, the peak amplitude of the laser
pulse (a′Imax), and the initial surface density of the foil (ζ ′e). In Fig. 9(d), it is noticeable that
the values of normalized ξ′end, i.e. ξ′end/τ ′ lie on nearly a single line regardless of τ ′ or ζ ′e, at
least for 8 fs ≤ τ ′ ≤ 14 fs and ζ ′e < a′Imax < 10ζ ′e. We found that the following curve fits the
simulation data in Fig. 9(d) very well;
ξ′end
τ ′
≈
√
pi
2
(
2
a′Imax/ζ ′e − 1
− 1
)
(36)(
a′Imax > ζ
′
e
)
.
Equation (36) can be used as a good phenomenological guide for the optimized parameters of
the laser and foil, to accomplish the maximum compression for the given energy of the pulse.
Note that ξ′end becoming negative for a′Imax > 3ζ ′e in Eq. (36) means that the foil compression
ends before the pulse reaches its peak. Equation (36) indicates the foil can be stable when
a′Imax > ζ
′
e, unless the duration is infinite. As practical pulse duration is finite, the peak
amplitude should satisfy a′Imax > ζ ′e to maximize the eﬃciency. This is an interesting point
as it is exactly opposite to the previous criterion, Eq. (24), which is commonly misunderstood
to be the lab-frame parameter condition. More elaborate three dimensional simulations might
suggest modification of Eq. (36), but it is beyond the scope of this paper.
3.4 Relativistic transparency of slab-like plasmas
Finally we would like to remark on the transparency of the foil to the CP laser pulses. The
previous stability condition (24) gives the thresholds of the transparency and the stable accel-
eration simultaneously. However, in our modified theory, we discovered that the breaking of the
new stability condition (34) does not necessarily lead to the transparency. As one reasonable
definition of the transparency of the foil, it can be defined by the skindepth reaching the rear
side of the electron layer. From Eqs. (25) and (29), the skindepth d can be found to be Eq. (30)
(see the appendix for the derivation). Then requiring d > le yields
aI
ζe
>

2
kLle
sin
(
kLle
2
)
(kLle < pi) ,
2
kLle
(kLle ≥ pi) .
(37)
The threshold curve for the transparency from Eq. (37) is located slightly higher than the
stability curve from Eq. (34) as seen in Fig. 8(a). The diﬀerent thresholds indicate that the
instability occurs when the transparency was induced, while the opposite does not hold: as the
foil expands, it can possibly go through the unstable but still opaque regime for a short time.
The diﬀerence is minute, but it can be important in particular applications, for instances, the
CP-shock [32] or breakout afterburner instablility [40–42] where the transparency has a key role.
In this regard, the newly derived Eqs. (34) and (37) can be related to the relativistic electron
heating and the self-induced transparency by the CP-pulses, which is yet to have been studied
completely.
23
3.5 Summary
In summary, the unstable expansion of plasma foils, driven by CP laser pulses, were observed
in 1D PIC simulations, even with the system parameters subject to the conventional stability
condition, Eq. (24). From the analysis of the Akhiezer-Polovin equation, we found a new
stability condition, Eq. (34), to explain the simulation results. While the previous and new
stability conditions are defined in the foil frame, the semi-analytic equation (36) indicates the
stability condition in the lab-frame. One important conclusion of this equation is that the foils
can be stable even when a′Imax > ζ ′e. Furthermore, we also discovered that the opaqueness-
transparency boundary in the foil-laser parameter space does not necessarily coincide with the
boundary for stable compression.
3.6 Solution for the equation of Akhiezer and Polovin
In steady-state interaction between electrons and a circularly polarized laser, the normalized
laser amplitude a⊥ satisfies the equation of Akhiezer-Polovin, which is given by Eq. (25). The
solution of this equation can be assumed to be
ay (x, t) = a⊥ (x) cos (ψ (x)− ωLt) ,
az (x, t) = a⊥ (x) sin (ψ (x)− ωLt) , (38)
where ψ (x) is an arbitrary function for the phase. By substituting the assumed solution for a⊥
in Eq. (25), we obtain
1
k2L
∂2a⊥
∂x2
+
1− ne/nc√
1 + a2⊥
− 1
k2L
(
∂ψ
∂x
)2 a⊥ = 0, (39)
a2⊥
kL
∂ψ
∂x
= S1, (40)
where S1 is a constant. The above two equations yield
1
k2L
∂2a⊥
∂x2
+
1− ne/nc√
1 + a2⊥
− S
2
1
a4⊥
 a⊥ = 0, (41)
which can be rewritten as
1
2k2L
(
∂a⊥
∂x
)2
+
a2⊥
2
+
∫ ∞
x
ne (x
′)
nc
∂
√
1 + a⊥ (x′)2
∂x′
dx′ +
S21
2a2⊥
− S2 = 0, (42)
where S2 is another integration constant. If ne (x) is constant and large enough (ne ≫ nc), it
is reasonable to write that a⊥ = ∂xa⊥ = S1 = 0 when x→∞. Also, S21/a2⊥ becomes zero from
Eq. (40). Eventually, Eq. (25) will be represented as
1
2k2L
(
∂a⊥
∂x
)2
+
a2⊥
2
− ne
nc
(√
1 + a2⊥ − 1
)
= 0. (43)
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The solution of this equation is
kLx+ C = 2 tan
−1
[√
2ne
nc
(√
1 + a2⊥ − 1
)/
a2⊥ − 1
]
+tanh−1

√
2ne
(√
1 + a2⊥ − 1
)/
a2⊥ − nc
√
ne − nc

/√
ne
nc
− 1, (44)
when 0 ≤ a⊥ < 2
√
n2e/n
2
c − ne/nc. The constant C is determined by the amplitude aI of the
incident laser.
3.6.1 Fields of right-going and left-going waves
Electric fields of a laser propagating in ±xˆ-direction can be represented as
E± =
E⊥ ± cB⊥ × xˆ
2
. (45)
By substituting E± into Maxwell’s equation, we obtain
1
c
∂
∂t
(
E2+ − E2−
)
+
∂
∂x
(
E2+ + E
2
−
)
+
J⊥
ϵ0
· ∂A⊥
∂x
= 0. (46)
Because J⊥ ≈ −enev⊥ and γmev⊥ ≈ eA⊥, Eq. (46) can be rewritten as
1
c
∂
∂t
(
E2+ − E2−
)
+
∂
∂x
(
E2+ + E
2
−
)− nemec2
ϵ0
∂
∂x
√
1 +
e2A2⊥
m2ec
2
= 0. (47)
If the plasma is assumed to be static (∂t = 0) and opaque (E2+ = E2−), the above equation yields
∂
∂x
(
2a2+
)
=
ne
nc
∂
∂x
√
1 + a2⊥, (48)
With constant ne, this equation can be integrated to be
2a2+ =
ne
nc
(√
1 + a2⊥ − 1
)
. (49)
3.6.2 Asymptotic solution
If ne ≫ nc, Eq. (44) is approximated to be
kLx+ C ≈ 2 tan−1
[√
2ne
nc
(√
1 + a2⊥ − 1
)
/a2⊥ − 1
]
. (50)
The inverse of this equation is√
1 + a2⊥ + 1 ≈
2ne
nc
cos2
(
kLx+ C
2
)
. (51)
Because we assumed ne ≫ nc, the equation can be rewritten as√
1 + a2⊥ − 1 ≈
2ne
nc
cos2
(
kLx+ C
2
)
, (52)
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so that a⊥ avoid an imaginary part. Note that Eq. (52) holds only for 0 ≤ kLx+ C < pi.
The constant C should satisfy Eq. (49). If a0 = a⊥|x=x0 and aI = a+|x=x0 where x0 is the
front of the electron layer, Eq. (52) leads to√
1 + a20 − 1 ≈
2ne
nc
cos2
(
kLx0 + C
2
)
≈ 2a
2
I
ne/nc
, (53)
and accordingly C is given by
C ≈ pi − kLx0 − 2 sin−1
(
aI
ne/nc
)
. (54)
If we substitute this equation for C in Eq. (52), we obtain Eq. (29);√
1 + a2⊥ − 1 ≈
2ne
nc
sin2
(
kL
x0 + d− x
2
)
,
where d ≡ (2/kL) sin−1 (aInc/ne). As mentioned, Eq. (29) holds only for 0 ≤ kLx+C < pi, and
this range can be represented by x0 + d− pi/kL ≤ x < x0 + d. Noting that x0 is the position of
the front, the range should be rewritten as x0 ≤ x < x0 + d. In this regard, d can be a skin (or
penetration) depth because a⊥ ≈ 0 when x ≥ x0 + d.
3.7 Self-induced transparency of slab-like plasma
Actually, the skin depth d is defined by
d ≡

2
kL
sin−1
(
aI
ne/nc
) (
aI ≤ ne
nc
)
,
∞
(
aI >
ne
nc
)
.
(55)
It means the electrons become under-dense when aI > ne/nc. Lasers in under-dense plasmas
propagate continuously and the skin depth is infinite. Now we suppose le is the thickness of the
electron slab. As d is the penetration depth, transparency will be induced if d > le.
When aI ≤ ne/nc, the transparency condition is given by
d > le → aI
ζe
>
2
kLle
sin
(
kLle
2
)
, (56)
where ζe is the normalized surface density of the electrons, and ζe = nekLle/2. On the other
hand, the condition d > le always holds for aI > ne/nc. Therefore, the condition can be
represented by
d > le → aI
ζe
>
2
kLle
. (57)
From that kLd = pi when aI = ne/nc, the condition for the transparency is obtained as Eq. (37);
aI
ζe
>

2
kLle
sin
(
kLle
2
)
(kLle ≤ pi) ,
2
kLle
(kLle > pi) .
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3.8 The amount of protons in an electron layer
In the moving frame, whose speed is equal to that of the electron layer (v′xe), protons feel the
electric force given by
d
dt
(mpγpvxp) = eEx − d
dt′
 mpv′xe√
1− (v′xe/c)2
 , (58)
where the primed variables represent the quantities in the laboratory frame. The last term is
the inertial force, and we assume the Coulomb and inertial forces will be balanced;
eEx =
d
dt′
 mpv′xe√
1− (v′xe/c)2

=
mp[
1− (v′xe/c)2
]3/2 dv′xedt′ . (59)
In the lab frame, the acceleration of the electron layer is represented as
dv′e
dt′
= − e
γ′eme
(
E′ + v′e ×B′ −
v′e
c2
v′e ·E′
)
. (60)
If we assume the layer is thin and opaque, accoring to Eq. (46), we obtain
E′x + v
′
yeB
′
z − v′zeB′y = Ex −
2ϵ0E
2
I
enele
,
E′ · v′e = v′xe
(
Ex − 2ϵ0E
2
I
enele
)
. (61)
From Eqs. (61) and (60),
dv′xe
dt′
=
1− (v′xe/c)2
γ′eme
(
−eEx + 2ϵ0E
2
I
nele
)
=
[
1− (v′xe/c)2
]3/2
γeme
(
−eEx + 2ϵ0E
2
I
nele
)
. (62)
From this equation, Eq. (59) can be rewritten as
eEx
(
1 +
mp
γeme
)
=
mp
γeme
2ϵ0E
2
I
nele
. (63)
As we supposed a slab-like plasma, Gauss’ law yields
Ex = (ne − np) ele
2ϵ0
, (64)
from which eventually we obtain the amount of protons in the electron layer;
ζp
ζe
= 1− a
2
I/ζ
2
e
1 + γeme/mp
(65)
where ζp = npkLle/2nc. Because mp ≫ me, this equation can be approximated to be Eq. (33);
ζp
ζe
≈ 1− a
2
I
ζ2e
.
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IV Radiation reaction from a constantly accelerating point-like
rigid conductor
4.1 Introduction
Although Maxwell equation is an old result published in 1861, it is still being taken into account
significantly in the both general relativity and quantum mechanics which are two big branches
of the modern physics. It is because this equation is not only well-verified by experiments,
but also almost uncontroversial because of its mathematical beauty. Accordingly, the classical
electrodynamics (CED) which is a theory model based on Maxwell equation has naturally been
away the major issues for physicists. However, even though this classic theory looks perfect,
actually it has an unacceptable and fatal problem that researchers might have been unconcerned
about. The problem is that CED cannot explain the conservation of energy (or momentum)
for a charged point-particle, which must be the most fundamental element of the CED system.
As well-known, the charge of a point particle yields diverging electric energy, and it means the
energy conservation equation for the particle is mathematically undefinable. In other words,
as the conservation equation is equivalent to the equation of motion, ironically the classical
electrodynamics is unable to describe the ‘dynamics’ of point charges [57].
Of course, since the quantum mechanics was developed successfully, it might have become
nonsense to consider the shape of a particle as a point. Despite this, however, there are two
big reasons that it is still worth trying to deeply investigate ‘the problem of point particle
(PPP)’ in CED. First, in the macroscopic world the real particles are extremely small, and
its cause is still unclear. Owing to this, for theoretical physicists, the best way to describe
these materials mathematically is just approximating them by ideal point-particles. It is not
because the theorists actually believe the shape of the particle should be a point, but because
the approximation is the strongest research method that they try preferentially. One successful
example of this approach would be the Lorentz’s equation of motion, normally called ‘Lorentz
force.’ This equation not only has supposed the ideal point-particles, but also has been derived
in a quite unrigorous way; as mentioned, describing the motion of a point charge is impossible
in a strict sense because of PPP in CED. However, in spite of this suspicious derivation, this
equation remarkably well-explain almost every observed motions of the real particles. Therefore,
unless it is just a coincidence, it implies that approximating the real particle by a point charge
is acceptable at least in the macroscopy. In this moment, PPP casts very interesting doubts:
what additional phenomena will be involved in the modified equation of motion which is derived
much more rigorously, and whether they will be observable or just delusional. Further, these
doubts lead to the second reason which indicates the importance of PPP.
In fact, over a half century ago Dirac already had derived an equation of motion quite
rigorously, called ‘Lorentz-Abraham-Dirac equation.’ Unfortunately, even this equation was in-
suﬃcient to solve PPP, because of its causality violation and contradiction (whose details will
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be presented later). However, the notable point is that the concepts of renormalization and
radiation reaction were already involved in this equation, a decade before the quantum electro-
dynamics (QED) was published [58]. These concepts cannot be exactly interpreted even by the
latest field theories, and its implication is very meaningful; possibly, the unsolved problems of
the classical and quantum mechanics might be connected. Therefore, as the connection between
the both mechanics is still unclear, the importance of PPP is never negligible.
Thankfully, great interests in this old problem (PPP) are emerging again due to the recent
constructions of ultra-intense laser facilities, which can generate a laser pulse with 1024 W/cm2
intensity. In this intensive regime, the additional phenomena that Lorentz force does not in-
volve are expected to be observed experimentally. Actually, since Dirac suggested his equation
of motion, a lot of theorists have suggested the modified equations to prepare this future ex-
periment, but none of them could not avoid their contradictions and errors [59]. Hence, as
actual operation of the facilities are imminent, a consistent and uncontradictory theory model
to explain PPP and experiment data is now required desperately.
In this section I present a very special charge distribution which is not only rigid in a
constantly accelerating non-inertial frame, but also conductive so that the inside fields are
vanished. Moreover, the most important characteristic of this distribution is that its outside
fields are completely equal to the fields of a point charge. Therefore, I would like to define a
material named ‘point-like rigid conductor (PRC)’ whose charge distribution satisfies the above
conditions that we mentioned. PRC can not be distinguished from the actual point charge even
by extremely precise measurements (unless the inside can be observed). It means PRC would
be the best alternative to investigate the dynamics of the ideal point charge. Note that in this
document I am only interested in a constantly accelerating PRC.
4.1.1 Rigid body
The classical equation of motion for many-body systems is given by
d
dt
∑
i
mivi =
∑
i
Fi. (66)
A non-rotating rigid body can be defined as a group of particles whose momentums satisfy
mivi = miv0, where v0 is the velocity of the rigid body.
In relativity, the rigid bodies are not rigid anymore. For example, the shape of a constantly
accelerating sphere shell [60] would be represented as
x2 + y2 +
(
z −
√
z20 + c
2t2
)2
= R20, (67)
where R0 is the radius of the shell. This equation seems to imply the shell is a moving rigid
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body. However, if we suppose another inertial frame whose coordinates is given by
ct¯ = Γ
(
ct− V
c
z
)
,
x¯ = x,
y¯ = y,
z¯ = Γ
(
z − V
c
ct
)
, (68)
where V is the velocity of the frame and Γ =
(
1− V 2/c2)−1/2. In this frame, the shape will be
rewritten as
x¯2 + y¯2 +
Γ(z¯ + V
c
ct¯
)
−
√
z20 + Γ
2
(
ct¯+
V
c
z¯
)22 = R20, (69)
which can not indicate any sphere shells. It means the relativistic rigid body can remain rigid
only when it is represented in a particular frame.
4.1.2 Conductor
The static energy of charge distributions is given by
ϵ0
2
∫
ρ (r)Φ (r) d3r = U. (70)
A conductor is defined as an ideal metal in which electric fields become zero. By definition,
interestingly, a static conductor satisfies ρ (r)Φ (r) = ρ (r)Φ0 where Φ0 is the scalar potential
on the conductor (like a rigid body satisfies mivi = miv0).
In general electrodynamics, the vanished electric fields within conductors can not be in-
duced from the constant scalar potential distribution as the fields are also consist of the vector
potential, which makes the problem really diﬃcult.
4.2 Non-inertial frame
The distribution of the PRC is almost impossible to be obtained in ordinary inertial frames.
Hence, we need to define a constantly accelerating non-inertial frame which is also called Rindler
frame [61]. Note that the derivation for this frame will be presented in the appendix 4.5.
Suppose an observer whose motion χ in an inertial frame can be written as
χ (t) =
√
z20 + c
2t2zˆ, (71)
which is same with the motion of a charged particle on constant electric fields. The boosted
coordinates for this observer are represented as
ct¯ = z0 tanh
−1
(
ct
z
)
,
x¯ = x,
y¯ = y,
z¯ =
√
z2 − c2t2, (72)
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Figure 10: (a) The distribution for Φ¯ (r¯) in the non-inertial frame where z0 = 2. (b) Trans-
formations of the PRC in the inertial frame where z0 = 2 and d = 1; the blue, magenta, and
yellow lines show the shapes when t = 0, t = 2, and t = 4.
which imply the observer keeps standing at r¯ = z0zˆ. Furthermore, the speed of the light
measured by the observer would be changed to
c¯
c
=
z¯
z0
. (73)
Interestingly c¯ becomes zero when z¯ = 0, and it is strongly related to the event horizon of the
general relativity.
In this non-inertial frame, Maxwell equation is given by
∇¯ ·
(
E¯
c¯
)
= µ0cρ¯,
∇¯× (c¯B¯) = µ0cJ¯+ ∂
∂t¯
(
E¯
c¯
)
,
E¯ = −∇¯Φ¯− ∂A¯
∂t¯
,
B¯ = ∇¯× A¯, (74)
which is completely diﬀerent to the typical one since c¯ is no longer constant. According to this
equation, a particle, whose charge is q, at the observer’s position (r¯ = z0zˆ) induces the static
field and potential as follows:
E¯ (r¯)
c¯
=
q
4piϵ0
4z20
c
2z¯ (x¯xˆ+ y¯yˆ) +
(
2z¯2 − r¯2 − z20
)
zˆ[(
r¯2 + z20
)2 − 4z20 z¯2]3/2 ,
Φ¯ (r¯) =
q
4piϵ0
1
z0
r¯2 + z20√(
r¯2 + z20
)2 − 4z20 z¯2 . (75)
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Note that the derivation is explained in the appendix 4.5.2. Figure. 10(a) shows the equipotential
surfaces are perfect spheres, and this relation can be represented as
x¯2 + y¯2 +
(
z¯ −
√
z20 +R
2
0
)2
= R20 ⇔ Φ¯ =
q
4piϵ0
√
z20 +R
2
0
z0R0
, (76)
where R0 is the radius of the equipotential surface. Now we are going to suppose an additional
vector R¯ defined as
R¯ ≡ x¯xˆ+ y¯yˆ +
(
z¯ −
√
z20 +R
2
0
)
zˆ, (77)
which yields a new spherical coordinate expressed as
Θ¯ ≡ cos−1
(
R¯
R¯
· zˆ
)
,
R¯ = R¯
(
sin Θ¯ cos φ¯xˆ+ sin Θ¯ sin φ¯yˆ + cos Θ¯zˆ
)
, (78)
whose inverse transform also can be written as
x¯ = R¯ sin Θ¯ cos φ¯,
y¯ = R¯ sin Θ¯ sin φ¯,
z¯ = R¯ cos Θ¯ +
√
z20 +R
2
0. (79)
By substituting this coordinate for Eq. (75), the field E¯ at R¯ = R0 becomes really simple to
express;
E¯
c¯
∣∣∣∣
R¯=R0
=
µ0cq
4pi
z20
R20
(
R0 cos Θ¯ +
√
z20 +R
2
0
)2 R¯R¯
∣∣∣∣
R¯=R0
. (80)
Furthermore, by definition, another electric field E¯prc induced by the PRC can be given by
E¯prc (r¯) =
(
1
2
+
1
2
R¯−R0∣∣R¯−R0∣∣
)
E¯ (r¯) , (81)
which indicates E¯prc is vanished when R¯ < R0 and equal to the point charge’s field when
R¯ > R0 as we defined. Accordingly, we can easily obtain the distribution ρ¯prc, as the Gauss law
in Eq. (74) satisfies ∫
ρ¯prc d
3r¯ =
1
µ0c
∮
E¯prc
c¯
· dS¯
=
1
µ0c
∮
E¯prc
c¯
· R¯
R¯
R¯2 sin Θ¯ dΘ¯dφ¯
=
q
(
R¯ > R0
)
,
0
(
R¯ < R0
)
,
(82)
and Eqs. (80) and (81) lead to
lim
R¯→R0+0
[
1
µ0c
E¯prc
c¯
· R¯
R¯
R¯2
]
=
q
4pi
z20(
R0 cos Θ¯ +
√
z20 +R
2
0
)2 ,
lim
R¯→R0−0
[
1
µ0c
E¯prc
c¯
· R¯
R¯
R¯2
]
= 0. (83)
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Therefore, ρ¯prc should be represented as
∴ ρ¯prc (r¯) =
q
4pi
z20
R20
(
R0 cos Θ¯ +
√
z20 +R
2
0
)2 ∂∂R¯
(
1
2
+
1
2
R¯−R0∣∣R¯−R0∣∣
)
=
q
4pi
z20
R20
(
R0 cos Θ¯ +
√
z20 +R
2
0
)2 δ (R¯−R0) , (84)
so that the Gauss law holds. This distribution completely satisfies the conditions for PRC that
we mentioned; it is rigid as it is time-independent, and it is conductive and point-like as it
induces E¯prc of Eq. (81). Figure. 10(b) shows the shape of the PRC in the inertial frame, and
the shape can be described by
x2 + y2 +
(√
z2 − c2t2 −
√
z20 +R
2
0
)2
= R20, (85)
derived from Eq. (76). Although the shape in the inertial frame is transforming continuously,
we would like to remark that the PRC is rigid as ρ¯prc is static.
4.3 Dynamics of point-like rigid conductor
Lorentz force in an inertial frame is very well-known as
mq
dγv
dt
= qEext + qv ×Bext. (86)
In fact, however, the more accurate Lorentz force should be given by
Mq
dγv
dt
= qE+ qv ×B, (87)
whereMq is the actual mass of a point charge without considering Dirac’s mass renormalization;
for example, Me ̸= me where me = 9.10938356× 10−31 kg. Note that the history and accuracy
of this formula are briefly introduced in the appendix 4.6. Accordingly, Eq. (87) and Vlasov
equation will yield
∂
∂t
(fγv) +∇ · (fvγv) +∇v · (faγv) = f dγv
dt
= f
(
q
Mq
E+
q
Mq
v ×B
)
. (88)
By integrating the both side, we can obtain∫ [
∂
∂t
(fγv) +∇ · (fvγv) +∇v · (faγv)
]
d3v =
∫
f
(
q
Mq
E+
q
Mq
v ×B
)
d3v
⇒ ∂
∂t
(n 〈γv〉) +∇ · (n 〈vγv〉) = q
Mq
nE+
q
Mq
n 〈v〉 ×B. (89)
Now we are going to assume that ρ (r, t) = qn (r, t); it is valid only when ρ is consist of same
particles. Therefore, in the similar way, the Vlasov equation will be changed to
Mq
q
∂
∂t
∫
ρ 〈γv〉 d3r =
∫
ρE+ J×Bd3r, (90)
which could be called ‘Lorentz force for volume charges.’ We will soon present that ρprc and
Eprc, substituted for Eq. (90), lead to very interesting results.
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4.3.1 Momentum of PRC
The total momentum of PRC would be defined as
pprc (t) ≡ Mq
q
∫
ρprc 〈γv〉prc d3r
∣∣
t=const
. (91)
Unfortunately, we can not calculate this integral directly, as it is diﬃcult to describe ρprc in the
inertial frame. Hence, based on Eq. (112) and the appendix 4.5.1, we will consider non-inertial
Lorentz transform for the density and current as follows:
ρprc = Γρ¯prc
= qnprc,
Jprc = ΓV ρ¯prczˆ
= qnprc 〈v〉prc ,
⇒ 〈v〉prc = V zˆ
=
c2t
z
zˆ. (92)
As the PRC is rigid, the fluid velocity 〈v〉prc satisfies
〈γv〉prc =
〈v〉prc√
1− 〈v〉2prc /c2
=
c2t√
z2 − c2t2 zˆ
=
c2t
z¯
zˆ. (93)
Further, on the t-constant plane of the space-time, the infinitesimal variables (given by Eq. (108))
should be represented as
cdt|t=const = Γ c¯dt¯|t=const + Γ
V
c
dz¯|t=const
= 0,
dz|t=const = Γ dz¯|t=const + Γ
V
c
c¯dt¯|t=const
=
1
Γ
dz¯|t=const ,
⇒ ρprc d3r
∣∣
t=const
= ρ¯prc d
3r¯
∣∣
t=const
. (94)
Therefore, Eq. (91) can be integrated now;
pprc (t) =
Mq
q
∫
ρ¯prc
c2t
z¯
zˆ d3r¯
∣∣
t=const
=
Mqc
2t
4pi
zˆ
∫
z20
R20
(
R0 cos Θ¯ +
√
z20 +R
2
0
)3 δ (R¯−R0) d3r¯
=
Mqc
2t
z0
√
1 +
R20
z20
zˆ. (95)
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If we suppose the velocity of the observer defined as u ≡ dχ/dτ where τ is the proper time,
pprc will be rewritten as
pprc = Mqu
√
1 +
∣∣∣∣dudt
∣∣∣∣2 R20c4 ,
⇒ |pprc| > |Mqu| . (96)
As we mentioned, pprc is the momentum of the PRC which can not be distinguished from the
point charge whose momentum is Mqu. Then, what does it mean that |pprc| is higher than
|Mqu|? It means that some extra energy is required to generate the PRC which looks like the
point charge. In the next section, it will be presented that this extra energy is strongly related
to the radiation reaction for the PRC.
4.3.2 Self-force of PRC
The radiation reaction is predicted to be included in the self-force of a charged particle. The
problem is that the fields induced by a point charge can not be defined at the charge’s position.
On the other hand, in the similar way to derive pprc, the self-force of the PRC can be obtained
from Eqs. (81) and (90) as follows:
ρ
Ez
c
+
Jx
c
By − Jy
c
Bx = Γρ¯
E¯z
c¯
,
⇒
∫
[ρprcEprc + Jprc ×Bprc]z d3r = c
∫ [
ρ¯prc
E¯prc
c¯
]
z
d3r¯
=
qc
8pi
∫
z20
R20
(
R0 cos Θ¯ +
√
z20 +R
2
0
)2 E¯zc¯ ∂∂R¯
(
1
2
+
1
2
R¯−R0∣∣R¯−R0∣∣
)2
d3r¯.
(97)
Fortunately, it is really easy to confirm that∫
∂
∂R¯
(
1
2
+
1
2
R¯−R0∣∣R¯−R0∣∣
)2
dR¯ =
∫
δ
(
R¯−R0
)
dR¯. (98)
Therefore, with Eq. (80), we can obtain∫
ρprcEprc + Jprc ×Bprc d3r = µ0q
2c2
32pi2
zˆ
∫
z40 cos Θ¯
R40
(
R0 cos Θ¯ +
√
z20 +R
2
0
)4R20 sin Θ¯ dΘ¯dφ¯
= − µ0q
2
6piR0
c2
z0
√
1 +
R20
z20
zˆ
= − µ0q
2
6piR0
du
dt
√
1 +
∣∣∣∣dudt
∣∣∣∣2 R20c4 , (99)
which has the same square root term as Eq. (96) has. As far as we know, this force has not been
published yet. Probably it is because, most of researchers previously supposed that R0 → 0,
35
before they calculate the self-force. In contrast, here we would like to suggest an interesting
assumption, that R0 might be quite longer than we thought;∣∣∣∣dudt
∣∣∣∣ R0c2 ≫ 1,
→
∫
ρprcEprc + Jprc ×Bprc d3r = − µ0q
2
6piR0
du
dt
∣∣∣∣dudt
∣∣∣∣ R0c2
= −µ0q
2γ6 |a|2
6pic2
zˆ, (100)
where γ2 = 1 + u2/c2, and a = d2χ/dt2. Surprisingly, the force became equivalent to Larmor
formula. (Actually, this result can be also induced even when R0 is infinitesimal, if the acceler-
ation is high enough.) Definitely it implies that the self-force of Eq. (99) includes the radiation
reaction, and we believe that it is why generating PRC requires more momentum |pprc| than
point charges’ one |Mqu|.
4.3.3 External electric field
Finally, it is time to face the fundamental question: what external field can drive the constantly
accelerating PRC? In fact, it is very diﬃcult to answer, because the charge distribution of PRC
would not be given by ρprc any longer, as external fields aﬀect the conductive condition. Despite
this, however, we will assume that Eq. (90) could be (approximately) represented as
Mq
q
∂
∂t
∫
ρprc 〈γv〉prc d3r ≃
∫
ρprcEprc + Jprc ×Bprc d3r +
∫
ρprcEext d
3r. (101)
At this moment, it is reasonable to suppose Eext is uniform and time-independent. Accordingly,
with Eqs. (96) and (99), this equation will be changed to
Mq
du
dt
√
1 +
∣∣∣∣dudt
∣∣∣∣2 R20c4 ≃ − µ0q26piR0 dudt
√
1 +
∣∣∣∣dudt
∣∣∣∣2 R20c4 + qEext. (102)
If we define a new eﬀective mass as
meff ≡
(
Mq +
µ0q
2
6piR0
)√
1 +
∣∣∣∣dudt
∣∣∣∣2 R20c4
= mq
√
1 +
∣∣∣∣dudt
∣∣∣∣2 R20c4 , (103)
we can finally obtain
∴ meff
du
dt
≃ qEext, (104)
which is the motion equation for the constantly accelerating PRC driven by constant electric
fields. By definition, meff becomes heavier than mq as the external field becomes stronger.
Therefore, we conclude that this extra mass represents the radiation reaction in the constant
acceleration. (Note that
lim
R0→0
meff = ∞, (105)
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and it means none of fields can accelerate zero-radius PRC, which might be equivalent to ideal
point charges.)
4.4 Discussion
If Eq. (104) is rigorous, it is possible to measure R0 by the experiments, as Eq. (104) can be
rewritten as
R20
c4
=
(
|qEext|2
|mqdu/dt|2
− 1
)/∣∣∣∣dudt
∣∣∣∣2 . (106)
All quantities in the right side can be determined. Once we obtain R0, the actual kinetic mass
Mq also can be found;
Mq = mq − µ0q
2
6piR0
. (107)
Of course, this discussion is valid only when the real particle satisfies the PRC model.
4.5 Non-inertial frame
Understanding the non-inertial frame requires a lot of derivations and explanations. In this
section we suppose that dr¯2 − c¯2dt¯2 = dr2 − c2dt2 as an axiom-like condition (but it can be
deductively induced from the chain rule). This supposition yields
c¯dt¯
dx¯
dy¯
dz¯
 =

Γ 0 0 −ΓV/c
0 1 0 0
0 0 1 0
−ΓV/c 0 0 Γ


cdt
dx
dy
dz
 , (108)
which implies
Γ =
∂z¯
∂z
=
c¯
c
∂t¯
∂t
,
Γ
V
c
= −1
c
∂z¯
∂t
= −c¯ ∂t¯
∂z
. (109)
Accordingly, two diﬀerential equations for V and c¯ can be obtained as
∂2z¯
∂z∂t
=
∂2z¯
∂t∂z
,
⇒ V
c2
∂V
∂t
+
∂V
∂z
= 0, (110)
and
∂2t¯
∂z∂t
=
∂2t¯
∂t∂z
,
⇒ Γ2∂V
∂t
+ Γ2V
∂V
∂z
=
V
c¯
∂c¯
∂t
+
c2
c¯
∂c¯
∂z
. (111)
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The simplest solution of Eq. (110) is that
V (r, t) =
c2t
z
, (112)
which is the velocity of the constantly accelerating frame, as Eq. (71) satisfies dχz/dt = c2t/χz.
By substituting Eq. (112) for Eq. (111), we also obtain
c¯ (r, t)
c
=
√
z2 − c2t2
z0
. (113)
Therefore, from Eq. (109), the final results can be derived as Eqs. (72) and (73).
4.5.1 Other variables in non-inertial frames
In this section, we will just suggest some outcomes without derivations. First, based on
Eq. (108), the transform for electromagnetic fields is given by
E¯x
c¯
= Γ
Ex
c
− ΓV
c
By,
E¯y
c¯
= Γ
Ey
c
+ Γ
V
c
Bx,
E¯z
c¯
=
Ez
c
,
B¯x = ΓBx + Γ
V
c
Ey
c
, B¯y = ΓBy − ΓV
c
Ex
c
, B¯z = Bz. (114)
Second, the density and current will be represented as
ρ¯
J¯x/c¯
J¯y/c¯
J¯z/c¯
 =

Γ 0 0 −ΓV/c
0 1 0 0
0 0 1 0
−ΓV/c 0 0 Γ


ρ
Jx/c
Jy/c
Jz/c
 . (115)
At last, as the chain rule always holds, ∂¯µ should satisfy 1c¯ ∂∂t¯∂
∂z¯
 =
 Γ ΓVc
Γ
V
c
Γ

 1c ∂∂t∂
∂z
 . (116)
Note that it is easy to derive Eq. (74) from the aboves.
4.5.2 Fields of constantly accelerating charged particles
The retarded time tr for a point charge, whose motion satisfies Eq. (71), is represented as
ctr = ct− |r− χ (tr)| , (117)
which can be actully solved as
ctr =
ct
(
c2t2 − r2 − z20
)
+ z
√(
c2t2 − r2 − z20
)2
+ 4z20 (c
2t2 − z2)
2 (c2t2 − z2) . (118)
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Furthermore, the inverse transform of Eq. (72) is written as
ct = z¯ sinh
(
ct¯
z0
)
,
x = x¯,
y = y¯,
z = z¯ cosh
(
ct¯
z0
)
. (119)
If we substitute Eqs. (114), (118), and (119) for the LiénardWiechert field, which is given by
E (r, t) =
q
4piϵ0
nr − βr
|r− χr|2 γ2r (1− nr · βr)3
+
q/c2
4piϵ0
nr × [(nr − βr)× ar]
|r− χr| (1− nr · βr)3
, (120)
we can finally obtain Eq. (75) [62].
4.6 Lorentz force
The momentum conservation of electrodynamics should satisfy the Maxwell stress formula,
which is given by
ρE+ J×B+ ∂
∂t
(ϵ0E×B) +∇
(
ϵ0E
2
2
+
B2
2µ0
)
= ∇ ·
(
ϵ0EE+
1
µ0
BB
)
. (121)
The integral for this equation over infinite intervals will yields∫
∞
ρE+ J×Bd3r + ϵ0 ∂
∂t
∫
∞
E×Bd3r = 0, (122)
because none of signals can reach the edge of this interval. Hence, Lorentz realized the particle
motion should satisfy ∫
∞
ρE+ J×Bd3r = d
dt
∞∑
i
pi,
∴Mq
dγv
dt
= qE+ qv ×B
̸= qEext + qv ×Bext. (123)
so that the total momentum of systems is conserved. Since Lorentz found the self-force of point
charges is not zero, Dirac suggested the modified motion equation, which is written as
Mq
duµ
dτ
= quνF
µν
ext −
µ0q
2
NpiR0
duµ
dτ
+
µ0q
2
6pic
(
d2uµ
dτ2
− u
µ
c2
duν
dτ
duν
dτ
)
+O (R0) , (124)
where N is six or eight. The problem was that the second term of the right side diverges as
R0 → 0. Dirac tried to renormalize the mass by defining a new mass mq (≡Mq +µ0q2/NpiR0),
and neglected the high-order terms;
∴ mq
duµ
dτ
= quνF
µν
ext +
µ0q
2
6pic
(
d2uµ
dτ2
− u
µ
c2
duν
dτ
duν
dτ
)
, (125)
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whose last term represents the Larmor formula. Unfortunately, Dirac’s formula has some prob-
lems, and Landau and Lifshitz [63] changed Eq. (125) slightly as follows:
duµ
dτ
≈ q
mq
uνF
µν
ext,
d2uµ
dτ2
≈ q
mq
duν
dτ
Fµνext +
q
mq
uν
dFµνext
dτ
≈ q
2
m2q
uλF extνλ F
µν
ext +
q
mq
uνuλ∂
λFµνext,
⇒ mq du
µ
dτ
= quνF
µν
ext +
µ0q
2
6pic
(
d2uµ
dτ2
− u
µ
c2
duν
dτ
duν
dτ
)
≈ quνFµνext +
µ0q
3
6pimqc
(
q
mq
uλF extνλ F
µν
ext + uνuλ∂
λFµνext −
quµ
mqc2
uλF
νλ
extu
σF extνσ
)
.
(126)
As far as we know, this equation solves most problems of Eq. (125), except for the energy
conservation of a constantly accelerating charged particle [64].
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V Appendix: Interpolation theory
Suppose a sequence fn and a function f (x) whose relation is represented as
f (n∆x) = fn. (127)
The practical purpose of the interpolation would be to predict f (x) from given fn. In this doc-
ument an interpolation method, which uses the cardinal basis spline (CBS), will be introduced.
5.1 Cardinal Basis Spline (CBS)
This method assumes that f (x) is an analytic function. By definition, analytic functions must
satisfy the Taylor series which is given by
f (x+ h) = f (x) + hf˙ (x) +
h2
2
f¨ (x) + · · ·
=
∞∑
l=0
hl
l!
∂l
∂xl
f (x) . (128)
From the above formula, we can obtain
f0 = f (x− x)
= f (x)− xf˙ (x) + x
2
2
f¨ (x) + · · · ,
f1 = f (x+∆x− x)
= f (x) + (∆x− x) f˙ (x) + (∆x− x)
2
2
f¨ (x) + · · · , (129)
and their combination yields
(∆x− x) f0 + xf1 = ∆x
[
f (x) +
x (∆x− x)
2
f¨ (x) + · · ·
]
. (130)
If we neglect the second and higher order derivatives, the final result will be written as
f (x) ≃
(
1− x
∆x
)
f0 +
x
∆x
f1. (131)
This equation indicates a first-order interpolation for f (x) where 0 < x < ∆x. In the same way,
if we consider every derivatives, we can obtain the infinite-order result called WhittakerShannon
interpolation;
∴ f (x) =
∞∑
n=−∞
sinc
(
pi
( x
∆x
− n
))
fn. (132)
sinc (x) is the sinc function, defined as sinc (x) ≡ sin (x) /x and sinc (0) ≡ 1. Furthermore, the
sinc function is called the infinite-order CBS when it is used as a spline (like Eq. (132) shows).
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5.1.1 Perfect reconstruction
The sinc function (or the infinite-order CBS) has an interesting characteristic, which is similar
to the orthogonality and given by
∞∑
n=−∞
sinc (pi (n− a)) sinc (pi (n− b)) = sinc (pi (a− b)) ,∫ ∞
−∞
sinc
(
pi
( x
∆x
− a
))
sinc
(
pi
( x
∆x
− b
))
dx = sinc (pi (a− b))∆x, (133)
where a and b are arbitrary real numbers. Accordingly if we calculate another sequence f ′m,
which satisfies f (m∆x+ h) = f ′m, from fn by considering
f ′m =
∞∑
n=−∞
sinc
(
pi
(
m+
h
∆x
− n
))
fn, (134)
it is possible to obtain fn inversely from f ′m as well;
∞∑
m=−∞
sinc
(
pi
[
l − h
∆x
−m
])
f ′m =
∞∑
n=−∞
∞∑
m=−∞
sinc
(
pi
[
l − h
∆x
−m
])
sinc
(
pi
[
m+
h
∆x
− n
])
fn
=
∞∑
n=−∞
sinc (pi (l − n)) fn,
⇒ fn =
∞∑
m=−∞
sinc
(
pi
(
n− h
∆x
−m
))
f ′m. (135)
This characteristic is also called the perfect reconstruction, and it implies that sequences do not
lose their information when they are interpolated by the infinite-order CBS.
5.1.2 Finite-order CBS
Although Eq. (132) prevent a loss of the information, unfortunately, it is not practical because
it requires every fn in the space. In this section we present the finite-order CBS which enables
practical interpolations.
42
Suppose that SN (x) is N -order CBS, which is represented as
S0 (x) =
1 (|x| < 1/2) ,0 (|x| > 1/2) ,
S1 (x) =
1− |x| (|x| ≤ 1) ,0 (|x| > 1) ,
S2 (x) =

(1− |x|) (1 + |x|) (|x| < 1/2) ,
(2− |x|) (1− |x|) /2 (1/2 < |x| < 3/2) ,
0 (|x| > 3/2) ,
S3 (x) =

(2− |x|) (1− |x|) (1 + |x|) /2 (|x| ≤ 1) ,
(3− |x|) (2− |x|) (1− |x|) /6 (1 < |x| ≤ 2) ,
0 (|x| > 2) ,
S∞ (x) = sinc (pix) . (136)
An approximation of the function f (x) can be obtained from SN (x) except for S∞ (x) as follows:
f (x) ≃
∞∑
n=−∞
SN
( x
∆x
− n
)
fn. (137)
This equation is a more general expression for the CBS interpolation. The information loss
decreases as the order N increases, but the number of required fn is also raised to N + 1 in
order to determine f (x) within ∆x range. The best practical way would be matching orders of
CBS and diﬀerential equations to solve. For example, S2 (x) will be the appropriate spline to
solve the numerical Poisson equation.
5.1.3 Multi-dimension
The previous derivation could be applied to fnm, which satisfies f (n∆x,m∆y) = fnm. The
two-dimensional (2D) Taylor series for f (x, y) is given by
f (x+ hx, y + hy) =
∞∑
l=0
1
l!
(
hx
∂
∂x
+ hy
∂
∂y
)l
f (x, y)
= f (x, y + hy) + hx
∂f
∂x
∣∣∣∣
x,y+hy
+
h2x
2
∂2f
∂x2
∣∣∣∣
x,y+hy
+ · · ·
= f (x+ hx, y) + hy
∂f
∂y
∣∣∣∣
x+hx,y
+
h2y
2
∂2f
∂y2
∣∣∣∣
x+hx,y
+ · · · . (138)
Owing to the independence of x and y in this 2D series, we can easily obtain
f (x, y + hy) =
∞∑
n=−∞
sinc
(
pi
( x
∆x
− n
))
f (n∆x, y + hy) ,
f (x+ hx, y) =
∞∑
m=−∞
sinc
(
pi
(
y
∆y
−m
))
f (x+ hx,m∆y) , (139)
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and a combination of the both leads to
∴ f (x, y) =
∞∑
n=−∞
∞∑
m=−∞
sinc
(
pi
( x
∆x
− n
))
sinc
(
pi
(
y
∆y
−m
))
fnm. (140)
Moreover, such as Eq. (137), this result could be also generalized as
f (x, y) ≃
∞∑
n=−∞
∞∑
m=−∞
SN
( x
∆x
− n
)
SM
(
y
∆y
−m
)
fnm. (141)
For 2D, accordingly, the number of required fnm will be (N + 1)×(M + 1) to determine f (x, y)
within ∆x∆y range.
5.2 Numerical Analysis
Once we assume that it is possible to use the infinite-order CBS ideally, every numerical problems
become analytic. It is because we can just focus on f (x) without considering fn. From now on
‘derivatives of sequences,’ which were not supposed to be defined, will be represented as
f˙ (x) =
∞∑
n=−∞
∂
∂x
[
sinc
(
pi
( x
∆x
− n
))]
fn,
f˙n ≡ f˙ (n∆x) ,
⇒ f˙ (x) =
∞∑
n=−∞
sinc
(
pi
( x
∆x
− n
))
f˙n, (142)
and summations and integrals become equivalent as follows:∫ ∞
−∞
f (x) dx =
∞∑
n=−∞
fn∆x,∫ ∞
−∞
f (x) g (x) dx =
∞∑
n=−∞
fngn∆x. (143)
Furthermore, there are other (physical) advantages of using f (x) rather than fn. Just one
example will be presented.
5.2.1 Point charge
Normally, It is quite diﬃcult to define a point charge in the simulation domain. It is because
the simulation can not suppose something smaller than ∆x, even though the actual size of a
point charge is zero. Besides, the position of the charge does not have to be discontinuous. To
get straight to the point: the density of a point charge in the domain should satisfies
ρsingle (x) =
q
∆x
sinc
(
pi
(
x
∆x
− X
∆x
))
, (144)
(where X is the position of the charge). Obviously, the integral of this equation yields the total
charge q. Now we need the total electric field E induced by En of the domain;
E (x) =
∞∑
n=−∞
sinc
(
pi
( x
∆x
− n
))
En. (145)
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Accordingly, the total force on the charge distribution can be written as
Fsingle =
∫ ∞
−∞
ρsingle (x)E (x) dx, (146)
and the orthogonality (133) will lead to∫ ∞
−∞
ρsingle (x)E (x) dx =
∞∑
n=−∞
q
∆x
En
∫ ∞
−∞
sinc
(
pi
(
x
∆x
− X
∆x
))
sinc
(
pi
( x
∆x
− n
))
dx
=
∞∑
n=−∞
q
∆x
En sinc
(
pi
(
X
∆x
− n
))
∆x,
∴ Fsingle = qE (X) . (147)
It means the numerical point charge, defined as Eq. (144), feels the same force as the actual
point charge at X does. In fact, it is not coincident because the density of the actual charge
is represented as ρ (x) = qδ (x−X), and it is reasonable that δ (x) = sinc (pix/∆x) /∆x when
∆x→ 0.
5.2.2 Finite-order
Unfortunately, practical problems should consider finite-order CBS. In this case, Eq. (136) will
be substituted to the previous equations;
f˙ (x) ≃
∞∑
n=−∞
∂
∂x
[
SN
( x
∆x
− n
)]
fn,
f˙n ≡ f˙ (n∆x) . (148)
For instance, it is easy to show that S2 (x) yields f¨n, written as
f¨n ≃ fn+1 − 2fn + fn−1
∆x2
. (149)
In the same way, the distributions of a point charge and an electric field can be approximated
by
ρsingle (x) ≃ q
∆x
SN
(
x
∆x
− X
∆x
)
,
E (x) ≃
∞∑
n=−∞
SN
( x
∆x
− n
)
En. (150)
However, the above approximation can not ensure that∫ ∞
−∞
ρsingle (x)E (x) dx
?≃ qE (X) , (151)
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because the orthogonality for SN (x) is not equal to Eq. (133), but given by
1
∆x
∫ ∞
−∞
S0
( x
∆x
− a
)
S0
( x
∆x
− b
)
dx =
1− |a− b| (|a− b| ≤ 1) ,0 (|a− b| > 1) ,
1
∆x
∫ ∞
−∞
S0
( x
∆x
− a
)
S1
( x
∆x
− b
)
dx =

3/4− |a− b|2 (|a− b| ≤ 1/2) ,
(3− 2 |a− b|)2 /8 (1/2 < |a− b| ≤ 3/2) ,
0 (|a− b| > 3/2) ,
1
∆x
∫ ∞
−∞
S1
( x
∆x
− a
)
S1
( x
∆x
− b
)
dx =

2/3− |a− b|2 + |a− b|3 /2 (|a− b| ≤ 1) ,
(2− |a− b|)3 /6 (1 < |a− b| ≤ 2) ,
0 (|a− b| > 2) .
(152)
This result implies a necessity of another spline sN,M (x), which satisfies∫ ∞
−∞
SN
( x
∆x
− a
)
SM
( x
∆x
− b
)
= sN,M (a− b)∆x, (153)
so that the integral of ρsingle (x)E (x) could be expressed as∫ ∞
−∞
ρsingle (x)E (x) dx ≃
∞∑
n=−∞
sN,N
(
X
∆x
− n
)
qEn. (154)
Note that s∞,∞ (x) = S∞ (x). Now we need to decide which equation is going to be Fsingle:
Fsingle
?≃
∞∑
n=−∞
SN
(
X
∆x
− n
)
qEn, (155)
Fsingle
?≃
∞∑
n=−∞
sN,N
(
X
∆x
− n
)
qEn. (156)
Unfortunately, it might not be clear to determine the finite-order force. Normally, Eq. (155)
would be right as ρsingle (originally) represented the actual point charge. On the other hand,
however, if ρsingle just represented a point-like volume charge, Eq. (156) could be more appro-
priate.
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VI Appendix: Dispersion relation of Raman scattering
In one-dimensional (1D) non-relativistic laser-plasma interactions, Lorentz force and Maxwell’s
equations can be written as
mene
∂ 〈vxe〉
∂t
+mene 〈vxe〉 ∂ 〈vxe〉
∂x
= −eneEx − e
2ne
2me
∂A2⊥
∂x
− 3kBTe∂ne
∂x
, (157)
c2
∂2A⊥
∂x2
− ∂
2A⊥
∂t2
=
e2ne
meϵ0
A⊥, (158)
∂ne
∂t
+
∂
∂x
(ne 〈vxe〉) = 0, (159)
where 〈vxe〉 is the fluid velocity of electrons, and A⊥ ≡ Ayyˆ+Azzˆ. Suppose that each quantity
is consist of constant and perturbed parts;
ne = n0 + δne,
〈vxe〉 = δvxe,
Ex = δEx,
Te = T0 + δTe, (160)
and the total electromagnetic (EM) wave includes laser and scattered waves (A⊥ = AL+AS).
We also assume that EM waves are circularly polarized (CP), and represented as
AL ≃ AL
2
(yˆ + izˆ) exp (ikLx− iωLt+ iφL) + c.c. ,
AS ≃ AS
2
(yˆ + izˆ) exp (ikSx− iωSt+ iφS) + c.c. . (161)
This limited assumption could yield general results, because CP waves are just linear combina-
tions of linear polarized (LP) waves. By substituting Eqs. (160) and (161) with Eq. (158), we
obtain (−c2k2L + ω2L)AL + (−c2k2S + ω2S)AS ≃ e2 (n0 + δne)meϵ0 (AL +AS) . (162)
It is reasonable to assume AL ≫ AS , and this dominance will leads to
(n0 + δne) (AL +AS) ≃ n0AL + n0AS + δneAL,
c2k2L + ω
2
pe ≃ ω2L, (163)
where ωpe ≡
√
e2n0/meϵ0. According to Eq. (163), equation (165) can be rewritten as
(−c2k2S + ω2S)AS ≃ e2meϵ0 (n0AS + δneAL) , (164)
and by multiplying AL to the above equation, we obtain(
ω2S − c2k2S − ω2pe
)
AL ·AS ≃ e
2A2L
meϵ0
δne. (165)
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Furthermore, according to Eq. (160), equations (157) and (159) can be represented by
men0
∂δvxe
∂t
≃ −en0δEx − e
2n0
me
∂
∂x
(AL ·AS)− 3kBT0∂δne
∂x
, (166)
0 ≃ ∂δne
∂t
+ n0
∂δvxe
∂x
, (167)
because |AL|2 and |AS |2 are constant. If the positive ion density is assumed ni ≃ n0, Gauss’s
law is given by
∂δEx
∂x
≃ −eδne
ϵ0
, (168)
and Eqs. (166)–(168) yield
3kBT0
me
∂2δne
∂x2
− ∂
2δne
∂t2
− ω2peδne ≃ −
ω2peϵ0
me
∂2
∂x2
(AL ·AS) . (169)
As we assumed Eq. (161), the inner product AL ·AS satisfies
AL ·AS ≃ ALAS
2
exp (i (kL − kS)x− i (ωL − ωS) t+ iφL − iφS) + c.c. , (170)
and by substituting Eqs. (165) and (170) with Eq. (169) we obtain[
−3kBT0
me
(kL − kS)2 + (ωL − ωS)2 − ω2pe
]
δne ≃
ω2peϵ0
me
(kL − kS)2AL ·AS
≃ e
2A2L
m2e
ω2pe (kL − kS)2
ω2S − c2k2S − ω2pe
δne. (171)
Finally, owing to Eq. (163), the dispersion relation between ωS and kS can be given as
(ωL − ωS)2 − 3β2th
(√
ω2L − ω2pe − ckS
)2
− ω2pe ≃ a2L
ω2pe
(√
ω2L − ω2pe − ckS
)2
ω2S − c2k2S − ω2pe
, (172)
where βth ≡
√
kBT0/mec2 and aL ≡ eAL/mec. Equation (172) is exactly equal to Eq. (7.21) of
William’s book except for aL (due to the polarization).
6.1 Scattered waves in cold plasmas
Now we will suppose cold plasmas, which change Eq. (172) to
[
(WL −WS)2 − 1
] (
W 2S −K2S − 1
)
= a2L
(√
W 2L − 1−KS
)2
, (173)
where W ≡ ω/ωpe and K ≡ ck/ωpe. Note that we used the equality sign for later approxima-
tions. Figure 11 shows Eq. (173) when WL = 4 and aL = 0.25. Interestingly, it has complex
solutions when −4 ≲ KS ≲ −2 and 2.5 ≲ KS ≲ 3 (Fig. 12). The imaginary part of WS yields
the growth wave due to Eq. (161). Therefore, the complex solutions represent Raman scattered
waves.
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Figure 11: Equation (173) whenWL = 4 and aL = 0.25. Note that the wavenumber KS become
infinity when WS = WL ∓
√
1− a2L.
In order to derive the complex solutions, the real and imaginary parts of WS need to be
defined;
WS = Wr + iWi. (174)
Accordingly, equation (173) will become(
W 2r −W 2i −K2S − 1
) (
(WL −Wr)2 −W 2i − 1
)
+ 4WrW
2
i (WL −Wr)
+2iWi
[
Wr
(
(WL −Wr)2 −W 2i − 1
)
− (WL −Wr)
(
W 2r −W 2i −K2S − 1
)]
= a2L
(√
W 2L − 1−KS
)2
. (175)
The terms with 2i must be zero because all symbols (WL,Wr,Wr,KS , aL) represent real num-
bers. Therefore, equation (173) will be rewritten as(
W 2r −W 2i −K2S − 1
) (
(WL −Wr)2 −W 2i − 1
)
+ 4WrW
2
i (WL −Wr)
= a2L
(√
W 2L − 1−KS
)2
, (176)
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Figure 12: The complex solution of Eq. (173) when WL = 4 and aL = 0.25. The frequency WS
has the imaginary part when −4 ≲ KS ≲ −2 and 2.5 ≲ KS ≲ 3.
and Wi satisfies
W 2i =
0
(
W 2i ≤ 0
)
,[
1− (WL −Wr)2 + (WL/Wr − 1)
(
W 2r −K2S − 1
)] /
(WL/Wr − 2)
(
W 2i > 0
)
.
(177)
Unfortunately, it is diﬃcult to solve Eqs. (176) and (177) exactly. At least, however, we
can find the intersection between Eq. (176) and W 2r = K2S + 1 (Fig. 13). Note that we only
consider the negativeKS even though there are two intersections. By substitutingW 2r = K2S+1,
equations (176)–(177) will be represented as
W 3r (WL −Wr)
(WL −Wr)2 − 1
Wr (WL − 2Wr)
[
(WL −Wr)2 − 1
Wr (WL − 2Wr) − 4
]
= a2L
(√
W 2L − 1 +
√
W 2r − 1
)2
(178)
and if we suppose that Wr = WL − C, we obtain
(WL − C)3C C
2 − 1
(WL − C) (2C −WL)
[
C2 − 1
(WL − C) (2C −WL) − 4
]
= a2L
(√
W 2L − 1 +
√
(WL − C)2 − 1
)2
(179)
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Figure 13: Dispersion relations of scattered and ordinary waves. There are intersection points
which have the imaginary part.
Fortunately, assuming WL ≫ 1 can yield
C
(
C2 − 1) ≃ a2LWL, (180)
which leads to
C ≈
√
1 + a2LWL, (181)
because in non-relativistic regime we can assume aL ≪ 1 (actually it requires a2LWL ≪ 1).
Therefore, when Wr ≈ WL −
√
1 + a2LWL, it satisfies W 2r ≈ K2S + 1. According to this result,
now Eq. (177) can be written as
W 2i
∣∣
W 2r≈K2S+1
≈
WL −
√
1 + a2LWL
WL − 2
√
1 + a2LWL
a2LWL
∼ a2LWL. (182)
Therefore, the growth rate γ will be given by
γ ∼ aL√ωpeωL. (183)
51
6.1.1 Group velocities of scattered waves
Interestingly, figure 13 shows the group velocity of the scattered wave is much smaller than the
speed of light. It could be fatal for the amplification because the velocity of the seed pulse is
approximately c.
As we assumed aL ≪ 1, equation (176) can be approximated as(
W 2r −W 2i −K2S − 1
) (
(WL −Wr)2 −W 2i − 1
)
+ 4WrW
2
i (WL −Wr) ≃ 0, (184)
and Eqs. (177) and (184) yield
Wr ≃

(√
1 +K2S +WL − 1
)
/2
(
K2S ≤W 2L + 2WL
)
WL
(
K2S > W
2
L + 2WL
) (W 2i > 0) . (185)
According to this solution, it is possible to know that KS ∼ −
√
W 2L − 2WL when Wr ≈ WL −√
1 + a2LWL ∼WL − 1. By considering this results, the derivative of Wr can be given by
∂Wr
∂KS
≃ 1
2
KS√
1 +K2S
,
∂Wr
∂KS
∣∣∣∣
Wr∼WL−1
∼ 1
2
√
W 2L − 2WL
WL − 1 . (186)
Therefore, we can conclude that the group velocity of the scattered wave is 0.5c when WL ≫ 1
[65].
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VII Appendix: Maxwell equation in non-inertial frames
7.1 Chain rule
As we suppose that dr¯2− c¯2dt¯2 = dr2− c2dt2 is the axiom-like condition [66], the Lorentz boost
will be given by 
c¯dt¯
dx¯
dy¯
dz¯
 =

Γ 0 0 −ΓV/c
0 1 0 0
0 0 1 0
−ΓV/c 0 0 Γ


cdt
dx
dy
dz
 . (187)
Therefore, as the chain rule for the spacetime satisfies
dt
∂
∂t
+ dx
∂
∂x
+ dy
∂
∂y
+ dz
∂
∂z
= dt¯
∂
∂t¯
+ dx¯
∂
∂x¯
+ dy¯
∂
∂y¯
+ dz¯
∂
∂z¯
, (188)
the transform for ∂µ is also given by 1c¯ ∂∂t¯∂
∂z¯
 =
 Γ ΓVc
Γ
V
c
Γ

 1c ∂∂t∂
∂z
 ,
 1c ∂∂t∂
∂z
 =
 Γ −ΓVc
−ΓV
c
Γ

 1c¯ ∂∂t¯∂
∂z¯
 . (189)
Note that V also satisfies
∂V
∂t¯
=
c
Γ2
∂c¯
∂z¯
,
∂V
∂z¯
= 0. (190)
7.1.1 Continuity equation
Another axiom would be that the number of total particles must be conserved, which leads to
∂ρ
∂t
+
∂Jx
∂x
+
∂Jy
∂y
+
∂Jz
∂z
= 0. (191)
by substituting Eqs. (189) and (190), we can obtain
∂
∂t¯
(
Γρ− ΓV
c
Jz
c
)
+
∂
∂x¯
(
Jx
c
c¯
)
+
∂
∂y¯
(
Jy
c
c¯
)
+
∂
∂z¯
(
Γ
Jz
c
c¯− ΓV
c
ρc¯
)
= 0. (192)
Accordingly, we defined j¯µ as
ρ¯
J¯x/c¯
J¯y/c¯
J¯z/c¯
 ≡

Γ 0 0 −ΓV/c
0 1 0 0
0 0 1 0
−ΓV/c 0 0 Γ


ρ
Jx/c
Jy/c
Jz/c
 , (193)
so that the continuity equation in non-inertial frames could be given by
∂ρ¯
∂t¯
+
∂J¯x
∂x¯
+
∂J¯y
∂y¯
+
∂J¯z
∂z¯
= 0. (194)
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7.1.2 Homogeneous Maxwell equation
The homogeneous Maxwell equation is given by
∂Bx
∂x
+
∂By
∂y
+
∂Bz
∂z
= 0,
∂Bx
∂t
+
∂Ez
∂y
− ∂Ey
∂z
= 0,
∂By
∂t
− ∂Ez
∂x
+
∂Ex
∂z
= 0,
∂Bz
∂t
+
∂Ey
∂x
− ∂Ex
∂y
= 0. (195)
By substituting Eq. (189), we obtain
−ΓV
c
1
c¯
∂Bz
∂t¯
+
∂Bx
∂x¯
+
∂By
∂y¯
+ Γ
∂Bz
∂z¯
= 0,
Γ
c
c¯
∂Bx
∂t¯
+ Γ
V
c
1
c¯
∂Ey
∂t¯
+
∂Ez
∂y¯
− Γ∂Ey
∂z¯
− ΓV ∂Bx
∂z¯
= 0,
Γ
c
c¯
∂By
∂t¯
− ΓV
c
1
c¯
∂Ex
∂z¯
− ∂Ez
∂x¯
+ Γ
∂Ex
∂z¯
− ΓV ∂By
∂z¯
= 0,
Γ
c
c¯
∂Bz
∂t¯
+
∂Ey
∂x¯
− ∂Ex
∂y¯
− ΓV ∂Bz
∂z¯
= 0. (196)
According to Eq. (190), the above equations can be rewritten as
∂
∂x¯
(
ΓBx + Γ
V
c
Ey
c
)
+
∂
∂y¯
(
ΓBy − ΓV
c
Ex
c
)
+
∂Bz
∂z¯
= 0,
∂
∂t¯
(
ΓBx + Γ
V
c
Ey
c
)
+
∂
∂y¯
(
Ez
c
c¯
)
− ∂
∂z¯
(
Γ
Ey
c
c¯+ Γ
V
c
Bxc¯
)
= 0,
∂
∂t¯
(
ΓBy − ΓV
c
Ex
c
)
− ∂
∂x¯
(
Ez
c
c¯
)
+
∂
∂z¯
(
Γ
Ex
c
c¯− ΓV
c
By c¯
)
= 0,
∂Bz
∂t¯
+
∂
∂x¯
(
Γ
Ey
c
c¯+ Γ
V
c
Bxc¯
)
− ∂
∂y¯
(
Γ
Ex
c
c¯− ΓV
c
By c¯
)
= 0. (197)
Therefore, we defined F¯µν as
E¯x
c¯
≡ ΓEx
c
− ΓV
c
By,
E¯y
c¯
≡ ΓEy
c
+ Γ
V
c
Bx,
E¯z
c¯
≡ Ez
c
,
B¯x ≡ ΓBx + ΓV
c
Ey
c
, B¯y ≡ ΓBy − ΓV
c
Ex
c
, B¯z ≡ Bz, (198)
so that the homogeneous equation in the non-inertial frame could be given by
∇¯ · B¯ = 0,
∇¯× E¯ = −∂B¯
∂t¯
, (199)
which also satisfy
E¯ = −∇¯Φ¯− ∂A¯
∂t¯
,
B¯ = ∇¯× A¯. (200)
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7.1.3 Inhomogeneous Maxwell equation
The inhomogeneous Maxwell equation is given by
∂Ex
∂x
+
∂Ey
∂y
+
∂Ez
∂z
=
ρ
ϵ0
,
−1
c
∂Ex
∂t
+
∂cBz
∂y
− ∂cBy
∂z
=
Jx
ϵ0c
,
−1
c
∂Ey
∂t
− ∂cBz
∂x
+
∂cBx
∂z
=
Jy
ϵ0c
,
−1
c
∂Ez
∂t
+
∂cBy
∂x
− ∂cBx
∂y
=
Jz
ϵ0c
. (201)
In the similar way including Eq. (193), we obtain
−ΓV
c
1
c¯
∂Ez
∂t¯
+
∂Ex
∂x¯
+
∂Ey
∂y¯
+ Γ
∂Ez
∂z¯
=
1
ϵ0
(
Γρ¯+ Γ
V
c
J¯z
c¯
)
,
−Γ
c¯
∂Ex
∂t¯
+ Γ
V
c
1
c¯
∂cBy
∂t¯
+
∂cBz
∂y¯
− Γ∂cBy
∂z¯
+ Γ
V
c
∂Ex
∂z¯
=
J¯x
ϵ0c¯
,
−Γ
c¯
∂Ey
∂t¯
− ΓV
c
1
c¯
∂cBx
∂t¯
− ∂cBz
∂x¯
+ Γ
∂cBx
∂z¯
+ Γ
V
c
∂Ey
∂z¯
=
J¯y
ϵ0c¯
,
−Γ
c¯
∂Ez
∂t¯
+
∂cBy
∂x¯
− ∂cBx
∂y¯
+ Γ
V
c
∂Ez
∂z¯
=
1
ϵ0
(
Γ
J¯z
c¯
+ Γ
V
c
ρ¯
)
, (202)
which can be also rewritten as
∂
∂x¯
(
Γ
Ex
c
− ΓV
c
By
)
+
∂
∂y¯
(
Γ
Ey
c
+ Γ
V
c
Bx
)
+
∂
∂z¯
(
Ez
c
)
=
ρ¯
ϵ0c
,
− ∂
∂t¯
(
Γ
Ex
c
− ΓV
c
By
)
+
∂
∂y¯
(Bz c¯)− ∂
∂z¯
(
ΓBy c¯− ΓV
c
Ex
c
c¯
)
=
J¯x
ϵ0c
,
− ∂
∂t¯
(
Γ
Ey
c
+ Γ
V
c
Bx
)
− ∂
∂x¯
(Bz c¯) +
∂
∂z¯
(
ΓBxc¯+ Γ
V
c
Ey
c
c¯
)
=
J¯y
ϵ0c
,
− ∂
∂t¯
(
Ez
c
)
+
∂
∂x¯
(
ΓBy c¯− ΓV
c
Ex
c
c¯
)
− ∂
∂y¯
(
ΓBxc¯+ Γ
V
c
Ey
c
c¯
)
=
J¯z
ϵ0c
. (203)
Finally, by the definition (198), the inhomogeneous equation is represented as
∇¯ ·
(
E¯
c¯
)
= µ0cρ¯,
∇¯× (c¯B¯) = µ0cJ¯+ ∂
∂t¯
(
E¯
c¯
)
(204)
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VIII Appendix: Advanced Boris method
8.1 Lorentz’s force
Lorentz force formula is given by
d
dt
(mγv) = qE+ qv ×B, (205)
where γ is Lorentz factor. By defining u ≡ γv, This formula can be rewritten as
du
dt
=
q
m
E+
q
γm
u×B. (206)
8.1.1 Boris’s method
Numerically discretized Lorentz force would be given by
un+
1
2 − un− 12
∆t
≈ q
m
En +
q
γnm
un+
1
2 + un−
1
2
2
×Bn, (207)
and its simplified expression can be
u+ − u−
∆t
≈ q
2γnm
(
u+ + u−
)×Bn, (208)
where u+ and u− are defined as follows:
u+ ≡ un+ 12 − q∆t
2m
En,
u− ≡ un− 12 + q∆t
2m
En. (209)
The final goal is to determine un+ 12 , which is equivalent to calculate u+. In order to this,
Eq. (208) needs to be changed to(
|Bn|2 +
∣∣∣∣2γnmq∆t
∣∣∣∣2
)
u+ − u−
2
≈
(
2γnm
q∆t
u− + u− ×Bn
)
×Bn, (210)
so that u+ become a function of the given variables (En,Bn, γn,u−).
8.1.2 Lorentz’s factor
The remaining problem is how to calculate γn, which is defined as
γn ≡
√
1 +
|un|2
c2
≈
1 +
∣∣∣un+ 12 + un− 12 ∣∣∣2
4c2

1/2
. (211)
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By substituting Eq. (209) for this, we obtain
γn ≈
(
1 +
|u+ + u−|2
4c2
)1/2
. (212)
As γn has u+ term, Eq. (210) is actually unsolvable now.
To solve this problem we multiplied u+ + u− and Eq. (208), which yields
|u+|2 − |u−|2
∆t
≈ 0. (213)
This equation implies that the magnitudes of u+ and u− are equivalent. Accordingly γn can
be rewritten by
γn ≈
(
1 +
|u−|2 + u+ · u−
2c2
)1/2
. (214)
u+ · u− term could be replaced by multiplying u− and Eq. (208);(
|Bn|2 +
∣∣∣∣2γnmq∆t
∣∣∣∣2
)
u+ · u− − |u−|2
2
≈ − ∣∣u−∣∣2 |Bn|2 + (u− ·Bn)2 . (215)
Eventually, by substituting Eq. (215) for Eq. (214), we obtain(
|Bn|2 +
∣∣∣∣2γnmq∆t
∣∣∣∣2
)(
|γn|2 − 1− |u
−|2
c2
)
+
|u−|2
c2
|Bn|2 −
(
u−
c
·Bn
)2
≈ 0, (216)
whose another expression is given by
2 |γn|2 =
(
1 +
|u−|2
c2
− q
2∆t2
4m2
|Bn|2
)
+
(1 + |u−|2
c2
− q
2∆t2
4m2
|Bn|2
)2
+
q2∆t2
m2
(
|Bn|2 +
(
u−
c
·Bn
)2)1/2 .
(217)
Therefore, finally un+ 12 become solvable by substituting Eq. (217) for Eq. (210). This result
is expected to give much more accurate calculations than the conventional Boris method does
[67–69]. Note that the old method assumes that
γn =
√
1 +
|u−|2
c2
. (218)
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IX Appendix: Lagrangian and radiation reaction
9.1 Lagrange mechanics in the electrodynamics
It is well-known that the Lagrangian of a point charge in electrodynamics is given by
L (r,v; t) = −mc
2
γ
+ qv ·A− qΦ. (219)
In this section, an equation of motion for a point charge is derived based on Eq. (219). Especially,
how the radiation reaction can be involved in the obtained equation is deeply investigated.
9.2 Potential of a point charge
Mathematically, a point charge is defined as a volume charge whose distribution satisfies
ρpt (r, t) = qδ
3 (r− χ (t)) , (220)
where δ3 (r) is the Dirac-delta function, and χ (t) is the position of point charge. In addition,
for later derivation some quantities are defined as follows:
R (r, t) ≡ r− χ (t) ,
n (r, t) ≡ R (r, t)
R (r, t)
,
β (t) ≡ 1
c
dχ (t)
dt
,
a (t) ≡ d
2χ (t)
dt2
. (221)
Retarded expressions for the above quantities also can be given by
tr ≡ t− R (r, tr)
c
,
Rr ≡ R (r, tr) ,
nr ≡ n (r, tr) ,
βr ≡ β (tr) ,
ar ≡ a (tr) . (222)
By these definitions, we obtain the electric field of point charge,
Ept (r, t) =
q
4piϵ0
nr − βr
R2rγ
2
r (1− nr · βr)3
+
q/c2
4piϵ0
nr × [(nr − βr)× ar]
Rr (1− nr · βr)3
. (223)
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In particular, the first and second terms in the right side are called ‘velocity’ and ‘acceleration’
fields, which lead to the other definitions of new fields;
Ev (r, t) ≡ q
4piϵ0
nr − βr
R2rγ
2
r (1− nr · βr)3
,
Ea (r, t) ≡ q/c
2
4piϵ0
nr × [(nr − βr)× ar]
Rr (1− nr · βr)3
,
Bv (r, t) ≡ nr
c
×Ev (r, t) ,
Ba (r, t) ≡ nr
c
×Ea (r, t) . (224)
Furthermore, the potentials which can yield these fields are now required.
As expected, the most well-known gauge must be the Lorentz gauge, whose potentials are
written by
ΦLG (r, t) =
q
4piϵ0
1
Rr (1− nr · βr)
,
ALG (r, t) =
βr
c
ΦLG (r, t) . (225)
However, these potentials are not divided between velocity and acceleration terms like Eq. (224)
was. As the final goal is to investigate ‘radiation’ reaction in Lagrangian, the potentials also
need to be divided. In this regard, I’d like to suggest new potentials,
Φv (r, t) =
q
4piϵ0
1
Rrγ2r (1− nr · βr)2
,
Φa (r, t) =
q/c2
4piϵ0
[
nr · ar
(1− nr · βr)2
− γ
2
rβr · ar
(1− nr · βr)
]
,
Av (r, t) =
nr
c
Φv (r, t) ,
Aa (r, t) =
nr
c
Φa (r, t) , (226)
whose gauge is undetermined yet. Interestingly, the new potentials satisfy Av,a = nrΦv,a/c,
while the Lorentz gauge yields ALG = βrΦLG/c.
9.3 Energy conservation
Maxwell equation has a lot of its expressions, and the Lagrangian is closely connected to one of
them,
ϵ0E
2 − B
2
µ0
+
∂
∂t
(ϵ0A ·E) +∇ ·
(
ϵ0ΦE+
A×B
µ0
)
= ρΦ− J ·A. (227)
It is a kind of continuity equation which is related to the conservation of something. This relation
become much more visible if we consider only one point charge. For instance, by substituting
Bv,a = nr ×Ev,a/c and Av,a = nrΦv,a/c for Eq. (227), we obtain
ϵ0 (nr ·Ept)2 + ϵ0
c
∂
∂t
[Φpt (nr ·Ept)] + ϵ0∇ · [nrΦpt (nr ·Ept)] = ρptΦpt − Jpt ·Apt,(228)
59
where Ept = Ev + Ea and Φpt = Φv + Φa. If cnr is considered as velocities of Φpt (nr ·Ept),
Eventually Eq. (228) become equivalent to the continuity equation. Moreover, regarding the
self-potential, we could assume that
qΦself − qv ·Aself =
∫
V
(ρptΦpt − Jpt ·Apt) d3r. (229)
Accordingly, as nr ·Ept = nr ·Ev, Eq. (228) is rewritten by
ϵ0
∫
V
(nr ·Ev)2 d3r + ϵ0
c
∂
∂t
∫
V
(Φv +Φa) (nr ·Ev) d3r + ϵ0
∮
S
(Φv +Φa) (nr ·Ev)nr · dS
= qΦself − qv ·Aself .
(230)
It shows the advantage of the new potentials; in Eq. (230), Φa is the only term aﬀected by the
acceleration (while the Lorentz gauge leaves more complicated Ea).
9.4 Example: A reflected point charge
Suppose an extremely simple example about a point charge, whose motion satisfies χ (t) =
βc |t| zˆ. It means this charge is elastically collided at the location r = 0 when t = 0. The
solutions of potentials and fields for this motion can be given by
nr ·Ev|r,t =
q
4piϵ0
1− β2
(1− β2) (x2 + y2) + (z ∓ βct)2 ,
Φv (r, t) =
q
4piϵ0
√
(1− β2) (x2 + y2) + (z ∓ βct)2 ± β (z ∓ βct)
(1− β2) (x2 + y2) + (z ∓ βct)2 ,
Φa (r, t) =
q
4piϵ0
2β cos θ
1∓ β cos θ δ (r − ct) , (231)
where r < ct leads to the upper sign, while r > ct leads to the bottom one. Apparently, these
solutions is undefinable at r = ct. Moreover, in case of Φa, the coeﬃcient of the Dirac-delta
function has no value. However, sooner we will prove that these suspicious solutions can yield
meaningful results.
9.4.1 Integration results
The third integral term of Eq. (230) can be easily vanished. According to Eq. (231), the
potentials satisfy Φv (nr ·Ev) ∝ r−3 and Φa (nr ·Ev) = 0 where r ≫ ct, so that the third term
could be vanished;
∴ ϵ0
∮
S
(Φv +Φa) (nr ·Ev)nr · dS = 0. (232)
On the other hands, solving the second integral term requires a little diﬃcult skill. Suppose
the Dirac-delta function can be written by
δ (x) =
1
2
∂
∂x
(
x
|x|
)
. (233)
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which eventually yields
(
1 + α
x
|x|
)n
δ (x) =

(1 + α)n+1 − (1− α)n+1
2α (n+ 1)
δ (x) (n ̸= −1)
1
2α
ln
(
1 + α
1− α
)
δ (x) (n = −1)
(234)
where α is an arbitrary constant. Owing to this, Φanr ·Ev of the second term will be rewritten
by
(Φanr ·Ev)|r,t =
(
q
4piϵ0
)2 2β cos θ (1− β2)
r2 (1∓ β cos θ)3 δ (r − ct)
=
(
q
4piϵ0
)2 2β cos θ (1− β2)
r2
(
1 + β cos θ
r − ct
|r − ct|
)−3
δ (r − ct)
=
(
q
4piϵ0
)2 2β cos θ (1− β2)
r2 (1− β2 cos2 θ)δ (r − ct) , (235)
and its integration is
∴ ϵ0
c
∫
V
Φa (nr ·Ev) d3r = 0. (236)
Furthermore, Φvnr · Ev of the second term can be also vanished because of its symmetry as
follows:∫
V
(Φvnr ·Ev)|r,t d3r =
∫∫∫
r<ct
(Φvnr ·Ev)|x,y,z,t dzdydx+
∫∫∫
r>ct
(Φvnr ·Ev)|x,y,z,t dzdydx
=
∫∫∫
r<ct
(Φvnr ·Ev)|x,y,z,t dzdydx+
∫∫∫
r>ct
(Φvnr ·Ev)|x,y,−z,t dzdydx
=
∫
V
(
q
4piϵ0
)2 (
1− β2)
√
(1− β2) (x2 + y2) + (z − βct)2 + β (z − βct)[
(1− β2) (x2 + y2) + (z − βct)2
]2 d3r,
(237)
and as the result is time-independent we obtain
∴ ϵ0
c
∂
∂t
∫
V
Φv (nr ·Ev) d3r = 0. (238)
At last, Eq. (230) can be simplified by
ϵ0
∫
V
(nr ·Ev)2 d3r = qΦself − qv ·Aself (239)
If we assume that R0 is the radius of the particle, from Eq. (239) we will obtain
µ0q
2
4piR0
c2
γ
= qΦself − qv ·Aself , (240)
which does not include any accelerations. Therefore, we can conclude that in the Lagrange
mechanics the radiation reaction does not exist.
∴ L (r,v; t) = −mc
2
γ
+ qv ·Aext − qΦext − µ0q
2
4piR0
c2
γ
. (241)
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X Conclusion
10.1 Envelope-PIC hybrid method for the simulation of microwave reflec-
tometry
Microwave reflectometry, the plasma diagnostics method, uses reflected signal from cut-oﬀ layer
to analyze density profile. The simulation study for this method usually solves wave equation
assuming linear medium, however, extremely complex turbulent plasma couldn’t be linear.
Therefore we developed 2D hybrid code using PIC algorithm, which is widely used for nonlinear
plasma study. This code solves PIC in high density region including cut-oﬀ layer, and paraxial
approximation in the rest region. With this ways, we got the signal data, three times faster
than pure PIC keeping the accuracy of PIC.
10.2 Unstable expansion of plasma foils accelerated by circularly-polarized
laser pulses in non-transparent regimes
Relativistic opaqueness has been considered to be a suﬃcient condition for the stable com-
pression and acceleration of a negligibly thin plasma foil by a circularly-polarized (CP) laser
pulse. However, in our simulations, we observed that finite-thick plasma foils, which are still
relativistically non-transparent to the laser pulse, can be subject to sudden and rapid expansion
of the foil even when the pulse intensity is high enough to suppress the electrostatic Coulomb
expansion. Analyzing the distribution of the ponderomotive force over the finite thickness of a
slab-like foil, we found a theoretical condition to avoid the new expansion instability;
aI
ζe
≤ 1√
1 + k2Ll
2
e/4
, (242)
where le is the foil’s thickness, which has been neglected in the conventional condition. Further-
more, relations between the new instability and the relativistic electron heating and self-induced
transparency are discussed.
10.3 Radiation reaction from a constantly accelerating point-like rigid con-
ductor
We present a very special charge distribution which is not only rigid in a constantly accelerating
non-inertial frame, but also conductive so that the inside fields are vanished. Moreover, the most
important characteristic of this distribution is that its outside fields are completely equal to the
fields of a point charge. Therefore, we would like to define a material named ‘point-like rigid
conductor (PRC)’ whose charge distribution satisfies the above conditions that we mentioned.
PRC can not be distinguished from the actual point charge even by extremely precise mea-
surements (unless the inside can be observed). It means PRC would be the best alternative to
investigate the dynamics of the ideal point charge. As we mentioned, in this document we are
only interested in a constantly accelerating PRC.
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10.3.1 Self-force of PRC
The radiation reaction is predicted to be included in the self-force of a charged particle. The
self-force of the PRC can be obtained as follows:∫
ρprcEprc + Jprc ×Bprc d3r = − µ0q
2
6piR0
c2
z0
√
1 +
R20
z20
zˆ
= − µ0q
2
6piR0
du
dt
√
1 +
∣∣∣∣dudt
∣∣∣∣2 R20c4 , (243)
where u ≡ dχ/dτ , and τ is the proper time. As far as we know, this force has not been published
yet. Probably it is because, most of researchers previously supposed that R0 → 0, before they
calculate the self-force. In contrast, here we would like to suggest an interesting assumption,
that R0 might be quite longer than we thought;∣∣∣∣dudt
∣∣∣∣ R0c2 ≫ 1,
→
∫
ρprcEprc + Jprc ×Bprc d3r = − µ0q
2
6piR0
du
dt
∣∣∣∣dudt
∣∣∣∣ R0c2
= −µ0q
2γ6 |a|2
6pic2
zˆ, (244)
where γ2 = 1 + u2/c2, and a = d2χ/dt2. Surprisingly, the force became equivalent to Larmor
formula. (Actually, this result can be also induced even when R0 is infinitesimal, if the accelera-
tion is high enough.) Definitely it implies that the self-force of Eq. (243) includes the radiation
reaction.
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