We study iterative processes of stochastic approximation for finding fixed points of weakly contractive and nonexpansive operators in Hilbert spaces under the condition that operators are given with random errors. We prove mean square convergence and convergence almost sure (a.s.) of iterative approximations and establish both asymptotic and nonasymptotic estimates of the convergence rate in degenerate and non-degenerate cases. Previously the stochastic approximation algorithms were studied mainly for optimization problems.
Introduction
In this paper the following problem is solved: To find a fixed point x  of the operator in other words, to find a solution :
where is a Lipschitz continuous mapping, T H is a Hilbert space, is a closed convex subset. We suppose that G H  x  exists, i.e., the fixed point set of is nonempty. Note in different particular cases of the Equation (1.1), for example, when T G the solution existence and solution uniqueness can be proved under some additional assumptions. We study the following algorithm of stochastic approximation:
where G is the metric projection operator from Pr H onto G and deterministic step-parameters n  satisfy the standard conditions: given for all on the same probability space 0 and , 0 .
Here is a symbol of the mathematical expectation. In order to calculate conditional mathematical expectations of different random variables we define the
means n function with the following property: for any
We also assume in the sequel that n  is A n -measurable for all 1. n  Let us recall the mean square convergence and almost sure (a.s.) convergence.
We say that the sequence   So, we consider iterative processes of stochastic approximation in the form (1.5) for finding fixed points of weakly contractive (Definition 1.1) and nonexpansive (Definition 1.3) mappings in Hilbert spaces under the conditions (1.8). We prove mean square convergence and convergence almost sure of iterative approximations and establish both asymptotic and nonasymptotic estimates of the convergence rate. Perhaps, we present here the first results of this sort for fixed point problems. Formerly the stochastic approximation methods were studied mainly to find minimal and maximal points in optimization problems (see, for example, [1-6] and references within).
Auxiliary Recurrent Inequalities
Lemma 2.1.
, and 
There exists an infinite subsequence  , 1, ,
In the following two lemmas we want to present nonasymptotic estimates for the whole sequence 
F t has the following properties: i)    ;
F t is strictly increasing on and 
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 , where 0 c  is an arbitrary fixed number;
We present now the based condition (P): The graphs of the scalar functions and with any fixed are intersected on the interval 
, and satisfy the condition (P).
Lemma 2.3. [3,4] Assume that 1) the property (P) is carried out for the function
Then for the sequence
it follows:
Lemma 2.4. [3, 4] Assume that 1) the proper ca
where is a unique root of the equation
lemmas deal with another sort of current inequalities:
Lemma 2.5. [7, 8] 
Assume that 1 1
and .
Then: e exists an infinite subsequence i) Ther
and, consequently, 0; lim
where     
Let us evaluate the first scalar product in (3.3). We have
We remember that Applying the conditional expectation with respect to n A to the both sides of (3.5) we obtain
It is easy to see that 
Since is weakly contractive and therefore nonexpansive, one gets 
Next we need the Jensen inequality for a convex fun-
(see [9, 10] ). This allows us to rewrite (3.9) in the form 
14)
Then the sequence   n (3.
x generated by (1.5), (1.7) and (3.13) converges in mean square to . x  There exists an infinite subsequence ch that : 2 2 8 0 
where is defined by (3.15 Introduce also the basic co The f eorem 3.1 iti
Estimates of the Mean
generated by (1. )-(1.7) co oint 5 nverges in average to a unique fixed p , 
2) In all the remain cases 
2) In all the remain cases the estimates (4.6) and (4.7) hold.
Corollary 4.5. Assume that is a weakly contractive mapping of the class , that is, in Theorem 3.1 2) In all the remain cases the estimates (4.6) and (4.7) hold.
II. Suppose that 
