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Sekuler), bennett@mcmaster.ca (P.J. Bennett).We examined the amount of practice needed to improve performance on 10-AFC face- and texture iden-
tiﬁcation tasks. On Day 1, subjects were grouped by amount of practice: a control group had 0 trials of
practice, and several experimental groups had practice that ranged from 1 to 40 trials per condition.
On Day 2, all groups performed 40 trials per condition of the trained task. The effect of practice was esti-
mated by comparing performance across groups on Day 2. In both tasks, increasing practice was associ-
ated with greater learning, but surprisingly small amounts of practice were required to improve
performance. In the face identiﬁcation task, for example, only one trial per condition on Day 1 was
required to increase performance relative to the control group at the start of testing on Day 2. In the tex-
ture identiﬁcation task, ﬁve trials per condition on Day 1 were required to increase performance relative
to the control group. In both tasks, the advantage associated with small amounts of practice declined dur-
ing the Day 2 session due to larger within-session learning in the control group. Sleep had little to no
effect on learning; performance depended primarily on the amount of preceding practice.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
Perceptual learning refers to improvements on sensory tasks
brought about through practice (Ball & Sekuler, 1987; Fiorentini
& Berardi, 1981; Matthews, Liu, Geesaman, & Qian, 1999; Schoups,
Vogels, & Orban, 1995; Sigman & Gilbert, 2000). The improvements
– often stimulus-speciﬁc and long-lasting – have been taken as evi-
dence for plasticity of the brain regions engaged by the sensory
tasks (e.g., Karni & Bertini, 1997). There have been a number of
investigations into the speciﬁcity (Ball & Sekuler, 1982; Hussain,
Sekuler, & Bennett, 2009a; Furmanski & Engel, 2000; Sigman & Gil-
bert, 2000; Sireteanu & Rettenbach, 1995; Sowden, Rose, & Davies,
2002; Yi, Olson, & Chun, 2006), and neural correlates (Kourtzi,
Betts, Sarkheil, & Welchman, 2005; Maertens & Pollmann, 2005;
Pourtois, Rauss, Vuilleumier, & Schwarz, 2008; Raiguel, Vogels, My-
sore, & Orban, 2006; Rainer, Lee, & Logothetis, 2004; Schoups, Vo-
gels, Qian, & Orban, 2001; Schwartz, Maquet, & Frith, 2002;
Yotsumoto, Watanabe, & Sasaki, 2008) of perceptual learning, but
the amount of practice needed to produce learning has been rarely
been examined directly (Wright & Sabin, 2007).
The issue of the amount of practice needed for learning is clo-
sely linked to the time course of learning, which has been charac-
terized for a variety of perceptual tasks. The typical time course ofll rights reserved.
), sekuler@mcmaster.ca (A.B.learning involves steep early gains, which are coupled with gradual
increments across sessions (Ahissar & Hochstein, 1997; Beard, Levi,
& Reich, 1995; Fahle, Edelman, & Poggio, 1995; Herzog & Fahle,
1997; Matthews et al., 1999; Sireteanu & Rettenbach, 1995). Rapid
improvements are attributed to familiarization with task demands,
whereas slower beneﬁts are thought to result from stimulus-spe-
ciﬁc modiﬁcations to relevant neural ensembles (Karni & Bertini,
1997; but see Hawkey, Amitay, & Moore, 2004), possibly depen-
dent on some type of consolidation (Censor et al., 2006; Karni
et al., 1994; Roth et al., 2005; Stickgold, James, & Hobson, 2000).
It is not clear that the early gains are truly separable from the grad-
ual increments across sessions, and at least two groups have sug-
gested that the time course of perceptual learning is better
described as a single continual process than in terms of the above
described dichotomy (Dosher and Lu, 2007; Hawkey et al., 2004).
For one visual task, learning follows a time course contrary to that
described above: performance on a visual texture discrimination
task deteriorates with successive trials, and threshold improve-
ments manifest only after sleep intervenes between practice ses-
sions (Mednick, Arman, & Boynton, 2005; Mednick et al., 2002;
Stickgold, Whidbee, Schirmer, Patel, & Hobson, 2000). The amount
of deterioration (or learning) depends on whether an adaptive or
ﬁxed procedure is used, with an intermediate number of trials pro-
ducing most learning with a ﬁxed procedure (Censor, Karni, & Sagi,
2006). Furthermore, a brief practice session prior to an extended
run prevents the deterioration that occurs otherwise (Censor &
Sagi, 2008, 2009). The factors that produce deterioration rather
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a general ﬁnding that performance improves across days, with the
improvements often speciﬁc to the trained conditions.
How much practice is needed to produce perceptual learning
that persists across 24 h? Two studies have directly addressed
this question. In the auditory domain, one study examined how
much practice is needed to learn temporal and frequency discrim-
ination tasks (Wright & Sabin, 2007). Participants were given
either 360 or 900 practice trials per day for six days. Temporal
discrimination improved with 360 trials per day, but frequency
discrimination did not, suggesting that a critical amount of prac-
tice, which varies across tasks, may be needed for learning to oc-
cur. A recent study in the visual domain also showed that a
minimum amount of practice is needed for learning of a type of
vernier discrimination – improvements only occurred with 400
trials or more of practice within a session, and not if the same
number of trials were distributed across several sessions (Aberg,
Tartaglia, & Herzog, 2009). Consistent with the notion of a mini-
mum amount of practice, (Hauptmann, Reinhart, Brandt, & Karni,
2005) showed that between-session improvements on a letter
enumeration task do not emerge unless subjects have reached
asymptote within the ﬁrst training session. Finally, the critical
amount of practice also may depend on subtle aspects of the
experimental procedure: For example, (Hawkey, Amitay, & Moore,
2004) – using a task that differed from the one used by (Wright &
Sabin, 2007) – found that stimulus-speciﬁc improvements in fre-
quency discrimination could be obtained with fewer than 200
practice trials.
Thus, although the few studies addressing the issue suggest that
there may be critical levels of practice, the amount needed to im-
prove performance on the remaining variety of perceptual tasks,
particularly in the visual domain, is not known. In the visual do-
main, improvements in perception are frequently measured after
providing observers with extensive practice, up to and even
exceeding 4000–10,000 trials over the course of 2–18 days (Chung,
Levi, & Li, 2006; Furmanski & Engel, 2000; Gold, Sekuler, & Bennett,
2004, 1999b; Husk, Bennett, & Sekuler, 2007; Richards, Bennett, &
Sekuler, 2006; Sigman & Gilbert, 2000). Large amounts of practice
reveal within-session improvements and ensure asymptotic per-
formance, but do not address whether performance improves
when practice is restricted to a few trials. Here, we ask whether
small amounts of practice can elicit improvements on two tasks
known to be amenable to the effects of training, and for which
stimulus-speciﬁc effects of practice previously have been shown:
10-AFC texture identiﬁcation and face identiﬁcation (Gold, Ben-
nett, & Sekuler, 1999b, 2004; Hussain et al., 2009a, Hussain, Ben-
nett, & Sekuler, 2005). These tasks enable the comparison ofIS
ti
Fig. 1. Stimuli used in the face- and texture identiﬁcation tasks, and a schlearning of frequently encountered objects versus novel objects,
where both object classes comprise multiple features that differen-
tiate exemplars within the class.2. Methods
2.1. Subjects
Two hundred and thirty-one McMaster University undergradu-
ate students participated in this experiment (mean age = 21.21,
SD = 3.66). All subjects had normal or corrected-to-normal Snellen
visual acuity, received a small stipend ($10/h) or partial course
credit for participating in the experiment, and were naive with re-
spect to the task.2.2. Apparatus and stimuli
Stimuli were generated in Matlab (v. 5.2) using the Psychophys-
ics and Video Toolboxes (Brainard, 1997; Pelli, 1997). Stimuli were
displayed on a 2100 Sony Trinitron monitor that displayed
1024  768 pixels at a frame rate of 85 Hz. Average luminance
was 73 cd/m2. The monitor calibration data were used to build a
1779-element lookup table (Tyler, Liu, McBride, & Kontsevich,
1992) and customized computer software constructed the stimuli
on each trial by selecting the appropriate luminance values from
the calibrated lookup table and storing them in the display’s
eight-bit lookup table.
The face stimuli were faces of ﬁve males and ﬁve female faces
cropped to show only internal features. All of the faces had the
same global amplitude spectrum (see Gold, Bennett, & Sekuler,
1999a for a more detailed description). The textures were band-
limited noise patterns created by applying an isotropic, band-pass
(2–4 cy/image) ideal spatial frequency ﬁlter to gaussian noise (see
Fig. 1). The textures subtended 4.8  4.8 of visual angle from the
viewing distance of 114 cm; the square patch within which the
faces were embedded subtended 4.8  4.8 of visual angle from
the same viewing distance, and the faces themselves subtended
2.5  3.7 of visual angle from that distance. During the experi-
ment, stimulus contrast was varied across trials using the method
of constant stimuli. Seven levels of contrast were spaced equally on
a logarithmic scale, and spanned a range that was sufﬁcient to pro-
duce signiﬁcant changes in performance in virtually all subjects.
The contrasts used for the textures at the low noise level were
about four times higher than the contrasts used for the faces, be-
cause pilot testing indicated that the textures could not be identi-
ﬁed at the contrasts used for faces at that noise level. Additionally,fixate 100ms
stimulus 200ms
thumbnails 
until response
I 100ms
ISI 100ms
m
e
ematic representation of the trial sequence in the identiﬁcation task.
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faces. The stimuli were shown in one of three levels (low, medium,
and high) of static two-dimensional Gaussian noise, created by
sampling from distributions with contrast variances of .001, .01,
and .1. Thus, there were 21 different stimulus conditions (seven
contrast levels  three external noise levels), and the signal-to-
noise ratio varied signiﬁcantly across trials.
2.3. Procedure
Each subject was tested at roughly the same time on two con-
secutive days. On Day 1, observers were assigned to one of the 0-
, 1-, 5-, 10-, 20-, and 40-trials practice groups (see Table 1), in
which observers saw between 0 and 40 trials per stimulus condition
for a total of 0–840 trials. The 20-trials condition was included only
for the face identiﬁcation task. Importantly, the average stimulus
contrast presented at each noise level was constant across the dif-
ferent practice conditions. On Day 2, all subjects were tested in the
40 trials/condition (i.e., a total of 840 trials).
All subjects were seated in a darkened room 114 cm away
from the monitor. Viewing was binocular, and viewing position
and distance were stabilized with an adjustable chin-rest. The
experiment started after a 60 s period during which the subject
adapted to the average luminance of the display. A trial began
with the presentation of a ﬁxation point in the center of the
screen for 100 ms (black high-contrast spot; 0.15  0.15), fol-
lowed by a randomly selected face/texture, presented for
approximately 200 ms at the center of the screen in one of 21
stimulus conditions. After the face/texture disappeared, the en-
tire set of 10 faces/textures was presented as noiseless, high-
contrast thumbnail images, each subtending 1.7  1.7. Five
thumbnails were presented on the top half of the screen, and
ﬁve on the bottom half. The subject’s task was to decide which
one of the 10 faces/textures had been presented during the trial,
and to respond by clicking on the chosen face/texture. The loca-
tion of each face/texture in the response window was constant
across subjects, trials, and sessions. Auditory feedback in the
form of high-pitched (correct) and low-pitched (incorrect) tones
informed the subject about the accuracy of each response, and
the next trial began one second after presentation of the feed-
back. Fig. 1 shows a schematic illustration of the task.
The duration of the practice session (Day 1) in the 40 trials/con-
dition group was approximately 1 h, and correspondingly shorter
for the other groups. To equate time spent in the laboratory, sub-
jects who received fewer than 40 trials/condition performed an
additional task after the completion of the experimental task.
The additional task measured the accuracy of memory for the ori-
entation of a high-contrast line and was designed to differ signiﬁ-
cantly from the face- and texture identiﬁcation tasks (see Bennett,
Sekuler, & Sekuler, 2007, p. 803, for a detailed description of this
task). Subjects performed the orientation memory task until the to-
tal duration of the experimental session was approximately 1 h,
and therefore the total time spent in the laboratory on Day 1 was
equated across groups.Table 1
Numbers of subjects tested in each practice condition.
Trials per condition Stimuli
Faces Textures
0 20 23
1 25 21
5 19 22
10 20 16
20 10 –
40 27 283. Results
Statistical analyses were performed in R (R Development Core
Team, 2007). Multiple comparisons were done using the R package
multcomp (Hothorn, Bretz, & Westfall, 2008). Effect size is ex-
pressed in terms of Cohen’s f (Cohen, 1988).
Section 3.1 describes the time course of learning for all groups on
Day 1. Section 3.2 establishes that the groups who received the
maximum number of trials (i.e., the 40-trials groups) showed sig-
niﬁcant learning across days. Measures of the amount learned by
the groups who received reduced practice are presented in Sections
3.3 (faces) and 3.4 (textures). Section 3.5 examines the effect of
stimulus type on the amount learned. Section 3.6 examines the ef-
fects of the distribution of practice across days. Section 3.7 assesses
the effects of practice on contrast thresholds. In several sections,
performance is plotted against bins comprising 105 trials each,
which gives the time course of learning within and across days.
Where reported, the effects of Bin indicate an increase in response
accuracy (i.e., a learning effect), and the between-groups factors
indicates the effects of the preceding amount of practice. Interac-
tions of Group or Stimulus with Bin denote the effects of amount
of practice or stimulus type (faces versus textures) on the amount
learned. Signiﬁcant interactions have been decomposed using post
hoc tests that maintain the family-wise error rate at .05.3.1. Learning during Day 1
The responses collected for each subject during Day 1 were di-
vided into successive blocks of 10 trials. Proportion correct was
computed for each block, and then averaged across subjects in each
group. The results are shown in Fig. 2. For both textures and faces,
proportion correct was approximately proportional to the loga-
rithm of trial number, a result that often is found with averaged
data in many tasks (e.g., Dosher & Lu, 2005; Heathcote, Brown, &
Mewhort, 2000; Jeter, Dosher, Petrov, & Lu, 2009; Matthews
et al., 1999; Ritter & Schooler, 2001). The slopes of the best-ﬁtting
(least-squares) lines ﬁt to the data were similar for the two kinds of
stimuli (textures: 0.2; faces: 0.17), and there were no obvious dif-
ferences among groups that differed in the amount of practice.
Hence, the rate at which proportion correct increased during Day
1 was similar in groups that saw faces and textures.3.2. Between-session learning in the 40-trials groups for both tasks
We ﬁrst examined whether 40 trials per condition were sufﬁ-
cient to produce signiﬁcant between-session learning. The re-
sponses obtained from the 40-trials groups on each day were
divided into eight bins of 105 trials each (Fig. 3). Proportion correct
in the texture and face groups was then analyzed separately with a
2 (Day)  8 (Bin) within-subjects analysis of variance (ANOVA). In
the texture identiﬁcation task, the ANOVA revealed signiﬁcant
main effects of Day, Fð1;27Þ ¼ 123; p < :0001; f ¼ 0:52, and Bin,
Fð7;189Þ ¼ 50:56; p < :0001; f ¼ 0:88, and a signiﬁcant Day 
Bin interaction, Fð7;189Þ ¼ 7:54; p < :0001; f ¼ 0:32. The interac-
tion was analyzed by evaluating the simple main effect of Day at
each Bin. The difference between accuracy on Days 2 and 1 was
largest in Bin 1 ðD ¼ 0:29; CI95% ¼ ½0:23;0:35Þ and declined to an
average of 0.17, CI95% ¼ ½0:14;0:19, in Bins 6–8. Nevertheless, re-
sponse accuracy measured on Day 2 was higher than on Day 1 in
all Bins (tð27ÞP 6:45; p < :0001 in all cases). These analyses sug-
gest that there was more within-session learning for the 40-trials
group on Day 1 than on Day 2.
In the face identiﬁcation task, the ANOVA revealed signiﬁcant
main effects of Day, Fð1;26Þ ¼ 254; p < :0001; f ¼ :76, and Bin,
Fð7;182Þ ¼ 28:5; p < :0001; f ¼ :67, as well as a signiﬁcant Day
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Fig. 2. Proportion correct on Day 1 plotted as a function of trial number. Proportion
correct was measured for blocks consisting of 10 trials, and each point represents
the average taken across subjects. The solid line in each ﬁgure represents the least-
squares regression line ﬁt to the data.
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Fig. 4. Top: proportion correct on Day 2 for all groups tested with textures. The data
have been divided into eight Bins of 105 trials each. The bins are numbered 9–16 to
differentiate them from the eight bins presented on Day 1. The symbols represent
average proportion correct. Error bars represent ±1 SEM. Standard errors were
nearly constant across bins. For clarity, therefore, only error bars in Bins 9 and 16
are shown. Bottom: proportion correct – averaged ﬁrst across all trials and then
across subjects – on Day 2. Error bars represent ±1 SEM.
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ence between days was largest in the initial binðD ¼ 0:26; CI95% ¼ ½0:21;0:31Þ, and declined to an average of
0.13, CI95% ¼ ½0:11;0:15 in the last three bins. Nevertheless, as
was the case with textures, the simple main effect of Day was sig-
niﬁcant at each Bin (tð26ÞP 5:42; p < :0001 in all cases). Again,
the analyses suggest that there was more within-session learning
on Day 1 than on Day 2 for this group.
Inspection of Fig. 3 shows that average response accuracy on
Day 1 was signiﬁcantly greater in the face condition than in the
texture condition ðCI95% ¼ ½0:02;0:16; tð53Þ ¼ 2:49; p ¼ 0:015Þ.
On Day 2, average response accuracy also was numerically higher
for faces than for textures, but the difference between the groups
was not statistically signiﬁcant ðCI95% ¼ ½:03; :14; tð53Þ ¼
1:24; p ¼ 0:22Þ.
The current results are consistent with previous reports that 40
trials per condition on Day 1 are sufﬁcient to produce learning in
these texture- and face identiﬁcation tasks (Hussain et al., 2005,
2009a).
3.3. Effects of reduced practice: texture identiﬁcation
In this section, and the next, we compare response accuracy
measured in all groups on Day 2. These analyses addressed the
issue of whether any exposure to textures or faces on Day 1 im-
proved performance relative to the 0-trials groups, and whether
groups that received 1–10 trials per condition performed worse
than the 40-trials groups. Fig. 4 clearly shows that the 10- and
40-trials groups performed better than the 0-trials group. The
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Fig. 5. Top: proportion correct on Day 2 for all groups tested with faces. Bottom:
proportion correct averaged across all trials on Day 2. Plotting conventions are the
same as in Fig. 4.
2628 Z. Hussain et al. / Vision Research 49 (2009) 2624–2634evidence of learning in the 5-trials group was mixed: response
accuracy in that group was higher than in the 0-trials group in Bins
9–12, but there was no difference between groups in Bins 13–16.
There was no evidence of learning in the 1-trial group, and there-
fore the 0-trials and 1-trial group were pooled into a single base-
line group in some of the following analyses to increase
statistical power.
Response accuracy was analyzed with a 5 (Group)  8 (Bin) AN-
OVA. The main effects of Bin, Fð7;735Þ ¼ 144; p < :0001; f ¼ 1:02,
and Group, Fð4;105Þ ¼ 4:84; p ¼ :0012; f ¼ 0:13, were signiﬁcant,
as was the Group  Bin interaction, Fð28;735Þ ¼ 3:11; p < :0001;
f ¼ 0:25. The main effect of Bin reﬂects the fact that proportion
correct increased across Bins in every group. The main effect of
Group is illustrated in the bottom part of Fig. 4, which shows
proportion correct averaged across bins for each Group. Pairwise
differences between groups were evaluated using the method
described by Westfall (1997) to correct for family-wise error: Only
differences between the 40-trials group and the 0-, 1-, and 5-trials
group were signiﬁcant (adjusted-p < :02). Although the average
data suggest that small amounts of practice did not beneﬁt perfor-
mance, the analyses below, which decompose the Group by Bin
interaction, indicate that there were some beneﬁts early in the
time course of learning on Day 2.
The Group  Bin interaction was analyzed by evaluating the
simple main effect of Group at each Bin, while using the Holm–
Bonferroni adjustment (Holm, 1979) to maintain a familywise
Type I error rate of .05 across all eight tests. The simple main effect
of Group was signiﬁcant only at Bins 9–12 ðFð4;105ÞP 3:91, ad-
justed-p 6 :026; f P 0:33Þ. Next, each signiﬁcant simple main ef-
fect of Group was analyzed with ﬁve contrasts that tested the
hypotheses that (i) response accuracies in each of the 40-, 10-,
and 5-trials groups were greater than accuracy in a baseline group
that was created by pooling the 0- and 1-trials groups; and (ii)
accuracies in both the 5-, and 10-trials groups were less than accu-
racy in the 40-trials group. For each set of ﬁve contrasts, the fam-
ilywise Type I error rate was set to .05 (Westfall, 1997). In Bin 9
(i.e., the ﬁrst bin of trials on Day 2), all contrasts were signiﬁcant:
response accuracy in each of the 40-, 10-, and 5-trials groups was
greater than in the baseline group, and accuracy in the 5-, and 10-
trials groups was less than the 40-trials group. The results in Bin 10
were the same as in Bin 9, except that the 5-trials group did not
differ signiﬁcantly from the baseline group. The results in Bin 11
were the same as in Bin 10, except that the 10-trials group did
not differ from the baseline group. Hence, in Bin 11 response accu-
racy in the 40-trials group was signiﬁcantly greater than in the
baseline, 5-trials, and 10-trials groups. Finally, in Bin 12 the 40-tri-
als group was signiﬁcantly greater than the baseline and 5-trials
groups. Overall, these post hoc comparisons conﬁrm that the ef-
fects of small amounts of practice, evident early in the time course
of learning on Day 2, gradually decreased as the session pro-
gressed. The next analysis conﬁrms that the effects of small
amounts of practice ‘wore off’ within the session because of rapid
learning by the baseline group.
Within-session learning from Bins 9–12 was compared between
the baseline group and the 5-, 10- and 40-trials practice groups
combined, all of which differed from the baseline group at least
in Bin 9. On average, the 5-, 10- and 40-trials groups improved
by 14% from Bin 9 to Bin 12, whereas the baseline group improved
by 22%. The 8% difference in amount of within-session improve-
ment between the practiced and baseline groups was signiﬁcant
ðtð78:238Þ ¼ 3:3089; p ¼ :001Þ.
These analyses suggest that 40, 10, and even 5 trials of practice
per condition on Day 1 were sufﬁcient to increase response accu-
racy relative to subjects who received zero or one trial of practice
per condition, at least at the start of the testing session on Day 2.
However, larger amounts of within-session learning in the baselinegroups reduced that advantage by the end of Day 2. The effects of
small amounts of practice, which are obscured in the group aver-
ages, are evident when the data are inspected at a ﬁne scale.3.4. Effects of reduced practice: face identiﬁcation
Proportion correct from subjects in the face identiﬁcation task is
plotted as a function of bin number in Fig. 5. Fig. 5 clearly shows
that there was virtually no difference in performance between
the 20- and 40-trials groups, and that both groups performed sig-
niﬁcantly better than the 0-trials group. There also is some sugges-
tion that performance in the 1-, 5-, and 10-trials groups was worse
than the 40-trials group, but better than the 0-trials group, at least
at the beginning of the test session. A 6 (Group)  8 (Bin) ANOVA
found signiﬁcant main effects of Bin, Fð7;805Þ ¼ 58:85;
p < :0001; f ¼ 0:65, and Group, Fð5;115Þ ¼ 5:01; p ¼ :0003; f ¼
0:14, and a signiﬁcant Group  Bin interaction, Fð35;805Þ ¼ 2:85;
p < :0001; f ¼ 0:26. The main effect of Group is illustrated in the
bottom part of Fig. 5, which shows proportion correct averaged
across bins for each Group. Pairwise differences between groups
were evaluated using the method described by Westfall (1997).
Average response accuracy in the 0-trials group differed from
accuracy in the 40- and 20-trials groups. In addition, the 1- and
10-trials groups both differed from the 40-trials group. Differences
between the 20-trials group and the 1- and 10-trials groups
approached signiﬁcance ðp ¼ :06Þ (see Fig. 5).
The Group  Bin interaction was analyzed by evaluating the
simple main effect of Group at each Bin, using the Holm–Bonfer-
roni adjustment (Holm, 1979) to control familywise Type I error
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symbols indicate performance measured on the second day that subjects did the task. Each bin represents 105 consecutive trials, except for Bin 1 in the 1-trial group which
represents 21 trials. The dotted line in each panel shows the best-ﬁtting regression model ﬁt to the data (see text for details).
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cept 14 and 15 ðFð4;105ÞP 2:98, adjusted-p 6 :043; f P 0:29Þ.
Each signiﬁcant simple main effect of Group was analyzed with
nine contrasts that tested the hypotheses that (i) response accura-
cies in each of the 1–40 trials groups was greater than accuracy in
the 0-trials group; and (ii) accuracies in each of the 1–20 trials
groups was less than accuracy in the 40-trials group. Familywise
Type I error rate for each set of contrasts was controlled using
the method described by Westfall (1997). In Bin 9, all of the con-
trasts were signiﬁcant (adjusted-p 6 :017) except for the one com-
paring accuracy in the 20- and 40-trials groups. The same results
were obtained in Bin 10, except that the 1- and 5-trials groups
no longer differed signiﬁcantly from the 0-trials group (adjusted-
p ¼ :06 in both cases). The results in Bin 11–13 were the same as
in Bin 10, except the difference between the 5- and 40-trials groups
was not signiﬁcant. Finally, in Bin 16 the only signiﬁcant differ-
ences were between the 40-trials group and the 0- and 10-trials
groups. As was found with the textures, small amounts of practice
enhanced performance early in the session on Day 2, but the effect
gradually wore off as the session progressed. Again, rapid learning
by the 0-trials group eliminated the effects of reduced practice on
Day 2 (see below).
Within-session learning from Bins 9–13 was compared between
the 0-trials group and the 1-, 5- and 10-trials groups combined. On
average, the 1-, 5- and 10-trials groups improved by 13% from Bin 9
to Bin 13, whereas the 0-trials group improved by 21%. The 7%
difference in amount of within-session improvement between
the practiced and 0-trials groups was signiﬁcant ðtð33:626Þ ¼
2:82; p ¼ :007Þ.These analyses suggest that all groups that received some prac-
tice, even the most minimal levels, with face stimuli on Day 1 per-
formed better than the 0-trials group, at least at the start of the
testing session on Day 2. However, larger amounts of within-ses-
sion learning by the 0-trials group from Bins 9–13 reduced the
advantage of the practiced groups. Again, analyses of the time
course of learning revealed effects of small amounts of practice
that were missed by inspection of group averages.
3.5. Effects of stimulus type on the amount learned
The previous sections, using between-groups comparisons of
the practiced groups and the 0-trials groups, suggest that the 1-
trial group improved on face- but not texture identiﬁcation. In this
section, we examine within-session learning as a function of stim-
ulus type, to conﬁrm whether the time course of learning did in-
deed differ for faces and textures. Fig. 2 shows that average
performance improved across trials in all groups. If that improve-
ment persisted across days, then accuracy at the start of Day 2
(Bin 9) ought to be better than accuracy at the beginning of Day
1 (Bin 1). Furthermore, if practice differentially affected perfor-
mance with faces and not textures, then there should be a signiﬁ-
cant interaction of Stimulus Type with the amount of improvement
obtained for each group.
To test this hypothesis, accuracy in Bins 1 and 9 measured in the
5-trials and 10-trials conditions were submitted to separate 2
(Stimulus Type)  2 (Day) ANOVAs. For the 5-trials groups, the
main effects of Day ðFð1;39Þ ¼ 40:9; p < :0001Þ and Stimulus Type
ðFð1;39Þ ¼ 12:7; p < :001Þ were signiﬁcant, but the Day  Stimu-
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of the data from the 10-trials groups yielded a signiﬁcant main ef-
fect of Day ðFð1;34Þ ¼ 69:4; p < :0001Þ, but the main effect of
Stimulus Type ðFð1;34Þ ¼ 1:09; p ¼ 0:30Þ and the interaction
ðFð1;34Þ ¼ 0:27; p ¼ 0:60Þ were not signiﬁcant. These results sug-
gest that there was signiﬁcant learning in the 5- and 10-trials
groups, and that the amount of learning did not differ between
groups seeing faces and textures.
Groups in the 1-trial condition received only 21 trials of practice
on Day 1, so the analysis considered proportion correct measured
only in the ﬁrst 21 trials on each day. There was a signiﬁcant effect
of Stimulus Type ðFð1;44Þ ¼ 36:4; p < :0001Þ, but the effect of Day
ðFð1;44Þ ¼ 2:29; p ¼ 0:13Þ and the interaction ðFð1;44Þ < :001;
p ¼ 0:99Þ were not signiﬁcant. The failure to ﬁnd a signiﬁcant
Day  Stimulus Type interaction suggests that the effect of practice
on performance in the ﬁrst 21 trials, however small, did not differ
between groups seeing faces and textures.
3.6. Effect of distributing trials across days
Fig. 6 shows a continuous timeline of performance for all
groups. In Fig. 6, response accuracy measured on the ﬁrst day that
subjects performed the identiﬁcation task – i.e., Day 2 of the
experiment for the 0-trials group, and Day 1 for all other groups
– is indicated by unﬁlled symbols, whereas accuracy measured
on the second day that subjects did the task is indicated by ﬁlled
symbols. Subjects presumably slept between days, and therefore
the ﬁrst ﬁlled symbol within each group represents the ﬁrst bin
of trials in which performance was measured after sleep. Note that
this transition point differs across groups because each group
received different amounts of practice on Day 1.
Inspection of Fig. 6 suggests that performance was, to a ﬁrst
approximation, a function of the logarithm of trial bin (Dosher &
Lu, 2005; Heathcote et al., 2000; Jeter et al., 2009; Matthews
et al., 1999; Ritter & Schooler, 2001). Furthermore, it appears that
sleep did not have signiﬁcant effects on performance: in Bins 2–7
in the texture identiﬁcation task, for example, there is no obvious
difference between accuracy that was measured on Days 1 and 2.
These observations were evaluated by ﬁtting proportion correct,
p, with a linear model of the form p ¼ aþ b logðtÞ, where t is trial
bin number. The model provided good ﬁts to data collected in
the face identiﬁcation ða ¼ 0:345; b ¼ 0:1; R2 ¼ 0:83Þ and texture
identiﬁcation ða ¼ 0:22; b ¼ 0:151; R2 ¼ 0:92Þ tasks. If sleep sig-
niﬁcantly affected performance, then the intercept ðaÞ and/or slope
ðbÞ parameters might differ for data collected before and after
sleep, and therefore including day-of-testing into the model should
result in a better overall ﬁt to the data. However, we found that
incorporating day-of-testing into the model did not alter the
parameters or improve the overall ﬁt signiﬁcantly. For the face
identiﬁcation data, for example, the intercepts and slopes esti-
mated from data acquired on Days 1 and 2 differed only by 0.011
and 0.012, respectively, and R2 increased only marginally to 0.85.
For the texture identiﬁcation data, day-of-testing also had only
very small effects on the parameters ðDa ¼ 0:03; Db ¼ 0:017Þ
and the overall goodness of ﬁt ðDR2 ¼ 0:01Þ. These analyses suggest
that average performance was linearly related to the logarithm of
the number of trials regardless of how those trials were distributed
across days.
Our regression analyses ignored the grouping structure of the
experimental design. This omission might have limited the power
of the analyses because the effect of sleep may depend on the num-
ber of trials experienced on the ﬁrst day (Censor et al., 2006). Fur-
thermore, Hussain, Sekuler, and Bennett (2008) showed that the
effect of sleep in a 1-of-10 face identiﬁcation task was small and
occurred only in the ﬁrst post-sleep bin. Our regression analyses
searched for trends that spanned many bins, and therefore mayhave been insensitive to transient effects of sleep like the ones re-
ported by Hussain et al., 2008. To address these potential short-
comings, the data were reanalyzed in the following way. We
reasoned that in the absence of sleep effects, performance in all
bins and groups would fall along a single practice function of the
form p ¼ aþ b logðtÞ. The local slope, b, of the practice function is
given by the equation
b ¼ pt2  pt1
logðt2Þ  logðt1Þ ð1Þ
where pt1 and pt2 are proportion correct at trials t1 and t2. If the
hypothesis of no sleep effects is correct, then b should be approxi-
mately constant for all values of t1 and t2. However, if sleep has a
positive effect on learning, then selecting t1 and t2 so that one oc-
curs before sleep and the other after sleep may yield a higher value
of b than cases where t1 and t2 both occur before or after sleep. We
therefore calculated two values of b for each subject: b1 was ob-
tained from the last bin of the ﬁrst day and the ﬁrst bin of the sec-
ond day, and b2 was obtained from Bins 3 and 4 on the second day.
Finally, we calculated the difference between slopes, Db ¼ b1  b2. If
sleep beneﬁted performance during the ﬁrst bin on the second day
(Hussain et al., 2008), then Db ought to be greater than zero. Also, if
the effect of learning depends on the number of practice trials on
the ﬁrst day (Censor et al., 2006), then Db should vary among
groups. An ANOVA on Db scores from the face identiﬁcation task re-
vealed a signiﬁcant effect of Group ðFð4;96Þ ¼ 4:82; p ¼ 0:03Þ. Post
hoc analyses indicated that Dbwas greater than zero in the 40-trials
group ðtð26Þ ¼ 2:99; p ¼ 0:006Þ, but did not differ from zero in the
other groups ðjtj < 1; pP 0:46Þ. For texture identiﬁcation, the AN-
OVA found no effect of group ðFð3;83Þ ¼ 0:54; p ¼ 0:66Þ, and Db did
not differ signiﬁcantly from zero in any group ðjtj < 1; pP 0:34Þ.
Similar results were obtained when b2 was calculated from Bins 2
and 3 on the second day. Hence, these analyses are consistent with
the hypothesis that there was a transient beneﬁcial effect of sleep in
the 40-trials group in the face identiﬁcation task, but not in the
other groups.
3.7. Contrast thresholds
Psychometric functions were ﬁt to the data from individual sub-
jects on Day 2 to calculate identiﬁcation thresholds, deﬁned as the
rms contrast (i.e., root mean squared contrast, which is the stan-
dard deviation of the pixel contrasts) needed to attain 50% correct.
The experiments used the same ﬁxed set of stimulus contrasts for
all subjects, and therefore reliable thresholds could not be obtained
for every subject. Furthermore, the fact that we were studying
learning meant that subjects did not receive practice to stabilize
performance. Consequently, approximately 3% of the thresholds –
or 14 of 462 in the texture identiﬁcation conditions, and 19 of
534 in the face identiﬁcation conditions – were impossible values
(i.e., rms contrasts less than 0). Even after removing these values,
the log-transformed thresholds contained outliers and were
strongly positively skewed in each condition. For data exhibiting
these characteristics, the Modiﬁed One-step M-estimator (MOM)
is a better index of a typical score than the sample mean. Further-
more, analyses of group MOMs are more sensitive than standard
ANOVA methods when the data are skewed and contain outliers
(Wilcox, 2005). Therefore, the following analyses were conducted
on the MOMs of the log-transformed thresholds in each condition.
Texture identiﬁcation thresholds on Day 2 are shown in Fig. 7.
The threshold-versus-noise curves are qualitatively similar to
those obtained in previous studies (Gold et al., 1999b, 2004). A per-
centile-bootstrap method (Wilcox, 2005, p. 368) found that the
MOM of threshold – averaged across the three noise levels – varied
signiﬁcantly across groups ðp ¼ :01Þ, and that MOMs, averaged
across groups, varied signiﬁcantly across noise levels ðp < :001Þ.
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Fig. 7. Texture identiﬁcation thresholds measured on Day 2 plotted as a function of
external noise. Threshold was deﬁned as the rms contrast needed to attain 50%
correct responses. The same levels of external noise were used in all conditions: the
symbols are displaced, slightly, along the horizontal axis to make it easier to
discriminate among conditions. Error bars represent ±1 standard error.
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ever, the Group  Noise interaction was not signiﬁcant ðp ¼ 0:52Þ.
These results are consistent with the idea that learning shifted the
threshold-versus-noise curve vertically in the log–log plot (Gold
et al., 1999b, 2004). The main effect of Group was analyzed by con-
ducting multiple, pairwise comparisons, which found that thresh-
olds in the 40-trials group were signiﬁcantly lower than thresholds
in the 0-trials and 1-trial groups ðp < :05Þ.
Face identiﬁcation thresholds on Day 2 are shown in Fig. 8. As in
the texture conditions, face identiﬁcation thresholds increased
with increasing levels of noise. However, the quadratic component
of the threshold-versus-noise curve is less noticeable in the face
conditions than in the texture conditions, suggesting steeper early
gains for textures than faces due, perhaps, to the greater familiarity
of faces. As was the case with texture identiﬁcation thresholds, aExternal Noise Variance
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Fig. 8. Face identiﬁcation thresholds measured on Day 2 plotted as a function of
external noise. Threshold was deﬁned as the rms contrast needed to attain 50%
correct responses. The same levels of external noise were used in all conditions: the
symbols are displaced, slightly, along the horizontal axis to make it easier to
discriminate among conditions. Error bars represent ±1 standard error.percentile-bootstrap method (Wilcox, 2005, p. 368) found signiﬁ-
cant main effects of Group ðp ¼ :02Þ and Noise ðp < :001Þ, but the
Group  Noise interaction was not signiﬁcant ðp ¼ :31Þ. Hence,
the results are consistent with the hypothesis that learning shifted
face identiﬁcation thresholds vertically in the log–log plot (Gold
et al., 1999b, 2004). The main effect of Group was analyzed by con-
ducting multiple, pairwise comparisons, which found that thresh-
olds in the 40- and 20-trials groups were both signiﬁcantly lower
than thresholds in the 0-trials group, and that thresholds in the
40-trials group also were lower than thresholds in the 1-trial group
ðp < :05Þ.4. Discussion
Small amounts of practice on texture- and face identiﬁcation on
Day 1 beneﬁtted accuracy at the start of the session on Day 2 rel-
ative to a 0-trials group who did not practice the identiﬁcation
task. For face identiﬁcation, there was an advantage with just
one practice trial per condition (i.e., practice with only 21 trials
on Day 1), whereas ﬁve trials per condition improved performance
in the texture identiﬁcation task. The best performance on Day 2,
across all bins, both with faces and textures, was achieved with lar-
ger amounts of practice (i.e., 40 trials per condition, a total of 840
trials on Day 1). The beneﬁts of small amounts of practice on per-
formance on Day 2 were diminished in the latter part of the session
due to substantial within-session learning by the 0-trials groups, a
result that points to the importance of within-session learning in
the overall gains with practice on texture- and face identiﬁcation.
In terms of the ‘critical amount’ of practice described by others
in the context of perceptual learning (e.g., Wright & Sabin, 2007),
there was no cut-off number of trials below which performance
did not improve; some improvements were detected for both tasks
with very limited practice. The familiarity of the object class –
greater familiarity for faces than textures – did not inﬂuence the
rate of learning even though absolute performance was higher
with faces than with textures.
The beneﬁts of small amounts of practice on accuracy were not
reﬂected in contrast thresholds. This failure to ﬁnd a difference in
thresholds was probably due to the fact that small amounts of
practice beneﬁtted performance only at the start of the Day 2 ses-
sion, whereas the thresholds were based on all trials in the session.
An adaptive procedure (e.g., staircase), rather than the method of
constant stimuli used in the current experiments may have been
better suited to capture the early effects of training on thresholds.
However, even with the methods used in the current experiments,
thresholds of the 40- and 20-trials groups in the face identiﬁcation
task were equivalent on Day 2, indicating that substantial thresh-
old reductions can be obtained with a fraction of the amount of
practice used in other studies of face learning (Gold et al., 1999b,
2004).
One trial per condition appeared to improve performance rela-
tive to a control group in the face identiﬁcation task, but not in the
texture identiﬁcation task. One trivial explanation for this differ-
ence between faces and textures is that the 0-trial (control) group
in the texture condition was unusually good at the task. Some evi-
dence is consistent with this idea: For example, in the texture con-
dition the performance of the 0-trial group on Day 2 was slightly
(though not signiﬁcantly) better than the performance of the 40-
trial group on Day 1 (tð49Þ ¼ 1:52; p ¼ 0:067, one-tailed), but
there was no evidence for a difference between the 0- and 40-trials
groups in the face condition (tð45Þ ¼ 0:43; p ¼ 0:33, one-tailed).
Another possible explanation for the difference between faces
and textures in the 1-trial condition is that face identiﬁcation is
more sensitive to the effects of practice than texture identiﬁcation.
However, other aspects of our results are inconsistent with this
2632 Z. Hussain et al. / Vision Research 49 (2009) 2624–2634idea. For example, performance in the texture and face identiﬁca-
tion tasks improved at similar rates during Day 1 (Fig. 2). Further-
more, within-subjects comparisons of performance on Days 1 and
2 found no evidence that the amount of learning in the 1-trial, 5-
trials, and 10-trials group differed in subjects that viewed faces
and textures. Overall, the current results do not provide strong evi-
dence that small amounts of practice had noticeably stronger ef-
fects on face identiﬁcation than texture identiﬁcation.
In other respects as well, practice has similar effects on face-
and texture identiﬁcation: in both tasks, learning is largely exem-
plar-speciﬁc (Hussain et al., 2005), orientation-speciﬁc (Hussain
et al., 2009a, 2009b) and long-lasting (Hussain, Bennett, & Sekuler,
2007). Furthermore, learning in both tasks exhibits partial transfer
of learning to novel stimuli when the time course of learning is
examined at a ﬁne scale. The only difference between learning in
the two tasks is that there is some transfer of learning across ori-
entations with faces but not with textures, a difference which
may be due to the greater structural regularity among faces (Huss-
ain, Sekuler, & Bennett, 2009b).
4.1. Within-session learning versus perceptual deterioration
Interestingly, some studies have suggested that it is possible to
receive too much practice on certain tasks: increasing the number
of practice trials per day beyond some upper limit either leads to
no further improvement on certain tasks (Ofen-Noy, Dudai, & Kar-
ni, 2003; Savion-Lemieux & Penhune, 2005; Wright & Sabin, 2007)
or it can even interfere with learning (Censor et al., 2006; Mednick,
Arman, & Boynton, 2005; Ofen, Moran, & Sagi, 2007). For example,
performance on a texture discrimination task has been reported to
get worse when practice sessions comprising large numbers of tri-
als are conducted within the same day, unless subjects rest or sleep
between sessions (Mednick et al., 2005). The tendency for practice
to worsen performance within the same session (perceptual dete-
rioration) is thought to be due to an adaptation-like process depen-
dent on the frequency of repetitions of the same type of trial
(Censor et al., 2006; Ofen et al., 2007). Perceptual deterioration is
in marked contrast to the within-session improvements reported
for a number of tasks (Beard et al., 1995; Fiorentini & Berardi,
1981; Karni & Sagi, 1993; Matthews et al., 1999; Poggio, Fahle, &
Edelman, 1992), and to the robust within-session learning found
here. Indeed, there was no evidence of perceptual deterioration
in the current tasks, either with small or large amounts of practice
within the session. Instead, performance steadily increased during
the session. The factors that produce deterioration rather than
learning within a session need to be clariﬁed, but it is clear that
perceptual deterioration is not the norm in learning. One obvious
methodological difference is that the studies that show perceptual
deterioration consistently use the method of descending limits,
whereas the current experiments use the method of constant stim-
uli, in which contrasts and noise levels are intermixed, thereby
reducing the scope for adaptation-like processes to accrue during
the session (see Hussain et al., 2008, for a similar discussion).
4.2. Amount versus distribution of practice across days
There is considerable evidence that group-averaged perfor-
mance in a variety of tasks changes as a linear function of the log-
arithm of the number of practice trials (Heathcote et al., 2000;
Newell & Rosenbloom, 1981), however the distribution of trials
across time also inﬂuences performance (Cepeda, Pashler, Vul,
Wixted, & Rohrer, 2006; Donovan & Radosevich, 1999). For exam-
ple, (Savion-Lemieux & Penhune, 2005) measured learning in a
timed motor sequence task in three groups of subjects who re-
ceived 12, 36, or 72 trials per day for ﬁve days. In all groups, per-
formance improved signiﬁcantly across ﬁve days, and the rate ofimprovement was similar across groups. (Savion-Lemieux & Penh-
une, 2005) concluded that learning in their task depended on the
distribution of practice across days, rather than the amount of
practice within each day. Also, Ofen-Noy et al. (2003) measured
the effect of various amounts of practice on reaction times for mak-
ing semantic judgements about mirror-reversed words, and found
that performance was affected signiﬁcantly by the distribution of
practice trials across time. Other perceptual learning studies have
found that between-session improvements in some tasks can be
much larger than within-session effects (e.g., Karni & Sagi, 1993;
Wright & Sabin, 2007). These effects of the distribution of practice
trials often are interpreted as evidence for a consolidation process
that may be dependent on sleep (Mednick, Nakayama, & Stickgold,
2003; Mednick et al., 2002; Stickgold et al., 2000; Stickgold, Whid-
bee, et al., 2000).
However, not all studies learning have found that perceptual
learning requires sleep (Aberg et al., 2009; Fahle, 1997; Park-
osadze, Otto, Malania, Kezeli, & Herzog, 2008; Hussain et al.,
2008; Roth et al., 2005). Aberg et al. (2009), for example, found that
learning in a chevron discrimination task required a minimum
number of trials per session, but that sleep had little if any effect
on performance. The current experiments also found little evi-
dence for the effect of sleep on accuracy, which was well-ﬁt by a
logarithmic function of the number of practice trials regardless of
how those trials were distributed across days. That is not to say
that the effects of sleep were truly zero. Using an experimental de-
sign that differs from the one used here, Hussain et al. (2008) found
a small, transient effect of sleep on face identiﬁcation in a group of
subjects who received 20 trials per condition. In the current study,
our analyses of the local slopes of the practice function yielded
similar results of a transient effect of sleep only in the 40-trials
group in the face identiﬁcation task. However, in both the current
and previous study, the amount of within-session learning was
much larger than the effect of sleep. Perceptual learning in this task
is therefore determined primarily by the number of trials rather
than the distribution of trials across days. Clearly, the effects of
trial spacing and consolidation vary across tasks and methods
(Underwood, 1961), but it is unclear why learning requires a peri-
od of consolidation in some tasks but not others.
4.3. Rapid learning versus one-trial learning
Rapid improvements in performance have been shown in the
time course of learning for several visual tasks, usually within
the ﬁrst 100–200 trials on the ﬁrst day of training (Beard et al.,
1995; Fahle et al., 1995; Karni & Sagi, 1993; Poggio et al., 1992;
Sireteanu & Rettenbach, 1995; Tovee, Rolls, & Ramachandran,
1996). These rapid improvements are thought to reﬂect procedural
learning that generalizes across stimulus conditions, and which
differs from the stimulus-speciﬁc gains that arise from better rep-
resentation of the relevant stimulus properties (Karni & Bertini,
1997). Yet, highly speciﬁc learning can be obtained with a single
target exposure, (i.e., the phenomenon of one-trial learning; Sah-
ley, Gelperin, & Rudy, 1981). One-trial learning typically has been
demonstrated with animals in the context of associative learning
(Armstrong, DeVito, & Cleland, 2006; Balderrama, 1980; Brandon
& Coss, 1982; Cook et al., 2009; Chang & Gelperin, 1980; Malin, Jen-
kins, Watts, Spezia, & Novy, 1986; Sahley et al., 1981), but there are
examples of one-trial learning in humans as well (Rozin, 1986; Tai-
eb-Maimon, 2007). Indeed, some researchers have shown that
stimulus-speciﬁc perceptual learning can occur within the ﬁrst
200 trials (Fahle et al., 1995; Hawkey et al., 2004). A related phe-
nomenon, the so-called ‘‘eureka” effect (Ahissar & Hochstein,
1997), involves abrupt learning after the presentation of a clear
example of the stimulus, where no learning previously occurred
(see also Rubin, Nakayama, & Shapley, 1997). Such learning resem-
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clear internal representation of the stimulus. In the current exper-
iments, there were rapid gains within the ﬁrst session for both
tasks with the methods used, which involved brieﬂy presented tar-
get stimuli at varying signal-to-noise ratios, followed by unlimited
viewing of noiseless thumbnail images during response – condi-
tions favorable to the creation of templates, and potentially, to
the rapid learning observed here. Furthermore, overnight consoli-
dation, which is thought to embody the stimulus-speciﬁc compo-
nent of learning (e.g., Karni & Bertini, 1997) had basically no role
in the learning found for these tasks. Together with the stimulus-
speciﬁcity of learning that we have shown for these tasks else-
where (Hussain et al., 2005, 2009a, 2009b), the current results
suggest that speciﬁcity of learning is embedded in early improve-
ments, consistent with Hawkey et al. (2004), and consistent with
our earlier work showing robust perceptual learning of faces
without sleep (Hussain et al., 2008). Future experiments must
conﬁrm whether the initial gains on these tasks truly are stimu-
lus-speciﬁc, or whether speciﬁcity emerges later in practice, as is
true in certain cases (Aberg et al., 2009).4.4. Conclusions
Small amounts of practice can improve accuracy on texture-
and face identiﬁcation, but large amounts of practice are better.
Faces can be learned with as little as one trial per condition. The
beneﬁts from reduced training are evident early in the test session,
but more difﬁcult to discern in average performance pooled over
many trials due to the substantial inﬂuence of within-session
learning by the relatively naive groups. Performance does not dete-
riorate across trials for these tasks, and sleep has little to no effect
on overall learning. Instead, learning is an incremental function of
practice.References
Aberg, K., Tartaglia, E., & Herzog, M. (2009). Perceptual learning with chevrons
requires a minimal number of trials, transfers to untrained directions, but does
not require sleep. Vision Research, 49(16), 2087–2094.
Ahissar, M., & Hochstein, S. (1997). Task difﬁculty and the speciﬁcity of perceptual
learning. Nature, 387, 401–406.
Armstrong, C., DeVito, L., & Cleland, T. (2006). One-trial associative odor learning in
neonatal mice. Chemical Senses, 31(4), 343–349.
Balderrama, N. (1980). One trial learning in the american cockroach, Periplaneta-
americana. Journal of Insect Physiology, 26(8), 499–504.
Ball, K., & Sekuler, R. (1982). A speciﬁc and enduring improvement in visual-motion
discrimination. Science, 218(4573), 697–698.
Ball, K., & Sekuler, R. (1987). Direction-speciﬁc improvement in motion
discrimination. Vision Research, 27(6), 953–965.
Beard, B., Levi, D., & Reich, L. (1995). Perceptual learning in parafoveal vision. Vision
Research, 35(12), 914–924.
Bennett, P. J., Sekuler, R., & Sekuler, A. B. (2007). The effects of aging on motion
detection and direction identiﬁcation. Vision Research, 47(6), 799–809.
Brainard, D. H. (1997). The psychophysics toolbox. Spatial Vision, 10(4), 433–436.
Brandon, J., & Coss, R. (1982). Rapid dendritic spine stem shortening during one-trial
learning – The honeybees 1st orientation ﬂight. Brain Research, 252(1), 51–61.
Censor, N., Karni, A., & Sagi, D. (2006). A link between perceptual learning,
adaptation and sleep. Vision Research, 46(23), 4071–4074.
Censor, N., & Sagi, D. (2008). Beneﬁts of efﬁcient consolidation: Short training
enables long-term resistance to perceptual adaptation induced by intensive
testing. Vision Research, 48(7), 970–977.
Censor, N., Sagi, D. (2009). Global resistance to local perceptual adaptation in
texture discrimination. Vision Research.
Cepeda, N. J., Pashler, H., Vul, E., Wixted, J. T., & Rohrer, D. (2006). Distributed
practice in verbal recall tasks: A review and quantitative synthesis. Psychological
Bulletin, 132(3), 354–380.
Chang, J., & Gelperin, A. (1980). Rapid taste-aversion learning by an isolated
molluscan central nervous system. Proceedings of the National Academy of
Sciences of the United States of America, 77(10), 6204–6206.
Chung, S. T. L., Levi, D. M., & Li, R. W. (2006). Learning to identify contrast-deﬁned
letters in peripheral vision. Vision Research, 46(6–7), 1038–1047.
Cohen, J. (1988). Statistical power analysis for the behavioral sciences (2nd ed.).
Hillsdale, NJ: L. Erlbaum Associates.Cook, R., & Fagot, J. (2009). First trial rewards promote 1-trial learning and
prolonged memory in pigeon and baboon. Proceedings of the National Academy of
Sciences of the United States of America, 106(23), 9530–9533. June.
Donovan, J., & Radosevich, D. (1999). A meta-analytic review of the distribution of
practice effect. Journal of Applied Psychology, 84, 795–805.
Dosher, B., & Lu, Z.-L. (2005). Perceptual learning in clear displays optimizes
perceptual expertise: Learning the limiting process. Proceedings of the National
Academy of Sciences of the United States of America, 102(14), 5286–5290.
Dosher, B. A., & Lu, Z.-L. (2007). The functional form of performance improvements
in perceptual learning: Learning rates and transfer. Psychological Science, 18(6),
531–539.
Fahle, M. (1997). Speciﬁcity of learning curvature, orientation, and vernier
discriminations. Vision Research, 37(14), 1885–1895.
Fahle, M., Edelman, S., & Poggio, T. (1995). Fast perceptual learning in hyperacuity.
Vision Research, 35(21), 3003–3013.
Fiorentini, A., & Berardi, N. (1981). Learning in grating waveform discrimination:
Speciﬁcity for orientation and spatial frequency. Vision Research, 21(7),
1149–1158.
Furmanski, C. S., & Engel, S. A. (2000). Perceptual learning in object recognition:
Object speciﬁcity and size invariance. Vision Research, 40(5), 473–484.
Gold, J., Bennett, P. J., & Sekuler, A. B. (1999a). Identiﬁcation of band-pass ﬁltered
letters and faces by human and ideal observers. Vision Research, 39(21),
3537–3560.
Gold, J., Bennett, P. J., & Sekuler, A. B. (1999b). Signal but not noise changes with
perceptual learning. Nature, 402(6758), 176–178.
Gold, J. M., Sekuler, A. B., & Bennett, P. J. (2004). Characterizing perceptual learning
with external noise. Cognitive Science, 28, 167–207.
Hauptmann, B., Reinhart, E., Brandt, S. A., & Karni, A. (2005). The predictive value of
the leveling off of within session performance for procedural memory
consolidation. Brain Research, Cognitive Brain Research, 24(2), 181–189.
Hawkey, D., Amitay, S., & Moore, D. (2004). Early and rapid perceptual learning.
Nature Neuroscience, 7(10), 1055–1056.
Heathcote, A., Brown, S., & Mewhort, D. J. (2000). The power law repealed: The case
for an exponential law of practice. Psychonomic Bulletin & Review, 7(2), 185–207.
Herzog, M. H., & Fahle, M. (1997). The role of feedback in learning a vernier
discrimination task. Vision Research, 37(15), 2133–2141.
Holm, S. (1979). A simple sequentially rejective multiple test procedure.
Scandinavian Journal of Statistics, 6, 65–70.
Hothorn, T., Bretz, F., & Westfall, P. (2008). Simultaneous inference in general
parametric models. Biometrical Journal, 50(3), 346–363.
Husk, J. S., Bennett, P. J., & Sekuler, A. B. (2007). Inverting houses and textures:
Investigating the characteristics of learned inversion effects. Vision Research,
47(27), 3350–3359.
Hussain, Z., Bennett, P. J., & Sekuler, A. B. (2005). Perceptual learning of faces and
textures is tuned to trained identities. Perception: ECVP Abstract Supplement, 34.
Hussain, Z., Bennett, P. J., & Sekuler, A. B. (2007). Superior identiﬁcation of familiar
visual patterns a year after learning. Journal of Vision, 7(9), 797a.
Hussain, Z., Sekular, A. B., & Bennett, P. J. (2009a). Contrast-reversal abolishes
perceptual learning. Journal of Vision, 9(4), 1–15.
Hussain, Z., Sekuler, A. B., & Bennett, P. J. (2009b). Perceptual learning modiﬁes
inversion effects for faces and textures. Vision Research, 49, 2273–2284.
Hussain, Z., Sekuler, A. B., & Bennett, P. J. (2008). Robust perceptual learning of faces
in the absence of sleep. Vision Research, 48(28), 2785–2792.
Jeter, P., Dosher, B., Petrov, A., & Lu, Z.-L. (2009). Task precision at transfer
determines speciﬁcity of perceptual learning. Journal of Vision, 9(3), 1–13.
Karni, A., & Bertini, G. (1997). Learning perceptual skills: Behavioral probes into
adult cortical plasticity. Current Opinion in Neurobiology, 7(4), 530–535.
Karni, A., & Sagi, D. (1993). The time course of learning a visual skill. Nature,
365(6443), 250–252.
Karni, A., Tanne, D., Rubenstein, B. S., Askenasy, J. J., & Sagi, D. (1994). Dependence
on rem sleep of overnight improvement of a perceptual skill. Science, 265(5172),
679–682.
Kourtzi, Z., Betts, L., Sarkheil, P., & Welchman, A. (2005). Distributed neural
plasticity for shape learning in the human visual cortex. PLOS Biology, 3(7).
Maertens, M., & Pollmann, S. (2005). Fmri reverals a common neural substrate of
illusory and real contours in v1 after perceptual learning. Journal of Cognitive
Neuroscience, 17(10), 1553–1564.
Malin, D., Jenkins, P., Watts, M., Spezia, P., & Novy, B. (1986). One-trial
discriminative reward learning-reward magnitude and spatial reversal effects.
Pharmacology Biochemistry and Behavior, 25(1), 303.
Matthews, N., Liu, Z., Geesaman, B., & Qian, N. (1999). Perceptual learning on
orientation and direction discrimination. Vision Research, 30(22), 3692–
3701.
Mednick, S., Nakayama, K., & Stickgold, R. (2003). Sleep-dependent learning: A nap
is as good as a night. Nature Neuroscience, 6(7), 697–698.
Mednick, S. C., Arman, A. C., & Boynton, G. M. (2005). The time course and speciﬁcity
of perceptual deterioration. Proceedings of the National Academy of Sciences of the
United States of America, 102(10), 3881–3885.
Mednick, S. C., Nakayama, K., Cantero, J. L., Atienza, M., Levin, A. A., Pathak, N., et al.
(2002). The restorative effect of naps on perceptual deterioration. Nature
Neuroscience, 5(7), 677–681.
Newell, A., & Rosenbloom, P. (1981). Mechanisms of skill acquisition and the law of
practice. In J. Anderson (Ed.), Cognitive skills and their acquisition (pp. 1–55).
Academic Press.
Ofen, N., Moran, A., & Sagi, D. (2007). Effects of trial repetition in texture
discrimination. Vision Research, 47(8), 1094–1102.
2634 Z. Hussain et al. / Vision Research 49 (2009) 2624–2634Ofen-Noy, N., Dudai, Y., & Karni, A. (2003). Skill learning in mirror reading: How
repetition determines acquisition. Cognitive Brain Research, 17, 507–521.
Parkosadze, K., Otto, T. U., Malania, M., Kezeli, A., & Herzog, M. H. (2008). Perceptual
learning of bisection stimuli under roving: Slow and largely speciﬁc. Journal of
Vision, 8(1), 5.1–8.
Pelli, D. G. (1997). The videotoolbox software for visual psychophysics:
Transforming numbers into movies. Spatial Vision, 10(4), 437–442.
Poggio, T., Fahle, M., & Edelman, S. (1992). Fast perceptual learning in visual
hyperacuity. Science, 256(5059), 1018–1021.
Pourtois, G., Rauss, K., Vuilleumier, P., & Schwarz, S. (2008). Effects of perceptual
learning on primary visual cortex activity in humans. Vision Research, 48(1),
55–62.
R Development Core Team (2007). R: A language and environment for statistical
computing. R foundation for statistical computing, Vienna, Austria <http://www.R-
project.org>.
Raiguel, S., Vogels, R., Mysore, S., & Orban, G. (2006). Learning to see the difference
speciﬁcally alters the most informative v4 neurons. The Journal of Neuroscience,
26(24), 6589–6602.
Rainer, G., Lee, H., & Logothetis, N. K. (2004). The effect of learning on the function of
monkey extrastriate visual cortex. PLOS Biology, 2(2).
Richards, E., Bennett, P., & Sekuler, A. (2006). Age related differences in learning
with the useful ﬁeld of view. Vision Research, 46(25), 4217–4231.
Ritter, F. E., & Schooler, L. J. (2001). The learning curve. In N. J. Smelser & P. B. Baltes
(Eds.), International encyclopedia of the social & behavioral sciences
(pp. 8602–8605). Oxford: Pergamon.
Roth, D. A.-E., Kishon-Rabin, L., Hildesheimer, M., & Karni, A. (2005). A latent
consolidation phase in auditory identiﬁcation learning: Time in the awake state
is sufﬁcient. Learning & Memory, 12(2), 159–164.
Rozin, P. (1986). One-trial acquired likes and dislikes in humans – Disgust as a us,
food predominance, and negative learning predominance. Learning and
Motivation, 17(2), 180–189.
Rubin, N., Nakayama, K., & Shapley, R. (1997). Abrupt learning and retinal size
speciﬁcity in illusory-contour perception. Current Biology, 7(7), 461–467.
Sahley, C., Gelperin, A., & Rudy, J. (1981). One-trial associative learning modiﬁes
food odor preferences of a terrestrial mollusk. Proceedings of the National
Academy of Sciences of the United States of America – Biological Sciences, 78(1),
640–642.
Savion-Lemieux, T., & Penhune, V. (2005). The effects of practice and delay on motor
skill learning and retention. Experimental Brain Research, 161, 423–431.
Schoups, A., Vogels, R., Qian, N., & Orban, G. (2001). Practising orientation
identiﬁcation improves orientation coding in v1 neurons. Nature, 412, 549–553.Schoups, A. A., Vogels, R., & Orban, G. A. (1995). Human perceptual learning in
identifying the oblique orientation: Retinotopy, orientation speciﬁcity and
monocularity. Journal of Physiology, 483(Pt 3), 797–810.
Schwartz, S., Maquet, P., & Frith, C. (2002). Neural correlates of perceptual learning:
A functional mri study of visual texture discrimination. Proceedings of the
National Academy of Sciences of the United States of America, 99(26),
17137–17142.
Sigman, M., & Gilbert, C. D. (2000). Learning to ﬁnd a shape. Nature Neuroscience,
3(3), 264–269.
Sireteanu, R., & Rettenbach, R. (1995). Perceptual learning in visual search: Fast,
enduring but non-speciﬁc. Vision Research, 35(14), 2037–2043.
Sowden, P., Rose, D., & Davies, I. (2002). Perceptual learning of luminance contrast
detection: Speciﬁc for spatial frequency and retinal location but not orientation.
Vision Research, 42(10), 1249–1258.
Stickgold, R., James, L., & Hobson, J. A. (2000). Visual discrimination learning
requires sleep after training. Nature Neuroscience, 3(12), 1237–1238.
Stickgold, R., Whidbee, D., Schirmer, B., Patel, V., & Hobson, J. A. (2000). Visual
discrimination task improvement: A multi-step process occurring during sleep.
Journal of Cognitive Neuroscience, 12(2), 246–254.
Taieb-Maimon, M. (2007). Learning headway estimation in driving. Human Factors,
49(4), 734–744.
Tovee, M., Rolls, E., & Ramachandran, V. (1996). Rapid visual learning in the
neurones of the primate temporal visual cortex. Neuroreport, 7(15–17),
2757–2760.
Tyler, C. W., Liu, H. C. L., McBride, B., Kontsevich, L. (1992). Bit-stealing: How to get
1786 or more gray levels for an 8-bit color monitor. In B. E. Rogowitz
(Ed.),Proceedings of SPIE: Human vision, visual processing and digital display III
(Vol. 1666. pp. 351–364).
Underwood, B. (1961). Ten years of massed practice on distributed practice.
Psychological Review, 68(4), 229–247.
Westfall, P. H. (1997). Multiple testing of general contrasts using logical constraints
and correlations. Journal of the American Statistical Association, 92(437), 299–306.
Wilcox, R. R. (2005). Introduction to robust estimation and hypothesis testing (2nd
ed.). Amsterdam: Elsevier/Academic Press.
Wright, B., & Sabin, A. (2007). Perceptual learning: How much daily training is
enough? Experimental Brain Research, 180(4), 727–736.
Yi, D.-J., Olson, I. R., & Chun, M. M. (2006). Shape-speciﬁc perceptual learning in a
ﬁgure-ground segregation task. Vision Research, 46(6-7), 914–924.
Yotsumoto, Y., Watanabe, T., & Sasaki, Y. (2008). Different dynamics of performance
and brain activation in the time course of perceptual learning. Neuron, 57(6),
827–833.
