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Abstract
This paper examines the existence and region of convergence of Fourier transform of the
functions of bicomplex variables with the help of projection on its idempotent components as
auxiliary complex planes. Several basic properties of this bicomplex version of Fourier trans-
form are examined.
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1 Introduction
The theory of bicomplex numbers is a matter of active research for quite a long time since the sem-
inal work of Segre [1] in search of a special algebra. The algebra of bicomplex numbers are widely
used in the literature as it becomes a viable commutative alternative [2, 3] to the non-commutative
skew field of quaternions introduced by Hamilton [4] (both are four-dimensional and generaliza-
tion of complex numbers). The commutativity in the former is gained at the cost of the fact that
the ring of these numbers contains zero-divisors and so can not form a field [5]. However the
novelty of commutativity of bicomplex numbers is that the later can be recognized as the com-
plex numbers with complex coefficients as it’s immediate effect and so there are deep similarities
between the properties of complex and bicomplex numbers [6]. Many recent developments have
aimed to achieve different algebraic [7, 8, 9, 13] and geometric [10, 11, 12] properties of bicomplex
numbers, the analysis of bicomplex functions [14, 15, 16, 17, 18] and its applications on differ-
ent branches of physics (such as quantum physics,High energy physics, Bifurcation and chaos etc)
[19, 20, 21, 22, 23, 24] to name a few.
In two recent developments [25, 26] efforts have been done to extend the Laplace transform and
its inverse transform in the bicomplex variables from their complex counterpart. In their procedure
the idempotent representation of the bicomplex variables plays a vital role. Actually these idem-
potent components are complex valued and the bicomplex counterpart simply is their combination
with idempotent hyperbolic numbers. The Laplace transform of these idempotent complex variables
within their regions of convergence are taken and then the bicomplex version of that transform can
be obtained directly by combination of them with idempotent hyperbolic numbers. The region of
convergence in the later case will be the union of the respective regions of those idempotent com-
plex variables. Bicomplex version of the inversion of Laplace transform is achieved by employing
the residual procedure on both the complex planes in connection to idempotent representation.
In the same spirit we take up the study for existence of Fourier transform and the region of con-
vergence in bicomplex variables. The Fourier transform [27, 28] is actually a reversible operation
employed to transform signals between the spatial (or time) domain and the frequency domain. Most
often in the literature f is a real valued function and its Fourier transform fˆ is complex valued where
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a complex number describes both the amplitude and phase of a corresponding frequency component.
In this paper one of our concern is to extend the Fourier transform in bicomplex variables from
its complex version that can capable of transferring signals from real-valued (t) domain to bicom-
plex frequency (ω) domain. The later should have two idempotent complex frequency components
ω1 and ω2.
The organization of our paper is as follows:
Section 2 introduces a brief preliminaries of bicomplex numbers. In section 3 we present the ex-
istence and region of convergence of bicomplex version of Fourier transform. Some of its basic
properties are extended from complex Fourier transform and finally section 4 contains the conclu-
sion.
2 Bicomplex numbers
We start with an unconventional interpretation of the set of complex numbers C in which its mem-
bers are found by duplication of the elements of the set of real numbers R in association with a
non-real unit i, such that i2 = −1 in the form
C = {z = x+ iy : x, y ∈ R}. (1)
Now if we repeat our duplication process once on the members of C, for neatness we first denote
the imaginary unit i of (1) by i1 resulting
C(i1) = {z = x+ i1y : x, y ∈ R}.
If i2 be a new imaginary unit associated with duplication, having the properties
i2
2 = −1; i1i2 = i2i1; ai2 = i2a, ∀a ∈ R
we can extend C(i1) onto the set of bicomplex numbers
C2 = {ω = z1 + i2z2 : z1, z2 ∈ C(i1)} (2)
where an additional structure of commutative multiplication is imbedded.
Going back to the real variables, for z1 = x1 + i1x2 and z2 = x3 + i1x4, the bicomplex numbers
admits of an alternative representation of the form
ω = x1 + i1x2 + i2x3 + i1i2x4
which is the linear combination of four units: one real unit 1, two imaginary units i1, i2 and one
non-real hyperbolic unit i1i2(= i2i1) for which (i1i2)2 = 1. In particular if x2 = x3 = 0 one may
identify bicomplex numbers with the hyperbolic numbers.
However looking onto the algebraic structure of C2 we can observe that it becomes a commuta-
tive ring with unit and R,C(i1) are two subrings embedded within it as
R ≡ {z1 + i2z2 : z2 = 0, z1 ∈ R} ⊂ C2
C(i1) ≡ {z1 + i2z2 : z2 = 0, z1 ∈ C(i1)} ⊂ C2.
Interestingly, we may indeed identify the set of complex numbers C with duplication of reals
associated with imaginary unit i2, i.e.
C(i2) = {z = x+ i2y : x, y ∈ R}
2
as another possible subring imbedding onto C2. Both C(i1) and C(i2) are isomorphic to C but are
essentially different.
Furthermore for two arbitrary bicomplex numbers ω = z1 + i2z2 and ω′ = z′1 + i2z′2;
z1, z2, z
′
1, z
′
2 ∈ C(i1) the scalar addition is defined by
ω + ω′ = (z1 + z
′
1) + i2(z2 + z
′
2)
and the scalar multiplication is governed by
ω.ω′ = (z1z
′
1 − z2z′2) + i2(z2z′1 + z1z′2).
2.1 Idempotent representation
We now introduce two bicomplex numbers
e1 =
1 + i1i2
2
, e2 =
1− i1i2
2
(3)
those satisfy
e1 + e2 = 1, e1.e2 = e2.e1 = 0, e1
2 = e1.e1 = e1, e2
2 = e2.e2 = e2.
The second requirement indicates that e1, e2 are orthogonal while the last two signal them as idem-
potent. They offer us a unique decomposition of C2 in the following form:
for any ω = z1 + i2z2 ∈ C2;
z1 + i2z2 = (z1 − i1z2)e1 + (z1 + i1z2)e2 (4)
resulting a pair of mutually complementary projections
P1 : (z1 + i2z2) ∈ C2 7→ (z1 − i1z2) ∈ C(i1)
P2 : (z1 + i2z2) ∈ C2 7→ (z1 + i1z2) ∈ C(i1).
One may at once verify that P12 = P1,P22 = P2,P1e1 + P2e2 = I and for any ω1, ω2 ∈ C2;
Pk(ω1 + ω2) = Pk(ω1) + Pk(ω2)
Pk(ω1ω2) = Pk(ω1)Pk(ω2), k = 1, 2.
At this stage, we now mention the auxiliary complex spaces of the space of bicomplex numbers
which are
A1 = {P1(ω) : ω ∈ C2}
A2 = {P2(ω) : ω ∈ C2}.
2.2 Bicomplex functions
We start with a bicomplex-valued function f : Ω ⊂ C2 7→ C2. The derivative of f at a point ω0 ∈ Ω
is defined by
f ′(ω0) = lim
h→0
f(ω0 + h)− f(ω0)
h
provided the limit exists and the domain Ω is so chosen that h = h0 + i1h1 + i2h2 + i1i2h3 is invert-
ible. (It is direct to prove that h is not invertible only for h0 = −h3, h1 = h2 or h0 = h3, h1 = −h2).
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If the bicomplex derivative of f exists at each point of it’s domain Ω then, in similar to complex
functions, f will be a bicomplex holomorphic function in Ω. Indeed if f can be expressed as
f(ω) = g1(z1, z2) + i2g2(z1, z2), ω = (z1 + i2z2) ∈ Ω
then f will be holomorphic if and only if g1, g2 are both complex holomorphic in z1, z2 [18] and
∂g1
∂z1
=
∂g2
∂z2
,
∂g1
∂z2
= −∂g2
∂z1
.
Moreover f ′(ω) = ∂g1
∂z2
+ i2
∂g2
∂z1
and it is invertible only when det
(
∂g1
∂z1
∂g1
∂z2
∂g2
∂z1
∂g2
∂z2
)
6= 0.
In the following we take up the idempotent representation of bicomplex numbers which is crucial
in a deeper understanding of the analysis of holomorphic functions. Any bicomplex holomorphic
function f : Ω ⊂ C2 7→ C2 involving unique idempotent decomposition into two complex- valued
functions [18] reads as
f(ω) = f1(ω1)e1 + f2(ω2)e2, ω = (ω1e1 + ω2e2) ∈ Ω.
One may then verify in a straightforward way that
Ω1 = {ω1 : ω ∈ Ω} ⊂ C(i1)
Ω2 = {ω2 : ω ∈ Ω} ⊂ C(i1)
will be domain of complex-valued functions f1 and f2 respectively. In view of projection operators
P1 and P2 that can be represented as
Ω1 = P1(Ω) ⇒ f1 ≡ P1f
Ω2 = P2(Ω) ⇒ f2 ≡ P2f.
Indeed in case of bicomplex-valued holomorphic functions most often the properties of its idem-
potent complex-valued holomorphic components are just carried over their bicomplex counterpart
[17]. For example, f(ω) will be convergent in a domain Ω if and only if f1(ω1), f2(ω2) are conver-
gent in their domains Ω1 = P1(Ω) and Ω2 = P2(Ω) respectively.
3 Bicomplex version of Fourier transform
In this section our aim is to extend the Fourier transform F : D ⊂ R 7→ C2 in bicomplex variables
from its complex version and to verify the basic properties in our version those hold good in later
case.
3.1 Conjecture
Suppose f(t) be a real-valued function that is continuous for −∞ < t < ∞ and satisfies the
estimates
| f(t) |≤ C1 exp(−αt), t ≥ 0, α > 0
| f(t) |≤ C2 exp(βt), t ≤ 0, β > 0 (5)
which guarantees that f is absolute integrable on the whole real line.
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Now we start with the complex Fourier transform [29] F : D ⊂ R 7→ C(i1). The complex
Fourier transform of f(t) associted with complex frequency ω1 is defined by
fˆ1(ω1) = F{f(t)} =
∫ ∞
−∞
exp(i1ω1t)f(t)dt, ω1 ∈ C(i1)
together with the requirement of | fˆ1(ω1) |<∞.
Now for ω1 = x+ i1y,
| fˆ1(ω1) |=|
∫ ∞
−∞
exp(i1ω1t)f(t)dt |≤
∫ ∞
−∞
| exp(−yt)f(t) | dt
=
∫ 0
−∞
exp(−yt) | f(t) | dt+
∫ ∞
0
exp(−yt) | f(t) | dt
≤ C2
∫ 0
−∞
exp{(β − y)t}dt+ C1
∫ ∞
0
exp{−(α + y)t}dt
= C2
1
β − y + C1
1
α + y
where we use the estimates (5) and the facts | exp(i1xt) |= 1, | exp(−yt) |= exp(−yt), as
exp(−yt) > 0.
Then the requirement | fˆ1(ω1) |<∞ only implies that −α < y < β. As its consequence fˆ1(ω1)
is holomorphic in the strip
Ω1 = {ω1 ∈ C(i1) : −∞ < Re (ω1) <∞,−α < Im (ω1) < β}.
In similar arguments the complex Fourier transform of f(t) associted with another complex
frequency ω2 will be
fˆ2(ω2) =
∫ ∞
−∞
exp(i1ω2t)f(t)dt, ω2 ∈ C(i1)
which will be holomorphic in the strip
Ω2 = {ω2 ∈ C(i1) : −∞ < Re (ω2) <∞,−α < Im (ω2) < β}.
Now employing duplication over these complex functions fˆ1(ω1), fˆ2(ω2) in association with
idempotent units e1 and e2 we observe that
fˆ1(ω1)e1 + fˆ2(ω2)e2 =
∫ ∞
−∞
exp(i1ω1t)f(t)dt.e1 +
∫ ∞
−∞
exp(i1ω2t)f(t)dt.e2
=
∫ ∞
−∞
exp(i1{ω1e1 + ω2e2}t)f(t)dt
=
∫ ∞
−∞
exp(i1ωt)f(t)dt
= fˆ(ω)
where we use duplication of complex frequencies ω1, ω2 to obtain bicomplex frequency ω as
ω = ω1e1 + ω2e2.
5
Since fˆ1(ω1), fˆ2(ω2) are complex holomorphic functions in Ω1,Ω2 respectively then as it’s nat-
ural consequence the bicomplex function fˆ(ω) will be holomorphic in the region
Ω = {ω ∈ C2 : ω = ω1e1 + ω2e2, ω1 ∈ Ω1 and ω2 ∈ Ω2}.
It is worthwhile to mention that the complex-valued holomorphic functions fˆ1(ω1) and fˆ2(ω2)
are both convergent absolutely in Ω1 and Ω2 respectively. Then it is direct to prove that the region
of absolute convergence of fˆ(ω) will be Ω.
For better geometrical understanding of the region of convergence of bicomplex Fourier trans-
form it will be advantageous to use the general four-unit representation of bicomplex numbers. In
this occasion we take conventional representation of ω1, ω2 ∈ C(i1) as
ω1 = x1 + i1x2, ω2 = y1 + i1y2; x1, x2, y1, y2 ∈ R (6)
where the requirement for ω1 ∈ Ω1 and ω2 ∈ Ω2 imply−∞ < x1, y1 <∞
and−α < x2 < β; −α < y2 < β. Using these and (3) ω takes the explicit four-components form
ω =
x1 + y1
2
+ i1
x2 + y2
2
+ i2
y2 − x2
2
+ i1i2
x1 − y1
2
= a0 + i1a1 + i2a2 + i1i2a3 (7)
where a0, a1, a2, a3 ∈ R.
On the basis of the restrictions on x2 and y2 given in (6), the following three possibilities can
occur:
1. If x2 = y2, it is trivial to obtain −α < a1 < β and a2 = 0,
2. For x2 > y2 one may infer −α− a2 < a1 < β + a2 whereas −α+β2 < a2 < 0,
3. If x2 < y2 then in similar to previous possibility we obtain −α + a2 < a1 < β − a2 and
0 < a2 <
α+β
2
,
whereas −∞ < a0, a3 <∞ in all three cases.
Considering all of these results we conclude that
−∞ < a0, a3 <∞,−α+ | a2 |< a1 < β− | a2 | and 0 ≤| a2 |< α + β
2
and hence the region of convergence of fˆ(ω) (See fig-1 in appendix for a1 − a2 plane section of the
region) can be identified as
Ω = {ω = a0+i1a1+i2a2+i1i2a3 ∈ C2 : −∞ < a0, a3 <∞;−α+ | a2 |< a1 < β− | a2 |; 0 ≤| a2 |< α+ β
2
}.
(8)
• Conversely, the existence of bicomplex Fourier transform fˆ(ω) can be obtained in the follow-
ing way:
If ω = a0 + i1a1 + i2a2 + i1i2a3 ∈ Ω ; −∞ < a0, a3 < ∞,−α+ | a2 |< a1 < β− | a2 |
, and 0 ≤| a2 |< α+β2 . Now expressing ω in idempotent components as
ω = a0+i1a1+i2a2+i1i2a3 = [(a0+a3)+i1(a1−a2)]e1+[(a0−a3)+i1(a1+a2)]e2 = ω1e1+ω2e2
we obtain
1. a2 = 0 and −α < a1 < β trivially leads −α < a1 − a2 < β and −α < a1 + a2 < β,
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2. when a2 < 0, from the first inequality of−α−a2 < a1 < β+a2 we can get−α < a1+a2
whereas the last inequality gives a1 − a2 < β. Following a2 < 0 these results can be
interpreted as −α < a1 + a2 < a1 − a2 and a1 + a2 < a1 − a2 < β which in together
combined into −α < a1 + a2 < a1 − a2 < β,
3. when a2 > 0, from the first inequality of−α+a2 < a1 < β−a2 we can get−α < a1−a2
whereas the last inequality gives a1 + a2 < β. Following a2 > 0 these results can be
interpreted as −α < a1 − a2 < a1 + a2 and a1 − a2 < a1 + a2 < β which in together
combined into −α < a1 − a2 < a1 + a2 < β,
Hence the result.
Now we are ready to define the Fourier transform for bicomplex variable.
3.2 Definition
Let f(t) be a real-valued continuous function in (−∞,∞) that satisfies the estimates (5). The
Fourier transform of f(t) can be defined as
fˆ(ω) = F{f(t)} =
∫ ∞
−∞
exp(i1ωt)f(t)dt, ω ∈ C2. (9)
The Fourier transform fˆ(ω) exists and holomorphic for all ω ∈ Ω where Ω (given in (8)) is the
region of absolute convergence of fˆ .
3.3 Existence of Fourier transform
Theorem: If f(t) be a real valued function and is continuous for−∞ < t <∞ satisfying estimates
(5) then fˆ(ω) (defined in (9)) exists in the region (8).
Proof:
fˆ(ω) =
∫ ∞
−∞
exp(i1ωt)f(t)dt
=
∫ ∞
−∞
exp(i1ω1t)f(t)dt.e1 +
∫ ∞
−∞
exp(i1ω2t)f(t)dt.e2
Both the integrals exist when−α < Im (ω1 = x1+ i1x2) < β and−α < Im (ω2 = y1+ i1y2) < β.
So fˆ(ω) exists for ω = ω1e1 + ω2e2 = a0 + i1a1 + i2a2 + i1i2a3 where
−∞ < a0, a3 <∞,−α+ | a2 |< a1 < β− | a2 |, and 0 ≤| a2 |< α + β
2
.
3.4 Uniqueness of Fourier transform
Theorem: If f(t) and g(t) have Fourier transforms fˆ(ω) and gˆ(ω) respectively and
fˆ(ω) = gˆ(ω), then f(t) = g(t).
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Proof: Let fˆ(ω) = fˆ1(ω1)e1 + fˆ2(ω2)e2 and gˆ(ω) = gˆ1(ω1)e1 + gˆ2(ω2)e2 in their idempotent
representations. Now fˆ(ω) = gˆ(ω) is possible if and only if
fˆ1(ω1) = gˆ1(ω1) and fˆ2(ω2) = gˆ2(ω2)
⇒
∫ ∞
−∞
exp(i1ω1t)f(t)dt =
∫ ∞
−∞
exp(i1ω1t)g(t)dt
and
∫ ∞
−∞
exp(i1ω2t)f(t)dt =
∫ ∞
−∞
exp(i1ω2t)g(t)dt
⇒ f(t) = g(t).
3.5 Basic properties of Fourier transform
1. Linearity property
Theorem: If the Fourier transforms of f(t) and g(t) are fˆ(ω) and gˆ(ω) respectively and a and
b are constants then F(af + bg) = afˆ + bgˆ.
Proof: Let fˆ and gˆ are both defined for ω(= ω1e1 + ω2e2) ∈ Ω, ω1 ∈ Ω1, ω2 ∈ Ω2, then
F {af(t) + bg(t)} =
∫ ∞
−∞
exp(i1ωt) {af(t) + bg(t)} dt
=
∫ ∞
−∞
exp(i1{ω1e1 + ω2e2}t) {af(t) + bg(t)} dt
=
∫ ∞
−∞
exp(i1ω1t) {af(t) + bg(t)} dt.e1 +
∫ ∞
−∞
exp(i1ω2t) {af(t) + bg(t)} dt.e2
= a
[∫ ∞
−∞
exp(i1ω1t)f(t)dt.e1 +
∫ ∞
−∞
exp(i1ω2t)f(t)dt.e2
]
+b
[∫ ∞
−∞
exp(i1ω1t)g(t)dt.e1 +
∫ ∞
−∞
exp(i1ω2t)g(t)dt.e2
]
= a
∫ ∞
−∞
exp(i1{ω1e1 + ω2e2}t)f(t)dt+ b
∫ ∞
−∞
exp(i1{ω1e1 + ω2e2}t)g(t)dt
= a
∫ ∞
−∞
exp(i1ωt)f(t)dt+ b
∫ ∞
−∞
exp(i1ωt)g(t)dt = afˆ(ω) + bgˆ(ω).
2. Shifting property
Theorem: If fˆ(ω) is the Fourier transforms of f(t) then F {f(t− a)} = exp(i1ωa)fˆ(ω).
Proof: By definition F {f(t− a)} = ∫∞
−∞
exp(i1ωt)f(t− a)dt.
Now for t = a+ u, the integral in right hand side is equal to∫∞
−∞
exp{i1ω(a+ u)}f(u)du = exp(i1ωa)
∫∞
−∞
exp(i1ωu)f(u)du = exp(i1ωa)fˆ(ω).
3. Scaling property
Theorem: If fˆ(ω) is the Fourier transforms of f(t) then F{f(at)} = 1
|a|
fˆ(ω
a
) where a 6= 0.
Proof: If a > 0 then F{f(at)} = ∫∞
−∞
exp(i1ωt)f(at)dt =
1
a
∫∞
−∞
exp(i1
ω
a
u)f(u)du =
1
a
fˆ(ω
a
) where we take at = u.
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If a < 0 then for a = −b : b > 0 we have F{f(at)} = ∫∞
−∞
exp(i1ωt)f(at)dt =∫∞
−∞
exp(i1ωt)f(−bt)dt. Now taking bt = −u the integral is −1b
∫ −∞
∞
exp(i1
ω
−b
u)f(u)du =
1
b
∫∞
−∞
exp(i1
ω
−b
u)f(u)du = 1
−a
∫∞
−∞
exp(i1
ω
a
u)f(u)du = 1
−a
fˆ(ω
a
).
From above these results we conclude F{f(at)} = 1
|a|
fˆ(ω
a
).
4. Convolution theorem
Theorem: The Fourier transform of the convolution of two functions f(t) and g(t),−∞ <
t <∞ is the product of their Fourier transforms, respectively fˆ(ω) and gˆ(ω) i.e.
F {f(t) ∗ g(t)} = F
{∫ ∞
−∞
f(u)g(t− u)du
}
= fˆ(ω)gˆ(ω).
Proof: By definition
F {f(t) ∗ g(t)} = F
{∫ ∞
−∞
f(u)g(t− u)du
}
=
∫ ∞
−∞
exp(i1ωt)
{∫ ∞
−∞
f(u)g(t− u)du
}
dt
=
∫ ∞
−∞
exp(i1ω1t)
{∫ ∞
−∞
f(u)g(t− u)du
}
dt.e1 +
∫ ∞
−∞
exp(i1ω2t)
{∫ ∞
−∞
f(u)g(t− u)du
}
dt.e2
=
∫ ∞
−∞
f(u)
{∫ ∞
−∞
exp(i1ω1t)g(t− u)dt
}
du.e1 +
∫ ∞
−∞
f(u)
{∫ ∞
−∞
exp(i1ω2t)g(t− u)dt
}
du.e2
using method for changing order of integrals in complex analysis [30]
=
∫ ∞
−∞
f(u)
{∫ ∞
−∞
exp(i1ωt)g(t− u)dt
}
du
=
∫ ∞
−∞
f(u) exp(i1ωu)gˆ(ω)du, using shifting property (see property 2)
=
{∫ ∞
−∞
f(u) exp(i1ωu)du
}
gˆ(ω) = fˆ(ω)gˆ(ω).
5. Theorem: If f(t) and trf(t), r = 1, 2, ...., n are all integrable in −∞ < t <∞ then
F {tnf(t)} = (−i1)n d
n
dωn
{fˆ(ω)}
where fˆ(ω) is the Fourier transform of f(t).
Proof: We will prove this theorem by using the method of mathematical induction and differ-
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entiation under integral sign. For n = 1,
d
dω
fˆ(ω) =
∂
∂ω1
fˆ1(ω1)e1 +
∂
∂ω2
fˆ2(ω2)e2
=
∂
∂ω1
∫ ∞
−∞
exp(i1ω1t)f(t)dt.e1 +
∂
∂ω2
∫ ∞
−∞
exp(i1ω2t)f(t)dt.e2
=
∫ ∞
−∞
∂
∂ω1
{exp(i1ω1t)f(t)}dt.e1 +
∫ ∞
−∞
∂
∂ω2
{exp(i1ω2t)f(t)}dt.e2
using Leibnitz rule in complex analysis [30]
= i1
∫ ∞
−∞
tf(t) exp(i1ω1t)dt.e1 + i1
∫ ∞
−∞
tf(t) exp(i1ω2t)dt.e2
= i1
∫ ∞
−∞
tf(t){exp(i1ω1t)e1 + exp(i1ω2t)e2}dt
= i1
∫ ∞
−∞
tf(t) exp(i1ωt)dt = i1F{tf(t)}
⇒ F{tf(t)} = −i1 d
dω
fˆ(ω).
Now for n = 2, in similar to the case for n = 1,
d2
dω2
fˆ(ω) =
d
dω
[
d
dω
fˆ(ω)
]
= i1
d
dω
[∫ ∞
−∞
tf(t) exp(i1ωt)dt
]
= i1
∂
∂ω1
∫ ∞
−∞
exp(i1ω1t)tf(t)dt.e1 + i1
∂
∂ω2
∫ ∞
−∞
exp(i1ω2t)tf(t)dt.e2
= i1
∫ ∞
−∞
∂
∂ω1
{exp(i1ω1t)tf(t)}dt.e1 + i1
∫ ∞
−∞
∂
∂ω2
{exp(i1ω2t)tf(t)}dt.e2
using Leibnitz rule [30]
= −
∫ ∞
−∞
t2f(t) exp(i1ω1t)dt.e1 −
∫ ∞
−∞
t2f(t) exp(i1ω2t)dt.e2
= −
∫ ∞
−∞
t2f(t){exp(i1ω1t)e1 + exp(i1ω2t)e2}dt
= −
∫ ∞
−∞
t2f(t) exp(i1ωt)dt = −F{t2f(t)}
⇒ F {t2f(t)} = − d2
dω2
fˆ(ω) = (−i1)2 d
2
dω2
fˆ(ω).
Proceeding in this way we obtain
F {tnf(t)} = (−i1)n d
n
dωn
fˆ(ω).
6. Theorem: If f(t) and f (r)(t), r = 1, 2, ...., n are piecewise smooth and tend to 0 as | t |→ ∞,
and f with its derivatives of order up to n are integrable in −∞ < t <∞ then
F{f (n)(t)} = (−i1ω)nfˆ(ω)}
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where fˆ(ω) is the Fourier transform of f(t) and f (r)(t) = dr
dtr
f(t).
Proof: We will prove it also using method of induction. For n = 1,
F{f ′(t)} =
∫ ∞
−∞
exp(i1ωt)f
′(t)dt
= [f(t) exp(i1ωt)]
∞
−∞ − i1ω
∫ ∞
−∞
exp(i1ωt)f(t)dt
= 0− i1ωfˆ(ω) = −i1ωfˆ(ω).
Similarly for n = 2,
F{f ′′(t)} =
∫ ∞
−∞
exp(i1ωt)f
′′(t)dt
= [f ′(t) exp(i1ωt)]
∞
−∞ − i1ω
∫ ∞
−∞
exp(i1ωt)f
′(t)dt
= 0− i1ωF{f ′(t)} = (−i1ω)2fˆ(ω).
Proceeding with similar arguments we can get F{f (n)(t)} = (−i1ω)nfˆ(ω)}.
• Corollary
If f(t) is finite, i.e. f(t) = 0 | t |> T and continuous inside | t |≤ T , then its complex
Fourier transform is an entire function. As it’s consequence fˆ1(ω1) =
∫ T
−T
exp(i1ω1t)f(t)dt
and fˆ2(ω2) =
∫ T
−T
exp(i1ω2t)f(t)dt. So the bicomplex Fourier transform fˆ(ω) exists and
converges absolutely within the whole C2.
3.6 Examples
1. If
f(t) = exp(−a | t |), a > 0
then it satisfies estimates (5) for α = β = a and its complex Fourier transforms are
fˆ1(ω1) =
2a
a2 + ω12
, fˆ2(ω2) =
2a
a2 + ω22
.
Both fˆ1, fˆ2 are holomorphic in the strip −a < Im (ω1), Im (ω2) < a. Then the bicomplex
Fourier transform will be
fˆ(ω) =
2a
a2 + ω2
with region of convergence
Ω = {ω = a0 + i1a1 + i2a2 + i1i2a3 ∈ C2 : 0 ≤| a2 |< a, −a+ | a2 |< a1 < a− | a2 |}.
2. If
f(t) =
{
exp(−t), t > 0;
0, t ≤ 0
then α = 1 but β be any positive number. Here
fˆ(ω) =
1
1− i1ω
11
and its region of convergence is
Ω = {ω = a0+i1a1+i2a2+i1i2a3 ∈ C2 : 0 ≤| a2 |< 1 + β
2
, a1 > −1, for any positive β}.
3. If f(t) = exp(− t2
2
) then fˆ(ω) =
√
2pi exp(−ω2
2
) and its region of convergence is
Ω = {ω = a0 + i1a1 + i2a2 + i1i2a3 ∈ C2 : −∞ < a1, a2 <∞}.
4. If
f(t) =
{
1, | t |≤ a;
0, | t |> a
then its complex Fourier transforms in both ω1 and ω2 planes are entire functions. Then using
the corollary we obtain fˆ1(ω1) = 2ω1 sin(aω1) and fˆ2(ω2) =
2
ω2
sin(aω2), where the singularity
at ω = 0 is removable. In this case the bicomplex Fourier transform will be fˆ(ω) = 2
ω
sin(aω)
and it’s region of convergence is C2.
5. If
f(t) =
{
0, t < 0;
exp(− t
T
) sin(ω0t), t ≥ 0, T, ω0 > 0
which might represent the displacement of a damped harmonic oscillator. Here from the
estimates (5) we have α = 1
T
. Then complex Fourier transform in ω1 (similar for ω2) plane is
given by
fˆ1(ω1) =
1
2
[
1
ω1 − ω0 + i1T
− 1
ω1 + ω0 +
i1
T
]
which is holomorphic in in the infinite strip Im (ω1) > − 1T except Re (ω1) 6= ±ω0. In this
problem the bicomplex Fourier transform will be
fˆ(ω) =
1
2
[
1
ω + ω0 +
i1
T
− 1
ω − ω0 + i1T
]
with region of convergence
Ω = {ω = a0 + i1a1 + i2a2 + i1i2a3 ∈ C2 : a0 6= 0,±ω0; a3 6= 0,±ω0; a1 > − 1
T
}
where a2 = Im (ω2)− Im (ω1)2 : Im (ω1), Im (ω2) > − 1T .
4 Conclusion
In this paper we have exploited the bicomplex version of Fourier transform method and the condi-
tion of absolute convergence of the transformed bicomplex-valued function. We examine the usual
properties of Fourier transform in the ring of bicomplex numbers. Finally let us point out that in
our observation the concepts introduced or results obtained in this work are the generalization of the
corresponding concepts or results in complex analysis.
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