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vRE´SUME´
Le trac¸age est une technique qui permet de re´cupe´rer de l’information tre`s pre´cise sur
l’exe´cution d’un syste`me avec un impact minime. Afin de mieux comprendre l’exe´cution
d’une application, la technique habituelle consiste a` y attacher un de´bogueur et interrompre
l’application, afin d’inspecter la valeurs de certaines variables, par exemple. Cette approche
est mal adapte´e aux applications qui ont des interactions fre´quentes avec le syste`me lui-
meˆme ou avec d’autres applications. Les applications temps re´el sont un type d’application
qui posse`de ce genre d’interactions. L’aspect temporel de leur exe´cution rend l’utilisation
d’un de´bogueur inutile dans plusieurs cas. L’impact minimal du trac¸age sur l’exe´cution d’une
application lui confe`re un atout important pour mieux comprendre les interactions complexes
qui peuvent agir au sein d’un syste`me temps re´el. Afin de minimiser l’impact de l’instrumen-
tation, il est souhaitable de re´duire la quantite´ d’information re´cupe´re´e. Il est donc important
de bien identifier l’information minimale ne´cessaire a` l’analyse, qui ne causera pas de latences
indues. Dans un meˆme ordre d’ide´es, le traceur ne peut pas se permettre d’effectuer un trai-
tement couˆteux avant l’enregistrement des informations. Les e´ve´nements re´cupe´re´s devront
donc contenir une information brute sur l’exe´cution du syste`me.
L’objectif de cette recherche est de montrer que l’information re´cupe´re´e lors du trac¸age
d’un syste`me temps re´el peut eˆtre utilise´e pour extraire de l’information permettant de mieux
comprendre des comportements propres aux syste`mes temps re´el.
L’hypothe`se de ce travail est que le trac¸age permet de re´cupe´rer de l’information sur
l’exe´cution d’une application temps re´el et que les informations de trac¸age ainsi re´cupe´re´es
peuvent eˆtre utilise´es pour diagnostiquer des proble`mes difficilement observables.
Nous e´tudions d’abord les diffe´rents outils de trac¸age en fonction de leurs fonctionalite´s
et de leur impact sur les syste`mes temps re´el. Ensuite, nous comparons les diffe´rents ou-
tils d’analyse de trace selon deux grandes cate´gories : les approches algorithmiques et les
techniques de visualisation.
Des proble`mes typiques des applications temps re´el sont initialement identife´s et serviront
de base pour guider notre recherche. Un algorithme est de´veloppe´ afin d’analyser la trace et
retrouver ces proble`mes typiques. L’algorithme est teste´ sur des traces ge´ne´re´es a` partir de
cas de tests et sa performance sera e´value´e.
La premie`re contribution de ce travail consiste en la mise au point d’un algorithme per-
mettant de ge´ne´rer un mode`le a` haut niveau d’une application temps re´el a` partir de la trace
de son interaction avec le noyau du syste`me d’exploitation. Ce mode`le utilise la se´mantique
particulie`re des e´ve´nements afin de produire une machine a` e´tats simple et rapide. Les e´ve´-
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nements ne´cessaires et minimaux a` l’analyse sont identifie´s de fac¸on a` limiter l’impact du
trac¸age sur l’application. La deuxie`me contribution consiste en l’e´laboration d’un outil de
visualisation permettant de comparer directement les diffe´rentes phases d’exe´cution d’une
application temps re´el. Cet outil utilise le mode`le ge´ne´re´ a` partir des informations de trac¸age
afin d’identifier les diffe´rentes phases et d’extraire plusieurs statistiques utiles a` la compre´-
hension globale de l’exe´cution. Finalement, une structure de stockage des statistiques est
ame´liore´e de fac¸on a` re´cupe´rer efficacement des statistiques qui e´voluent de fac¸on continue
dans le temps.
Le re´sultat final est un outil qui permet de diagnostiquer les proble`mes des applications
temps re´el graˆce aux informations contenues dans une trace noyau, en plus de faciliter la
de´couverte de patrons d’inte´reˆt.
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ABSTRACT
Tracing is a technique to gather precise information about the execution of a system with
minimal impact. In order to better understand the execution of an application, the usual
technique consists in attaching a debugger and interrupting the application, to inspect the
value of certain variables, for example. This approach is ill-suited for applications that are
tightly coupled with the system itself. Real-time applications are a type of applications that
exhibit this sort of interactions. The temporal aspect of their execution nullifies the use of
a debugger. The low impact of a tracer on the execution of an application is therefore an
important aspect providing better understanding of complex interactions in real-time systems.
Even then, it is important to minimize even further the impact of tracing by reducing the
amount of gathered information. It is therefore important to identify the minimal information
that is necessary for the analysis that will not cause undue latency. Similarly, the tracer
cannot afford complex processing while collecting the information. It must write the raw
events as fast as possible.
The objective of this research is to show that the information gathered during the tracing
of a real-time system can be used to extract additional information that can be used to better
understand the behaviour of real-time systems.
We will first study the different tracing tools according to their functionalities and impact
on real-time systems. Then, we will compare different trace analysis tools according to two
main categories : algorithmic approaches and visualization techniques.
Typical real-time application problems will be identified and used as a baseline to guide
our research. An algorithm will then be developed to analyse the trace and find these typ-
ical problems. The algorithm will be tested on traces generated from test cases and its
performance evaluated.
The hypothesis of this work is that tracing allows gathering information about the ex-
ecution of real-time applications and that this tracing information can be used to diagnose
problems that are otherwise difficult to observe.
The result of this work is the creation of a model allowing the extraction of statistics
and the generation of visualizations from kernel traces gathered on a real-time system. This
model uses event semantics to produce a finite-state machine that is both simple and fast.
The minimal and necessary events for the analysis are identified in order to limit the impact
of tracing on the application. Finally, a statistics storage structure is improved in order to
retrieve efficiently statistics that are continuously variable through time.
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The final result is a tool to diagnose real-time application problems using the information
stored inside a kernel trace and aid in the discovery of interesting patterns.
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1CHAPITRE 1
INTRODUCTION
Les syste`mes temps re´el sont, par leur nature meˆme, difficiles a` surveiller et a` observer.
Les contraintes temporelles auxquelles ils sont soumis rendent toute instrumentation suscep-
tible de perturber significativement leur comportement. Ces perturbations peuvent rendre
le syste`me inope´rant ou encore rendre l’observation du proble`me d’inte´reˆt impossible. Le
trac¸age pre´sente une solution inte´ressante qui permet de re´cupe´rer de l’information sur le
de´roulement d’une application temps re´el tout en minimisant l’impact de l’instrumentation
sur le syste`me. Contrairement au de´bogage qui permet l’inspection interactive du comporte-
ment d’une application, le trac¸age re´cupe`re la totalite´ de l’information sur le de´roulement du
syste`me. Ces traces peuvent donc contenir une grande quantite´ d’e´ve´nements et des outils
spe´cialise´s doivent eˆtre utilise´s afin d’extraire l’information pertinente a` la re´solution d’un
proble`me particulier.
1.1 De´finitions et concepts de base
Dans cette section, les concepts utilise´s dans ce me´moire sont pre´sente´s et de´finis.
1.1.1 Le temps re´el
Les applications temps re´el
Dans un syste`me a` usage ge´ne´ral, une application est juge´e correcte si la logique qu’elle
contient ge´ne`re les bonnes sorties en fonction d’une certaine entre´e. En plus de cette contrainte
de correctitude, les applications temps re´el doivent e´galement obe´ir a` des contraintes tem-
porelles. Le re´sultat du traitement doit eˆtre preˆt a` l’inte´rieur d’un de´lai limite, ou e´che´ance
(deadline). L’ensemble des e´che´ances de toutes les applications forme les contraintes tempo-
relles du syste`me. Le manquement d’une e´che´ance entraˆıne le non-respect des contraintes. Les
syste`mes temps re´el sont se´pare´s en deux cate´gories selon l’impact que cause le de´passement
d’une e´che´ance.
– Les syste`mes temps re´el a` contraintes dures de´pendent du respect des e´che´ances a` tout
moment. Le non-respect d’une contrainte entraˆıne une de´faillance du syste`me. Afin de
maintenir le bon fonctionnement du syste`me, un de´terminisme accru est ne´cessaire. Ce
genre de syste`me est commun dans les applications touchant la se´curite´ du public.
2– Les syste`mes temps re´el a` contraintes souples, quant a` eux, ne de´pendent pas absolu-
ment du respect des contraintes temporelles. Le de´passement d’une e´che´ance entraˆıne la
de´gradation du service mais le fonctionnement global du syste`me n’est pas compromis.
Par exemple, le de´codage et l’affichage d’un flux vide´o doit fournir une nouvelle trame a`
un intervalle re´gulier. Si une trame n’est pas de´code´e a` temps, l’affichage du flux vide´o
sera interrompu brie`vement mais la lecture pourra continuer par la suite.
Les taˆches temps re´el
Une taˆche temps re´el consiste en une entite´ qui s’acquitte d’une seule responsabilite´ au
sein d’une application. Chaque taˆche doit re´pondre a` un stimulus a` l’inte´rieur d’un de´lai. Ce
stimulus peut provenir d’une autre taˆche de l’application, du syste`me lui-meˆme ou e´ventuel-
lement de l’exte´rieur du syste`me. A` son tour, une taˆche peut alors entraˆıner le de´clenchement
d’une autre taˆche.
Lors de la mise en place d’une application temps re´el, une analyse the´orique d’ordonnan-
cement permet de ve´rifier que les taˆches sont ordonnanc¸ables, c’est-a`-dire qu’il existe une
fac¸on d’exe´cuter les taˆches pour qu’elles respectent toutes leurs contraintes temporelles. A`
cette fin, on distingue deux grands types de taˆches selon la fre´quence a` laquelle elles sont
de´clenche´es :
– Les taˆches pe´riodiques sont de´clenche´es a` intervalle re´gulier. Le de´clenchement de la
taˆche provient alors d’une source qui est elle-meˆme pe´riodique, par exemple une autre
taˆche pe´riodique, une minuterie ou alors un e´ve´nement exte´rieur qui est lui-meˆme pe´-
riodique.
– Les taˆches sporadiques ne posse`dent pas de pe´riode re´gulie`re selon laquelle elles sont
de´clenche´es. Pour ces taˆches, un temps minimum entre deux de´clenchements est plu-
toˆt de´fini. Sans la de´finition de ce temps minimum, une taˆche sporadique pourrait se
de´clencher continuellement et interdire aux autres taˆches la chance de s’exe´cuter. Les
taˆches sporadiques peuvent se charger de re´pondre a` des e´ve´nements fre´quents comme
le changement des parame`tres du syste`me, lors de l’appui d’un bouton, ou alors a` des
e´ve´nements rare comme un senseur dont la valeur quitte la plage de valeurs normales.
1.1.2 Les syste`mes d’exploitation
Les primitives de synchronisation
Les processus s’exe´cutent ge´ne´ralement en symbiose avec d’autres processus. Dans les
syste`mes multi-processeurs, les e´changes entre processus doivent eˆtre prote´ge´s afin d’e´viter
qu’un processus n’acce`de a` une donne´e partiellement e´crite par un processus qui s’exe´cute
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survenir sur un seul processeur. Afin d’e´viter ces erreurs, des sections de code sont prote´ge´es
a` l’aide de primitives de synchronisation. Le se´maphore permet de limiter l’acce`s a` un nombre
limite´ de ressources a` l’aide d’un compteur interne. Le mutex limite a` un seul processus l’acce`s
a` une section de code. Puisqu’un seul processus peut entrer dans une section prote´ge´e par le
meˆme mutex, on dit que le processus est alors en possession du mutex.
La pre´emption
L’ordonnanceur peut de´cider d’interrompre l’exe´cution d’une taˆche afin de donner le pro-
cesseur a` une autre taˆche. Dans le cas des syste`mes a` usage ge´ne´ral, la pre´emption permet
d’assurer que tous les processus aient la chance de s’exe´cuter en un temps raisonnable et
qu’un processus n’utilise pas le syste`me en entier a` lui seul. Pour les syste`mes temps re´el, la
pre´emption est ne´cessaire afin de s’assurer que les taˆches urgentes puissent s’exe´cuter sans
de´lai.
L’ordonnanceur
Lorsque plusieurs taˆches veulent s’exe´cuter en meˆme temps sur un syste`me, l’ordonnanceur
de´cide quelles taˆches auront cette chance en premier. Plusieurs strate´gies d’ordonnancement
existent selon l’utilisation pre´vue du syste`me. Dans le cas des syste`mes temps re´el, l’ordon-
nanceur doit eˆtre conc¸u de fac¸on a` s’assurer que toutes les taˆches s’exe´cutent a` l’inte´rieur des
de´lais pre´vus. Un ordonnancement statique consiste a` de´finir a` l’avance l’ordre dans lequel
les processus s’exe´cutent. Une technique plus flexible consiste a` laisser l’ordonnanceur choisir
les processus a` exe´cuter selon certains crite`res. Une strate´gie simple d’ordonnancement dyna-
mique consiste a` attribuer des niveaux de priorite´ aux processus du syste`me. L’ordonnanceur
exe´cute alors les taˆches a` priorite´ e´leve´e en premier.
1.2 E´le´ments de la proble´matique
Un inte´reˆt grandissant se manifeste autour de l’utilisation du noyau Linux pour des appli-
cations temps re´el. Les syste`mes d’exploitation base´s sur GNU/Linux sont largement utilise´s
et posse`dent une grande communaute´ active. Il n’est donc pas surprenant que des membres
de la communaute´ veuillent utiliser ce syste`me d’exploitation pour exe´cuter leurs applications
temps re´el. Le correctif PREEMPT_RT a e´te´ cre´e´ afin d’ame´liorer les performances temps re´el du
noyau Linux. En particulier, ce correctif re´duit les pe´riodes ou` la pre´emption est de´sactive´e.
Au cours des anne´es, plusieurs des modifications de ce correctif ont e´te´ incorpore´es dans le
noyau linux de base.
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techniques de de´bogage traditionnelles utilisent des points d’interruption pour donner au
de´veloppeur la chance d’inspecter le comportement fonctionnel d’une application. Pour le
cas des applications temps re´el, il ne suffit pas de ve´rifier la logique interne du code. Il
faut e´galement s’assurer que les contraintes temporelles soient respecte´es. Afin d’observer
le comportement temporel d’une application, il faut utiliser des outils qui ne pertubent pas
l’exe´cution et qui conservent le de´terminisme de l’application.
Le trac¸age pre´sente une solution inte´ressante a` ce proble`me. En plac¸ant des points de
trace a` des endroits strate´giques dans le code de l’application, il est possible de re´cupe´rer
de l’information sur son exe´cution. Un traceur a` faible impact permet de ge´ne´rer ces e´ve´ne-
ments avec un effet mineur sur la latence subie par l’application. En utilisant un traceur en
espace noyau, il est aussi possible d’observer les interactions d’une application avec le syste`me
d’exploitation et les autres processus du syste`me.
Le trac¸age est de´ja` utilise´ pour re´cupe´rer des informations pre´cises sur le minutage d’une
application. En plac¸ant des points de trace aux branchements dans le code d’une application,
il est possible de mesurer pre´cise´ment le temps d’exe´cution de chaque segment de code.
Lors de la conception d’une application, cette information permet de mieux pre´dire le temps
d’exe´cution dans le pire cas et donc de garantir un meilleur de´terminisme. Cette approche est
cependant mal adapte´e a` l’observation des interactions entre les applications et le syste`me.
Afin d’observer ces interactions, les points de trace doivent contenir davantage d’informa-
tions que l’information de minutage a` certains endroits du code d’une application. Cependant,
a` cause des contraintes de de´terminisme et de faible latence impose´es par l’application temps
re´el, le pre´traitement a` l’inte´rieur du point de trace doit eˆtre minimal. Une analyse plus
pousse´e doit donc eˆtre effectue´e une fois la trace extraite du syste`me. Avec suffisamment de
points de trace, les e´ve´nements re´cupe´re´s a` des instants ponctuels peuvent ainsi eˆtre utilise´s
pour rege´ne´rer l’e´tat du syste`me a` n’importe quel autre moment de la trace.
1.3 Objectifs de recherche
Maintenant que la proble´matique est e´tablie, il est possible de de´finir les objectifs de
recherche.
– Identifier les concepts propres aux syste`mes temps re´el qu’il serait inte´ressant d’extraire
en utilisant le trac¸age.
– De´terminer les e´ve´nements de trace pertinents qui permettent de caracte´riser un sys-
te`me temps re´el.
5– De´velopper un algorithme permettant d’extraire les concepts aidant a` la compre´hension
d’un syste`me temps re´el.
– Ge´ne´rer des traces expe´rimentalement de fac¸on a` pouvoir tester les capacite´s et l’effi-
cacite´ de l’algorithme d’analyse.
L’objectif global est de cre´er un outil qui permette de faciliter l’exploration et la compre´-
hension de traces re´cupe´re´es sur un syste`me temps re´el. Cet outil devra eˆtre en mesure de
s’inte´grer aux outils de´ja` existants tout en ayant une performance suffisante pour conserver
l’interactivite´ de l’application d’analyse.
1.4 Plan du me´moire
Une revue de litte´rature est pre´sente´e au chapitre 2. Celle-ci pre´sente l’e´tat de l’art dans le
domaine de l’analyse de trace et des diffe´rents traceurs. Le chapitre 3 pre´sente l’ensemble des
particularite´s de l’approche pre´sente´e dans l’article au chapitre 4. Par la suite, des re´sultats
comple´mentaires seront pre´sente´s au chapitre 5. Ceux-ci contiennent certaines ame´liorations
particulie`res qui n’ont pas e´te´ aborde´es au chapitre 4. Au chapitre 6, une discussion mettra
en relation les e´le´ments importants des travaux. Finalement, une conclusion est pre´sente´e au
chapitre 7 et fait une synthe`se des travaux en plus d’inclure des pistes de re´flexion vers des
travaux futurs.
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REVUE DE LITTE´RATURE
Cette section a pour objectif de pre´senter l’e´tat de l’art des diffe´rents outils de trac¸age
disponibles pour Linux et les proble`mes qu’ils permettent de de´tecter. De plus, des techniques
d’analyse plus pousse´es sont pre´sente´es sous deux grands the`mes : la de´tection automatique
de patrons et les approches visuelles d’exploration de traces.
2.1 Le trac¸age
Le trac¸age permet de re´cupe´rer de l’information sur l’exe´cution d’un programme sans
devoir interrompre son flot d’exe´cution. Des points de trace sont inse´re´s a` des endroits stra-
te´giques ou` il est possible d’enregistrer des valeurs d’inte´reˆt et de les conserver pour une
analyse future. Dans cette section, les diffe´rentes strate´gies d’insertion de points de trace
seront aborde´es et les principaux outils de trac¸age sous Linux seront de´crits.
2.1.1 Instrumentation statique
L’instrumentation statique consiste a` inse´rer les points de trace directement dans le bi-
naire de l’application lors de la compilation. Puisque l’instrumentation statique est toujours
pre´sente dans le fichier binaire, l’activation d’un point de trace est tre`s rapide. Le de´savantage
d’une telle approche est qu’il faille recompiler le code pour de´finir et ajouter des points de
trace additionnels. Dans le noyau Linux, la macro TRACE_EVENT() est utilise´e pour ajouter
des points de traces [1]. Celle-ci permet de de´finir un point de trace qui peut eˆtre active´ et
utilise´ par n’importe quel traceur qui supporte son format.
2.1.2 Instrumentation dynamique
L’instrumentation dynamique permet d’inse´rer des points de trace dans un binaire sans
devoir recompiler le code source, au prix d’une complexite´ plus grande et d’un surcouˆt plus
e´le´ve´ a` l’exe´cution. Dans le noyau Linux, l’instrumentation dynamique est possible a` l’aide
de kprobes [2]. Ceux-ci fonctionnent en modifiant une instruction pour la remplacer par
l’instruction int3 qui permet l’interruption du flot d’exe´cution afin d’exe´cuter le code du
point de trace. Au niveau de l’espace utilisateur, GDB est e´galement en mesure d’inse´rer
des points de trace dynamiquement [3]. L’instruction int3 est alors utilise´e pour interrompre
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peut inse´rer a` la place un simple saut vers une autre partie du programme contenant le code
du point de trace. Dyninst permet e´galement d’inse´rer ce genre de points de trace rapides [4].
Il permet e´galement de modifier le contenu d’un fichier binaire pour inclure un point de trace
sans devoir le recompiler a` partir de la source.
2.1.3 Outils de trac¸age pour Linux
SystemTap
SystemTap est un outil de trac¸age qui combine a` la fois la ge´ne´ration de traces et l’analyse
des re´sultats [5]. L’attrait principal de SystemTap est l’utilisation de scripts qui permettent de
de´finir des actions lorsqu’un point de trace est atteint. Ces scripts sont compile´s en modules
noyau qui sont charge´s au besoin. Le langage utilise´ pour les scripts permet de facilement
utiliser des fonctions d’aggre´gation afin de calculer des statistiques qui pourront eˆtre affiche´es
a` l’utilisateur. Voici un exemple de script qui permet de mesurer les temps d’attente occasione´s
par l’utilisation du me´canisme de synchronisation de type futex.
#! /usr/bin/env stap
global FUTEX_WAIT = 0 /*, FUTEX_WAKE = 1 */
global FUTEX_PRIVATE_FLAG = 128 /* linux 2.6.22+ */
global FUTEX_CLOCK_REALTIME = 256 /* linux 2.6.29+ */
global lock_waits # long -lived stats on (tid ,lock) blockage elapsed time
global process_names # long -lived pid -to-execname mapping
probe syscall.futex.return {
if (($op & ~( FUTEX_PRIVATE_FLAG|FUTEX_CLOCK_REALTIME )) != FUTEX_WAIT) next
process_names[pid()] = execname ()
elapsed = gettimeofday_us () - @entry(gettimeofday_us ())
lock_waits[pid(), $uaddr] <<< elapsed
}
probe end {
foreach ([pid+, lock] in lock_waits)
printf ("%s[%d] lock %p contended %d times , %d avg us\n",
process_names[pid], pid , lock , @count(lock_waits[pid ,lock]),
@avg(lock_waits[pid ,lock ]))
}
Dans cet exemple, l’instrumentation est inse´re´e a` la sortie de l’appel syste`me futex et
enregistre la dure´e de l’appel dans un tableau indexe´ selon le processus appelant et l’adresse
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langage (@avg, @count). Lors de l’exe´cution de ce script, le re´sultat est directement e´crit a`
la console et a la forme suivante :
# stap futexes.stp
^C
liferea -bin [3613] lock 0x0a117340 contended 1 times , 71 avg us
java_vm [8155] lock 0x09baa45c contended 9 times , 1004013 avg us
java_vm [8155] lock 0x09d6f9ac contended 186 times , 55964 avg us
xmms [16738] lock 0xbfe29eec contended 777 times , 69 avg us
xmms [16738] lock 0xbfe29ecc contended 119 times , 64 avg us
xmms [16738] lock 0xbfe29ebc contended 111 times , 68 avg us
xmms [16738] lock 0xbfe29ef0 contended 742 times , 91 avg us
xmms [16738] lock 0xbfe29ed0 contended 107 times , 101 avg us
xmms [16738] lock 0xbfe29ec0 contended 107 times , 74 avg us
firefox -bin [21801] lock 0x096d16f4 contended 24 times , 12 avg us
firefox -bin [21801] lock 0x096d1198 contended 2 times , 4 avg us
firefox -bin [21801] lock 0x096d16f8 contended 150 times , 64997 avg us
named [23869] lock 0x41ab0b84 contended 1 times , 131 avg us
named [23869] lock 0x41ab0b50 contended 1 times , 26 avg us
SystemTap est un traceur noyau qui s’interface avec les macros TRACE_EVENT(). Il est
e´galement possible de de´finir des scripts a` l’entre´e ou a` la sortie de fonctions. Dans ce cas,
les points de trace dynamiques fournis par kprobe sont utilise´s. Les processus en espace
utilisateur peuvent e´galement eˆtre trace´s graˆce aux points de trace dynamiques fournis par
uprobe [6]. Ces points de trace permettent de transfe´rer le controˆle de l’exe´cution au noyau
lorsqu’il sont atteints.
A` cause de l’utilisation de scripts qui s’exe´cutent pendant le trac¸age, SystemTap est da-
vantage utile aux administrateurs qui veulent re´cupe´rer une statistique rapidement lorsqu’un
proble`me particulier survient. Afin de conserver une latence faible lors de l’exe´cution, il se-
rait souhaitable de repousser l’analyse de la trace apre`s sa re´colte. Cependant, il n’existe pas
d’option pour diffe´rer l’exe´cution des scripts a` un moment ulte´rieur.
Ftrace
Ftrace est un traceur inte´gre´ au noyau Linux dont l’objectif est de trouver des proble`mes
de performance a` l’inte´rieur du noyau [7]. Il e´tait conc¸u a` l’origine comme traceur de fonc-
tions mais il peut maintenant aussi s’attacher aux points de trace de´finis avec la macro
TRACE_EVENT(). Afin d’utiliser le traceur de fonctions, le noyau doit eˆtre compile´ avec l’op-
tion CONFIG_FUNCTION_TRACER. Cette option indique au compilateur d’ajouter un pre´ambule
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eˆtre averti lors de l’entre´e d’une fonction.
Ftrace posse`de plusieurs configurations de trac¸age pre´de´finies dans des modules d’analyse.
Ces modules de´finissent les points de trace a` activer afin d’effectuer une analyse particulie`re.
L’analyse est e´galement effectue´e au fur et a` mesure du trac¸age et le re´sultat est place´
dans un fichier de re´sultats. Par exemple, l’analyse irqsoff permet de mesurer le temps
maximal pendant lequel les interruptions e´taient de´sactive´es. La gestion de l’activation des
divers modules d’analyse passe a` travers le syste`me de fichier debugfs. Un outil en ligne de
commande est e´galement disponible afin de faciliter l’utilisation.
Les re´sultats obtenus par Ftrace sont e´crits dans des fichiers en texte brut dans un format
facilitant la lecture. Chaque type d’analyse posse`de son propre format. Voici un exemple de
fichier de re´sultat obtenu par l’analyse sched_switch :
# tracer: sched_switch
#
# TASK -PID CPU# TIMESTAMP FUNCTION
# | | | | |
bash -3997 [01] 240.132281: 3997:120:R + 4055:120:R
bash -3997 [01] 240.132284: 3997:120:R ==> 4055:120:R
sleep -4055 [01] 240.132371: 4055:120:S ==> 3997:120:R
bash -3997 [01] 240.132454: 3997:120:R + 4055:120:S
bash -3997 [01] 240.132457: 3997:120:R ==> 4055:120:R
sleep -4055 [01] 240.132460: 4055:120:D ==> 3997:120:R
bash -3997 [01] 240.132463: 3997:120:R + 4055:120:D
bash -3997 [01] 240.132465: 3997:120:R ==> 4055:120:R
<idle >-0 [00] 240.132589: 0:140:R + 4:115:S
<idle >-0 [00] 240.132591: 0:140:R ==> 4:115:R
ksoftirqd /0-4 [00] 240.132595: 4:115:S ==> 0:140:R
<idle >-0 [00] 240.132598: 0:140:R + 4:115:S
<idle >-0 [00] 240.132599: 0:140:R ==> 4:115:R
ksoftirqd /0-4 [00] 240.132603: 4:115:S ==> 0:140:R
sleep -4055 [01] 240.133058: 4055:120:S ==> 3997:120:R
Cette analyse permet de lister tous les changements de contexte et re´veils des processus
du syste`me. On remarque que le fichier est formatte´ afin de faciliter la lecture par un humain.
Le de´savantage de cette approche est que chaque module d’analyse utilise son propre format
pour pre´senter les re´sultats et qu’il n’existe pas de parseur permettant de re´cupe´rer facilement
l’information afin de re´aliser des analyses supple´mentaires. E´tant inte´gre´ au noyau, il est
e´galement plus complexe d’e´crire ses propres analyses.
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Perf
Le traceur Perf est une autre traceur inte´gre´ au noyau Linux [8]. Les processeurs modernes
posse`dent des compteurs de performance. L’objectif original de Perf e´tait de faciliter l’acce`s a`
ces compteurs. Depuis, Perf est e´galement en mesure de s’interfacer avec les points de traces
statiques et dynamiques du noyau.
Perf posse`de e´galement un outil en ligne de commande qui s’interface avec le traceur.
Cet outil permet de lancer le trac¸age d’une application selon plusieurs analyses pre´de´finies.
Les analyses de base retournent l’e´volution des compteurs de performance pendant l’exe´cu-
tion d’un programme. Des analyses plus pousse´es utilisent l’e´chantillonnage afin d’obtenir
des informations plus pre´cises sur l’exe´cution d’un programme. Une interruption peut eˆtre
de´clenche´e lorsqu’un compteur atteint une certaine valeur. Perf utilise cette interruption pour
re´colter de l’information lors de l’exe´cution d’un programme. En se connectant au compteur
d’instruction, par exemple, perf peut identifier les fonctions dans lesquelles le plus d’instruc-
tions sont exe´cute´es. Voici un extrait d’un rapport ge´ne´re´ par perf, graˆce a` un e´chantillonage
a` tous les mille cycles d’horloge, et qui permet d’identifier les commandes les plus gourmandes
en temps processeur :
# Events: 1K cycles
#
# Overhead Command Shared Object
# ........ ............... ..............................
#
28.15% firefox -bin libxul.so
4.45% swapper [kernel.kallsyms]
4.26% swapper [kernel.kallsyms]
2.13% firefox -bin firefox -bin
1.40% unity -panel -ser libglib -2.0.so .0.2800.6
Perf offre une varie´te´ inte´ressante d’outils d’analyse. Cependant, les re´sultats offerts de-
meurent des statistiques de l’exe´cution globale d’un programme ou du syste`me en entier.
Ces statistiques peuvent eˆtre utiles pour de´tecter l’existence d’un proble`me mais, puisque
les analyses ne permettent pas de creuser plus en profondeur, il est difficile de de´terminer la
raison de ce proble`me.
Paradyn
Paradyn est un outil d’analyse de performance axe´ sur les syte`mes paralle`les [9]. Paradyn
offre une solution de trac¸age comple`te allant de l’instrumentation jusqu’a` l’affichage de vues
pour analyse. L’instrumentation est effectue´e graˆce a` Dyninst. Graˆce a` l’instrumentation dy-
namique offerte par Dyninst, Paradyn peut ajouter davantage de points de trace lorsqu’un
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proble`me de performance est de´tecte´, afin de re´cupe´rer plus d’information. Une fois les obser-
vations comple´te´es, les points de trace peuvent eˆtre retire´s afin de re´duire l’impact du trac¸age
sur le syste`me.
Les traces re´cupe´re´es ne sont pas e´crites sur disque mais plutoˆt imme´diatement envoye´es
au module d’analyse qui se charge d’extraire les statistiques. Cette approche permet de
re´cupe´rer les statistiques de plusieurs syste`mes tout en limitant la quantite´ d’information
totale a` analyser. Paradyn utilise par la suite les statistiques re´cupe´re´es afin de guider le
trac¸age en inse´rant des points de trace au besoin.
L’instrumentation offerte par Paradyn n’est cependant pas approprie´e pour l’analyse d’un
syste`me temps re´el. En effet, l’ajout et le retrait de points de trace dynamiquement cause
des de´lais dans l’exe´cution, qui sont incompatibles avec le de´terminisme attendu pour les
applications temps re´el. De plus, l’analyse automatique ne permet pas d’inspecter avec de´tail
la trace et d’observer les interactions complexes entre les applications.
Le traceur LTTng
Linux Trace Toolkit next generation (LTTng) est un traceur dont l’architecture a e´te´
conc¸ue afin de minimiser son impact sur le syste`me trac¸e´ [10]. LTTng posse`de a` la fois un
traceur en espace noyau et un traceur en espace utilisateur. Un outil commun, lttng-tools,
permet de controˆler ces deux traceurs a` partir de la ligne de commande. Contrairement
a` SystemTap et Ftrace qui sont des parties inte´grantes du noyau Linux, le traceur noyau
de LTTng est un module qui est charge´ lors du de´marrage des outils de trac¸age. En plus de
supporter les points de trace statiques de´finis avec la macro TRACE_EVENT(), LTTng supporte
aussi l’activation des points de trace de´finis avec kprobes.
Puisque LTTng cherche a` diminuer au maximum son impact sur le syste`me, il utilise
une architecture qui minimise le blocage duˆ a` la synchronisation. Des tampons circulaires
sont alloue´s sur chaque processeur de fac¸on a` e´liminer le partage d’espaces me´moire entre les
processeurs. Lorsque des e´changes doivent eˆtre faits, des structures de donne´es Read-Copy-
Update (RCU) sont utilise´es encore une fois pour e´liminer les sources potentielles de blocage.
Le me´canisme RCU permet a` un processus e´crivain de modifier une structure de donne´es sans
qu’un lecteur potentiel en soit conscient. Lorsqu’un e´crivain modifie la structure de donne´es,
les anciennes valeurs ne sont pas encore efface´es. En effet, le lecteur conserve une ancienne
version qui sera e´ventuellement re´clame´e lorsque tous les lecteurs l’auront libe´re´e.
D’une meˆme fac¸on, le traceur en espace utilisateur e´vite les blocages en utilisant des
tampons qui sont alloue´s pour chaque processus. La librairie Userspace Read-Copy-Update
(URCU) est e´galement utilise´e pour l’e´change de structures plus complexes. Cette librairie
fonctionne sous le meˆme principe que le me´canisme RCU mais est imple´mente´e entie`rement
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en espace utilisateur et ne ne´cessite pas d’appels au noyau. Graˆce a` cela, l’interaction avec le
noyau est limite´e aux demandes d’e´criture lorsqu’un tampon est plein.
La performance de LTTng a e´te´ e´value´e dans un environnement temps re´el [11]. Dans
cette e´tude, une application a e´te´ de´veloppe´e afin de mesurer la latence ajoute´e par le tra-
c¸age. Cette application exe´cute une boucle rapide contenant un point de trace. Toute latence
observe´e entre deux tours de boucle provient donc du de´lai cause´ par le point de trace. Les
re´sultats obtenus par cette e´tude montrent que les latences cause´es par le traceur LTTng sont
infe´rieures a` 30 microsecondes. Une modification propose´e au traceur en espace utilisateur
permet de re´duire davantage la latence observe´e. Au lieu que l’application indique au traceur
qu’un tampon est plein, le traceur vide lui-meˆme les tampons pe´riodiquement. Cette modifi-
cation re´duit le couplage entre l’application et le traceur et permet donc d’abaisser davantage
l’impact du traceur sur l’application.
Les traces re´colte´es par LTTng sont enregistre´es dans le format Common Trace Format
(CTF). La spe´cification CTF permet a` une trace adhe´rant a` ce format de de´crire elle-meˆme
sa structure [12]. Ainsi, un lecteur de trace qui imple´mente la spe´cification CTF peut lire
n’importe quelle trace CTF, peu importe son origine. L’outil babeltrace est utilise´ pour
imprimer le contenu d’une trace a` la console. Cet outil permet la lecture directe de la trace
mais n’effectue pas d’analyses plus pousse´es. Voici un exemple de la sortie du programme
babeltrace :
[14:37:18.889020245] (+0.000002168) sched_switch: { cpu_id = 0 }, {
prev_comm = "irq/19- uhci_hcd", prev_tid = 80, prev_prio = -78,
prev_state = 1, next_comm = "irq/19- ata_piix", next_tid = 65, next_prio
= -51 }
[14:37:18.889027913] (+0.000007668) softirq_raise: { cpu_id = 0 }, { vec =
4 }
[14:37:18.889028297] (+0.000000384) sched_wakeup: { cpu_id = 0 }, { comm =
"ksoftirqd /0", tid = 3, prio = 98, success = 1, target_cpu = 0 }
[14:37:18.889029371] (+0.000001074) softirq_entry: { cpu_id = 0 }, { vec =
4 }
[14:37:18.889030410] (+0.000001039) block_rq_complete: { cpu_id = 0 }, {
dev = 8388608 , sector = 940481696 , nr_sector = 8, errors = 0, rwbs =
17, _cmd_length = 0, cmd = [ ] }
[14:37:18.889033946] (+0.000003536) sched_stat_iowait: { cpu_id = 0 }, {
comm = "lttng -consumerd", tid = 3387, delay = 24598 }
[14:37:18.889034376] (+0.000000430) sched_wakeup: { cpu_id = 0 }, { comm =
"lttng -consumerd", tid = 3387, prio = 120, success = 1, target_cpu = 3
}
La librairie libbabeltrace est e´galement fournie pour permettre a` d’autres programmes
de lire les traces LTTng. Le Linux Trace Toolkit Viewer (LTTV) est un programme le´ger qui
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utilise libbabeltrace pour afficher les traces dans une interface graphique. Le Tracing and
Monitoring Framework (TMF), quant a` lui, est un autre visualisateur de traces LTTng, mais
est base´ sur la plateforme Eclipse. Ces deux visualisateurs permettent de naviguer librement
dans une trace en affichant une vue repre´sentant l’e´tat des processus trace´s en fonction du
temps.
La suite de ve´rification Rapita
La suite d’outils offerte par Rapita Systems fournit a` la fois la solution de trac¸age ainsi
que deux outils d’analyse [13]. L’objectif de cette suite d’outils est de fournir les informations
de minutage d’une application temps re´el afin de caracte´riser son comportement temporel
dans divers cas d’utilisation. Graˆce a` ces informations de minutage, une analyse plus pre´cise
du pire temps d’exe´cution peut eˆtre re´alise´e.
La solution de trac¸age est compatible avec plusieurs syste`mes d’exploitation temps re´el. En
plus d’offrir une solution imple´mente´e comple`tement en logiciel, les traces peuvent e´galement
eˆtre re´cupe´re´es en utilisant les composants mate´riels trouve´s sur certains processeurs et ainsi
re´duire le surcouˆt du trac¸age. Il est e´galement possible d’utiliser un simulateur du syste`me
teste´ afin de re´cupe´rer les informations de trac¸age.
Les points de trace sont automatiquement inse´re´s lors de la compilation aux points de
branchement de l’application. Chaque point de trace permet de re´cupe´rer une estampille
de temps au moment ou` il est atteint ainsi qu’un identifiant unique de ce point de trace.
Les traces ainsi re´colte´es fournissent l’information ne´cessaire pour deux outils d’analyses :
RapiTime et RapiCover.
L’outil d’analyse RapiTime utilise l’information de minutage contenue dans la trace afin
d’extraire le pire temps d’exe´cution de chaque segment de code de l’application. Un mode`le
du code de l’application est utilise´ afin de combiner le pire temps d’exe´cution de plusieurs
segments et obtenir le pire temps global, meˆme si toutes les conditions menant a` ce pire
cas n’ont pas e´te´ rencontre´es lors d’un meˆme cas de test. Malgre´ cet avantage, la qualite´ du
re´sultat obtenu demeure de´pendante de l’exhaustivite´ des cas de test utilise´s.
L’outil d’analyse RapiCover, quant a` lui, ve´rifie quelles sections de code ont e´te´ ou n’ont
pas e´te´ exe´cute´es par un certain banc d’essai. En plus de ve´rifier que chaque ligne de code
est exe´cute´e, cet outil permet aussi de ve´rifier que toutes les possibilite´s d’une condition sont
bien rencontre´es au moins une fois.
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2.2 La de´couverte de patrons
Une trace peut facilement contenir des millions d’e´ve´nements. Il n’est pas simple de trou-
ver les e´ve´nements d’inte´reˆt manuellement. Plusieurs algorithmes existent pour analyser ce
genre d’information et extraire automatiquement les se´quences d’inte´reˆt. La de´couverte de
patrons consiste a` trouver des relations entre les e´le´ments qui sont vraies sur l’ensemble d’un
jeu de donne´es.
Dans le cas de base, le jeu de donne´es consiste en une liste d’e´le´ments appele´s items
de´ja` groupe´s en transactions inde´pendantes. Dans ce cas, la recherche de patrons consiste a`
trouver des relations entre les items qui sont a` l’inte´rieur d’une meˆme transaction.
Dans un autre cas, les e´le´ments ne sont pas groupe´s en transaction mais sont plutoˆt
ordonne´s line´airement a` l’inte´rieur d’une se´quence unique. Dans ce cas, il n’existe pas de
groupement privile´gie´ entre les e´le´ments d’une se´quence et la nature des patrons retrouve´s
est variable selon la technique de groupement utilise´e.
2.2.1 Les ensembles d’items les plus fre´quents
Conside´rons une base de donne´es contenant des transactions. Chacune de ces transactions
contient un certain nombre d’items. La recherche des ensembles d’items les plus fre´quents
consiste a` trouver les items qui sont fre´quemment retrouve´s dans les meˆmes transactions [14].
L’algorithme Apriori
L’algorithme Apriori [15] a e´te´ de´crit pour la premie`re fois pour de´couvrir des re`gles
d’association entre des items d’une base de donne´e. Ces re`gles d’association permettent de
de´crire la pre´sence d’un certain type d’items e´tant donne´ la pre´sence d’un autre item dans
le meˆme groupe d’items. Afin de pouvoir e´mettre ces re`gles, la premie`re e´tape consiste a`
trouver les items qui surviennent souvent en meˆme temps. L’algorithme Apriori permet
simplement de de´terminer les groupes d’items qui surviennent souvent en meˆme temps. Le
principe de cet algorithme est base´ sur une intuition assez simple : des groupes d’items sont
fre´quents seulement si les items les composant sont eux-aussi fre´quent. L’algorithme Apriori
se divise en deux phases qui se re´pe`tent pour former des groupes d’items de plus en plus
gros. La premie`re e´tape consiste a` ge´ne´rer les candidats a` conside´rer. Ceux-ci sont forme´s
des groupes d’items obtenus de l’ite´ration pre´ce´dente auxquels sont ajoute´s un nouvel item a`
conside´rer. La deuxie`me e´tape consiste a` ve´rifier le support de chaque candidat en effectuant
une lecture de la base de donne´es. Lorsque, pendant une ite´ration, tous les candidats sont
rejete´s, l’algorithme se termine.
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L’algorithme FP-growth
L’algorithme FP-growth a e´te´ de´veloppe´ afin d’acce´le´rer la ge´ne´ration de candidats de
l’algorithme Apriori. En effet, la liste de candidats peut devenir tre`s grande et a` chaque nou-
velle liste de candidats il est ne´cessaire d’effectuer une nouvelle passe de la base de donne´e.
L’algorithme FP-growth a e´te´ cre´e´ afin d’e´liminer l’e´tape de ge´ne´ration de candidats [16].
Dans cette approche, une structure est cre´e´e afin de contenir l’ensemble des items fre´quents.
Cette structure pre´sente les items fre´quents sous forme d’arbre avec les items les plus fre´-
quents pre`s de la racine. Ainsi, en parcourant cet arbre, on retrouve les items fre´quents de
chaque transaction originale. Des arbres secondaires sont cre´e´s pour chaque item et ces arbres
re´sultants sont concate´ne´s pour retrouver les patrons les plus longs. Ainsi, les sous-patrons
communs a` plusieurs patrons ne sont calcule´s qu’une seule fois.
2.2.2 Les se´quences les plus fre´quentes
La de´couverte de se´quences les plus fre´quentes est une spe´cialisation de la de´couverte d’en-
sembles d’items. Dans ce cas, les items d’une transaction sont ordonne´s. Le proble`me consiste
a` de´couvrir des se´quences d’items qui sont fre´quentes parmi l’ensemble des transactions.
Approche de base
L’algorithme Apriori a e´te´ adapte´ pour trouver des patrons se´quentiels [17]. Dans l’algo-
rithme original, chaque groupe d’item est inde´pendant. Dans la recherche de patrons se´quen-
tiels, un groupe d’items peut en suivre un autre dans le temps. On ne cherche plus seulement
a` savoir lorsque deux items apparaissent en meˆme temps mais aussi si la pre´sence d’un item
annonce la pre´sence d’un autre item dans un groupe d’items subse´quent. Cette approche mo-
difie´e fonctionne sous le meˆme principe que l’approche originale : une e´tape de ge´ne´ration de
candidats suivie d’une e´tape d’e´limination par manque de support. Une e´tape additionnelle
est ajoute´e afin de ge´ne´rer des se´quences. Encore une fois, ces se´quences sont ge´ne´re´es a` partir
de se´quences candidates de´ja` fre´quentes. Les candidats qui n’ont pas le support de´sire´ sont
e´limine´s.
L’algorithme PrefixSpan
Tout comme l’algorithme FP-growth, l’algorithme PrefixSpan cherche a` re´duire l’impact
de trouver de nouveaux candidats pour former des se´quences plus longues [18]. Le principe
de base de cet algorithme est de diviser la base de donne´es en fonction des pre´fixes com-
muns des se´quences. Cette division est effectue´e re´cursivement en projetant les se´quences
sur des pre´fixes de plus en plus longs. La projection conserve uniquement les se´quences qui
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contiennent le pre´fixe concerne´. Ainsi, cette projection re´duit l’espace de recherche et e´limine
automatiquement les candidats non valides. Cet algorithme se divise en trois grandes e´tapes.
La premie`re e´tape consiste a` trouver les se´quences fre´quentes de longueur 1. Chacune de ces
se´quence formera le pre´fixe de se´quences plus longues. La deuxie`me e´tape consiste a` projeter
la base de donne´es pour chaque pre´fixe trouve´. Finalement, les se´quences forme´es a` partir
des pre´fixes trouve´s a` la premie`re e´tape sont extraites de cette projection. Les se´quences
plus longues sont obtenues re´cursivement en reprojetant la base de donne´es sur les se´quences
nouvellement trouve´es.
Les e´pisodes
Les algorithmes base´s sur la technique Apriori ont comme limitation de fonctionner sur
des bases de donne´es de´ja` se´pare´es en transactions. Or, l’information re´colte´e n’est pas ne´-
cessairement regroupe´e en transactions. Le concept d’e´pisode a e´te´ invente´ afin de de´crire la
relation entre des e´ve´nements qui surviennent proches les uns des autres dans une se´quence
d’e´ve´nements [19]. Les e´pisodes sont simplement de´finis comme un ensemble d’e´ve´nements
qui peuvent eˆtre ordonne´s selon un ordre partiel. Deux types d’e´pisodes de base sont de´crits.
L’e´pisode se´riel consiste en un couple d’e´ve´nements dont l’un deux se trouve toujours avant
l’autre dans une se´quence. L’e´pisode paralle`le consiste quant a` lui en un couple d’e´ve´nements
qui surviennent sans ordre pre´cis. Tout ce que l’e´pisode paralle`le de´crit est que ses e´ve´nements
surviennent ensemble mais pas toujours dans le meˆme ordre. Des e´pisodes plus complexes
peuvent eˆtre forme´s en combinant a` la fois des e´pisodes se´riels et des e´pisodes paralle`les.
Les algorithmes Winepi et Minepi
L’extraction d’e´pisodes fre´quents permet ainsi de de´couvrir des patrons complexes. Les
algorithmes Winepi et Minepi de´crivent deux techniques pour extraire ces patrons [19]. L’al-
gorithme Winepi consiste d’abord a` diviser la se´quence en feneˆtres de tailles identiques. Par
la suite, les e´pisodes fre´quents sont extraits graˆce a` une technique ite´rative semblable a` celle
de l’algorithme Apriori. Des candidats pour des e´pisodes plus complexes sont ge´ne´re´s a` partir
des e´pisodes trouve´s a` l’ite´ration pre´ce´dente. Les candidats qui n’ont pas de support ade´quat
(qui ne se retrouvent pas dans un nombre suffisant de feneˆtres) sont e´limine´s. Minepi est une
modification de Winepi qui e´vite l’utilisation de feneˆtres sur la se´quence. Cet algorithme se
base plutoˆt sur la notion d’occurence minimale. L’occurence minimale d’un e´pisode est de´finie
comme un intervalle de la se´quence qui contient cet e´pisode mais dont tous les sous-intervalles
ne le contiennent pas. Ainsi, le support n’est plus de´fini comme le nombre de feneˆtres qui
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contiennent un e´pisode donne´ mais plutoˆt le nombre d’occurences minimales d’un e´pisode
dans la se´quence.
Les approches hybrides
La de´couverte d’e´pisodes se´riels et paralle`les ajoute une complexite´ supe´rieure au pro-
ble`me de de´couverte de groupes d’items fre´quents. Des techniques hybrides ont donc e´te´
de´veloppe´es pour simplifier le proble`me. Une de ces techniques consiste a` conside´rer un inter-
valle autour d’un e´ve´nement comme une feneˆtre ou` tous les e´ve´nements a` l’inte´rieur de celle-ci
sont survenus en meˆme temps. Cette re´duction du proble`me permet d’e´liminer toute notion
d’e´pisode se´riel puisque tous les e´ve´nements d’une meˆme feneˆtre sont conside´re´s comme e´tant
simultane´s [20]. Une fois le proble`me ainsi re´duit, il est possible d’extraire les groupes d’items
les plus fre´quents en utilisant la technique de son choix [21]. Le choix de la taille de la feneˆtre
reste un proble`me. Une feneˆtre trop petite et les patrons complexes ne sont pas trouve´s. Une
feneˆtre trop grande et trop de patrons sont trouve´s.
2.2.3 Les patrons pe´riodiques
Dans certains cas, les patrons d’inte´reˆt se re´pe`tent a` intervalles re´guliers. Des techniques
existent pour de´tecter spe´cifiquement ces comportements re´guliers [22].
Pe´riode connue
Lorsque la pe´riode du patron recherche´ est connue, il est possible d’appliquer une seg-
mentation simple a` la se´quence et d’utiliser les algorithmes de de´couverte de se´quences tra-
ditionnels. Une technique simple consiste a` ve´rifier si un patron se´quentiel est pre´sent dans
un nombre suffisant de segments. Il est possible d’acce´le´rer cette ve´rification en conside´rant
que les sous-parties d’un patron cyclique doivent e´galement eˆtre cycliques [23]. Ainsi, il n’est
ne´cessaire que de ve´rifier les segments qui sont des multiples de la pe´riode des sous-parties
d’une se´quence.
Pe´riode inconnue
Lorsque la pe´riode du patron recherche´ n’est pas connue, il n’est pas si simple de segmenter
la se´quence en intervalles. Une recherche exhaustive de toutes les longueurs de segments
possibles n’est pas envisageable. Afin d’e´viter de devoir ve´rifier toutes ces pe´riodes diffe´rentes,
une technique consiste a` pre´calculer les pe´riodes existantes dans une se´quence en utilisant
une transforme´e de Fourier [24]. Une autre technique consiste a` conserver les informations sur
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la fre´quence des symboles uniques dans la se´quence. Ces informations permettent de guider
la recherche en e´liminant les pe´riodes impossibles [25].
Les patrons partiellement pe´riodiques
La pe´riode d’un patron n’est pas ne´cessairement stable pendant toute une se´quence. Des
variations de la pe´riode d’un patron peuvent survenir alors que la se´quence e´volue dans le
temps. De plus, dans certains cas, les patrons pe´riodiques ne sont pas toujours actifs. Un
comportement pe´riodique peut eˆtre pre´sent pendant un moment mais eˆtre absent le reste du
temps. Ce genre de patron ne posse`de donc pas de pe´riode re´gulie`re. Pour de´crire ce genre
de comportement, la notion de patrons partiellement pe´riodique a e´te´ de´finie [26]. Un patron
partiellement pe´riodique est un patron pe´riodique divise´ en segments actifs et en segments
inactifs. Pendant un segment actif, le patron est pre´sent mais pendant un segment inactif,
le patron est absent. Une technique pour de´terminer la pe´riode d’un tel patron consiste a`
mesurer le temps e´coule´ entre deux patrons successifs. Par la suite, une ve´rification est faite
pour s’assurer que la distribution des temps re´cupe´re´s est significativement diffe´rente d’une
distribution ale´atoire.
2.2.4 L’utilisation de la connaissance du domaine
Les techniques et algorithmes ge´ne´riques permettent de trouver des patrons dans des
jeux de donne´es quelconques. Lorsque le domaine est contraint, il est possible d’utiliser les
particularite´s de ce domaine afin de restreindre l’espace de recherche.
La description de patrons
Lorsque le patron recherche´ est connu, il est possible de le de´crire afin de le retrouver
rapidement dans une trace. Par exemple, plusieurs attaques informatiques ne´cessitent une
suite d’actions connues. L’outil AFI (Automated Fault Identification) fournit a` la fois un
langage de description et un engin de de´tection afin de repe´rer des patrons dans une trace [27].
Ce langage de description permet de de´finir une suite d’e´ve´nements appele´e sce´nario. Des
conditions sont applique´es sur les champs des e´ve´nements afin de spe´cifier quels e´ve´nements
font progresser l’e´tat du sce´nario. Il est possible de spe´cifier un temps maximal entre les
e´ve´nements d’un sce´nario afin de limiter la recherche de patron a` un intervalle de temps
de´limite´. Une fois les sce´narios de´finis, l’engin de de´tection lit line´airement la trace et ve´rifie
si chacun des e´ve´nements fait progresser l’e´tat d’un des sce´narios. Si un sce´nario est de´tecte´,
une action approprie´e peut alors eˆtre de´clenche´e.
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Les machines a` e´tats
Pour des patrons plus complexes qu’une simple suite d’e´ve´nements, il est possible d’uti-
liser des machines a` e´tats. Les machines a` e´tats sont une technique efficace afin de retrouver
des se´quences de lettres dans un texte ou encore pour de´crire un langage re´gulier [28]. Elles
ont comme avantage de ne´cessiter une seule lecture du jeu de donne´es. Les machines a` e´tats
permettent e´galement de recre´er l’e´tat du syste`me a` partir d’e´ve´nements simples. Le Tracing
and Monitoring Framework (TMF) utilise une machine a` e´tats pour recre´er l’e´tat des proces-
sus d’un syste`me a` partir des e´ve´nements d’une trace noyau. L’e´tat des processus peut alors
eˆtre affiche´ a` n’importe quel moment de la trace.
Une approche base´e sur les machines a` e´tats a aussi e´te´ utilise´e pour re´cupe´rer des sta-
tistiques et proprie´te´s des syste`mes temps re´el [29]. Des e´ve´nements spe´cifiques sont utilise´s
pour indiquer le de´clenchement et la terminaison de chaque taˆche, en plus de de´terminer la
taˆche couramment en exe´cution. Graˆce a` ces e´ve´nements, les temps de re´ponse et de calcul de
chaque taˆche peuvent eˆtre re´cupe´re´s en plus de permettre le calcul des temps d’interfe´rence
et de blocage.
2.3 Les approches visuelles
D’autres techniques se concentrent plutoˆt sur la pre´sentation de la trace a` un utilisateur.
L’utilisateur a alors la liberte´ d’explorer la trace a` sa guise. Nous pre´sentons ici les outils qui
permettent de visualiser et d’analyser des traces.
2.3.1 L’outil Zinsight
Zinsight est un visualisateur de traces de´veloppe´ par IBM pour leur gamme de produits
base´s sur System z [30]. Cet outil pre´sente la trace a` l’aide de trois vues distinctes : une vue
de flot des e´ve´nements, une vue de statistiques et une vue de contexte de se´quence.
La vue de flot des e´ve´nements
La vue de flot des e´ve´nements pre´sente les e´ve´nements de la trace dans un espace bidi-
mensionnel avec le temps sur l’axe vertical et un groupement variable sur l’axe horizontal.
Chaque e´ve´nement est repre´sente´ par un rectangle dans lequel se trouve son nom et les in-
formations qu’il contient. Selon le niveau de zoom, les informations de l’e´ve´nement sont plus
ou moins de´taille´es. A` une e´chelle tre`s grande, meˆme le nom de l’e´ve´nement n’est pas affiche´.
Chaque rectangle posse`de e´galement une couleur qui repre´sente le module qui a e´mis cet
e´ve´nement. Un agrandi de cette vue est pre´sente´ a` la figure 2.1. On y voit des e´ve´nements
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classe´s horizontalement selon le module qui a e´mis l’e´ve´nement en question et verticalement
selon l’ordre chronologique. A` ce niveau de zoom, le nom des e´ve´nements est visible mais
seulement une partie du contenu est affiche´e.
La vue de statistiques
Dans la vue de statistiques, les e´ve´nements sont repre´sente´s par des barres verticales. Les
e´ve´nements sont groupe´s selon leur type. Les types d’e´ve´nements sont a` leur tour groupe´s
selon une cate´gorie englobant plusieurs types. Le re´sultat final est une liste de types d’e´ve´-
nements sous forme d’arborescence avec chaque e´ve´nement individuel repre´sente´ comme une
barre verticale a` coˆte´ de l’e´tiquette de son type. Les barres reprennent les meˆmes couleurs
que les rectangles de la vue de flot des e´ve´nements. Un exemple de cette vue est pre´sente´ a`
la figure 2.2. On y voit les e´ve´nements individuels classe´s selon leur type. Les sous-types sont
e´galement visibles graˆce a` l’utilisation d’une arborescence des types et sous-types. Lorsqu’un
groupement contient trop d’e´ve´nements pour l’espace horizontal disponible, les e´ve´nements
supple´mentaires ne sont pas visibles.
Certains types d’e´ve´nements peuvent eˆtre regroupe´s en paires, par exemple un e´ve´nement
indiquant l’entre´e d’une fonction et un autre indiquant le retour de cette meˆme fonction. Pour
ces paires d’e´ve´nements, il existe un mode de temps e´coule´. Dans ce mode, il est possible de
repre´senter le temps e´coule´ entre deux e´ve´nements paire´s en modifiant la hauteur de chaque
barre. Dans ce mode de repre´sentation, des barres plus hautes indiquent un intervalle plus
grand entre les deux e´ve´nements.
La vue de contexte de se´quence
La troisie`me vue pre´sente le contexte entourant un certain type d’e´ve´nements. Ce contexte
peut repre´senter deux choses : la se´quence des e´ve´nements menant a` un type d’e´ve´nement ou
alors la se´quence d’e´ve´nements qui suit un type d’e´ve´nement. Ces se´quences sont repre´sente´es
sous la forme d’un graphe dirige´ avec les noeuds repre´sentant un certain type d’e´ve´nements.
Dans l’e´ventualite´ ou` un type d’e´ve´nements se re´pe`te dans la se´quence, un cycle est forme´
dans le graphe. Chaque areˆte du graphe a un poids e´gal au nombre de fois que la se´quence
passe par ces noeuds du graphe. La se´quence d’e´ve´nements la plus probable est repre´sente´e
par des areˆtes plus fonce´es. Afin de limiter la taille du graphe, les se´quences les plus rares
sont initialement cache´es mais peuvent eˆtre e´tendues au besoin. Un agrandi de cette vue est
pre´sente´ a` la figure 2.3. Dans cette vue, la se´quence cyclique dominante de trois e´ve´nements
est repre´sente´e par l’utilisation des fle`ches en gras. Les se´quences d’e´ve´nements alternatives
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Figure 2.1 La vue de flot des e´ve´nements de Zinsight
Figure 2.2 La vue de statistiques de Zinsight
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rencontre´es sont repre´sente´es au centre. Les se´quences peu probables sont initialement cache´es
et sont repre´sente´es par des rectangles non identifie´s.
Toutes ces vues permettent la se´lection d’e´ve´nements ou de types d’e´ve´nements. Les
e´ve´nements se´lectionne´s sont repre´sente´s par un rectangle de surbrillance autour d’eux. La
se´lection dans une vue entraˆıne les meˆmes e´ve´nements a` eˆtre se´lectionne´s dans les autres
vues. Cette synchronisation entre les vues permet ainsi de facilement se de´placer d’une vue
a` l’autre.
Figure 2.3 La vue de contexte de se´quences de Zinsight
2.3.2 L’outil TMF
Le Trace Monitoring Framework (TMF) est un outil d’affichage de trace base´ sur la
plateforme Eclipse [31]. Cet outil posse`de trois vues principales : une liste des e´ve´nements,
une vue en histogramme, et une vue de flot de controˆle. Graˆce a` ces vues, il est possible de
naviguer a` l’inte´rieur de la trace et de faire un agrandissement sur une zone en particulier.
Un aperc¸u des vues principales est pre´sente´ a` la figure 2.4.
La liste des e´ve´nements pre´sente simplement les e´ve´nements contenus dans une trace
dans leur ordre chronologique. Les informations de´taille´es de chaque e´ve´nement sont affiche´es
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dans cette vue : l’estampille de temps, le nom et type de l’e´ve´nement ainsi que l’information
additionnelle contenue dans les champs de celui-ci.
La vue en histogramme permet de visualiser l’ensemble de la trace en pre´sentant la densite´
des e´ve´nements en fonction du temps. Sur l’axe horizontal, on retrouve l’intervalle de temps
repre´sentant la dure´e de la trace. Le nombre d’e´ve´nements est pre´sente´ sur l’axe vertical. Cette
vue permet de repe´rer les endroits de la trace qui renferment plus ou moins d’e´ve´nements.
A` partir de cet histogramme, il est possible de naviguer a` un endroit plus pre´cis de la trace.
Un second histogramme permet d’avoir l’information plus de´taille´e sur la zone pre´sentement
affiche´e.
La vue de flot de controˆle permet d’afficher de l’information sur le de´roulement de la
trace sous forme d’activite´ des processus. Ainsi, chacun des processus contenus dans la trace
est affiche´ dans une liste le long de l’axe vertical et les e´tats correspondants sont affiche´s
chronologiquement a` l’aide de rectangles le long de l’axe horizontal.
L’e´tat des processus est ge´ne´re´ a` partir d’une machine a` e´tats qui transforme des
e´ve´nements-cle´s en changement d’e´tat pour un ou plusieurs processus. Ces e´tats permettent
notamment d’identifier si un processus est en exe´cution sur un processeur ou encore s’il est
en train d’exe´cuter un appel syste`me.
Le syste`me de stockage des e´tats
Afin d’e´viter d’avoir a` recre´er l’e´tat des processus lorsque l’utilisateur de´place la vue
courante, un syste`me de stockage des e´tats a e´te´ cre´e´ [32]. Ce syste`me permet de re´cupe´rer
l’e´tat courant a` n’importe quel moment en une seule ope´ration. Pour ce faire, chaque e´tat est
repre´sente´ comme un intervalle contenant un identifiant, un temps de de´but et de fin ainsi
qu’une valeur d’e´tat. Ces intervalles sont stocke´s sur disque dans une structure en arbre.
Chaque noeud de cet arbre correspond a` un intervalle de temps de la trace. Chaque noeud
repre´sente un sous-intervalle de l’intervalle du noeud parent. Ce sous-intervalle est exclusif
par rapport aux sous-intervalles des autres noeuds fre`res. Ainsi, lorsqu’un requeˆte est faite
pour un temps pre´cis, une seule branche de l’arbre doit eˆtre parcourue pour re´cupe´rer l’e´tat
a` ce moment.
Graˆce a` ce syste`me de stockage des e´tats, il est possible de ge´ne´rer la vue de flot de
controˆle en effectuant une requeˆte pour chaque pixel horizontal de la vue. Ainsi, le temps de
ge´ne´ration de la vue demeure faible, peu importe le nombres d’e´ve´nements contenus dans la
zone de la trace a` afficher.
24
Figure 2.4 La vue principale de TMF
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2.3.3 L’outil TuningFork
L’outil TuningFork est un syste`me de traitement et d’affichage de traces [33]. Son archi-
tecture ressemble a` un pipeline a` plusieurs e´tapes. Les diffe´rentes traces, pouvant provenir de
diffe´rentes sources, sont d’abord fusionne´es en un seul flux d’e´ve´nements. Ce flux unique est
par la suite filtre´ pour obtenir des flux spe´cialise´s selon une me´trique particulie`re. Des ope´-
rations mathe´matiques peuvent par la suite eˆtre applique´es sur ces flux, comme la de´rivation
ou la diffe´rence, afin d’obtenir les flux finaux qui seront affiche´s.
TuningFork utilise une bibliothe`que de dessin afin de ge´ne´rer ses diffe´rentes figures. Cet
outil est ainsi en mesure d’utiliser la plupart des figures standards comme les graphes a`
courbes, les histogrammes ou encore les graphes en secteurs. Outre ces figures, il est possible
de cre´er des vues spe´cialise´es et de les connecter au pipeline de traitement de flux.
La vue d’oscilloscope
La vue d’oscilloscope permet de visualiser le contenu fre´quentiel d’un flux d’information.
Cette vue permet l’affichage d’intervalles le long d’une ligne de temps qui est replie´e sur elle
meˆme, comme les lignes d’un livre. Les intervalles sont dessine´s chronologiquement de gauche
a` droite sur une ligne a` l’aide de rectangles. Lorsque la ligne arrive a` sa fin, les intervalle
sont dessine´s alors sur la ligne suivante. En choisissant judicieusement la dure´e en temps
d’une ligne, il est possible de synchroniser chaque ligne selon une pe´riode voulue. En sachant
la pe´riode du patron qu’on cherche a` observer, il est possible de configuer la largeur de la
vue pour contenir exactement un patron par ligne. Ainsi, chaque ligne contient une pe´riode
d’inte´reˆt. Un exemple de cette vue est pre´sente´ a` la figure 2.5.
La division de la trace en pe´riodes permet de visualiser des patrons pe´riodiques connus.
La quantite´ de pe´riodes visibles demeure limite´e par le nombre de lignes qu’il est possible
d’afficher a` l’e´cran. La solution propose´e par TuningFork consiste a` continuer le dessin des
intervalles sur les lignes existantes, tout comme un oscilloscope analogique. La` ou` plus d’in-
tervalles sont dessine´s, la couleur re´sultante est plus fonc¸e´e. Re´ciproquement, la` ou` peu d’in-
tervalles sont dessine´s, la couleur est plus paˆle. Il est ainsi possible d’observer la stabilite´ d’un
patron pe´riodique sur l’ensemble d’une trace. Un patron stable sera indique´ par une bande
fonce´e dessine´e sur toutes les lignes de la vue. Un patron plus instable aura une bande de
couleur plus faible et plus e´tendue horizontalement.
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Figure 2.5 La vue d’oscilloscope de TuningFork
2.3.4 La suite d’outils Vampir
La suite d’outils Vampir a e´te´ cre´e´e pour mieux comprendre les inte´ractions qui existent
dans les syste`mes paralle`les et distribue´s [34]. Cette suite d’outils se divise en deux parties :
un composant d’instrumentation et un composant d’analyse.
Le composant d’instrumentation est appele´ VampirTrace. L’instrumentation peut eˆtre
effectue´e de quatre fac¸ons. Premie`rement, le compilateur peut eˆtre utilise´ pour inse´rer des
points de trace aux entre´es et aux sorties de fonctions. Afin de re´duire le surcouˆt de tracer
toutes les fonctions, il est possible de de´sactiver l’instrumentation des courtes fonctions qui
sont appele´es souvent. La deuxie`me technique utilise un pre´processeur pour ajouter directe-
ment les points de trace dans le code source. La troisie`me technique instrumente les librairies
de communication telles que la librairie Message Passing Interface (MPI). Une librairie in-
terme´diaire est alors utilise´e pour intercepter les appels avant de les rediriger vers la librairie
originale. Finalement, il est e´galement possible d’instrumenter manuellement le code source
a` l’aide d’une interface de trac¸age fournie par VampirTrace.
Les traces ainsi re´cupe´re´es peuvent alors eˆtre analyse´es. A` cause de l’aspect distribue´ des
syste`mes instrumente´s, une grande quantite´ d’information peut eˆtre ge´ne´re´e simultane´ment.
Afin de traiter toute cette information, un serveur de´die´ est utilise´ pour effectuer l’analyse.
27
Les re´sultats de cette analyse peuvent alors eˆtre transfe´re´s vers une machine moins puissante
pour visualisation.
La ligne de temps globale
La ligne de temps globale permet d’afficher les interactions entre les diffe´rents processus
qui participent a` l’e´change d’informations dans une application distribue´e. Les processus
sont place´s sur l’axe vertical et on retrouve sur l’axe horizontal l’e´tat de chaque processus
en fonction du temps. Des fle`ches sont dessine´es lors d’appel a` la librairie de communication
pour montrer le sens des e´changes. Une exemple de cette vue est pre´sente´ a` la figure 2.6.
La ligne de temps par processus
Un processus individuel peut eˆtre analyse´ plus en de´tails en utilisant la ligne de temps
par processus. Dans cette vue, on retrouve l’e´volution de la profondeur de la pile d’appels en
fonction du temps. Des compteurs peuvent e´galement eˆtre affiche´s en meˆme temps, pre´sentant
par exemple l’utilisation en me´moire du processus en fonction du temps. Un exemple de cette
vue est pre´sente´ a` la figure 2.7, repre´sentant la profondeur de la pile d’appels d’un processus
en fonction du temps.
Les vues de statistiques
En plus des vues temporelles, des statistiques peuvent eˆtre affiche´es pour observer le
comportement global d’une application. Ainsi, il est possible de pre´senter le temps total
passe´ dans une fonction particulie`re pour un seul processus ou encore l’application entie`re.
Finalement, une dernie`re vue permet de visualiser le nombre d’e´changes entre chaque paire
de processus. Une matrice des processus permet d’afficher la quantite´ d’information e´change´e
entre chaque paire de processus. Des couleurs sont utilise´es pour repre´senter la quantite´
d’informations e´change´es. Dans le cas ou` deux processus n’ont jamais e´change´ d’information,
la case correspondante sera grise. Pour les processus qui ont fait des e´changes, la couleur
varie du bleu (peu d’e´changes) au rouge (beaucoup d’e´changes).
28
Figure 2.6 La ligne de temps globale de Vampir
Figure 2.7 La ligne de temps par processus de Vampir
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2.4 Conclusion de la revue de litte´rature
Bien que re´cent, le domaine du trac¸age offre de´ja` plusieurs outils diffe´rents qui re´pondent
a` des besoins particuliers. La de´tection de patrons, quant a` elle, est un domaine beaucoup
plus vaste dont les algorithmes pourraient eˆtre utiles pour de´couvrir des patrons d’inte´reˆt
a` l’inte´rieur de traces volumineuses. Les outils de visualisation semblent aussi eˆtre des in-
contournables de l’analyse de trace. De par leur interactivite´, ils permettent a` un utilisateur
de naviguer a` travers une trace, re´cupe´rer les de´tails d’exe´cution ou encore pre´senter des
statistiques pour obtenir un portrait plus global.
Un outil permettant d’analyser des traces de syste`mes temps re´el pourrait venir comple´-
menter l’offre d’outils existants. Il devient donc inte´ressant d’identifier les informations de
trac¸age qui permettront de ge´ne´rer des analyses sur mesure.
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CHAPITRE 3
ME´THODOLOGIE
Le de´veloppement d’un outil d’analyse commence tout d’abord par circonscrire l’envi-
ronnement dans lequel il doit e´voluer. Nous de´crivons dans cette partie les environnements
mate´riel et logiciel avec lesquels nous travaillerons, en plus de pre´senter les proble`mes qui se-
ront conside´re´s pour l’analyse. Finalement, les programmes qui serviront a` ge´ne´rer la charge
temps re´el sur le syste`me sont de´crits.
3.1 Environnement de travail
Une station de travail standard a e´te´ utilise´e pour re´aliser les diverses expe´riences. Les
configurations mate´rielle et logicielle de cette machine sont de´crites ci-bas.
3.1.1 Mate´riel
La meˆme machine a e´te´ utilise´e pour a` la fois re´cupe´rer les traces ainsi que pour effectuer
l’analyse. Les spe´cifications de cette machine sont de´crites au tableau 3.1. Bien que le proces-
seur utilise´ n’ait pas e´te´ conc¸u afin de fournir les garanties ne´cessaire aux applications temps
re´el a` contraintes dures, il est suffisant dans le cas ou` nous cherchons a` observer des charges
de travail pre´cises et non a` obtenir les meilleures latences possibles. Certaines pre´cautions
ont quand meˆme e´te´ prises afin d’e´liminer des sources de latence potentielles. En particulier,
les technologies Hyperthread et Turbo Boost ont e´te´ de´sactive´es. La technologie Hyperthread
peut ajouter de la latence a` un processus en permettant a` plusieurs processus de partager
un meˆme coeur physique. La technologie Turbo Boost, quant a` elle, permet a` la fre´quence
d’horloge du processus d’eˆtre dynamiquement re´duite afin de diminuer la consommation en
courant du processeur. Outre la de´sactivation de ces deux technologies, le fonctionnement du
mate´riel n’a pas e´te´ davantage ajuste´.
Tableau 3.1 Spe´cifications techniques de la machine de travail
Carte me`re Intel DX58SO
Me´moire vive 2 X 3 Go KINGSTON DDR3 1067 MHz
Processeur Intel Core i7 930 avec quatre coeurs a` 2.8 GHz
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3.1.2 Logiciel
Le syste`me d’exploitation utilise´ est Ubuntu 12.04. Afin d’obtenir de meilleures perfor-
mances temps re´el, un noyau Linux 3.2 personnalise´ a e´te´ compile´ avec le correctif PREEMPT_RT.
Les traces ont e´te´ re´cupe´re´es avec le traceur LTTng version 2.3.1.
L’outil cpuset [35] a e´te´ utilise´ afin d’isoler un coeur du processeur sur lequel les applica-
tions temps re´el sont exe´cute´es. Dans notre cas, le coeur 1 a e´te´ re´serve´ pour les applications
temps re´el et tous les autres processus ont e´te´ migre´s vers les coeurs 0, 2 et 3. L’isolation
ainsi effectue´e n’est pas comple`te. Les processus du syste`me d’exploitation qui sont lie´s a` ce
coeur ne sont pas migre´s, l’objectif e´tant de fournir un environnement stable et connu pour
les applications temps re´el. Le script permettant d’isoler un coeur et de migrer les processus
vers les autres coeurs est pre´sente´ ici :
# cset set --cpu=1 --set=rt
# cset set --cpu=0,2,3 --set=rest
# cset proc --move -k --fromset=root --toset=rest
3.2 Phe´nome`nes d’inte´reˆt
3.2.1 La stabilite´ de la latence
Les applications temps re´el ont besoin d’un certain de´terminisme afin d’assurer qu’elles
puissent s’exe´cuter a` l’inte´rieur du de´lai limite. La stabilite´ de la latence est donc un important
indicateur de la qualite´ ge´ne´rale du syste`me. Une application qui exhibe peu de variabilite´
dans sa latence est une application qui a de bonnes caracte´ristiques temps re´el. Inversement,
une latence qui varie beaucoup peut eˆtre un indice d’interactions non pre´vues avec le syste`me
ou d’autres applications.
3.2.2 Inversion de priorite´
L’inversion de priorite´ est un proble`me bien connu dans le domaine des syste`mes temps
re´el. Afin de prioriser certaines taˆches plus urgentes, on attribue typiquement des priorite´s aux
taˆches et celles-ci indiquent a` l’ordonnanceur quelles taˆches exe´cuter en premier. L’inversion
de priorite´ survient lorsqu’une taˆche a` haute priorite´ est bloque´e par une taˆche a` basse priorite´
et que cette taˆche moins prioritaire ne peut pas libe´rer le verrou parce qu’une taˆche de priorite´
moyenne accapare le processeur. Meˆme si cette taˆche a` priorite´ moyenne ne posse`de aucune
interaction avec les deux autres, elle retarde l’exe´cution de la taˆche a` haute priorite´.
Ce genre d’attente non borne´e est a` e´viter dans les applications temps re´el. Un me´canisme
qui permet d’e´liminer les inversions de priorite´ est l’he´ritage de priorite´. Selon ce me´canisme,
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un processus a` basse priorite´ qui bloque un processus de haute priorite´ verra sa priorite´
augmente´e temporairement. Ainsi, les processus de priorite´ interme´diare ne pourront pas
s’exe´cuter et pre´empter le processus a` basse priorite´, permettant a` ce dernier de libe´rer son
verrou plus rapidement.
3.3 Charges de travail
Afin de tester les algorithmes, deux charges de travail diffe´rentes ont e´te´ utilise´es. Ces
charges de travail devaient eˆtre assez simples pour pouvoir eˆtre facilement reproductibles
mais assez complexes pour permettre d’y introduire des proble`mes typiques des applications
temps re´el. La premie`re charge de travail permet de ge´ne´rer des taˆches pe´riodiques tandis
que la seconde ge´ne`re plutoˆt des taˆches sporadiques.
3.3.1 L’outil cyclictest
L’outil cyclictest permet de ve´rifier le comportement temps re´el d’un syste`me en observant
la latence maximale observe´e pendant un long lapse de temps [36]. Cet outil fonctionne en
lanc¸ant un ou plusieurs fils d’exe´cution en priorite´ temps re´el. Chaque fil exe´cute une simple
boucle qui mesure la diffe´rence de temps e´coule´ entre le moment de re´veil attendu et le
moment de re´veil re´el. La diffe´rence entre ces deux moments correspond a` la latence calcule´e
par cyclictest. Les statistiques de cette latence sont ensuite mises a` jour avant que le fil ne
se remette en attente pour son prochain re´veil.
Voici un exemple d’utilisation de cyclictest sur une dure´e d’une minute. Sur chaque ligne
du re´sultat, on trouve le nume´ro de chaque fil d’exe´cution, sa priorite´, sa pe´riode, le nombre
de cycles exe´cute´s ainsi que les latences minimale, courante, moyenne et maximale observe´es.
# cyclictest -t10 -p99 -n -q -D 1m
T: 0 (11786) P:99 I:1000 C: 60000 Min: 1 Act: 2 Avg: 1 Max: 24
T: 1 (11787) P:98 I:1500 C: 40000 Min: 1 Act: 2 Avg: 1 Max: 22
T: 2 (11788) P:97 I:2000 C: 30000 Min: 1 Act: 2 Avg: 1 Max: 23
T: 3 (11789) P:96 I:2500 C: 24000 Min: 1 Act: 2 Avg: 2 Max: 23
T: 4 (11790) P:95 I:3000 C: 20000 Min: 1 Act: 10 Avg: 2 Max: 15
T: 5 (11791) P:94 I:3500 C: 17143 Min: 1 Act: 2 Avg: 1 Max: 10
T: 6 (11792) P:93 I:4000 C: 15000 Min: 1 Act: 2 Avg: 1 Max: 8
T: 7 (11793) P:92 I:4500 C: 13334 Min: 1 Act: 2 Avg: 1 Max: 10
T: 8 (11794) P:91 I:5000 C: 12000 Min: 1 Act: 2 Avg: 1 Max: 21
T: 9 (11795) P:90 I:5500 C: 10910 Min: 1 Act: 2 Avg: 1 Max: 14
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3.3.2 Application producteur-consommateur
Nous avons cre´e´ une application de type producteur-consommateur afin de ge´ne´rer des
taˆches sporadiques en plus de ve´rifier les me´canismes d’he´ritage de priorite´. L’application est
constitue´e de trois taˆches temps re´el. Le producteur posse`de une priorite´ faible qui a comme
seule taˆche de remplir un tampon avec des valeurs ale´atoires. Le consommateur, lui, posse`de
une priorite´ moyenne et se charge de lire les valeurs e´mises par le producteur. Finalement, la
troisie`me taˆche est pe´riodique et posse`de la priorite´ la plus e´leve´e. Son roˆle est de perturber
les deux autres taˆches en forc¸ant l’ordonnanceur a` les pre´empter.
Le tampon
Le producteur et le consommateur s’e´changent les valeurs a` l’aide d’un tampon circulaire
en me´moire partage´e. La synchronisation de l’e´criture et de la lecture est effectue´e a` l’aide
d’une paire de se´maphores. La premie`re se´maphore s’assure qu’il y a de l’espace dans le
tampon pour que le producteur puisse e´crire. Lorsque le consommateur lit une valeur, il
l’indique en incre´mentant ce se´maphore. Le producteur quant a` lui incre´mente le se´maphore
lorsqu’il rajoute une valeur au tampon. Le second se´maphore a un roˆle corollaire, il s’assure
que le tampon n’est pas vide et que le consomateur puisse lire. Il est incre´mente´ apre`s que
le producteur ait place´ une valeur dans le tampon et de´cre´mente´ avant que le consommateur
n’effectue une lecture.
3.4 Aperc¸u de l’approche propose´e
Au chapitre 4, une approche est pre´sente´e permettant de mode´liser l’exe´cution d’une
application temps re´el afin de de´couvrir les proble`mes de stabilite´ de la latence et d’inversion
de priorite´ de´crits a` la section 3.2 en plus d’observer d’autres comportements d’inte´reˆt. Les
charges de travail pre´sente´es a` la section 3.3 sont utilise´es afin de mettre en e´vidence ces
comportements. Graˆce aux traces du syste`me et a` des vues spe´cialise´es, les sources de latence
sont de´couvertes et explique´es.
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4.1 Abstract
Debugging real-time software presents an inherent challenge because of the nature of real-
time itself. Traditional debuggers use breakpoints to stop the execution of a program and
allow the inspection of its status. The interactive nature of a debugger is incompatible with
the strict timing constraints of a real-time application. In order to observe the execution of a
real-time application, it is therefore necessary to use a low-impact instrumentation solution.
Tracing allows the collection of low-level events with minimal impact on the traced applica-
tion. These low-level events can be difficult to use without appropriate tools. We propose an
analysis framework to model real-time tasks from tracing data recovered using the LTTng
tracer. We show that this information can be used to populate views and help developers
discover interesting patterns and potential problems.
4.2 Introduction
Real-time applications distinguish themselves from their non-realtime counterparts by
their strict timing constraints. The correct operation of a real-time system requires that
it responds to stimuli in a bounded time. Real-time systems are often separated in two
categories: hard and soft real-time. Hard real-time requires the response time to be bounded
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and never exceeded. In soft real-time systems, an exceeded response time is undesirable but
does not incur the complete failure of the system.
The real-time capabilities of the Linux kernel have been improved thanks to the work done
by the PREEMPT_RT patch contributors. Many tools have been developed to help demonstrate
the real-time capabilites and limits of Linux systems. Previous work has also demonstrated
the good real-time behavior of the LTTng tracer [11]. LTTng provides both kernel and
userspace instrumentation. Because of the demonstrated low impact of LTTng on real-time
applications, we have chosen to use it to gather the traces required for the analysis.
In Linux, the thread is the basic unit of execution managed by the scheduler. A single
real-time task can therefore easily be mapped to a thread. A task can have properties that
are unknown to the kernel such as periodicity and maximum tolerated response time. Our
goal is to extract these higher level concepts of real-time tasks from information collected at
the kernel level.
The low overhead needed for the instrumentation means that the events are recorded
with as little preprocessing as possible. In order to extract more advanced information from
the events, it is possible to apply a post-processing step on a recovered trace. Using the
semantics of the events, it is possible to extract metrics such as CPU or memory usage over
time [37]. Our contribution consists in an analysis framework to extract additional debugging
information and metrics from a trace recorded using the LTTng tracer on a Linux system
running real-time applications, without the need for manual instrumentation.
4.3 Related work
This section presents closely related work on the subject of trace analysis. The techniques
discussed here are divided in two categories: algorithm-based techniques and visualization-
based techniques.
4.3.1 Existing Algorithmic Techniques
Some techniques use knowledge of the execution of a task to compute metrics and statis-
tics. Santos and Wellings calculate blocking time experienced by a task to help identify
errors in the worst-case execution time assumptions. [38] This algorithm uses knowledge of
the tasks’ base and active priorities to identify periods of priority inversion. Modifications
in the operating system were required to acquire all the information necessary for the algo-
rithm. Terrasa and Bernat use finite state machines to extract metrics at the task and global
level. [29] Simple automatons can generate meta-events to feed into larger automatons en-
abling the computation of more complex metrics. This approach defines four minimal events
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required to build the automatons. These events describe when a task becomes ready, when
it is finished as well as its base priority. The final event describes context switches. Of these
four events, only the context switch event is directly retrievable from a Linux kernel trace.
Data mining techniques are also useful to find periodic patterns and anomalies in a trace.
The concept of episode is introduced to describe temporal relationships between events [19].
An algorithm is provided to find frequent episodes. The frequency of episodes is determined
by splitting the trace into windows of a fixed size and measuring the number of windows
that contain the episode. These frequent episodes can then be used to infer rules about the
presence or absence of events in a trace. Other techniques focus on finding periodic patterns.
Some of these techniques require the definition of windows or specific events to split the trace
into individual worksets [39] while others can find patterns without this need [26]. Common
to all these methods is the incremental approach to building the patterns. It is therefore
necessary to read the trace multiple times or preprocess the trace in a different format.
4.3.2 Existing Visualization Techniques
Visualization techniques are also useful to organize the content of a large trace.
Zinsight provides three views to present trace data in different formats [30]. The first
one places the events in rectangles in a two-dimensional plane with time on the vertical axis
and a variable grouping scheme on the horizontal axis. The second view groups events by
type and provides timing information on paired events such as function entry and exit. The
third view calculates sequences of events leading up or following an event type of interest,
presenting this information in a directed graph. This view allows a developer to see common
event sequences and abnormal ones. These views have the advantage of letting users display
information in many different ways, but they still require advanced knowledge of the trace
events to find sequences of interest.
TuningFork is a framework developed specifically to help debug complex real-time sys-
tems [33]. It provides filters and aggregation functions to generate data for views. Among its
generic views is the Oscilloscope view. This view allows the visualization of high frequency
data by separating the trace in strips using a predefined time interval and stacking them.
This view allows the observation of periodic behaviour but it requires the knowledge of the
period of the task and is of limited use on tasks exhibiting a varying period, such as sporadic
tasks.
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4.3.3 TMF
The Tracing and Monitoring Framework (TMF) is the default viewer for traces recorded
using LTTng. It provides views to explore traces and display various statistics. Among these
views, the Control Flow View is used to display detailed information about the states of the
different threads running on the system. These states are derived from the trace events using
an extensive finite state machine. An efficient storage mechanism is then used to store and
retrieve the states for display without the need to recompute them from the trace.
4.4 Proposed model
Whereas TMF recreates the threads’ states as they are inside the Linux kernel, our
approach’s goal is to create a higher level understanding of the thread at the task level.
We define a real-time task as a series of recurring jobs running on a single thread. If the
recurring jobs arrive at constant intervals, the task is said to be periodic. An example of this
kind of task is the running of a real-time simulation, such as an aircraft simulator. Periodic
tasks are in charge of calculating new simulation parameters in time for the next frame. When
the recurring jobs do not arrive at regular intervals, the task is said to be sporadic. Using the
same example, a sporadic task could be in charge of modifying simulation parameters when
the operator inputs a command or activates a switch.
In schedulability analysis [40], a periodic task is defined using a period, a relative deadline
and a worst case execution time. A sporadic task is similar to a periodic task but has a
variable period. It is rather defined using a minimum arrival time, specifying the minimum
time between two jobs.
A system will generally have many of these tasks running at the same time, on one or
many processor cores.
The operating system is in charge of scheduling the different tasks. In Linux, the schedu-
lable entity is the thread. We must therefore map the thread’s state inside the kernel to the
higher-level task state we want to model.
The Linux kernel uses two major states to keep track of the status of a thread: it is either
running or blocked. When a thread is in the running state, it means that the scheduler is
free to schedule the task on a CPU. Even in the running state, a thread can still wait in the
run queue if all the CPUs are occupied. When it is not running, a thread will be in one of
the three principal blocking states. When blocked, a thread will be sleeping until a certain
condition is met. Each of these blocking states describe what can wake up the thread. In
interruptible sleep, a thread is woken up when the required condition is met or when an
interrupt occurs or a signal is received. In uninterruptible sleep, only the required condition
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can wake up the thread. Killable sleep is a specialization of uninterruptible sleep that also
allows the thread to wakeup when a fatal signal is received.
4.4.1 Modeled task states
The thread states contained within the Linux kernel represent the concerns of the operat-
ing system and do not translate directly to the realities of the application or real-time task.
A recurring real-time task will follow a pattern of two major phases. It is either executing to
complete before a deadline, or waiting until its next execution. Because other real-time tasks
are executing at the same time, the execution phase will generally be broken up by periods
of waiting. This waiting can happen because a higher priority task must execute first, or
because a necessary resource is currently held by another task.
A real-time task will therefore follow a series of waiting and execution states. Our ap-
proach models the different states that a task can be in during its execution. Most impor-
tantly, it distinguishes between the different reasons for waiting. For that purpose, we have
modeled four different states describing different types of waiting. A fifth state is used to
describe the running state. These states and the possible transitions between them are shown
in figure 4.1.
WAITING represents the duration between the end of the previous job and the start of
the following job.
READY represents the duration between a task receiving the signal to wake up (its arrival)
and the actual start of the job.
BLOCKED is reached when a task is blocked from entering a critical section.
PREEMPTED happens when a task is preemptively stopped from running because of a
higher priority task entering the running state on the same processor.
RUNNING is the state in which the task executes the job.
4.4.2 Trace events
In order to extract these states from the trace, we have identified the kernel events that
allow us to define the necessary state transitions. When tracing a real-time system, it is
important to disturb the system as little as possible. As such, we have chosen those events
because they are the minimal set that allows to describe the transitions of our model.
The states are built using a finite state machine using the same states as those defined in
the model discussed earlier. The transitions are based on the chosen events and conditions
on their fields. The two events needed are both generated from the scheduler of the Linux
kernel.
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Figure 4.1 The states of the model and the possible transitions between them.
The sched_wakeup event is used to know when a task becomes ready. The sched_switch
event is generated when the scheduler changes the thread executing on a processor. We use
this event to know when a tasks starts running, is preempted or blocked, and when it starts
waiting for the next job.
4.4.3 State transitions
The running-to-preempted transition is easily covered using the prev_state field of
the sched_switch event. When a thread is scheduled out while still being runnable, the
prev_state field will indicate TASK_RUNNABLE. This can be directly mapped to the pre-
empted state of our model.
The running-to-blocked and running-to-waiting transitions are trickier because in
both cases the thread will be in the TASK_INTERRUPTIBLE, TASK_UNINTERRUPTIBLE, or
TASK_KILLABLE state. Using the prev_state field is not sufficient in this case because the
kernel uses the same values to describe different realities at the task level. The ambiguity
arises if the task uses mutexes with priority inheritance to delimit its critical sections.
According to the priority inheritance protocol, in case of contention, the priority of the
offending thread will be boosted to the priority of the highest priority blocked thread. We
can therefore use the prev_prio and next_prio fields to distinguish the blocked and waiting
states. If the next thread to run has a lower priority, we can be certain that the previous
thread has transitioned to the waiting state. If the priority of the next process is equal or
higher, the previous thread has transitioned to the blocked state. Figure 4.2 presents the
graph of transitions with the required events and their fields.
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Figure 4.2 The state transitions are defined using specific events and their fields
This distinction can be made if all threads follow the first-in first-out scheduling
(SCHED_FIFO) and have different base priorities. In the case of a higher priority thread
becoming ready, it will immediately preempt the current running thread. The current task
will therefore always enter the preempted state at that point. In the case of a lower priority
thread becoming ready, it will not have the chance to run until all other higher priority tasks
voluntarily enter the waiting state. The only ambiguous transition is when a thread of the
same priority replaces the current one. Since we have as a restriction that all threads have
different base priorities, the only way another thread would have the same priority is if its
priority was boosted. The boosted priority requires that the current thread be blocked from
acquiring a mutex still held by the offending thread.
4.4.4 Statistics extraction
As the trace is analyzed using our model, we divide the tasks according to the individual
jobs they contain. The task entering the ready state is used as the marker for a new job.
Statistics can then be calculated for each individual job. Some statistics are defined using
the transitions of the state machine. The transitions define when a statistics should start
accumulating and when it should stop. Some transitions can occur multiple times during
a job and therefore trigger the same statistics accumulation. In those cases, only the total
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value for a job is kept. Table 4.1 shows an example of common statistics and the transitions
used to compute them.
4.5 Performance analysis
The performance of this statistics extraction technique was tested on traces of varying
sizes. The traces were generated using the LTTng kernel tracer with the sched_switch and
sched_wakeup events enabled. Enabling other events populate the trace with events that
are ignored by our model. The worst performance is expected when most events translate
to state changes. By enabling only these two events, we ensure that the density of events of
interest is high and that many events will generate state transitions in the model.
The real-time workload was generated using the cyclictest tool, part of the rt-tests test
suite. Cyclictest is used to measure the worst-case latency expected on the system. It does
this by running simultaneous real-time tasks and measuring the time between the expected
arrival time and the actual job start time.
For this test, we used cyclictest running ten threads at varying periods and priorities while
tracing the kernel. Larger traces were achieved by running cyclictest for a longer period of
time. The analysis was run on an Intel Core7 processor running at 2.8 GHz with 6 GB of
RAM. The analysis time is presented in figure 4.3. The time spent only reading the trace is
also presented to better show the actual time spent generating the model.
We observe a linear progression of the time spent generating the model compared to the
size of the trace. This is expected since evaluating a state change of the model requires
verifying conditions on a finite number of fields for each event. Most of the time is actually
spent reading and parsing the trace file. This cost is unavoidable but is not a major issue
when we take into account the fact that other analyses can be run at the same time on the
same trace. The cost of reading the trace is therefore amortized over all the analyses running
on the same data.
Table 4.1 State transitions that start and end the accumulation of a given statistics
statistics transition begin transition end
latency waiting-to-ready running-to-waiting
running time *-to-running running-to-*
blocking time *-to-blocked blocked-to-*
inter-arrival time waiting-to-ready waiting-to-ready
wakeup time waiting-to-ready ready-to-running
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Figure 4.3 Time spent calculating our model for traces of varying sizes
4.6 View
The model we presented earlier allows for fast modelling of task data from thread infor-
mation contained in kernel traces. Common statistics can be extracted from the model and
provide an overview of the performance of a real-time task. The use of tracing also allows
for more in-depth analysis. By tracing the kernel, it is even possible to record events outside
the real-time application, without the need for additional instrumentation. At this level of
detail, views become important tools to quickly navigate the large quantity of information.
Since traces contain chronologically ordered events, it is typical to display the desired
information on a single timeline from trace start to trace end with the possibility to zoom in
and out at will. This kind of display makes it easy to follow the execution of a single thread
but it becomes harder to compare two sections of the trace far apart in time at a sufficient
level of detail.
We used these modeled states to separate a task into each individual job. We developed
a view to show the jobs together on the same timebase, synchronized on the task release
time. It is therefore easier to compare them without having to scroll through the trace to
compare two jobs. It is also possible to sort the jobs according to different statistics that can
be calculated from the time spent in each state or between transitions.
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4.7 Test cases
In this section, we will show how this view can be used in tandem with existing tools to
better understand complex interactions of real-time applications. First, a simple case will
be presented to introduce basic concepts. Then, two more examples will demonstrate the
additional insight provided using our approach and the help it provides to debug problems.
4.7.1 Basic concepts
To introduce the view, we will use cyclictest to generate a simple trace. Cyclictest was
configured to run ten threads, simulating ten real-time periodic tasks on the same CPU. Each
task’s period is 100 us longer than the previous one; the smallest period is 100 us. The task
with the smallest period is also the one with the highest priority. The other tasks have one
lower priority than the previous one, following their respective period in increasing order.
Once this run of cyclictest is traced, the analysis is performed. The gathered statistics
provide a good overview of the whole run. Figure 4.4 presents the histogram of the latency
observed for the fifth highest priority task. The maximum latency observed is 14 us but most
latencies are between 2 and 3 us. Other peaks are observed at 7 and 10 us.
Statistics alone cannot explain the observed behavior, but they provide clues for potential
problems. In this case, we would like to understand the cause of the observed latency peaks.
Although still acceptable, the peaks could be signs of a deeper problem. The Control Flow
View of TMF presents the trace in a chronological fashion that allows zooming in on a time
range to observe the interactions between threads. Such a view is presented in Figure 4.5.
In this view, threads of higher priority are at the top. Although most jobs are executed
without delay, sometimes a higher-priority job will preempt the execution of a lower-priority
one. This preemption increases the latency of lower priority jobs. We also observe that longer
delays can happen when multiple higher-priority jobs need to execute in a short interval.
Preemption is a normal and desired feature for real-time schedulers. It allows high prior-
ity tasks to finish sooner and therefore have low latency. If we were to investigate the latency
spike observed using only TMF’s Control Flow View, we might dismiss the spike as normal
and not a cause for concern. Using our model, we can extract jobs of a real-time task and
show them in a way that would not be possible in a strictly chronologically accurate view
such as the Control Flow View of TMF.
The resulting view is shown in figure 4.6. Using this view, we can observe that the longer
latencies are not randomly distributed but follow a pattern. Every other job, a higher priority
preempts the current job. Every sixth job, another job also preempts it, producing an even
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Figure 4.4 Histogram of the latency of a cyclictest thread running at medium priority
Figure 4.5 A zoomed-in Control Flow View of TMF showing the preemption of threads
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Figure 4.6 Our view showing individual jobs stacked and synchronized on their arrival time
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larger delay. This is caused by the arrival times of different tasks that happen too close to
one another.
4.7.2 Abnormal delay
The previous section dealt with extracting knowledge from a seemingly normal execution.
This section will deal with finding the source of the problem after an anomaly occurs such
as a missed deadline. During our work with cyclictest, we have experienced unexpected la-
tencies in the order of several milliseconds. This was surprising considering the fact that the
program was running on an isolated core. We were able to trace the system while the latency
spike happened and use our model to pinpoint the problem.
Since we want to find a missed deadline, we use our view while sorting by longest latency
first (figure 4.7). The worst offending job will be at the top of the view. We can further
explore the source of the problem by examining the surrounding area of the trace. Since
our view is synchronized with the Control Flow View, simply clicking on a job will take the
Control Flow View to the same location in the trace. This view is shown in figure 4.8.
In that view, we can confirm the problem is plaguing all the other threads of cyclictest
as well. At that location, we also find another program executing on another core. That
program was executing an ioctl system call. Using the syscall_entry event from the trace,
we can recover that call’s arguments and discover that this particular call is tied to the
graphics driver. Upon further investigation, we found out that the graphics driver executed
a privileged instruction invalidating the cache of the processor. This subsequently caused the
processor to stall for a few milliseconds while the cache was being repopulated, even on cores
theoretically shielded from the others.
4.7.3 Sporadic tasks
The previous cases dealt mainly with simple periodic tasks. The next case we present will
deal with sporadic tasks and exhibit blocking and priority inheritance. The use of specific
kernel events does not limit the separation of the trace according to a fixed period. It is
also possible to split a trace according to a task of variable period. To demonstrate that
possibility, we have implemented a simple producer-consumer application.
We have attributed higher priority to the consumer task than the producer task to keep
the overall latency of the application as low as possible. The data is transferred from the
producer to the consumer using a shared buffer in memory. To prevent concurrent access,
this buffer is synchronized using semaphores. A third task is also running at the same time,
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Figure 4.7 Our custom view showing individual jobs, sorted by longest latency
Figure 4.8 The delayed threads as seen in the Control Flow View of TMF
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with the highest priority. This task’s purpose is to disturb the two other tasks of interest
and create jitter.
Because of the way this application is designed, we can expect the behaviour to follow
a pattern. At the beginning of the execution, the consumer has nothing to consume and is
therefore blocked. The producer produces its first unit of data, stores it in the buffer and
indicates via a semaphore that data is ready to be consumed. The consumer wakes up and
starts consuming right away because of its higher priority. It soons consumes all the data in
the buffer and blocks. This, in turn, allows the producer to continue producing and the cycle
begins anew until all data is processed.
We can try to verify this behaviour using the Control Flow View of TMF. In figure 4.9,
we can see the tasks executing one after the other as expected. However, it is not clear when
each of the expected phase is active. There appears to be additional scheduling activity that
was not predicted by the previous analysis. In figure 4.10, we use our algorithm to split the
consumer task in its individual phases.
We can observe that the additional scheduling activity is caused by a period of blocking
at the end of each job. Some jobs also show a second period of blocking. Cross-referencing
these jobs with the Control Flow View, we see that these extraneous periods of blocking are
caused by the higher priority task interfering with the execution of the consumer, of lower
priority.
However, the common period of blocking to all jobs is not caused by an external pro-
cess. It is rather caused by the use of a fully preemptible Linux kernel modified with the
PREEMPT_RT patch. The goal of this patch is to reduce latency inside the Linux kernel by
reducing the amount of time spent in non-preemptible code.
In our case, when the producer task wakes up the consumer to indicate that data is ready,
the producer enters kernel space. However, as soon as the consumer becomes ready, the pro-
ducer is preempted and prevented from leaving protected areas of the kernel. This allows the
consumer to complete its work earlier and reduce latency. When all the data is consumed, the
consumer tries to enter the waiting state once again but is prevented from entering protected
areas of the kernel because the producer has not left them yet. The consumer blocks while
the producer’s priority is boosted and can leave the protected areas. Once this is complete,
Figure 4.9 The producer (top) and consumer (bottom) threads as seen in TMF’s Control
Flow View
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Figure 4.10 The individual jobs of the consumer thread, ordered chronologically
the consumer wakes up yet again; this time, to wait on the availability of data on the shared
buffer.
The extra context switches are an example of the drawbacks of using a kernel modified
to reduce latency. By reducing the overall latency of the system, the throughput of the ap-
plication is affected negatively. If the reduced throughput is an important concern for the
application, it might be desirable to configure the kernel to reduce its preemptibility. This
allows the user to fine-tune the system between throughput and latency.
Using this real-time application as example, we were able to observe some inner workings
of the Linux kernel that are not obvious when programming at the userspace level. Our
task-splitting algorithm can improve the comprehension of a trace by extracting important
states and displaying them in a way that helps the user discover interesting patterns that are
not obvious in a strictly linear chronological view.
4.8 Conclusion
This paper addressed the analysis of real-time tasks from information found in a kernel
trace. Debugging real-time tasks is inherently difficult because it is not possible to use tradi-
tional debuggers to analyse complex timing interactions. Using the low-impact LTTng kernel
tracer, we can gather traces of real-time tasks running on Linux while disturbing the system
as little as possible. Using a kernel tracer also has the benefit of not requiring modifications
to the application’s source code to add tracepoints manually. Once the trace is retrieved, we
can recreate the task state from the kernel events contained in the trace.
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We defined our model using common states and concepts of real-time applications. These
states take into account the common realities of priority-based scheduling such as preemption
and priority inheritance. Next, we identified the kernel events that can be used to generate
the required transitions of the model. We use knowledge of the scheduler to distinguish task
states that are ambiguous at the kernel level. We then used the model to extract statistics
useful in gaining insight on the application. We analysed the performance of our method and
found that the time spent generating the model is very small compared to the time required
to read the trace. We then used the generated model to split a task into its constituent jobs,
whether they are periodic or sporadic. A view was presented in which the jobs are shown and
easily compared to one another. The statistics gathered previously can be used to reorder the
jobs and find areas of interest. Two real-time applications were analyzed using this approach.
In the first case, we found unforeseen interactions between tasks within the application and
outside the application. In the second case, we observed interactions with the kernel that are
invisible at the userspace level.
One area of future work is to express the transitions of the model using a generic lan-
guage that would allow a greater flexibility. Users could define their own model, include the
necessary instrumentation and even define their own views. Another area of interest is the
calculation of critical paths during periods of blocking. Critical paths are used to explain the
duration of blocked states by following the chain of events that caused the blocked states to
end. When applied to real-time tasks, critical paths can be used to find complex interactions
between threads.
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CHAPITRE 5
RE´SULTATS COMPLE´MENTAIRES
5.1 Statistiques continues
Au chapitre 4, nous avons vu comment il e´tait possible de re´cupe´rer des statistiques a`
partir de machines a` e´tats. Ces statistiques e´taient associe´es a` un travail particulier. Dans cer-
tains cas, il n’est pas possible d’associer une statistique a` un e´le´ment ponctuel. Par exemple,
le temps de calcul utilise´ par une taˆche e´volue continuellement pendant qu’elle s’exe´cute. Il
n’est pas approprie´ d’associer une seule valeur a` tout cet intervalle, car la valeur e´volue en
fonction d’un e´tat et non d’un e´ve´nement.
5.1.1 Approche actuelle
Les statistiques de base repre´sente´es dans TMF correspondent a` un simple compte du
nombre d’e´ve´nements d’un certain type pendant une pe´riode donne´e. Afin de re´cupe´rer ce
compte rapidement, une strate´gie base´e sur le syste`me d’e´tats est utilise´e. Cette strate´gie
consiste a` conserver le compte total d’un type d’e´ve´nement dans un e´tat. Lors de la lecture
de la trace, ce compte est incre´mente´ a` chaque e´ve´nement lu. Une repre´sentation de cette
prode´dure est illustre´e a` la figure 5.1 ou` chaque fle`che repre´sente un e´ve´nement. Afin d’obte-
nir le compte exact dans un intervalle donne´, une requeˆte est effectue´e au syste`me d’e´tats au
temps de fin et une autre au temps de de´but. La diffe´rence entre le compte de fin et le compte
au de´but permet de retrouver le nombre d’e´ve´nements survenus pendant cet intervalle.
5.1.2 Calcul du temps d’exe´cution en continu
Un principe similaire peut eˆtre utilise´ pour re´cupe´rer rapidement le temps d’exe´cution
d’un processus dans un intervalle quelconque. Il suffit de re´cupe´rer le temps cumulatif d’exe´-
cution a` la fin de l’intervalle et le soustraire au temps cumulatif au de´but de l’intervalle. Pour
Figure 5.1 Repre´sentation du de´compte d’un type d’e´ve´nement en fonction du temps
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stocker le temps cumulatif, il est encore possible d’utiliser le syste`me d’e´tats. Un e´tat est
utilise´ pour repre´senter le cumulatif du temps d’exe´cution d’un processus. Ce temps est mis
a` jour lorsqu’un processus cesse de s’exe´cuter. Le de´compte est alors incre´mente´ du temps
que le processus a passe´ en exe´cution. Un exemple de cette repre´sentation est pre´sente´ a` la
figure 5.2, dans laquelle les rectangles supe´rieurs repre´sentent les pe´riodes d’exe´cution avec
le temps e´coule´ dans cette pe´riode, et les rectangles du bas le temps d’exe´cution cumulatif
stocke´.
Cette repre´sentation donne des re´sultats impre´cis lorsqu’un temps cumulatif est demande´
pour un moment ou` le processus est encore en exe´cution. Dans ce cas, le temps cumulatif
retourne´ sera le temps tel que mis a` jour lors de la fin de la pe´riode d’exe´cution pre´ce´dente. La
pe´riode d’exe´cution courante n’est donc pas prise en compte et cela entraˆıne une impre´cision.
5.1.3 Interpolation du temps de calcul
Afin de re´cupe´rer le temps cumulatif exact a` un instant donne´, il faut pouvoir ajouter
le temps d’exe´cution courant si le processus est en exe´cution. Pour re´cupe´rer cette informa-
tion, nous pouvons utiliser le syste`me d’e´tats qui est de´ja` calcule´ par TMF. Dans ce syste`me
d’e´tats, on retrouve de´ja` l’e´tat d’exe´cution de chaque processus a` n’importe quel moment.
Une requeˆte a` ce syste`me d’e´tats permet de savoir facilement si le processus d’inte´reˆt est en
cours d’exe´cution. Si ce n’est pas le cas, alors il n’est pas ne´cessaire de faire une interpolation,
le temps cumulatif d’exe´cution est exact. Cependant, si le processus est en cours d’exe´cution,
il faudra interpoler le temps manquant. A` la figure 5.3, on pre´sente une requeˆte de temps
d’exe´cution a` l’inte´rieur d’une pe´riode de´limite´e par des barres verticales.
Pour faire cette interpolation, il faut connaˆıtre le temps de de´but d’exe´cution du proces-
sus courant. Cette information est e´galement disponible dans le syste`me d’e´tats de TMF. La
meˆme requeˆte qui a permis de savoir si le processus courant e´tait en exe´cution peut retourner
aussi tous les champs de l’intervalle, y compris son temps de de´but. Le temps de de´but de cet
intervalle correspond au temps de de´but de l’exe´cution du processus. Comme e´tape finale, il
suffit de soustraire le temps de la requeˆte au temps de de´but de l’intervalle pour obtenir le
Figure 5.2 Repre´sentation du temps d’exe´cution cumulatif d’un processus en fonction du
temps
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Figure 5.3 Repre´sentation d’une requeˆte de temps d’exe´cution d’un processus (haut) en uti-
lisant le temps cumulatif (milieu) et une interpolation en utilisant le syste`me d’e´tats de´ja`
existant de TMF (bas)
temps d’exe´cution courant du processus. Cette diffe´rence est pre´sente´e par une double fle`che
horizontale a` la figure 5.3.
5.1.4 Cre´ation d’un nouveau type d’intervalle
Le syste`me d’e´tats utilise´ par TMF permet de conserver des e´tats sous forme d’intervalles.
Ces intervalles posse`dent cinq attributs principaux. Le de´tail des champs des intervalles est
pre´sente´ dans le tableau 5.1. Graˆce au champ type, il est possible d’indiquer comment in-
terpre´ter le champ valeur. La taille du champ valeur est cependant limite´e a` 4 octets. Pour
stocker des valeurs plus grandes, comme des chaˆınes de caracte`res, il est possible d’inscrire
dans le champ valeur un de´calage qui permet de re´fe´rencer un autre endroit dans le fichier,
qui lui contient l’information recherche´e.
Dans le cas qui nous inte´resse, nous voulons stocker des statistiques qui peuvent aise´ment
de´passer la capacite´ d’un entier de quatre octets. La pre´cision des estampilles de temps des
e´ve´nements dans une trace produite par LTTng est de l’ordre de la nanoseconde. Si nous pre-
nons comme statistique le temps d’exe´cution d’une taˆche, pre´cis a` la nanoseconde, le compte
Tableau 5.1 Liste des champs contenus dans un intervalle du syste`me d’e´tats de TMF ainsi
que leur taille
Nom du champ Taille en octets
Temps de de´but 8
Temps de fin 8
Identifiant 4
Type de la valeur 1
Valeur 4
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total peut facilement de´passer les quelque milliards (quelques secondes d’exe´cution totale) et
de´passer la capacite´ d’un entier de quatre octets.
Afin de pallier a` cette limitation, un type d’intervalles pouvant contenir des entiers de 8
octets a e´te´ cre´e´. Ce type d’intervalles utilise le meˆme principe utilise´ pour stocker les chaˆınes
de caracte`res. Au lieu d’e´crire directement la valeur de l’entier dans l’intervalle, une valeur
de de´calage y est inscrite. En allant a` la position ci-inscrite, l’entier de 8 octets est retrouve´.
Cette solution permet de stocker des intervalles contenant des valeurs de 8 octets sans
briser la compatibilite´ avec le format original. Une solution alternative aurait e´te´ de rede´-
finir les champs d’un intervalle afin de contenir des valeurs de 8 octets par de´faut et ainsi
augmenter l’espace ne´cessaire pour chaque intervalle par 4 octets au lieu de 8. Cette solu-
tion n’a pas e´te´ retenue parce que le format du fichier n’aurait pas e´te´ compatible avec les
versions pre´ce´dentes. De plus, dans le cas ou` les entiers de 4 octets sont suffisants, l’espace
supple´mentaire disponible aurait e´te´ gaspille´. Puisque le syste`me d’e´tats a e´te´ conc¸u a` la base
pour le stockage d’entiers de 4 octets, la plupart des cas d’utilisation existants ne requiert
pas cet espace supple´mentaire. Ainsi, il est pre´fe´rable de conserver la compatibilite´ dans les
cas existants en e´change d’un le´ger surcouˆt en espace disque lorsqu’une valeur de 8 octets
doit eˆtre stocke´e.
5.1.5 Efficacite´ en espace de stockage
La taille du syste`me d’e´tats re´sultant du calcul des temps d’exe´cution peut eˆtre estime´
simplement en de´nombrant le nombre d’e´ve´nements sched_switch contenu dans une trace.
En effet, chaque e´ve´nement sched_switch indique qu’un processus cesse de s’exe´cuter au
profit d’un autre. Ainsi, pour chaque e´ve´nement sched_switch, un nouveau cumulatif est
calcule´, entraˆınant l’ajout d’un nouvel e´tat dans le syste`me d’e´tats. Or, chaque e´tat est re-
pre´sente´ par un intervalle dont la taille est toujours fixe, soit 33 octets (25 octets pour un
intervalle de base et l’espace pour l’entier de 8 octets).
Au tableau 5.2, la taille des diffe´rents syste`mes d’e´tat sont pre´sente´s pour une trace conte-
nant 1 million d’e´ve´nements sched_switch. On remarque que la taille du syste`me d’e´tats pour
les temps d’exe´cution est en effet environ 33 octets pour chaque e´ve´nement sched_switch.
La taille de ce syste`me d’e´tats est e´galement beaucoup plus petite que celle des deux autres,
indiquant qu’il ne sera pas proble´matique d’ajouter cette analyse a` la fonctionnalite´ de base
de TMF.
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Tableau 5.2 Comparaison des syste`mes d’e´tats pour une trace de 286 Mo contenant 11 mil-
lions d’e´ve´nements dont 1 million d’e´ve´nements sched_switch
Syste`me d’e´tats Taille du fichier en Mo
E´tat des processus 578.5
Statistiques du nombre d’e´ve´nements 572.3
Statistiques des temps d’exe´cution 34.7
5.2 Vue de l’utilisation du processeur
Graˆce a` ce nouveau syste`me d’e´tats, il est possible de populer une vue qui affiche l’uti-
lisation du processeur en fonction du temps, et ce a` n’importe quelle e´chelle de pre´cision
souhaite´e. Pour chaque pixel horizontal de cette vue, une requeˆte est effectue´e au syste`me
d’e´tats au temps correspondant aux frontie`res gauche et droite du pixel. La diffe´rence d’uti-
lisation cumulative obtenue entre ces requeˆtes correspond au temps d’utilisation a` l’inte´rieur
des frontie`res du pixel. Cette meˆme proce´dure est re´pe´te´e pour chaque pixel horizontal de
la vue afin de ge´ne´rer le portrait complet de l’utilisation du processeur. Il est important
de noter que le couˆt pour construire cette vue de´pend essentiellement du nombre de pixels
et non de la taille de la trace. Le portrait global pour une trace de tre`s grande taille (e.g.
200 Go) peut donc eˆtre calcule´ tre`s efficacement. Un prototype d’une telle vue est pre´sente´
a` la figure 5.4. Cette vue, ainsi que les autres outils et re´sultats pre´sente´s pre´ce´demment,
constituent l’ensemble des contributions de cette partie du projet.
Figure 5.4 Vue de l’utilisation du processeur en fonction du temps montrant a` la fois l’utili-
sation totale du processeur et la contribution d’un processus
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CHAPITRE 6
DISCUSSION GE´NE´RALE
Dans ce chapitre, nous allons revenir sur les re´sultats obtenus aux chapitres 4 et 5. Nous
allons entre autres mettre en e´vidence les contributions face aux diffe´rentes techniques pre´-
sente´es au chapitre 2.
6.1 Retour sur les re´sultats
Notre contribution principale consiste en un mode`le qui permet d’extraire le comporte-
ment en phases d’une application temps re´el. Une caracte´ristique importante de ce mode`le
est qu’il permet de transformer les informations de processus contenues dans le syste`me d’ex-
ploitation en concepts de plus haut niveau utilise´s dans la conception d’applications temps
re´el. L’objectif principal de cette recherche e´tait d’e´laborer un outil pour analyser un syste`me
temps re´el graˆce aux informations de trac¸age. Afin d’avoir une grande porte´e, cet outil se
devait de s’inte´grer aux outils d’analyse existants. Au chapitre 2, nous avons vu comment
des patrons peuvent eˆtre extraits d’une se´quence a` l’aide d’algorithmes spe´cialise´s. D’autres
outils laissent plutoˆt a` l’utilisateur la chance d’explorer et de de´couvrir lui-meˆme les patrons
d’inte´reˆt. Notre approche combine ces deux grandes ide´es. Premie`rement, une lecture de la
trace permet d’extraire un mode`le. Graˆce a` l’utilisation d’une machine a` e´tat, ce mode`le peut
eˆtre ge´ne´re´ rapidement et ne ne´cessite qu’une seule lecture. Deuxie`mement, une vue a e´te´
de´veloppe´e afin de permettre a` un utilisateur d’explorer le mode`le et de mettre en e´vidence
des patrons d’inte´reˆt. Finalement, une inte´gration avec les autres outils d’analyse permet a`
l’utilisateur d’explorer a` sa guise le reste de la trace.
6.1.1 Choix des e´ve´nements trace´s
Une des pre´occupation lors de la conception du mode`le e´tait que l’information ne´cessaire
a` sa ge´ne´ration soit facilement accessible graˆce aux outils de trac¸age. Les e´ve´nements de´ja`
contenus dans le noyau Linux ont e´te´ utilise´s car ils ne ne´cessitent aucune modification du
coˆte´ de l’application, en plus de fournir de l’information qui n’est pas disponible du coˆte´ uti-
lisateur. Une autre pre´occupation lors du trac¸age d’une application temps re´el est de limiter
l’impact ne´gatif sur le de´terminisme du syste`me. Afin de re´duire l’impact du trac¸age, notre
mode`le a e´te´ conc¸u de fac¸on a` ne´cessiter l’utilisation de seulement deux e´ve´nements noyau :
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sched_wakeup et sched_switch. Ces deux e´ve´nements permettent a` eux seuls d’observer les
interactions complexes qui peuvent exister entre plusieurs taˆches.
6.1.2 Contraintes du mode`le
Un des proble`mes rencontre´s lors de l’e´laboration du mode`le est la distinction entre une
pe´riode de blocage due a` une demande de re´servation de ressource et une pe´riode d’attente
entre deux exe´cutions d’une taˆche temps re´el. A` l’inte´rieur du syste`me d’exploitation, ces
deux types de blocage sont repre´sente´s a` l’aide du meˆme e´tat. Afin de lever cette ambigu¨ıte´,
certaines contraintes ont e´te´ e´mises afin de restreindre les possibilite´s. Ces contraintes ont e´te´
choisies de fac¸on a` pouvoir mode´liser les e´tats du mode`le sans ajouter de points de trace sup-
ple´mentaires. L’ajout de points de trace est inde´sirable car nous voulons limiter l’impact de
l’instrumentation le plus possible. Ces restrictions permettent donc de contraindre le mode`le
et limiter les situations ambigue¨s, lorsque cela est possible.
L’ide´e de base provient de l’observation que les taˆches temps re´el utilisent des verrous qui
imple´mentent l’he´ritage de priorite´ afin d’e´viter le proble`me d’inversion de priorite´. Les inver-
sions de priorite´ peuvent retarder l’exe´cution d’un processus de haute priorite´ parce qu’une
ressource dont il a besoin est re´serve´e par un processus de faible priorite´, qui ne s’exe´cute pas
parce qu’un processus de priorite´ moyenne accapare le processeur. L’he´ritage de priorite´ per-
met au processus de faible priorite´ de s’exe´cuter comme s’il posse´dait la priorite´ du procesus
de haute priorite´ et ainsi de libe´rer plus rapidement la ressource.
Notre premie`re contrainte consiste donc a` ce que les ressources partage´es entre les taˆches
temps re´el soient prote´ge´es a` l’aide de primitives de synchronisation imple´mentant l’he´ritage
de priorite´. Ainsi, nous pouvons de´terminer la raison qui a entraˆıne´ un processus a` entrer
en attente. Dans le cas d’un blocage qui est duˆ a` la re´servation d’une ressource, le processus
qui posse`de la ressource verra sa priorite´ augmenter, de sorte qu’a` l’inte´rieur de l’e´ve´nement
sched_switch annonc¸ant le blocage, le prochain processus a` s’exe´cuter aura une priorite´
e´gale a` celle du processus bloque´. Si le prochain processus a` s’exe´cuter avait une priorite´
infe´rieure, c’est que l’he´ritage de priorite´ n’a pas eu lieu et donc que l’attente n’est pas due
a` la re´servation d’une ressource.
Notre deuxie`me contrainte consiste a` ce que les taˆches temps re´el aient des priorite´s de
base diffe´rentes. Si plusieurs taˆches partageaient la meˆme priorite´, il ne serait pas possible de
distinguer un blocage duˆ a` une ressource verouille´e et un blocage duˆ a` une attente volontaire.
Lorsqu’il n’est pas possible pour une application de respecter ces contraintes, il faut alors
ajouter des points de trace supple´mentaires. Afin de limiter l’impact de cette instrumentation,
il est possible d’instrumenter uniquement le moment ou` une taˆche entre en attente a` la fin
de son exe´cution. De cette fac¸on, un seul e´ve´nement additionnel est ne´cessaire par exe´cution
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de la taˆche. Les pe´riodes de blocage sont alors identifie´es par l’absence de cet e´ve´nement
additionnel.
6.1.3 Syste`mes multi-processeurs
Dans le cas de syste`mes multi-processeurs, certaines modifications doivent eˆtre appor-
te´es a` notre mode`le. Nous avons e´mis pre´cedemment l’hypothe`se selon laquelle un processus
qui est bloque´ transfe`re sa priorite´ au processus fautif qui prendra donc sa place comme
processus en exe´cution. Dans le cas d’un syste`me a` plusieurs processeurs, le processus ne
s’exe´cutera pas ne´cessairement sur le meˆme processeur. L’information contenue dans l’e´ve´ne-
ment sched_switch ne concerne que le processeur courant. Cet e´ve´nement n’est donc plus
suffisant pour savoir si la priorite´ d’un processus a e´te´ augmente´e. Heureusement, un autre
e´ve´nement permet de savoir pre´cise´ment quand la priorite´ d’un processus est augmente´e
a` cause de l’he´ritage de priorite´ : l’e´ve´nement sched_pi_setprio. Dans un syte`me multi-
processeurs, il faudra donc activer cet e´ve´nement lors du trac¸age. Le mode`le devra e´galement
eˆtre modifie´ afin de permettre la conservation de l’information sur les processus qui ont eu
leur priorite´ augmente´e. Notons que cette information peut eˆtre stocke´e dans une liste et
que de`s qu’il est de´termine´ qu’un processus est bloque´ a` cause d’un acce`s a` une ressource, la
liste peut eˆtre efface´e. Lorsqu’il s’exe´cutera a` nouveau, ce sera ne´cessairement parce que la
ressource sera disponible et que la priorite´ des processus fautifs ne sera plus augmente´e.
6.1.4 Cas de test
Deux cas de test ont e´te´ pre´sente´s a` la section 4.7. Ces deux cas ont e´te´ choisis de fac¸on
a` repre´senter deux grands types de taˆches temps re´el : les taˆches pe´riodiques et les taˆches
sporadiques.
Dans le premier cas, l’application cyclictest a e´te´ utilise´e afin de de´montrer l’utilite´
de notre mode`le pour extraire des statistiques et aider a` comprendre les particularite´s d’une
application connue de la communaute´. Le comportement de cyclictest est tre`s simple. Ses
taˆches sont inde´pendantes les unes des autres et ne partagent pas de ressources. Il s’agit donc
d’un bon exemple afin d’introduire les concepts de base du mode`le. Malgre´ sa simplicite´,
notre mode`le a permis de de´couvrir des patrons particuliers dans l’histogramme de latence
et de comprendre leur origine a` l’aide de l’outil de visualisation associe´.
Dans le deuxie`me cas, une application sur mesure a e´te´ de´veloppe´e afin de pre´senter le cas
de taˆches qui e´changent de l’information et qui ne sont donc pas de´clenche´es pe´riodiquement
mais selon la disponibilite´ de donne´es a` consommer. Ce cas a permis de mettre en e´vidence
l’avantage du trac¸age noyau comparativement a` un trac¸age strictement dans l’espace uti-
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lisateur. Graˆce au mode`le, il a e´te´ possible d’observer une pe´riode de blocage re´currente a`
l’inte´rieur du syste`me d’exploitation. L’explication de phe´nome`nes inattendus a` l’inte´rieur du
noyau n’est pas une taˆche facile pour le de´veloppeur d’une application. Cependant, nous avons
e´te´ en mesure de corre´ler cette pe´riode de blocage inattendue au correctif PREEMPT_RT utilise´
pendant nos tests. Ceci de´montre que l’information re´cupe´re´e par notre mode`le peut aussi
eˆtre utile a` un de´veloppeur noyau pour ve´rifier l’impact d’un correctif ou encore diagnostiquer
un phe´nome`ne inattendu.
6.2 Limitations
Certaines suppositions ont e´te´ e´mises lors de l’e´laboration du mode`le sur la fac¸on dont une
taˆche temps re´el est imple´mente´e. Particulie`rement, il a e´te´ suppose´ qu’une seule taˆche temps
re´el est exe´cute´e sur un fil d’exe´cution. Cependant, il est possible qu’un meˆme fil d’exe´cution
soit en charge de plusieurs taˆches simultane´ment. Dans un tel cas, les e´ve´nements du noyau
ne permettent pas de distinguer laquelle des taˆches est en exe´cution. Un avantage important
de notre mode`le est qu’il est capable de se´parer l’exe´cution d’un processus en exe´cutions indi-
viduelles d’une taˆche re´currente. Si plusieurs taˆches sont traite´es par un meˆme processus, les
statistiques de toutes ces taˆches sont fusionne´es en une seule statistique globale. Une solution
a` ce proble`me serait de de´finir des e´ve´nements manuellement que le mode`le pourrait utiliser
pour identifier chaque taˆche de fac¸on unique.
La vue pre´sente´e a` la section 4.6 permet de comparer chaque exe´cution d’une taˆche en les
superposant les unes au-dessus des autres. Il est e´galement possible de trier ces exe´cutions
en fonction des me´triques re´cupe´re´es pour chacune et ainsi pre´senter l’information de diffe´-
rentes fac¸ons. Afin de pouvoir trier et afficher rapidement chaque exe´cution, les e´ve´nements
repre´sentant chaque exe´cution sont conserve´s en me´moire. La vue est donc limite´e, quant au
nombre d’exe´cutions qu’elle peut afficher, par la me´moire disponible sur la machine d’analyse.
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CHAPITRE 7
CONCLUSION ET RECOMMANDATIONS
7.1 Synthe`se des travaux
Dans ce me´moire, nous avons aborde´ la proble´matique de l’analyse d’un syste`me temps
re´el graˆce aux informations de trac¸age. Les proble`mes qui surviennent dans les syste`mes
temps re´el sont traditionnellement difficiles a` observer car il n’est pas possible de conserver
les contraintes temporelles avec une instrumentation trop lourde. Le trac¸age permet ainsi de
re´cupe´rer de l’information sur l’exe´cution d’une application temps re´el. Le trac¸age n’est pas
une panace´e en soi. Les traces ainsi re´colte´es peuvent eˆtre volumineuses et il devient difficile
d’extraire l’information souhaite´e.
Notre objectif principal consistait a` identifier les concepts propres aux applications temps
re´el qui aideraient a` la compre´hension et a` l’analyse du syste`me. Pour cela, nous avons utilise´
deux cas de test qui repre´sentent deux grandes familles de taˆches temps re´el, soient les taˆches
pe´riodiques et les taˆches sporadiques. A` partir des ces deux types de taˆches, nous avons iden-
tifie´ le comportement d’inte´reˆt qui peut eˆtre extrait d’une trace. Nous nous sommes attarde´s
a` l’aspect re´current des taˆches temps re´el, qu’elles soient pe´riodiques ou non. En particulier,
nous voulions observer les sources de latence dans le syste`me. Ces latences sont cause´es par
deux phe´nome`nes observables : la pre´emption par une taˆche de haute priorite´ ou bien un
blocage a` l’entre´e d’une section critique.
Cette analyse initiale a permis de de´finir un mode`le graˆce auquel les taˆches peuvent eˆtre
mode´lise´es. Le mode`le a e´te´ de´fini a` l’aide d’une machine a` e´tats de telle sorte qu’il soit
rapide a` ge´ne´rer et ne ne´ce´ssite qu’une seule lecture de la trace. Les e´ve´nements ne´cessaires
a` la de´finition de ce mode`le ont e´te´ identifie´s afin de fournir l’information ne´cessaire tout en
e´vitant de surcharger l’application de points de trace inutiles. Un des avantages de ce mode`le
est qu’il permet de diviser une taˆche temps re´el en ses exe´cutions constitutives. Graˆce a` cette
segmentation, il est possible de re´colter des statistiques individuelles sur chaque exe´cution et
de ge´ne´rer des histogrammes.
En plus de ces statistiques, une vue a e´te´ de´veloppe´e afin de pre´senter les exe´cutions les
unes par dessus les autres, de fac¸on a` facilement les comparer. Des proble`mes de latence ont
e´te´ pre´sente´s et explique´s en utilisant cette vue. Premie`rement, il a e´te´ de´montre´ que cette
vue permet d’observer le comportement re´gulier d’une application. Puis, la vue a e´te´ utilise´e
pour diagnostiquer un proble`me pre´cis et trouver la source du proble`me.
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Enfin, une ame´lioration a` la vue des statistiques de TMF a e´te´ de´crite qui permet l’affi-
chage de statistiques qui e´voluent de fac¸on continue dans le temps. Cette ame´lioration permet
de calculer rapidement une statistique continue a` l’inte´rieur d’un intervalle quelconque sans
erreur d’e´chantillonage. Graˆce a` cela, il est possible de re´cupe´rer le temps d’exe´cution d’un
processus a` n’importe quel intervalle de la trace en deux requeˆtes au syste`me d’e´tats.
7.2 Ame´liorations futures
Les ame´liorations futures des nos travaux se divisent en deux domaines : la ge´ne´ralisation
du mode`le et la diversification des analyses.
Dans le cadre de ces travaux, nous avons pre´sente´ une approche qui permet de mode´liser
une application temps re´el a` partir des informations contenues dans une trace. Ce mode`le
permet de de´crire une application ge´ne´rique sous certaines conditions. Il peut eˆtre ne´cessaire
dans certains cas particuliers de devoir rajouter des points de trace dans l’application afin
d’observer un comportement non de´crit pas notre mode`le. Dans ce cas, il serait pertinent de
permettre la rede´finition du mode`le selon les e´ve´nements disponibles dans la trace. Il pourrait
ainsi eˆtre possible de de´finir ses propres e´tats et ses propres statistiques. D’une meˆme fac¸on,
il serait possible de de´finir ses propres vues.
Au dela` des statistiques et des outils de visualisation, il pourrait eˆtre inte´ressant d’utiliser
un mode`le afin d’effectuer la ve´rification d’un syste`me temps re´el. Le mode`le repre´senterait
alors les spe´cifications du syste`me. En trac¸ant le syste`me, il serait possible de de´terminer si
les exigences de la spe´cification sont respecte´es ou non. Une inte´gration avec les outils de
de´veloppement permettrait de relier directement ce mode`le avec les mode`les utilise´s lors de
la conception du syste`me. Dans ce mode de ve´rification, il ne serait plus ne´cessaire de stocker
la trace sur disque. Il serait alors possible d’effectuer l’analyse en temps re´el et de simplement
enregistrer les moments qui correspondent a` des situations d’inte´reˆt.
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