Abstract. A sharp upper bound is given for the degree of non-convexity o f the partition range of a nite-dimensional vector measure, in terms of the maximum (one-dimensional) mass of the atoms of that measure. This upper bound improves on a bound of Hill and Tong (1989) by an order of magnitude p n. Its proof uses several ideas from graph theory, c o m binatorics, and convex geometry. Applications are given to optimal-partitioning and fair division problems.
Introduction
It is well known that the range of a nite-dimensional, atomless nite vector measure is convex and compact this is Lyapounov's celebrated convexity theorem 13] of 1940. Somewhat lesser known is a generalization of Lyapounov's theorem due to Dvoretzky, W ald and Wolfowitz 3], which s a ys that the partition range f( 1 (A 1 ) 2 (A 2 ) : : : n (A n )) : (A 1 : : : A n ) is a partitiong of a nite-dimensional, atomless nite vector measure~ is also both convex and compact.
If the vector measure has atoms, then convexity of both the range and the partition range may fail in general, as is best seen by considering a vector measure supported on a nite set. The question of necessary and su cient conditions for the range (or partition range) to be convex was addressed by G o u weleeuw 6 ] . A di erent approach m a y be based on the following idea: if the sizes of the atoms are small, then the range (and partition range) are very close to being convex. Elton and Hill 4] have p r o ved a bound on the degree of non-convexity of the range of a vector measure, as a function of the maximum atom size. The aim of the present paper is to derive an analogous sharp bound on the degree of non-convexity of the partition range. The main result is that the Hausdor -distance (with respect to the sup-norm) from the partition range of an n-dimensional vector measure t o i t s c onvex hull is at most (n ; 1)=n, w h e r e is the size of the largest atom.
This bound is attained, and improves on an earlier inequality o f H i l l a n d T ong 11] .
A formal statement of the main result is given in Section 2 (cf. Theorem 2.5), and a proof is presented in Sections 3 and 4. The proof consists of a number of steps: rst the problem is reduced to the case of a purely atomic vector measure with at most a nite number of atoms, using an approximation scheme analogous to that used in 4] then it is shown, using the Shapley-Folkman lemma from convex geometry, that only vector measures with no more than n atoms need to be considered and nally the theorem is proved for this special case (of a purely atomic vector measure 3 with at most n atoms), using a variety of tools from graph theory, combinatorics and geometry, such as directed graphs and trees, convex polytopes, and supporting hyperplanes.
Section 3 contains the two a b o ve-mentioned reduction steps, discusses some fundamental geometric properties of the partition range, and introduces a certain type of directed graphs (to be called graphs of options) w h i c h play an important r o l e i n the proof. The main body of the proof is contained in Section 4.
The reason for choosing the sup-norm will become apparent in Section 5, where it will be pointed out how Theorem 2.5 can be used to generalize existing optimalpartitioning inequalitites for atomless measures to measures with atoms. As an example, generalizations will be given of two w ell-known inequalities of Elton, Hill and Kertz (1986) and . These results turn out to have s o m e i n teresting implications for the problem of fair division.
The main theorem
Throughout this paper, 
\ B).
A s e t E 2 F is called a (scalar) atom of if (E) > 0 and for each F E F2 F : (F ) 2 f 0 (E)g. Similarly, E is a vector atom of~ if~ (E) 6 =0 a n d f o r e a c h F E F2 F :~ (F ) = (E) or~ (F ) = 0. A (vector) measure is atomless if it does not have a n y atoms. A measure (resp. vector measure) is purely atomic if is assigns mass 0 (resp.0) to the complement of the union of its atoms.
Remark 2.1. From the de nition of vector atom it can be seen that if E is a vector atom of~ = ( 1 : : : n ), then (i) E is a scalar atom of at least one i (ii) for each i 2 f 1 : : : n g, either E is an atom of i , o r i (E) = 0 .
Conversely, i t f o l l o ws from Lemma 2.4 (iii) in 6] that if E is a scalar atom of i for some i, t h e n E contains a vector atom F of~ with~ (F ) = (E).
As a consequence, a vector measure is purely atomic if and only if all its component measures are.
A measurable n-partition of is an ordered collection (A 1 : : : A n ) of subsets of s u c h t h a t A i 2 F (i = 1 : : : n ) A i \ A j = for all i 6 = j, a n d S n i=1 A i = . Let n denote the collection of all measurable n-partitions of . Because all partitions considered in this paper are measurable n-partitions, we will simply use the word 'partition'.
Throughout this paper, the following notation will be used: for a partition A := (A i ) n i=1 a n d a v ector measure~ , ;;;! (A) denotes the vector ( 1 (A 1 ) : : : n (A n ) i n In fact the theorem of Dvoretzky, W ald and Wolfowitz is more general: it says that the matrix range f( i (A j )) n k i=1 j=1 : ( A i ) n i=1 2 n g is convex and compact for each k 2 IN. This paper, however, will focus on the partition range.
The main goal of this paper is to generalize the above convexity result to measures with atoms. In order to do so, the following notation is needed. For a vector x = ( x 1 : : : x n ) 2 IR n , let kxk p denote the`p-norm ( P n i=1 jx i j p ) 1=p for 1 p < 1, and max 1 i n jx i j for p = 1. De nition 2.4. For 0, P n ( ) is the collection of all n-dimensional nite vector measures~ for which k~ (E)k 1 for each atom E of~ . 5 The following theorem is the main result of this paper. It generalizes the convexity part of Proposition 2.3. Theorem 2.5. If~ 2 P n ( ), then D 1 (P R (~ )) n ; 1 n and this bound is attained. P n i=1 x i = g. In particular, y = ( = n : : : = n ) 2 co(P R (~ )), and for any x 2 P R (~ ) kx ; yk 1 = (n ; 1)=n.
The following immediate consequence of Theorem 2.5 improves on an earlier result of Hill and Tong ( 11] , Theorem 3.2).
Corollary 2.7. If~ 2 P n ( ), t h e n D 2 (P R (~ )) n ; 1 p n :
Example 2.8. The bound in Corollary 2.7 is of the correct order of magnitude in n: let i = fig i = 1 : : : n t h e n P R (~ ) = f0 g n , hence co(P R (~ ) ) = 0 ] n . In particular, y = ( =2 : : : = 2) 2 co(P R (~ )), and for any x 2 P R (~ ), kx;yk 2 = p n=2: The following two observations will be quite useful. Their veri cation is left to the interested reader.
(OT1) In each out-tree T there is a unique path from the root to every other vertex.
(OT2) Every out-tree T G can be extended to a maximal out-tree in G.
Lemma 3.1. Let T be an out-tree, let v 0 be its root, and let G be a digraph containing v 0 . Then there exists a maximal out-tree T 0 in G with root v 0 , such that each path P with initial vertex v 0 which is both in T and in G, i s a l s o i n T 0 .
Proof. Let T 0 be the smallest digraph that contains all such paths obviously T 0 is a subgraph of G. Then for every vertex v 6 = v 0 of T 0 there is a path from v 0 to v in T 0 , b y the minimality o f T 0 . Moreover, v 0 has indegree 0 (again by the minimality of T 0 ), and all other vertices of T 0 have indegree at most 1, since T 0 is a subgraph of T, a n d T is an out-tree. On the other hand, the indegree of these vertices is at Figure 1 . A sample digraph G, and a maximal out-tree T in G with root v. least one since they are reachable from v 0 . Hence T 0 is an out-tree with root v 0 , which b y (OT2) can be extended to a maximal out-tree in G.
For an extensive discussion of directed graphs and their applications the reader is referred to Harary et al. 8].
3.2. Reduction to the purely-atomic case. The purpose of this subsection is to reduce the problem to the case of a purely atomic vector measure with at most a nite number of atoms. This will be done using an approximation machinery analogous to that used by Elton and Hill 4] . The proofs of the following lemmas are omitted since they are comletely analogous to the proofs that appear in 4], x3. Lemma 3.2. For each~ , e ach p 2 1 1], a n d e ach " > 0, t h e r e e x i s t s a m e asurable partition fB i g N i=1 of such that for each A 2 n there exists a partition (I j ) n j=1 of f1 : : : N g satisfying ;;;! (A) ; 1 (
Lemma 3.3. For each~ 2 P n ( ) and each B 2 F, there exists a measurable partition fB j g k j=1 of B such that i (B j ) for all j k and i n.
Proposition 3.4. For each~ 2 P n ( ), e ach p 2 1 1], a n d e ach " > 0, t h e r e i s a purely atomic vector measure~ 0 2 P n ( ) with nitely many atoms, such that
Proof. Follows immediately by Lemma 3.2 and a repeated application of Lemma 3.3. We will assume that i ( ) > 0 for all i n (this is no real restriction: e.g. if n ( ) = 0, then consider the (n ; 1)-dimensional vector measure ( 1 : : : n;1 ) instead of~ ). Then V contains the n points i ( )e i i = 1 : : : n (where e i is the i-th standard unit vector in IR n ), so the a ne dimension of V is at least n ; 1. It is easily seen that each maximal face of C then has dimension n ; 1, and hence has a unique outward normal. Lemma 3.5. Let F be a maximal face o f C, a n d l e t p = ( p 1 : : : p n ) be the unique outward normal of F. Then either p i 0 for all i n, o r p i 0 for all i n. where the rst inequality follows since p i > 0, and the second since p j < 0 and x j > 0. B u t t h i s c o n tradicts the fact that p is an outward normal of F. ) . Let F be a face of C with outward normal p. Then for any two partitions (A l ) n l=1 and (B l ) n l=1 in F , i n d i c es i and j (i 6 = j) and subset E A i \ B j ,
Lemma 3.6 (The Key Equation
Proof. There exists a constant c 2 IR s u c h t h a t hp yi = c for all y 2 F and hp yi c for all y 2 C: 
, this completes the proof. 3.4. Graphs of options. Throughout this subsection, let F denote an arbitrary, but xed face of co(P R (~ )).
De nition 3.9. F = n F is the collection of all measurable partitions A = (A l ) n l=1 such that ;;;! (A) 2 F.
De nition 3.10. For a partition A = ( A l ) n l=1 2 F , t h e graph of options G(A F) of A with respect to F is the digraph with vertex set f1,2, : : : ,ng and an arc from i to j (i 6 = j) for each atom E A i for which A 0 = (A 0 l ) n l=1 2 F , where A 0 i = A i nE A 0 j = A j E and A 0 l = A l l = 2 f i jg.
To distinguish betwee n t w o o r m o r e a r cs from i to j, e ach arc i s l a b eled with the corresponding atom. Thus to each arc e corresponds an ordered triplet (i j E), a n d vice-versa. If e = ( i j E), then we shall denote at(e) = E.
The intuitive i n terpretation of an arc (i j E) i s t h a t i f E is moved from A i to A j , then the resulting partition is still in F .
De nition 3.11. E(F) is the set of arcs that occur in G(A F) for at least one partition A 2 F . Lemma 3.12. Let e 2 E(F) and A = (A l ) n l=1 2 F . Then e 2 G(A F) if and only if at(e) A ini(e) .
Proof. Suppose rst that at(e) A ini(e) . Let e = ( i j E), so E A i . Let L be a supporting hyperplane of co(P R (~ )) that contains F, and let p = ( p 1 : : : p n ) b e an outward normal of L. Then by De nition 3.11, e 2 G(B F) for some partition B 2 F , s o b y De nition 3.10 and Lemma 3.6 it follows that p i i (E) = p j j (E). Hence with A 0 = (A 0 l ) n l=1 de ned as in De nition 3.10 it follows that the point 11 x 0 := ;;;! (A 0 ) lies in L. Since also x 0 2 P R (~ ), it follows that x 0 2 F. Hence e 2 G(A F). The converse is trivial.
De nition 3.13. Two not necessarily distinct arcs e and e 0 are related if ini(e) = ini(e 0 ) and at(e) = a t ( e 0 ). Lemma 3.14. Let e and e 0 be two related arcs in E(F), and let G be a graph of options with respect to F. Then e 2 G i f a n d o n l y i f e 0 2 G. Lemma 3.17. Let A 2 F , l e t Q be a p ath in G(A F), a n d e 2 G(A F). Let i = ini(e), and E = at(e). Since e 2 G(A F), Lemma 3.12 implies that E A i . Suppose rst that e is related to e r for some r 2 f 1 : : : k g. Then i = i r and E = E r , hence A 0 i = A 0 ir = ( A ir E r+1 )nE r if r k ; 1, or else (if r = k) A 0 i = A 0 i k = A i k nE k . In both cases it follows that E 6 A 0 i , so by Lemma 3.12 e = 2 G(M Q (A) F).
Conversely, i f e = 2 G(M Q (A) F), then E 6 A 0 i by Lemma 3.12, so E A 0 j for some j 6 = i. Hence (iii) implies (i j E) 2 Q. But (i j E) is related to e.
Proof of the main theorem
Note that if n = 1, then P R (~ ) = P R ( 1 ) = f 1 ( )g and the statement of the theorem is trivially true. Therefore it can and will be assumed from here on that n 2. In addition it will be assumed that = 1 the general case > 0 then follows easily by rescaling, and the case = 0 follows by c o n tinuity.
First we prove a 'face-wise' version of Theorem 2.5. 
then every maximal out-tree w i t h r oot 1 in G(A F) contains an executable arc, i.e.
an arc e such that x ter(e) + ter(e) (at(e)) y ter(e) + n ; 1 n :
Proof. LetF be a maximal face that contains F, and let p = (p 1 : : : p n ) be an outward normal ofF . Then p is also an outward normal of F, and by Lemma 3.5 either p i 0 for all i, or p i 0 for all i. Assume without loss of generality that p i 0. (The proof of the other case is similar, the only di erence being the directions of the inequalities which i n volve a factor p j ). Let T be a maximal out-tree with root 1 in G := G(A F). First we claim that T has at least one vertex other than 1. To see this, note that by (3) and since y 2 co(F \ V ), there is a partition A 0 2 F for which 1 (A 0 1 ) < y 1 < x 1 = 1 (A 1 ). Hence there is an atom E such that E A 1 but E 6 A 0 1 , so E A 0 i for some i 6 = 1, say E A 0 2 . Then the Key Equation (Lemma 3.6) implies that (A 1 nE A 2 E A 3 : : : A n ) 2 F , which by De nition 3.10 means that (1 2 E ) 2 G, i.e. 2 is reachable from 1 in G. Since T is maximal, this means that 2 2 T.
Next, let I denote the vertex set of T. Then for any j 2 Inf1g there is a unique arc e j 2 T with j = ter(e j ). Let E j = a t ( e j ), and denote v j = j (E j ). The proof will be complete once it has been shown that for some j 2 Inf1g, x j + v j y j + n ; 1 n (5) which will yield (4) for e = e j .
The key to the proof of (5) is the following inequality. p ir v ir = p ir ir (E ir ) = p ir;1 ir;1 (E ir ) p ir;1 r = 1 : : : m : where the rst and last equalities follow since i 0 = 1 a n d i m = i, respectively, a n d the inequality follows by (7) and since v j 1. This completes the proof of (6).
Applying ( 
Next it will be shown that where the inequality follows since (B i ) n i=1 is a partition, the rst equality follows by the Key Equation, the third equality follows since (A j ) n j=1 is a partition, and the last equality f o l l o ws by (10) . This settles the rst part of (9) . The second part then follows since y 2 co(F \ V ) a n d a n y linear functional takes its maximum over a c o n vex compact set in one of the extreme points. Proof. By Lemma 4.2, T contains at least one executable arc, i.e. an arc e satisfying (4) . Let e 2 T be an executable arc with minimum distance in T to 1. Let P denote the unique path in T from 1 to ter(e), and let the arcs of P be denoted x ir ; ir (E r ) < y ir ; n ; 1 n while since f r+1 is not executable, x ir + ir (E r+1 ) > y ir + n ; 1 n :
Using (14) it follows that y ir ; 1 n y ir + n ; 1 n ; ir (E r ) < x 0 ir < y ir ; n ; 1 n + ir (E r+1 ) y ir + 1 n 17 which yields (12) for i = i r since 1=n (n ; 1)=n. Together, these two facts yield (12) for i = i m .
We have now proved (12) Finally, let T k+1 be a maximal out-tree in G k+1 that satis es (21) for l = k.
(Such a tree exists in view of Lemma 3.1).
We h a ve t h us constructed a point x k+1 , a partition A k+1 , a digraph G k+1 , an out-tree T k+1 and a path Q k such that (15), (16), (19) and (20) are satis ed for l = k + 1, and (17), (18) and (21)- (23) are satis ed for l = k (where (17) is a direct consequence of (14)). By the principle of induction, the proof is complete. 
Proof. For each k < , d e n e e k : the initial arc of Q k i.e. e k is the arc of Q k with ini(e k ) = ini(Q k ) P k : the unique path in T k from 1 to ter(e k ):
Note that in particular, e k 2 P k and e k 2 Q k . The rst important fact is that for all k < , 
This will be done by induction on l. Note rst that e k = 2 G k+1 by (28). Suppose now that e k = 2 G l for some l > k. Since k = 0, it follows that ini(e k ) = 1, so Lemma 3.12 implies at(e k ) 6 A l 1 . Hence at(e k ) A l i for some i 6 = 1 . Since T l has root 1, there is no arc in T l from i to 1, so in particular, there is no such a r c i n Q l .
By Lemma 3.17 (iii) it follows that at(e k ) 6 A l+1
ini(e k ) , w h i c h b y lemma 3.12
and (19) implies e k = 2 G l+1 . This completes the proof of (29). Since e k 2 P k , (29) implies that P k 6 G l for l > k , w h i c h proves (27) Fix any k < so that k m, and de ne k 0 := inffl k + 1 : e l is related to some arc e 2 P k ne k g where inf( ) 1. Since e k 2 P k , the proof will be complete once it has been shown that P k 6 G l for all l > k 0 (30) e k = 2 G l for l = k + 1 : : : k 0 : (31) Here and in the sequel, fk + 1 : : : k 0 g is to be read as fk + 1 k + 2 : : : g in case k 0 = 1.
First we establish the following fact: P k ne k T l l = k ::: k 0 : (32) To see (32), note rst that P k ne k P k T k by de nition of P k . Now s u p p o s e that P k ne k T l for some l 2 f k : : : k 0 ; 1g, and let e beanarcofP k ne k . 20 Suppose, by way of contradiction, that e is related to some arc of Q l then ini(e) 2 Q l . Since P k ne k T l by the induction hypothesis, P k ne k contains the unique path R in T l from 1 to ini(e). Since e l is the initial arc of Q l , and since Q l T l , w e h a ve either e l 2 R, o r i n i ( e l ) = ini(e). In both cases e l is related to an arc of P k ne k . But this is a contradiction since l < k 0 .
Thus e is not related to any arc of Q l , so Lemma 3.17 (iv) implies e 2 G l+1 . Since e was arbitrary, it follows that P k ne k G l+1 . Hence P k ne k T l+1 in view of (21). This proves (32) by induction.
In particular, (32) implies
By de nition of k 0 , e k 0 is related to some arc e 2 P k ne k , hence ini(e k 0 ) = i n i ( e) 2 P k ne k . Since T k 0 is a tree that contains both P k ne k and P k 0 , the paths P k ne k and P k 0 must overlap up to the common vertex ini(e k 0 ), i.e. P k 0 ne k 0 P k ne k :
Moreover, ini(e k 0 ) = i n i ( e) 6 = i n i ( e k ) and therefore, since ini(e k ) and ini(e k 0 ) lie on the same path P k ne k , it follows from (34) that k 0 k ; 1 m ; 1, and the induction hypothesis implies P k 0 6 G l for all l > k 0 :
Now for any l > k 0 there are two possibilities: either P k 0 ne k 0 6 G l , w h i c h b y (34) implies P k 6 G l or e k 0 = 2 G l , which by Lemma 3.14 implies e = 2 G l (recall that e and e k 0 are related), so certainly P k 6 G l because e 2 P k . This completes the proof of (30).
The proof of (31) is similar to that of (29), but this time the argument is slightly more subtle. We will again use induction on l. Note rst that e k = 2 G k+1 by ( 2 8 ) .
Suppose e k = 2 G l for some l 2 f k + 1 : : : k 0 ; 1g. For brevity, write E := at(e k ) and j := ini(e k ). By the induction hypothesis and Lemma 3.12 we h a ve E 6 A l j , so E A l i for some i 6 = j, since (A l i ) n i=1 is a partition. By (32), T l contains the arc e 2 P k ne k with ter(e) = j. Since both e and e k are in G k , and ini(e) 6 = ter(e) = j = 21 ini(e k ), it follows by a double application of Lemma 3.12 that at(e) 6 = a t ( e k ) = E. Therefore, e 6 = (i j E). Since T l is an out-tree, j has indegree 1 in T l , i.e. e is the only arc in T l directed to j. This implies that (i j E) = 2 T l . In particular, 
Then the point x 0 = x will satisfy jx 0 i ; y i j n ; 1 n for all i m (39) and the proof will be complete by induction.
Suppose that jx m ; y m j > (n ; 1)=n (otherwise x 0 = x satis es (39) Proof of Theorem 2.5. First assume that = 1. Fix~ 2 P n (1) and " > 0. By Proposition 3.4, there is a purely atomic measure~ 0 2 P n (1) with nitely many atoms such that
and using Proposition 3.8 we can assume w.l.o.g. that the number of atoms of~ 0 is at most n. For brevity, w r i t e V := P R (~ 0 ). Fix a point y 2 co(V ), and consider the following two cases.
Case 1, y i n ; 1 n for some i:
There is a point y 0 2 Bd(co(V )) with y 0 i y i and y 0 j = y j for all j 6 = i. Let F be a face of co(V ) c o n taining y 0 . By Proposition 4.1 there is a point x 2 V \F such that kx ; y 0 k 1 (n ; 1)=n. Now for j 6 = i we h a ve jx j ; y j j = jx j ; y 0 j j (n ; 1)=n but also jx i ; y i j (n ; 1)=n, s i n c e ; n ; 1 n y 0 i ; x i y i ; x i y i n ; 1 n :
Hence kx ; yk 1 (n ; 1)=n. 
Let (A j ) n j=1 be a partition such t h a t x j = 0 j (A j ) j = 1 : : : n . Then (43) implies that each A j (j = 1 : : : n ) is non-empty. But since there are at most n atoms, this means that each A j must contain exactly one atom, and therefore x j = 0 j (A j ) 1 for all j. Hence ; n ; 1 n x j ; y j < 1 n n ; 1 n for all j where the rst inequality f o l l o ws by (43), the second by (42) and x j 1, and the last since n 2. Hence kx ; yk 1 (n ; 1) =n.
It appears that in both cases there is a point x 2 V \F with kx;yk 1 (n;1)=n.
Thus we h a ve p r o ved that D 1 (P R (~ 0 )) n ; 1 n :
Together with (41), this completes the proof of Theorem 2.5 for = 1, since " was arbitrary. The general case > 0 now follows easily by rescaling, and the case = 0 follows by c o n tinuity.
Applications to optimal-partitioning
The objective of this section is to show h o w Theorem 2.5 can be used to obtain optimal-partitioning inequalities for measures with atoms. The idea is that many well-known partitioning inequalities for atomless measures (e.g. 9, 11, 12] ) are proved using the convexity theorem of Dvoretzky, W ald and Wolfowitz (cf. Proposition 2.3), so using Theorem 2.5 instead yields analogous inequalities for the more general (atomic) case. To illustrate this we will generalize three well-known partitioning inequalities to measures with atoms. The rst result is an extension of classical 'cake-cutting' results the other two are generalizations of inequalities of Elton, Hill and Kertz 5], and Hill 9] , and have i n teresting consequences for the existence of fair divisions.
The overall framework is a measurable space ( F), together with probability measures 1 : : : n . In the classical 'cake-cutting' problem (see, e.g. Dubins and Spanier 2]), where 1 : : : n are assumed to be atomless, the existence of a measurable partition (A i ) n i=1 can be shown such that Proof. It is easily seen that P R (~ ) contains the n unit vectors e 1 : : : e n . Hence co(P R (~ )) contains the point y = (1= n : : : 1=n), so by Theorem 2.5 there is an x 2 P R (~ ) s u c h that kx ; yk 1 (n ; 1)=n. This means that each coordinate of x is at least 1=n ; (n ; 1)=n.
Note that a stronger lower bound for probability measures was given by H i l l 1 0 ], though the bound of Corollary 5.1 coincides with Hill's bound for certain values of . The advantage of our approach is that it can be used for a much larger class of partitioning problems (for example, it does not require the measures to be probability measures). Theorem 5.2. If i (E) for each i and each atom E of any j , t h e n (i) C (n ; M + 1 ) ;1 ; (n ; 1)=n, (ii) C (n + m ; 1) ;1 ; (n ; 1)=n.
Proof. The proof of (i) proceeds as in Legut 12] , using Theorem 2.5 where 12] applies the convexity theorem. In a similar way, the proof of (ii) proceeds as in Hill 9] .
As a consequence of Theorem 5.2, we get the following two su cient conditions for the existence of a fair division in the sense of (44).
Corollary 5.3. Suppose that either of the following holds for i = 1 : : : n . (i) i (E) (M ; 1)(n ; 1) ;1 (n ; M + 1 ) ;1 for each atom E of i (ii) i (E) (m + 1 ) ( n ; 1) ;1 (n + m ; 1) ;1 for each atom E of i .
Then there exists a measurable partition (A i ) n i=1 satisfying (44).
Proof. Immediate from Theorem 5.2.
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Example 5.4. If n = 3 and M = 2 , then if all the atoms of 1 : : : n have mass 1=4 or less there exists a fair division in the sense of (44).
