In this paper we give a central limit theorem for the weighted quadratic variations process of a two-parameter Brownian motion. As an application, we show that the discretized quadratic variations
Introduction
Many statistical properties of stochastic processes can be deduced from their weighted p-power variations. For a one parameter process (Z t ) t∈ [0, 1] observed at regular times {i/n, 0 ≤ i ≤ n}, this quantity is defined as, For example, the study of the power variations process has been used by BarndorffNielsen and Shephard in [5, 6] to solve some financial econometric problems (application to econometrics are also given in [7] ). These theoretical results were also used in several fields of application such as the estimation of the integrated volatility (see for example [1] and references therein), testing for jumps of a process observed at discrete times like for example in [3] .
In this paper we give a central limit theorem for the weighted quadratic variations process of a two-parameter Brownian motion. More precisely consider a two-parameter
Brownian motion W = (W (s,t) ) (s,t)∈[0,1] 2 and a deterministic and regular enough function f : R → R, we show that
f W (u,v) dB (u,v) ,
where B is a two-parameter Brownian motion independent of W and ∆ i,j W denotes the increment of the process W on the subset ∆ i,j := The notation law(S) used above in (1.1) means that the convergence is in the sense of stable convergence in law in the two-parameter Skorohod space. Furthermore we stress that the limiting process is defined on an extension of the considered probability basis. Note also that usual techniques of proof used in the one-parameter setting are no longer suitable to the two-parameter case. For example the Itô formula for two-parameter diffusion processes cannot be applied as in the one-parameter setting due to the presence of an additional term. Consequently we chose to replace the usual stochastic calculus by the Malliavin calculus which is valid in general Gaussian context.
As an application we deduce a central limit theorem for the quadratic variations process of a two-parameter diffusion Y = (Y (s,t) ) (s,t)∈[0,1] 2 observed on a regular grid G n which allows us to construct an asymptotically normal consistent estimator of the Similar results have been recently established in the one-parameter setting [1, 12, 14, 15] , let us mention some of them. Consider a one-parameter semimartingale (Z t ) t∈ [0, 1] observed at regular times {i/n, 0 ≤ i ≤ n} with
where (B t ) t∈[0,1] is a standard Brownian motion and σ : R → R and b : R → R are sufficiently regular deterministic functions.
Gradinaru and Nourdin have shown in [12] that,
where β (1) and β (2) are two independent Brownian motions. Note that the convergence obtained in (1.8) hold in the Skorohod space. Property (1.8) has been used by Gradinaru and Nourdin in [12] to construct of a goodness-of-fit test for the integrated volatility (their results are even more general since they can be applied to diffusion processes of the form (1.7) where the diffusion and the drift terms depend on the observed process Z and not only on B).
In [14, 15] , Jacod proved functional limit theorems similar to (1.8) in a larger setting than in (1.7) since he considered quite general functions of the increments and the process (Z t ) t∈[0,1] was supposed to belong to the class of Itô semimartingales which contains some non-continuous processes and Lévy processes. We refer to [1] for similar results established by Aït Sahalia and Jacod. We also mention that Nourdin in [20] and Nourdin, Nualart and Tudor in [21] have studied weighted power variations of a one-parameter fractional Brownian motion. Furthermore Nourdin and Peccati in [22] have investigated the asymptotic behavior of weighted p-power variations for the iterated Brownian motion.
We proceed as follows. First we recall in Section 2 some elements of stochastic analysis of two-parameter processes. Actually we present some definitions concerning stochastic calculus of two-parameter processes taken from [13] and the definition of the two-parameter Skorohod space initially introduced in [23] and in [31] . Secondly, in Section 3 we establish the central limit theorem (Theorem 3.1) for the weighted quadratic variations process of the two-parameter Brownian motion briefly presented in (1.1). As an application we prove in Section 4 that the consistent estimator V n (1.4) of the quadratic variation C (1.5) is asymptotically normal (Proposition 4.2). Finally we present in an appendix (Section 5) some background on set-indexed processes, extension of probability bases and on the Malliavin calculus for the two-parameter Brownian motion which are used in Sections 3 and 4.
Stochastic analysis of two-parameter processes
In this section we recall some definitions of two-parameter stochastic analysis which will be used in Sections 3 and 4 and we present the two-parameter Skorohod space introduced in [23] and [31] .
Some elements of two-parameter stochastic calculus
be a filtered probability space.
We denote the partial order relation on [0, 1] 2 defined by,
We also define the strong past information filtration on (Ω, F , P).
Until the end of this paper we assume that the following commutation condition hold.
This property is a conditional independence property (CI in short) and corresponds to the condition (F4) of [11] .
Assumption (CI):
The filtration (F z ) z∈[0,1] 2 is supposed to satisfy the (CI) condition i.e. for all z = (s, t)
and
ii) a strong martingale if for all z and z
where
As an example, we mention the two-parameter Brownian motion (W z ) z∈[0,1] 2 is a strong martingale with respect to its natural filtration and a centered Gaussian process with covariance function,
Skorohod space
In the one-parameter setting, Skorohod introduced in [30] four topologies known as
The topology M 2 is the weakest of theses topologies in the sense that convergence of a sequence (x n ) n of functions on [0, 1] to x for J 1 , J 2 or M 1 consists in the convergence of (x n ) n to x in M 2 plus some additional conditions.
The M 2 topology has been extended to the general setting of set-indexed functions by
Bass and Pyke in [9] whereas the J 1 topology has been extended to multiparameter functions by Neuhaus and Straf respectively in [23] and [31] . The two-parameter Skorohod space (relative to J 1 ) introduced in [23] and [31] 2 ) and δ > 0 we define w(f, δ) as,
Central limit theorem
In this section we state and prove the functional limit theorem (Theorem 3.1) which will allow us to show in Section 4 that the consistent estimator V n (1.4) of the quadratic variation C (1.5) is asymptotically normal (Proposition 4.2).
Let f : R → R be a bounded and measurable deterministic function. Let a twoparameter Brownian motion W = (W (s,t) ) (s,t)∈[0,1] 2 defined on a probability basis
The re-normalized weighted quadratic variations process
Stable convergence in law has been introduced by Rényi in [28] and in [29] . It requires some particular care, since here the limiting process X is not defined on the probability
on which the X n , n ≥ 1 are defined but an extensioñ
Theorem 3.1. Assume that the deterministic function f : R → R considered above is bounded. Then (X n ) n≥1 defined by (3.1) converges F -stably in law in the Skorohod
to a non-Gaussian continuous process X presented below in the proof by (3.2) defined on an extension of the probability basis B.
Proof. Let us first describe the extension of B on which the limiting process X is defined.
We denote by
under which the canonical process (
is a standard two-parameter Brownian motion.
Let the extensionB :
We will denote by IE (respectivelyĨ E) the expectation under P (respectively underP).
OnB we define (X z ) z∈[0,1] 2 as,
The process X is a F -progressive conditional Gaussian martingale with independent increments onB, which means that X is an (F z ) z∈[0,1] 2 -adapted process such that for
is a Gaussian process on B ′ with covariance function
Note thatB is clearly a very good extension of B in the sense of Definition 5.4.
is a Polish space, by [17, Proposition VIII.5 .33], F -stable convergence in law holds if for every random variable Z on (Ω, F , P) the couple (Z, X n ) n converges in law. Adapting an argument presented in the proof of [17, Theorem VIII.5.7 b)], the convergence in law of a such couple (Z, X n ) n will be obtained as follows. First we give a tightness property for the sequence (X n ) n (relative to the Sko-
) and then we make an "identification of the limit"via F -stable finite-dimensional convergence in law to X. Recall that the latter property means that for every integer m ≥ 0, for every continuous and bounded function
The proof is decomposed in two steps. In Step 1) we show that (X n ) n is tight in
and in
Step 2) we prove the F -stable finite-dimensional convergence in law to X.
Step 1)
We show the sequence (X n ) n is tight in the Skorohod space (
can be found in [23] . In particular it is shown in [23] that the set of conditions (3.4) and (3.5) is necessary and sufficient for
where w is defined in (2.1). Property (3.4) is clear since for every n ≥ 1 X n 0 = X 0 = 0, P-a.s.. We will show (3.5) using a method from [10, 
With this notation the length of the shortest side of the rectangles R i,j is greater than δ and v ≤ 2/δ. We can adapt the proof of [10, Theorem 7.4] to our case and we have,
Let us give some notations. For (k, j) ∈ {1, . . . , n} 2 let
. Using these notations we can write (3.6) as,
We will now use [10, Section 10] which provides maximal inequalities for partial sums of non-independent and non-stationary random variables. For i, j fixed as above, we re-index the random variables appearing inŜ
with τ p equal to some ξ ·,· divided by n and η(i, j, k, l) is an integer.
Let two integers α ≤ β. Since f is supposed to be bounded by a non-random function,
Using [10, Theorem 10.2] and (3.7) we obtain
Now injecting inequality (3.9) in (3.6) we have,
which leads to (3.5).
Step 2)
Here we choose to consider processes X n and X as set-indexed processes and we use all the notations and definitions of Subsection 5.1. Consequently the F -stable finitedimensional convergence in law property (3.3) can be rewritten as follows: for every continuous and bounded function ψ, for every elements C 0 , . . . , C m in a dense subset of A (see Subsection 5.1 for definitions and notations) and for every random variable
(3.10)
To obtain (3.10) we adapt [13, Proposition 7.3.7] which allows us to replace F -stable finite-dimensional convergence in law with F -stable semi-functional convergence in law that is, for every simple flow ϕ (see Definition 5.1) the sequence of one-parameter processes (X n • ϕ) n converges F -stably in law to the one-parameter process X • ϕ.
Let us make precise this argument.
Assume that stable semi-functional convergence in law holds. We aim at showing (3.10). As in [13, Proposition 7.3.7] since for every n ≥ 1, X n is an additive process (see Definition 5.2) it is enough to prove (3.10) for elements C 0 , · · · , C m such that there exists a simple flow ϕ such that for every i ∈ {1, · · · , m},
Since the sequence of one-parameter càdlàg processes (X n •ϕ) n is supposed to converge 
where Z and ψ are like in (3.10).
Consequently relation (3.10) holds since
Using the argument presented above we will now prove F -stable semi-functional convergence in law to establish F -stable finite-dimensional convergence in law.
Let ϕ be a simple flow (we write ϕ as ϕ = (ϕ 1 , ϕ 2 )). We have to show that the sequence of one-parameter càdlàg processes (X n • ϕ) n converges F -stably in law to the oneparameter process X • ϕ. We give some precisions about the extension of probability basis we use. We set
From B ϕ and B ′ ϕ we define the probability basisB ϕ := (Ω,F, (F ϕ(t) ) t∈[0,1] ,P), with,
Let n ≥ 1, by Lemma 5.3 and Lemma 3.2 the one-parameter processes ((X n •ϕ) t ) t∈ [0, 1] are martingales on the probability basis B
We define also,
which lead to the following probability basis,
We will now apply [17, Theorem IX.7.3] (or its triangular array formulation [17, Theorem IX.7.28] ). This result gives conditions insuring F -stable finite-dimensional convergence in law for a sequence of one-parameters martingales to a continuous conditional martingale with independent increments by identifying the caracteristics of these martingales plus some additional conditions. This identification is realized in Lemma 3.3 in which convergences (3.12) and (3.13) can be thought as identification of the characteristics whereas properties (3.14) and (3.15) ensure the F -stable feature of the convergence. Consequently from [17, Theorem IX.7.3] and Lemma 3.3, the sequence (X n • ϕ) n of one-parameter martingales on B n f converges F -stably in law to X • ϕ on the extensionB ϕ of B ϕ which ends the proof. Note thatB ϕ is a very good extension of B ϕ sinceB is a very good extension of B.
Before turning to estimation results in Section 4 we state and prove Lemma 3.2 and Lemma 3.3 which were used in the proof of Theorem 3.1. We have
Lemma 3.3. We use notations of Theorem 3.1 and of its proof and in particular we denote a flow ϕ as ϕ = (ϕ 1 , ϕ 2 ). For every n ≥ 1, X n • ϕ is a one-parameter martingale with modified second caracteristics (0,
Furthermore for every bounded martingaleÑ orthogonal to W • ϕ,
We also have,
Proof. Let n ≥ 1.
Proof of (3.12):
In the following µ X n •ϕ denote the jump measure of X n • ϕ. For ω ∈ Ω,
We denote by ν X n •ϕ the compensator of the measure µ X n •ϕ . Let A a Borel set in R,
we have
Let ε > 0 and k, l, n, t as above. Since f is assumed to be bounded by a non-random constant let R := sup x∈R |f (x)|. Denote by C andĈ some constants.
Before giving details about the inequality ( * ) we deduce of the preceding inequalities that,
Which leads to (3.12). Now we give some details about inequality ( * ).
Proof of (3.13): 
Consequently,
We can show this sum is equal tõ
since terms of the form IE ξ k,j ξ k,l F "
" vanish for j < l ≤ [nϕ 2 (t)] using the same type an argument described in the proof of (3.12). Furthermore terms of
We deduce (3.13) from (3.16).
Proof of (3.14):
LetÑ be a martingale orthogonal to W • ϕ. Without loss of generality we can assume there exists a strong martingale N on B orthogonal to W such that NW is a strong martingale and such thatÑ = N • ϕ. Let n ≥ 1 and t in [0, 1]. We have, we define
as a multiple stochastic integral (see for example [26 
From [18] there exists a adapted process (Φ (s,t) ) (s,t)∈[0,1] 2 such that
This process is orthogonal to (U z ) z≥((i−1)/n,(j−1)/n) . Consequently using a characterization of orthogonal twoparameter martingales given in [11, Proposition 1.6] we have that
A straightforward computation gives that,
Proof of (3.15):
Let n ≥ 1 and t ∈ [0, 1]. We have,
Estimation of the quadratic variation and asymptotic normality of the estimator
In this section we prove an asymptotic normality property (Proposition 4.2) for the consistent estimator V n (see (1.4)) of the quadratic variation C (defined in (1.5)).
Consider the following two-parameter stochastic process, Let the following assumptions which will used in the results presented below.
Assumption (R1):
The function σ(·) and its derivatives are assumed to be bounded by non-random constants and σ(·) is assumed to be at least in C 4 .
Assumption (R2):
The function σ(·) and its derivatives are assumed to be bounded by non-random constants and σ(·) is assumed to be at least in C 8 .
Let us define the quantities we will study.
Let for n ≥ 1,
tends to zero in L 2 (Ω, F , P) as n goes to infinity. We have,
We state and prove that the estimator V n of C is asymptotically normal.
Proposition 4.2 (Asymptotic normality). Let for
Proof. Using a localization argument, only the stochastic integral part of Y gives a contribution to the limit so we assume M = 0 in (4.1). The main argument of the proof is the convergence in law of (S n , Y n ) n to (S, X) where S is defined by,
Actually assume this convergence hold. Since (x, y) → x
Computing the characteristic function with respect to the probability measureP we can show that 2 3
We have now to show that (S n , Y n ) n converges in law to (S, X). The key point is the F -stable convergence in law of (Y n ) n to X obtained in Lemma 4.4 stated and proved at the end of this section. Using a result of Aldous and Eagleson (presented in [4] ) concerning stable convergence in law if (S n ) n converges in P-probability to S then (S n , Y n ) n converges in law to (S, X) (and the convergence is even F -stable convergence in law).
Let us finally show that (S
First we show that
Actually for every (
where C is a constant.
Using a Riemann approximation for integrals we have that
The proof is finished if we can show the estimate (4.3)
Using the same techniques (successive Malliavin integrations by parts, estimates of the form (4.9)) and (4.10) we obtain (4.3). Under
to the non-Gaussian continuous process X defined on the extensionB described in the proof of Theorem 3.1.
Proof. Using a localization argument the finite variation part of Y has no contribution in the limit. So we can assume that M = 0.
From Theorem 3.1 with f = σ 2 , the process (X n ) n converges F -stably in law to X with,
To conclude the proof we show that Y n is equal to X n plus a term r n which become negligible when n to infinity. More precisely using the notations
r n can be decomposed as, r n (s, t) := r 
Using a standard argument of the form [10, Theorem 3.1] as (X n ) n converges Fstably in law to X it is enough to prove that n sup (s,t)∈[0,1] 2 |r n (s, t)| converges in probability to zero to obtain the F -stable convergence in law of (Y n ) n to X. We use the decomposition (4.4) and we show n sup
Proof of (4.5):
Using Burkholder's inequality for two-parameter martingales (see Remark 2 of [24] )
it is enough to show that
The tool used here is the Malliavin calculus (see Appendix 5.3) and especially the Malliavin integration by parts formula (5.3). The main problem comes from the computation of IE |η i,j | 2 . First we express η i,j as,
δ(u) denotes the Skorohod integral of the process (u (s,t) ) (s,t)∈[0,1] 2 which coincides since u is adapted with the Itô stochastic integral. Consequently,
where the last equality is deduced from (5.4). We can then apply successive Malliavin integration by parts to each term of the right hand of (4.8). Using the "Heisenberg commutativity relationship"(5.5) and estimates (4.9) and (4.10), we obtain
where C denotes a constant different from the one presented in (4.7).
where the C k denotes some constants.
wherer n is a negligible term.
Finally note that the constant C in (4.5) depends on the following deterministic
where D denote the Malliavin derivative (see (5.2)).
Proof of (4.6):
This convergence result is obtained from Markov inequality and by standard arguments in numerical analysis.
Appendix
In this section we present some definitions and results used in Sections 3 and 4. First we provide some background on set-indexed processes and on extensions of probability bases. Finally we briefly present the Malliavin calculus for two-parameter Brownian motion, including the Malliavin integration by parts formula which has used to obtain the estimates of the previous sections.
Set-indexed processes
In the following definition it will be convenient to think of two-parameter processes
We will use indifferently one of these two points of view. in C with C = C 1 ∪ C 2 and C 1 ∩ C 2 = ∅ we have,
We recall a particular case of [ 
Extension of a probability basis
We give the definition of a very good extension of a probability basis which has been introduced in [16] . The following definition is an adaptation of [17, Definition II.7.1].
Definition 5.4. A probability basisB = (Ω,F, (F z ) z∈[0,1] 2 ,P) is an extension of the probability basis B = (Ω, F , (F z ) z∈[0,1] 2 , P) if there exists an auxiliary probability basis
where Q ω (dω ′ ) is a transition probability from (Ω, F ) into (Ω ′ , F ′ ).
This extension is called very good is for every z in [0, 1] 2 and for all element A ′ in F ′ z ω → Q ω (A ′ ) is equal P-a.s. to an F z -measurable random variable.
Notation:
If (X z ) z∈[0,1] 2 is a stochastic process on B we will denote by (X z ) z∈[0,1] 2 again the stochastic process defined onB by The Malliavin calculus for general Gaussian processes has been described in [26] and the reader can refer to it for a complete explanation about this topic. Here we give the definition of the Malliavin derivative and we present the integration by parts formula which is hardly used in Section 3. 
