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Degradation data provide a useful resource for obtaining reliability information for some highly reliable
products and systems. In addition to product/system degradation measurements, it is common nowadays
to dynamically record product/system usage as well as other life-affecting environmental variables, such
as load, amount of use, temperature, and humidity. We refer to these variables as dynamic covariate
information. In this article, we introduce a class of models for analyzing degradation data with dynamic
covariate information. We use a general path model with individual random effects to describe degradation
paths and a vector time series model to describe the covariate process. Shape-restricted splines are used
to estimate the effects of dynamic covariates on the degradation process. The unknown parameters in the
degradation data model and the covariate process model are estimated by using maximum likelihood. We
also describe algorithms for computing an estimate of the lifetime distribution induced by the proposed
degradation path model. The proposed methods are illustrated with an application for predicting the life
of an organic coating in a complicated dynamic environment (i.e., changing UV spectrum and intensity,
temperature, and humidity). This article has supplementary material online.
KEY WORDS: Covariate process; Environmental conditions; Lifetime prediction; Organic coatings;
System health monitoring; Usage history.
1. INTRODUCTION
1.1 Motivation
For products and systems with high reliability, it is challeng-
ing to do field reliability assessment in a timely manner based
only on limited lifetime data. When available, degradation data
provide a useful resource for obtaining reliability information
because there are degradation measurements for each individ-
ual unit in the field before the individual unit fails. For products
with degradation driven by usage and environmental conditions,
information about these variables can be important for model-
ing the degradation process. For example, the degradation of
organic coatings is primarily driven by ultraviolet (UV) expo-
sure, while temperature and humidity are other important fac-
tors. There are many other more examples where degradation is
driven by usage and environmental variables, such as the loss
of light output from a light-emitting diode (LED) array, the de-
crease of power output of photovoltaic arrays, the corrosion in
an oil transportation pipeline, the vibration from a bearing in a
wind turbine, and the loss of color and gloss of an automobile
coating.
Developments in technology allow many systems to collect
and transmit massive amounts of information. It is common
nowadays to dynamically record product/system usage and load
as well as other environmental variables such as temperature and
humidity, which we refer to as dynamic covariate information.
For example, even a small device like a power inverter that is
used in solar panel arrays can gather and transmit information
on the output of power, the ambient temperature, and humidity
every few seconds. The availability of such large-scale dynamic
data creates many opportunities and challenges.
Dynamic covariate data contain rich information that can be
useful for modeling and predicting product reliability. One can
expect those units that are heavily used and are used under the
most extreme environments to fail sooner than those units with
lighter usage under normal environmental conditions. Thus, it
is attractive to incorporate dynamic covariate information into
© 2015 American Statistical Association and
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degradation modeling and data analysis, especially when pre-
dictions are required for individual units.
Although not all systems will provide degradation data, there
are many that will. Examples include power output from a satel-
lite transmitter, power from solar cells, power from voltage in-
verters, light output from an LED array, number of paper jams
per week in a printer/copier, rechargeable battery capacity, etc.
The main goal of this article is to develop general models for
analyzing degradation data and dynamic covariate information
for a fleet of products. Based on the degradation data model, one
can obtain estimates for the remaining lifetime distribution and
predictions for the product population and for individual units
in the field. We use data from an outdoor weathering experiment
to illustrate the models and methods.
1.2 Related Literature
In the literature, general path models are commonly used to
analyze degradation data (e.g., Lu and Meeker 1993). For a spec-
ified failure definition, the cumulative distribution function (cdf)
of the lifetime distribution is induced by the parametric model
for the degradation paths. Stochastic models are another class of
models to analyze degradation data (e.g., Lawless and Crowder
2004). The stochastic model approach assumes that the data are
generated from a stochastic process, such as a Wiener process,
a gamma process, or an inverse Gaussian process. By the prop-
erties of the assumed underlying stochastic process, the cdf of
the lifetime distribution can be obtained. Details on parameter
estimation for various degradation models are available in chap.
13 of Bagdonavicˇius and Nikulin (2001a). Singpurwalla (1995)
considered both univariate and multivariate survival models un-
der dynamic environments. Zhou et al. (2014) applied functional
data analysis approaches to degradation data modeling.
For degradation data analysis, covariate information and the
modeling of covariates are available in several settings such as
accelerated repeated-measure degradation tests (e.g., Meeker,
Escobar, and Lu 1998; Bagdonavicˇius and Nikulin 2001b), ac-
celerated destructive degradation tests (e.g., Escobar et al. 2003),
and degradation-test experimental designs (e.g., Joseph and Yu
2006; Park and Padgett 2006). Bagdonavicˇius, Masiulaityte˙, and
Nikulin (2010) described a stochastic degradation model with
time-varying covariates. The time-varying covariates are incor-
porated into the induced cdf of the degradation process through
a cumulative damage model (see, e.g., Nelson 2001).
Little work has been done in degradation data modeling that
also considers unit-to-unit or temporal variability for covari-
ates. The modeling of the effect of the dynamics on degradation
can provide valuable information in several areas. For exam-
ple, degradation information is important in the area of system
health monitoring or condition-based maintenance, where dy-
namic covariate information is available for continuously mon-
itored systems. Thus, general models for analyzing degradation
with dynamic covariate information need to be developed.
1.3 Overview
The rest of the article is organized as follows. Section 2 intro-
duces a dataset collected from outdoor weathering of epoxy
coating experiments conducted at the National Institute of
Standards and Technology (NIST) as the motivating example.
Section 2 also introduces the data structure and notation for
degradation data with dynamic covariates. Sections 3 proposes
a general additive model for incorporating dynamic covariate in-
formation into the degradation path model. Section 4 develops
parameter estimation procedures. Section 5 uses simulation to
validate the inference procedure. Section 6 describes parametric
models for a multivariate covariate process and the correspond-
ing procedures for parameter estimation. Section 7 develops
procedures for failure-time distribution estimation based on the
parametric models given in Sections 3 and 6. Section 8 contains
some concluding remarks and describes possible areas for future
research.
2. DATA
2.1 Outdoor Weathering Data
The illustrative application is based on an outdoor weathering
dataset from a study conducted by scientists at NIST. The data
were collected in a study of the service life of organic coatings
in outdoor environments. Outdoor weathering experiments were
carried out in Gaithersburg, MD, from 2002 through 2006. There
were 36 specimens placed in outdoor environmental chambers
on the roof of a building on the NIST campus, starting at differ-
ent times over a period of approximately 5 years. The outdoor
temperature, humidity, and ultraviolet (UV) spectrum and in-
tensity were recorded over this period of time automatically by
sensors. See Gu et al. (2009) for more details. In this applica-
tion, all units were exposed at the same location. There could be
various exposure patterns in different applications, as discussed
in Section 7.1.
The degradation measurement was done periodically (at inter-
vals of several days) for each specimen using Fourier transform
infrared (FTIR) spectroscopy. Special compounds or structures
cause peaks on the FTIR spectrum. The height of a peak is pro-
portional to the concentration of a certain compound or struc-
ture. Degradation will cause decrease in the concentration. Thus,
the changes in the height of the peak at a particular point of the
FTIR spectrum can be used as a degradation measurement. For
illustration, we consider the degradation that occurs at damage
number 1250 cm−1 on the FTIR spectrum, which is attributed
to C–O stretching of aryl ether. Figure 1(a) shows nine rep-
resentative degradation paths from nine specimens, started at
different times of the year and in different years. A large part
of the variability in these data is due to the varying amount of
UV exposure during the nine different periods of time. The time
scale of the degradation measurement, denoted by t, is the time
in days since the start of exposure for a specimen.
The samples used for experiments were specially fabricated
using a model epoxy that was known to degrade rapidly. Also,
the samples were very thin. In this manner, similar to an ac-
celerated test, experimental information would be obtained on
individual units in a timely manner (i.e., in months instead of in
years). Although the specimens are different from coatings used
in real applications, the degradation mechanism is the same.
For the dynamic covariate information, Figure 1(b)–1(d)
shows the daily values of the UV dosage, temperature
(in degrees Celsius ◦C), and relative humidity (RH) (in
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Figure 1. Plot of nine representative degradation paths and dynamic covariate information. The black dots/lines show the daily values,
connected by line segments. The vertical lines show 6 months, 12 months, . . ., from January 1, 2002. The thick smooth curves show the fitted
mean structures.
percentage %), respectively. The time scale for those covari-
ates, denoted by τ , is the time in days since January 1, 2002.
Although the covariates were recorded at much finer resolutions,
we aggregated them into daily values for convenience of mod-
eling. Scientifically, an appropriate summary of UV exposure
is the UV dosage that is proportional to the number of pho-
tons absorbed into the degrading material (such photons cause
the damage). The daily UV dosage at day τ is computed by∫ τ+1
τ
∫ λmax
λmin
E(ζ, λ) [1 − eA(λ)] dλdζ , where the spectral irradi-
ance E(ζ, λ) is the dose (proportional to the number of photons
hitting the surface) at time ζ from sun light with wavelength λ,
[1 − eA(λ)] is the absorbance rate for different wavelengths, and
λmin = 300 nm and λmax = 532 nm give the wavelength limits.
Wavelengths above 532 nm are not harmful and wavelengths
below 300 nm are generally filtered by atmospheric ozone. The
UV spectrum and intensity values were recorded at 12 min in-
tervals but were aggregated into daily dosage values. For the
period between day 598 and day 805, the covariate information
is not available because there was no experimental data being
collected during that period.
As it can be seen in Figure 1, the environmental covariates
show seasonal patterns and also different degrees of variabil-
ity during different time periods. For example, the UV dosage
shows more variability during summer time than during winter
time. Due to different starting times, each specimen has its own
profile of dynamic covariate information, resulting in different
rates of degradation, as can be seen from Figure 1(a). For ex-
ample, those units started in summers initially degraded much
more rapidly than those started in winters.
2.2 Notation for the Data
Here, we introduce some notation for the degradation
data model and the dynamic covariate model. Let X(t) =
[X1(t), . . . , Xp(t)]′ be the usage/environmental information
at time t, where p is the number of covariates. Let X(t) =
TECHNOMETRICS, MAY 2015, VOL. 57, NO. 2
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{X(s) : 0 ≤ s ≤ t} be the history of the covariate process, which
records the dynamic information from time 0 to time t.
Suppose there are n units/specimens in the field. For unit
i, denote the degradation measurements at time tij by yi(tij ),
i = 1, . . . , n, j = 1, . . . , ni , and ni is the number of time
points where degradation measurements were taken. The value
of covariate l for unit i at the time s is denoted by xil(s).
The history of the covariate process for unit i is denoted by
xi(tini ) =
{
xi(s) : 0 ≤ s ≤ tini
}
, which records the dynamic in-
formation from time 0 to time tini for unit i. Here xi(s) =
[xi1(s), . . . , xip(s)]′.
3. MODEL FOR A DEGRADATION PATH
3.1 General Path Model
Let D(t); t > 0 be the actual degradation path and let
y(t) = D(t) + (t) (1)
be the degradation measurement at time t. The degradation
model implies a degradation path D(t) for each unit in the
population. We assume throughout that the degradation path is
decreasing and the modifications are straightforward for an in-
creasing degradation path. When the degradation levelD(t) first
falls below the failure-definition level Df , a soft failure occurs
and we say that the unit has failed. The first crossing time is
denoted by tD and
tD = min{t : D(t) ≤ Df }.
The failure-time random variable T is defined as the collection
of the failure times tD for all of the units in the population. The
cdf of T is F (t) = Pr(T ≤ t). The estimate of F (t) is used for
the reliability prediction for the population, which is obtained
by using both the degradation measurements and the dynamic
covariate information.
3.2 Modeling Degradation Path With Dynamic
Covariates
Here, we introduce a general additive model to incorporate
dynamic covariate information into the degradation path model.
In particular, the observed degradation path, conditional on the
dynamic covariate information, is modeled as
yi(tij ) = D[tij ; xi(tij )] + R(tij ; wi) + εi(tij ). (2)
The corresponding model for the actual degradation path is
D[tij ; xi(tij )] + R(tij ; wi). The first component D[tij ; xi(tij )] =
β0 +
∑p
l=1
∫ tij
0 fl[xil(τ ); βl]dτ incorporates the dynamic co-
variates into the degradation path through a covariate-effect
function f (·). Here, β0 is the initial level of degradation, and
βl denotes the parameter(s) in covariate-effect function fl(·),
l = 1, . . . , p. The coefficient vector for the initial degrada-
tion and covariate effects is denoted by β = (β0, β ′1, . . . , β ′p)′.
For covariate l, the function fl[xil(τ ); βl] represents the ef-
fect of xil(τ ) at time τ on the degradation process. Thus,∫ t
0 fl[xl(τ ); βl]dτ is the cumulative effect of xl on the degra-
dation process up to time t.
The cumulative damage model is motivated by the cumu-
lative damage model for the accelerated failure-time model in
(Nelson 2001, chap. 10). For certain degradation mechanisms
(e.g., wear out, crack growth, and the decomposition of chemical
structures), the assumption of cumulative effects is appropriate.
In the motivating application of this article, the environmental
variables cause the loss of certain chemical structures in the
coating, which reduces the concentration of certain chemical
compounds over the time. Thus, the assumption of the cumula-
tive effects is appropriate for the application.
The second component R(t ; wi) is used to capture random
departures from the mean structure D[t ; xi(t)]. In particular,
an individual random effect wi is used to account for unit-
to-unit variability caused by unobservable factors. A simple
but useful form of R(tij ; wi) is R(tij ; wi) = w0i + w1i tij , where
wi = (w0i , w1i)′, which has nice interpretation. In particular,
w0i and w1i can be interpreted as individual random effects for
the initial degradation and the time trend, respectively. A linear
additive term also makes parameter estimation convenient. The
random effect wi is modeled by a bivariate normal distribution
N(0, w). Letσw be a general notation for the unique parameters
in w. The third component εi(tij ) in (2) is the noise term. In
literature, for example, Meeker and Escobar 1998, the εi(tij )’s
are often modeled to be independent and identically distributed
as N(0, σ 2ε ).
3.3 Functional Forms for Covariate-Effect Function f (·)
Two approaches are available for choosing the functional
form for the covariate-effect function f (·). The first approach is
based on models motivated by physical, chemical, and engineer-
ing knowledge. For example, if there is dynamic information on
temperature, the Arrhenius relationship (e.g., Meeker and Esco-
bar 1998, p. 472) can sometimes be used to model the effect of
temperature on the rate of a degradation process.
When there is not sufficient knowledge about the form of
f (·) from physical/engineering knowledge or when such mod-
els do not fit the data well, nonparametric methods can be used.
For this approach, the function f (·) can be estimated as a linear
combination of spline bases. Because most physical variables
have a particular relationship with the degradation process (e.g.,
the degradation rate is increasing as the temperature is increas-
ing), we apply shape restrictions on f (·). To obtain functional
forms for f (·) with different shape restrictions (e.g., monotonic
increasing, decreasing, or convex), we use shaped-restricted
splines described in Meyer (2008), which are flexible enough
to model constrained functions. In particular, a monotone func-
tion is estimated by a linear combination of the basis functions
(I-splines) and a constant function. To constrain the estimate to
be monotone increasing, the coefficients of the basis functions
must be nonnegative (the coefficient of the constant function is
not constrained). A convex regression function is estimated us-
ing linear combinations of the basis functions (C-splines) with
nonnegative coefficients, plus an unrestricted linear combina-
tion of the constant function and the identity function g(x) = x.
Details for spline basis computation are given in supplementary
Section 1.
For the outdoor weathering data, the degradation path of
the FTIR damage number 1250 cm−1 is monotone decreasing.
Higher UV dosage or temperature tends to cause larger dam-
age rates. Thus, the effects of UV dosage and temperature are
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Figure 2. Splines bases for the covariate effects of UV dosage, temperature, and RH.
constrained to be monotone decreasing in UV dosage and tem-
perature. The effect of RH is constrained to be concave, based
on a graphical analysis of the indoor weathering data in Gu et al.
(2009) where the RH was controlled (along with other exper-
imental variables) at different levels for several groups of test
units. Figure 2 shows the spline bases for the covariate effects of
UV dosage, temperature, and RH. Note that the spline bases in
Figure 2(a) and 2(b) are different because their computations are
based on different covariates (i.e., UV dosage and temperature).
4. DEGRADATION PATH MODEL PARAMETER
ESTIMATION
4.1 Parameter Estimation
Because the degradation data and dynamic covariate
processes are observed at discrete points in time, the
discrete-data version of model (2) is obtained by replacing
D[tij ; xi(tij )] with D[tij ; xi(tij )] = β0 +
∑p
l=1
∑
τik≤tij
fl[xil(τik); βl](τik − τi,k−1). Here, τik are the time points
where the covariate process was recorded for unit k, with
convention that τi0 = 0. Let θD = {β, σw, σε} be the collection
of unknown parameters. The maximum likelihood (ML)
method is used for parameter estimation. Given the observed
covariate process history, the likelihood is
L(θD|covariate history)
=
n∏
i=1
∫
wi
[ ∏
tij≤tini
1
σε
φ
{
B[yi(tij ); xi(tij ), wi]
σε
}
(3)
× gwi (wi ; σw)
]
dwi,
where B[yi(tij ); xi(tij ), wi]=yi(tij )−D[tij ; xi(tij )]−R(tij ; wi),
φ(·) is the probability density function (pdf) of a N(0, 1) dis-
tribution, and gwi (·) is the pdf of a N(0, w) distribution. The
ML estimate θ̂D is obtained by finding the value of θD that
maximizes (3). Note that we are conditioning on the entire
covariate history when we model the degradation process.
The maximization of (3), in general, is nontrivial because nu-
merical methods such as quadrature (e.g., Liu and Pierce 1994)
are needed to evaluate the integral in the likelihood function.
When the random component is modeled as a linear function
of wi , the model in (2) becomes a linear mixed-effect model
with constraints on the parameters. Davidov and Rosen (2011)
proposed to use constrained quadratic programming to find the
ML estimates of the unknown parameters with constraints in
linear mixed-effect models. For better computational efficiency,
we propose to replace the constrained quadratic programming
by the mixed primal-dual bases algorithm in Fraser and Massam
(1989).
In particular, with shape-restricted splines (i.e.,
fl[xil(τik); βl] =
∑Ql
q=1 Blq[xil(τik)]βlq) and the random
component R(tij ; wi) = w0i + w1i tij , the model in (2) can be
represented by
yi(tij ) = β0 +
p∑
l=1
Ql∑
q=1
Glq(tij )βlq + w0i + w1i tij + εi(tij ).
(4)
Here, Blq[xil(τik)] is the value of the corresponding spline ba-
sis evaluated at xil(τik), βlq’s are spline coefficients, Glq(tij ) =∑
τik≤tij Blq[xil(τik)](τik − τi,k−1), and Ql is the number of
spline bases for covariate l. Let yi = (yi1, . . . , yini )′,
Xi =
⎡⎢⎢⎢⎣
1 G11(ti1) · · · G1Q1 (ti1) · · · Gp1(ti1) · · · GpQp (ti1)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 G11(tini ) · · · G1Q1 (tini ) · · · Gp1(tini ) · · · GpQp (tini )
⎤⎥⎥⎥⎦ ,
Zi =
⎡⎢⎢⎣
1 ti1
.
.
.
.
.
.
1 tini
⎤⎥⎥⎦ ,
and εi = [εi(ti1), . . . , εi(tini )]′. Using this notation, the model
in (4) can be expressed as yi = Xiβ + Ziwi + εi . Note that
the variance-covariance matrix of yi is i = ZiwZ′i + σ 2 Ini ,
where
w =
[
σ 20 ρσ0σ1
ρσ0σ1 σ
2
1
]
and Ini is anni × ni matrix. Letσw = (σ0, σ1, ρ)′. Some compo-
nents of β are constrained to be nonnegative to produce a shape-
restricted covariate-effect function. Without loss of generality,
let β = (β ′u,β ′c)′, where βu and βc represent unconstrained and
constrained parameters, respectively. The estimation algorithm
is as follows.
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Algorithm 1:
1. Obtain initial values of σw and σε, which can be done by
fitting the unconstrained linear mixed-effect model.
2. Compute i = ZiwZ′i + σ 2 Ii .
3. With i computed in Step 2, use the mixed primal-dual
bases algorithm to obtain the estimate of β by minimizing∑n
i=1(yi − Xiβ)′−1i (yi − Xiβ) subject to the constraints
that the elements of βc are greater than or equal to 0.
4. Fit a linear mixed-effect model ε̂i = Ziwi + εi with ε̂i =
yi − Xi β̂ to obtain updated estimates of σw and σε.
5. Repeat Steps 2 to 4 until convergence.
Making inferences based on the constrained ML estimator
is not straightforward. Some elements of the ML estimate vec-
tor may be on the boundary of the parameter space. Although
asymptotic theory is available for constrained ML estimators
(e.g., Self and Liang 1987), the bootstrap method provides a
flexible and easy-to-implement alternative. The bootstrap infer-
ence procedure is also somewhat robust to model departures.
After being adjusted by a method that is similar to Carpen-
ter, Goldstein, and Rasbash (2003), the residuals and estimated
random effects are sampled with replacement to construct a
bootstrap sample. As pointed out by Morris (2002), direct re-
sampling (i.e., without appropriate adjustment) of residuals and
estimated random effects will result in confidence intervals (CIs)
that are too narrow. The estimation procedure in Algorithm 1 is
then applied to the bootstrapped data to obtain bootstrapped val-
ues of parameter estimates. The resampling process is repeated
a large number of the times and bias-corrected CIs are con-
structed based on the bootstrapped parameter estimates (Efron
and Tibshirani 1993). The details of the bootstrap algorithm and
CI procedure are described in Algorithms 3 and 4 in supple-
mentary Section 2. The performance of Algorithm 1 and the
bootstrap CI procedure will be investigated through simulations
in Section 5.
4.2 Estimation for Weathering Data
For the outdoor weathering application, the spline bases
shown in Figure 2 were used to estimate the effect of UV dosage,
temperature, and RH. The parameter estimates are obtained by
using Algorithm 1. The estimates and CIs for β0, σ0, σ1, ρ, and
σε are shown in Table 1. The CIs were obtained from 10,000
bootstrap repeats. The bootstrap took about 4 h using R par-
allel computing with 20 cores with Intel CPU (Xeon, E6540,
2.00GHz). Figure 3 shows the estimated effect functions for
UV dosage, temperature and RH, and the corresponding ap-
proximate 95% pointwise CIs. Figure 3(a) shows that larger UV
dosages lead to more damage. The UV dosage has a large effect
on the damage rate, relative to temperature and RH. Figure 4
shows the plot of degradation measurements and fitted degra-
dation path for the nine representative specimens shown in
Figure 1. The figure shows that the general path model fits
the degradation data well. We also checked the Q–Q plot of the
residuals (see supplementary Figure 5) and the plot indicates
that the normal distribution assumption holds well.
For the selection of spline orders/degrees, a spline or-
der/degree of two or three is generally sufficient to ensure
enough smoothness. We used the Akaike information criterion
Table 1. Parameter estimates and approximate 95% CIs for
β0, σ0, σ1, ρ, and σε
95% Bootstrap CI
Parameter Estimate Standard error Lower Upper
β0 –0.04164 0.00386 –0.04946 –0.03429
σ0 0.02160 0.00318 0.01540 0.02775
σ1 0.00067 0.00010 0.00049 0.00087
ρ –0.47793 0.15143 –0.68934 –0.06847
σε 0.01769 0.00048 0.01688 0.01880
(AIC; e.g., Eilers and Marx 1996) to select the spline orders
and knots. We chose the knot locations based on equal sample
quantiles, which places the knots in places where there is a suf-
ficient amount of covariate information. For example, for four
knots (b = 4), the locations were chosen as the 0.2, 0.4, 0.6,
and 0.8 sample quantiles of the covariate values. For splines
with different orders, we plotted the AIC values as a function of
the number of spline knots (see supplementary Figure 6). Based
on the results, we choose order three splines with four knots
(i.e., h = 3 and b = 4) for the weathering data. An alternative
approach is to use the asymptotically optimal number for b, in
which b ≈ c1/(2h+1) (e.g., Meyer 2008). Here, the sample size
c is taken to be the number of time points where the covariates
are recorded. For the weathering data, there are 676 time points.
With h = 3, the number of knots is b = 3 for the covariates in
the weathering data, which is very close to the selection by the
AIC criterion.
We also did a sensitivity analysis on spline orders and the
number of interior knots (see supplementary Figure 7). The
figure shows that the estimated covariate-effect functions are
insensitive to different choices of spline orders and the number
of knots. This observation is consistent with the comments in
Meyer (2008), which points out that the estimated functions are
relatively insensitive to the number of knots, largely due to the
shape restrictions.
5. SIMULATION STUDY
The estimation procedure in Section 4.1 involves random
effects and point estimates that may be on a constraint boundary.
Thus, we conduct a simulation to study the performance of
the estimation procedure. Specifically, we investigate the mean
square error (MSE) of point estimators and coverage probability
(CP) of the bias-corrected bootstrap CI procedure.
5.1 Simulation Model and Setup
Although Algorithm 1 is reasonably fast, the evaluation
of the CP of the bootstrap CI procedure is computationally
demanding. To ease the computational burden, we consider a
single covariate (UV), order two splines with two interior knots,
and a simplified random component to simplify computations.
All units are exposed to the same UV profile for 200 days. We
use the first 200 day UV information from the weathering data
as the UV exposure profile for the units in the simulation. The
true model used in the simulation is
yi(tij ) = β0 +
∫ tij
0 f [xi(τ ); β]dτ + w1i tij + εi(tij ), (5)
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Figure 3. Estimated covariate-effect functions for UV dosage, temperature, and RH, and the corresponding approximate 95% pointwise CIs.
where f [xi(τik); β] =
∑5
q=1 Bq[xi(τik)]βq is the UV effect
function, Bq[xi(τik)]’s are the spline bases, w1i ∼ N(0, σ 21 ),
and εi(tij ) ∼ N(0, σ 2ε ). Note that the yi(tij )’s from the same
unit i in model (5) are correlated due to the random slope
w1i . The true values of the parameters are set to β0 = −0.03,
β = (0.005, 0.003, 0, 0.006, 0)′, σ1 = 0.001, and σε = 0.02 to
mimic the setting of the weathering data. Figure 5 shows the
spline bases (the constant basis is not shown) and the UV effect
function used in simulation. The UV effect function is obtained
as a linear combination of spline bases with coefficient β.
Because the main purpose of the simulation is to verify the
inference for the nonstandard situation, we set two elements
of β to be zero, which are on the boundary of the constrained
parameter space.
We considered six scenarios. The numbers of experimental
units are chosen to be n = 20, 50, and 100. For each sam-
ple size, the numbers of degradation measurement points are
chosen to be m = 25 and 50. In practice, m is related to how
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Figure 4. Plot of degradation measurements and fitted degradation path for the nine representative specimens shown in Figure 1.
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Figure 5. Spline bases (left) and the UV effect function (right) used in simulation.
frequently measurements are taken. For each scenario, a dataset
is simulated and Algorithms 1 and 4 (Algorithm 4 is in supple-
mentary Section 2) are used to obtain the point estimates and
CIs, respectively. A repeat of 600 datasets is used to obtain the
estimates of the relative root MSE (RMSE) of point estimators
and CP of CI procedures. The relative RMSE is defined as the
square root of the MSE divided by the absolute value of the true
parameter value. The CIs were obtained from 2000 bootstrap
repeats.
5.2 Simulation Results
Figure 6 shows the estimated relative RMSE of the parameter
estimators and the CP of CI procedure based on 600 repeats
for β0, σ1, and σε. Figure 7 shows the estimated relative RMSE
for the UV effect function estimator and CP for the pointwise CI
procedure for the UV effect function based on 600 repeats for the
six scenarios. Based on the simulation results, we find that the
relative RMSE of the point estimators of the parameters and the
UV effect function generally decrease as n and m increase. The
CP of the CI procedures converge to the nominal 95% level as
n and m increase. The CP of the CI procedure for σ1 is poor
when n = 20 but it improves when n increases. The CP of the
pointwise CI procedure for the UV effect function is around
90% when n = 20 and it is around 95% when n = 100. Overall,
the simulation study shows that the performance of estimation
and bootstrap CI procedure are good. Supplementary Section 3
gives all the details about the simulation results including bias,
variance, and MSE for each of the parameters.
6. MODEL FOR MULTIVARIATE COVARIATE
PROCESS
6.1 General Strategy for Covariates Modeling
To predict a degradation path into the future, it is necessary to
have a parametric model that can adequately predict the covari-
ate process. In general, the following parametric structure for
X(t) can be used for each individual unit, X(t) = m(t ; η) + a(t),
where m(t ; η) is the mean function with parameter η and some
components of η can be random to allow for population unit-to-
unit (or time period-to-time period in our application) variabil-
ity for the covariate process. Depending on the application, the
parametric form for m(t ; η) can be specified. For example, the
environmental temperature of an individual unit can be modeled
as X(t) = Trend(t) + Seasonal(t) + a(t), where Trend(t) is the
long-term trend and Seasonal(t) is a periodic seasonal term. The
error term a(t) is assumed to be a stationary process. In some
applications, a(t) for different values of t can be modeled as
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independently and identically distributed with N(0, a), where
a is the covariance matrix. The vector autoregressive (VAR)
time series models in Reinsel (2003) can be used if more com-
plicated structures are needed for modeling a(t).
6.2 Parametric Models for Covariates for Outdoor
Weathering Data
For each application, a special modeling effort will be needed
to capture the unique features in the covariate process. Here, we
present the modeling of the environmental variables in the out-
door weathering data. Let x1(τ ), x2(τ ), and x3(τ ) be the values
of UV dosage, temperature, and RH at time τ , respectively.
For these three variables, there is no significant time trend but
the seasonal effect is evident. For time series with a seasonal
component, combinations of sine and cosine functions are com-
monly used to capture the seasonal component (e.g., Campbell
and Diebold 2005).
Based on an initial analysis of the covariates in the weather-
ing data, a single sine function is adequate to describe the mean
structure of x1(τ ), x2(τ ), and x3(τ ). There is also a seasonal
pattern in the process variance. For example, there is more vari-
ability in UV dosage during the summer months than during the
winter months. Thus, a seasonal component is also added to the
variance structure. In particular, the multivariate time series is
modeled by
⎡⎢⎢⎣
x1(τ )
x2(τ )
x3(τ )
⎤⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
μ1 + κ1 sin
[
2π
365
(τ − η1)
]
μ2 + κ2 sin
[
2π
365
(τ − η2)
]
μ3 + κ3 sin
[
2π
365
(τ − η3)
]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎣
(
1 + ν1
{
1 + sin
[
2π
365
(τ − ς1)
]})
ε1(τ )(
1 + ν2
{
1 + sin
[
2π
365
(τ − ς2)
]})
ε2(τ )
ε3(τ )
⎤⎥⎥⎥⎥⎥⎥⎦ . (6)
The sin(·) function with a period of 365 days is used to cap-
ture the seasonal pattern in the covariates. For the UV dosage
and temperature, extra terms are used to capture the nonhomo-
geneity of variance over time. A likelihood ratio test suggested
that the seasonal pattern is not important in the RH variance
component. Thus, a constant variance component is used for
RH.
To further capture the autocorrelation within each covariate
and the correlation among different covariates, a VAR model
with lag two [i.e., VAR(2)] is used. In particular, the error term
is modeled by
⎡⎢⎢⎣
ε1(τ )
ε2(τ )
ε3(τ )
⎤⎥⎥⎦ = 1
⎡⎢⎢⎣
ε1(τ − 1)
ε2(τ − 1)
ε3(τ − 1)
⎤⎥⎥⎦+ 2
⎡⎢⎢⎣
ε1(τ − 2)
ε2(τ − 2)
ε3(τ − 2)
⎤⎥⎥⎦+
⎡⎢⎣e1(τ )e2(τ )
e3(τ )
⎤⎥⎦,
(7)
where 1 and 2 are matrices of regression coefficients, and
[e1(τ ), e2(τ ), e3(τ )]′ ∼ N(0, e) are multivariate normal error
terms that are independent over time. Here, e is the covariance
matrix for the error terms. For the weathering example, the
model fitting suggested that this VAR(2) model is adequate. For
the weathering data, all covariate information was collected at
the same place. When the units are exposed at different locations,
additional parameters may be needed to describe the covariate
processes.
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6.3 Parameter Estimation
The estimation of the parameters in models (6) and (7) is
done in two steps. In the first step, ML estimation is used to
remove the seasonal trends in the mean and variance structures.
Then the residuals are obtained. For the first stage, the working
variance-covariance structure of [ε1(τ ), ε2(τ ), ε3(τ )]′ is taken
to be σ 2ε I3. The main goal of model (6) is to remove the mean
structure and the simplified variance structure still provides a
consistent estimator for the mean structure. The ML method
is used to obtain the parameter estimates for the model in (6).
One needs to program the likelihood function and then use an
optimization algorithm (e.g., optim() function in R 2013) to
maximize it. The convergence of the optimization algorithm is
checked by trying different starting values and careful exami-
nation of the contour plots of the log-likelihood functions. The
estimates of the parameters and corresponding bootstrap CIs
for the covariate process model in (6) are listed in Table 2. We
used a bias-corrected bootstrap approach with 10,000 repeats to
obtain CIs. The bootstrap took about 20 min by using R par-
allel computing with 20 cores with Intel CPU (Xeon, E6540,
2.00GHz). Figure 1(b)–1(d) shows the fitted mean structure.
Figure 8 shows the estimated error terms, and the estimated
standard deviation (SD) of the error term for UV dosage, tem-
perature, and RH. The figure shows that model (6) adequately
fits the mean and variance structures (including the noncon-
stant variance pattern) for the UV dosage, temperature, and RH
covariate process data.
In the second step, ML estimation is used to fit the VAR model
to the residuals. The computing of the parameter estimates uses
multivariate least squares (e.g., Lu¨tkepohl 2005, chap. 3), which
is computationally efficient. The estimates of 1, 2, and e are
as follows:
1 =
⎛⎝ 0.58 0.02 0.020.09 0.63 0.02
−0.07 −0.05 0.59
⎞⎠,
2 =
⎛⎝−0.11 −0.02 −0.01−0.11 0.03 0.02
0.39 −0.11 −0.11
⎞⎠,
Table 2. Parameter estimates and corresponding 95% bootstrap CIs
for the parameters of the covariate process model in (6)
95% Bootstrap
CI
Standard
Covariate Parameter Estimate error Lower Upper
UV dosage μ1 24.71 0.58 23.55 25.83
κ1 18.95 0.71 17.54 20.32
η1 79.24 2.09 75.25 83.40
ς1 77.69 3.67 70.44 84.86
ν1 1.80 0.24 1.37 2.29
Temperature μ2 25.05 0.52 24.04 26.05
κ2 16.54 0.69 15.17 17.91
η2 103.19 2.65 97.92 108.27
ς1 33.53 13.73 6.96 60.66
ν2 0.31 0.09 0.14 0.49
RH μ3 40.01 1.02 38.06 42.06
κ3 –4.73 1.52 –7.38 –0.54
η3 39.00 18.8 6.71 80.23
e =
⎛⎝ 8.87 4.08 −20.074.08 19.18 −43.64
−20.07−43.64 200.96
⎞⎠. (8)
The standard errors of the parameter estimates of 1,2, and
 are also obtained by using the bootstrap method. These
standard errors are listed in supplementary Section 7. The
bootstrap is carried out by sampling the estimated error term
[e1(τ ), e2(τ ), e3(τ )]′ with replacement and then using the
parametric models in (6) and (7) to obtain a bootstrap sample.
The bootstrap values of the parameter estimates are obtained by
using a two-step approach. The above process is repeated a large
number of times to obtain the bootstrap distribution of parameter
estimators.
We also examined the autocorrelation function (ACF) of the
estimated [e1(τ ), e2(τ ), e3(τ )]′ to check the assumption of the
VAR model (see supplementary Figure 8). The ACF functions
showed no evidence of autocorrelation. We also used Q–Q plot
to check the normal assumption on [e1(τ ), e2(τ ), e3(τ )] (supple-
mentary Figure 9). The plots show that the VAR(2) model with
normal errors provides an adequate description of the residuals.
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Figure 8. Residuals and estimated SD for UV dosage, temperature, and RH.
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7. FAILURE-TIME DISTRIBUTION ESTIMATION
7.1 Failure-Time Distribution for the Population
The failure-time distribution provides the reliability informa-
tion for an unobserved population. We use θD and θX to denote
the unknown parameters in the degradation model and covari-
ate process model, respectively. Let θ = {θD, θX}. The model
for the actual path is D[t ; X(∞)] + R(t ; w). Given the covari-
ate process X(∞) = x(∞) and the individual random effect w,
the degradation path is deterministic. The first crossing (failure)
time tD for a particular unit can be obtained. That is,
tD = min{t : D[t ; x(∞)] + R(t ; w) = Df }. (9)
Thus, the first crossing time tD is a function of Df , x(∞), and
w. Numerical methods are often needed to solve for tD from
(8). Because X(∞) and w are random, the first crossing time
(i.e., the failure time of the product), denoted by T , is a random
variable. The cdf of T = T [Df , X(∞), w] is
F (t ; θ) = EX(∞)EwPr
{
T [Df , X(∞), w] ≤ t
}
, t > 0. (10)
In most situations, there is no explicit form for F (t ; θ) and it
has to be computed by using numerical methods or Monte Carlo
simulation.
Substituting θ̂ into F (t ; θ) in (9), one obtains an estimate
of the cdf. Because an explicit form for F (t ; θ̂) is, in gen-
eral, not available, a simulation approach is used to evaluate
F (t ; θ̂). The following algorithm is used for computing F (t ; θ̂).
Algorithm 2:
1. Simulate the covariate process with the parameter equal
to θ̂X.
2. Simulate the random effect w from N(0, w) with the
parameter equal to θ̂D .
3. Compute the simulated degradation path D[t ; X(∞)] +
R(t ; w) with the simulated covariate process and random
effect.
4. Given the simulated degradation path, compute the failure
time tD by solving (8).
5. Repeat the above Steps 1 to 4 B times to obtain the simu-
lated failure times tbD, b = 1, . . . , B, where B is chosen
large enough to provide sufficient precision. The esti-
mate of F (t ; θ) is obtained by the empirical cdf. That
is, F (t ; θ̂) = B−1 ∑Bb=1 1(tbD≤t).
The CIs for the cdf can be obtained as follows. Because the
bootstrap parameters θ̂ are obtained in previous sections, one
needs to repeat Algorithm 2 for each set of bootstrap values
of parameter estimates. The pointwise CIs for the cdf are then
obtained as the sample quantiles of the bootstrap estimates of
F (t ; θ). If the focus is on an individual unit, Algorithm 2 can
also be used to obtain the estimates for the cdf of an individual
unit.
The manner in which our model and inference procedures
would be used in applications will depend on relationship be-
tween the units of interest and the processes generating the
covariates that will affect the degradation processes. Some ex-
ample scenarios is as follows:
1. In some applications all units in the population will be
subject to different realizations of a covariate processes
that could be adequately modeled as independent (but
not identically distributed) from unit to unit (location to
location). For example, when considering the loss of light
output from LED lights in households, the usage history
is different but can be considered to be independent from
household to household.
2. Similar to the groups of units in the weathering experi-
ment, one might be interested in estimating the failure-
time distribution of a population of units that are all sub-
ject to the same realization from the covariate processes.
For example, when considering the power output decrease
of solar panels installed at one location (e.g., one power
plant), the environmental variables such as temperature
and humidity can be considered to be the same for each
unit in the field.
3. Similar to the overall weathering experiment, one might
be interested in groups of units put into service at vari-
ous points in time (known as staggered entry) so that the
groups are subject to different parts of the same covariate
process. The illustrative outdoor weathering example in
this article falls into this category.
7.2 Application to the Epoxy Degradation Example
To illustrate the use of our methods, we use the outdoor
weathering setting and assume that there is a hypothetical pop-
ulation with infinite size and that units randomly enter service,
according to a uniform distribution, between day 161 and day
190. Each unit has its own independent realization of the covari-
ate processes, from the observed processes in the experiment.
Figure 9 shows the estimated cdf and the corresponding 95%
pointwise CIs for this hypothetical population. For the results
in Figure 9, we used B = 200 in Algorithm 2 with 10,000 boot-
strap results already stored. The computations took about 1 hr
by using R parallel computing with 20 cores with Intel CPU
(Xeon, E6540, 2.00GHz). Most of the units in the population
fail between 50 days and 150 days after they are put into service.
Similar results can be obtained for the cdf of an individual unit
(e.g., a unit started at day 161).
For the outdoor weathering data, we also checked how well
the failure-time model fits the observed failure times. For the
weathering data, we use a failure threshold Df = −0.4. Gener-
ally, this would be chosen to be the level of degradation at which
the performance of the coating would not be acceptable (e.g.,
the level at which there would be customer perceivable loss of
gloss or color). There were 36 units that were put into experi-
ments at different times from 2002 to 2006 (i.e., in a staggered
entry pattern). According to this failure definition, there were
17 failures and the other 19 units had survived.
Figure 10 shows the estimated expected number of failures
and corresponding 95% pointwise CIs versus the observed num-
ber of failures as a function of time for the 36 specimens in the
outdoor weathering data, conditional on the covariate history.
The dots show the observed cumulative number of failures as a
function of time. The estimated expected number of events are
computed based on the estimated degradation path and covariate
process models. For the periods from day 0 to day 597 and from
day 806 to day 1153, the covariate processes for the weathering
data had already been observed. We treat the covariates as fixed
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Figure 9. The estimated cdf and corresponding 95% pointwise CIs
for a population with units starting randomly from day 161 to day 190.
when we compute the estimated expected number of failures.
For those periods that are between day 598 and day 805 and
after day 1153, as shown in Figure 1, the covariate information
is missing. The covariate process for those periods, however, is
needed to compute the estimated expected number of events.
We used multiple realizations of the covariate processes sim-
ulated from the fitted model and the results were averaged for
those periods. The results in Figure 10 show that the estimated
expected number of failures agree with the observed number of
failures well except that there is an abrupt jump around day 50
in the observed number of failures.
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Figure 10. Estimated expected number of failures and correspond-
ing 95% pointwise CIs versus the observed number of failures as a
function of time for the 36 specimens in the outdoor weathering data,
conditional on the covariate history.
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Figure 11. The estimated cdf of remaining life and 95% pointwise
CIs for unit G18-10.
7.3 Distribution of Remaining Life for Individual Units
Given the observed degradation path and the covariate process
up to time tini for individual i, the distribution of remaining life
is needed in some applications. The conditional distribution of
remaining life for individual with Xi(tini ) = xi(tini ) and T >
tini is
ρi(s; θ ) = EX i (∞)|X i (tini )=xi (tini )EwPr
{
T [Df , X(∞), w] ≤ tini
+ s|T > tini
}
, s > 0.
Here ρi(s; θ) gives, conditional on Xi(tini ) = xi(tini ) and T >
tini , the probability of failure before time s. Similar algorithms
can be used to evaluate the conditional distribution ρi(s; θ̂ ) for
individual i and the corresponding pointwise CIs. The difference
is that the future degradation path and the covariate process are
conditional on xi(tini ) and the degradation measurements that
have been observed up to time tini .
For illustration, we consider the specimen labeled “G18-10”
with age of 158 days at the end of exposure. The observed
degradation level for G18-10 had not reached Df = −0.4 after
158 days. Conditional on the observed degradation path and the
covariate history for this unit, we can compute the estimated cdf
of remaining life for this unit. Figure 11 shows the estimated
conditional cdf for unit G18-10 and the corresponding 95%
pointwise CIs. The results in Figure 11 show that the remaining
life of this unit is roughly in the range of 20 days to 50 days.
The back test in supplementary Section 8 also shows that the
remaining life can be predicted well by using the proposed
method in this article.
8. CONCLUDING REMARKS AND AREAS
FOR FUTURE RESEARCH
Motivated by the increasing availability of dynamic covari-
ate information being acquired by systems operating in the field
and the needs to predict future performance of these systems, we
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develop a class of models and methods for using such data. We
illustrate these methods with the outdoor weathering data. We
use flexible general path models with individual random compo-
nents to describe unit-to-unit variability in the data. Parametric
models are used to model the covariate processes. We develop
algorithms to compute an estimate for the failure-time distri-
bution induced by the underlying degradation model. We use
the weathering data to illustrate the modeling process and the
estimation of the failure-time distribution.
Although the outdoor weathering data were our motivating
example, the methods developed in this article can have broad
applications for many products used in highly variable envi-
ronments and/or subject to time-varying usages. For example,
the degradation of LED power output is mainly due to usage
that can be time varying. The corrosion of a crude oil trans-
portation pipeline is subject to the outdoor environment and the
characteristics of the compounds flowing in the pipeline. Dam-
age done to structures in aircraft will depend on the number
of takeoff–landing cycles and other stresses encountered during
operation. Also, the degradation of photovoltaic arrays can be
caused by both time-varying usage and outdoor environments.
Thus, there are tremendous opportunities to apply the method
developed.
For weathering applications, in the past decades, many so-
lar UV monitoring sites have been established at different ge-
ographical locations within the United States and worldwide
(e.g., Kaetzel 2001). The solar UV spectrum and intensity, as
well as temperature and relative humidity are recorded at high
resolution. Such information can be used for prediction for the
lifetime of products that are subject to photodegradation. When
the covariate information is from different locations, spatial cor-
relations may need to be considered for the model to predict the
covariates for a population. Spatial data modeling techniques
can be applied. In other applications, where the product is not
exposed to sunlight or other weather variables, our models can
still be used to model degradation as a function of other variables
like load or amount of use.
The covariate-effect function based on splines are only de-
fined over the range of the data. As with all other nonparametric
methods, extrapolation will be challenging. In the weathering
data, there is enough historical data to cover the needed range of
covariates. The shape-restricted spline, however, allows one to
do extrapolation to some extent. Suppose, for example, that the
possible range of a covariate is [z1, z2] but the data only cover
a range [z1 + δ, z2 − δ] for a small positive δ. If the covariate-
effect function is constrained to be monotone increasing, one
can construct spline basis with z1 and z2 as boundary knots with
other interior knots placed between [z1 + δ, z2 − δ]. Then esti-
mate of the covariate-effect function can still be obtained over
the range [z1, z2]. In this case, δ should be relatively small com-
pared to the entire data range. Extrapolation based on monotone
splines would be an interesting topic to investigate in future
research.
The additive model for degradation paths proposed in this arti-
cle is equivalent to a linear degradation path when the covariates
are time invariant. In the future, it will be useful to consider a
degradation pathD(t) = g{D[t ; x(t)] + R(t ; w)}, whereg(·) is a
nonlinear function that depends on some unknown parameters.
The estimation for such a model will, however, be challeng-
ing. We did not consider interactions between covariates in the
model and it would be interesting to consider interaction effects
in future research. It is, however, practically challenging to im-
pose shape restriction so that the covariate-effect functions have
physical meaning. Also, there needs to be enough data points to
estimate the interaction effects.
There is a significant amount of research that has been done
in the area of functional regression (e.g., Mu¨ller and Zhang
2005; Yao, Mu¨ller, and Wang 2005; Liu and Mu¨ller 2008). The
research on the application of functional regression to degrada-
tion data includes Zhou et al. (2014), which does not consider
time-varying explanatory variables. There has been little work
to consider shape restrictions on covariate-effect functions in
the degradation setting. We believe shape restrictions are useful
when we already have physical knowledge/preliminary infor-
mation on the shape of a covariate-effect function. It would be
interesting to investigate the application of function linear re-
gression methods to degradation data with time-varying covari-
ates that also incorporate physical and engineering knowledge.
Regarding the parameter estimation for linear mixed-effects
models, restricted ML (REML) estimates often used to reduce
the bias. Although our simulation study shows that bias is not a
big concern in our model, it would be interesting to investigate
the use of REML under constraints. For the parameter estimation
of the covariate process, we used a two-step approach. It would
also be interesting to consider other approaches such as the
expectation-maximization algorithm, by treating the ε(τ )’s in
(6) as missing data.
SUPPLEMENTARY MATERIALS
The following supplementary materials are available online.
Additional details: Additional algorithms, graphs and details
on simulation results (pdf file).
Code and data: R code for Algorithms 1-4, simulations and
data analysis. The NIST weathering data are also included
(zip file).
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