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This thesis is done for Wärtsilä, which is a big global actor in marine and energy
markets. This thesis aims to test the feasibility of machine learning models in
estimating total power- and fuel consumptions of vessels' main engines and thus help
in recognizing the eﬀect of diﬀerent factors on the energy consumption of vessels.
This, on the other hand, helps to optimize routes and machinery concepts among
other things. Another goal is to compress the engine sensor data utilizing wavelet
transformation.
After the introduction to the topic in the second chapter, we introduce the
data we are using in this study. These include vessel location data, engine sensor
data and technical speciﬁcations of the vessels. In the third chapter, we go through
the mathematical formulations of the used methods. Finally, we will perform the
calculations with real data and analyze the results. We'll test the performance of
compression methods applied to the time series data coming from sensors. After that,
we'll test diﬀerent regression methods for consumption estimations and see what gives
the most accurate results.
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Haar-aalloke, Lineaarinen regressio, Satunnaismetsä
Tämä työ on tehty Wärtsilälle, joka on iso kansainvälinen toimija merenkulku- ja
energia-alalla. Työn tavoitteena on luoda koneoppimismalleja, joiden avulla voi
arvioida eri muuttujien vaikutusta laivojen propulsiotehon käyttöön ja polttoainekulu-
tukseen. Tämä puolestaan luo mahdollisuuksia optimoida esimerkiksi laivojen reittejä
ja propulsiojärjestelmän kokoonpanoja. Osaongelma, joka tässä työssä myös pyritään
ratkaisemaan, on laivan moottoreista saatavan anturidatan älykäs pakkaaminen.
Tähän käytämme muun muassa ns. aallokemuunnosta.
Johdannon jälkeen toisessa luvussa perehdytään työssä käytettäviin tietoaineistoihin.
Näihin kuuluvat laivojen sijaintitieto, moottoreiden anturidata sekä laivojen tekniset
tiedot. Kolmannessa luvussa esitetään työssä käytettävien menetelmien matemaattiset
muotoilut. Lopuksi käydään läpi kokeellinen osuus ja tulosten analysointi. Kokeilemme
anturidatan pakkausmenetelmän toimivuutta sekä eri regressiomenetelmiä ja niiden
antamien tulosten tarkkuuksia.
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Chapter 1
Introduction
Climate change is at hand and there's an urgent need for a set of technological solutions
to reduce greenhouse gas emissions. The International Maritime Organization (IMO)
has been estimating that carbon dioxide emissions from shipping covered 2,2% of all the
emissions produced by human in 2012 and the portion has already increased since then
and will still continue increasing if no action will be taken. Cruise ships alone produced 35
million tonnes of carbon dioxide in 2012.[1] Not to mention the infamous quote that has
been spread in the news stating that the world's 15 biggest ships create more pollution
than all the cars in the world. This is presumably related to nitrogen oxide and sulphur
oxide emissions and mainly caused by usage of heavy fuel oil. We're not going to argue
about the facts behind that statement in this thesis but it works as a reminder of how
much we could potentially do in the maritime industry for enabling sustainable future.
Some of the opportunities in emission reduction of vessels are for example slow steam-
ing (reducing sea speed), investing in alternative fuels like liqueﬁed natural gas (LNG) and
increasing energy eﬃciency with advanced ship design and intelligent voyage planning.
The main objective of this thesis is to facilitate data driven ship design and smart
voyage planning by estimating propulsion powers and fuel consumptions of large vessels
based on their movement. By data driven ship design we mean that when we have a
rough idea of how the new build vessel would be operating and we know the measures
of the vessel, we could estimate the distribution of needed propulsion powers and from
there design the optimal machinery concept for the ship's propulsion system. In the
smart voyage planning we could optimize for example the route and speeds to meet the
expectations related to schedule, fuel consumption and so on.
The idea is to compare classic ways of calculating power/fuel consumptions to some
machine learning based calculations and see if we can get more accurate results with these
modern data driven methods. On the other hand, we could ﬁnd some features that work
as good predictors but which have not been taken into account in classical estimation
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formulas.
There are some factors that certainly would eﬀect to power consumption but where
the data is not available for this study and/or the factors would be too vessel-speciﬁc
to be utilized in larger scale models. These factors are at least weather conditions and
frictional resistance between water and vessel's hull. In the latter case one big factor is
vessel hull fouling. This is something that would probably be hard to measure and even
harder to predict. Weather conditions data on the other hand is a low hanging fruit since
there are several public APIs (application programming interfaces) that provide weather
forecasts and historical weather data. It would be beneﬁcial data for voyage planning.
Nevertheless, the weather data is out of scope of this thesis due to, inter alia, additional
costs it would produce.
As a ground truth and labelled training data we will use direct sensor data measure-
ments from ﬁve large cruise ships equipped with Wärtsilä engines. Other data sources we
have are Clarksons' data, which includes static information about vessels and AIS data,
which is vessel location data provided by company called ExactEarth. Unlike the engine
sensor data we have in use, AIS- and Clarksons-data cover all the largest vessels in the
world so the estimations can be done based on those data sets.
Big part in creating any machine learning algorithm is collecting the data and cleaning,
compressing, standardizing and grouping it in suitable ways. These steps also include
some technicalities and mathematical formulations which we will focus on before the
actual model ﬁtting. But even before that we will go through the data sources we are
using; where the data sets came from, who produced them and what were they meant for
originally?
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Chapter 2
Data Sources
2.1 Vessel location data
Automatic Identiﬁcation System (AIS) is a tracking system for vessels. It was developed
by the IMO (International Maritime Organization) technical committees. AIS transciever
is mandatory for all vessels with weight over 300 tons. AIS was originally intended to
allow ships to view marine traﬃc in their area and to be seen by other traﬃc and that
way to avoid collisions between large vessels.
For this thesis, we are getting snapshots of AIS data from about 100000 largest vessels
every ten minutes. Data contains some static information we don't care about because
we have more reliable and comprehensive source for that kind of data. The dynamic
parameters we care about or might care about are listed below:
• "timestamp": Important for combining data with other time series data
• "sog": Speed over ground
• "draught": Draught is the vertical distance between the waterline and the bottom
of the vessel's hull so it tells how deep in the water the ship sails.[2]
• "latitude": geographic coordinate that speciﬁes the northsouth position of a point
on the Earth's surface
• "longitude": geographic coordinate that speciﬁes the eastwest position of a point
on the Earth's surface
• "destination": Name of the port/city where the vessel is heading
• "heading": Direction where the vessel's bow is heading. 0-359 degrees relative to
north. Data is derived from gyro compass.
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• "cog": Course Over Ground. Direction where the vessel is moving relative to north
(degrees). This may diﬀer from heading for example due to wind.
• "rot": Rate of turn (degrees per minute)
Although we should get data from every vessel every ten minutes, the reality is some-
thing else many times. Most of the vessels have at some point large gaps in the data ﬂow
probably mostly due to some data transmission issues. On the other hand, there may
also be data quality issues related to parameter values. Reasons behind these issues are
not covered here but it is good to acknowledge that there may be need for some sanity
checks at some point when processing the data.
2.2 Static vessel data
Clarkson PLC, referred as Clarksons is a large shipping service provider. Part of the
Clarksons group is Clarksons Research, which provides data and intelligence for global
shipping. Clarksons provide data on over 135000 vessels.[5]
Parameters that are taken into consideration from the Clarksons' database are
• "imonumber": IMO-number (International Maritime Organization) is a unique iden-
tiﬁer for ships which is used for mapping data sets together in this study.
• "vesseltype": Vessel type of the vessel can be deﬁned in diﬀerent granularity levels.
For example Bulk Carriers, that are designed to carry unpackaged bulk cargo, can
be speciﬁed to be Coal Carriers, Grain Carriers etc. but we will stick with higher
level types like Bulk Carrier, Cargo Vessel, Cruise Ship and so on.
• "deadweight": Deadweight or deadweight tonnage is a measure of how much weight
a ship can carry (tonnes) [9]
• "draft": This deﬁnes the draught that the ship is designed to operate with.
• "breadth": The maximum breadth over the extreme points between port side and
starboard of the ship. [7]
• "loa": Length overall. Maximum length of a vessel's hull measured parallel to the
waterline.
• "speedknots": Designed sea speed of the vessel.
• "mainpowerunitkwest": Nominal propulsion power of the vessel. That is the total
power of main engines of the vessel.
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2.3 Sensor data
There are tens, even hundreds of diﬀerent values that are measured from each engine.
For example, a lot of temperature measures are taken from diﬀerent parts of the engine.
All these are usefull for example for anomaly detection for predicting potential failures of
the engine. Values relevant for this excercise are power and fuel consumptions of engines.
Those values have to be aggregated to vessel level. In other words, measurements from
each engine of one vessel has to be summed up.
In more detail, the values we collect from sensor signals are
• "power": Power in kilowats produced by engine
• "SFOC": Speciﬁc fuel oil consumption (g/kWh)
• "nbr_of_engines_running": How many engines are running at the moment
To calculate the absolute fuel oil consumption, we need to just multiply power with
SFOC and then convert the unit of measure to anything we like. Suitable unit for fuel
consumption is chosen to be tons/day, so
(2.1) Fuel_consumption =
power ∗ SFOC ∗ 24
1000000
(
tons
day
).
The reason we need to take into account also the information of the number of running
engines is that we have to have valid measurements from all the engines that are running
at that time in order to make reasonable estimations and this data provides an easy way
to check that.
2.3.1 Main- and Auxiliary Engines
Main engines produce the propulsive power of vessels so they enable the movement of
ships. Auxiliary engines on the other hand work as electricity generators. The higher the
speed, the larger portion of power/fuel consumption is caused by main engines.[6]
Our aim is to estimate the propulsion power and the resulting fuel consumption. With
the features used in this study, it is not feasible to estimate how much auxiliary engines are
used. It is also not relevant because the energy eﬃciency optimization ideas considered
here are related to vessel movement. Also when talking about data-driven machinery
concept design, we are referring to propulsion systems. So we are taking into account
only the main engines of vessels.
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Chapter 3
Methods
Before diving into the experiments we will go through the mathematical formulations of
each used method. We will go through the methods in chronological order and we will
also at this stage already describe what each method is used for in the process.
3.1 Operating proﬁle
One important aggregation from AIS-data that is related also to this work is operating
proﬁle. Vessel's operating proﬁle is a distribution of modes of operation of a vessel. In this
context we deﬁne it so that it is ship's speed and draught distributions in a selected time
period. These are calculated from AIS-data. In practice we select evenly spaced intervals
of speeds/draughts and count the number of points belonging to each interval. Then
we divide the number with total amount of data points. The last bin of the histogram
includes all the values above some selected maximum value. In speeds we have selected
the maximum as 30 knots and maximum draught is selected to be 20 meters. This way we
form speed/draught probability vectors for the vessel where every element of the vector
indicates the probability of a certain speed-/draught interval. These are demonstrated
in the pictures below. These two graphs are very revealing indicators of vessel's typical
behaviour.
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Figure 3.1: Speed proﬁle of example vessel based on speeds of October 2018
Figure 3.2: Draught proﬁle of example vessel based on speeds of October 2018
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The example vessel here is a bulk carrier so it's designed to transport bulk cargo.
From the draught proﬁle you can easily infere how much of the time the vessel has been
loaded. When there's cargo, the draught is larger compared to when it's empty. In this
case we could say that the vessel has been loaded about 70% of the time.
Many times more interesting than draught- and speed distributions themselves is that
how those values occur together. For example in case of a bulk carrier you might want to
know the speed distributions separately for each loading condition (loaded, ballast). To
solve this issue, we collect the data points to matrix, where other axis is speed intervals
and other axis is draught intervals. Now we let the width of each element in the matrix
to be 2 meters (draught) and height to be 3 knots (speed). So we will end up in 10x10
matrix. We can choose any other resolution as well. Every collected data point is put in
the correct cell and the resulting value of the element will be the portion of data points
placed in that element.
A heat map is created to better visualize the end result. Darker colours mean higher
values. Those two main loading conditions (laden, ballast) are here also clearly visible.
Laden is a condition where vessel is carrying cargo and ballast is a weight added to a
vessel to increase draught and maintain the vessel in a safe condition of stability when
there is no cargo on board. In other words we can say that ballast condition means empty
vessel. We can assume that this vessel is carrying cargo when the draught is somewhere
there above 13 meters.
Figure 3.3: Speed-, draught matrix of example vessel based on data of October 2018
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Why we care about operating proﬁles in this exercise? For example if we would like to
estimate power demand or average daily fuel consumption for a new build vessel, we could
estimate it if we roughly know the operating modes of a vessel. We could for example
ﬁnd so called sister vessels (some vessels that are assumabely operating in the same way
that the new build would) and calculate their proﬁles. Instead of point-wise estimations
we could do more general estimations by using proﬁles.
3.2 Haversine formula
When calculating vessel operating proﬁles there might be long gaps between data points
and the speed information of AIS-data may have false values at times, instead of pointwise
speed information we use average speeds between consecutive data points. Those can be
calculated by dividing travelled distance by time diﬀerence between those points.
The distance between two points we have to infere from their latitude-longitude-
coordinates. There we have to utilize spherical trigonometry and the so called haversine
formula. That determines the distance between two points on a surface of a sphere.
Haversine formula
(3.1) hav(Θ) = hav(ϕ1 − ϕ2) + cos(ϕ1) cos(ϕ2)hav(λ2 − λ1),
where ϕ1 and ϕ2 are latitudes of points 1 and 2 and λ2 and λ1 are longitudes of points 1
and 2.
(3.2) Θ =
d
r
,
where d is the spherical distance between the two points and r is the radius of the sphere.[4]
To solve the distance d, we have to apply inverse haversine
hav−1(hav(Θ)) =
d
r
=> d = rhav−1(hav(Θ))
=> d = rhav−1(hav(ϕ1 − ϕ2) + cos(ϕ1) cos(ϕ2)hav(λ2 − λ1))
,(3.3)
where haversine function
(3.4) hav(θ) = sin2
(
θ
2
)
=
1− cos(θ)
2
.
Now, the distance between two points on a surface of a sphere based on their latitudes
and longitudes can be determined by
(3.5) d = 2r arcsin
(√
sin2
(
ϕ2 − ϕ1
2
)
+ cos(ϕ1)cos(ϕ2)sin2
(
λ2 − λ1
2
))
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Earth is not a perfect sphere and for that reason haversine is not the most accurate
way of calculating distances but for our purposes it is accurate enough. If we would need
more accurate results we could use some iterative methods, like Vincenty's formulae that
assume the ﬁgure of the earth to be oblate spheroid rather than a sphere. That would
also add more complexity to measurements and is probably not worth the eﬀort in this
case.
3.3 Running Median
The time series data from sensors is noisy and it is too dense for our purpose so we have
to remove the outliers and compress the signal somehow. Running median was discovered
to be useful step for removing some of the erroneous measurements from signals.
Median is a value that divides the probability distribution so that randomly picked
value from the data set is equally likely to be above or below the median value. In discrete
case the median is n+1
2
th value of ordered list of values, where n is the number of values
in the list. In case there's an even number of values in the set, the median is
n
2
th+n+2
2
th
2
.
Median value is more robust than average value because it's not skewed by extremely
high or low values.
By running median we mean that the data is divided to chunks and the median value
of each chunk is calculated. We can freely select the amount of data points in each chunk
so that it ﬁts the purpose best. Then all the chunks are replaced with the median.
3.4 Wavelet transformation
Wavelet transformation is a relatively modern tool in signal processing. It is used for
example in compressing data or for extracting information from data. Wavelet transfor-
mation is often compared to perhaps more known method called Fourier transformation.
The main advantage of wavelets is that they are generally localized in both time and
frequency whereas the standard Fourier transform is only localized in frequency.
Wavelet is a wave-like oscillation that can be usually visualized with a short oscillatory
wave (similar like for example heartbeat). The idea of wavelet transformation is that one
can express the given function as a linear combination of wavelets (or wavelet coeﬃcients)
that together form an orthogonal basis of function space. These wavelets are all similarly
shaped little bursts of signals but in diﬀerent scales.
There are diﬀerent kind of wavelets to choose from. The selection is usually made
based on what mother wavelet represents the original signal best. Mother wavelet is a
prototype function, in other words the basic building block of the wavelet decomposition.
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Some mother wavelets are shown here:
Figure 3.4: Some of the most common wavelets
3.4.1 Haar Wavelet
Haar wavelet is the simplest form of wavelets. It is ideal for compressing signal that is
piecewise constant in nature. Power consumption of engine is assumed to be approxi-
mately piecewise constant signal (at least in operating modes that are relevant for this
study). Haar wavelet appeared to be a good method for making a square-shaped approxi-
mation of the signal. The idea is to reduce the size of the data signiﬁcantly without losing
much information.
Mother wavelet of Haar is described as
(3.6) ψ(t) =

1, 0 ≤ t < 1
2
−1, 1
2
≤ t < 1
0, otherwise
and scaling function as
(3.7) ϕ(t) =
{
1, 0 ≤ t < 1
0, otherwise
Scaling function's purpose is to ensure that whole spectrum is covered because wavelet
transformation halves the bandwdith every time it's applied.
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Figure 3.5: Haar scaling function and mother wavelet
Haar functions
(3.8) ψn,k(t) = 2
n
2ψ(2nt− k), t ∈ R,
where n is the non-negative integer and k ∈ [0, 2j − 1], form the orthonormal basis of
space Vn. V0 is called the reference space and ...V−1 ⊂ V0 ⊂ V1 ⊂ V2..., where each Vn is
spanned by the corresponding Haar function. How many of these functions are added up
together deﬁnes the resolution of the reconstructed signal. [10][11]
3.4.2 Adaptive wavelet ﬁltering
For noisy signals it is useful to add extra denoising step to selected details after the
wavelet decomposition. A popular method for this is the so called SURE shrinkage (Stein
Unbiased Risk Estimation). It is similar to lasso criterion, which is presented later on. It
also starts with the criterion
(3.9) min
θ
||y −Wθ||22 + 2λ||θ||1,
where y is the original signal,W is the orthonormal wavelet basis matrix, θ is the wavelet
coeﬃcient matrix and lambda is the weight coeﬃcient of the penalty term. Because W
is orthonormal, this leads to the equation where jth coeﬃcient
(3.10) θj = sgn(y
∗
j )(|y∗j − λ|),
where y∗j is the noisy coeﬃcient of the j
th decomposition level. The standard choice for
λ = σ
√
2 logN , where σ is (estimate of) the standard deviation of the noise and N is the
length of the coeﬃcient vector i.e. number of samples collected from the signal. [11][12]
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3.5 Admiralty Coeﬃcient
Admiralty coeﬃcient is used in the preliminary estimations of the power required in a
new ship design to attain the desired speed. After ﬁnding out the block coeﬃcient, we
can modify the equation to estimate the power demand based on operating speeds. This
is the formula we are competing against with our machine learning models. So can we
estimate power demand better than with this formula? Admiralty coeﬃcient
(3.11) C =
D
2
3V 3
P
,
where D is displacement in tons, V is speed in knots and P is power kilowatts. Dis-
placement refers to the mass of the water that the ship's hull displaces. We don't have
direct displacement information available but that can be estimated with draught value
and typical block coeﬃcient value of the vessel type at hand. Block coeﬃcient tells about
the shape of the hull. The block coeﬃcient of a ship is the ratio of the underwater volume
of ship to the volume of a rectangular block having the same overall length, breadth and
depth. Displacement can be now deﬁned as
(3.12) D = length ∗ breadth ∗ draught ∗ block_coefficient.
[7]
3.6 Regression Analysis
We are using regression methods to estimate power- and fuel consumptions of vessels.
Regression is a statistical process to estimate relationships among variables. The idea is
to estimate some variable that is dependent on some known inputs. These inputs are called
for example predictors, regressors or, in machine learning terms, features. Best predictors
are those that are dependent on the output but independent on other predictors.[12]
3.6.1 Occam's Razor
Everything should be made as simple as possible, but not simpler
- Einstein
Occam's razor is a principle in problem solving that states that the simpler solutions
tend to be the correct ones. In machine learning and statistics it applies in a way that
there's a ﬁne line between a model being too simple and too complex. If the model is
too simple we are talking about underﬁtting and with too complex models we are talking
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about overﬁtting. Underﬁtting models are too rough to make good enough estimates and
overﬁtting models work well with training data but don't generalize well enough so that
they would work with unseen data. For this reason we will start with simpler models and
work our way to more complex ones to ﬁnd the best one for our case.
3.6.2 Mean Absolute Percentage Error
Mean absolute percentage error is chosen to be the metric to measure and compare the
performances of the models. For optimisation of individual models we use diﬀerent meth-
ods and this shouldn't be confused with optimization methods. Mean absolute percentage
error is commonly used because of its easy and intuitive interpretation. It is deﬁned by
the formula
(3.13) M =
100%
n
n∑
t=1
|At − Ft
At
|,
where At is the actual value, Ft is the forecasted value and n is the number of evaluated
data points.
3.6.3 Indicator Variables
Some of the feature variables used for creating the model may be categorical. That means
that the values are not real numbers but categories. For example speed is continuous
quantitative variable unlike vessel type, which is a categorical variable. For these to work
together in the same model we have to ﬁrst of all somehow transform categorical values
in a suitable form.
There we use a method called one-hot encoding. This method is borrowed from digital
electronics, where one-hot stands for a group of bits among which the legal combinations
of values are only those with a single high (1) bit and all the others low (0) [8].
In practice, categorical features are re-organized so that we take all the diﬀerent values
of one categorical feature and make a separate feature out of all distinct values. Finally,
each of the data points has all of these features with one of the values being 1 and rest
being 0.
3.6.4 Feature standardisation
Due to the fact that diﬀerent features may have very diﬀerent kind of scales of values,
we have to somehow normalize them so that none of the variables get any wrong kind of
weightings and by default all the feature variables will be treated equally. The solution
is to standardize all the feature values.
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The idea of standardization is to rescale the data so that the mean of values of a
feature is zero and standard deviation is one. So the new value would be
(3.14) xnew =
xold − µ
σ
,
where µ is the mean and σ is the standard deviation of the data set.
3.6.5 Linear Regression
Linear regression is a method to study relationships of variables. Simple linear regression
gives an equation that approximates a relationship between two variables that are de-
pendent on each other. Higher dimensional models take vector as an input but response
variable is still scalar. Input vector that contains explanatory variables should contain
variables that are independent but every variable in the vector should be dependent on the
target variable. The third version is multivariate linear regression where target variable
is a vector rather than scalar. In this study our goal is to predict scalar values with given
feature vectors.
In multiple linear regression given the data set
(3.15) {yi, xi1, xi2, ..., xip}ni=1
with n data points and p features, the model assumes linear dependency between target
variable yi and corresponding vector of regressors xi. Usually the model includes some
error term  modeling random noise in the data. Then the linear regression model takes
the form
(3.16) yi = β01 + β1xi1 + ...+ βpxip + i = x
T
i β + i
Adding all the equations together we get the general notation
(3.17) y = Xβ + ,
where
(3.18) y =

y1
y2
...
yn
 ,
(3.19) X =

xT1
xT2
...
xTn
 =

1 x11 · · · x1p
1 x21 · · · x2p
...
...
. . .
...
1 xn1 · · · xnp
 ,
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(3.20) β =

β0
β1
...
βp

and
(3.21)  =

1
2
...
n

In context of machine learning the goal is to create a linear regression model that
predicts the outcome of the target variable of unseen data given the values of corresponding
feature variables. The model is created by optimizing the parameters with help of labelled
training data.
The Residual Sum Of Squares
The optimal linear regression model is found by minimizing the sum of squared residuals
which denotes the sum of squared diﬀerences between the predicted and true values. So
the goal is to ﬁnd parameters β that minimizes
RSS(β) =
N∑
i=1
(yi − f(xi))2
=
N∑
i=1
(yi − β0 −
p∑
j=1
xijβj)
2.
(3.22)
This equation can be compiled in to form
(3.23) RSS(β) = (y −Xβ)T (y −Xβ).
This function can be minimized by diﬀerentiating with respect to β and setting it to zero:
δRSS
δβ
= −2XT (y −Xβ) = 0
=>XT (y −Xβ) = 0
(3.24)
Now we will obtain the unique solution
(3.25) βˆ = (XTX)−1XTy.
Now we are able to make a prediction given the new input vector X:
(3.26) yˆ = Xβˆ
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Polynomial Features
Linear regression model can be extended by constructing polynomial features from the
coeﬃcients. For example if we have simple linear model
(3.27) y = β0 + β1x1 + β2x2
but we want to ﬁt second order polynomial instead, we can combine features so that the
model will take this kind of form:
(3.28) y = β0 + β1x1 + β2x2 + β3x1x2 + β4x
2
1 + β5x
2
2
What might be unintuitive is that this is still a linear model. We just increased the number
of features by creating new combinations from the existing ones. So, in this case, instead
of original model with two features [x1, x2] we have now ﬁve features [x1, x2, x1x2, x
′2
1 , x
2
2].
Lasso Regularization
Lasso (least absolute shrinkage and selection operator) is a regularization method to
increase the prediction accuracy and interpretability of the model. Lasso simply performs
a variable selection so that it will shrink certain parameters to zero so that they will not
play any role in the ﬁnal model. In that way it will handle the problem of correlated
inputs or inputs that have only minimal eﬀect to the output. It forces the sum of the
absolute value of the regression coeﬃcients to be less than a ﬁxed value, which forces
certain coeﬃcients to be set to zero. When utilizing lasso, we will add a condition to
residual sum of squares that needs to be minimized:
(3.29)
N∑
i=1
(yi − β0 −
p∑
j=1
xijβj)
2, where
p∑
j=1
|βj| ≤ t,
where t is the speciﬁed parameter that determines the amount of regularization. Similarly
as RSS equation, this can also be expressed more compactly as
(3.30) min
β
{ 1
N
||y −Xβ||22}, where ||β||1 ≤ t
Finally, the most useful way of expressing lasso regularization when doing optimization is
the so called Lagrangian form
(3.31) min
β
{ 1
N
||y −Xβ||22 + λ||β||1}.
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Constraint region in Lasso is deﬁned by `1-norm. That means that Lasso restricts the
coeﬃcients to a square shape. Like seen in the below picture, it tends to drive small
weights to zero because there is a high probability of the optimal point to hit the corner
point of unit sphere.
Figure 3.6: Unit sphere in L1-space
3.6.6 Random Forest Regression
Random forest is one of the most eﬀective learning algorithms out there. But still it is
transparent and relatively easy to understand, which are very important factors when
doing prescriptive analytics, where we need to understand how diﬀerent factors inﬂuence
to the end result.
Random forest is an ensemble method, which means that it aggregates results from
ensemble of simpler estimators. These estimators in case of random forests are called
decision trees. So, to explain how random forest works, we need to ﬁrst enter into the
world of decision trees.
Decision Trees
Decision tree is a ﬂowchart like structure, where the data is broken down to decision
nodes. The fundamental idea of decision tree is very simple. Here is one basic example
of a decision tree that explains itself well:
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Figure 3.7: Simple decision tree
This was a very simple classiﬁcation decision tree and an intuitive introduction to
decision trees but what we are interested instead in this study is a regression model based
on decision trees, where the features are mostly continuous numerical values. Here is a
simpliﬁed example of regression tree where the feature parameters are standardized:
Figure 3.8: Standardized regression tree for price prediction of cars
If we put this into more formal form, where the outcomes instead of Price= −1.5,
Price= −0.98... would be R1, R2..., horsepower = X1 and wheelbase = X2, we'll get a
regression model that predicts Y with constant cm in region Rm:
(3.32) fˆ(X) =
6∑
m=1
cmI{(X1, X2) ∈ Rm}
Here the number of features and regions were still pre-deﬁned according to the car price
example. We can put this model in even more general format:
(3.33) fˆ(X) =
M∑
m=1
cmI{x ∈ Rm}
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Like in linear regression, residual sum of squares is typically applied also in regression
trees as a criterion for minimizing the error. so, if
(3.34)
∑
(yi − f(xi))2,
we can see that optimal cm is found by taking the average of yi in region Rm:
(3.35) cˆm = avg(yi|xi ∈ Rm)
Finding the optimal partitions of the tree with residual sum of squares is typically com-
putationally too intensive. That's why usually greedy algorithm is applied.
Greedy Algorithm
Greedy algorithm is an algorithmic paradigm, where the idea is to make the locally optimal
choices at each stage with the intent of ﬁnding the global optimum. [15]
The solution is usually not optimal but approximates the optimal solution well enough
and most importantly, takes reasonable amount of time to execute.
Building the tree starts with splitting the whole dataset with splitting variable j and
split point s to two half-planes
(3.36) R1(j, s) = {X|Xj ≤ s} and R1(j, s) = {X|Xj ≤ s}.
Then we will ﬁnd j and s that solve
(3.37) min
j,s
[
min
c1
∑
xi∈R1(j,s)
(yi − c1)2 +min
c2
∑
xi∈R2(j,s)
(yi − c2)2
]
and the inner minimizations are solved by
(3.38) cˆ1 = avg(yi|xi ∈ R1(j, s)) and cˆ2 = avg(yi|xi ∈ R2(j, s)).
When the best split is found, then we will do the same process to two resulting regions,
then to four resulting regions and so on until the tree reaches its pre-deﬁned depth.
Bootstrap aggregation
Random forest ﬁts multiple decision trees with various sub-samples of the dataset and uses
averaging to improve the predictive accuracy and control over-ﬁtting. The sub-sample size
is always the same as the original input sample size but with bootstrap the samples are
drawn with replacement. In other words bootstrap aggregation (also called bagging) is a
special type of model averaging. More formally, given a standard training set D of size n,
bagging generates m new training sets Di, each of size n
′, by sampling from D uniformly
and with replacement.
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3.7 Cross-Validation
Cross-validation is a technique for testing how a statistical model generalizes to an inde-
pendent dataset. There are two objectives for cross-validation in this study; tuning the
hyper parameters of individual models for creating the best possible model (grid search
cross validation) and the other objective is to evaluate performances of the models.
Grid search cross validation is an exhaustive search over a set of hyper parameter
combinations of a model for ﬁnding the combination that gives the best accuracy to the
model. For example in random forest the parameters to optimize might be number of
trees in the forest, the number of features to consider when looking for the best split, the
minimum number of samples required to split an internal node and whether bootstrap
samples are used when building trees or not. We pre-deﬁne some values for each of
these parameters and then test all of the combinations and how they aﬀect to the model
accuracy.
K-fold cross validation is used for getting a reliable accuracy estimation for the model.
If we randomly divide the data into training and test sets, train the model with training
set and test the performance with the test set, we get the estimation of how the model
performs. The problem might be the variance in prediction accuracy. This problem is
highlighted if the test set is small or if many diﬀerent models are tested out. To get stable
performance metrics it is good to do some cross-validation so that the model is tested
many times. In every testing round diﬀerent subset of the data should be picked as a test
set.
Figure 3.9: Four-fold cross validation. Training- and test sets are diﬀerent on each round.
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Chapter 4
Results
This chapter covers the experimental part of the thesis. We will start by cleaning and
compressing the sensor data. Then we will combine data from diﬀerent sources. Lastly
we will do the estimation models and calculate the performance metrics for the models.
We will do a general model over all vessels by randomly picking four out of ﬁve vessels
and the data from those vessels will work as a training data for the models. Then we will
test the models with the data from the remaining vessel.
We will test the models starting from the simplest one. The models we will test are
linear regression, lasso, polynomial regression (linear regression with polynomial features)
and random forest.
4.1 Coverage and limitations
We have collected data from ﬁve large cruise vessels from time period 31.5.2018-10.8.2018.
This leads to the limitations of this experiment; we can only apply this model for cruise
vessels since other types of vessels may work very diﬀerently. For example in cruise ships
the draught is more or less constant while in cargo ships and bulkers it varies depending
if the vessel is loaded or not. Also the block coeﬃcients vary by vessel type. So this study
works as a proof of concept but the solution can be easily extended to more vessels and
vessel types when the data is available.
4.2 Sensor data cleaning and compression
The granularity of the sensor data gathered from the source system is one data point
every 30 seconds. We would like to compress that data and also remove the outlier peaks
because we are more interested in the general operating modes of the engine.
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Signal had to be smoothed with running median before applying the main compressing
method so that it won't be corrupted by thin peaks which we consider noise. Suitable
kernel size (median ﬁlter window) was found by experimenting with diﬀerent values and
it was 7. Running median ﬁltered signal together with the raw signal is shown below.
Figure 4.1: One day's active power consumption data for randomly picked vessel/engine
and day. Original and median ﬁltered signals are visualized together.
After the median ﬁltering Haar wavelet transformation was applied. Decomposition
level of the wavelets was also ﬁgured out by trying out diﬀerent values and suitable
candidate was 6. Wavelet ﬁltering was done on a daily level. So we gathered 24 hours of
data from one sensor and did a median ﬁltering and wavelet reconstruction for that. One
example of a ﬁltered signal together with the original one is shown below.
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Figure 4.2: Same signal after wavelet ﬁltering
Detail coeﬃcients can be plotted to visualize the building blocks of the reconstructed
signal. Below is shown the detail coeﬃcients of each level starting from the lowest graph,
which represents the level one coeﬃcient.
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Figure 4.3: Haar wavelet coeﬃcients
In this example the number of data points needed to represent the ﬁltered signal was
43 whereas the length of the vector representing the original signal was 2882. It means
almost 99 % drop in the data size. Still when visually inspected, the information we get
from the ﬁltered signal is at least as valuable for our case as what the original signal gives
us.
4.3 Combining data sets
The power consumption data from sensors is combined with AIS location data to one
fact table in a relational database. The data sets are combined based on timestamp and
IMO-number with the so called "asof merge", which means that instead of using equal
match on timestamps we match on nearest timestamp. We'll do it so that we take each
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change in the power value and combine that with the closest following AIS data point. If
there's no AIS data within the following hour, the data from that timestamp is discarded.
Clarksons vessel master data is coming from a diﬀerent source and it is also tabular
data. It can be combined to the fact table with IMO-numbers as keys.
4.4 The power consumption estimation
We will construct a model to estimate the power consumption of a vessel and compare the
results and accuracy to the results given by admiralty coeﬃcient formula. As mentioned
earlier, we will test the model performance with one vessel and use four other vessels to
train the model.
4.4.1 Comparison of methods
We started by selecting one vessel randomly out of the ﬁve vessels to which we will do the
estimations. The data of the remaining four vessels will be used to train the models and
sensor data of the ﬁfth vessel will be kept hidden until the model performance evaluation.
Mean absolute percentage error is set as the accuracy metric for all of the measurements.
We started by doing the estimations with admiralty coeﬃcient formula to set the
benchmark. We don't have information about the actual block coeﬃcients of the vessels
so we will use a rough average of typical block coeﬃcients for cruise ships, which is 0,7.
[14]
The mean absolute percentage error was calculated to be 50 % for the target vessel.
Below is visualized the measured points and relations of predicted and real values. The
closer to the red line the point is, the better the prediction.
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Figure 4.4: Power consumption estimation with admiralty formula
General impression about the admiralty formula estimations is that higher values are
estimated too high and lower values are estimated too low. There is also quite a lot of
variance especially in the higher values.
Next we tested a simple linear regression model to estimate the powers. We collected
training data from four vessels. That included total of 3914 data points. Test data from
one remaining vessel consisted of 199 data points. Training data was normalized before
optimizing the model. The visualization of model performance is shown below.
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Figure 4.5: Power consumption estimation with linear regression
Now the mean absolute percentage error is 46,5 % so only slightly better than what
the empirical equation gave. On the other hand, now the problem is more on the bias
than on the variance side. So the points are nicely clustered together but the predictions
are systematically wrong in lower power areas.
Next approach was to apply lasso regularization to the linear model. The optimization
of regularization coeﬃcient was done by searching the optimal α with exhaustive cross-
validation.
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Figure 4.6: Power consumption estimation with lasso regression
Mean absolute percentage error now is 25 %.
When visually inspected, the diﬀerence between errors in linear regression and lasso
doesn't seem that big. One reason for the confusion might be that MAPE is asymmetric
such that equal errors above the actual value result in a greater value than those below
the actual value and it puts a heavier penalty on forecasts that exceed the actual than
those that are less than the actual. For example, the MAPE is bounded on the low side
by an error of 100 %, but there is no bound on the high side.[13]
Nevertheless, it seems that linear models are not suitable for this problem. For exam-
ple, it is known fact that power consumption is not linearly dependent on speed. On the
contrary, the dependence is cubic like seen from the admiralty coeﬃcient.
Polynomial regression was considered as one solution but even second degree poly-
nomial regression proved to be computationally a little bit too challenging to execute in
reasonable time with the selected set of features and computing power. This happens
because polynomial regression is considered as a special case of linear regression where
polynomial features are constructed from the coeﬃcients in a way that the number of fea-
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tures becomes quadratic compared to the original number of features, which in this case
becomes signiﬁcant because of the categorical features. The original number of features
when categorical variables are one-hot encoded is already 162.
Random forest regression was chosen as the non-linear model because it is relatively
easy to understand but really powerful algorithm that works well in most of the cases. As
well as in linear algorithms, also here mean square error is used for optimizing the model.
We did an exhaustive search over sets of parameters to ﬁnd the optimal parameter
combination for random forest model. We tried diﬀerent combinations of following pa-
rameters: number of trees in the forest, the number of features to consider when looking
for the best split, the minimum number of samples required to split an internal node and
whether or not to use bootstrap aggregation.
Figure 4.7: Power consumption estimation with random forest regression
Now the mean absolute percentage error is 12,4 % so the result is becoming signiﬁcantly
better than in linear models.
We are able to print out the importance of each feature in determining the splits of
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decision trees. Feature importances are shown in the table below:
Variable Importance
sog 77.7 %
length 5.1 %
latitude 3.6 %
longitude 3.0 %
breadth 1.2 %
draught 1.1 %
heading 0.3 %
cog 0.2 %
ﬂag_country 0 %
nav_status 0 %
destination 0 %
callsign 0 %
Table 4.1: Feature importances in random forest estimations
We'll see that there are a lot of varibles that don't bring much value to our model.
Reducing the dimensionality seems like a good option in this case. It would reduce
overﬁtting and also decreases the computing time in the optimization process. We created
all the models again after dropping out half of the features. So the selected features for
the ﬁnal model are sog, length, latitude, longitude, breadth and draught. Now we were
able to create also a second order polynomial regression model because we dropped all
the categorical features among other things.
Now the results were
Model MAPE
Linear regression 12,6 %
Lasso 12,9 %
Polynomial regression 11,7 %
Random Forest 10,4 %
Table 4.2: Mean absolute percentage errors of diﬀerent models
Now the results look good also with linear models. Lasso regularized model is now
the worst performing model but still pretty close to others in performance. Lasso in this
case works in a way that it simpliﬁes the model by dropping two features completely;
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longitude and draught. Intuitively, longitude doesn't tell much about the power demand.
Latitude tells more about temperature at least because weather might be warmer closer
to equator. Draught on the other hand usually tells a lot about power demand but in
this case we have vessels with similar and relatively static draughts so that doesn't work
as an explanatory variable with the data at hand.
The model of choise is random forest regressor with bootstrap aggregation. Following
parameters were optimized to the model with exhaustive search:
Parameter Optimal value
The number of features to consider when looking
√
n, where n is the total
for the best split number of features
The minimum number of samples required to split 8
an internal node
The number of trees in the forest 30
Table 4.3: Optimized hyper parameters for random forest
The feature importances in the ﬁnal model are
Variable Importance
sog 57.0 %
latitude 20.2 %
length 6.5 %
breadth 6.1 %
longitude 5.3 %
draught 4.9 %
Table 4.4: Feature importances of ﬁnal model selection
The importances of diﬀerent features may change a lot when adding more data from
varying types of vessels. Assumably this model works well only with large cruise vessels.
We are also able to inspect the individual decision trees in great detail. From the
picture below we can see how the iterative process works in decision trees. In this part of
the tree the model is optimizing the prediction based on vessel length and latitude value.
This is just a small fraction of the whole tree. Feature values are standardized, which
makes it a bit diﬃcult to interpret the actual eﬀect of the parameters. Left hand arrows
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indicate 'TRUE' and right hand arrows indicate 'FALSE'. One interesting ﬁnding from
this image alone might be that power consumption would be lower if latitude is below
certain limit, which means that the vessel is travelling in south. Of course this is just one
node of the tree and should not lead to any big conclusions.
Figure 4.8: Small part of one of the actual decision trees in the forest
The other point of interest is the estimation of fuel consumption. It goes pretty much
hand in hand with power demand estimation so the same feature selections should work
but fuel consumption is probably a bit more intuitive performance indicator and it makes
it easier to calculate for example the operational costs of the vessel. So we will create the
random forest regression model again with fuel consumption as the target variable.
Mean absolute percentage error of the fuel consumption prediction is 17,6 % and the
feature importances
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Variable Importance
sog 63.3 %
latitude 15.6 %
breadth 6.3 %
length 6.1 %
longitude 5.9 %
draught 2.9 %
Table 4.5: Feature importances of random forest model for fuel consumption estimation
As expected, the features eﬀect in a pretty similar way to fuel consumption as to power
consumption.
4.4.2 Power proﬁle
Considering the earlier presented scenario, where we want to estimate the power demand
of for example some new build vessel when we know the ship measures and we can assume
it's operating proﬁle based on some sister vessels, we can predict the power proﬁle of a
vessel. In this scenario we can only use speed and draught along with static vessel data
as features. We will optimize a new random forest regressor model with only mentioned
features and apply it to the bulker ship we dealt with in the operating proﬁle section.
We can add the power estimation to every element in the speed-draught matrix. For
simplicity we will take only two draught areas (ballast and laden) and make separate
power proﬁles for them. First we will see what is the power proﬁle when the ship is not
loaded.
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Figure 4.9: Estimated power proﬁle of example vessel in ballast based on speeds of October
2018
Let's visualize also the speed proﬁle since speed is the only non-constant predictor and
so it explains the changes in power output.
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Figure 4.10: Speed proﬁle in ballast condition in October 2018
Same ﬁgures when the vessel is loaded look like this:
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Figure 4.11: Estimated power proﬁle of example vessel in laden based on speeds of October
2018
Figure 4.12: Speed proﬁle in laden condition in October 2018
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It seems that power consumptions are smaller in laden condition which sounds unin-
tuitive. There are two things that explain this. Like seen in speed proﬁle graphs, speeds
are lower when the vessel is loaded. Another thing is that the impact of draught is un-
derestimated by the model because the model was trained with cruise ship data and the
draughts of cruise ships don't typically ﬂuctuate.
To make sure that our model reﬂects to the changes of speed properly, we can visualize
the estimated power as function of speed when other features remain constant.
Figure 4.13: Speed vs estimated power of single vessel when other features are constant
(draught=14m, length=225m, width=32m)
There seems to be that kind of exponential dependency between speed and power like
there should be but after 20 knots the model breaks. That is probably because there's
not much examples of speeds above 20 knots in the training data.
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Chapter 5
Conclusions
In this study we investigated the possibilities to estimate power demands and fuel con-
sumptions of vessels with machine learning methods. We examined how those methods
compare to empirical ways of calculating power demands. In addition we suggested an
eﬀective way of compressing some signals coming from the sensors from the vessels' en-
gines.
The main motivation behind this experiment was to be able to estimate the needed
propulsion power distribution and fuel consumption for diﬀerent operating modes for a
new build vessel based on planned routes, speeds and other factors. One of the other use
cases would be for example ﬁnding the optimal route and speeds for the voyage.
Now we had sensor data only from cruise vessels. For the future, we would need data
from diﬀerent vessel types and probably the best way would be to create own models for
each vessel type. At least some vessels that have varying draughts, like bulk carriers and
cargo vessels should be included.
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