In a fuzzified probability theory, random events are modeled by measurable functions into [0,1] and probability measures are replaced with probability integrals. The transition from Boolean two-valued logic to Lukasiewicz multivalued logic results in an upgraded probability theory in which we define and study asymmetrical stochastic dependence/independence and conditional probability based on stochastic channels and joint experiments so that the classical constructions follow as particular cases. Elementary categorical methods enable us to put the two theories into a perspective. c 2019 Mathematical Institute, Slovak Academy of Sciences. 2010 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n: 26E50,28A35, 60A86, 60A05. K e y w o r d s: measurable function, stochastic dependence, fuzzy random event, observable, probability measure, probability integral, state map, statistical map, joint experiment, asymmetrical independence.
Introduction
We deal with the transition from a classical probability space (Ω, A, p), where Ω is the set of outcomes of a random experiment, A is a σ-algebra of subsets of Ω modeling Boolean random events, and p is a probability measure on A [27] , [32] , to Ω, M(A), (.)dp , or P(A), M(A), (.)dp , where M(A) is the set of all measurable functions on Ω into [0,1], equipped with the multivalued Lukasiewicz logic and modeling fuzzy random events (such objects are called full Lukasiewicz tribes), (.)dp is the probability integral on M(A) modeling the probability of fuzzy random events, and P(A) is the set of all probability measures on A. It is an upgrade which enables to model some new phenomena [4] , [5] , [14] , [16] , [17] , [18] , [19] , [21] , [23] , [24] , [33] , [34] , [35] , [36] , [41] , [44] .
The present paper is devoted to stochastic dependence/independence in the realm of fuzzy random events, based on stochastic channels and joint experiments. In Section 1 we present some commutative diagrams describing the classical case, and Section 2 is devoted to their generalizations. While the classical stochastic independence is symmetrical, in Section 3 we define and study asymmetrical stochastic independence and the symmetrical stochastic independence can be seen as the conjunction of the asymmetrical ones. In the last section, we construct conditional probability in terms of a joint experiment and discuss how the construction is related to generalized probability on quantum structures with product [10] , [31] . Let (Ω, A, p) be a probability space. Recall that two systems of measurable sets B, C ⊆ A are said to be stochastically independent if p(B ∩ C) = p(B).p(C) whenever B ∈ B and C ∈ C. Observe that in the classical probability theory the notion of stochastic independence is symmetrical.
Classical case
Probability spaces (Ω, A, p), p ∈ P(A), describe random experiments having the same fixed component (Ω, A), and p ∈ P(A) represents the "choice" of suitable probability measure, representing "the law of randomness", one of all possible probability measures related to the experiment in question. Let (Ξ, B) be another measurable space and let f : Ω −→ Ξ be a measurable map. Then, a choice of p ∈ P(A) determines the choice p • f ← ∈ P(B). We say that f ← pushes forward p to p • f ← or that f ← "conveys the stochastic information p on A to p • f ← on B". We shall study stochastic independence/dependence in terms of how diagrams of measurable maps influence choices of probability measures on the corresponding σ-fields of random events. Generalizations will be studied in the next sections and the results support the upgrading of classical probability theory.
REAL FUNCTIONS IN STOCHASTIC DEPENDENCE
Let (Ω × Ξ, A × B) be the usual product of (Ω, A) and (Ξ, B), let pr 1 : Ω × Ξ −→ Ω, pr 2 : Ω × Ξ −→ Ξ be the usual projections (pr 1 (ω, ξ) = ω, pr 2 
For r ∈ P (A × B) , the compositions r • pr ← 1 and r • pr ← 2 define lateral maps L 1 : P(A×B) −→ P (A) and L 2 : P(A×B) −→ P (B), respectively. On the one hand, each "product" experiment (Ω × Ξ, A × B, r) defines two "lateral" experiments Ω, A, L 1 (r) and Ξ, B, L 2 (r) , see Figure 1 . On the other hand, Figure 1 leads to the notion of a joint experiment. Let r ∈ P(A × B) and let L 1 (r) = p, L 2 (r) = q. Then, (Ω × Ξ, A × B, r) is said to be a classical joint experiment.
Let (Ω, A, p) and (Ξ, B, q) be random experiments. Denote J (p, q) the corresponding set of all joint experiments (Ω × Ξ, A × B, r). Let p × q be the product measure ((p × q)(A × B) = p(A).q(B), A ∈ A, B ∈ B). Since L 1 (p × q) = p and L 2 (p × q) = q, the set J (p, q) is not empty. Observe that (in a nontrivial case) equations L 1 (r) = p and L 2 (r) = q do not determine r uniquely.
Further, let (Λ, C) be a measurable space and let f : Λ −→ Ω, g : Λ −→ Ξ be measurable maps. Then, there is a unique measurable map h :
is the categorical product of measurable spaces (Ω, A) and (Ξ, B). (Recall, see, e.g., [1] that an object O 1 × O 2 , along with projections Figure 2) .
The proof of the following lemma is straightforward and is omitted.
Let (Ω × Ξ, A × B, r) be a joint experiment of (Ω, A, p) and (Ξ, B, q). Then, the following are equivalent
are stochastically independent in (Λ, C, s);
Ò Ø ÓÒ 1.3º Let (Ω×Ξ, A×B, r) be a classical joint experiment of (Ω, A, p) and (Ξ, B, q) and let r = p × q. Then, (Ω, A, p) and (Ξ, B, q) are said to be stochastically independent in (Ω × Ξ, A × B, r).
Remark 1.4º
Since the probability r ∈ P(A × B) in the joint experiment of (Ω, A, p) and (Ξ, B, q) is not uniquely determined, probability spaces do not admit categorical products. Lemma 1.2 implies that (Ω × Ξ, A × B, p × q), along with the projections pr i , i = 1, 2, can be viewed as the "independent categorical product". Indeed, if (Λ, C, s) is a probability space, f : Λ −→ Ω and g : Λ −→ Ξ are measurable and measure preserving maps such that f ← (A) and g ← (B) are stochastically independent in (Λ, C, s), then there exists a unique measurable and measure preserving map h : Λ −→ Ω × Ξ such that pr 1 • h = f , pr 2 • h = g, and hence s • h ← = p × q. For a categorical approach to generalized stochastic independence, the reader is referred to [13] .
As we shall see, the transition from Boolean logic to multivalued Lukasiewicz logic enables us (modifying the diagram in Figure 2 ) to define asymmetrical independence for fuzzified random experiments so that the symmetrical (mutual) independence becomes the conjunction of two asymmetrical ones.
Fuzzified case
In this section, we recall basic notions of the upgraded probability theory and develop a fuzzification of the joint experiment leading to asymmetrical independence.
In the categorical approach to probability theory [17] , we start with a suitable category in which basic notions of probability theory can be viewed as objects and morphisms. Traditionally, the category D of D-posets and sequentially continuous D-homomorphisms (or the isomorphic category of effect algebras) serves the purpose. As pointed out in [42] , [2] , the isomorphic category A of A-posets has the advantage over D in the sense that A-posets capture the logic of operations on random events and follow the original ideas of G. B o o l e [3] .
In order to model events in quantum probability, D-posets have been introduced in [29] . They generalize Boolean algebras, MV-algebras and other probability domains, and provide a category in which observables and states become morphisms [6] . Recall that a D-poset is a partially ordered set X with the greatest element 1 X , the least element 0 X , and a partial binary operation called difference, such that a b is defined if and only if b ≤ a, and two natural axioms are assumed. A D-homomorphism is a map preserving the D-poset structure (partial order, constants, difference). Recall that each D-poset can be reorganized into an effect algebra [12] and the two structures are equivalent (cf. [9] , [37] ).
Recall that an A-poset is a system (S, ≤, 0, 1, ⊕) consisting of a partially ordered set S with top element 1 and bottom element 0 and a partial binary operation ⊕ such that:
(A 2 ) If (a⊕b)⊕c is defined, then a⊕(b⊕c) is defined and (a⊕b)⊕c = a⊕(b⊕c).
If no confusion can arise, then an A-poset (S, ≤, 0, 1, ⊕) will be condensed to S.
To avoid unnecessary formalism, if S 1 and S 2 are A-posets, then the order, constants, and the addition in S 1 and S 2 will be denoted by the same symbols "≤, 0, 1, ⊕". Let S 1 and S 2 be A-posets and let h be a map on S 1 into S 2 preserving the order, constants, and addition. Then, h is said to be an A-homomorphism.
Remark 2.1º
Simple calculations show that a ⊕ 0 = a and (A 4 ) is equivalent to "a ⊕ b is defined if and only if a ≤ b c ". Further (cf. [42] ), the following holds
A-posets and D-posets are isomorphic structures. Indeed, let S be a poset, with the smallest element 0 and the largest element 1, then partial operations "addition" and "difference" are dual via "a⊕x = b if and only if b x = a", where x is the relative complement of a in b. Moreover, a map is an A-homomorphism if and only if it is a D-homomorphism. Consequently, D and A are isomorphic categories and, moreover, isomorphic are the corresponding subcategories of D and A. This makes possible to use deep results on Lukasiewicz tribes, observables, state maps, and statistical maps formulated in terms of D-posets (e.g., in [11] , [15] , [22] , [23] ) as the corresponding results in terms of A-posets.
In the upgraded probability theory, the notion of random experiment is modified as follows. Classical random events A are extended to
whenever ω ∈ A and χ A (ω) = 0 otherwise), the set Ω of outcomes of a classical random experiment is extended to P(A) (each ω ∈ Ω is considered as the corresponding Dirac measure δ ω ∈ P(A)), each probability measure p ∈ P(A) is extended to the corresponding probability integral p = (.)dp on M(A) (p reduced to A can be considered as p). Here, P(A), M(A) represents the "hardware" and (.)dp represents the "stochastics" of experiment. Ò Ø ÓÒ 2.2º Let (Ω, A) be a measurable space. Then, P(A), M(A) is said to be an event space and P(A), M(A), (.)dp is said to be an experiment.
Let P(A), M(A), (.)dp and P(B), M(B), (.)dq be two experiments. Then, instead of a measurable map f: Ω −→ Ξ and its preimage map f ← : B −→ A, we start with a sequentially continuous A-homomorphism g : M(B) −→ M(A) (g is an A-homomorphism which preserves sequential limits with respect to pointwise convergence), called observable, and f is replaced with a map T g : P(A) −→ P (B), called statistical map. Recall [4] , [14] , [17] , [22] , [24] , [37] , [38] For each probability integral p = (.)dp on M(A), the composition p • g of two observables is an observable, and hence a probability integral q = (.)dq on M(B). This yields the statistical map T g : P(A) −→ P (B) sending p to q = T g (p). For u ∈ M(B) we have ud T g (p) = g(u)dp and, for p = δ ω , ω ∈ Ω, we get
Event spaces generalize measurable spaces and statistical maps generalize measurable maps.
To develop the notion of asymmetrical stochastic independence, we shall define a joint experiment. 
and denote h the resulting map of M (A × B) 
It remains to prove that h(u) ∈ M(C). The assertion follows from Fubini theorem. Indeed, 
Since for ω ∈ Ω and ξ ∈ Ξ, we have e 1 (u) (ω, ξ) = u(ω).1 Ξ (ξ), where 1 Ξ (ξ) = 1 for all ξ ∈ Ξ, the last integral reduces to
Thus, h • e 1 = f . The proof of h • e 2 = g is analogous.
ÓÖÓÐÐ ÖÝ 2.6º The diagram in Figure 3 
(ii) Let Ξ = Ω, C = A, and let f be the identity observable id :
From ((⊗)), it follows that
Using Fubini theorem, we get
This completes the proof of (i).
dδ ω and, according to (⊗), we have
This completes the proof of (ii).
Remark 2.9º
Observe that the notions of a statistical map and the product T ⊗ S of two statistical maps T : P(C) −→ P (A) and S : P(C) −→ P (B) can be defined directly via a Markov kernel (see, e.g., [4] , [11] , [24] ). Since two statistical maps are equal whenever they coincide on Dirac probability measures and since A × B) making the diagram in Figure 4 commutative Figure 4 .
P r o o f. First, (ii) in the preceding proposition implies that for each δ ω ∈ P(A) ,
. Again, since two statistical maps are equal whenever they coincide on Dirac probability measures, the first assertion (
Second, let T : P(A) −→ P (A×B) be a statistical map such that
Contrariwise, suppose that T = T id⊗g . Then, there exists ω ∈ Ω such that
Consequently, for each
δ ω (A) . T g (δ ω ) (B) and hence, T (δ ω ) = δ ω ×T g (δ ω ). Finally, it follows from (ii) in the preceding proposition that δ ω × T g (δ ω ) = T id⊗g (δ ω ), a contradiction. be an observable and let (g, T g ) be the corresponding stochastic channel such that T g (p) = q. Then, the choice of r ∈ P (A × B) is uniquely determined in the following sense (cf. Proposition 2.10): T id⊗g is the unique statistical map T of P(A) into P (A × B) such that L 1 • T = T id , L 2 • T = T g , and r = T id⊗g (p). In plain words, P (A × B), M(A × B) , (.)d(T id⊗g (p)) is the unique joint experiment "taking into account the stochastic channel (g, T g ) for which T g (p) = q". Remark 2.13º Note that if L 2 • T = T g , T : P(A) −→ P (A × B) , then T g is said to be factorized through P (A × B) and, in a different context, products and factorizations of statistical maps were studied in [4] , [5] , [11] , where M + 1 (Ω, A) denotes the set P(A) of all probability measures on A. Combining a g-joint and an f -joint (in f -joint we use the mirror image and the same symbol id denotes both identity observables) we get the diagram in Figure 6 .
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Asymmetrical stochastic independence
(id ⊗ g)(χ A .χ B )(ω) = χ A .χ B d δ ω × T g (δ ω ) , ω ∈ Ω. REAL FUNCTIONS IN STOCHASTIC DEPENDENCE Consequently, (id ⊗ g)(χ A .χ B ) (ω) = δ ω (A). T g (δ ω ) (B) =
P(A × B)
P(A) P(B)
T id⊗g T f ⊗id T g T f Figure 6 .
The properties of a g-joint and an f -joint can be summarized as follows.
ÓÖÓÐÐ ÖÝ 3.5º
For the diagram in Figure 6 , the following are satisfied (A × B) , we will consider the conditional event v|u as the event e 1 (v)|e 2 (u) in the joint experiment P (A × B), M(A × B) , (.)dr and we will show that this leads to a natural construction of R(v|u).
Remarks on conditional probability
If the stochastic channel (g, T g ) is degenerated, r = p × q, then no relevant stochastic information flows from the experiment P(B), M(B), (.)dq to the experiment P(A), M(A), (.)dp , then it is natural to put R(v|u) = r e 1 (v) = p(v) = vdp. (ω, ξ) , can be considered as a "fuzzy outcome supportingũ" and the set Mũ = ((ω, ξ) , a); 0 < a ≤ũ(ω, ξ) can be considered as the "conditioning fuzzy event in M(A × B) and ũdr measures "how big" the set Mũ is. ∈ M(A × B) . Mũ = ((ω, ξ) , a); 0 < a ≤ũ(ω, ξ), ω ∈ A can be considered as "the set of all fuzzy outcomes supporting χ A givenũ". For 0 < ũdr = udq, put For generalized probability domains (MV-algebras, Lukasiewicz tribes, D-posets, . . . ), an additional binary operation "product" has been studied primarily in connection with joint observables, stochastic independence, conditional expectation, and conditional probability, e.g., in [7] , [8] , [10] , [25] , [26] , [28] , [30] , [31] , [39] , [40] , [43] . It is known [31] , [40] that in a full Lukasiewicz tribe the "product" reduces to the usual pointwise product of functions.
Observe that the construction of generalized conditional probability for MV--algebras and D-posets is based on the operation of product. In [10] , [31] , for u, v ∈ M(A), 0 < udp, P (v|u) is defined via ( v.udp)/( udp). Our construction fully supports "conditioning via product" and, what is more important, we claim that for full Lukasiewicz tribes the "conditioning via product" is uniquely determined.
Ä ÑÑ 4.2º Let R(.|u) : M(A) −→ M(T) be the conditional probability given
u ∈ M(B), 0 < ũdr = udq, defined by ( * ). Then, for each v ∈ M(A) we have ṽ.ũdr = v.g(u)dp and ũdr = g(u)dp.
P r o o f. First, from r = p • (id ⊗ g) we get ṽ.ũdr = (id ⊗ g)(ṽ.ũ)dp. Second, from (⊗) we get (id ⊗ g)(ṽ.ũ) = v.g (u) . Thus, ṽ.ũdr = v.g(u)dp. Now, the other assertion follows from the fact thatũ = χ Ω .ũ.
The following special case might be of interest. Consider a g-joint of experiments P Finally, observe that the usual approach to independence via conditional probability is compatible with our approach via stochastic channels.
