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There are two approaches to estimating the quantity of water required 
in an urban area: the requirements approach and the economic approach. 
The requirements approach extrapolates from past growth trends of the 
urban area. Water consumption and population are extrapolated into 
the future using a trend line based on prior years; the future require-
ments of the area are determined according to past experience. This 
approach served well when water was essentially a free good. But now 
that it is an economic good that requires production, the requirements 
approach tends to overestimate water requirements. 
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The altnerative is the economic approach which takes into account 
different characteristics of an urban area. Among these characteristics 
are economic, demographic, geographic and climatic. This approach leads 
to better use of information to estimate future water consumption. 
This dissertation is a cross-sectional analysis of municipal water 
districts in Oregon. It is based on the economic approach. Data on 
specified variables were collected by sampling and surveying more than 
1,000 water districts in Oregon. The data were analyzed using Multiple 
Linear Regression. 
The general hypothesis of the study is that municipal water use 
in Oregon can be estimated by using indpendent variables other than size. 
Weather,per capita income, average price of water, marginal cost of water, 
the amount of fixed charge for basic water use, allowed quantity of 
basic water use, and non-residential connections were regressed on the 
per capita per day water consumption for residential, commercial, 
industrial and total users. 
The hypothesis was confirmed; price was a significant variable 
in the different uses of water. Climate was found to be significant in 
estimating the residential use. Variable charge as well as climate 
were found to be significant in commercial use. Fixed charge and sewage 
charge were somewhat significant in estimating the industrial use. 
The results of the study are consistent with the theory and the 
findings of previous studies. Three models were developed; a general 
model, a residential model tind a non-residential model. These models 
helped to identify climate and price as effective variables in estimating 
water demand in the study area within the context of the economic approach. 
ACKNOWLEDGEMENTS 
It is a challenging experience going through the different stages 
and processes of preparing, writing and defending a dissertation. 
Passing through this experience was possible with the assistance and 
cooperation of many public and private agencies and individuals to whom 
I would like to express my great appreciation and thanks. 
It gives me pleasure to express my gratitude to the University of 
Petroleum and Minerals for giving me the opportunity to follow my graduate 
studies in the United States and to the faculty of Urban Studies program 
and the participating academic departments at Portland State University. 
I would like to express my special recognition to the enlightenment 
and wisdom of Professor Kenneth Deuker which helped me to conceptualize 
and formulate the dissertation. I thank him for the valuable time he 
spent patiently in reviewing the details of each step of my work and 
pointing to me my mistakes from the stage of designing the survey letters 
and processing the data on the computer to the stage of reviewing several 
drafts of the written dissertation document. 
I would like to thank Professor James Strathman for his enlightening 
guidance and his knowledgeable and sincere suggestions. I would like to 
thank him for allowing me to present my research in the Research Seminar 
which meets weekly and for his efforts in contacting acquaintances at 
the University of Iowa and providing me with special research manuscripts. 
TABLE OF CONTENTS 
CHAPTER 
I INTRODUCTION 
Purpose of the Study 
Approaches of Estimating Water Demand 
Requirement Approach 
Economic Approach 
II LITERATURE REVIEW 
1 
3 
5 
7 
Techniques of Estimating Water Demand 14 
Deterministic vs. Non-Deterministic Models 
Time-Series Analysis 
Hultiple Linear Regression Analysis 
Simulation 
Municipal Water Cost Structure 20 
Pricing Water: Theory . . 24 
Narginal Cost Pricing 
Long Run and Short Run Prices 
Pricing Water: Practice 
Types of Rates 
Fixed Charge 
Allowed Quantity 
Block Rates 
III RESEARCH DESIGN 
Municipal Water Use in Oregon 
Study Area 
Hunicipal Water Supply 
Variation in Municipal Water Supply 
Sampling Procedure 
33 
36 
46 
46 
52 
IV 
Variables • • • . . . . 
Dependent Variables 
Independent Variables 
Hypothesized Equations 
Conditions of Applying Regression Analysis 
ANALYSIS . 
Average Price 
Errors of Measurement 
Functional Form ..• 
Empirical Evaluation 
Equations of the General Model 
Equation (1) 
Equation (2) 
Equations of the Residential Model 
Equation (1) 
Equation (2) 
Equations of the Non-Residential Model 
Equation (1) 
Equation (2) 
Equation (3) 
Equation (4) 
V RESULTS AND CONCLUSIONS 
Findings 
Policy Implications . 
Implications for Further Research 
BIBLIOGRAPHY . . ... . . . . . . . . . . . . . . 
v 
53 
56 
57 
60 
61 
67 
68 
71 
73 
77 
79 
86 
86 
88 
90 
95 
APPENDIX 
Contents 
Definitions 
Equation (1) 
Data list 
Descriptive statistics 
Variable list--rnean, SD, correlation 
Multiple regression 
vi 
. 100 
100 
102 
• 103 
Equation (2) . . . • . . . . . . . . . . 112 
Data list 
Descriptive statistics 
Variable list--rnean, SD, correlation 
Multiple regression 
Equation (3) · . . . . . • . . • . . . . . . . 118 
Data list 
Descriptive statistics 
Variable list--rnean, SD, correlation 
Multiple regression 
Equation (4) · . . . . . . . . • . . . . . . . 125 
Data list 
Descriptive statistics 
Variable list--rnean, SD, correlation 
Multiple regression 
Equation (5) · • . . . . . . . . . . . . . . . 131 
Data list 
Descriptive statistics 
Variable list--rnean, SD, correlation 
MUltiple regression 
Equation (6) · . . . . • . . . . . . . . . . . 137 
Data list 
Descriptive statistics 
Variable list-mean, SD, correlation 
Multiple regression 
Equation (7) 
Data list 
Descriptive statistics 
Variable list--mean, SD, correlation 
Multiple regression 
vii 
143 
Equation (8) . • . . . . . . . . . • . . . • . 149 
Data list 
Descriptive statistics 
Variable list--mean, SD, correlation 
Multiple regression 
LIST OF TABLES 
TABLE 
I List of Previous Studies . . . 
II Coefficients of the Variables 
13 
85 
LIST OF FIGURES 
FIGURE 
1. Short-run average and marginal costs 
2. Long-run average and marginal costs 
3. Perfect competition 
4. Monopoly ..... 
5. Regulated monopoly break even 
6. Price is more than average cost (profit) 
7. Price is below average cost (loss) 
8. Short-run and long-run prices 
9. Short-run pricing 
10. Increasing block rate 
11. Fixed charge 
12. Fixed charge with allowed quantity 
13. Declining block rate 
14. Effect of AQ ..•. 
15. Segments of water use 
16. Efficiency and Equity Illustration 
21 
23 
25 
27 
28 
29 
31 
32 
35 
37 
39 
41 
42 
66 
70 
92 
CHAPTER I 
INTRODUCTION 
As the process of urbanization continues, the demand for urban 
water will increase. The total amount of water furnished by public 
utilities in the United States has been increasing at a rate of 3.5 
percent, from 3 billion gallons daily in 1900 to 22 billion gallons in 
1970 (Baumann & Dworkin, 1978). However, this rate has declined to 
1.75 percent between 1960 and 1970 as a result of highly concentrated 
local demands and efficient use of water. 
The increase in water demand may be attributed to three main fac-
tors: (1) an increase in urban population (it tripled from 1910 to 1960 
from 42 million to 125 million), (2) water services were extended to the 
suburban areas, and (3) the per capita demand for water has risen as a 
consequence of improved living conditions. 
One might add that the perception of urban water as an abundant 
inexpensive good leads to overuse and unnecessary lise of water through 
negligence and leakage. 
Better planning, efficient management and reliable projections of 
urban water demand became essential to build cost-effective water 
facilities which also need constant improvement to meet the increasing 
demands of urban water. Shortages of water have created problems for 
many communities, a situation which will be aggravated if current water 
management practices continue (Klugman & Tobin, 1982). 
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In spite of the money spent on water works each year, water 
facilities for collection, storage, processing, and transportation are 
not sufficient in quantity or quality. The problem is accentuated by 
curtailed investment in new and alternative water supplies because of 
the prohibitive costs. Also, supply and demand for urban water fluc-
tuate over space and time; they are unevenly distributed, e.g., the 
demand on a river may occur at a time when annual flow is at its lowest. 
Thus, the cost to supply piped water depends on the source. In many 
localities, available local sources have beep. developed already, 
especially surfa~e reservoir sites. Water extraction from local aquifers 
often exceeds estimated safe yields (Klugman & Tobin, 1982). The 
supply of piped water to suburban areas would increase the cost of 
distribution; and meeting the season, daily, and hourly peaks would 
increase the cost of storage facilities (Grima, 1972). The costs of 
meeting minimal acceptable standards of water are increasing as 
pollution of the environment increases and the limitations on the 
physical development of local resources are strict. For these reasons, 
and as cities increase in size, a more distant water source may have to 
be tapped as a result of stringent financial and environmental conditions. 
These considerations make matching demand and supply of urban water a 
production problem which involves spatial and temporal variations. 
Economic factors playa great role in water resources development 
on the basis that water constitutes an economic good which requires 
allocation of resources for production. It also is an essential service 
that requires efficient and equitable distribution. For this reason, 
the prediction and explanation of the variation in the level of urban 
water use became the subject of many studies and the subject of this 
particular study. 
PURPOSE OF THE STUDY 
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The purpose of this study is to construct a demand model for 
municipal water use in Oregon. The intent of building the model is to 
explain different consumptive patterns. 
The model is a reflection of the need for more efficient use of 
municipal water facilities and resources. Technological changes have 
created efficiencies and advantages in operating water systems by 
providing economies of scale. But the dramatic cost increase in 
capital expenditure has offset the gains. This is why the orthodox 
requirements approach of estimating and forecasting municipal water 
demand, which has been satisfactory in the past, no longer serves the 
purpose. 
The assumption that price of water and real income are constant 
for a given water district over the planning horizon is a concept over-
due for revision. The fact that waterworks were able to hold down the 
price of water is because economies of scale and relatively low inflation 
rate offset the effect of high costs. Inflated costs of water pro-
duction without increases in productivity produced relatively large 
changes in the real price of water. As a result of increases in real 
price without increases in real income, excess capacity exists and water 
systems face financial deficits. To consider past consumptive patterns 
and the rate of growth of population as the basic factors for forecasting 
water demand may result in inefficient allocation of resources. 
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The estimation of urban water demand has progressed from the 
simple requirement approach to economic demand models for a homogeneous 
region or population to generalized multivariate models for entire 
regions or nations. The economic demand model approach is not based 
on past trends in water use. It seeks to find other relevant factors 
to improve the demand estimates. These relevant factors influencing 
water demand are identified and the resultant model has greater 
applicability to similar regions. In fact, any size water district 
may use the model to estimate water demand given the coefficients of 
the variables. This study emphasizes the importance of considering 
geographic, social, climatic and economic factors in the estimation 
of the variables of the model. Data on the independent variables 
will be collected from a sample of water districts in Oregon and 
tested statistically for significant effect of variation on the depen-
dent variables. The variables that best explain municipal water 
variation will be identified. Different categories of water use will 
also be examimed. In particular, residential, commercial and industrial 
uses will be tested in separate models. A general conclusion regarding 
the general application of the model will be stated. 
APPROACHES OF ESTUlATING WATER DEt1AND 
Requirement Approach 
The basic assumption in the requirement approach is that the rate 
per unit of consumption is constant. The intensity of water use can be 
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measured by one variable such as population, dwelling units, or area of 
land. The amount of required water is simply determined by multiplying 
the number of units by the rate per unit. The rate per unit of water 
use is often based on engineering judgment. They base their estimation 
of water demand on limited aggregates and individual empirical evidence 
that an individual consumes 50 or 60 gallons of water per day and this 
consumption increases at a rate of one or two percent per year. On 
this rough estimate, they make the projection for a period of 10 or 
20 years. 
The requirement approach ignores the management variables such as 
price, metering, or restrictions on the assumption that people are will-
ing to use water; and as long as water is considered a necessity and 
people are willing and able to pay for it, it will be provided regardless 
of overestimation and overinvestment. 
The only criterion in the requirement approach is that total 
revenues cover the total cost plus a fair rate of return on the 
facilities after deducting the depreciation. The individual rates are 
based upon che allocation of the full costs and fairly distributing 
them among classes of consumers in proportion to the amount of water 
used (Milliman, 1962). 
As long as the consumers are willing to purchase water, they are 
charged equally for the quantity they use. On this basis, the United 
States Senate Select Committee on National Water Resources suggested 
that prices should be constructed to cover what consumers use, not to 
reduce their consumption (U.S. Water Resources Council, 1978). 
Consequently, overinvestment in waterworks became a normal practice 
in order to insure availability of water at all times. 
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Economic Approach 
In the economic approach, water is considered an economic good that 
requires production and optimal allocation of resources. It requires 
efficient and equitable distribution. Optimal allocation of resources 
requires cost effective facilities. Efficient and equitable distribu-
tion requires fair pricing schemes. The determining factors such as 
population and area are still required in the economic approach. They 
are needed in determining total costs and equitable distribution of 
service. 
It became necessary that realistic planning and estimating water 
use in urban areas should include certain types and numbers of variables 
in the projection which constitute the elements of the economic approach 
such as price, management, and other socia-economic variables. 
CHAPTER II 
LITERATURE REVIEW 
The importance of developing demand models for municipal water 
have been recognized by some authors. Gottlieb (1963) was one of the 
early authors who developed an economic model in 1963 to examine the 
effect of price on water use in Kansas. He studied water systems which 
charge different prices per 10,000 gallons of water. Prices varied 
from $2 to $8, depending on the finance policies of each water district 
and the different responses to inflation in each area and costing 
methods. Some districts price water to collect revenues for water 
improvements financed by revenue bon0s. Some districts imposed excise 
taxation on water utilities to supplement property levies. He found 
that water use was reduced by 20 to 50% as an effect of price. He 
found the effect of climate and rainfall as well as the effect of air 
conditioning to be minimal because of the homogeneity of the study units. 
Headley (1963) used cross-sectional and temporal data to study 
the effect of income on water use in the San Francisco-Oakland area. 
He found a linear relationship between median family income and water use. 
Grima (1972) used cross-sectional data to find the effect of price 
on residential water use in metropolitan Toronto. He showed that the 
total demand of water is curvilinear related to price, but the different 
segments of demand are linearly related. He showed that water demand 
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increases at a decreasing rate with income and number of persons per 
dwelling unit. He used the multiplicative form to get constant elas-
ticities of demand through the range of independent variables. He 
hypothesized that a structural relationship exists between average 
residential water use by individual households and a number of explana-
tory variables: value of the residence, size of the lot, price, fixed 
bill, size of the bill, and a disturbance factor. He postulated five 
hypotheses: A higher price results in a reduction of water use; the 
assessed value of the residence represents the income; the greatest 
use of water is for bathroom purposes, which is a linear function of 
the number of persons in the residence; more bills in a year means 
more water use; if the amount of the bill is high, frequent billing 
reduces water use. 
Wong (1972) used a cross-sectional and temporal data to study the 
effect of price, income and temperature on municipal water demand in 
Chicago and 59 of its suburbs. He pointed to three problems in 
conducting studies of water consumption. The literature on urban water 
demand was scant. The data on income was estimated by proxy variables 
such as assessed property value, number of appliances, etc. The third 
problem was the lack of a uniform price in public water. This particular 
problem of municipal water rates has been referred to as the "most 
unscientifically determined price in the public utility" (Lawrence & 
Hines, 1969). Sample size was a problem in conducting such studies. 
The period of five years or less may be too short in time-series analysis; 
in the cross sectional study, the sample of six or seven observations may 
be too small. 
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The results of the above study were that temperature was signi-
ficant at the level of 1% error. Income elasticity was insignificant 
although it was higher in the suburbs' cross-sectional data than in 
Chicago time series data. Price elasticity was low in smaller 
communities, but larger in Chicago using time series data. Higher 
price elasticities in larger communities reflect the cost of ground 
water in contrast to the supply of smaller communities from surface 
water. In the study, multiple R was low and so was the explained 
. R2 varlance, The variance ratio (F-value) was high and there was 
no explanation of the residual variance. 
Primeaux and Holman (1973) used data from 14 cities in Mississippi 
to estimate a statistical model. They excluded income as a variable 
and included instead numerous colinear variables. They found that 
the primary surrogate of income (market value of residence) was insigni-
ficant. Its elasticity coefficient was very low because of its inter-
dependency with other explanatory variables. Multicolinearity made it 
difficult to determine the specific effect of any of the highly correlated 
variables. 
Darr, Feldman, and Kamen (1975) found that many demographic and 
socioeconomic factors influenced urban water demand. 
All the above studies found that price is an important factor 
in its effect on water use. Although Grima demonstrated that a small 
segment of the total water use by a household is essential and was 
not affected by price. 
Hanke (1970a) observed that metering and price are related. He 
found that areas without metering have a higher water use per capita 
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than those with metering. The evidence cited by Hanke (1970b) confirms 
the instances of reduced water use as a result of metering, including 
some from the 1940s (American City, 1946a, 1946b). 
Temperature and precipitation have been used as a measure of 
climate. Thornthwaite built a model to estimate effective precipitation. 
His model is based on the rate of evapotranspiration, absorption of the 
water by the soil, and actual precipitation. 
However, Horgan and Smolen (1976) found that temperature and rain-
fall provided the best specification for climatic variables in their 
estimation of municipal water demand. When they tested the three 
climatic variables--temperature, precipitation, and effective precipita-
tion--to determine which explained the most variance in their water use 
data, they found that temperature and precipitation outperformed 
effective precipitation. 
Other climatic variables used are: evaporation (Young, 1973), 
Thronthwaite's evapotranspiration measure (Howe & Linaweaver, 1967; 
Berry & Bouern, 1974; Billing & Agthe, 1980), and number of daylight 
hours (Hansen & Narayanan, 1981). Water use may rise considerably 
during the summer in hot dry climates, and climatic factors may play 
an important role unless the precipitation is high and sprinkling is not 
a major component of total water use (Klugman & Tobin, 1982). 
It can be hypothesized that temperature, daylight hours, evapotrans-
piration and evaporation are all positively correlated with water use, 
while precipitation is negatively correlated. Some of these variables 
may explain a large degree of variance in water use in time series data, 
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but may not explain a great variance in cross-sectional data in small 
or homogeneous areas. 
Fourt (1958) in a generalized model tried to estimate water 
quantity delivered to dwelling units. He regressed the quantity on 
policy, number of days of rainfall in summer, average number of 
persons per meter and total population. The results were not signifi-
cant because of gross estimation of variables. 
Foster and Beattie (1979) used the same model of Fourt to build a 
generalized model. Their results were significant, although they have 
been criticized by Griffin, Martin, and Wade (1981) on the specification 
of price in their model. 
Grima (1972, 1973; Morgan 1973; Foster & Beattie, 1979) found 
that the amount of water used per dwelling unit is positively correlated 
with the number of persons living in the dwelling unit, but per capita 
use of water declines as the number of persons per dwelling unit increases. 
Number of persons per household explains significant variance at the 
individual household level (Danielson, 1979). 
Most of the above studies dealt with cross-sectional or time series 
models in which the data were aggregated over a temporal unit (i.e., 
a season or a cycle) or a spatial unit (i.e., a water district, a city 
or a region). The unit of observation in the aggregated models is 
usually large enough to include subcategories. In the case of the 
quantity of water observed on the level of the water district, it 
included industrial, commercial and residential uses. The exogenous 
effect of the category of water use can be identified but the endogenous 
effect among the types (i.e., industrial, commercial and residential) 
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may not be identified due to the aggregation of data. The same thing 
can be said about socio-economic factors if they were treated as a 
category. In the aggregated models, the exogenous effect of the 
socio-economic category can be identified but not the endogenous effects 
among the numerous components of the socio-economic category (i.e., 
lifestyle, education, income). 
The data in the disaggregated models is gathered on a small unit 
of observation (i.e., a household, a dwelling unit, peak period, winter 
or summer). Disaggregated models deal with homogeneous data (i.e., 
homeowners or renters, middle income or upper income, large families 
or small families). 
Both types of models can be used in the study of water use depend-
ing on the purpose of the study. Aggregated models can be used in the 
case of identifying factors or categories for policy and planning 
purposes. If the purpose is predicting a magnitude of a factor for the 
purpose of equity, then disaggregated models are more suitable. 
Aggregated models are concerned with shifts in the demand curve while 
disaggregated models are concerned with the rate of change in the 
demand curve. Both types can be used for prediction but disaggregated 
models are more accurate in prediction. 
Investigator Year 
Metcalf 192.6 
I.arson & 1951 
Hudson, Jr. 
Hanson & 1956 
Hudson, Jr. 
Seidel & 1957 
Bauman 
Fourt 1958 
Renshaw 1958 
Milliman 1963 
Gottlieb 1963 
Wong, et a1. 1963 
Headley 1963 
Gardner & 1964 
Schick 
Flack 1965 
Bain, et a1. 1966 
Howe & Linnaweaver 1967 
Conely 1967 
Turnovsky 1967 
Grima 1970 
Wong 1970 
Andrews & Gibbs 1975 
Billings & Agthe 1'180 
Danielson 1977 
Foster & Beattie 1979 
Grunewald, et a1. 1975 
Young 1973 
TABLE I 
LIST OF PREVIOUS STUDIES 
Type of Analysis 
2.9 Waterworks Systems 
Gross-sectional 
15 Illinois Communities 
Cross-sectional 
8 Illinois Communities 
Cross-sectional 
American Cities 
Cross-sectional 
34 American Cities 
36 Water Service Systems 
Cross Sectional 
Speculation 
Kansas 
Gross-sectional 
Northeastern Illinois 
Cross-sectional 
S.F.-Oakland, 1950-59 
Time-series 
43 No. Utah Water Systems 
Gross-sectional 
54 Western Gities 
Gross-sectional 
41 California Cities 
Cross-sectional 
35 Study Areas 
Cross-sectional 
2.4 S. Californian Communities 
Cross-sectional 
19 Massachusetts Towns 
Gross-sectional 
91 Observations 
Cross-sectional 
Ghicago, 1951-1961 
Time-series 
Four Com. Sz. Groups 
Cross-sectional 
Cross-sectional (Household) 
Time-series (system) 
Puoled (household) 
Cross-sectional (system) 
Cross-sectional (system) 
Time-series (system) 
Price 
Elasticity 
-0.65 
-0.12. to 
-1.0 
-0.39 
-0.45 
-0.3 to 
-0.4 
-.66 to 
01.2.4 
0.01 to 
-0.72. 
-0.77 
-0.12. to 
-1.0 
-1.099 
-0.2.1 to 
-0.2.3 
-1.02 to 
-1.09 
-0.05 to 
-.40 
-0.93 
-0.02. to 
-0.2.8 
-.2.6 to 
-0.32. 
-0.51, -.62 
-0.27, -.61 
-0.305 
-0.22, -.67 
-0.92 
-.41, -.62 
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Income 
Elasticity 
0.70 
0.55 
0.28 
0.28 to 
0.58 
O. to 
0.40 
O. to 
0.37 
0.56 
0.2.0 to 
0.20 
0.48 to 
1.03 
Sources: Wong, S. T., 1972., A model of ~'unicipa1 Water Demand: A Case Study of Northeastern 
Illinois. Land Economics, 48(1), 34-44. Young, C., Kinsley, K., & Sharpe, W., 1983, 
Impact on Residential W.1tE'r Consumption of an Increasing Rate Structure. Water 
Resources Bulletin, liO), 81-86. 
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TECHNIQUES OF ESTIMATING WATER DEMAND 
Estimating water demand is required for planning and building 
urban water systems and determining the management of water resources and 
their extent for pollution control, investment in developing new 
resources and conservation measures. 
There are about 150 techniques of estimating future water demand. 
These techniques differ on the basis of their accuracy and their 
relative cost. An accurate projection technique with high probability 
of accuracy is more costly than a technique of low probability. The 
choice of the technique may require a cost-benefit analysis to arrive 
at the appropriate one. A community, through cost-benefit analysis, can 
balance the benefits derived from the avoidance of a surprise shortage 
or drought situation against the costs of over investment. The invest-
ment in accurate projection techniques is a function of the risk of 
being wrong in either direction. But there is no risk undertaken if 
water is viewed as a fixed component with total demand calculated on 
the basis of the size of the community and the average water use based 
on past experience. 
Deterministic vs. Non-Deterministic Models 
A deterministic model deals with variables whose future variance 
is completely determined by their past process. And the quality of the 
remote past is as good a predictor of the future as the recent past. 
In technical terms, the variance in the error in prediction is less 
than the variance of the actual lagged regression of the variable on 
its past. When the variance of the error in predicting the future 
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process of a variable approaches the variance of its lagged process, 
then the future prediction may be incomplete and the assumption that the 
past process of water use completely determineR its future is wrong. 
Non-deterministic models, on the other hand, explain the variance 
by using explanatory variables rather than by limiting the explanation 
to temporal factors. The variables are selected on the basis of their 
ability to explain the variance in water use. 
Some of the early studies selected particular variables which 
contributed to better estimation of water demand. The results, however, 
of these studies were not compatible due to differences in selecting 
the explanatory variables and the design of sampling. 
The technique of projecting future water requirements can be 
grouped under three major categories: time series analysis, multiple 
regression analysis and simulation. These categories will be discussed 
below. 
Time Series Analysis 
This technique is based on the assumption that forecasting future 
trends can be extrapolated from historical data, and the temporal 
variability of water use can predict its future use. 
The extrapolation can be graphic or arithmetic. It is an adequate 
technique for long range estimation provided that historical data exist 
and the dependent variable has only time as its predictor. In pure 
time series extrapolation, only the trend of the past observation is 
considered. No account is taken of social, economic, technological or 
industrial variables. The effect of such variables is regarded as noise 
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or error to predicted values. For this reason, methods of smoothing 
the series have been practiced to find the best fit for historical data, 
either by moving averages or by ratio methods to estimate the coefficients 
of a similar geographic area. 
Long range linear extrapolation of time series is limited by 
unknown factors which change nonlinearly with the passage of time. This 
fact had been noticed a long time ago by Verhulst (Baumann & Dworkin, 
1978) when he proposed logarithmic curve fitting in 1837. The idea was 
accounted for later by the "limits of growth" of Pearl when he observed 
the growth of fruit flies in a jar. In the beginning, the flies multi-
plied rapidly; but as space and food became scarce, the rate of the 
increase declined. 
This implies that deterministic models (the future is determined 
completely by the past experience) are good for short-run prediction. 
The choice of time series as a technique for water prediction 
depends on the conditions of the area. If historical data exist and 
environmental and socioeconomic factors are relatively stable, then the 
technique is good for prediction purposes (Foster & Beattie, 1974). 
But if the costs of water production are increasing without corresponding 
increases in the economies of scale, time series prediction is not 
adequate. Other techniques of estimation are required which consider 
the changing conditions in the area such as income, price, and demo-
graphic fluctuations. 
Multiple Linear Regression Analysis 
When historical data are nonexistent, cross-sectional data can 
be utilized. Cross-sectional studies investigate the problem within 
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a spatial framework rather than on a temporal basis. This involves 
comparing water consumption data of different communities on the basis 
of the effect of the variance of the identified variables. 
The difference between time series studies and cross-sectional 
studies is that time-series involve regressing the dependent variable 
on its lag time to estimate the coefficient of its future use. Cross-
sectional studies involve regressing the dependent variable on other 
independent variables and estimating their coefficients at any point in 
time. So, in the absence of adequate historic data for extrapolation, 
multiple linear regression which uses explanatory socioeconomic and 
climatic variables is an adequate technique. 
Multiple linear regressions are based on the least square estimates 
of the coefficients of the independent variables to find the best fit 
for the dependent variable. 
The least square estimates are based on certain mathematical 
assumptions which should be fulfilled before applying the regression 
technique. 
The first assumption is the matrix of the independent variables 
must have a rank less than the number of the independent variables so 
that the inverse of the matrix of the independent variable exists; the 
number of the cases must be larger than the number of the variables, 
including the dependent variable. This assumption is required to 
guarantee the linear independence of the explanatory variables 
(Domokos, et al., 1976). 
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The second assumption is that the mean of the errors (disturbance) 
in estimating the coefficients of the independent variables is zero; 
the number of pluses is equal to the number of minuses around the mean; 
the errors in estimating the coefficients are normally distributed. 
This is to guarantee that the regression '~quation can be evaluated 
statistically by placing bounds on the limit of confidence or by calcu-
lating other statistics. 
The third assumption is that the errors of the estimate are 
independent of each other for each point in time, that is the error 
of estimating the coefficient in time one is independent of the error of 
estimating the coefficient in time two and so on. 
The above assumptions are referred to as linearity, the independent 
variables do not contribute jOintly to the variation in the dependent 
variable, homogeneity of variance, normal distribution of variance of 
errors, serial independent of errors; that is, errors are uncorrelated 
over time. 
However, if the explanatory variables are correlated among them-
selves, interpreting the results of the regression analysis is difficult 
even if the above assumptions are satisfied. The imprecision occurs 
mathematically when one explanatory variable correlates with another. 
As this correlation, or colinearity becomes perfect, the variance of 
the elements, in the principal diagonal of the matrix approaches zero 
and the variance of the inverse would approach infinity, the variance 
of the least square coefficient cannot be determined (Domokos, et al., 
1976). 
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In cross-sectional models, the types of valiables and the level 
of aggregation of data is important. Some variables such as temperature 
and precipitation may explain a great deal of variance in the quantity 
of water if the data is aggregated on heterogeneous units such as 
water districts spread over a large area, such as a region. But the 
above variables may not explain much of the variance if the data is 
gathered on small units such as households in a small homogeneous area, 
such as a city. 
Simulation 
Simulation is a technique of building a system of models. A sys-
tem is composed of components and the changes in the system depend on the 
changes in the components. For example, population forecasting models 
consist of three components: birth, death, and migration. Each compo-
nent is a function of one or more variables. 
Water forecasting simulation models may include as components 
technological change, urban development and hydrologic cycle. Another 
simulation model may include as components zoning regulations, housing 
trends, and consumer education campaigns. 
When the components are assigned probabilities of occurrence, 
the model is known as the probability distribution model. A certain 
probability is assigned to the lack of education campaign or the lack 
of urban development. The concern in the probability distribution is 
the uncertainty of occurrence rather than predicting a single number 
representing future demand. 
The failure of occurrence of the assigned probability helps to 
overcome over-investment and facilitates staged development of waterworks. 
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Probability distribution models are not easy to build. Estimating 
certain probabilities to failure of occurrence requires comprehensive 
evaluation of all components. 
Holistic simulation models consist of all components known to 
affect demand, including scenarios about the future and the probable 
changes in the components. Everything is integrated to estimate future 
demand. This type of model is being paid great professional attention 
as the leading forecasting technique and the science of looking ahead 
(Baumann & Dworkin, 1978). 
MUNICIPAL WATER COST STRUCTURE 
Water production is a short run average cost declining industry. This 
is because a heavy initial outlay is involved and small outlay is spent 
annually for operation and maintenance (Figure 1). However, this decline 
in average cost, SRACl,continues until the capacity is reached at A. 
When the average cost is declining throughout the range of output, 
marginal cost, SRMC l , is always below average cost and marginal cost 
pricing below A would result in a loss (Grima, 1972, p. 129; Foster & 
Beattie, 1979, p. 260). Another cycle of addition of capital for 
storage, source development or other facilities starts when the capacity 
is reached at A and another expansion of the system is required. Short-
run average cost rises again to C and declines to B after a period of 
adjustment (Grima, 1972). 
The average cost is the total expenditure divided by total consump-
tion. It is affected by fixed cost, variable cost, operation, scale, 
source treatment, distance, big consumers, and peak demand. Because 
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Figure 1. Short-run average and marginal costs 
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of these composite effects, average costs differ from one district to 
another even if they deliver the same quantity and quality of water. 
In the long run, average cost is an increasing function and the 
production of municipal water is an increasing average cost industry 
due to higher cost of each additional source from wells or rivers, 
costly treatment, further distance, etc. 
Economies of scale are effective in the long run but their 
effect is on the allocation of the total system investment. It has been 
estimated that the allocation of expenditures on the development of 
basic sources is partitioned as follows~ 30% to develop basic resources, 
20% transmission and treatment costs, 50% for local distribution and 
local storage (Grima, 1972; Foster & Beattie, 1979). 
For each water district there is an actual cost due to the expan-
sion of the system (Figure 2). Each (SRAC l , SRAC2 , SRAC3 , SRAC 4) is a 
short-run cost for the industry as a whole. The cost of addition to 
capacity to make supply meet demand is the marginal cost (SRMC I , SRMC 2 . 
S&~C3' SRMC 4). It is an opportunity cost of interruption of service 
for some users. If there is excess capacity, marginal cost should 
equal zero. In theory, marginal cost does not include any of the 
fixed or operation costs. But in practice marginal cost equals the 
expected incremental cost incurred by excess demand to available 
capacity. It is not the actual cost of the unit but the expected cost 
of that unit in excess of the capacity. 
If capacity additions took place in the short run to meet the 
demand of peak users, these users should bear the cost since the marginal 
cost for non-users is zero. However, any excess capacity in the short 
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Figure 2. Long-run average and marginal costs. 
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run is a long-run addition to capacity. Therefore, the non-peak users 
should pay a marginal cost for the long run addition to cApacity. 
The long run marginal cost, LRMC (Figure 2), should include all 
types of costs, i.e., transmission, reservoir, source and water loss 
costs. Prices, equally should reflect in the long-run incremental 
cost of capacity, running costs and long-run marginal cost caused by 
addition to capacity (Grima, 1972; Foster & Beattie, 1979). 
PRICING HATER: THEORY 
Marginal Cost Pricing 
Pricing theory provides the guidelines for the efficient use of 
scarce resources among alternative uses. 
In a competitive market for a commodity where there are many 
producers and many consumers, producers should charge a price equal to 
the cost of any additional unit to be produced in order to have marginal 
revenue equal marginal cost, MR = MC = P (Figure 3). At a higher price, 
the consumer will not buy any additional unit, because the consumer 
reached his utility at that price. At a higher price, he would reduce 
the quantity or find a substitute at a lower price. 
The producer is facing a constant demand, D, and the limit to the 
quantity the producer supplies is the cost. He can supply a quantity, 
Q, at which MC = MR AC at A. At this equilibrium position, 
TR = TC. Demand is elastic; any change in price would shift the demand 
curve. 
25 
o 
Figure 3. Perfect competition. 
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In a monopolistic market (Figure 4) there are few producers and 
many consumers. Prices are set where profit is maximized. It is where 
HC HR. It is not the efficient situation where supply meets demand. 
An efficient situation is where supply meets demand and average revenue 
covers average cost. The efficient situation in a perfect market is 
where supply meets demand and HC = AC. Price PM is set where HR = HC 
and the quantity is limited to OQ. At A, a profit is realized in 
addition to recovering actual costs. A more efficient situation in the 
market is where average revenues cover average costs at B, provided 
there is a consumer surplus to be captured. An average price PA would 
reduce the profit and increase the output to OQ1' It is a break-even 
point. The above situation depicts the behavior of a private enterprise 
working in a monopolistic market. A little output is supplied at a very 
high price. 
But in a regulated monopoly, the efficient situation is sought. 
It is where supply meets demand and average revenue covers average cost 
(Figure 5). The price Pl is set where the quantity supplied is 
Q. The break-even point for the regulated monopoly is where HC =AC 
and AR = AC. At Y there is no loss or profit. When the price is set 
when average cost is falling, (HC < AC), a profit realization is possible. 
if AR = AC. When prices are set when average cost is rising (He> AC 
and AR <. AC) a loss occurs. 
Figure 6 shows where a profit is realized in a regulated monopoly. 
If price Pl is set where average revenue (D) is above the average cost, 
a profit is realized if Pl = HC. The unit of actual cost is BZ and the 
total cost is the area (XZBO). The total profit is the area (P1SZX). 
There is room for increasing the output from B to A and reducing the 
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Figure 4. Monopoly 
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Figure S. Regulated monopoly break even. 
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Figure 6. Price is more than average cost (profit). 
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price to P2 without incurring a loss. At R, AR = AC. If the price is 
set where MC = AC, D will give more revenue and the output would be 
less. There is a profit but there is a consumer surplus which needs 
to be captured. 
The opposite situation is depicted in Figure 7. The price PI is 
set where average cost is higher than average revenue. At S, average 
cost is falling (MC~ AC) and because average revenue at S does not 
cover the cost, with a unit loss of SR, a total loss equals the area 
(XRSP I ). A more efficient situation can be realized where the price 
P2 is set where ~m covers average cost at V. If the price is set where 
MC = AC, the loss would be greater, because the difference between AR 
and AC would be greater. When average cost is falling, it does not pay 
to set a price equal to marginal cost. The loss could be made up by 
charging each customer a small lump sum (Grima, 1972). 
Long Run and Short Run Prices 
In theory muncipal water should be priced as any other commodity. 
The price should be at a point where Me = MR, which yields a situation 
where total revenues equal total costs. This point is reached in the 
short run when the capacity of the plant is reached. It is the point 
when the expansion in the plant is required to increase supply. At 
this point, marginal cost equals the addition to the total cost in order to 
make supply meet demand. This cost is an opportunity cost to prevent 
the interruption of the service to some users. However, the accounting 
convention utilizes a proxy to this marginal cost. It is the increase 
in cost for excess capacity to reduce the probability of service interrup-
tion. It is the cost of a unit above capacity where it is equal to zero 
at capacity. 
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Figure 7. Price is below average cost (loss). 
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In the short-run when the capacity is reached and where average 
cost, AC = marginal cost,MC, Price P should equal marginal cost, MC. 
Suppose the plant kept expanding from capacity 1 to 2 to 3 
(Figure 8). At capacity 3, the plant reached its optimal size; short-
run average cost SRAC 3 = Short-run marginal cost SRMC 3 = Price P . The 0 
short-run price meets the quantity demanded Q at B. 
0 
Pricing below P where SRMC3 is below SRAC3 would result in 0 
excess expenditure and a loss; pricing above P where SRMC 3 is above 0 
SRAC3 results in excess revenue. 
If the demand curve D is expected to be D"D" and expansion is 
expected to take place, SRMC3 would increase. For the production of Q, the 
long run price would be PI where PI = LRMC. This price would equal 
the short run price under marginal cost pricing. The long run average 
cost LRAC is increasing function and long run pricing should be based 
on the long run marginal cost, LRMC. At PI long run total cost equals 
long run total revenue. 
It is in line that the water districts charge a price above the 
Po in anticipation for expansion and arrive at a long run price Pl. Long 
run average cost at E under the demand curve D"D" is higher than SRAC 3 
but increasing at a decreasing rate due to economies of scale. 
PRICING WATER: PRACTICE 
It is a matter of policy for the water district concerned whether 
to charge short-run marginal cost or long-run marginal cost as a price 
for water. Short-run marginal cost involves shifting up and down as the 
plant grows. As the capacity is reached and an expansion is required, 
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Figure 8. Short-run and long-run prices. 
price is minimum at the margin. \Vhen expansion takes place, average 
cost increases and the prices rise at the margin. 
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After the expansion, short-run average cost declines and the short-
run marginal cost is below it, but long-run marginal cost is above the 
long-run average cost. This justifies charging the long-run marginal 
cost as a short-run price as a rationing device before the expansion takes 
place. Long-run marginal cost is easier to administer. Instead of 
following the direction of the short-run curve, long-run marginal cost 
is applied and a short-run excess in revenue is realized. If the short-
run average cost is declining, price may be put at a fixed charge to 
collect sufficient revenues to meet expenditure and a variable charge at 
a declining block rate to capture the consumer surplus. 
A single price based on long-run marginal cost would result in 
revenues exceeding expenditure all the time. A free allowance of water 
may be a solution to reduce excess revenues. ~en short-run marginal 
cost reaches the long-run marginal cost, the allowed quantity could 
be dropped. Fixed charge is justified when short-run marginal costs 
are lower than average costs (Figure 9). Instead, pricing at B, a 
fixed charge is added at A. At this point, fixed charge would cover 
some of the high fixed costs. A fixed charge with a declining block 
rate encourages some users to use more water and can result in great 
peak demands. Abolishing fixed charges and allowed quantity may 
reduce water use but may require increasing the variable charge. When 
MC is above average cost, fixed charge is not justified because fixed 
capital and operating costs are paid for by VC. There is no need to 
pay a fixed charge; water should be treated like bread and milk. 
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Figure 9. Short-run pricing. 
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If price is at B, a fixed charge is required to capture consumer 
surplus. If price is at D, a fixed charge is not required because profit 
is realized at D and all costs are covered at C, average cost. At B, 
fixed costs are not covered; at A and C all costs are covered. 
Increasing block prices are justified in the long-run when marginal 
cost is rising and increasing capacity satisfied luxurious demand. It 
is unfair to charge small users for the extra capacity which is very 
costly. Therefore, it is better to have increasing block prices (Figure 
10). Suppose that in the long run MC = AC at A; then price should at 
least equal P2 . If quantity increases to Q2' then the cost would be 
Cost 2 ; if the quantity increases from Q2 to Q3' the cost of this increase 
would be Cost l - Cost 2 . For this cost, a price for this block is established 
at Pl. In this way, those who choose to buy more pay more. This idea is 
explained by Grima (1972) in his argument of the equity of rate structure. 
TYPES OF RATES 
Municipal water is a commodity produced and sold by a monopoly which 
acts as a trustee of public good. Price is set according to the objectives 
of those administering the utility. A manifestation of these objectives 
includes: 
1. Recovering expenditures; 
2. Subsidizing certain users (new industry to expand tax base); 
3. Leaving a small margin of the profit to taxpayers in order to 
expand later without difficulty; 
4. To use part of the profit to reduce the level of municipal taxa-
tion (water is a municipal service that could be operated at a profit); 
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Figure 10. Increasing block rate. 
5. Redistributing income; 
6. Equating marginal utility to marginal cost for efficient 
allocation of resources; and 
7. As an administrative tool to reduce demand. 
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The most manifested objective is recovering the total cost. This 
price is calculated by dividing total cost by average amount of water 
sold. It has been criticized because it is based on average pricing 
to satisfy the condition of collecting enough revenues to cover total 
cost without solving the problem of fair and equitable distribution of 
the costs among different users. It might not be fair to charge the big 
user for capacity and storage as the small user or peak user. Should 
the near source user be charged for transmission and distribution for 
the far source user? If the first unit is charged a high rate in order 
to reduce total usage, big users are penalized and a decreasing rate 
may promote more water use~ 
For the above reasons, water rates are based on trial and error. 
It is difficult to find the logic behind the structure of water rates. 
Most of the water districts surveyed used one of three schemes of water 
rates. 
Fixed Charge 
Most of the water districts that meter water charge a fixed charge 
per month. This charge is intended to cover the fixed costs, including 
the meter and the line of service. In a few districts, this charge also 
included the sewage charge. If it includes the sewage charge, it is 
usually higher than the fixed charge of water districts that have 
separate sewage districts (Fig1lre 11). 
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Figure 11. Fixed charge. 
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Allowed Quantity 
Another type of rating is the allowance of a certain quantity of 
water AQ with the fixed charge (Figure 12). This allowed quantity 
depends on the financial status of the water district and its objectives 
in rate setting. A free quantity usually represents a compensation for 
excess revenues or a fair treatment of small users who bear a part of 
the costs for the sake of big users. After AQ, a variable charge VC 
is charged for peak and big users. If the average fixed charge within 
AQ is equal to the VC in the first block, there will be no tendency to 
use less water. 
The small user will exceed AQ if it is small and big users will 
not cut part of their use. It is possible that water districts that 
have excess capacity and which are not pressed for new resources tend to 
structure their rates in this manner. 
Block Rates 
A third type of rating is the water districts that charge fixed 
charges with allowed quantities and a declining block rate charge (VC). 
The fixed charge ranges from $6 to $30 per month. This type of water 
district rating is found in the big districts where the long-run cost 
of expansion has taken place and where equitable pricing is the concern. 
AQ is large and VC is based on declining block rate. There is no 
pressing need to increase capacity; pricing is promotional to capture 
consumer surplus (Figure 13). 
The above pricing schedules are arbitrary in many instances, 
promotional to the big users and discriminating against small users. 
The theory behind price setting is to meet widely fluctuating customer 
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Figure 12. Fixed charge with allowed quantity. 
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Figure 13. Declining block rate. 
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demand. This leads to overinvestment in fixed assets, and recovering 
the total cost is the main objective of price setting. 
The ideal water rate is one that is: 
1. Easy to administer; 
2. Covers expenditures; 
3. Reflects the cost of producing the last gallons; and 
4. Reflects the return to society by selling the first gallons 
at nominal price. 
CHAPTER III 
RESEARCH DESIGN 
As mentioned above, the purpose of this study is to formulate a 
general demand model that explains the variation in municipal water use 
in Oregon. The approach to this objective is a research based on empiri-
cal analysis. This requires stating general hypotheses, formulations, 
theoretical approach, designing a procedure of collecting and analyzing 
data and testing the results by application or by statistical analysis. 
The null hypothesis behind this research is that demand for 
municipal water is Oregon is invariant to different socioeconomc, 
demographic, and geographic characteristics. If the inclusion of cer-
tain variables in the estimating equation of a demand model for 
municipal water in Oregon results in a significant contribution to 
variance then the null hypothesis is rejected. The alternative is a 
model that permits any water district to estimate its quantity of 
water demanded given its relevant explanatory variables. The accuracy 
of the estimation depends on the level of aggregation of the data and 
the size of the unit of observation. As a statistical necessity, the 
standard deviation of each independent variable for individual water 
districts would be high, because of the heterogeneity of the study area; 
therefore, a broader confidence inteval around the mean is necessary 
(see Ostle & Mensing, 1975, p. 1972). 
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The neoclassical theory of consumer demand postulates four 
determinants of quantity demanded: (1) price of the good, (2) prices 
of related goods, (3) income, and (4) tastes. 
These four factors constitute the theoretical basis on which the 
demand function for municipal water can be represented. The price of 
a consumer good is the most important single factor affecting quantity de-
manded. Howe and Linaweaver (1976:22-23) tested the hypothesis that the 
quantity of water demanded does not respond to price. When empirically 
tested, their hypothesis was rejected at the level of 1% significance. 
It is hypothesized that water has no close substitutes and, there-
fore, it will not be affected by prices of other goods. But there are 
complementary uses of durable appliances, such as washing machines. How-
ever, durable goods depreciate over a long period of time, and their prices 
will not affect water use. The type of these appliances may affect water 
use, but water conserving models are assumed to be chosen to reduce water 
heating costs. Therefore, the effect of the type may be ignored. Com-
plementary nondurable goods such as food are necessary; quantities of 
these goods do not change very much with the changes in their prices; 
their demand is inelastic and, therefore, their prices do not affect 
water use. Thus, all cross price effect is assumed negligible, and only the 
price of water will be included in the model. 
The above assumptions are part of the general hypothesis which 
explicitly states that simple extrapolation of population and past 
water use involves misplacement of economic resources. An alternative 
way of predicting water use in different jurisdictions of urban areas 
is possible and preferable. The alternative way requires inclusion of 
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specified variables such as price and population density in an estimating 
equation. 
MUNICIPAL WATER USE IN OREGON 
The development of the public water systems in Oregon grew slowly 
from individual wells, collective wells or small impoundments. Wells 
serving individual homes or neighborhoods were adequate as a water system. 
They served the purpose of supplying water to communities with minimum 
need of refinement. Small impoundments of surface water and individual 
wells served the farm communities and suburban populations. 
When farm and dispersed populations became urbanized, public water 
systems became a compelling need. Large scale development, shopping 
centers, industrial buildings and extensive networks of paved streets 
and sidewalks increased the need for water within a relatively small 
area. 
Oregon has about one thousand water systems, about three hundred 
and fifty of these are public municipal water districts. 
Study Area 
The wide variation in physiography, geography, and climate makes 
Oregon a suitable study area of municipal water use in order to build 
a general demand model based on heterogenous regional differences. 
The terrain in Oregon ranges from beautiful, undeveloped beaches 
and rocky coastline, to high mountain ranges with many valleys, as well 
as high desert plateaus. 
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The climate is continental, except west of the Cascades, which is 
relatively warm and humid as a result of the maritime influence. 
Annual precipitation exceeds 200 inches at the crest of the Coast 
Range. It decreases to about 35 inches in the Willamette Trough. It 
rises again to 100 inches or more toward the crest of the Cascade Range 
before it decreases rapidly to 10 inches or less in the valleys and 
plateaus east of the Cascade Range. Most of the precipitation comes 
in late fall, winter, and early spring in the central and eastern parts 
of the state. 
Distance from the ocean, precipitation, and elevation are three 
factors that result in a two-season, humid, marine climate west of the 
Cascade Range and a four-season, dry, cold, and hot climate in the central 
and eastern areas. The scarcity of rainfall in July, August, and 
September makes irrigation an important factor for agricultural pro-
duction. The growing season varies from less than 80 days to 300 days 
per year, making a wide range of crops possible (Columbia North Pacific 
Region, 1972, Appx. 16, p. 349). 
The population of Oregon is about 2.5 million people, concentrated 
in the Willamette Lowland, the Columbia Plateau, and the Snake River 
Plain. More than 70 percent of the population reside in the Willamette 
Valley where the three largest cities--Portland, Eugene and Salem--are 
located. 
The economy of Oregon is resource oriented. The majority of the 
people are directly involved in producing, harvesting, or processing 
forest and agricultural products or providing goods and services related 
to these activities. 
The products include lumber and wood products, food and binder 
products. Paper and allied products constitute the major classes of 
manufacturing activity. 
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There is a growing trend toward service and "footloose" manufac-
turing industries. The nation's only producer of nickle is located at 
Riddle, near the coast (Columbia-North Pacific Region, 1972, Appx. 11, p.7). 
Municipal Water Supply 
Water resources development in Oregon has been primarily for irri-
gation. But reservoirs on the Columbia and Willamette provide space 
for flood control and water for navigation and other purposes. More 
than four million kilowatts of electricity are produced at four dams 
in the Columbia and Willamette basins and other basins. 
When it comes to municipal water, resources are available to supply 
municipal, industrial, and rural domestic water demands; but as municipal 
systems expand, ground water will not be sufficient in quantity or quality. 
Ground water and raw surface water must be treated before it is supplied 
to the communities. 
Municipal water is the total need of a community less the water 
for major industry. The uses of municipal water include domestic, 
commercial, public, fire, and industrial uses. 
Variation in Municipal Water Supply 
In the mid-Columbia region, 66 percent of the population is served 
by municipal water, 84 percent in the Willamette Basin, 66 percent 
in the Coastal Basin, and 44 percent in the Oregon Closed Basin. From 
80 to 90 percent of the population in these regions is expected to 
be served by municipal water systems by the year 2020. 
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The characteristics upon which municipal water consumption are 
based vary from one community to another. They include the size of the 
community, location of the community, number of commercial establishments, 
community habits, availability of water, quality of water, cost of water, 
existence of sewers, public policy (civic duties), and type and size of 
industry. 
In a regional study of municipal water variations, the Columbia 
North Pacific Region considered three important variables, population, 
climate, and geography. According to 1970 data on the above three 
variables, the study came up with an average of per capita per day 
municipal water use ranging from 114 gallons to 213 gallons. Other 
studies came up with similar estimates. These estimates are reported 
in Columbia North Pacific Region (CNPR) Comprehensive Framework 
Study (1972). They were 191 gallons (Killer & Youngwirth, 1962), 193 
gallons (Westgrath, Oregon, 1952), 166 gallons (PNAWWA, 1962), 183 
gallons (Porges, 1957), 166 gallons (National AWWA, 1964), and 151 
gallons (Britton [Willamette], 1964). 
The Columbia North Pacific Region study found greater variability 
in industrial requirements for water, even in the manufacturing of identi-
cal products; the amount of water use varies, depending on the process 
involved. Industrial water use has been computed in general terms on 
the basis of daily use per employee or per unit of production. 
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The pulp and paper industry requires 60% of the total industrial 
water requirements; primary metals, 14%; food processing, 8%; lumber and 
wood products, 6%. These industries have developed independ~nt water 
supplies. A few food processing firms obtain water from municipal 
facilities. 
Rural-domestic water use includes small scale irrigation, stock 
watering, and domestic needs. Rural populations is defined by the 
Columbia Northwest Pacific Region study as 250 people or less who have 
no connection to municipal water distribution systems. The study 
assumed the per capita domestic use as one-half the average municipal 
per capita requirement including small scale irrigation, and it is 
double that of livestock (Columbia North Pacific Region, Appx. 11, 
table 7). The stock's daily consumption is 15 gallons per head for 
cattle, one gallon per head for sheep, and five gallons per head for 
hogs, depending on the climate of the region. According to the above 
study, one-fourth of the population of Oregon, in 1965, was served 
by rural water systems. The study also projected the rate of increase 
of municipal water use per year to be 1.2 for the period 1960-80, 1.0 
for the period 1980-2000, .8 for the period 2000-2020. The decreasing 
rate reflects the increase in value. 
Although the above projections of municipal water requirements 
reflect average daily needs, water requirements can fluctuate widely 
depending on the type of use, season of the year, weather, and time of 
the day. The ratio of maximum monthly demand to the average monthly 
demand is 2 and the maximum daily demand to average daily demand is 
2.7 (Columbia North Pacific Region, appx. 11, p. 20). 
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Most of the municipalities obtain their water from surface sources. 
Ground water furnishes less than one-third of the total municipal 
requirements; however, two-thirds of the municipalities withdraw water 
from underground sources. 
The magnitude and distribution of the future municipal water 
requirements can be expected to change significantly as a result of 
technological advances in urban living and the new scientific sociology. 
Increased urbanization, population growth, and increased per capita 
water consumption are the most important variables related to the 
change in water requirements. 
Population growth is expected to occur in concentrated areas and 
cities with vast suburban fringes. As people move from city core areas to 
suburban communities, municipal water systems will greatly expand in size 
and scope of operation to extend municipal services into these areas. 
There is sufficient total supply of water from abundant surface 
and ground water resources to meet the total requirements, but the 
problem is the lack of adequate facilities and sufficient capacity 
in existing sources at local levels to satisfy future needs at appropriate 
times and places. 
Potential water supply problems are likely to arise in areas where 
ground water is the only source of municipal supplies, as in the Columbia 
Plateau area. In such areas, the water table is at extensive depths; 
aquifers are of low yield; and quality of water is poor due to 
excessive mineralization, high temperature, gases and objectionable 
taste consituents. 
52 
Another problem is the inefficiency in water supply management. 
Several water districts are found in one area to serve various single 
interests. Consolidation of these districts and better management 
could result in considerable savings in water use and could permit local 
needs to be satisfied in the future without large expenditures for new 
water resources development. Consolidation and upgrading existing 
service districts should be part of water supply planning to get 
maximum returns on past and proposed investment (Columbia North Pacific 
Region, Appx. 11, pp. 22-23). 
SAMPLING PROCEDURE 
From a list of more than 1000 water districts in Oregon gathered 
by the Environmental Protection Agency in Seattle, 500 water districts 
were randomly surveyed. Surveying letters were sent in November 1983 
to gather information on total quantity (TQ) of water delivered by the 
water district to different users; population (Pop) served by the water 
district; fixed charge (FC) raised by the water district; sewage charge 
(S) raised by the water district; variable charge (VC) raised for 
quantities beyond the allowed quantity; allowed quantity (AQ) associated 
with fixed charge; residential connections (RC) to which the water 
district has meters or connections; industrial connections (IC); commer-
cial connections (CC), residential quantity (RQ); industrial quantity 
(IQ); and commercial quantity (CQ). 
Information on other variables, income (I), temperature (T), 
precipitation (PR), expenditure (EX) and density (D), were gathered from 
the records of each county. Any water district falling in one of the 36 
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counties of Oregon was assigned the value of the variables mentioned 
above. Information on other variables (design capacity, maximum capacity, 
storage capacity, average production, type of ownership, source of water 
and number of services) was collected from a comprehensive inventory at 
EPA. 
The response from the water districts surveyed was good. Over 50% 
of them responded. The total number of water districts that included 
valid information on some or all of the variables was 177. The objective 
is to obtain a sample of observations of municipal water districts in 
Oregon in regard to the hypothesized variables. A mUltiple regression 
analysis was used to obtain behavioral and structural relationships 
between municipal water use and the postulated explanatory variables. 
The main purpose of the study is to derive accurate regression coeffi-
cients of municipal water use with respect to some of the postulated 
explanatory variables. Another important ~ur?ose is to examine which 
independent variables explain the variances in municipal water use. The 
above objectives can be attained by constructing different submodels in 
the study area. 
VARIABLES 
It is postulated that the following variables contribute to the 
variation of municipal water use. 
Dependent Variables 
TQ = Total quantity of water in gallons delivered by water 
districts for an average month to residential, commercial and industrial 
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users. This quantity is assumed to include waste resulting from 
negligence or leakage, since it is the quantity recorded by the water 
district readers each month from each connection. The data was collected 
in November and December 1983. Some agencies reported the most current 
month, others an annual amount, and others estimated an average month. 
GPCD = Gallons per capita per day, simply obtained by dividing 
TQ by 30 days and by population. This average smooths the rough measure 
of total quantity per month, and it is a suitable measure for perception 
and comparison. 
RQ = Residential quantity. It is the total quantity of gallons of 
water delivered by the district to residential connections. 
IQ = Industrial quantity. It is the total quantity of gallons of 
water delivered by the water district for industrial use. 
CQ = Commercial quantity. It is the total quantity of gallons 
of water delivered by the water district to commercial users such as 
restaurants and motels. 
Many districts cannot distinguish among user types and only reported 
total quantity. This contributed to the reduced cases in the separate 
typical models. 
Independent variables 
Pop = Total population which is served by the water district. 
RC = Residential connections. It is the total number of residential 
connections served by the water district. 
IC = Industrial connections. It is the total number of industrial 
connections served by the water district. 
CC = Commercial connections. It is the total number of commercial 
connections served by the water district. 
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Again, many districts cannot distinguish among user connections. 
AQ = Allowed quantity. It is the total gallons of water allowed 
with the fixed charge. 
FC = Fixed charge. It is a fixed amount of money in dollars billed 
to users each billing period to cover the line of service, connection, 
and meter. In some districts, this amount includes sewage charges. 
S = Sewage charge. It is a fixed amount of money in dollars billed 
each billing period as service charges to cover sewer connections. 
VC = Variable charge. It is a price in dollars per 1000 gallons 
of water in excess of the allowed quantity. Some water districts 
reported this price in dollars per cubic foot. Sixteen water districts 
reported block rate schedules. Average VC of the multirate was con-
sidered to be the average VC of the multi blocks. In most cases the 
marginal price is a declining rate per block. 
T = Temperature. It is the average temperature per year of the 
county in which the district is located. 
PR = Precipitation. It is the average precipitation in inches per 
year in the county in which the water district is located. 
MRP = Precipitation per month. It is the average precipitation 
per year divided by 12 months. 
Tax It is the property tax in the county in which the water 
district is located. 
I = Income. It is the per capita income in the county in which 
the water district is located. 
EX = Expenditure. It is the per capita expenditure by the county 
on public works. In some districts this expenditure covers waterworks. 
PD = Persons density. It is the total population divided by 
residential connections as they have been reported by the water 
district. 
HYPOTHESIZED EQUATIONS 
S6 
The most important variable to be included in the equation is price. 
Price of water is a composite of different charges. Most districts 
charge a fixed charge per bill to cover the expenses of the line and 
the meter. Some water districts allow a certain quantity of water with 
the fixed charge. This quantity ranges from 300 gallons to 12000 gallons. 
Most of the water districts surveyed administer sewer connections 
and charge for this service. They include separate charges in the bill, 
and it is a fixed amount. 
The bill includes a variable charge after the allowed quantity. 
Most districts have one block after the allowed quantity in which they 
charge a variable charge ranging from 30¢ to $2 per 1000 gallons. 
Sixteen water districts have multiple block rates. It is a 
declining rate. 
The monthly bill is computed as follows: 
MB = FC + VC * (TQ - AQ). 
The monthly bill consists of the fixed charge and the sewage charge 
if specified; then the variable charge is multiplied by quantity 
delivered to the customers, subtracting the allowed quantity. This 
monthly bill is calculated for all water districts which have variable 
rates after the allowed quantity. 
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If average quantity is less than AQ, then VC = O. In this way, 
the problem of simultaneity created by different declining block rates 
is overcome (see Taylor, 1975). 
Income is included in the study in conformity with the consumer 
behavior theory. Many previous studies have included proxies for income, 
such as home value, lawn area, number of bathrooms, etc., as explana-
tory variables in lieu of or in addition to income. 
Since all the above variables are interrelated, per capita income 
is included in this study as an explanatory variable to avoid multi-
colinearity. 
Weather has an influence on municipal water use where horticulture 
is found. When there are shortfalls of rainfall, consumers apply 
supplemental water for grass, shrubs, etc. As far as rainfall is 
concerned, Oregon has two distinct regions. The coastal region has 
an average rainfall of 200 inches per year; the mountain region has 
an average of 8 inches per year. It is expected that rainfall contri-
butes to the variance among regions in Oregon. 
Temperature is another factor that contributes to variance in 
municipal water use from one region to another in Oregon. It is 
expected that the increase in temperature leads to an increase in water 
use; the opposite effect from that of rainfall. 
CONDITIONS OF APPLYING REGRESSION ANALYSIS 
In this analysis, four important coefficients need to be examined 
in order to arrive at an objective conclusion based on quantitative 
analysis. Multiple correlation (R) gives a summary measure of the total 
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variance accounted for by the linear or curvilinear relation; the partial 
correlation (r) coefficients indicate the proportion of variance 
explained by each independent variable after the other independent 
variables have accounted for their share of the explanation; the f-
statistic indicates the significance of the regression as a whole; and 
the standard error (SE) from the regression plane. R, rand SE are 
sensitive to changes in the standard deviation of the independent 
variables, since it appears in the denominator of these statistics. The 
statistics of the sample may be regarded as estimates of the corresponding 
parameters without qualifications, as long as the sampling is random 
from normal multi-variable distribution (M. Ezekiel & K. A. Fox, 
Methods of Correlation and Regression Analysis: Linear and Curvilinear, 
[New York: Wiley, 1959], pp. 279-281; and K. A. Fost, Intermediate 
Economic Statistics [New York: Wiley, 1968], p. 185). The assumption of 
normality in the parent populations may be relaxed (M. A. Kendall, 
"Regression, Structure, and Functional Relationship, Part I," Biometrika, 
28(1951) 111-25). 
If the randomness is violated, stratification and selection is 
inevitable. This is essential if the purpose is to obtain accurate 
regression coefficients and to examine the predictive value of a 
predictive variable such as price or persons density, relevant to policy 
and management. This point is detailed by Fox as follows: 
If we are interested in obtaining quite accurate estimates of 
regression coefficients, and if it is possible to subject the 
independent variable to experimental control, one can obtain 
small standard errors with a modest number of observations 
provided that the observations are thinly spread out over a wide 
range. Under such conditions and supposing there also exists 
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a natural population of values of the independent variable from 
which we could sample at random, the random sample will inevitably 
provide us with a large number of values relatively close to the 
mean and contributing relatively little to the standard deviation 
of the independent variable. 
Random sampling when controlled experimentation is possible 
is quite inefficient in terms of information gleaned per obser-
vation. If the observation can be obtained by both random and 
controlled experimental methods, the designed experiment should 
be used (Fox, Intermedicate Economic Statistics, p. 223). 
The regression analysis applied to this study is based on the 
method devised in the Statistical Package for the Social Sciences 
(SPSS), Releases 7-9. 
are listed in Table 2. 
The tested coefficients of the variables 
2 The rest of the coefficients such as r, r 
are listed in the equations table in the appendix. 
CHAPTER IV 
ANALYSIS 
After exploring the possible outcomes of the relationships of the 
different variables and according to the theory in the last chapter, we 
will analyze the empirical outcomes of the results. This requires com-
posing different relationships in the form of models. Each relationship 
is analyzed and tested statistically according to the quantitative analysis 
methods and criterion coefficients known to be critical in testing. A t-
test has been performed on the value of the coefficients of the variables. 
The most important coefficients which provide an objective and 
quantitative analysis are: Multiple R, which shows the direction and the 
magnitude of the total correlation of the independent variables with the 
criterion or the dependent variables; partial r which shows the direction 
and correlation of each independent variable with the criterion variable; 
R2 which shows the total magnitude of the variance in the criterion variable 
contributed by the independent variables; r2 which shows the partial variance 
contributed by each independent variable; f-ratio which shows the propor-
tion of the explained variance explained by the regression of the estimating 
equation or the model; f significance which shows the proportion of how 
many similar models are wrong in one hundred models given the number of 
the cases, the value of the coefficients to be estimated, B, or its 
standardized value Beta, and the standard errors from the equation (see 
Table 2 for significance of t-test for the coefficients and the signifi-
cance of f-value, also refer to corresponding details in the appendix). 
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Since the magnitude of the regression coefficients cannot be speci-
fied on a priori considerations, a functional form is assumed. The first 
step in the process is specifying the variables that are hypothesized to 
enter the equation. These variables have been specified and defined in 
Chapter III. However, since the independent variable price is a compo-
site variable, its definition needs some elaboration. 
AVERAGE PRICE 
There is no uniform price for water. Each water district establishes 
its own formula to charge for water. Taking this fact into consideration, 
when we collected the data, we requested reporting the different parts 
that comprise price. 
Four important components comprise the price. These components 
are: allowed quantity (AQ), fixed charge (FC), sewage charge (S), and 
variable charge (VC). Most of the water districts surveyed base their 
price on these four factors. 
For analysis purposes, an average price should be estimated to be 
included in the equation. Some water districts, however, charge a 
fixed charge and a sewage charge with a certain allowed quantity of 
water. They charge one rate for the excess quantity regardless of the 
variation in that quantity. These water districts differ from those 
which charge a flat rate for all use or charge a declining rate or 
increasing rate for subsequent blocks of water use. For all the above 
differences, arriving at a uniform average price requires the following 
manipulation to arrive at a monthly bill (MB). 
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Each water district sends a monthly bill to individual user, i. 
This monthly bill is calculated as follows: 
MB. = (Q. - AQ) * VC + FC + S 
~ ~ 
Since individual users are not the unit of observation in this 
analysis, a system with average price is calculated for total consumption, 
as well as for all residential users, all commercial users, and for 
all industrial users. The average price, P., that faces these user groups, j, 
J 
is defined by MB.~Q./lOOO). In this way p. can enter the equation as 
J J ] 
representative of the four factors that compose the price. 
A correction for the water districts that charge a variable charge 
on declining or increasing block rate was required. This has been done 
by establishing the average variable charge. Seven water districts were 
treated in this way. 
The allowed quantity ranges from 400 gallons per month per connec-
tion to 12,000 gallons in a month's billing period. Sewage charge may 
be handled by a separate sewage district, but none of these water 
districts in our sample falls in this category. The fixed charge is 
associated with the service connection and the allowed quantity. 
The commodity price is the variable charge. But since the variable 
charge is associated with water use beyond the allowed quantity, its 
effect will be great if the allowed quantity is small. 
Since the users will exceed the small allowed quantity, the variable 
charge will be high with small allowed quantity and the fixed charge will 
be small. When the allowed quantity is high, the effect of the variable 
charge is minimal since the users are able to curtail their excess use 
beyond the allowed quantity if the variable charge is high. Therefore, 
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the effect of VC will be zero if the allowed quantity is very high. The 
fixed charge, however, should be high with or without the sewage charge. 
Small users benefit from high allowed quantity and low variable charge 
but big users get penalized by small allowed quantity and high variable 
charge. However, small users with high allowed quantity and low variable 
charge bear a high fixed charge and/or sewage charge. 
In the water districts that charge the variable charge on declining 
block basis of water consumption, price is a declining function of 
quantity demanded. In other words, the quantity of water consumed 
determines the price to be charged (VC = f[Q]), rather than(Q= f[P]) 
as the consumer behavior theory suggests. It is appropriate to 
eliminate those water districts from the sample or to find an average 
uniform price as we did with seven of the water districts. 
The variable charge has been the choice of many previous studies 
as the actual price paid for the quantity delivered. These studies 
assumed that it will reflect the marginal price which is consistent 
with the premises of the theory of efficiency and equity. 
In this study, considering the variable charge only would exclude 
the districts that do not meter the water or charge a flat rate and send 
a bill only two times a year (a winter bill and summer bill). Also, 
some water districts have block rates for the variable charge and this 
involves calculating the variable charge for each use for each block. 
This information is not available because it requires recording the 
quantity of each user and the quantity of each block. Many water dis-
tricts gave the average price for the blocks. 
64 
For the above considerations, average price, as we have calculated 
above, is superior, although it lacks the premises of equity and 
efficiency of the economic theory. Moreover, average price is easier to 
use as an administrative tool to collect the necessary revenues to cover 
the expenditure on the water facilities as they are allocated by the 
authority of the water districts. 
Due to the above considerations, average price is considered to 
be the price of water consumed for each user group j and is calculated in 
the following manner: 
p. = MB./Q./IOOO) 
J J J 
where MB is the monthly bill, as it has been specified above. 
It is expected that quantity of water is a declining function of 
average price reflecting the effect of marginal price. 
The consumer theoretically is sensitive to marginal charge, but 
not in the case of water where the effect of ve is included and reflected 
in the average price. Marginal price ve, by itself, has no effect or 
its relation with the quantity of water is a spurious one as it has been 
explained above, when we have water districts with declining block rates. 
It is clear that the quantity of water beyond essential use should be 
the function of ve reflected in the average price. The behavior of the 
consumer is a function of the fixed charge and the sewage charge for 
the total use. In other words, the size of the bill with its major 
components Fe and S affect the consumption, especially if the use does 
not exceed essential use and the variable charge is based on declining 
block rating. 
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It is expected that the water use is a linear function of the 
number of persons in the residence. Other studies have estimated that 
each person is likely to use about 30 to 40 gallons daily for bathroom 
purposes on the assumption that the average toilet tank holds 4 gallons 
of water, the average sink about 1 gallon and about 10-20 gallons for 
a bath or shower. 
Allowed quantity (AQ) is an amount of water allowed with the mini-
mum bill (i.e., the fixed charge with or without the sewage charge). 
The average price of this allowed quantity is higher than the commodity 
charge (i.e., the variable charge, marginal price of water). If the 
variable charge was imposed right from the first unit of consumption, 
the consumer has an incentive to reduce water use from the first unit 
of consumption. It implies the abolition of the fixed charge. The 
policy implication is to reduce water use after the allowed quantity as 
an application of the equity principal for the small users of essential 
quantities. The allowed quantity ranges in the study area from 400 
gallons per residential connection to 12,000 gallons per residential 
connection in the very small districts. 
The effect of the allowed quantity is that water use by a household 
is expected to increase as the allowed quantity of water increases as 
Figure 14 will show. The demand curve approaches the price axis asymptoti-
cally, as indicated by a dashed line, which means even at a high price, 
a minimum quantity of water is demanded. If the quantity Q at PI is the 
consumer's utilization of water and an allowed quantity at AQI is 
included, which is less than the quantity of his total utility, the con-
sumer would still buy Q. But if the allowed quantity is at AQ2' which is 
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Figure 14. Effect of AQ. 
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more than the total utilization at Q, the consumer would increase 
utilization towards AQ2' even if his utilization is at Q. The 
correlation between AQ and the quantity of water used is expected to be 
positive. The consumer will exceed the allowed quantity unless he is 
saturated at Z (Grima, 1972). 
The size of the fixed charge is hypothesized to affect the amount 
of water used by a household. If the monthly bill is very high, some 
water-complementary uses would be reduced, irrespective of the components 
of total price which include fixed and variable charges. If the fixed 
charge is high, the consumer will try not to increase the bill any 
further, even if the variable charge is very low. Therefore, the 
relationship of this variable to water is expected to be negative. The 
fixed charge may reflect related conditions pertaining to the water 
district as a whole (e.g., over assessment) and may act as a dummy. The 
distribution of the errors should indicate whether it is acting as a dummy 
or not. 
ERRORS OF MEASUREMENT 
The errors of measurement are detected in standard error from the 
equation. The errors of measurements are caused by heterogeneity among 
water districts in recording and keeping water use records. 
Some water districts read the meter once a month and others read 
it two times a year, resulting in an error when calculating the average 
usage per month. This error, however, is small relative to total 
quantity delivered by the water district or the quantity used by a household 
or an individual. These errors should be normally distributed given the 
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spectrum of the data. Although the data was collected in November 1983, 
averaging the data per month per year is based on the observations of 
other months. Some water districts based the observations on the basis 
of the records of summer. Again, there is normal error due to averaging 
monthly use based on winter and summer observation. 
FUNCTIONAL FORM 
Linear form is assumed to be a unique functional form to fit the 
data. This assumption follows the tradition that demand function is 
linear (Turnovsky, 1969). Howe and Linaweaver, however, did not find 
theoretical reasons to specify a unique function. They fitted linear 
and multiplicative function for domestic demand and the results were 
comparable for both forms (Howe & Linaweaver, 1966). Curvilinear rela-
tionships cannot be detected if the standard error from the equation is 
great. But if a curvilinear relationship is assumed, curvilinear form 
of the equation is better tested against the data. 
Demand for water is expected to have a positive correlation with 
income. As income increases, demand for water increases in a linear 
manner. This might be true at first, but the linear increase (straight 
line) will not hold beyond some point. Some water uses may increase at 
a declining rate (curvilinear) with income such as car washing or 
personal consumption of water. Some water uses may decline with increasing 
rate of income. As income increases, less time is spent at horne and 
fewer persons are living together. 
The relationship between price and residential water use may be 
a curvilinear relationship on the basis of considering the segments of 
69 
the demand function of the total water use by a household (Figure 15). 
Essential water use for drinking and cooking has an inelastic demand; 
the consumer is willing to pay a high price for a small quantity of water. 
If the price drops to zero, demand is still small. Demand for less 
essential use decreases with price with greater elasticity. The total 
demand curve must be curvilinear (Grima, 1972) (Figure 15). 
The null hypothesis is that water use is invariant to price. It 
is rejected if the coefficient of price is significant (see Table 2 for 
the significance of the T-test and multiple regression appendix). If, 
on the other hand, the coefficient of price is equal to zero or not different 
from zero, the null hypothesis cannot be rejected. However, if the null 
hypothesis was not rejected, curvilinear relationship may be hypothesized 
on the assumption that at low price the less essential water uses and 
the demand function are responsive to price change at that segment. 
When price is raised, the least essential water use can be curtailed. 
When price is high, the demand function at the essential use is 
relatively irresponsive to price change and the essential demand will 
not be reduced. Therefore, in a water district where the price is 
high, any price change will have low effect on water use in absolute 
terms because there is no luxury water use. But in a water district 
where price is low, the effect of price change is greater because there 
will be luxury use which could be curtailed. We may reverse the argument 
and say that water districts which provide water for essential use only 
(small water districts) have high prices and large water districts can 
provide water for luxury and have low prices. 
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Figure 15. Segments of water use. 
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EMPIRICAL EVALUATION 
The first step in the empirical process is to include all the 
aforementioned and hypothesized variables in a functional form. The 
process consists of four steps: selecting the models, analyzing the 
models, testing the models, interpreting them and stating the conclusion. 
Selecting the models is the first step in the empirical evaluation 
and is essential in the quantitative analysis. The selection is based 
on the general hypothesis that the quantity of water demanded by different 
users and delivered by the water districts in the study area is affected 
by certain hypothesized independent variables which have been specified 
above. This general hypothesis can be stated in the conventional form. 
The quantity of water used is invariant to the specified variables. This 
hypothesis is rejected if we find a significant variance attributed to 
any hypothesized and specified independent variables. The variance is 
expressed by the magnitude of the coefficient of the hypothesized indepen-
dent variable. If, on the other hand, we find the magnitude of the 
coefficient is zero or not significantly different from zero, we can accept 
the general hypothesis that water use is invariant with the hypothesized 
and specified independent variables. For more information about the 
different values corresponding to the independent v~riables such as the 
significance of f-value change (see multiple regression appendix). 
On the above bases, we chose to fit the collected data to four 
models: a general model, a residential model, a c.ommercial model, and 
an industrial model. 
The general model has its dependent variable, the total quantity 
of water, TQ, delivered by the water districts to different users; 
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TQ has been specified above and collected separately from the different 
water districts includerl in the study area. Numerous equations were 
experimented with, including all independent variables. The best equa-
tions that included the variables which met the accepted level of 
significance are presented here. The level of significance upon which 
we accept or reject the whole estimating equation is represented by 
f-value and its significance. 
The residential model has its dependent variable, the residential 
quantity, RQ, as a partiuclar use of water delivered to residential 
connections. Again, in this model, several equations have been 
experimented with with the hypothesized independent variables that might 
have an effect on residential water use. The best equations that explain 
the variation in the residential water use with the expelled and hypothe-
sized variables are considered the estimating equations, which cannot 
be rejected because the criterion of rejection has not been met, namely 
the coefficient of the variable and f-value, and the proportion of the 
variance explained by the equation is significantly different from zero. 
The commercial model has its dependent variable, the commercial 
quantity, CQ, delivered by water districts to the commercial enterprises. 
The data on this particular use has been requested apart from general 
use of other particular uses. The equations in this model are subject 
to the same scrutiny of testing applicable to the first two models. 
The industrial use model has its dependent variable, the industrial 
quantity, IQ, as specified in the definitions of the variables above. 
73 
EQUATIONS OF THE GENERAL MODEL 
Equation (1) 
GPCDT= (TQ/30)/Pop, dependent variable 
PT = Average price. PT is calculated according to the following 
formula: 
PT = MBT/ [(TQ/lOOO) /Pop/HH ] 
where: MBT = [T0/l000/ (Pop/HH) - (AQ/ 1000)]* VC + FC 
PT, the average price, is specified above in relation to the MBT, 
the monthly bill of the total quantity to arrive at a uniform price 
by the end user. This point has been elaborated in Chapter II under 
the topic "E."-:isting Practice of Price Structure" and in Chapter IV 
under the topic,"Average Price." 
Two conditions have to be fulfilled to satisfy the above specifica-
tions: (1) When the water district does not have a variable charge, 
the monthly bill, MBT is equal to the fixed charge, FC; in this case, 
the average price, PT = FC/(AQ/lOOO). This average price is practiced 
by the water districts which allow water with the fixed charge and con-
sider AQ as the average use per connection. This assumFtion might be the 
case of the small water districts which envisage the elmination of the 
administrative cost of installing and reading meters and charging a 
variable charge. Fixed charge is easier to administer, especially in 
the small water districts where the effect of economies of scale do not 
play a role of reducing the costs of producing the water and where in-
flation adds to the costs. (2) When there is no allowed quantity, AQ, 
the average price, PT does not reflect a monthly bill, MBT, which 
subtracts the allowed quantity. 
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I = Income 
Weather = Temperature/precipitation 
DAQ = Dummy of allowed quantity, AQ 
DS = Dummy of sewage charge. 
In order to read the elasticity directly from the coefficient, 
the natural log of GPCDT, PT, I were calculated before entering them 
into the equation. 
Log GPCDT = 2.97 - .64 Log PT + .21 Log I - 0.000638 Weather 
S.E. (.07) 
T-Value -9.05*** 
+ .02 DAQ + .01DS 
S.E. (.10) 
T-Value .20 
***Significant at .01 
**Significant at .05 
*Significant at .10 
N 156 
R .61 
F-Value = 18.24*** 
(.09) 
.11 
(.37) (.002) 
.56 -.31 
y = 4.81 
R2 
.37 
S = .68 
Y 
S.E. = .54 
In the above equation, the sign of the variables, hypothesized to 
have effect on the total quantity of water as specified in the equation 
above, is the right sign. From this equation, the hypothesis that the 
total water use is explainable by the above dependent variables cannot 
be rejected. The only significant variable, however, is the average 
price. No other variable included in the equation explained significantly 
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the variation in the total water use. It has been hypothesized, however, 
that weather and income contribute to the variation. 
A possible explanation of the nonsignficant affect of weather 
and income is due to the nature of the dependent variable. It includes 
residential, commercial and industrial use. The residential use must 
be responsive to the average price and weather. When average price is 
high, average residential use of water is expected to drop. This result, 
however, is not necessarily applicable to commercial and industrial 
use. Some commercial and industrial uses cannot be reduced or increased 
due to the change in average price. This is reflected in the small 
magnitude of R2 in the equation which explains 37% of the variance 
although the variables correlate with the total quantity, 61%. 
Weather is expected to explain much of the variance in residential 
use, but may not explain variation in total use. 
Income on the other hand must reflect some significance, but it 
did not, probably because of the rough measurement. Per capita income 
in counties may be a poor proxy for per capita income for water districts 
contained therein. This relationship would probably require analysis 
using household level data. 
The elasticity of average price is -.64, reflecting the average use 
of water with the three major components, residential, commercial, and 
industrial. 
Equation (2) 
GPCDT = [(RQ + CQ)/30]/Pop, dependent variable. 
Industrial use is idiosyncratic and is not subject to explanation 
by the same variables as the residential and commercial uses. We excluded 
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from the equation those water districts which did not report residential 
quantity, RQ; commercial quantity, CQ; variable charge, VC; fixed charge, 
FC. The criterion of exclusion limited the number of the water districts 
to 31 cases. Variables used are: 
VC = Variable charge, 
Weather = Temperature/precipitation, 
I = Income 
DS Dummy of sewage charge, 
FC Fixed charge 
Log GPCDT = 2.41 - .61 Log VC + .01 Weather -.13 DS + .21 Log I - .03 Log FC 
S.E. (.13) (.004) (.17) (.50) (.20) 
T-Value -4.65*** 2.99*** -.77 .41 -.16 
N 31 Y = 4.75 S = .58 y 
R .75 R2 = .56 S.E. = .42 
F-Value 6.55*** 
The results of this equation confirm the findings of the first 
equation which included the average price, PT. The uses that are likely 
to be responsive to the variable charge and weather are the residential 
and commercial. Commercial, however, is expected to be more responsive 
to variable charge, while residential use is expected to be more respon-
sive to changes in climate, especially if the residential use is for 
essential purposes in the household, and especially if the water dis-
trict works on a small scale where the effect of economies of scale 
in the production of water is absent. 
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The elasticity of the variable charge is -.61 and the elasticity 
of income is .21. Income elasticity is reported here for the purpose 
of comparisons with other studies not for the purpose of estimation 
since income was not a significant variable in this equation. 
RESIDENTIAL MODELS 
Equation (1) 
In this equation we are testing the average price, RP as it has 
been specified below: 
RP [(RQ/1000)/RC) - AQ/1000]*VC + FC [(RQ/1000)/RC] 
If the water district has only fixed charge, RP = FC/AQ/1000; 
when the water district does not have an allowed minimum quantity, AQ, 
RP = [(RQ/1000)/RC] * vc + FC/[(RQ/1000)/RC]. 
The above specification of the average price follows the same 
principle followed in the calculation of the average price of the general 
model above. To arrive at a uniform average price, inclusion of all 
the factors that constitute the monthly bill associated with the average 
use must be included. These factors are VC, FC and AQ. GPCDR = RQ/30/Pop, 
dependent variable. 
RP = Residential average price 
Weather = Temperature/precipitation 
DAQ = Dummy of allowed quantity 
DS = Dummy of sewage charge 
PNRC = Proportion of non-residential connections, (CC + IC)/TC 
I = Income 
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Log GPCDR 3.99 - .42 Log RP + .009 Weather - .17 DAQ - .11 DS 
S.E. ( .11) (.003) (.16) ( .11) 
T-Value -3.63*** 3.08*** -1.09 -.96 
- .37 PNCR + .05 Log I 
S.E. (.16) ( .42) 
T- Value -.57 -.13 
N 50 Y = 4.47 S = .47 y 
R .62 R2 = .39 S.E. = .39 
F-Value = 4.61*** 
Average price, RP and weather are the significant variables as 
hypothesized. The elasticity of RP is -.42 which indicates that 
essential use of water dominates the residential quantity. The other 
reason we find RP significant in the residential use is that RP reflects 
other factors besides VC. It reflects the effect of AQ, and the fixed 
charge FC. 
Equation (2) 
GPCDR = RQ/30/Pop, dependent variable. Independent variables are: 
VC = Variable charge 
DS Dummy variable for sewage charge 
FC Fixed charge 
I = Income 
Weather = Temperature/precipitation 
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Log GPCDR = 2.91 + .01 Weather + .21 DS + .16 Log FC + .08 Log I -.01 Log VC 
S.E. (.003) (.12) (.14) (.38) .10 
T-Value 3.94*** 1.65* 1.09 .21 -.19 
N = 38 Y = 4.41 S .41 y 
R = .65 R2 = .42 S.E. .33 
F-Value = 4.87*** 
The criterion for inclusion of the variables in the above equation 
is that RQ, VC and FC were greater than zero. The above equation confirms 
the importance of climatic changes in the consumption of residential water. 
It confirms again that the variable charge is not a factor in the residen-
tial water use, unlike the average price which was significant in 
Equation (1). This fact leads to two conclusions: the water districts 
in the equation are small water districts which provide allowed quantity 
with the fixed charge large enough to cover most of the essential use 
in a household, and the household's response to the total bill but not to 
the individual components of the bill such as the VC, FC, or AQ. Beyond 
the essential use of residential quantity, weather is the significant 
variable; horticulture, lawn watering and car washing are responsive 
uses to weather. 
NON-RESIDENTIAL USE 
Equation (1) 
When commercial and industrial use combined to represent the 
dependent variable, the variable charge remained the significant 
variable along with the dummy variable of sewage charge. The relationship 
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somewhat indicates the importance of the variable charge, VC. Again, 
in this equation water districts which did not report commercial 
quantity, CQ; variable charge, VC; and fixed charge, FC were excluded 
from the equation. 
GPCDT = [(CQ + IQ)/30)/pop], dependent variable. Independent variables 
are: 
DS Dummy of sewage charge 
VC = Variable charge 
I = Income 
FC = Fixed charge 
Log GPCDT = 18.44 + 1.02 DS - .98 Log VC + .01 weather - 1.77 Log I -.59 Log FC 
S.E. (.64) ( .49) (.01) (1.90) (.78) 
T-Va1ue 1.57* -1.96** 1.00 -.93 .76 
N = 31 Y = 3.99 S 1.77 y 
R .57 R2 = .32 S.E. = 1.59 
F-Va1ue 2.42** 
The elasticity of VC is -.98, which is higher than the elasticity 
of the previous equations. The inclusion of the industrial use made the 
dummy of sewage charge somewhat significant. 
Equation (2) 
GPCDT = (CQ/30)/Pop), dependent variable. 
VC Variable charge 
FC Fixed charge 
I = Income 
DS - Dummy for sewage charge 
Weather = Temperature/precipitation 
81 
Log GPCDT 
S.E. 
2.89 - 1.31 Log VC + .01 Weather - .13 DS + .14 Log FC - .12 Log I 
T-Va1ue 
N = 31 
R .60 
F-Va1ue = 2.84** 
(.37) 
-3.47** 
(.01) 
1.37* 
Y = 3.14 
R2 = 
.36 
(.148) (.59) (1.43) 
-.28 .24 -.08 
S = 1.37 Y 
S.E. = 1.20 
This equation confirms the hypothesis that commercial use is 
responsive to the variable charge. Variable charge has an elasticity 
of -1.31 which is greater than that of the elasticity of PT in the 
general model and the RP in the residential model. Commercial use is 
responsive to variable charge because it is a use for profit. If the 
variable charge is raised to a point where the profit is reduced, 
commercial water use is reduced significantly. Weather is somewhat 
significant in the commercial use but not as it is with the residential 
use. 
Equation (3) 
As it has been mentioned above, industrial use is idiosyncratic 
which might be explained by other variables such as the type and size of 
industry and rate uf return. The specified variables above did not 
show the relationship expected. However, the fixed charge and the 
sewage charge are the variables that were expected to be identified with 
industrial use. Two equations were tested. The first one has its 
dependent variable, the sum of the different uses, including industrial 
use. The industrial use impaired the effect of the significant variables 
in previous models. 
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GPCDT = [(RQ + CQ + IQ)/30)/Pop], dependent variable. 
FC = Fixed charge 
I = Income 
DS = Dummy of sewage charge 
Weather = Temperature/precipitation 
VC = Variable charge 
Log GPCDT = 8.53 - 1.05 Log FC + .02 Weather + .77 Log VC + .62 DS - .23 Log I 
S.E. (.70) (.01) 
T-Value -1.48** 1.16 
N 16 
(.76) 
1.00 
( .07) 
.58 
S = 1.08 y 
(3.11) 
-.07 
R .64 
Y = 5.36 
R2 = .41 S .E. = 1.02 
F-Va1ue 1. 39 
The criterion upon which the variables were selected is the 
industrial quantity, IQ. Any water district that did not report 
industrial quantity was eliminated from the equation; likewise VC and 
FC. For this reason, the number of cases was reduced to 16 water 
districts. 
Fixed charge in the above equation was the only significant 
variable. None of the rest of the variables was significant due to the 
inclusion of the industrial use. 
To confirm the point that industrial use impairs the effect of 
the hypothesized independent variables, we tested the equation with 
industrial use, IQ only as follows: 
Equation (4) 
GPCDT = (IQ/30)/Pop, dependent variable 
FC = Fixed charge 
I = Income 
DS = Dummy of sewage charge 
Weather = Temperature/precipitation 
VC = Variable charge 
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Log GPCDT = 86.99 - 3.18 Log FC - 9.58 Log I + 2.21 DS + .01 Weather + .25 VC 
S.E. (2.00) 
-1.58* 
(8.81) (3.02) (.04) (2.14) 
T-Value -1.08 .73 .32 .11 
y = 3.68 S 2.86 y N = 17 
R = .54 R2 = .29 S.E. = 2.89 
F-Value .92 
The above two equations, although not significant can confirm 
the hypothesis that industrial use does not conform to the measures and 
factors affecting other uses. 
The two equations in the general model indicate that average 
price as it has been specified above in relation to the allowed quantity, 
AQ; variable charge, VC and fixed charge, FC is an important independent 
variable which plays an important role in the estimating equation. 
However, because industrial use showed idiosyncratic inclination in 
all the testing performed, it impaired the effect of the variable charge. 
Industrial use is not responsive to the variable charge. It is 
unlike the residential or commercial use which can be curtailed after 
a certain limit. Industrial use cannot be curtailed if price goes up 
and will not be increased if price goes down. Neither does industrial 
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use flucturate with weather. It is responsive to such measures as the 
sewage charge and fixed charge. When a water district changes the 
variable charge from time to time due to addition to capacity or 
acquiring a new source of water or when operational costs increase due 
to inflation or to better administrative methods such as installing 
special meters and repairing leakage faults, industrial use does not 
fluctuate as well. It is likely to remain constant for a long period 
of time. This explains why industrial use is more responsive to long 
run measures such as the fixed charge and the sewage charge. This 
explains why some industries develop their own water source. Table 2 
is a list of the variables tested in the different models and their 
coefficients. 
TABLE II 
COEFFICIENTS OF THE VARIABLES 
General Models Residential Models Non-Residential Hode1s 
1 2 3 4 5 6 7 8 
DEPENDENT TQ/30/Pop (R12 + C12)/30 RQ/30 R12/30 (CQ +Ig U30 CQ/30 Rl + C12 + 112/30 Ig/30 VARIABLE Pop Pop Pop Pop Pop Pop Pop 
CONSTANT 2.97 2.41 3.99 2.91 18.44 2.B9 a.53 86.94 
INDEPENDENT # 
VARIABLES: -
Log PT -.64*** -.42*** 
(.07) ( .11) 
Log VC -.61*** -.01 -.9B** -1.31** .77 .25 
(.13) (.10) (.49) ( .37) .76 (2.14) 
Log FC -.03 .16 -.59 .14 -1.05** -3.18* 
(.20) ( .14) (.7B) ( .59) (.70) (2.00) 
Log I .21 .21 .05 .08 -1. 77 -.12 -.23 -9.58 
(.37) (.50) ( .42) (.38) (1. 90) (1.43) (3.11) (B.B1) 
I Weather .000638 .01*** .009*** .01*** .01 .01* .02 .01 
(.002) ( .004) ( .003) ( .003) (.01) (.01) (.01) ( .04) 
DAQ .02 -.17 
(.10) (.16) 
DS .01 -.13 -.11 .21* 1.02* -.13 .62 2.21 
(.09) (-.17) ( .11) (.12) (.64) (1.48) (.58) (3.02) 
PNRC 
-.37 
(.16) 
N 156.00 31.00 50.00 38.00 31.00 31.00 16.00 17.00 
Y 4.81 4.75 4,4J 4.41 3.99 3.14 5.36 3.68 
S .68 
Y 
.5B .47 .41 1.77 1.37 LOB 2.86 
R .61 .75 .62 .65 .57 .60 .64 .54 
R2 
.37 .56 .39 .42 .32 .36 .41 .29 
S.E. .54 .42 .39 .33 1.59 1.20 1.02 2.89 
F-Value 18.24*** 6.55*** 4.61*** 4.87*** 2.42*** 2.B4** 1.39** .92 ex: Ul 
------------- -~- - - ~--
***Significant at .01 **Significant at .05 *Significant at .10 
(See the significance of f-va1ue change corresponding to rand r2 in the mUltiple regressiom table in the appendjx) 
CHAPTER V 
RESULTS AND CONCLUSIONS 
FINDINGS 
The results of the study are commensurate with the neoclassical 
theory of demand, which postulates that price of a good, prices of 
related goods, income and tastes determine the quantity demanded. In 
this context, the study established the importance of price. Average 
price was tested empirically and found to be effective in the general 
model (1) (see Table 2), where the total quantity of water delivered 
by the water district contained all types of uses. In this model, the 
price elasticity was found to be -.64. Average price was also signifi-
cant in the residential model (3) (see Table 2). The elasticity was 
-.42. 
Another empirical evidence of the importance and significance of 
price was established by testing the variable charge (VC). The 
variable charge was found to be significant in the general model (2) 
(see Table 2). The elasticity was -.61. The elasticity became -.98, in 
model (5) (see Table 2) and -1. 31 with commercial use mclel (6) (see Table 
2) . 
It is appropriate to compare the above findings with those found 
in the literature. The importance of price was confirmed by Howe and 
Linaweaver (1967) when they tested and rejected the hypothesis that 
the quantity of water demanded does not respond to price. Gottlieb 
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(1963) found the elasticity of price ranges between -.66 and 01.24 when 
he examined the effect of price in a cross-sectional model of water use 
in Kansas. He did not find a significant effect of air-conditioning, 
climate, or rainfall. Grima (1972) found the elasticity of price to be 
-.93 in a cross sectional study of Toronto. Other significant variables 
which Grima tested were the value of the residence, size of the bill, 
size of the lot and the fixed charge. The above result is a confirmation 
of what Wong (1972) found in a cross-sectional and temporal study of 
Chicago and its suburbs. Price elasticity in Chicago was -.28 and in 
the suburbs was .02. He could not establish the significance of income 
in either data. 
Another significant finding in the study is that climate was identi-
fied as an important variab1e.* It was significant in models (2) and (4), 
when the average price, Pt, and the variable charge were included in 
the equations of the residential models. It also was significant in 
models (2) and (6), when commercial quantity and variable charge were 
included in the equations. The study could not establish the importance 
of climate in the industrial use. Industrial use was not affected 
by climate either because of idiosyncratic factors or because the cases 
of industrial use included in the study were limited. 
The result of establishing the importance of climate in estimating 
water demand is a confirmation of the findings of Morgan and Smolen (1976) 
in finding temperature and precipitation important in explaining the 
*Hereinafter the weather variable (Temperature/Precipitation) will 
be more accurately referred to as climate. 
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variance in water data. Wong (1972) found temperature to be a signifi-
cant variable. Gottlieb (1963) and Fourt (1958) did not find climate 
a significant factor in their studies. However, Forster and Beattie 
(1979) established the significance of the number of days of rainfall in 
the summer. 
One of the important factors assumed to be effective in estimating 
water demand is income. One of the previous investigators who established 
the importance of income were Headley (1963). He established a signi-
ficant linear relationship between median family income and water use 
in the San Francisco-Oakland area. Grima (1972) used the value of the 
residence as a proxy for income and established its significance. But 
Primeaux and Holman (1973) and Wong (1972) could not establish its 
significance. 
Per capita income was used in the study, but no significant 
relationship could be established in any of the tested models. This 
result may be attributed to the rough measurement of income--per capita 
income of each county in which the water district is located was 
assigned to the case. 
For a long time, water has been treated as a free good which does 
not fall under the rules of the production of economic goods. The 
estimation of water use by an urban area was based on a simple extrapo-
lation of past trends of growth of the urban area. The size of the urban 
area is either measured by the growth of the population or the expansion 
of the area. This practice persists. However, it results in over-
estimation of water use. This was considered a safeguard for bad times 
of shortages or unexpected droughts, but proved to be a costly cushion. 
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This overinvestment in waterworks leads to inefficient allocation of 
economic resources, which many urban areas cannot afford any longer. 
People and administrators began to look for an alternative, efficient 
method of estimating water demand. An economic approach which con-
siders factors other than size is the alternative. 
The results of this study are in line with the theory of estimating 
demand and a confirmation of previous findings in identifying price and 
climate as significant variables. The elasticity of price ranges 
between -.64 in the general model to -1.31 in the commercial model. 
The average price as has been calculated and specified is a good 
measure. Average price was effective and significant in the residential 
model more than the variable charge. This indicates that in residential 
use, when most of it is essential use as is the case of small communities, 
variable charge is not effective as is the commercial use of water. 
Industrial use is affected by factors different from those 
affecting residential and commercial uses. Fixed charge was found to 
be significant when industrial use was included. 
Conduct of the study in Oregon allows examination of the variation 
in climate. Oregon climate varies from 7.6 to 99.08 on the climate 
index (see descriptive statistics, appendix). Most prior study areas 
had little variation in climate. Climate proved a highly significant 
variable in explaining residential water consumption. 
POLICY I~WLICATIONS 
The study leads to two policy implications. The first implication 
is that price is a good tool to use to promote the conservation of water 
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regardless of the effect of climate in the area. The second implica-
tion is that average price is a sufficient policy tool for residential 
use. 
IMPLICATIONS FOR FURTHER RESEARCH 
It has been emphasized in the study that the price elasticity is 
negative, which suggests its use as a policy tool to promote efficient 
use of water. The problem that faces policymakers is balancing 
efficiency and equity. 
It has been emphasized in previous sections of this study that 
water should be treated more like other commodities. The current 
practice of pricing of water shows some relationship to the principles 
of efficiency in its production and the principles of equity in 
collecting the total revenue from different users. Marginal cost 
pricing would seem to be the only way to solve the problem of efficiency 
and equity. However, marginal cost pricing should be introduced only 
if the societal welfare gains outweight the cost of implementing 
marginal cost pricing. The implementation of real marginal cost 
pricing would mean installing meters with a time mechanism which would 
allow a time specific price to be assessed for major consumers in 
response to peak and off-peak usage. The actual monetary gain from 
marginal pricing depends on the respective price elasticities of each 
demand for each consumer group served by the water utility. This 
suggests the need for further research on peak vs. non-peak pricing. 
For illustration, refer to Figure 16. Dl refers to off-peak demand. 
It is inelastic demand curve--the consumers demand less water per unit 
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price, indicating low but essential rates of consumption; D2 refers to the 
peak demand--the consumers demand more water per unit price, an elastic 
demand curve indicating high consumption of unessential water, such as 
lawn sprinkling and swimming pool refills. (This analysis is based on 
discussion in Darr, Feldman, and Kamen in Feldman, Brees and Obeiker, 1981). 
MC1 and MC2 are distinct short-run marginal cost curves representing peak 
and off-peak costs of supplying given quantities of water. They are 
assumed to be constant with the linear demand function for simplification 
of analysis. 
In principle, MC1 and MC 2 represent the costs of two different 
products, off-peak water and peak water. Optimal pricing solutions 
require chargingP1 for quantities demanded under D1 and P2 for quantities 
demanded under D2. Producers' surplus under D1 and consumers' surplus 
under D2 cancel each other and the break even point is reached. This 
point can be illustrated by assuming that a flat rate, P , is charged for 
a 
both groups of consumers. It is calculated as the weighted average of 
Pricing according to this average cost does not result in an optimal 
pricing solution. The utility will experience a loss in supplying water 
to D2 equal to the area P
a
GEP 2 , here price for the unit of water sold is 
less than the marginal cost of the production of the unit. Similarly, 
the utility will earn a profit in supplying water to D1 equal to the area 
P1CAPa ; price exceeds marginal cost for the unit sold. By charging P the a 
firm will be at the optimal, zero, profit/loss position since the profits 
from Q1a will equal the losses from supplying Q2a. Charging P might be 
a 
efficient for the firm since it covers the marginal cost of the production 
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1---------4------~~--~------------ At 
Figure 16. Equity and Efficiency Illustration 
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but it is not equitable since essential and unessential demands are 
charged the same price. 
A societal welfare gain results in the form of additional consumers' 
and producers' surplus if consumers were charged a price equal to 
marginal cost for each type of water demand. If price P were increased 
a 
to Pz for consumers represented by demand Dl , the quantity consumed would 
decrease from QZa to QZ; the consumers' surplus loss equals the area 
PaGEP Z. This results in a net welfare gain equal to the area ERG. For 
the consumers represented by demand_ Dl , a decrease in price from Pa to 
PI would increase the quantity considered from Qla to Ql and result in 
consumer surplus of PlCAP
a
• The net welfare gain is equal to the area 
ABC. The total societal welfare gain = ERG + ABC. There are two qualifi-
cations to the welfare gain: (1) the cost of time varying water meters 
and (Z) the value of the societal welfare resulting from the introduction 
of the marginal cost pricing. The actual dollar gain from marginal 
pricing depends on the price elasticity of each consumer group. 
In addition to peak and off-peak elasticity research, sampling 
households and firms within the water districts would allow a more defini-
tive study of variables, such as income, number of bathrooms, size of 
family, etc., that were not well measured using district-wide averages. 
With a large enough sample for a range of districts having variation 
in price, stratifications could be done that would allow estimation of 
price elasticities for different household types. 
More research on the effects of economies of scale on the production 
of water and its implication to the policy of consolidating small water 
districts is essential. Differential pricing among many small water 
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districts is an apparent feature of costing and pricing policies in 
waterworks. A societal welfare benefit may be realized if the small 
water districts consolidate to capitalize on economies of scale and 
save on administrative costs. 
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DEFINITIONS 
TQ Total quantity of water delivered to different users. 
RQ = Total quantity of water delivered to residential connections 
CQ Total quantity of water delivered to commercial connections. 
IQ = Total quantity of water delivered to industrial connections. 
PT = Average price of the total quantity/lOOO gallons. 
VC = Variable charge/lOOO gallons. 
FC = Fixed charge/connection. 
I ~ Percapita income of the county 
Weather = Climate (Temperature/precipitation). 
DAQ = Dummy variable of allowed quantity per connection. 
DS = Dummy variable of sewage charge per connection. 
PNRC = Proportion of non-residential connections = IC + CQ/TC. 
IC Total number of industrial connections. 
CC = Total number of commercial connections. 
RC Total number of residential connections. 
TC = Total connections = RC = IC = CC. 
WD Water district code. 
Pop = Total population served by the water district. 
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EQUATION (1) 
SPSS BATCH SYSTE~ UNIVERSITY OF KANSAS HONEYWELL CONVERSION 
FILE WATER (CREATION DATE. 01-23-85) 
CASE-N WD POP S AQ 
1 1. 90U. O. 7500. 4411. 
or 
2 2. 240. O. 3000. 4210. 
3 4. 2000. O. 500. 4196. , 5. 1000. O. 3750. 4210. 
5 6. 455. 7.50 5000. 5446. 
6 7. 12350. O. 2000. 4600. 
7 8. 1455. 8.00 12000. 4226. 
8 9. 600. 1.00 3000. 4226. 
9 10. 31000. 8.75 6000. 3398. 
10 11. 1285. O. 6000. 6280. 
11 12. 1267. 8.25 3000. 4159. 
12 13. 750. O. 2000. 3735. 
13 14. 800u. 1.60 750. 5032. 
14 15. 1205. O. O. 3912. 
15 1(,. 35000. O. 2250. 4329. 
16 17. 4 dOD. O. 2000. 3398. 
17 18. 8000. O. 1000. 4445. 
18 19. 8700. O. 3000. 4426. 
19 20. 1408. 7. SO 4500. 4196. 
20 21. 285. O. 1000. 4226. 
21 22. 560. O. 3000. 4698. 
22 23. 125000. 10.50 O. 4445. 
Z3 24. 4506. d.De o. 4445. 
24 25. 450. O. O. 4226. 
25 28. 681. O. 400. 4445. 
26 29. 155. O. 6500. 4210. 
27 30. 1387. 4.50 1000. 6280. 
28 31. 35000. 8.75 1500. 3398. 
29 32. 4860. 7.35 5000. 4426. 
30 H. 1740. 10.00 6000. 4226. 
31 34. 550. 3.6e 11333. 3735. 
32 35. 310. O. O. 4226. 
33 36. 870. O. 3000. 6280. 
H 37. 465. 9.00 7480. 4197. 
35 38. ZOOO. 10.00 3000. 4172. 
~6 39. 1986. O. 4000. 3735. 
37 41. 48300. 4.50 O. 436G. 
38 42. 11920. 6.60 5000. 4197. 
39 44. 1460. 8.50 O. 4329. 
40 45. 2810. 4.5C 3000. 3938. 
41 46. 6000. 5.00 O. 4197. 
42 47. 250. 4.00 5000. 3735. 
43 48. 140. O. 5000. 3923. 
44 49. 1500. O. O. 4159. 
loS 50. 700. 4.16 4000. 4366. 
46 51. 443- O. O. 4274. 
WEATHER GPCDT 
18.51 74.07 
72.59 104.19 
17.99 50.00 
72.59 291.82 
57.91 239.57 
10.36 161.94 
19.72 12.60 
19.7Z 694.44 
21.01 30.56 
60.93 51.88 
19.15 80.46 
51.72 162.67 
16.96 200.00 
73.71 208.85 
12.13 219.05 
21.01 118.06 
17.41 68.75 
15.56 252.87 
17.99 75.85 
19.72 91.16 
60.22 69.64 
17.41 192.00 
17.41 104.40 
19.72 308.15 
17 .41 253.51 
72.59 80.00 
60.93 726.98 
2 I. 01 120.03 
15.56 201.01 
19.72 95.79 
68.99 154.86 
19.72 125.00 
60.93 112.97 
44.96 172.04 
43.85 167.10 
51.7Z 105.64 
59.78 103.52 
44.96 131.21 
12.13 11 I .00 
50.89 279.57 
44.96 71.28 
51.7Z 110.80 
57.80 178.10 
19.15 103.01 
59.78 23d.l0 
7.68 352.14 
01-23-85 
PT 
1.37 
0.68 
2.92 
0.21 
0.61 
2.50 
0.58 
0.72 
1.33 
0.96 
Z.10 
1.13 
0.76 
1.64 
1.09 
1.59 
1.78 
0.99 
0.94 
0.80 
1.95 
0.82 
1.43 
O.ZI 
0.99 
0.77 
0.26 
1.25 
0.34 
1.20 
0.74 
0.71 
'-.37 
0.68 
0.74 
1.13 
0.87 
0.76 
1.76 
1.48 
0.83 
0.95 
0.40 
0.90 
0.46 
0.32 
PAGE 6 
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SPSS HATCH SYSTE' UNIVERSITY Of KANSAS HONEYWELL CONVERSION 
fiLE WATER (CREAT ION DATE· 01-23-85) I 
CASE-N WD POP S All 
47 52. 15000. O. 4000. 10196. 
48 53. 62000. 4.15 2000. 4172. 
49 54. 800. 6.50 9000. 4366. 
50 55. 252. O. 6000. 4098. 
51 57. 18000. 7.87 5000. 5032. 
52 58. 30no. 7.50 5000. 5032. 
53 59. 5580 • 8.50 3000. 4426. 
54 60. 470. 3.00 4000. 1,4" . 
55 61. 30no. 6.25 4000. 4226. 
56 62. 610. 10.00 3500. 3735. 
57 63. 3345. 8.00 3000. 4083. 
58 65. 11050. 9.00 4000. 4196. 
59 66. 750. O. 3000. 3398. 
60 67. 440. 6.75 10000. 4197. 
61 6/1. 2800. 4.00 O. 4010. 
62 69. 3466. 6.00 O. 4445. 
63 70. 9000. 3.00 4000. 4010. 
64 71. 14 700. 6.00 5610. 5032. 
65 72. 345. 3.00 3000. 3938. 
66 7l. 15000. 5.40 O. 4210. 
67 74. 2350. 8.00 5250. 4172. 
68 75. 368100. O. 7000. 5228. 
69 76. 1000. 7.00 3740. 44 I 6. 
70 77. 1107. 7.85 3000. 3735. 
71 79. 6615. 7.00 O. 4248. 
72 ao. 7500. 9.75 o. 4083. 
73 8Z. 1125. 12.00 7500. 4083. 
74 83. 1500. 5.00 O. 4274. 
75 84. 1365. 6.00 4000. 4172. 
76 85. 305. 7.50 3000. 6141. 
77 36. 100000. 10.30 3000. 4226. 
78 87. 3425. 7.50 7500. 5032. 
79 88. 255. O. 3000. 4226. 
80 89. 5800. 8.50 1500. 4600. 
81 90. 285. 0.50 O. 3735. 
82 91. 2550. 8.75 O. 3398. 
83 93. 5178. 3.33 O. 4226. 
84 96. 23000. 10.50 O. 4"5. 
115 97. 1634 • 10.00 10000. 4210. 
86 911. 4615. 8.25 2500. 4226. 
81 IOU. 1100. 8 • .15 2500. 4226. 
88 102. 4560. 9.56 25UO. 4083. 
89 104. 2500. O. 4000. 4172. 
90 10). 12000. O. O. 4698. 
91 106. 2300U. O. 3000. 3398. 
92 107. 50no. 5.25 S!JOO. 4274. 
WEATHER GPeDT 
17 .99 200.10 
43.85 283.87 
59.78 277.92 
79.24 49.87 
16.96 107.41 
16.96 155.58 
15.56 103.89 
111.51 111.56 
19.72 166.22 
51.72 102.65 
24.61 207.64 
17.99 156.14 
21.01 86.02 
44.96 398.10 
94.11 12.27 
17 .41 96.12 
94.11 222.22 
16.96 53.43 
50.89 180.40 
72.59 270.22 
43.85 14 1.51 
25.07 157.32 
11.56 55.00 
51.72 205.82 
65.78 125.98 
24.61 17 3. 3 3 
24.61 212.52 
7.68 200.00 
43.85 182.66 
72.02 347.65 
19.72 188.28 
16.96 144.07 
19.7Z 78.64 
10.36 104.79 
51.72 77.89 
21.01 105.40 
19.72 160.94 
17.41 217.39 
72. S9 128.72 
19.72 199.26 
19.72 7l. 11 
24.61 86.08 
43.85 101.19 
60.22 341.22 
21.01 121.74 
1.68 333.33 
01-23-85 
PT 
0.25 
0.64 
0.34 
0.92 
0.66 
0.75 
1.28 
1.21 
1.04 
1.30 
1.01 
0.76 
1.69 
0.52 
4.75 
1.47 
0.29 
1.15 
0.17 
0.60 
1.05 
0.81 
1.2d 
0.42 
1.18 
0.49 
0.37 
0.60 
0.28 
0.63 
0.61 
0.64 
1.17 
0.70 
0.48 
1.11 
1.72 
1. I 6 
0.98 
0.52 
1.33 
1.36 
1.02 
0.52 
0.51 
0.48 
PAGE 7 
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SPSS dATCH SYST~M UNIVERSITY OF KAN5AS HONEYWELL CONVERSION 
fILE WATER (CREATION DATE ~ 01-23-85) 
CASE-N WO POP AQ 
93 10J. 6643. d.~5 10000. S22 S. 
94 10Q. 1120. O. 3000. 4226. 
95 111. 2069. O. O. 4197. 
96 
" 2. 1565. 4.50 3000. 
4010. 
97 In. 2355. II.OU 1000. "45. 
98 "4. 11 OJ • O. O. 4445. 
99 115. 722. 5.00 7000. 4210. 
100 116. 4500. O. 400Q. 40eB. 
101 117. d7000. O. 6000. 3398. 
102 118. 11500. 7.29 3000. '226. 
103 119. 510. 6.00 4000. 4474. 
104 120. 1225. 9.25 50()0. 4196. 
105 121. 861. 5.50 1500. 4083. 
106 122. 1411 • 3.00 5000. 4249. 
107 123. 700. O. 5250. 4248. 
lOd 125. 1575. O. 4500. 5228. 
109 126. 240. O. 6000. 4445. 
110 127. 3000. O. 3000. 4600. 
111 128. 450. O. 3000. 5228. 
112 129. 450. O. O. 4274. 
113 130. 10000. O. O. 4445. 
114 131. 250. O. O. 5032. 
115 132. 6UO. O. 11250. 424d. 
116 133 • 120. 12.50 O. 4226. 
117 134. 3250. O. 4000. 4083. 
118 135. 890. 14.50 O. 4172. 
119 136. 200. O. 4500. 4274. 
120 137. 3800. O. O. 4445. 
121 138. 800. O. 4000. 4083. 
122 139. 120. O. O. 4Z26. 
123 140. 6dOO. O. 74dO. 5032 • 
124 141. 400. O. 4000. 4600. 
125 142. 8000. 7.00 O. 4469. 
126 143. 90075. O. O. 3398. 
127 144. 4000. O. 6000. 4474. 
128 145. 18000. O. 3000. 5228. 
129 1'6. 30000. O. 750. 5032. 
130 147 • 2200. O. 10QO. 522 d. 
131 14 d. 782. 10.75 7500. 4469. 
132 149. 100. O. 6000. 4698. 
133 150. 300. O. 6000. 4416. 
134 151 • 16500. O. 6000. 5032. 
135 154. 800. O. 201)0. 4416. 
136 155. 34269. O. 5250. 5228. 
137 156. 13055. O. 5250. 5032. 
13d 157. 130. O. O. 4159. 
WEATHF.R GPCDT 
25.07 lH.4I 
19.72 229.3'> 
44.96 467.21 
94.11 79.87 
17 .41 94.78 
17.41 120.77 
12.59 1191.83 
24.61 125.93 
21.01 118.22 
19.7Z 124.64 
9.15 135.52 
17.99 105.88 
24.61 159.92 
106.77 123.13 
65.78 148.58 
25.07 81.75 
17.41 82.29 
10.36 33.17 
25.07 77.78 
7.68 74.07 
17.41 98.17 
16.96 100.00 
65.7d 20.d3 
19.72 297.22 
24.61 61.54 
43.85 72.23 
7.68 96.67 
17 .41 104.55 
24.61 83.33 
19.72 70.83 
16.96 85.22 
10.36 23.63 
12.49 55.10 
21.01 111.51 
9.15 125.00 
25.07 82.74 
16.96 83.33 
25.07 129.3cl 
12.49 92.99 
60.22 80.00 
8.56 64.81 
16.96 378.21 
8.56 66.67 
25.07 100.93 
16.96 66.42 
19.15 99.36 
01-23-85 
PT 
0.90 
1.69 
0.32 
0.88 
1.23 
1.07 
0.55 
0.d6 
1.36 
1.20 
1.14 
1.26 
0.64 
0.87 
0.67 
2.05 
1.88 
3.90 
2.10 
1.96 
1.21 
1.70 
4.715 
0.53 
1.45 
0.53 
2.58 
0.31 
2.17 
1.25 
0.69 
4.03 
1.04 
2.13 
1.11 
1.12 
1.43 
0.9d 
0.84 
0.98 
2.67 
0.10 
1.84 
1.24 
1.4d 
1.24 
PAGE a 
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SPSS HATCH SYSTE~ UNIVERSITY OF KANSAS HONEYWELL CONVERSION 
FILE WATER (CREATION DATE· 01-23-85) 1 
CASE-N WO pOP S AQ 
139 158. ZOU. O. O. 4600. 
140 IS? • 1143- O. 3000. 5032. 
141 160. 12000. o. 3750. 3398. 
142 161. 1200. O. 6000. 5032. 
143 16? 3504. O. 2250. 5032. 
144 163. 3500. 1.50 O. 5032. 
145 164. 3000. O. 4000. 4426. 
146 165. 972. O. 2250. 5228. 
147 166. 2465. 9.5C :souO. 5228. 
148 167. 250. O. 4000. 4274. 
149 169. 11800. O. 3750. 5032. 
150 HO. 945. O. HilO. 4274. 
151 171. 300. O. 3000. 4274. 
152 172. 95. O. O. 3912. 
153 173. 2800. O. O. 5032. 
154 174. C,3. O. 7500. 40d3. 
155 176. 250. O. 40!!O. 4210. 
156 177 • 6000. O. 2700. 4083. 
WEATHER GPCOT 
10.36 166.67 
16.96 87.49 
21.01 114.58 
16.96 108.33 
16.96 77.83 
16.96 219.05 
15.56 66.67 
25.07 111.13 
25.07 209.60 
7.68 126.67 
16.96 145.90 
7.68 952.38 
7.68 111.11 
73.71 157.89 
16.96 80.36 
24.61 102.04 
72.59 133.33 
24.61 17.78 
01-23-85 
pT 
0.98 
1.50 
1.1 7 
0.95 
1.37 
0.16 
2.92 
0.59 
0.76 
1.41 
1.34 
0.38 
1.64 
0.60 
0.91 
1.53 
1.15 
1.66 
PAGE 9 
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SPSS BATCH SYST~M UNIVERSITY Of KANSAS HONEYWEll CONVERSION 
fiLE WA TER (CMEATION DATE = 01-23-~5) 
VARlABl E POP 
MEAN 
VARIANCE 
RAN foE 
SUM 
9962.955 
•••...•... 
368037 .000 
.......... 
VAllO OBSERVATIONS -
VARIABLE GPCDT 
MEAN 
VAR IANC E 
RANGE 
SUM 
158. no 
21d02.517 
1179.554 
24668.327 
VAllO OBSERVATlaNS -
VAR lABlE PT 
MEAN 
VARIANCE 
RANGE 
SUM 
1.142 
0.598 
4.675 
118.224 
VALID OBSERVATIONS -
VARIABLE AU 
MEAN 
VARIANCE 
RA"GE 
SUM 
3272.391 
........ * •• 
12000.000 
510493.000 
VALlO OBSERVATIONS -
156 
156 
1 56 
STD ERROR 
KURTOSIS 
"INIP'lUM 
STD ERROR 
KURTOSIS 
I'IINIMUM 
2713.204 
82.270 
63.000 
MISSING OBSERVATIONS -
11.822 
21.689 
12.274 
MISSING OBSEAVATIONS -
STD ERROR 
KURTOSIS 
"INIMU" 
510 ERROR 
KUATOSIS 
MINIMUM 
0.062 
6.792 
0.102 
"ISSING OBSERVATIONS -
219_078 
0.464 
o. 
156 "ISSING OBSERVATIONS -
o 
o 
o 
o 
01-23-85 
STD DEV 
SKEWNESS 
MAX IMU" 
STD OEV 
SKEWNESS 
MAXiMUM 
S TD DEV 
SKEWNESS 
"AXI"UM 
S TO DEV 
SKEWNESS 
MAXIMUM 
PAGE 
33887.913 
8_2118 
368100.000 
147.657 
4.052 
1191.11211 
0.774 
2.153 
4.776 
2736.2118 
0.743 
12000_000 
6 
..... 
o 
ex-
$PSS eATCH SYSTEM UNIVERSITY Of KANSAS HONEYWELL CONVERSION 
fILE WA TER (CREATION DATE. 01-23-e5) 
VARIABLE 
IIEAN 
VARIANCE 
RANGE 
SUII 
4387.494 
286856.006 
2882.000 
684 "9.000 
VALID OBSERVATIONS -
VARIABLE WEATHER 
IIEAN 
VARIANCE 
RANGE 
SUII 
31.494 
507.d34 
Y9.086 
4913.125 
VALID OBSERVATIONS -
VARIABLE S 
IIEAN 
VARIANC E 
RANGE 
SUH 
3.473 
15.993 
14.500 
541.810 
VALID OBSERVATIONS -
STO ERROR 
KURTOSIS 
IIINIMUM 
42.881 
2.387 
3398.000 
156 HISSING OBSERVATIONS -
156 
156 
STO ERROR 
KURTOSIS 
IIIINIIIIUM 
STO ERROR 
Kl;RTOSIS 
MINIMUM 
1.804 
0.41,9 
7.683 
MISSING OBSERVATIONS -
0.320 
-1.091 
O. 
IIISSING 06SERVATIONS -
o 
o 
o 
01-23-85 
$TO DEV 
SKEWNESS 
MAXIMUM 
STD DEli 
SKEWNESS 
IIAXIIIUII 
STD DEV 
SKEWNESS 
"AX IIWM 
PAGE 
535.5119 
1.053 
6280.00D 
22.535 
1.191 
lD6.769 
3.999 
0.595 
14.500 
7 
...... 
o 
'" 
SPSS UATCH SYSTE~ UnIVERSITY OF KANSlS HONfYW~LL CONVERSION 
fILE WATER (CREATION DATE = 11-06-1141 1 
. .. . . MULTIPLE 
VARIA~LE LIST NU~9ER 1. LISTWISE DELETION OF ~ISSING DATA. 
LOGGPCDT 
LOGPT 
OAII 
LOGI 
.. EATilER 
DS 
ME A:l 
~.81t; 
-/l.on 
0.763 
B.37<; 
31.4"4 
0.4CJ7 
S T 0 DE V 
0.682 
0.655 
0.427 
0.11!! 
22.535 
0.501 
N OF CASES = 156 
CORRELATION 
LOGGPCDT LOGPT 
LC,GGPCDT 1. ':)00 -0.613 
LOGPT -1).613 1.000 
DAII -0.:35 1).0114 
LOGI 0.~58 -0.030 
WEATHER 0.r90 -0.133 
OS 0.162 -0.262 
LABEL 
OAQ LOGI WEATHER 
-1).035 0.058 0.010 
0.084 -0.030 -0.1B 
1.000 0.09Q 0.031 
0.099 T.OOO -0.CJ86 
0.031 -0.Od6 1.000 
-0.029 -0.094 0.144 
REG RES S ION 
OS 
0.162 
-0.262 
-0.029 
-0.094 
0.144 
1.000 
11-06-~4 "'AGE 
...... 
6 
f-' 
f-' 
o 
-, 
I -~ 
i 
SPSS dATCH SYSTE~ U11VERSITY OF KANSAS HONEYWELL CO~1ERSION 11-06-84 PAGE 7 
F1 lE WAlE R (CREATION DIITE .. 11-1)6-84) '£. 1 
. . . . MULTIPLE REG RES S ION * ••• 
EQUAlION NUMBER 1. 
DEPENDeNT VAPIABLE •• LOGGPCDT 
BEGINNING BLOCK NUMBER 1. METHOD: STEPwIse 
STEP "'ULTR RSQ ADJ R SQ F(EQU) SIGf RSQCH FeH SIGCH 
1 0.6133 0._H61 0.3720 92.825 -.oco 0.3761 92.825 -.000 
2 0.6145 0.3776 0.3695 46.418 0.')00 0.')016 0.382 0.537 
3 0.6148 0.3780 0.3657 30.791 0.000 0.n004 0.090 0.764 
4 0.6150 0.3782 0.36 17 22.959 0.000 0.0002 0.043 0.836 
5 0.6150 O.!782 0.3575 18.249 O.OCO 0.0001 0.013 0.910 
VARIABlEIS) ENTERED ON STEP NUMBER 5.. OS 
MUL TI Pl E R 
R SQUAR E 
ADJUSTED R SQUARE 
STA~OAR 0 ERROR 
0.61500 
o. HR23 
C.35750 
0.54648 
R SQUARE CHANGE 
F CHAt,GE 
0.00005 
0.012n 
0.9103 SIGl-ilF F CHANGE 
------------------ VARIABLES IN THE EQUATION ------------------
VARIABLE B se B BETA T SIG T 
LOGPT -C.64011 0.07071 -0.61515 -9.052 -.0000 
LOGI C.21403 0.37895 C.C!692 0.565 0.5nl 
WEATHER -0.63804E-03 0.00200 -0.02109 -0.319 0.7504 
DAQ 0.02151 0.10394 0.01346 0.207 0.8364 
OS C.!l1034 0.!l9160 0.!lC760 0.113 0.9103 
(C ONS TA tIT) 2.97721 3.17~58 0.937 0.3504 
FOR dlOCK NUMRER POUT 1.100 LIMITS REACHED. 
VARIABLE eeTAI,. CORREl 
IN LOGPT 
-0.6133 -0.6133 
IN LOGI 0.0395 0.0579 
-IN WEATHER -0.0196 - 0.0900 
IN OAQ 0.0134 -0.0354 
IN oS 0.0076 0.1617 
ANALYSIS OF VARIANCE 
DF 
REGRESSION 5 
RESIDUAL 150 
-LAIEL - ----- ------- ----._-----
.. _--- -- ----
SU" OF SQUARES 
i7.24969 
44.79549 
--.--------
MEAN SQUARE 
- 5.44994 
0.29864 
F ,. 18.24940 SIGNIF F • 0.0000-
t-' 
t-' 
t-' 
112 
EQUATION (2) 
SPSS BATCH SYSTE" UNIVERSITY Of KANSAS HONEYWELL CONVERSION 
fILE WA TER (CREATION DATE. 01-23-8SlJ-
CASE-N WD POP Fe S VC 
1 30. 1387. 7.00 4. SO 0.15 
2 31. 35000. 5.50 8.75 0.80 
3 36. 870. 6.55 O. 2.46 
4 39. 1966. 6.(10 O. 0.80 
5 44. 1460. 8.50 6.50 0.80 
6 45. Zdl0. 4.00 4.50 1.50 
7 49. 1500. 5.00 O. 0.30 
8 53. 62000. 3.35 4.15 0.54 
9 57. 18000. 3.32 7.87 0.66 
10 63. 3345. 6.(10 8.00 0.80 
1 I 65. 11050. 6.70 9.00 0.36 
12 66. 750. 8.00 O. 0.93 
13 71 • 14700. 6.45 6.00 0.66 
II, 74. 2350. 9.CC 8.00 0.46 
IS 75. 366100. 7.65 LI. 0.46 
16 85. 305. 5.00 7.50 0.50 
17 86. 100000. 3.15 10.30 0.50 
18 88. 255. 6.00 O. 0.40 
19 97. 1634. 10.00 10.00 a.60 
20 98. 4615. 4.00 8.25 0.32 
21 102. 4560. 6.25 9.56 0.75 
Z2 113. 2355. 4.00 8.00 0.80 
23 117. 67000. 9.50 O. 0.98 
24 118. 11500. 7.29 7.29 0.66 
2S 120. 1 22~. 9.25 9.25 0.50 
26 129. 450. 10.00 O. 0.15 
27 143. 90075. 10.14 O. 0.99 
28 145. 18000. 3.10 O. 1.20 
29 150. 300. 16.CC O. 1.50 
30 156. 13055. !l.OC O. 0.93 
31 159. 1143. 7.00 O. 0.93 
WEATHER 
6280. 60.93 
3398. 21.01 
6280. 60.93 
3735. 51.72 
4329. 12.13 
393.1. 50.<19 
4159. 19.15 
4172. 43.65 
5032. 16.96 
4083. 24.61 
4196. 17.99 
3398. 21.01 
5032. 1 ".96 
417 2. 43.85 
5228. 25.07 
6141. 72.02 
4226. 19.72 
4226. 19.72 
4210. n .59 
4226. 19.7l 
40B. 24.61 
4445. 17.41 
3398. 21.01 
4226. 19.72 
4196. 17.99 
4274. 7.68 
3398. 21.01 
522 <I. 25.07 
4416. 8.56 
5032. 16.96 
5032. 16.96 
01-23-85 
GPCDT 
726.98 
70.63 
112.97 
105.64 
94.29 
104.04 
103.01 
137.66 
84.1S 
109.47 
126.31 
84.09 
53.17 
71.23 
157.32 
347.65 
130.33 
78.64 
128.52 
88.41 
145.33 
94.78 
94.19 
124.70 
80.42 
81.48 
90.30 
402.75 
64.81 
66.42 
89.68 
PAGE 6 
I-' 
I-' 
v.> 
SPSS BATCH SYSTE~ UNIVERSITY Of KANSAS HONEYWELL CONVERSION 
FILE WATER (CREATION OATE :r ()1-23-e5) '--
VAR IAIlL E POP 
IIEAN 
VARIANCE 
RANGE 
SUII 
27799.355 
367845.COO 
861780.000 
VALID OBSERVATIONS -
VARIABLE GPCDT 
liE AN 
VARIANCE 
RANGE 
SUI! 
137.077 
17398.226 
673.801 
4249.387 
VALlO OBSERVATIONS -
VAR IABLE VC 
MEAN 
VARIANCE 
RANGE 
SUM 
0.755 
0.210 
2.310 
23.390 
VALID OBSERVATIONS -
VARIABLE FC 
IIEAN 
VAR lANCE 
RANGE 
SUM 
6.829 
7.544 
12.900 
211.700 
VALID OBSERVATIONS -
31 
STD ERROR 
KURTOSIS 
"INIMUM 
STD ERROR 
KURTOSIS 
MINII'UM 
12429.189 
20.602 
255.000 
MISSING OIlSERVATIONS -
23.690 
13.929 
53.174 
31 MISSING OBSERVATIONS -
SH ERROR 
KURTOSIS 
MINIMUM 
0.082 
5.487 
0.150 
31 MISSING OBSERVATIONS -
STD ERROR 
KURTOSIS 
MINIMUM 
0.493 
2.692 
3.100 
31 MISSING OBSERVATIONS -
o 
o 
o 
o 
01-23-85 
STD OEV 
SKEWNESS 
"AX IMUM 
STD DEV 
SKEWNESS 
MAXIMUM 
S TO DE V 
SKEWNESS 
IIAXII1UII 
STD DEV 
SKEWNESS 
MAX PlUM 
PAGE 
69202.795 
4.292 
368100.000 
131.902 
3.570 
726.975 
0.458 
1.881 
2.460 
2.747 
, .121 
16.000 
6 
~ 
~ 
~ 
SPSS BATCH SYSTE~ UNIVERSITY OF KA"SAS HONEYWELL CONVERSION 
F lLE WATER (CREATION OATE = 01-23-85) J-
VARlAI3LE 
MEAN 
VARIANCE 
RANGE 
SUN 
4457.710 
608794.946 
2HZ.COO 
138189.000 
VALID OBSERVATIONS -
VARIABLE WEATHER 
IIEAN 
VARIANCE 
RANGE 
SUI! 
28.639 
336.713 
64.907 
1187.810 
VALID OBSERVATIONS -
VARIABLE S 
IIEAN 
VARIANC E 
RANGE 
SUN 
4.497 
17. 031 
10.300 
139.420 
VALID OBSERVATIONS -
STD ERROR 
KURTOSIS 
MINII4UM 
140.138 
0.707 
3398.000 
31 MISSING OBSERVATIONS -
STD ERROR 
KURTOSIS 
MINIMUM 
3.296 
0.510 
7.683 
31 MISSING OBSERVATIONS -
31 
STD ERROR 
KURTOSIS 
MINIMUM 
0.741 
-1.857 
O. 
MISSING OBSERVATIONS -
o 
o 
o 
01'23-115 
STO DEV 
SKEWNESS 
MAXiMUM 
STD DEV 
SKEWNESS 
"'AX I"'U'" 
STD DEV 
SKEWNESS 
MAXIMUM 
PAGE 
780.253 
0.974 
6280.000 
·'8.350 
1.306 
72.590 
4.127 
-0.040 
10.300 
7 
I-' 
I-' 
Ln 
~P55 uATC" SYSTE~ UNIVERSITY OF KANS~S HONEYWELL conVERSION 
FI LE WA TE~ (CREATION DATE = 11-09-84>?-
.. .. . . MULTIPLE 
VARIA~LE LIST NU~BER 1. LISTwlSE DELETICN OF ~ISSING DATA. 
LIl('GPCDT 
LOGV( 
LOtif( 
LOGI 
.EATIIE.R 
DS 
H OF CASES 
MEAN 
4.756 
-0.446 
1.845 
d.H9 
.28.039 
0.551 
COHRHATION 
LOGGP(DT 
L(JI.GPCDT 
. -
I.COO 
LlluV( -I). ~04 
LuGFC -J.;:6~ 
LOu! 0.<73 
WEATHER 0.412 
OS O. T 28 
srD DEV 
0.585 
0.605 
0.4CO 
0.167 
_.18.35LJ 
0.502 
31 
LOGVC 
-0.604 
1.000 
0.027 
-'J .094 
0.035 
-0.223 
LA!l~L 
LOGFC LOGI WEATHER 
-0.060 0.273 0.412 
O. C27 -0.094 0.035 
1.JOC -0.167 -0.11C 
-0.167 1.000 0.351 
-0.11C 0.351 1.000 
-0.332 0.032 0.ZC8 
REGRESSION 
OS 
0.128 
-0.223 
-1).332 
0.032 
0.208 
1.000 
11-09-'34 PAGE 
. . . . 
6 
f-'. 
f-' 
C1' 
~PSS klATCH SYSTEI' UNIYERSITY OF KANSAS HONEYUELL CONVERSIO~ 11-09-84 
FILE WATER CCREAT ION DATE ,. 11-09-84) '--
,., U L TIP L E REG RES S ION 
EQUATION NUMBER 1. 
DEPE~DENT VARIABLE.. LOGGPCDT 
HEGINNING BLOCK HU~BER 1. METHOD: STEPwISE 
__ STEP MULTR RSQ AOJHSQ fCEQU) _ SIGf RSQCH FeH SIGCH _.VARIABLE BETA II. CORREL 
1 ii.60H 0.3644 0.3425 16.627 o.ceo 0.3644 16.627 0.000 IN LOGVC -0.6037 -0.6037 
2 U.7430 0.5521 0.5201 17.256 o.cee 0.1877 11.732 1).002 IN WE ATHER 0.4335 0.4116 
3 0.7504 0.5651 0.514u __ .11.bUl o.eee 0.011:) ___ 0.682_0.416 IN OS __ -0.1105 _0.1282 
, (;.7528 0.5667 0.5000 8.500 0.000 0.0035 
5 0.7531 0.5671 0.4305 6.550 O.COI 0.0004 
---." _. ---
VARIAbLECS) ENTERED ON STEP NUMBER 5 •• LOGFC 
MULTIPLE R 
R SQuARE 
A~JU)TcD R SQUARE 
STASOARD ERROR 
0.75307 
0.56711 
\1.43053 
0.42181 
R S'lUARE CHANGE 
F CHANGE 
SIGNIF F CHAI;GE 
0.213 0.6411 IN LOGI 0.0642 0.2731 
0.026 0.874 IN LOGFC -0.0227 -0.0599 
-- ---- .. -----_. -- ".- - ------"-_.-
0.00044 
0.02553 
0.H43 
ANALYSIS Of VARIANCE 
Df 
REGRESS ION _ 5 
RESIDUAL 25 
PAGE 7 
___ l.AHH _____ . _____ _ 
SUII OF SQUARES 
5.82720 
4.44810 
!lEAN SQUARE 
___ 1.16544 _ 
0.17192 
F " 6.55021 _______ SIGNIF F ... 0.0005 
------------------ VARIAULES 
VARIA"LE B 
LOGVC -0.6172 d 
WEATIIER c.aoas 
D~ -C.13264 
LUGI '::.21146 
LOIiFC -11.03316 
« OIlS fA N Tl 2.44779 
FO~ "LOCK NUMBER POUT 
I" THE EQUATICN ------------------
SE B 6ETA T SIG T 
o .1324 d -0.t3<!02 -4.659 0.0001 
0.00462 0.43413 2.995 0.0061_ 
0.17179 -0.11369 -0.772 0."73 
0.50448 O.etCH 0.419 0.6787 
0.20750 -0.02266 ___ -0.160 0.8743 
4.27582 0.572 0.5721 
1.100 LIMITS REACHED. 
.... 
.... 
'-I 
118 
EQUATION (3) 
SPSS HATCH SYSTE~ UNiVERSITY Of KANSAS HONEYWELL CCHVE~SION 
'" 
fiLE WATER (CREATION DATE. 01-25-85») 
(ASE-N WD POP S AQ 
1 30. 1387. 4.50 1000. 62dO. 
2 31 • 35000. 8.75 1500. 3398. 
3 36. 870. o. 3000. 6280. 
4 39. 1986. u. 4000. 3735. 
5 44. 1460. 8.50 O. 4329. 
6 45. 2810. 4.50 3000. 3938. 
7 46. -6000. 5.00 o. 4197. 
8 47. 250. 4.00 5000. 3735. 
9 4.:1. 140. o. sooo. 3923. 
10 49. 1500. o. o. 4159. 
11 51. 443. O. o. 4274. 
12 52. 15000. O. 4000. 4196. 
13 53. _62000. 4.15 2000. 4172. 
14 57. 18000. 7.87 5000. 5012. 
15 59. Hao. 8.50 1000. 4426. 
16 60. 470. 3.00 4000. "" . 
17 63. 3345. 8.00 3000. 4083. 
18 65. 11050. 9.00 4000. 4190. 
19 66. 750. o. 3000. 339/\. 
20 71 • 14 700. 6.00 5610. 5032. 
21 72. 345. 3.00 31100. 393~. 
22 74. 2350. 8.00 5250. 4172. 
Z3 75. 368100. o. 7000. 5228. 
24 79. 6615. 7.00 o. 424 j. 
25 85. 305. 7.50 3000. 6141. 
26 86. 100000. 10.30 3000. 4226. 
27 88. 255. O. 1000. 4226. 
28 89. 5800. 11.50 1500. 4600. 
29 97. 1634. 10.00 10000. 421C. 
30 98. 4615. 11.25 2500. 4226. 
31 102. 4560. 9.56 2500. 40d3. 
32 I C5. 12000. O. I). 4698. 
33 113. 2355. 8.00 1000. 444~. 
34 115. 722. 5.00 70CG. 421C. 
35 116. 4500. O. 40(1('. 408.5. 
36 117. 87000. O. 6000. 3398. 
37 118. 11500. 7.29 3000. 4226. 
38 120. 1225. 9.25 5000. 4196. 
39 123. 700. O. 525 o. 4241:. 
40 129. 450. O. O. 4ll4. 
41 138. 1100. <1. 4000. 4083. 
42 143. 90075. O. O. 3391:. 
43 145. 18000. O. JOOO. 5226. 
44 150. 300. O. 6000. 441h. 
45 15 1. 16500. O. 6000. 5032. 
46 155. JU69. O. 5250. 522J. 
WEATHER PNRC 
60.93 0.09 
21.01 0.C6 
6U.93 0.n4 
51.72 0.14 
12.11 0.09 
50.89 0.22 
44.96 0.11 
51.72 0.04 
57.80 0.05 
19.15 C.02 
7.08 0.C4 
17 .99 0.12 
43.85 0.11 
16.96 1'.05 
15.56 0.05 
1 d. 51 C.12 
24.61 0.08 
17.99 0.11 
21.01 0.12 
16.~6 /).09 
50.89 G.15 
43.85 C.ll 
2S.07 0.10 
65.78 t:.21 
72.02 3.45 
19.72 0.08 
19.72 0.48 
10.36 0.11 
72.5 0 0.07 
19.72 0.13 
24.61 0.19 
60.22 0.13 
17.41 C.08 
72.59 0.111 
24.61 0.C4 
21.01 0.04 
19.72 0.07 
17.99 0.10 
~5.78 0.(13 
7.68 0.10 
24.61 0.C7 
21.01 0.04 
2~.07 0.07 
8.56 0.c 1 
16.96 0.ll8 
25.C7 0.[;4 
01-25-85 
GPCDR 
125.93 
70.59 
100.3·1 
53.77 
87.67 
102.25 
46.49 
93.33 
161.43 
60.67 
339.05 
101.71 
66.82 
79.99 
75.85 
71.99 
78.77 
89.07 
80.89 
33.92 
146.62 
62.30 
dl.14 
50.19 
218.36 
94.~4 
75.51 
47 .07 
122.40 
76.60 
d7. j9 
261.11 
78.64 
341.60 
157.20 
67.48 
80.24 
63.41 
143.63 
59.26 
t2.50 
t4.26 
47.18 
52.81 
83.?8 
86.16 
RP 
1.01 
1.34 
2.39 
1.32 
1.86 
1.43 
2.29 
1.40 
1.08 
1.30 
1.42 
0.42 
0.80 
0.66 
1.09 
1.07 
1.44 
0.91 
1.67 
1.15 
0.18 
1.21! 
1.01 
1.60 
0.67 
0.66 
1.11 
1.50 
0.91 
0.7/\ 
1.21 
0.53 
1.33 
O.foO 
0.59 
1.44 
1.29 
1 .43 
0.77 
1.65 
2.65 
2.31 
1. " 
2.47 
0.41 
1.23 
PAGE 6 
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SPSS SATeH SYSTE~ UNIVERSI~Y OF KANSAS HONEYWELL eONVE"SION 
FILE WATER (CREATION DATE. 01-25-85) 3 
CASE -N WO POP S AQ 
'7 156. 13055. o. 5250. 5032. 
'8 159. 1143. O. 3000. S03~. 
49 17' • 63. U. 7500. 408~. 
50 177. 6000. o. 2700. 4083. 
01-25-P.5 
WEATHER PN~e GPCDR 
16.96 0.05 59.78 
16.9~ 0.01 75.46 
24.61 0.05 1(;£.04 
24.61 0.00 i"2.22 
kP 
1.~2 
1.63 
1.49 
1.60 
PAGE 7 
I-' 
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SPSS BATCH SYSTEM UNIVERSITY OF KANSAS HONEYWELL CONVERSION 
FILE WATER (CR[ATIO~ DATE 2 01-25-85) S 
V"RIABLE POP 
IIEAN 
VARIANCE 
RANGE 
SUM 
19S59.5~0 
•.•..•.•.. 
368037.000 
977977.000 
VALID OBSERVATIONS -
VAR IABLE GPC DR 
MEAN 
VARIAflCE 
RANGE 
SUM 
98.960 
~2H.547 
307.675 
4948.005 
VALID OBSERVATIONS -
VARIABLE RP 
MEAN 
VARIANCE 
RANGE 
SUM 
1.263 
0.299 
2.465 
63. 173 
VALID OBSERVATIONS -
VAIIlAIiLE AQ 
MEAN 
VARIANCE 
RANGE 
SUM 
H16.200 
*0 •• ·* •••• 
10000.000 
170810.000 
VALID OBSERVATIONS -
50 
50 
50 
50 
STO ERROP 
KURTOSIS 
'INIMUM 
.. ____ STD ERROR 
KURTOSIS 
M Irll MUM 
7838.097 
33.114 
63.000 
MISSING OBSEP.VATIONS -
9.208 
6.810 
33.923 
MISSING OBSERVATIONS -
STO ERROR 
KURTOSIS 
MINIMUM 
STD ERROR 
KURTOSIS 
MINII'IUM 
0.017 
0.34 5 
0.185 
MISSING OBSER~ATICNS -
322.~53 
O. I 41 
O. 
MISSING OBSERVATIONS -
o 
o 
(J1-2S-1I5 
STD DEV 
SKEWNESS 
"AX BlUM 
S T D DE V 
SKEWNESS 
MAX IliUM 
PAGE 
0.547 
0.530 
2.650 
2280.087 
0.328 
10DOO.OOO 
6 
f-' 
N 
.... 
SPSS BATCH SYSTEM UNIVERSITY OF KANSAS HONEYWELL CONVERSION 
fILE WA TER (CREATION DATE z 01-25-85> 3 
VARIA8LE 
MEAN 
VARIANCE 
UIIGE 
SUM 
4397.700 
429542.827 
288Z.000 
219885.000 
VALID OBSERVATIONS -
VARIABLE WEATHER 
.. EAN 
VARIANCE 
RANGE 
SUH 
31.36Z 
386.451 
64.907 
1568.123 
~ALID OBSERVATIONS -
VAR IABLE S 
MEAN 
VARIANCE 
RANGE 
SUM 
3.668 
15.155 
10.300 
183.420 
VALID OBSERVATIONS -
VARIABLE PNRC 
MEAN 
VARIANCE 
RANGE 
SUM 
0.102 
0.008 
0.H8 
5.087 
VALID OBSERVATIONS -
50 
50 
50 
50 
STD ERROR 
KURTOSIS 
MltllMUM 
STD ERROR 
KURTOSIS 
I'IINI"IlH 
92.6d7 
1.957 
3393.000 
MISSING OBSERVATIONS -
2.780 
-0.633 
7.683 
MISSING OBSERVATIONS -
STO ERROR 
KURTOSIS 
MIMIIIUM 
Sf:) ERROR 
KURTOSIS 
"HHHUM 
0.551 
-1.633 
o. 
MISSING OBSERVATIONS -
0.013 
8.724 
0.004 
HISSI~G OHSERVATICNS -
o 
o 
o 
o 
01-25-85 
STD OEV 
SKEW'lESS 
MAli HUI1 
STD DEV 
SKEWNESS 
MAX IMUM 
S10 DEV 
SKEWNESS 
MAXIMUM 
S TO OEV 
SKEWNESS 
MAX IMUH 
PAGE 
655.395 
1.245 
6280.000 
19.658 
0.897 
72.590 
3.893 
0.336 
10.300 
0.091 
2.671 
0.4~2 
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SPSS ~ATCH SYSTE~ U~IVERSITY Of KANSAS HONEYWELL CONVERSION 11-06-114 
flL E WATER (CREATION DATE 11-06-84) 3 
• * • * I1ULTIPLE REG RES 5 ION ••• * 
VARIABLE LIST ~U~BER 1. LISTWISE DELETION Of I1ISSING DATA. 
MEAN ST D DEV LABEL 
LOGGPCOR 4.476 0.478 
1.0GI 8.387 °n.138 
WEATHER 31.444 19.623 
PNRC 0.103 0.0? 1 
LOGRP O.OH 0.519 
DAQ 0.840 n.370 
DS 0.52C 0.505 
....... _._ .. " ... -
-- - . ---
H Of CASES '" 50 
-. CORRELATIO~ 
LOGGPCDR LOG I WEATHER 
LOGGPCDR 1. !::oo o .10f) 0.437 
LOGI 0.100 1.000 r).123 
WEATHER 0.437 0.123 1.000 
PNRC 0.005 0.090 0.157 
LOGRP -0.476 -0.135 -0.192 
DAQ -0.007 0.156 1).036 
OS -o.coa -0.014 0.184 
PNRC LOGRP 
0.005 -0.476 
0.090 -0.05 
·0.157 
-0.192 
1.000 -0.030 
-0.0~0 1.000 
0.032 -0.285 
0.161 -0.149 
OAQ 
-0.007 
0.156 
0.036 
0.032 
-0.285 
·'.000 
0.127 
OS 
-0.008 
-0.314 
0.1114 
0.161 
-0.149 
0.127 
1.000 
PAGE 6 
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SPSS BATCH SYSTE~ UNIVERSITY OF KANSAS HONEYWELL CONVERSION 11-06-114 PAGE 7 
FILE WATER (CREATI~N DATE a 11-06-84) 3 
. . . . M U L TIP L E REG RES S o H • • • • 
EQUATION NUMBER 1. 
DEPENDENT VARIABLE.. LOGGPCDR 
BEGINNING BLOCK NUMBER 1. METHOD: STEPWISE 
--- STEP 
- MUL TR ---RSO ADJASQ - - rcEOU) - SIGF -- -RSQCH- -- -- - Fet! SIceH 
1 0.4759 0.2265 0.2104 14.054 o.oeo 0.2265 14.054 0.000 
Z 0.5922 0.3507 0.3231 12.693 O.CCD 0.1242 11.992 0.004 
3 0.6090 o. :370S 0.3298 9.037 O.OCD 0.0201 -- t.471 0.231 
4 0.62111 0.3866 0.3321 7.092 o.DoO 0.0158 1.160 0.2117 
5 0.6255 0.3912 0.3<'21 5.655 O.OOD 0.0046 0.3'12 0.567 
6 - 0.6257 0.3915 - 0.3066-----4.611 0.OC1--0.1JOD2 --- 0.017 0.896 
VARtAaLE(S} ENTERED ON STEP NUMBER -6 •• -LOGI - -
MUL TlPL E R 
R SQIlARE 
ADJUSTED R SQUARE 
STAN~ARD ERROR 
0.62568 
0.19148 
0.3)657 
1).39825 
R SQUARE CHANGE 
F C HAr.GE 
SIGt<tF F CHANGE 
0.00025 
0.01740 
0.8957 
-----------.------ VARIABLES IN THE EQUATION ------------------
VARIABLE 
LOGRP 
WEATHER 
DAD 
DS 
PNRC 
LOGI 
(CONSTANT> 
B 
-r..42674 
C.00937 
-0.17813 
-0.11277 
-C.17053 
0.05574 
3.99749 
SE B 
-0.11744 
0.00303 
0.16243 
0.11733 
0.64081 
0.42260 
3.52210 
BETA 
-0.46278 
0.3!444 
-0.13793 
--0.11900 
-0.0705S 
0.01612 
T SIG T 
- - ~3.634 0.0007 
3.oP.9 0.0035 
-1.Cl97 0.2789 
-"0.961 0.3419 
-D.5711 0.5661 
0.132 0.6957 
1.135 0.2627 
FOR bLOCK NUMBER POUT. 1.100 LIMITS REACHED. 
-- VARIABU-a£TAIN--CORREL -i.-ABU-----------------
IN LOGRP -0.4759 -0.4759 
IN WEATHER 0.3591 0.4372 
IN DAQ -- - -0. 1480 ~O.0068 ------ -------------------- -----
IN OS -0.1294 -0.0081 
IN PNRC -0.0693 0.0047 
- IN LOG I -----0.-0161 -o.099T------------------------
ANALYSt 5 OF VAR lANCE 
OF 
6 
43 
REGRESSION 
RES I DUAL 
F • 4.61056 
-------- SUM OF- SQUARES------IIEAN SQUARE 
4.38756 0.73126 
6.82004 0.151161 
SIGNIF F • 0.0011 
f-' 
-N 
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EQUATION (4) 
SPSS dATCH SYSTEM UNIVERSITY Of KANSAS HONEyWEll CONVERSION 
flLE WATE:! (C~EAT 1011 DATE. 01-).4-115) tf 
CASE-N 1010 POP FC S 'Ie 
1 30. 1387. 7.00 4.50 0.15 
2 31. 35000. 5.50 8.75 0.80 
3 3t> • 870. 6.55 o. 2.46 
4 33. 2000. 5.00 10.00 0.46 
5 39. 19d6. 6.00 O. O.dO 
6 44. 1460. 8.50 8.50 0.80 
7 45. 2810. 4.00 4.50 1.50 
8 49. 1500. 5.0U O. 0.30 
9 53. 62001'. 3.35 4.15 0.54 
10 57. 18000. 3.32 7.87 0.66 
11 63. 3345. 6.00 8.00 0.80 
12 65. 11050. 6.70 9.00 0.36 
13 66. 750. d.OC O. 0.93 
14 71 • 14 700. 6.45 6.00 0.66 
15 74. 2350. 9.00 8.00 0.46 
16 75. 3681C[1. 7.65 o. 0.46 
17 85. 305. 5.00 7.50 0.50 
18 86. 100000. 3.15 10.30 0.50 
19 88. 255. 6.00 O. 0.40 
20 97. 1634. 10.00 10.00 0.60 
21 98. 4615. 4.00 8.25 0.32 
22 102. 4560. 6.25 9.56 0.75 
23 113 • 2355. 4.00 8.00 0.80 
24 lIS. 722. 6.00 5.00 0.53 
25 117. 87000. 9.50 O. 0.98 
26 118. 11500. 7.29 7.29 0.66 
27 120. 1225. 9.25 9.25 0.50 
2d 129. 451". 10. CC O. 0.15 
29 131. 250. 10.50 O. 0.46 
30 136. 200. 15.00 O. 1.33 
31 143. 90075. 10.14 O. 0.99 
3l 145. 18000. 3.10 O. 1.20 
33 149. 100. 6.;)0 o. 0.60 
34 ISO. 300. 16.00 O. 1.50 
3S 156. 13055. d.OO O. 0.93 
36 159. 1143. 7.00 O. 0.93 
37 164 • 3000. 14 .00 O. 1.18 
38 174. 63. 12.00 O. 1.00 
WEATHER 
6280. 60.93 
3398. 21.01 
6280. 60.93 
417 Z. 43.85 
3735. 51.72 
4329. 12.13 
3938. 50.89 
4159. 19.15 
4172. 43.85 
5032. 16.96 
4083. 24.61 
4196. 17.99 
.3398. 21.01 
5032 • 16.96 
4172. 43.85 
5228. 25.07 
6141. 72.02 
4226. 19.72 
4226. 19.72 
4210. 72.59 
4276. 19.72 
4083. 24.61 
4445. 17.41 
4210. 72.59 
BY8. 21.01 
4226. 19.72 
4H6. 17.99 
4274. 7.68 
5032. 16.96 
4274. 7.68 
3398. 21.01 
5228. 25.07 
4698. 60.22 
4416. 8.56 
5032 • 16.96 
5032. 16.96 
4426. 15.56 
4083. 24.61 
01-24-85 
GPCDR 
125.93 
70.59 
100.31 
167.10 
53.17 
87.67 
102.25 
60.67 
66.82 
79.99 
78.71 
<19.07 
80.89 
33.92 
62.30 
81.14 
218.36 
94.94 
75.51 
122.40 
76.60 
87.89 
78.64 
341.60 
67.48 
86.24 
63.43 
59.26 
100.00 
96.67 
64.26 
H.18 
SO.OO 
52.81 
59.78 
75.46 
66.67 
102.04 
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SPSS EATCH ~YST~M UNIVERSITY OF KANSAS HO~EYWELL CONVERSION 
FlLE WAlE~ (CREATION DATE ~ 01-24-85) 4 
VAR IABLE POP 
MEAN 
VARIANCE 
RANGE 
SUM 
22845.132 
••••••. ) *. tl 
368037.0nn 
868115.000 
VALID OBSENVATIONS -
VARIABLE GPCOR 
MEAN 
VARIANCE 
RANGE 
SUM 
91.011 
2819.753 
307.675 
3'5J.415 
VALID UBSE~VATIONS -
VAR IABLE VC 
ME AN 
VARIANCE 
RANGE 
SUM 
0.762 
0.192 
2.310 
28.950 
VALID OBSERVATIONS -
VAR IAIILE Fe 
MEAN 
VARIANCE 
RANGE 
51.M 
7.374 
10.221 
12.900 
280.200 
VALID OBSERV_TIONS -
38 
38 
STD ERIIOR 
KURTOSIS 
MINIMUM 
STD ERROR 
KURTOSIS 
IIIIUMU!"I 
10253.167 
25.204 
63.001) 
MISSING OBSERVATIONS -
8.614 
13.798 
33.923 
IIISSING OBSERVATIONS -
ST~ ERROR 
KURTOSIS 
1'1 III IMU)I 
0.071 
4.946 
0.15e 
38 IIISSING OBSERVATIONS -
38 
STD E~ROR 
KU~TOSIS 
MINIMUII 
0.519 
0.78 7 
3.10!) 
MISSING OBSERVATIONS -
o 
o 
o 
o 
01-24-85 
STD DF.V 
SKEWNESS 
MAXIMUM 
STD DEV 
SKEWNESS 
MAX IHUM 
S TO DEV 
SKEWNESS 
MAXIMUM 
STO DEV 
SKEWNESS 
MAXIMUM 
PAGE 
63204.766 
4.744 
368100.000 
S3.101 
3.376 
341.597 
0.439 
1.737 
2.460 
3.197 
0.980 
16.000 
6 
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SPSS BATCH S1STE~ uniVERSITY OF (ANSAS HONEYWELL CONVERSION 
fILE WATER (CREAT ION DATE • 01-7.~-85) <; 
VARIABLE 
MEAN 
VARIANCE 
RANGE 
SUM 
~~49. 579 
512 .. ZZ.629 
21182.000 
16908~.000 
VALID OBSERVATIONS -
VARIABLE WEATHER 
MEAN 
VARIANCE 
RANGE 
SUM 
29.718 
377.844 
64.907 
1129.286 
VALID OBSERVATIONS -
VARIABLE S 
MEAN 
VAR lANCE 
RAlIGE 
SU~ 
4.064 
17.175 
10.300 
1 5~.420 
VALID OBSERVATIONS -
38 
STD ERROR 
KUQTOSIS 
"1;jI~UH 
STD ERROR 
KURTOSIS 
~INI~UH 
116.147 
1.250 
3398.000 
MISSING OBSERVATions -
3.153 
-0.063 
7.6d3 
38 MISSING OOSERVATIO~S -
38 
STD ERROR 
KURTOSIS 
"'1~I"U" 
0.672 
-1.80~ 
O. 
MISSING OBSERVATions -
o 
o 
o 
01-2~-1!5 
STD DEV 
SKEWNESS 
~AX1 '1UM 
STD DEV 
SKEWNESS 
~AXI"UM 
STD DEV 
SKEWtCESS 
"AXIMUM 
PAGE 
715.977 
1.053 
6280.000 
19.4311 
1.119 
72.590 
4.144 
0.186 
10.300 
7 
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SP5. uATCH SYSTE~ UNIVERSITY Of KANSAS HONEYWELL CONVERSION 
fiLE lolA TE R (CREATION DATE = il-~9-84)Lt 
. !III.... MULTIPLE 
VARIAblE liST NU~~ER 1. LIST~ISE lElETION Of ~ISSING DATA. 
L(jGGPCO R 
LOGvC 
lOGH 
LOGl 
"EATHER 
DS 
HEAt. 
4.414 
. -0.423 
1.91C 
8.589 
Z9.71e 
0.526 
N Of CASES .. 
CORRElAT lOll 
LOGGPCDR 
lO(jGPCOR 1. cno 
LOIJVC -0.112 
LUGf( -0.G93 
LOG! a.17:) 
.EA T.,EI> 0.e12 
OS 0.345 
STP PEV 
0.416 
0.577 
0.427 
0.153 
38 
19.438. 
0.506 
LOGVC 
-0.11 2 
1.00u 
0.161 
-C.llC! 
-0.062 
-0.278 
lAUEL 
LOGH 
-!I.093 
0.161 
1. 000 
-:1.133 
-0.233 
-D.Ha 
LOG! 
.0.170 
-0.110 
-0.133 
1.000 
0.2dO 
-0.007 
WEATHER 
0.612 
-0.062 
-e.233 
o • .:~o 
1. 000 
0.261 
REG RES S ! 0 N 
os 
0.343 
-0.278 
-0.448 
. -:l.J07 
0.261 
1.000 
11-09-84 PAGE 
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.PSS UATCH SYSTEM U~IVERSITY OF ~ANSAS HO~EY~ELL CO~VERSION 11-09-114 PAGE 
fILE WATER (CREATIO~ DATE = 1'-(J9-84J 4 
• * lit • H U L TIP L E REG RES S ION . . . . 
EQUAT1UN llUHBER 1. 
DEPEnDENT VARY_OLE •• LC,;uPC DR 
HEGl~NlNG OLOCK NUMBER 1. METHOD: STEFWISE 
STEP. "ULTR RSQ ADJRSQ f( EQU) SIGF RSQCH FeH SIGCH 
1 0.6117 0.3742 0.3568 21.527 O.CCO 0.3742 21.527 0.000 
2 0.0406 0.4104 0.3767 12.131 O.CCC 0.0362 2.149 0.152 
3 (j.!>S62 .0.4306 0.3804 .8.571 _0.00:1 .0.0202 . ___ 1.207 0.280 
4 0.6Sl0 0.4317 0.3628 6.266 O.COI 0.0011 0.061 0.806 
5 0.6575 0.4324 0.3437 4.875 0.:JC2 0.0007 0.038 0.iI46 
VARIAHLECS) ENTERED ON STEP NUM~ER 5 •• LJGVC 
M<lLTIPLE ~ 
R SIJUAk E 
ADJUSTED R SQUARE 
STAlI~ARD ERROR 
0.65753 
0.43235 
0.34366 
c.330!!9 
------------------ VARIABLES 
VARI~bLE () 
.. EAT .. E~ G.:.J1223 
OS C.21448 
LIJGFC 0.16149 
LOGI 0.083b9 
LOGVC -').01971 
« 13';$1 AN Tl 2.7172.1 
FOR dLOCK ~UMDER POUT 
R SQUARE CHANGE 
F CH_NGE 
SIG~IF F CHA~GE 
0.00068 
0.03829 
0.0461 
IN THE EQUATICN ------------------
SE 13 eETA SIG T 
0.00310 0.57176 3.940 J.OOC4 
0.12953 0.26C99 1.6560.H'75 
0.14758 0.16577 1.094 0.2820 
0.38324 0.03(J93 0.219 0.8281 
0.10075 -0.02736 -0.196 0.8 /.61 
3.Z444J 0.~99 0.3753 
1.100 LIMITS REACHED. 
VAR tABLE BETAIN CDRREL 
IN WEATHER 0.6117 0.6117 
1'1 
1:'l 
1'1 
l'l 
DS 0.1971 0.3434 
.LOGF( .0.1605 -0.0927 
LOGI 0.0343 0.1702 
LOGVC -0.0274 -0.1123 
ANAL' SIS CF VARIANCE 
OF 
REGRESSION 5 
qESIDUAL 32 
.l.ABEL .•.• ___ ._._ 
SUH Of SIIUARES 
2.76625 
3.63191 
.F " 4.87457 SIGNIF F 0.0020 
"EIIN SIIUARE 
0.55325 
0.11350 
...... 
w 
o 
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EQUATION (5) 
SPSS ~ATCH SYSTF.M UN I V E R S I TV O. K_NS_S HONEYWELL CONVERSION 
FILE W_ TER (CREATION DHE 01-25-35) S 
CASE-rl WD POP FC S VC 
1 30. 1387. 7.00 4. SO 0.15 
2 31. 351100. s.se 8.75 0.80 
3 36. 870. 6.55 O. 2.46 
4 39. 1986. 6.00 O. 0.80 
5 44. 1460. 8.50 8.50 0.80 
6 45. 2810. 4.00 4.50 1.50 
7 49. 1 ~OO. 5.00 G. n.30 
8 53. 62COO. 3.35 4.15 0.54 
9 57. 16UOO. 3.32 7.67 0.66 
10 63. 3345. 6.00 8.00 0.80 
11 65. 11050. 6.70 9.00 1).36 
12 66. 750. 8.00 O. 0.':>3 
13 71. 14700. 6.45 6.00 0.1>0 
" 
74. 2350. 9.00 8.00 0.46 
15 75. 36811)0. 7.65 U. 0.46 
16 85. 305. 5.00 7.50 0.5r) 
17 d6. 100000. 3.15 1::1.30 0.5D 
18 88. 255. 6.00 O. 0.40 
19 97. 1634. 10.00 10.00 0.60 
20 98. 4615. 4.00 8.25 'J.:3 2 
21 102. 4560. 6.25 9.56 0.75 
22 113. 2355. 4.00 8.00 0.30 
23 117 • 8700(1. 9.50 I). 0.98 
24 11 d. 11 500. 7.29 7.29 0.66 
25 120. 1225. 9.25 9.25 0.50 
26 129. 450. 10. CO O. 0.15 
27 143. 90075. 10.14 O. 0.99 
28 145. 18000. 3.10 O. 1.20 
29 150. 300. 16.00 O. 1.50 
30 156. 13055. 8.00 O. 0.93 
31 159. 1143. 7.00 O. 0.93 
WE_THER 
6160. 60.93 
3398. 21.(11 
6~80. 60.93 
3HS. 51.72 
4H9. 12.13 
W38. 50.89 
4159. 19.1S 
4172. 43.115 
SOH. 16.~6 
4083. 24.61 
4196. 17.°9 
3398. 21.Cl 
S032. 16.96 
4172. 43.85 
5U8. ~S.r7 
61 '.1 • 72.02 
4226. IY.ll. 
4226. 19.72 
4210. 72. )9 
4226. H. 72 
4083. 24.61 
4445. 17.41 
339P. 21.01 
4226. 19.72 
4196. 17.99 
4274. 7.':'8 
339!!. 21.01 
5228. 25.07 
4416. 6.56 
5032. 16.96 
5032. 16.96 
01-25-85 
GPCDR 
125.93 
7C!.59 
101l.31 
53.77 
87.67 
102.25 
60.67 
66.87 
79.99 
.. 78.77 
89.!)7 
80.!I~ 
33.92 
62.30 
El.14 
21d.36 
94.94 
75.51 
122.40 
76.60 
87.89 
76.64 
67.411 
86.24 
63.43 
59.2~ 
64.21> 
47.1S 
52./11 
59. i8 
75.46 
PAGE 6 
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SPSS ~ATCH SYSTE~ UNIVERSITY Of KANSAS HONCYWEll CONVERSION 
fILE WATER (C~EATlON DATE = 01-26-85) :, 
VAA IAlllE POP 
"EAN 
VARIANCE 
RANG~ 
SU" 
27799_355 
.........• 
367<!45.000 
8617SC.000 
VALID OBSERVATIONS -
VARIABLE GPCDR 
"EAN 
VARIANCE 
RANGE 
SU" 
iD. 7~5 
HJ51.906 
184.438 
2S04.340 
VALID OBSERVATIONS -
VARIAblE VC 
"~AH 
VARIANCE 
RANGE 
SUM 
0.755 
0.210 
2.310 
23.390 
VALID OBSERVATIONS -
VAR IABlE Fe 
"EAN 
VAR IANC E 
RANGE 
SU" 
6.829 
7.544 
12.900 
211.700 
VALID OBSERVATIONS -
31 
31 
31 
STD ERROR 
KURTOSIS 
"INIMUII 
STO ERROR 
KURTOSIS 
"IN IIIur4 
12429.189 
20.602 
255.000 
"ISSING OBSERVATIONS -
5.825 
10.43S 
33.923 
MISSlnb OBSERVATIONS -
5TO ERROR 
KURTOSIS 
"W 1I4UII 
STO ERROR 
KURT05I~ 
·IIINIMUl1 
0.082 
5.487 
0.15:1 
~ISSING OGSERVATIONS -
0.4Q3 
2.,,92 
3.1(( 
31 HISSING OBSERVATIONS -
o 
o 
o 
o 
01-26-!l5 
S T 0 De v 
SKEWNESS 
IIAXIIIUM 
S TO ··OEV 
SKEWNESS 
""X IMUr4 
STO OEV 
SKEWNESS 
HAxlHUII 
S TO DE\! 
SKEWNF~S 
MAXIMIlM 
PAGE 
69102.795 
4.292 
368100.000 
.- 32.433 
2.671 
218.361 
0.458 
1.881 
2.460 
2.747 
1.121 
16.000 
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SPSS dArCH ~YSTEM UNIVERSITY OF KANSAS HONEYWELL CGNVER~IO~ 
FILE WATfR (CREAT ION DATE· 01-26-85) 5 
VA RlABLE 
"EAN 
VARIANCE 
RANGE 
SUM 
4457.710 
608794.946 
2d<!2.000 
138 T 1!9. 000 
VALID OBSERVATIONS -
VARIABLE WEArHER 
I'!EA" 
VARIANCE 
RANGE 
SUM 
28.639 
336.713 
64.907 
887.810 
VALID OBSERVATIONS -
VARIABLE S 
"EAN 
VARIANCE 
RANGE 
SUM 
4.497 
17.031 
10.300 
139.420 
VALID OBSERVATIONS -
!1 
sro ERROR 
KLRTOSIS 
MI!lIHUH 
STP ERROR 
KURTOSIS 
MINIMUI1 
140.13~ 
0.707 
3398.000 
"I551N5 OBSERvATIONS -
3.296 
0.510 
7.,,83 
31 MISSI~G OBSEQVATIONS -
31 
STO ERROR 
KU'!TOSIS 
M I:II:~UH 
0.741 
-1.d57 
0_ 
MISSING OBSERVA",IONS -
o 
o 
o 
01-26-d~ 
STD OEV 
SKEIINfSS 
MAXl HUH 
STP PEV --
SKEWNESS 
MAXIMUH 
STD DEV 
SKEWNESS 
MAX IMUM 
PAGE 
780.253 
0.974 
6280.000 
18.350 
1.306 
72.590 
4.127 
-0.040 
10.300 
7 
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SPSS eATCH SYSTE" UNIVERSITY Of KANSAS HONEYWELL CONVERSION 
IlLE WATER (CREAT ION DATE • 11-11-84) :5 
• • • • M U L TIP L E 
--VARIAeLE LIST NU"9ER - 1. LISTwlSE DELETION Of MISSING DATA. 
LOGGPCOT 
LOGVC 
MEAN STD DEV 
3.996 1.770 
-0.446 0.605 
LOGFC------- -, .845 ---0.400 
LOGl 8.389 0.167 
~EATHER 28.639 '8.350 
LABEL 
- D5--- 0.581 ----- 0.502 --- -------
H OF CASES. 31 
CORRHA TlON 
A E G R E $ S 1 0 H 
- ----- -----LOGGPCDT ----- LOGVC ----"OGFC ---- ----lOGI-- WUTHER - DS -
LOGGPCOT 
-- LOGIIC 
LOGfC 
LOGI 
"EATHER 
OS 
1.COO 
- -0.381 
-0.231 
-0.040 
0.185 
0.441 
-0.381 
- - 1.000 
0.027 
-0.094 
0.035 
-0.223 
-0.231 
-----0.027 
1.000 
-0.167 
-0.040 
-------0.094 
-0.167 
-- - - - O. 11 C -- -
1.000 
-0.351 
0.032 -0.332 
0.1115 
0.035 
-0. t t 0 
0.351 
1.000 
0.208 
0.441 
-0.223 
-0.332 
0.032 
---0.208 
1.000 
11-11-054 PAGE 6 
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SPSS ~ATCH SYSTEM UNIVERSITY OF KANSAS HONEYWELL CONVERSION 11-11-<14 PAGE 7 
FILE WATER (CREATION DATE • 11-11-8') 1) 
• • • * M U L T P L E REG I E $ S ION .. . .. .. 
EQUATION NUMBER 1. 
DEPENDENT VARIABLE.. LOGGPCDT 
-~E'INNING BLOCK NUMBEI 1. METHOD: STEPwiSE 
STeP !lULT" RSQ ADJR SQ F(EQU) SlGF RSQCH feH S IGtH 
, . -0.4409 0.1944 -0.1666 .. -. 6.997 0.013 0.1944 - -~.997 0.013 . IN 
VARIABLE BETAIN CORREl 
DS . 0.4409 -- 0.4409 
lAB!_I: ____________________ . __ 
Z 0.5279 0.27117 0.22 71 5.408 0.010 0.0843 3.272 0.081 
3 0.5415 0.Z933 0.2148 3.735 0.023 0.01'6 0.558 0.461 
·'·-0.5579 0.3" 2 0.2053 --.- --2.937 0.040 -0.0179 --0.677 0.4111 
5 0.5716 0.3268 0.1921 2.4Z7 0.063 0.0156 0.5711 0.454 
VARIABLE(S) ENTERED ON STEP NUMBER 5 •• LOGFC 
-•. MUl TlPlE R 
R SQUARE 
ADJUSTED R SQUARE 
STANDAR D EAROR 
0.57165 
0.326711 
0.19214 
. -'.59060 
A SQUARE CHANGE 0.01556 
f CHANGE 0.57783 
-----SIGNIf f CHANGE -- 0.4543 
--:;.-------~----;;.- VAR IABLES ··IN THE EQUA TIOH ---------------
VARIABLE B SE B BETA T SIG T 
DS 1.02090 0.64780 0.28937 1.576 0.1276 
LOGVC -0.911099 0.49958 -0.33~3Z -1.964 0.06011 
,;EATHER -0.01745 - - 0.01743 --·--0.18091 - .... , .001 0.3265 
LOGI -1.77'66 1.90235 -0.16743 -0.933 0.35911 
LOGFC -0.594 dO 0.71l24d -0.13444 -0.760 0.4543 
(CONSTANT)· ·'8."9811 .--- 16.12365 .- --··'.144 0.2633 
fOR BLOCK NUMBER POUT. 1.100 LIMITS lEACHED. 
IN 
IN 
IN 
IN 
LOGVC -0.29711 -0.31112 
WEATHER 0.1240 0.1d52 
lOG I --- :;'0. "" --0.0404 
LOGFC -0.1344 -0.2314 
ANALYSIS Of VARIANCE .-. --
Df SUM·Of SQUARES 
REGRESSION 5 30.70193 
. -. RESIDUAL - .--- ----25 -·--------·-·--63.250111 
F • 2.42702 SIGNlf F • 0.0634 
MEAN SQUA liE 
6.14039 
- ---- -. -2.53001 
I-' 
W 
Q'\ 
137 
EQUATION (6) 
SPSS BATCH SYSTEM UNIVERSITY OF KANSAS HONEYWELL CONVERSION 
FILE WA TE R (CREATION DATE· 01-26-85) t 
CASE-N WD POP FC VC 
1 30. 1387. 7.00 4.50 0.15 
2 31. 35 oo~. 5.50 11.75 0.11'1 
3 36 •. 870. 6.55 O. 2.46 
, 39. 1986. 6.00 O. 0.80 
5 44. 1460. 8.50 8.50 0.80 
6 45. 2810. 4.0C 4.50 1.50 
7 49. 1500. 5.00 a. 0.30 
8 53. 62000. 3.35 4.15 0.54 
9 57. 18000. 3.32 7.87 0.66 
10 C.3. 3345. 6.00 8.00 0.80 
11 65. 11050. 6.7e 9.00 0.36 
12 66. 750. 8.00 O. 0.~3 
13 71. ··14700. ·6.45 6.00 0.66 
14 74. 2350. 9.00 8.00 0.46 
IS 75. 368100. 7.65 G. 0.46 
16 85. 305. 5.00 7.50 0.50 
17 86. 100000. 3.15 10.30 0.50 
18 88. Z55. 6.00 O. 0.40 
19 97. 1634. 10.00 10.00 0.60 
20 98. 4615. 4.00 8.25 C!.32 
21 102. 4560. 6.25 ~. 56 0.75 
22 10. 2355. 4.00 8.00 0.110 
23 117. 87000. 9.50 O. 0.18 
24 I I 8. 11500. 7.29 7.l9 0.66 
2S lZ0. 1225. 9.25 9.25 0.50 
26 129. 450. 10. CC U. 0.15 
27 143. 90015. 10.14 C. 0.'/9 
28 145. 18000. 3.10 G. 1 • .!0 
29 150. 300. 16.00 O. 1 • ~ 0 
30 156. 13055. 8.00 C!. 0.'13 
31 159. 1143. 7.00 O. 0.93 
WEATHf Q 
6280. 60.93 
3398. 21 • ~ I 
62 dO. 60.Cf3 
37 35. 51.72 
4329. 12.13 
3938. 50.89 
4159. 19.15 
4172. 43.35 
5032. 16.9C. 
4083. 24.61 
4196. 17.99 
B98. 21.01 
5032. ··16.96 
4172. 43.i15 
5228. Z5.!l7 
6141. 72.02 
4226. 19. i2 
4226. 19.72 
4l10. 12.59 
4:?Zb. 19.72 
LIJ A 3. 24.61 
4445. I 7.1, I 
3398. 21.01 
4226. 1~.72 
4196. 11.99 
4274. 7.68 
33;18. 21.01 
5228. 25. C 7 
4416. 8.56 
5032. 16.96 
SOH. 16.96 
01-26-d5 
GPCDT 
601.c!4 
0.04 
12.66 
51.87 
6.62 
1.79 
42.34 
70.86 
4.17 
30.69 
37.24 
3.20 
19.25 
8.94 
76.1/i 
129.29 
35.38 
3.13 
6.12 
I I .81 
51.'4 
16.14 
lC..70 
38.46 
16.99 
Z2.22 
26.04 
355.57 
12.00 
6.64 
14.22 
PAGE 6 
.... 
LoJ 
co 
SPSS BATCH SYSTEY U~IVE~SITY OF KANS_S HONEYWELL CONVERSION 
fILE WAr~R (CREATION DATE • 01-26-85l~ 
VAAIAtlLE POP 
NEloN 
VARIANCE 
RANGE 
SUN 
27799.355 
•..•..•..• 
367d'5.COO 
86178C.OOO 
VALID OBSERVATIONS -
VAR UtlLE GPe or 
MEAN 
VAR lANe E 
RANGE 
SUM 
56.292 
14451.049 
6el.006 
1145.048 
VALID OBSERVATIONS -
VARIAtlLE VC 
MEAN 
VARIANCE 
RANGE 
SUM 
0.755 
0.210 
2.310 
23.390 
VALID OBSERVATIONS -
VAR !ABLE FC 
MEAN 
VARIANCE 
RANGE 
SUM 
6.829 
7. ~44 
12.9r10 
211.700 
VALID OBSERVATIONS -
31 
31 
31 
sro ERROR 
KURTOSIS 
"ININUN 
STD ERROR 
KURTOSIS 
MINIMUM 
12429.189 
20.602 
255.00C 
HISSING OBSERVATIONS -
21.591 
15.~35 
O.'1H 
HISSINb OBSE~VATIONS -
STO ERROR 
KURTOSIS 
MINIHUH 
srD ERROR 
KURTOSIS 
. "I N IliUM 
0.082 
5.487 
0.15t! 
NISSI~G OB~E~VATIO~S -
U.493 
2.692 
3.1Cr 
31 III~SING OBSERI/AT IO~IS' -
o 
o 
o 
01-26-85 
STO OEV 
SKEwNESS 
HA~IIIUM 
STO OEV 
SKEIo:NESS 
NAXIIIUI'1 
PAGE 
0.'58 
1.881 
2.460 
2.747 
1. 121 
16.000 
6 
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SPSS UATCH SYSTf.~ U~IVEq5ITr or KANSAS ~ONE'WELL CONVERSION 
fILE WA TER (CREATION DATE 2 01-26-85) h 
VARIAULE 
MEAN 
VARIANCE 
RANGE 
SUM 
44Sl.ll0 
608794.946 
2eU.COO 
138189.000 
VALID OBSERVATIONS -
VARIABLE WEATHER 
MEAN 
VARIANCE 
RANGE 
SUM 
28.639 
336.713 
64.907 
8e7.810 
VALID OBSERVATIONS -
VARIABLE 5 
MEAN 
VARIANCE 
RANGE 
SUM 
4.497 
17.031 
10.300 
139.420 
VALID OBSERVATIONS -
- - 31 
STO ERROR 
KIiRTOSIS 
MINIMUM 
STO ERRIJA 
KURTCSIS 
PlINIPlU'1 
14'1.na 
0.7'17 
3398. DaD 
PlISSING ORSERVATloNS -
3.296 
0.510 
7.683 
31 "I~SING '1BSEQVATIONS -
31 
STD ERR()R 
KuRTOSIS 
~INI"UM 
0.741 
-1.857 
O. 
MISSING OBSERVATIONS -
o 
o 
o 
01-26-.'15 
S TO OEV 
SKEWNESS 
MA~ IMU:1 
STO DEY 
SKEIoINES; 
P'lAXIMUPI 
ST') OEV 
SK~WNESS 
P'lAXII!UP'I 
PAGE 
780.253 
D.974 
6280.000 
HI.350 
'i.306 
72.590 
'.127 
-0.040 
11).300 
7 
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SPSS BATCH SYSTEM UNIVERSITY OF KANSAS HONEYWELL CONVERSION 
fILE WATER (CREATION DATE. 11-11-84>6 
.... MULTIpLE 
VARIABLE LIST NUMBER 1. LISTWISE DELETION OF MISSING DATA. 
MEAN S TO DE V 
L066PCDT 3.142 1.372 
LOGVC -0.446 0.605 
-LOGFC --'.845 - ---- 0.400 
LOGl 8.389 0.167 
WEATHER 211.639 111.350 
--0$ - ----- 0.581 -- 0.502 
N OF CASES. 31 
CORRELATION 
LO"PCDT 
- -LOGYC 
LOGFC 
LOGI 
WEATHER 
DS 
LOGGPCDT LOGYC 
1.000 -0.555 
--0.555 --- 1.000 
0.019 0.027 
0.116 -0.094 
0.201 0.035 
O. 113 -0.2 2S 
LABEL 
LOGFC LOGI WEATHEII 
0.019 0.116 0.201 
---0.027 
--0.094 0.035 
1.000 -0.167 -0.110 
-0.167 1.000 0.351 
-0.110 0.351 1.000 
-0.332 0.032 0.208 
REG R E $ S rON 
DS 
0.113 
-0.223 
-0.332 
0.032 
0.208 
1.000 
11-11-114 "AGE 
* • • • 
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SPSS DATCH SYSTEII UNIVERSITY Of KANSAS HONEYWELL CONVERSION 11-' 1-84 PAGE 7 
fiLE WA TER (CREATION DATE. '1-1'-d4) b 
. . . . MULTIPLE R E , RES S ION • ••• 
EQUATION NUMBER 1. 
DEPENDENT VARIABLE.. LOGGPCDT 
---BEGINNING BLOCK NUMBER 1. METHOD: STEPwISE 
STEP MULTR RSQ ADJRSQ f(EQU) SIGF , 11.5554 -0.3C84 0.2846 - 12.934 0.001 
1 0.5976 0.3571 0.3112 7.777 0.002 
3 0.6007 0.3608 0.2898 5.081 0.006 
4 0.6022 -0.3626 0.2645 3.698 0.016 
5 0.6023 0.3628 0.Z353 Z.847 0.036 
-SQCH 
0.3084 
0.04117 
0.0037 
0.00'8 
0.0002 
FeH 51GCH 
- -, 2.934 0.001 
2.1200.156 
0.157 0.695 
0.072 0.79, 
0.007 0.932 
VARIABLE(S) ENTERED ON STEP NUMBER 5.. LOGI 
-- MULTIPLE R 
R SQUARE 
ADJUSTED R SQUARE 
--- STANDARO ERROR 
0.60231 
0.36278 
0.23534 
- 1.20001 
R SQUARE CHANGE 
f CHANGE 
- SIGNIf F CHANGE 
0".00019 
0.007106 
0.9319 
--""~----;..----------- VAR fABLES IN THE EQUATION ---------------.-
VARIABLE B SE B BETA T SI G T 
LOGVC -1.31092 0.37690 -0.57784 -3.478 0.0019 
WEATHER 0.01809 0.01315 0.24186 1.375 0.11115 
OS -0.13994 0.48873 -0.05115 -0.286 0.7770 
LOGfC 0.14442 0.59033 0.04210 0.245 0.80117 
lOGI -0.12394 1.43521 -0.01508 -0.086 0.9319 
(CONSTANT) 2.89312 '2.'6431 0.238 0.8139 
FOR BLOCK NUMBER POUT. 1.100 LIMITS REACHED. 
IN: -
IN: 
INZ 
IN: 
IN: 
VAR !ABLE 
LOGVC 
WEATHER 
DS 
LOGFC 
LOGI 
ANALYSIS OF 
REGRESSION 
RESIDUAL 
SETA IN (OIlREl 
-0.5554 -";0.5554 
0.22011 0.2009 
-0.0641 0.1134 
0.0446 --0.0195 
-0.015' 0." 56 
VARIANCE 
DF 
5 
--25 
LABEL 
SUM 0' SQUARES 
ZO.49573 
-- -- ---36.00064 
F • 2.114658 SIGNlf f • 0.0362 
---_.- -.-- ------
MEAN SQUA AE 
4.09915 
-'.44003 
t-' 
.l>-
N 
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EQUATION (7) 
SPSS UATCH SYSTEM UNIVERSITY OF K~NSAS HONEYWell CONVERSIJN 
FILE WATER (CREAT lOll DATE .. 01-2:'>-85) 7 
CASE-N WD pOP FC VC 
1 31 • 35000. 5.50 8.7~ O.I!Q 
2 44. 1460. 8.50 8.50 0.3,' 
3 4,). 2810. 4.00 4.50 1.:;0 
4 5.1. 62000. 3.55 4. n 0.54 
5 57. ldOOO. 5.32 7.U 0.66 
6 65. 3345. 6.DO 11.00 O.~I) 
7 65. 11050. 6.?O '1.0'1 0.56 
8 66. 750. 8.UO O. 0.91 
9 71. 14700. 6.45 6.01) 0.66 
10 74 •. . 2350. -.-.. ' 9.00 8.0!) .. 0.46 
11 86. 100000. 5.15 lD.30 0.50 
12 97. 1634 • 10.0J 10.00 0.60 
13 9d. 4615. 4.(0 !S.25 0.32 
14 117. 87000. 9.50 O. 0.98 
15 120. 1225. ?25 9.25 0.50 
16 145. 90075. 1 O. 14 O. 0.99 
WEAr HE R 
3398. 21.01 
4329. 12.15 
39311. SO.S'} 
4172. 43. /15 
5U32. 16.'16 
4083. 24.61 
4196. 17 .99 
35'18. 21 • '11 
5052. 16.911 
4172 • . 43.d5 
4n6. 19.72 
4~10. 72.5<l 
4226. 19. n 
33"8. 21. ')1 
4''16. 1 7. '19 
3398. 21.Ul 
01-26-85 
GPCDT 
"'8.59 
111.00 
369.81 
173.71 
107.41 
2U7.64 
1,6.10 
36.02 
53.25 
141.51 
188.2~ 
1 ~ d. 72 
199.U. 
117.85 
105.88 
111.51 
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SPSS BATCH SYSTE~ UNIVERSITY or KANSA5 HONEYWELL CONVERSION 
fiLE WATER (CREATION OATE s 01-26-85) l 
VARIABLE POP 
"EAN 27250.875 
vARIANCE •...•..... 
RANGE 99250.1100 
SUfI 436014.000 
VALID OBSERVATIONS -
VARIABLE GPCDT 
"EAN 
VARIANCE 
RANGE 
SUM 
150.1,09 
5193.637 
316.564 
2406.546 
VALID OBSERVATIONS -
VARIABLE VC 
HE AN 
VAR IANC E 
RANGE 
SUM 
0.712 
0.088 
1.1 dO 
11.400 
VALID OBSERVATIONS -
VARIABLE FC 
"EAN 
VARIANCE 
RANGE 
SUM 
6.679 
6.607 
6.990 
106.860 
VALID OBSERVATIONS -
STO ERROR 
KURTOSIS 
HINIHUM 
9033.435 
-0.141 
750.000 
16 MISSING OBSERVATIONS - 0 
16 
STO ERROR 
KURTOSIS 
~INIHU:-I 
STD ERROR 
KURTOSIS 
HINIP'lUM 
18.017 
5.362 
53.248 
HISSING OBSERVATIONS -
0.074 
2.041 
0.32C 
16 ~ISSING OBSERVATIQUS -
STO ERRJR 
KURTOSIS 
HI"IHUH 
0.643 
-1.596 
3.IS!) 
16 HISSING OBSEQVATIONS -
o 
l) 
o 
01-26-~5 
STO OEV 
SK~W'HSS 
M"""11l1! 
STO DEV 
SKE\lNESS 
MAXIMUM 
S TIl OEV 
SKEWNESS 
:-lAX IHUH 
S TI) OE'I 
SJ(i:WNESS 
MAXIHUM 
PAGE 
36133.738 
1. Ul 
100']00.JOO 
72.067 
1."17 
369.1312 
0.297 
1.153 
1.500 
2.570 
-0.1193 
10.140 
6 
I-' 
~ 
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SPSS BATCH SYSTEM UNIVERSITY OF KANSAS HONEYWELL CONVERSION 
fILE WA TER (CREATION DATE .. 01-26-85) I 
VARIAeLE 
MEAN 
VARIANCE 
RANGE 
SUM 
40H.750 
257179.267 
1634.000 
654 G4. 000 
VALID OBSERVATIONS -
VARIABLE WEATHER 
MEAN 
VARIANCE 
RAIIGE 
SUM 
. 27.581 
270.124 
60.462 
441.298 
VALID OBSERVATIONS -
VAR IABLE S 
MEAN 
VAliiANCE 
RANGE 
SUM 
6.411 
13.027 
10.300 
102.57C 
VALID OBSERVATIONS -
16 
16 
16 
STO ERROR 
KURIOSIS 
MINIMUH 
STO ERROR 
KU~TOSIS 
MIIIIMUM 
126.7d2 
n.053 
B91!.JOil 
"iSSIIIG OBSERVATIONS 
4.109 
2.046 
12.129 
MI5SING ODSER~ATIOIIS -
STD ERROR 
KURIOSIS 
MINI"UM 
0.702 
-0.369 
O. 
~15SING OBSERVATIONS -
o 
tl 
o 
Ql-21>-85 
STO DE V 
SKEwNESS 
tUX IHUH 
STO DEV 
SKEWNESS 
HAX IMUH 
STO DEV 
SKEWN~SS 
HAl IMUM 
PAGE 
507.128 
0.229 
SG32.000 
··_·16.435 
1.758 
72.590 
3.609 
-1.012 
10.300 
7 
I-' 
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SPSS BATCH SYSTEM UNIVERSITY OF KANSAS HONEYWELL CONVERSION 
FILE WATER <CREATION DATE. 11-11-84) 1 
• • • • MUL'rlPLE 
-'VARIABLE LIST HUMBER 1. LIST~JSE DELETJO~ OF MJSSJ~G DATA. 
MEAN 
LOGiPCDT 5.365 
LOGVC -0."6 
--'LOGFC -- '1.819 
LOGl 8.309 
WEArHER 27.581 
--oS "- '--0.813 
STD OEV 
1.086 
0.404 
0.428 
0.124 
16.435 
-, - 0.403 
II Of CASES. 16 
CORRELATION 
LOGGPCDT '1.0GVC 
LOGGPCDT 1.000 0.155 
LOGItC - ------ 0.155 1.000 
LOGFC -0.447 0.161 
LOGI 0.159 -0.448 
-- WEATHER - --- 0.356 0.09a 
DS 0.329 -0.468 
LABEL 
LOGfC 
-0.H7 
' -, 0.161 
1.000 
-0.373 
0.057 
-0.460 
-- --- --.- - - ._- - . -- - ----
LOGI WEATHER 
0.159 0.356 
"-0.448 0.0911 
-0.373 0.057 
1.000 -0.011 
-0.011 1.000 
0.708 0.198 
11-11-84 
REG RES S ION .... 
OS 
0.329 
-0.468 
-0.460 
0.7011 
0.198 
1.000 
PAGE 6 
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SPSS BATCH SYSTEM UNIVERSITY OF K~NS~S HONEYWEll CONVERSION 11-11-84 PAGE 7 
FILE WATER (CREATION DATE • 11-11-84) 7 
• • • • MULTIPLE REG RES S I 0 H • ••• 
EQUATION NUMBER 1. 
DEPENDENT VARIABLE.. LOGGPCDT 
--- BEGINNING BLOCK HUMBER 1. METHOD: STEPWISE 
STEP MULTR RSQ ADJRSQ f(EQU) SI6F RSQCH FeH SIGCH 
----- t 0.4474 - 0~2001 0.1430 3.503 0.082 0.2001 3.503 0.082 
l 0.5886 0.3465 0.2459 3.446 0.063 0.1463 2.91' 0.112 
3 0.6207 0.3853 0.2316 2.507 0.109 0.0388 0.757 0.401 
,---- .-,- 0.6410 0.4109 0.1967 -'.918 0.178 0.0257 0.479 0.503 
5 0.6413 0.4113 0.1169 1.397 0.305 0.0003 .0.006 0.940 
.. _-----
VARIABlE(S) ENTERED ON STEP NUMBER 5.. LOGI 
--MULTIPLE II 
II SQU~IIE 
ADJUSTED R SQUARE 
--STANDARD EAROR -
0.64129 
0.41126 
0.11689 
--'.02025 ---
R SQUARE CHANGE 0.00035 
F CH~HGE 0.00594 
SIGNlF F (HANGE - 0.9401 
-----;....;-'---'-..;---- - VAR IABlES I N THE EQuA TlCN -----------------
VARIABLE B $E B BETA T SIG T 
_. --
- - - -
lOGFC -1.05214 0.70857 -0.41497 ·1.485 0.'684 
WEATHER 0.02018 0.01734 0.3[;5';0 1.164 0.2715 
lOGVC -- - 0.77589 0.76983 -- 0.28875 -- 1.008 0.3373 
DS 0.62477 1.07681 0.23198 0.580 0.5146 
lOGI -0.23986 3.11207 -0.02748 -0.077 0.9401 
(CONSTANT) - 11.53022 i!S.SOS20 - 0.334 0.7449 
fOR SlOCK NUMBER POUT. 1.100 LIMITS REACHED. 
V~RIABlI! BErAlN CORREl LABEL 
IN LOGFC -0."14 ";0.4474 .. ----------- - --•.. ---- - .- - -. -_ .. -
IN WE~THER 0.3831 0.356Z 
IN lOGVC 0.lO04 0.15 55 
IN DS 0.2139 0.3287 ----.---------------------
IN lOGI -0.0275 0.1589 
ANALYSIS OF VARIANCE 
DF 
REGRESSION 5 
RESIDUAL ----------,0 
f • 1.39707 
SUM Of SQUARES 
1.27105 
-- -----,0.40903 
$IGNIF F • 0.3046 
MEAN SQUAIIE 
1.45421 
---to 04090 - -- -- -
-_._---- --- ------- -_. 
...... 
~ 
(Xl 
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EQUATION (8) 
SPSS BATCH SYSTEM UNIVERSITY or KANSAS HONEYWELL CONVERSION 
fILE IIA TER (CREATION DATE C 01-26-8'») q 
CASE-N WD POP Fe S VC 
, 31 • 35000. 5.50 8.75 0.110 33911. 
2 44. 11060. 11.50 8.5G O.S!! 43l9. 
3 45. 2810. 4.00 4.S0 1.50 393 d. 
4 53- 6l000. -. 3.35 - . •• 15 ·O.H .,72. 
5 57. 18000. 3.32 7.87 0.66 5052. 
6 63. 3345. 6.00 8.00 0.80 4083. 
7 65 •.. - 11C50. -. ---- 6.70 9.00 0.36 4196. ---
8 66. 750. 8.00 O. 0.93 3398. 
9 71. 14 700. 6.45 6.00 0.66 5012 • 
-10 74. ,2350 •. -. - -9.00 8.00 -··---il.46 4172 • 
II d6. 100000. 3.15 10.30 0.50 4226. 
12 97. 1634. 10.00 10.00 0.60 4210. 
-13 - 98.·-···· 4615. 4.00 -,-,-,8.25 - -0.32 - - 4226. 
14 115. 722. 6.00 5.00 0.53 4710. 
IS 117. 8700G. 9.50 O. 0.98 339 8. 
16 120. IUS. 9.25 9.25 0.50 4196. 
17 143. 90075. , 0.' 4 O. 0.99 3398. 
WEATHER 
21.01 
12.15 
50 • .:!9 
43.!!S 
16.96 
24.61 
17.99 
~l.ill 
16.96 
·43. dS 
19.72 
72.59 
19.72 
72.59 
21.01 
17.99 
21.01 
01-26-d,) 
GPCDr 
77.97 
1{,.71 
265.77 
36.03 
23.26 
98.17 
29.80 
1.93 
0.,07 
TO.H 
57 .95 
0.20 
110.84 
850.23 
23.61, 
25.46 
21.21 
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SPSS IIATCH SYST£M IlNIVfRSITY OF KANSAS HONfYWELL CONVEHSIor~ 
fILE WI. TE R (CREATIJN DATE ~1-2o-85) ~ 
VARIAuLF POP 
IIEAN 
VA R lANCE 
RANGE 
SUII 
2569C.353 
• * * ••••••• 
99278.000 
436736.:100 
VALID OBSERVATIONS -
VARIABLE GPCOT 
MEAN 
VAR lANCE 
RANGE 
SUII 
100.561 
41411.192 
850.157 
- 17G9.541 
VALID OBSERVATIONS -
17 
17 
VARIABLE- YC -------- - --- ---- -
"EAN 
VARIANCE 
RAtlGE 
SU" 
0.702 
O. Od4--
1.180 
11.930 
STD ERROR 
KURTOSIS 
HINll'IU!'I 
STO ERROR 
KURTOSIS 
MINIMUM 
8627.736 
0.122 
722.000 
MISSING OBSERVATIONS -
49.355 
13.185 
0.074 
"ISSING O~SERVATIONS -
STO ERROR 
KURTOSIS 
"INI~UII 
0.070 
2.288 
0.320 
VALID OBSERVATIONS - 17 MISSING OBSEP~~TIONS -
VARIAIILE FC 
"EAN 
YAR lANCE 
RANGE 
SUII 
6.639 
6.221 
---- -6. 99G- -- -- - ------ --
I 12. !!60 
STD ERROR 
KUNTOSIS 
"INIMU" 
0.605 
-1.484 
3.150 
VALID OBSERYATIONS - - 17----- -- -- ---- -- -- - InSSING OBSERVAT IONS 
o 
:l 
o 
--0 
01-26-35 
STD DEV 
SKEWNESS 
"AX IIIU" 
SID DEY 
SKEWNESS 
MAX I"UI'I 
STO DEV 
SKEWNESS 
IIAxll'lUII 
STD DEV 
SKEWPlESS 
MAXIMUM 
PAGE 
35573.066 
1.310 
100000.000 
203.497 
3.528 
d50.Z31 
0.291 
1.248 
1.500 
2.494 
-0.il42 
, 0.140 
6 
\ 
l 
f-' 
lJ1 
f-' 
.1 
I 
"\ 
'1 
SPSS BATCH SYSTEM UNIVERSITY OF ~ANSAS HONEYWELL CONVERSION 
FILE WATER 
VARIABLE 
fie AN 
V,UIANC[ 
110\ II 6E 
SIJM 
(CREATION DATE • 01-26-85) ~ 
4094.9'1 
241984.684 
1634.000 
69614 .000 
STO ERROR 
KURTOSIS 
"INIMUM 
VALID OBSERVATIONS - - - --17 
VARIABLE WEATHER 
.. EAN 
VARIANCE 
RAN6E 
SUM 
----- - ----3~. 229 -- ----- -- ------- - -5TD -ERROR 
372.407 KUHTOSIS 
60.462 fllNIMUfI 
-513.888 ---------.----_. - -
119.308 
0.216 
-3398.000 
"15SING OBSERVATIONS 
-- 4 .680 
0.913 
12.129 
VALID OBSERVATIONS - 17 "ISSING OOSERVATIONS -
VARIABLE S 
flEAN 
VARIANCE 
RANGE 
SU" 
6.328 
12.329 
10.300 
107.570 
VALID OBSERVATIONS - 17 
STD ~RROR 
«URTOSIS 
'HNIMUM 
0.d52 
-0.367 
O. 
MISSING OBSER~ATIONS -
o 
o 
o 
01-26·iH 
STO DEV 
SKEWNESS 
MAX IIII.lM 
PAGE 
491.919 
0.185 
5032.000 
STD OE~ ---- • ---19.298 
SICEWNES S 1.439 
MAXIMUM 72.590 
STD DEV 
SKEWNESS 
MAllMUM 
3.511 
- --0.946 
10.300 
7 
t-' 
V1 
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SPSS BATCH SYSTE" UNIVERSITY Of KANSAS HONEYWELL CONVERSION 
fiLE IIArER (CREATION DATE. 11-11-84) ~ 
•••• '''ULTIPLE REG RES S ION 
,-VAlU8Lrns' NU"BER --T;"-USTlIISE DELETION OF MISSING DATA. -.-.---
"EAN srD DEV LABEL 
LOG'PCOT 3.681 2.865 
LOGYC -0.428 0.395 
.·--1:061C ·---'.817----·0.415 ---. 
LOGI 8.311 0.121 
IlEATHER 30.229 19.298 
··--IIS·------O.d24----0.191 .. - .- ... --- ------.----- -.. -.-- ... -. 
N OF CASES. 17 
-----_._-------- -_. 
CORRELATION 
-----LOGGPCDT '--I:OGVC -·--·-LOGFC --'-- -LOGl --WEATHER - - -- _. -- DS 
LO"PCDT 1.000 -0.001 -0.440 
-lOGYC - ----:"0.-001 -.---, .000 '---0.162 
LOUC -0.440 0.16Z . 1.00C 
LOU -0.029 -0.452 -0.373 
- WEATHER ·----0.1Z6 ---0.004 .--.- 0.038 
OS 0.231 -0.476 -0.458 
-0.029 0.126 
-'--;"0.452'·- ._- 0.004 
-0.373 0.038 
1.000 0.032 
0.032 -- 1.000 
0.710 0.228 
0.231 
-'-:"0.476 
-0.458 
0.710 
... - -0.Z28 
1.000 
11-11-84 
•••• 
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SPSS BATCH SYSTE" UNIVERSlry Of KANSAS HONEYWELL CONVERSION 11-11-84 PAGE 7 
fiLE WATEA (CREATION DATE • 11-11-84) S 
• • • .-M U l TIP l E A E G R E $ 5 ION -. * •• 
EQUATION NURBEA 1. 
--_._------_._- ----------------- --_._ .. - ---- -- ------------------------------------------------
~ DEPENDEN' VAAIABLE.. LOGGPCOT 
-'EIiINJlUIlii BLOCK JlURBEI -,~ ---"ETHOD: --STEPWISE ------- - - ----
") , 
) 
) 
) 
) 
,- STEfl -"ULU IISQ AOJRSQ F«QU) 516f RSQCH FCH SlGCIl VARIABLE BETAIN (ORREL LABEL 
----'--0.-U04 1);1940 -D. 1402 --3~610 -0.-077--0'-'940 ---"3.610 0.077 -IN --('IIGFC ---;';0.4404 ;;;0.4404 ------
2 0.4874 0.2376 0.1287 2.181 0.150 0.0436 0.801 0.386 IN LOGI -0.l251 -0.0295 
3 0.5364 0.2878 0.1234 1.751 0.206 0.0502 0.916 0.356 IN OS 0.3331 0.2312 
:--___ -0.5433" --0.2952 -0.0603 --'.257 0.340 -U.0074-- -----0.126 0.728 IN WEATHEA -0.0912 --0.1260 ------- ------- ------
5 0.5442 0.2961 -0.0238 0.925 0.500 0.0009 0.014 0.907 IN LOGVC 0.0353 -0.0008 
VARIABLE(S) ENTERED ON STEP NURBER 5 •• LOGVC 
--lIULTlPL£-1I - --- --0.54416-----
II sauARE 0.29611 R SQUARE CHANGE 0.00091 
0.01426 
0.9071 
ADJUSTED R SQUARE -0.02384 f CHANGE 
~-"sUIlDAliD - ERROR .- -2.89920 --------SIGNI F FCHANGE 
!------;.;;----~~-;;~.;=-;;.-;.;-~;,;;.-lIAA IABL£S -"]N -THE EQUATION ;..-~..; .. ----------;..-
VAR IABLE B SE B BETA 
LOG'C -3.18529 2.00748 -0.46097 
lO'1 -9.58120 8.81540 -0.40387 
---OS- ---------- c.21350 ----3.02116--0.3C357 
~EATHER 0.01299 0.04002 0.0!747 
LOGVC 0.25634 2.14696 0.C!532 
----CCONSTANTJ ----"86.99051 --1'2.22865 -------
, SIG' 
-1.587 0.1409 
-1.087 0.3003 
- --0~733 0.4791 
0.325 0.7516 
O. I 19 0.9071 
-1.204 0.2537 
fDA BLOCK NURBER POUT. 1.100 LIIIITS REACHED. 
- ANALYSIS OF VARIANCE- ------------------ ------- -- - -- - ----- ---
OF SUR OF SQUARES MEAN SQUARE 
REGAESSION 5 38.89533 7.77907 
RESIIlUAl--- ----11--------~2.45914 ------ ---8.40538 
f • 0.92549 SIGNlf f • 0.5003 
I-' 
I.J1 
-I'-
