Reducing the Internet traflic is a requiremnr to shpre the bandwidth with many sessions. When circuit switched applications are ported on to the Internet, bandwidth saving becomes all the mare prominent. An eficient adaptable threshold V . (Voice Activiy Detection) for Voice over IP s-ystem are presented in this paper. The discussion includes huo energy-based algorithms with higher order threshold iefreshirig schemes. The petfarmance of all the schemes nrepresented, rhe results bring out clearly the usefulness of the schemes for VoIP applications with saving in bandwidth.
Introduction
Services offered by Public Switched Telephone Networks (PSTN) systems are expensive when the distance between the calling and called subscriber is large. The current trend is to provide this senice on data networks. Data networks work on the hest effort delivery and resource sharing through statistical multiplexing. Hence the cost of services compared to circuitswitched networks is considerably less. However, these networks do not guarantee faithful voice transmission. Voice over IP (VolP) systents have to ensure that voice quality does not significantly deteriorate due to network conditions such as packet-loss and delays. Providing Toll Grade Voice Quality [4] through VolP systems remains a challenge.
In this paper we conceneate on the problem of reducing the required baridwidth for a telephone-like voice connection on Internet using Voice Activity Detection WAD), while maintaining the voice quality.
VAD is used in Voice
Recognition systems, Compression and Speech coding [3, 11, 51 which are non real-time applications.
In VoIP systems the voice data (or payload for packet) is transmitted along with a header on a network. The heaiier size in case of Real Time Protocol WTP, [SI) is 12 bytes. The ratio of lieader to payload size is an important factor for selecting the payload size for a better throughput from the network. Lower size payload helps in a better real-time quality, hut decreases the throughput. Alternately, higher size payload fives more throughput hut performs poorly in real-time. A constant payload size representing a segment of speech is referred to as a 'Frame' in this paper. The frame size is detemined by the above considerations. If a frame does not contain a voice signal it need not be transmitted. The VAD for VoIP has to determine if a frame contains a voiced signal. The decision by VAD algorithms fix VoIP is always on a frame-hy-fmne basis.
In this paper, time-domain energy-based algorithms are presented with varied complexity and quality of speech. Mainly, time domain techniques are discussed with the intention of lowering the computational complexity .involved. Results obtained, and an exhaustivexomparison of various algorithms with quantitative measurements of speech quality is presented. We focus on improving the performance by using higher order system in place of the first-order systems used in [9] . There are many previous studies on VAD that dealt with energy-based algorithms such as 171. In this paper, a procedure for choosing the scaling parameter 'p' [7] is also' giveii for. higher order system. We restrict our study to time domain algorithms as it is faster for implementation in real time systems compared to frequency domain solutions [I] .
Characteristics of Speech
Conversational speech is a sequence of contiguous segments of silence and speech [Z] . VAD algorithms employ some form of speech pattern classification to differentiate between voice and silence periods. Identifying and rejecting transmission of silence periods helps reduce Internet traffic.
3 Desirable aspects of VAD algorithms:
A Good Decision Rule: A physical property of speech that can he exploited to give consistent judgement in classifying segments of the signal into silence or otherwise.
Adaptability to changing background noise: Adapting to non-stationary background noise improves robustness, especially in wireless telephony. Low computational complexity: Internet telephony is a realtime application. Therefore the complexity of VAD algorithm must be low to suit real-time applications. 
Parameters for VAD Design
The differentiation of the voiced signal into speech and silence is done on the basis of speech characteristics. The signal is sliced into contiguous frames. A real-valued non-negative parameter, the average energy content, is associated with &ch frame. If this parameter exceeds a certain threshold, the signal frame is classified as ACTIVE; else it is INACTIVg. We refer to these INACTIVE frames also as noise frames.
Choice of Frame Duration
VoIP receivers may queue up incoming packets in a packethuffer that allows them 10 play audio even if incoming packets are delayed due to network conditions. Consider a VoIP system having a buffer of 3-4 packets. Having frame duration of lorn allows the VolP system to start playing the audio at the receiver's end after 30 to 40ms from the time the Advantage of using linear PCM is that the voice data can be transformed to any other compressed code (G711, G123, G729). Frame duration of IOms, corresponding to 80 samples is used.
Energy of a Frame
Let X(i) be the i " sample of speech. If the length of the frame were k samples, then the j" frame can be represented in time domain by a sequence as 256 levels of linear quantization (8 Bit PCM) [IO] f j = {ml;:(i-,)k+, (1)
We associate energy E, with the J" frame as Having a scaling factor, k allows a safe band for the adaptation of E, and hence, the threshold. We use k=4 in all our studies as this gives a fair amount of margin for adaptability.
ACnVE frames are transmitted; lNACTlVE frames are not.
The following algorithms use Eq (4) as the decision rule. The first order system is discussed in detail in 191, we discuss it 0.10 briefly here in connection with the second and third order systems for the sake of completeness.
SED Simple Energy-Based Detector
It is now sufficient to specify the reference noise energy, E, for use in Eq (4) to formulate the schemes completely. Since background disturbance is non-stationary an adaptive threshold is more appropriate. The rule to update the threshold value can be found in [7] as, Emcw = (1-P)E0,'t + PE,,,,
Here, E,", is the updated value of the threshold, E, I is the previous energy threshold, and E,+*, is the energy of the most recent noise frame.
The reference E, is updated as a convex combination of the old threshold and the current noise update. p (such that O<pcl) is chosen considering the impulse response of Eq. (5) as a first order filter to he 0.2 [I] . Remarks a s algorithm is simple to implement. It gave an acceptable quality of speech after compression.
This algorithm did not give a good speech quality under varying background noise. This was because the threshold of Eq. (5) is incapable of keeping pace with rapidly changing backgmund noise leading to undesirable speech clipping, especially at the heginning and end of speech bursts.
.
AED: Adaptive Energy-Based Detector
The sluggishness of SED is a consequence of p in Eq ( 5 ) being insensitive to the noise statistics. We compute E, based on second order statistics of INACTIVE frames. A huffer (linear queue) of the most recent 'm' noise frames is maintained. The buffer contains the value of E*he rather than the voice packet itself. Therefore the buffer is M array of rn double values.
Whenever a new noise frame is detected, it is added to the queue and the oldest one is removed. The variance of the buffer, in termS of energy is given as c7 = v=[Esi,mce 1 We set a n; w rule to vcuy p in Eq (5) in steps as per Table 1 .
As the value of p is varied the adaptation was more profound. The convex combination (Eq.5) now has its coefficients dependent on variance of energies of INACTIVE frames. We are able to make the otherwise sluggish E . respond faster to sudden changes in the background noise. The classification rule for the signal h m e s continues to be Eq(4). Hence, detection of ACnVE frames is still energy-based. The obvious limitations are (a) Inability to detect non-plosive phonemes and (b) Low SNR conditions caused undue clippings in the compressed signal, as in SED Algorithm.
System Response
The Z-Trinsform of Eq (5) is,
The Transfer Function may be determined as, which represents a first order system. The impulse response of this first order system is given below Fig. 1 : Impulse response of Eq (9) In order to improve the performance, we take higher-order cquation, as in Eq (IO) second-order and Eq (11) thud order systems for updating E,.
(11)
where, Er*-, E,e.rc.l and E, , . , . , are energies of the last three INACTIVE frames, with E,, and ,Emmld having the same meaning as before. In Eq. (5).
The impulse response of thk second and third order equation is shown in Fig. 2 and Fig. 3 . As we can see from the graphs, the first order system response is very fast, causing the threshold to vary beyond desired limits, whereas the second order system response is optimum, making it a good choice. The third order system response is sluggish in nature, making the threshold less adaptive. Incorporating these changes, we have'four new algorithm for the SED,and AED.
Results and Discussions
The algorithms were tested on various samples. The test templates varied in Loudness, speech continuity, background noise and accent. Both male and female voices have been used. The performance of the algorithms was studied on the basis of the following parameters: 
Conclusions
VolP has become a reality, yet not in common use. This is predominantly due to existing systems being 'not very satisfactory or dependable. A practical solution lies in efficient VAD schemes. The time domain VAD algorithms are found to be computationally less complex. With these schemes, good speech detection and noise immunity were observed. There is still a degradation of performance under low SNR conditions.
Compared to first order threshold-refreshing system, second and third order performs better. The algorithms presented in this paper are found to be suitable for real-time applications, with a reasonable quality of speech. For better quality of speech, frequency domain solutions are necessary but it comes with added computational complexity.
