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It is shown that: I f  (X,, X,) is a permutation invariant central convex unimodal 
random vector and if A is a symmetric (about 0) permutation invariant convex set 
then P{(aX,, X,/a)E A} is nondecreasing as a varies from 0+ to 1 and is non- 
increasing as a varies from 1 to co (that is, P{ (a,X,, a2X,) E A} is a Schur-concave 
function of (log a,, log a*)). Some extensions of this result for the n-dimensional 
case are discussed. Applications are given for elliptically contoured distributions 
and scale parameter families. 0 1988 Academic Press, Inc. 
1. INTRODUCTION AND MOTIVATION 
Let X = (X,, . . . . X,) have a density function f which is absolutely con- 
tinuous with respect to the Lebesgue measure and denote, for aj> 0, 
i = 1, . . . . n, 
D,(a)= {x: /xi\ <ai, i= 1, . . . . n}, (1.1) 
D,(a) = x: C (x,/a,)’ < 1 , 
i I 
(1.2) 
the n-dimensional rectangle and ellipsoid (which depend on the vector 
a = (aI, . . . . a,)), respectively. 
A function II/ is said to be Schur-concave in a (resp. a2 z (a:, . . . . a:)) if 
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W) <W) h w enever a> b (resp. a2 > b2), where > denotes the 
majorization relation; see, e.g., Marshall and Olkin [9]. 
It is known [ 131 that if f(x) is a Schur-concave function of x then 
P(X E D,(a)} (resp. P{X E D,(a)}) is a Schur-concave function of a (resp. 
a’). Such a result depends on the diversity of the elements of a and a* when 
the arithmetic mean is kept fixed. 
Since the volumes (Vol) of D,(a) and D*(a) are multiples of n;= 1 ai, it 
follows that if a>b [a2>b2] then Vol(D,(a))<Vol(D,(b)) 
CVol(D2(a)) < VoW2(b))l with strict inequality if b[b2] is not a 
permutation of a[a”]. Consequently, in the inequalities 
P{XeD,(a)} < P{XE D,(b)}, 
P{XeD,(a)} <P{XED,(~)}, 
the difference in probability contents could be partly due to the difference 
in the volumes of the two sets. In view of this fact Perlman [lo] suggested 
that a corresponding result will be of interest if the volumes of the sets are 
kept fixed. This can be accomplished by inequalities via the majorization 
(log aI, . . . . log a,) > (log b,, . . . . log 6,). 
Such a majorization inequality depends on the diversity of the elements of 
a and a2 when the geometric mean is kept fixed. 
In this paper we derive such an inequality for a large class of density 
functions and a large class of convex sets. Our most general results are 
given for the bivariate case. An extension to the n-dimensional case appears 
to be difficult (for reasons to be discussed in Section 2) except for some 
special cases such as the case of independent identically distributed random 
variables or when the underlying joint density is spherically symmetric. The 
class of convex sets considered includes D, and D2 as special cases and 
special applications are given for elliptically contoured distributions and 
scale parameters families. In all these cases, universal upper bounds on the 
probability contents can be given by substituting the values of the a:s by 
their geometric mean. 
2. THE INEQUALITIES 
Before proceeding we first show that the condition of Schur-concavity is 
no longer adequate for the problem under study. 
EXAMPLE 2.1. Let X = (X,, X2) have uniform density over the region 
{(x,,x2):~~1--2~~4,2~~~,+~,~~4} 
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(which is a Schur-concave function of x). Then the probability content of 
D,(a) is zero for a = (1, 1) and is positive for all a satisfying a, = a~ I # 1. 
In order to derive our inequalities we recall the following definitions. For 
two vectors x and y write x >’ y if x and y agree in all but two coordinates, 
say i and j, i< j, xi<xi and yI=xj, yj=xi. 
DEFINITION 2.2. Let a = (a,, . . . . a,), where a, <a, < . . . <a,. We say 
that a function $(a, x) is decreasing in transposition (DT; see [4, 51) or 
arrangement increasing (AI; see [9, Section 6.F)) if 
(a) f(aZZ, xn) =f(a, x) for all permutation matrices IZ and vectors x 
and a as above, and 
(b) f(a, x) >f(a, y) whenever x >’ y. 
The following result plays a key role in the subsequent theorems. 
THEOREM 2.3. Let (X, , . . . . X,) have a density f and let A be a subset of 
R”. If f and I,, (the indicator function of A) are such that f(x,/a,, . . . . x,/a,) 
and Z,(x,/a,, . . . . x,/a,) are AZ in a E (0, co)” and x E R”, then 
P(Gwb ..., X&L) E A > is Schur-concave in (log a,, . . . . log a,) (i.e., 
P{(X,/a,, . . . . x,/a,)~A} <P{(X,/b,, . . . . X,,/b,)EA} whenever (log a,, . . . . 
log a,) > (log b,, . . . . log b,)). 
Proof Let 4 and $ be two n-variate real functions such that 
g,(a, 2 ..., a,; Xl > ...? isAIon(0, KI)~xR” 
and 
g,(x,, . ..) x,; a,, . ..) a,) = lj is AI on R” x (0, m)“. 
Then 
(2.1 1 
is AI on (0, co)” x (0, cc))“. The proof of this statement is the same as the 
proof of 6.F.12 of [9], except that two of the R”‘s there are replaced by 
(0, 00)“. Substitute yi = x,/b; in the integral in (2.1) to see that the function 
s in (2.1) is of the form 
(2.2) 
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for some function h on (0, co)“. The function h^ defined by 
/;(a; b) = h(b,/a ,, .., b,/u,) is AI on (0, co)” x (0, GO)“. To see it write 
/;(a; b) = (n;= I bi)-‘g(a; b). Since g(a; b) is AI it follows from Lemma 3.1 
of [4] that h(a; b) is AI on (0, co)” x (0, a~)“. 
Since h(b,/a,, . . . . b,/a,) is AT on (0, GO)~ x (0, co)” it follows from 6.F.6 of 
[9] (replacing one of the R’s there by (0, co)) that h(ehl/eu’, . . . . ehn/eun) is AI 
on R”. Thus, from 6.F.8.a of [9], it follows that h(e”, . . . . e”“) is Schur-con- 
cave in c E R”. That is, the function h(c, , . . . . c,) of (2.2) is Schur-concave in 
(log Cl 9 . . . . log c,). Denote 
x(a)= jy, . ..j~y(. ,..., ;)$(x ,r...,- x,)dx. 
Put 6, = . . . = 6, = 1 in (2.2) to obtain x(a) = h(a; ‘, . . . . a; ‘). Since h(a) is 
Schur-concave in (log a,, . . . . log a,) it follows that x(a) is Schur-concave in 
(log 01 9 . . . . log a,) also. Theorem 2.3 now follows by setting 4(x) =f(x) and 
vvx) = IA(X). I 
A natural question to ask is how the AI property of Theorem 2.3 is 
related to more familiar and easily checked conditions such as unimodality 
and Schur-concavity. To answer we recall some definitions from [S]. 
DEFINITION 2.4. A random vector X (or its distribution) is called cen- 
tral comex unimodul if its distribution is in the closed convex hull of the set 
of all uniform distributions on symmetric compact convex bodies in R”. 
DEFINITION 2.5. A random X (or its distribution) is called monotone 
unimodul if for every symmetric convex set Cc R” and every x # 0, the 
quantity P( X E C + kx 1 is nonincreasing in k > 0. 
If X has a density f and is central convex unimodal then the set 
{x: f(x) > U> is convex and symmetric; that is, X is unimodal according to 
[l]. It is well known (see, e.g., [3]) that every central convex unimodal 
random vector is monotone unimodal. Wells [14] showed that there exist 
(in R*) monotone unimodal random vectors which are not central convex 
unimodal. 
THEOREM 2.6. If (X,, X2) with a Schur-concave density f(x,, x2) is 
monotone unimodul, if f (x, , -x2) is Schur-concave and zf A c R2 is 
measurable symmetric (about 0) permutation invariant and convex, then 
P{ (X,/u,, X,/a,) E A} is Schur-concave in (log a,, log a*). 
Remark 2.7. Dharmadhikari and Jogdeo [3] showed that every 
monotone unimodal random vector is symmetric (about 0). From this it 
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follows that the Schur-concave density f in Theorem 2.6 is symmetric not 
only about {(xi, x2): xi =x2} but also about {(x, , x2): x, + x2 = 0). Thus 
f(x,/a,, xz/az) cannot be AI in a E (0, co)’ and x E R2. However, the 
restriction off to {(x, , x2): xi + x2 > 0 ) or, equivalently, the conditional 
density of (Xi, X,) given that X, + X2 2 0 can be AT (see proof of 
Theorem 2.6 below), and this suffices to yield the conclusion of 
Theorem 2.6. 
Proof of Theorem 2.6. Let k = A n {(x,, x2): xi +x2 aO>. It will be 
shown that P(((l/a,)X,, (~/u,)X,)EA~X,+X,>O) which is equal to 
(2.3 1 
is Schur-concave in (log a,, log a2). Theorem 2.6 then follows from the 
symmetry of f(x,, x2) about {(x,, x2): xi +x2 = O}; see Remark 2.7. 
Let B = {(xi, x2): xi +x2 > O}. To prove that (2.3) is Schur-concave in 
(log a,, log u2) it suffices, by Theorem 2.3, to show that g(x,, x2) = 
2f(xl, x2) Z,(x,, x1) and Z,J (here I,- and I, are the indicator functions of a 
and B) satisfy 
isAIinaE(0, co)*andxER* 
and 
is AI in a E (0, cc )’ and x E R2. 
(2.4) 
(2.5) 
Only the proof of (2.4) will be given. The proof of (2.5) is similar. To prove 
(2.4) it suffices to show that 
f(t*x,, c,h)Gffr,x*, Cl%) wheneverc,>c,>Oandx,+~~aO. 
(2.6) 
Fix c, > c2 > 0. First we prove (2.6) when x, 3 x2 > 0. Denote ( y,, y2) = 
((cix, +c2x2)/(c2x, +c,x2))(c2x,, c,x2) and note that (c,x,, c2x2)> 
(y,, y2) and that cix, +c,x,>c,x, +c,x,. Thus 
f(CI.~I, c,x*)~f(.Y,, Y2) (by Schur-concavity) 
~f(c*x,t c,x2) (by monotone unimodality) 
as was to be shown. 
Now assume x, 2 0 > x2 (and x, + x2 >, 0). Since (X,, X2) is monotone 
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unimodal it follows that (X,, -X-J is monotone unimodal. Its density h is 
given by W,, x2) =f(x,, -x2). By assumption, the density of (Xi, -X,) 
is Schur-concave. Hence, it follows from the preceding argument that when 
x, > -x,>o, 
that is, 
f(CIX,r c,x2)Gf(c,x,, Cl-~2), 
as was to be shown. 
When x2 > x1 > 0 (and x1 +x2 2 0) it can be shown as above that (2.6) 
holds. 1 
It is known that a permutation invariant, central convex unimodal 
density is Schur-concave (see, e.g., [S or 12, p. 1083). Also it is clear (using 
Remark 2.7) that (X,, X,) has a permutation invariant central convex 
unimodal density if and only if (X, , -X,) has. Thus we obtain the follow- 
ing result as a corollary of Theorem 2.6. 
THEOREM 2.8. If (X,, X,) has a permutation invariant central convex 
unimodal density and if A c R2 is measurable symmetric (about 0) per- 
mutation invariant and conuex, then P{ (X,/al, Xz/a2) E A} is Schur-concave 
in (log a,, log a*). 
Remark 2.9. Note that the class of density functions (and subsets) in 
Theorem 2.8 is a proper subclass of the class of Schur-concave functions 
(and subsets). The additional condition there seems to be symmetry (about 
0) and unimodality, and the latter is not met for the density in 
Example 2.1. 
It is interesting to observe a difficulty for generalizing Theorem 2.8 to the 
n-dimensional case. For proving results concerning Schur-concave density 
functions (or random variables) one property is that: If the density 
f(x I, .**, x,) of (X, I .-., X,) is a Schur-concave function of (x,, . . . . x,) then 
the conditional density of (X,, X,) given Xi = xi, i = 3, . . . . n, is a Schur-con- 
cave function of (x,, x2) for every fixed (x,, . . . . x,); consequently the proof 
can be given for n = 2 first and then unconditioning (a similar idea is used, 
for example, in the proof of Theorem 2.10 below). But in the current 
problem the symmetry condition (about 0) of f(x,, . . . . x,) does not yield 
the same property (hence we cannot justify (2.6)) for the conditional den- 
sity of (X,, X,) given (X,, . . . . X,). Thus we do not yet know whether or not 
the following conjecture is true. 
681/24!2-I 1 
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Conjecture. For n > 2, if f(x,, . . . . x,,) (the density of (X,, . . . . A’,,)) is 
permutation invariant and central convex unimodal, and if A c R” is 
measurable, symmetric about 0, permutation invariant, and convex, then 
P( (X,/a,, . . . . X,/a,) E A} is a Schur-concave function of (log a,, . . . . log a,). 
One way of removing the difficulty mentioned above is illustrated in 
Theorem 2.10 below. First observe that if X = (X,, . . . . A’,,) has a density of 
the formf(x,, . . . . x,) = g(Cr=, xf) (that is, X is spherically symmetric) and 
if g is nonincreasing then X is central convex unimodal. In this case, for a 
particular kind of sets A, we can extend Theorem 2.8 to the n-dimensional 
case (n > 2). 
THEOREM 2.10. If X = (X,, . . . . X,,) has a density f of the form f(x) = 
g(CL 1 i(Xi)) f or some nonincreasing g and if A is of the form 
A=(x:Cr=, $‘(Xi)<An) f or some jW > 0, where 4 and 9 are nonnegative, 
symmetric about 0, convex, and nondecreasing on [0, CD), then 
P(W,Ia,, . . . . X,Ia,)EA} is Schur-concave in (log a,, . . . . log a,). 
ProojI It is possible to prove this result by showing directly (as in the 
proof of Theorem 2.6) that the conditional density of X given C;=, Xi 3 0 
and the indicator function of A n {x: C;=, xi 2 0} satisfy the condition of 
Theorem 2.3. However, here we use a conditioning argument and derive 
the desired result from Theorem 2.8. 
First notice that it s&ices to prove the Schur-concavity of 
P{ (X,/a,, . . . . XJa,) E A} in (log a,, . . . . log a,) by fixing a3, . . . . a, and show- 
ing that this quantity is Schur-concave in (log a,, log a2). 
For fixed x3, . . . . x, and a3, . . . . a,, consider 
P x1 x2 xn -, -, . ..) - X3=x3,..., Xn=x, 
at 6 a, 
which can be written as 
where 
ay,, . . . . Y~)~{(x,,xz):(x~,xz,Y~,...,~,)~A} 
(X1,XZ):~(X1)+~(Xq)Q~- 5 $(y;) 
i=3 
(2.7) 
The conditional density of (X, , X,) given Xi = xi, i = 3, . . . . n, is of the form 
h(#(x,)+q5(x,)), where h is nonincreasing. Hence it is permutation 
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invariant central convex unimodal. Also, A”(x,/a,, . . . . x,/a,) is measurable 
symmetric permutation invariant and convex. Hence by Theorem 2.8, the 
quantity in (2.7) is Schur-concave in (log a,, log az). 
The family of functions which are Schur-concave in (log a,, log u2) is a 
convex cone, hence the unconditional probability P((X,/u,, . . . . X,Ja,) E A} 
is Schur-concave in (log a,, log u2). 1 
Another way of removing the difficulty mentioned before the conjecture, 
is to consider the case in which X, , . . . . X,, are independent and in which (as 
in the proof of Theorem 2.10) A”(x,, . . . . x,) is symmetric about (0,O) and 
convex (such as the class of convex sets {x: C;= r xf < 1 } for 
k = 2, 4, 6, 8, . . . . co; see Application 3.1 below). In particular, if X,, . . . . X, 
are independent identically distributed random variables whose common 
density is symmetric about 0 and log-concave, then the conditional density 
of (X,, X,) given (X,, . . . . X,) satisfies the conditions in Theorem 2.8. In this 
special case, if the set A depends on (xi, . . . . x,) only through (1x,1, . . . . 1x,1), 
then inequalities for P{ (X1/u,, . . . . X,/u,,) E A } can be derived by applying 
either Theorem 2.8 or Proposition 1l.ES.e of [9]. In particular, if 
x , , . . . . X, are independent, identically distributed normal variables with 
mean 0, then the probability contents of D,(a) and D,(a), defined in (1.1) 
and (1.2) are Schur-concave functions of (log a,, . . . . log a,). The latter is the 
Okamato-Marshall-Olkin inequality [IS, p. 3031. 
Remark 2.11. The assumption that X is absolutely continuous in 
Theorems 2.6, 2.8, and 2.10 is not essential, If X does not have a density 
then it can be approximated by a sequence of absolutely continuous ran- 
dom vectors which have the required properties (such as symmetry about 
0, permutation invariance, and unimodality) and the conclusions of 
Theorems 2.6, 2.8, and 2.10 will apply to X by weak convergence. 
Remark 2.12. Since P{ (X,/u,, . . . . X,,/u,) E A} is a Schur-concave 
function of (log a,, . . . . log a,) if and only if P((ulX,, . . . . u,X,)EA}, 
P{(X, )...) x,)Ea(u,, . ..) a,)} and P{(X,, . . . . X,,) E R(l/u,, . . . . l/u,)) are 
(where A(u,, . . . . an)= {(u~x,, . . . . a,,~,): (x1, . . . . X,)E A}), it is seen that, 
under the conditions of Theorems 2.3, 2.6, 2.8, and 2.10 (see also 
Remark 2.11), all these probability contents are Schur-concave functions of 
(log a,, . . . . log a,). 
3. SOME APPLICATIONS 
In this section we study some applications of Theorem 2.8 and 2.10. 
APPLICATION 3.1. A class of convex sets which is of special interest is 
the class of sets of the form A = {(x,, x2): C:=, d(xi) < A}, where I > 0 and 
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4 is a function which is nonnegative, symmetric about 0, convex, and non- 
decreasing on (0, co). In particular, 
k = 2, 4, 6, 8, . . . . cc, 
are in this class. 
Karlin and Rinott [6, Theorem 241 showed, among other things, that if 
the nonnegative random vector X has a Schur-concave density f then 
P 
is a Schur-concave function of (al, a2) [ai > 0, i = 1, 21 for k 2 1. A related 
question is whether or not 
P{($z)EDk}, k=2,4,6,8 ,..., co, (3.2) 
are Schur-concave functions of (log a,, log a:!). A simple modification of 
Example 2.1 (considering the conditional distribution of (X,, X2) there, 
given X, > 0, X2 > 0) shows that the answer is negative under the condition 
of Schur-concavity off alone. However, Theorems 2.8 and 2.10 say that 
under the (stronger) conditions of symmetry and unimodality of f, the 
answer to this question is positive. Notice that, by Marshall and Olkin 
[9, p. 63, Table 2(vi)], it follows that Schur-concavity of (3.2) in 
(log a,, log a*) implies Schur-concavity of (3.2) in (a,, az) [aj> 0, i= 1, 21. 
The Schur-concavity of (3.2) in (a,, a2) is a stronger property than the 
Schur-concavity of (3.1) in (a,, a*) for k = 2,4, 6, 8, . . . . 00 (again apply (vi), 
Table 2, p. 63 in Marshall and Olkin [9]). 
APPLICATION 3.2 (Elliptically contoured distributions). If f is of the 
form j(x, , x2) = g((x,, x2) ZP1(xl, x2)‘), where g is nonincreasing and 
C = (aij) has equal diagonal elements and is positive definite, then the con- 
ditions on fin Theorem 2.8 are satisfied. Thus, inequalities can be obtained 
through the Schur-concavity property in (log a,, log u2). In particular, 
when combining with Application 3.1, one has the following result: If 
(X,, X,) is elliptically contoured distributed then, for D, and D, defined in 
(1.1) and (1.2), 
are decreasing as a varies away from 1. Consequently, when the area of 
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such a rectangle (or ellipse) is fixed, then the maximum probability content 
is obtained when the rectangle becomes a square (the ellipse becomes a cir- 
cle). For D, this result has been obtained by Kunte and Rattihalli [7]. 
APPLICATION 3.3 (scale parameter families). Let 8 = (6,) 6,). Oi > 0 
(i = 1,2), be a parameter vector and let (Y,, Y,) have density ge( y,, yZ) = 
(0,0,)-tf(y#3,, YJ~~). If f and A satisfy the conditions in Theorem 2.8 
then P{( Y,, YJ EA} is a Schur-concave function of (log 8,, log 0,). 
APPLICATION 3.4 (peakedness in bivariate distributions). If f(x, , x2) 
satisfies the conditions in Theorem 2.8 then, for ai> 0 (i = 1, 2), 
p( ICF= 1 aiXil G n} is a Schur-concave function of (log a,, log a?) for all 
A > 0; that is, if (log a,, log uZ) > (log b,, log b2) then C;?= 1 uiXi is more 
peaked than C:= 1 biXi. This result is to be compared with a result of 
Proschan [ 111 who showed that P{ Ix;= 1 aiJCil < A} is Schur-concave in a 
whenever X,, . . . . X, are independent with a common symmetric (about 0) 
log-concave density. 
APPLICATION 3.5 (multivariate normal distributions). Let X be an n x 1 
random vector distributed as N,(p, Z). Das Gupta and Rattihalli [2] con- 
sidered the problem of selecting the region of largest confidence level for p 
from all regions of fixed Lebesgue measure, based on a single observation 
X, C being a known positive-definite matrix. If one restricts attention to the 
class of translation-invariant regions then, it follows from the 
Neyman-Pearson lemma, that such an optimal region is given by the 
corresponding concentration ellipsoid. Das Gupta and Rattihalli [2], 
however, focused their attention only to a class of rectangular regions of 
fixed volume. In particular, they showed that if Z = a21 then, subject to 
n;= 1 ui = CCJ” (c is a constant), the probability P{X E D,(a)} is maximized 
when a,= . . . = a, = ~““a. This fact follows also from Theorem 2.10 and 
not just for the rectangular region D,(a) but also for the elliptical region 
D,(a). 
When C = diag(o:, . . . . at) then, subject to n;= 1 ui = c, the probabilities 
P{XED,(a)}, k=2,4 ,..., 00, are maximized when ui= o,u*, where 
a* = (c(Hl= I ai)-l)l’“. This result for the case k = co has also been 
obtained by Das Gupta and Rattihalli [2]. 
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