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Network protocolsAbstract Airborne networks (ANs) are special types of ad hoc networks that can be used to
enhance situational awareness, ﬂight coordination and ﬂight efﬁciency in civil and military aviation.
Compared to ground networks, ANs have some unique attributes including high node mobility, fre-
quent topology changes, mechanical and aerodynamic constrains, strict safety requirements and
harsh communication environment. Thus, the performance of conventional transmission control
protocol (TCP) will be dramatically degraded in ANs. Aircraft commonly have two or more hetero-
geneous network interfaces which offer an opportunity to form multiple communication paths
between any two nodes in ANs. To satisfy the communication requirements in ANs, we propose
aeronautical multipath transport protocol (AeroMTP) for ANs, which effectively utilizes the
available bandwidth and diversity provided by heterogeneous wireless paths. AeroMTP uses
fountain codes as forward error correction (FEC) codes to recover from data loss and deploys a
TCP-friendly rate-based congestion control mechanism for each path. Moreover, we design a
packet allocation algorithm based on optimization to minimize the delivery time of blocks. The
performance of AeroMTP is evaluated through OMNeT++ simulations under a variety of test
scenarios. Simulations demonstrate that AeroMTP is of great potential to be applied to ANs.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Airborne networks (ANs), also called aeronautical ad hoc
networks (AANETs), are special types of mobile ad hocnetworks (MANET) that can be used on air vehicles, moving
platforms, and ground stations to enhance situational aware-
ness, ﬂight coordination, and ﬂight efﬁciency.1 Due to the
self-organizing multi-hop feature, ANs can greatly expand
the connectivity over the line-of-sight limitation of radio wave
and the limitation of transmission range. This beneﬁt has
attracted the attention of researchers in civil aviation to apply
them for aeronautical communication in remote area such as
ocean, deserts, etc. Data communications through ANs can
provide the internet connection and periodic downloads of
‘‘black box’’ data in real time,2,3 which can avoid spending
too much time and effort on the search for black boxes after
air crash, such as the search for the black boxes of Air France
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current military airborne communication systems provide only
their own mission speciﬁc implementations, and provide limited
interoperability and autonomous routing capability. ANs
are envisioned as hierarchical networks with the capacity of
supporting diverse heterogeneous networks operating with
various protocols and communication links. Moreover, ANs
can satisfy the stringent requirements of military networks
and reduce sensor-to-shorter timeline by combining data from
disparate sensors, air platforms, and ground stations.4,5
ANs are formed rapidly in the airspace and have some
attributes including high node mobility, frequent topology
changes, mechanical and aerodynamic constrains, strict safety
requirements, and harsh communication environment.
Compared with general wireless networks, the most important
characteristics and challenges posed by ANs are list as follows:
(1) Long and volatile delays: aircraft in ANs connect to
each other mainly through the MANET formed by air-
borne platforms via Radio Frequency (RF) or Optical
links. Due to the highly dynamic topology of the
MANET, the total hops between any two aircraft may
change frequently, which results in a volatile end-to-
end delay. In addition, the long communication distance
between two aircrafts brings about a long propagation
delay, especially when Satellite Communication
(SATCOM) links are used.
(2) High link error rates: in ANs, the wireless channels are
subject to harsh communication environment such as
interference, jamming, and channel impairments, which
results in a high link error rate.
(3) Frequent blackouts: due to the harsh communication
environment and high mobility, airborne links are likely
to experience intermittent link blockages and signal
losses. Consequently, the end-to-end connectivity
between any two nodes may be broken frequently.
(4) Bandwidth asymmetry: in ANs, ground-based transcei-
vers commonly have large steerable dish antennas, but
aircraft are usually equipped with small omnidirectional
antennas, which brings asymmetric links into ANs.
In order to provide interconnectivity with space and terres-
trial networks, the future ANs will be based on the Internet pro-
tocol (IP).2,5 An efﬁcient and fair transport protocol should be
designed for ANs to support Internet and data services.
However, conventional transmission control protocol (TCP)
would see variable capacity, unpredictable packet erasures
and volatile delays from such communication paths in ANs.
Frequent blackouts of the communication paths make TCP
go to slow start phase frequently, leading to a severe reduction
of the throughput. For an asymmetric link, TCP may cause
reverse channel to be congested, resulting in packet losses in
the reverse channel. Hence, ANs need a transport protocol that
can tolerate volatile channel conditions and address the band-
width asymmetry problem while maintaining stable goodput
and latency for the networks. Airborne platforms commonly
have two or more heterogeneous network interfaces (e.g., RF,
Optical and SATCOM) which offer an opportunity to form
multiple independent communication paths for any two nodes
in ANs.6 Each of those paths experiences blackouts, losses,
delay and capacity variations independent of other paths.
This type of network that can simultaneously establish multipleindependent paths between any two hosts is called multihoming
network. Studies have shown that transmissions over multiple
paths can signiﬁcantly improve the transmission capacity and
quality.7 Therefore, ANs can operate as multihoming networks
to improve the performance, and then transport protocols for
ANs should counter the volatility of a single path by transmit-
ting data across different paths intelligently and leverage diver-
sity among paths to yield stable and high goodput.
In this paper, a fountain code-based multipath transport
protocol is proposed for ANs, called aeronautical multipath
transport protocol (AeroMTP). AeroMTP uses fountain code
as the packet-level forward error correction (FEC) code and
deploys a TCP-friendly rate-based congestion control mecha-
nism for each path. The congestion control mechanism has
the ability to control the amount of trafﬁc on the reverse chan-
nel of a path, which well solves the bandwidth asymmetry
problem in ANs. A novel packet allocation algorithm is
designed for AeroMTP based on optimization to minimize
the delivery time of blocks. The rest of the paper is organized
as follows. We discuss the related work in Section 2 and pre-
sent the architecture of AeroMTP in Section 3. The overall
design of AeroMTP is addressed in Section 4. We present
and discuss our simulation study in Section 5 and conclude
the work in Section 6.2. Related work
Recently, some domain-speciﬁc protocols are proposed for
ANs.8,9 Rohrer et al. presented a transport protocol, AeroTP,
for the aeronautical telemetry network.9 AeroTP is designed
to meet the needs of the highly-dynamic network environment
while being TCP-friendly to allow seamless splicing with con-
ventional TCP at the network edge. AeroTP uses a strong cyclic
redundancy check (CRC) to detect bit errors in the wireless
channel, which allows a corrupted payload to be corrected on
an end-to-end basis using FEC. However, the payload CRC
can only protect the integrity of the data, but cannot guard
against packet losses. Consequently, the performance of
AeroTP degrades signiﬁcantly due to frequent retransmissions
of lost packets in the network with high loss rate. Furthermore,
since AeroTP transmits data via a single path, the performance
is also seriously affected by the volatile path conditions in the
harsh aeronautical environment. Many efforts have been made
to explore the use of multiple paths simultaneously to improve
the performance of networks. An existing multipath transport
protocol that supports multistreaming and multihoming is
stream control transmission protocol (SCTP).10 However, in
the basic SCTP design, other paths are only considered as the
backups of a primary path, and concurrent multipath transfer
(CMT) is not supported. CMT-SCTP11 extends SCTP by add-
ing CMT support, which is in the process of IETF standardiza-
tion. Ford et al. attempted to design and implement a
deployable multipath TCP that is backward-compatible with
TCP which has been standardized in Ref.12. However, the
above-mentioned protocols suffer from performance degrada-
tion due to frequent retransmissions and reordering in the net-
work with high loss and delay. In order to improve the
performance over lossy networks, packet-level FEC code is
introduced into multipath protocols.13–15 In these protocols,
application layer data is divided into blocks which are then con-
verted to a series of encoded packets. As long as the receiver
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block, this block can be recovered and transmitted to the appli-
cation layer. Multi-path loss-tolerant (MPLOT) transport pro-
tocol13 uses a ﬁxed rate coding scheme, which does not have
good performance when the path quality decreases sharply.
As a rateless code, fountain code16 is used for packet-level
FEC in heterogeneous multipath transport protocol
(HMTP)14 and fountain code based multipath TCP
(FMTCP),15 which can work better than the ﬁxed rate FEC
code over lossy networks. However, the multipath transport
protocols in Ref.13–15 are not suitable for ANs in the harsh
communication environment. On the one hand, these protocols
use TCP-like window-based congestion control for each path.
As channel bandwidth, link delay and loss rate increase, the
window-based congestion control shows inefﬁciency and insta-
bility.17 The window-based congestion control used in Ref.13–15
can also not counter some of the challenges posed by ANs such
as frequent blackouts and bandwidth asymmetry. On the other
hand, the packet allocation schemes used in these protocols are
to deliver the encoded packets in a short time by sending them
via ‘‘better’’ paths, which cannot guarantee that a block can
be successfully delivered in a minimal amount of time over mul-
tiple volatile paths in ANs.
3. Architecture of AeroMTP
Fig. 1 illustrates a typical ‘‘vision’’ of ANs described in Ref.2.
We can see that it mainly comprised of aircraft, satellites,
ground stations, and high altitude platforms (HAPs).
Satellite or HAP serves as a communication relay in ANs,
which can provide stable data relay services for aircraft in
the coverage areas. In the airspace, aircraft form a MANET
via omnidirectional links (e.g., very high frequency (VHF) data
links) or directional links (e.g., Ka-band and optical data
links). The MANET can provide high bandwidth connections
for aircraft, however, communication paths via the MANET
may suffer from frequent breakouts and volatile delays due
to the high mobility of aircraft. Consequently, multiple
independent communication paths can be simultaneously
established between any two nodes via the communication
relays and MANET, which offers an opportunity to apply
multipath transport protocol to ANs.Fig. 1 Airborne networks.In the harsh aeronautical environment, a single communi-
cation path may suffer from challenges such as long/volatile
delays, high link error rates, frequent blackouts and bandwidth
asymmetry which can signiﬁcantly degrade the performance.
As a multipath transport protocol, AeroMTP can effectively
solve these problems and improve the total goodput for
ANs. The sender-side architecture of AeroMTP is illustrated
in Fig. 2. The fountain code is introduced into AeroMTP to
improve the transmission quality. Compared to a ﬁxed-rate
coding scheme, the rateless fountain code has the beneﬁt of
changing the coding rate on the ﬂy based on the receiving qual-
ity while introducing very low overhead. A byte steam from
applications is divided into blocks, which are taken as the
input of the encoding module. After the encoding, each block
is converted to a series of encoded symbols which are packe-
tized as encoded packets. According to the quality of each
path, the packet allocation module implements a packet map-
per, which maps the encoded packets to different paths. The
packets mapped to a path are then transmitted to the receiver
via the individual path at a transmission rate determined by
the rate control module. On the receiver side, when enough
encoded packets for a block are successfully received, the recei-
ver implements decoding process on those packets to recover
the block. Once decoded successfully, the data can be
transmitted to the application layer.4. AeroMTP design
As shown in Fig. 2, the encoding procedure, packet allocation
and congestion control mechanism for each path are the three
key components in AeroMTP. The encoding procedure uses
fountain codes as the FEC code to reduce the number of
packet retransmissions in the lossy channel. The packet
allocation component determines the total number of encoded
packets generated for a block and allocates them to different
paths to improve the total goodput. A rate-based additive-
increase multiplicative-decrease (AIMD) congestion control
mechanism with the capability to control the amount of trafﬁc
on the reverse channel is deployed for each path. Next, we
describe how these components work in detail.
4.1. Coding analysis
AeroMTP uses packet-level FEC coding to recover from data
losses in channels with high loss rate. In this way, if some
encoded packets for a block are lost, the receiver can still be
able to recover this block when enough encoded packets are
successfully received. FEC codes have two categories:
ﬁxed-rate and rateless. Let k be the block size, i.e., the block
contains k symbols. For a ﬁxed-rate code, the block is encoded
into kb encoded packets, where k/kb is the coding rate, and the
receiver can recover the block if any k of the kb encoded pack-
ets are successfully received. The sender should retransmit
some encoded packets for the block if the number of packets
lost is larger than kb–k. This coding scheme works well on
channels whose loss rate does not change rapidly. Since the
coding rate of the ﬁxed-rate coding scheme cannot be altered
during the transmission, the ﬁxed-rate coding schemes are no
longer suitable for ANs where the loss rate may vary over a
large range. In rateless coding, arbitrary number of encoded
packets can be generated for a block. Thus, the rateless coding
Fig. 2 Architecture of AeroMTP (sender side).
Fig. 3 Packet sequence with low- and high-priority packets.
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rateless codes, the coding rate can be adjusted according to
the channel conditions to improve the goodput. As a kind of
rateless codes, fountain code is used in AeroMTP. Fountain
codes offer a very promising future for ameliorating existing
data packet transmission techniques.16 Fountain code has dif-
ferent implementations, such as Luby transform (LT) code18
and Raptor code.19 Since Raptor code extends LT code and
has a better performance, we adopt the Raptor code for
AeroMTP. Raptor code is a more practical fountain code
which has been standardized in RFC505320 and RFC6330.21
In Raptor code, a block containing k symbols can generate
arbitrary number of encoded packets. The receiver can recover
this block with a very high probability when k0 = k(1 + e)
encoded packets are received, where e is the coding redun-
dancy. In practice, a fountain code-based protocol using
Raptor code can be implemented with e  0.0516 and we set
e= 0.05 in this paper. In lossy channels, some encoded pack-
ets would be lost and the sender should send more than k0
encoded packets for a block to ensure that the receiver can suc-
cessfully receive at least k0 encoded packets. How to determine
the total number of encoded packets sent for a block via lossy
channels will be discussed in Section 4.3.
4.2. Design of per-path congestion control
Different paths in ANs may have different characteristics or
temporarily experience different conditions (e.g., different
bandwidths, end-to-end delay, blackouts, etc.). If the protocol
responds congestion at the aggregate level, the performance
level will be dominated by the worst path. Consequently,
congestion control in AeroMTP is performed by each path,
independent of the other paths.
Since the window-based congestion control is not suitable
for the environments with high delay and link error rate17,
AeroMTP deploys a rate-based congestion control mechanism
for each path. The rate-based mechanism directly controls the
transmission rate of the path to avoid congestion, based on the
feedback from the network. The congestion detection method
is the core of a congestion control mechanism. TCP-like con-
gestion control mechanisms depend on packet loss to respondto congestion, and are unable to distinguish between losses due
to congestion and channel errors. Explicit congestion notiﬁca-
tion (ECN)22 can be used to indicate incipient congestion,
which allows us to isolate losses due to channel errors.
However, there is always the possibility of losing ECN marked
packets due to link errors, which leads to inaccurate conges-
tion control. The methods that measure the observed rate at
receiver side to determine the available bandwidth23,24 are also
not suitable for ANs, because the end-to-end delay of paths in
ANs may vary frequently and sharply, and the arrival time
differences between consecutive packets could not express
available bandwidth accurately. In Ref.25, Akan et al. used
NIL segments to detect congestion. The NIL segments are
carried by IP packets, which are marked as high and low pri-
ority using TOS ﬁeld in the IP packet header. Assume that all
routers in the connection path have priority-queuing capabil-
ity. The low-priority NIL segments are discarded ﬁrst in case
of a congestion. Low- and high-priority NIL segments are
transmitted simultaneously with the same rate. The only rea-
son for low- and high-priority NIL segments to have different
packet loss rates is the additional loss experienced by low-
priority segments due to congestion. This reasoning constitutes
the basis for the congestion detection method via NIL
segments transmission. However, the sender should send
NIL segments periodically for the congestion detection, which
may cause a decrease in the throughput of actual data packets.
Similar to the NIL segments, AeroMTP alternately marks
the packets as high and low priority for each path (see
Fig. 3), and the low-priority packets are discarded ﬁrst in the
case of a congestion. Since the encoded packets for a block
are equally important for decoding the block, an encoded
packet can be marked as high or low priority. There are two
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and the additional encoded packets retransmitted for a
unrecovered block are only marked as high priority. Thus,
we can implement the congestion detection without any extra
segments. The sender transmits packets with the rate ri (in
packets/s) via path i, i.e., the low- and high-priority packets
are transmitted simultaneously with the same rate ri/2. Each
packet also needs a ﬁeld in its header to indicate the instanta-
neous transmission rate (ITR) when it is transmitted to the
receiver.
The receiver counts the number of received low (nlow) and
high (nhigh) priority packets from path i in a sliding time
window of Ti, and calculates the average transmission rate of
those packets, denoted by rave, according to their ITR values.
The value of rave can be calculated as
rave ¼
Pnlowþnhigh
j¼1 ITRj
nlow þ nhigh ð1Þ
where ITRj represents ITR value of the jth packets received
during the time Ti. Then, the receiver sends back an acknowl-
edgment (ACK) with the 3-tuple (nlow,nhigh, rave) every s per-
iod. Let H be the ratio of received low- and high-priority
packets, i.e., H= nlow/nhigh. Since the low- and high-priority
packets experience the same packet loss rate, the only reason
for nlow < nhigh is the congestion along the path, i.e., we can
infer that a congestion exists if H< 1. Thus, the sender can
adjust transmission rate according to the value of H. In order
to avoid unnecessary rate decreasing, decision is made via a
comparison between H and the rate decrease threshold hd
which is a little smaller than 1.
In a shared network, all trafﬁc ﬂows are expected to be TCP
friendly,26 i.e., rate adjustment should result in a fair share of
bandwidth for the TCP-based ﬂows along the same path. In
TCP, the congestion window is increased by one packet per
round-trip time (RTT) if no congestion is experienced and
reduced by half when congestion is detected. Let RTTi be
the value of RTT for path i. In order to match the behavior
of AeroMTP with the behavior of TCP, the transmission rate
ri is increased by 1/RTTi per RTTi in a step-like fashion if no
congestion is experienced along the path i. When the sender
receives an ACK carrying (nlow,nhigh, rave) from path i, where
nlow/nhigh < hd, the sender infers that congestion is experienced
along path i if the packets are transmitted at rate rave. Then,
the transmission rate ri is decreased multiplicatively, i.e.,
ri = rave/2, to match with the behavior of TCP. In order to
accurately update the transmission rate ri, the ACK period si
for path i should be smaller than the sliding time window Ti,
i.e., si < Ti. In AeroMTP, the value of RTTi is estimated the
same way as performed in TCP.
Based on the ACK with (nlow,nhigh, rave), we can also esti-
mate loss rates for each path. Assume that the sender receives
an ACK carrying (nlow,nhigh,rave) from path i. If nlow/nhigh > hd,
we can infer that congestion is not experienced when the pack-
ets are transmitted at rate rave via path i. Then, pi,inst, the
instantaneous loss rate of path i, can be calculated as
pi;inst ¼ 1
nlow þ nhigh
raveTi
ð2Þ
The running estimate of loss rates, pi, is obtained by smoothing
using an exponential weighted moving average (EWMA)
method with a parameter value of 0.5.If the sender does not receive any ACKs within Ti period, it
infers this condition as blackout. During blackout, the sender
stop sending any packets (set ri = 0). The receiver also infers
blackout after not receiving any packets from the sender for
period of time Ti. Then, it starts to transmit ACKs with
(0,0,0) periodically, which are called Zero ACKs. The objec-
tive of Zero ACKs is to help the sender to capture accurate
information regarding the blackout situation and act accord-
ingly. After the duration of the blackout, the sender starts to
receive Zero ACKs which indicates that the blackout is over.
Then, the sender sets ri to be the average transmission rate
before the blackout and starts to transmit packets.
As shown in Fig. 4, the rate-based congestion control in
AeroMTP can be modeled as a ﬁnite state machine model with
three states: INITIAL, STEADY and BLACKOUT. At the
sender side, the rate-based congestion control algorithm is
summarized in Algorithm 1 as shown in Table 1. Let t repre-
sent the current system time and t0 be the initial time instant.
Let bi (in packets/s) be the average transmission rate for path
i which is calculated from the instantaneous transmission rate
ri using EWMA with a parameter value of 0.5. In the begin-
ning of a new connection via path i, the sender must set the ini-
tial transmission rate value rini for ri. The choice of the initial
value rini is important, because if the value is higher than the
available bandwidth, the new connection will cause network
congestion; otherwise, resource utilization will be very low
and will stay low for a time interval proportion to the
bandwidth-delay product. Therefore, the initial value rini is
set to the value that can meet the minimum requirements of
the application. Then, the sender goes to STEADY state where
ri is decreased multiplicatively or increased additively accord-
ing to the value of H every RTTi period. If the sender does
not receive any ACKs for a certain period of time Ti, it goes
to BLACKOUT state and stops sending packets (set ri = 0
and bi = 0). Let bpre (in packets/s) be the average transmission
rate before the BLACKOUT. If some Zero ACKs are received,
the sender sets ri and bi as the value of bpre, and goes back to
STEADY state.
There commonly exist asymmetric links in ANs and
AeroMTP also needs a mechanism to address the bandwidth
asymmetry problem. We assume that encoded packets and
ACKs have the same packet size. Considering that the ACK
period of a ﬂow via path i is si, the ratio of the trafﬁc in the
forward and revise channel for path i is Cisi: nﬂow, where Ci
denotes the capacity of the forward channel for path i and nﬂow
represents the number of ﬂows transmitted through path i. If
the bandwidth asymmetry of path i with nﬂow ﬂows is higher
than Cisi: nﬂow, sending ACKs every si period can cause reverse
channel of path i to be congested, resulting in packet losses in
the reverse link. In order to avoid this problem, we introduce
an integer d as the delaying factor to adjust the ACK period.
As shown in Algorithm 1 (Table 1), if no congestion is experi-
enced along path i, the receiver can send ACKs every dsi per-
iod, which reduces the trafﬁc in the revise channel and does not
inﬂuence the rate-based congestion control mechanism. When
congestion is experienced, ACKs are still sent every si period.
Moreover, in order to avoid disturbing the blackout detecting,
the delaying factor d should satisfy dsi < Ti. The ACK sending
algorithm for path i is shown in Algorithm 2 (Table 2).
Therefore, the trafﬁc on the reverse channel can be controlled
by adjusting the delaying factor d, which well solves the band-
width asymmetry problem in ANs.
Fig. 4 Operation state diagram of the rate-based congestion control mechanism.
Table 1 Rate-based congestion control for path i on sender
side.
Algorithm 1 rate-based congestion control for path i on sender
side
1. set ri = rini
2. set bi = rini
3. set tnext_increase = t0 + RTTi
4. set state = STEADY
5. while (1) do
6. if state = = STEADY then
7. if receive an ACK with H< hd then
8. set ri = rave/2
9. set bi = 0.5bi + 0.5ri
10. set tnext_increase = t+RTTi
11. else if tP tnext_increase
12. if no ACK period is longer than Ti then
13. set state = BLACKOUT
14. set ri = 0
15. set bpre = bi
16. set bi = 0
17. else
18. set ri = ri + 1/RTTi.
19. set bi = 0.5bi + 0.5ri.
20. set tnext_increase = t+RTTi.
21. end if
22. end if
23. else
24. if Zero ACKs are received then
25. set state = STEDAY
26. set ri = bpre.
27. set bi = bpre.
28. set tnext_increase = t+RTTi.
29. end if
30. end if
31. end while
Table 2 ACK sending scheme for path i on receiver side.
Algorithm 2 ACK sending scheme for path i on receiver side
1. set n= 0
2. set tnext_ack = t0 + si
3. while (1) do
4. if tP tnext_ack then
5. update values of nlow, nhigh, and rave
6. if nhigh „ 0 and nlow/nhigh < hd then
7. send an ACK with (nlow, nhigh, rave)
8. set n= 0.
9. else
10. set n= n+ 1
11. if nP d then
12. send an ACK with (nlow, nhigh, rave)
13. set n= 0.
14. end if
15. end if
16. set tnext_ack = t+ si
17. end if
18. end while
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AeroMTP needs a packet allocation scheme to allocate a
certain number of encoded packets to each path for a block.
Both the total number of encoded packets generated for a
block and the distribution of each path should be considered
to improve the performance. In Refs.13,15, the packet allocation
algorithms are designed based on window-based congestion
control mechanisms which cannot be directly applied to
AeroMTP. Then, a rate-based allocation algorithm needs to
be designed for AeroMTP.In order to increase the goodput, packet allocation algo-
rithm is expected to achieve two objects: low redundancy
and high decoding probability. It is very hard to achieve the
two objectives at the same time. To achieve a low redundancy,
the sender should not transmit redundant encoded packets to
receiver once the receiver can recover the original block.
However, the sender should send more redundant data
through a lossy channel to ensure that the receiver has a high
probability of successful decoding. If the receiver is not able to
recover the block, it needs to inform the sender to send more
encoded packets for the block, which will increase the delivery
delay for the block. To handle these problems, the sender is
allowed to send some redundant data through lossy channels
as long as it can help signiﬁcantly reduce the delivery delay
of a block.
We assume that the sender would like m encoded packets to
be successfully delivered to the receiver with a success proba-
bility of Ps via a lossy channel where each packet is dropped
independently of others with probability p. Let X be the num-
ber of packets dropped by the channel before the mth success
delivery occurs. Then, we have
PfX ¼ yg ¼ mþ y 1
y
 
ð1 pÞmpy y ¼ 0; 1; 2 . . . ð3Þ
Using Eq. (3), the mean and variance of random variable X
can be easily obtained:
Fig. 5 Delivery time for mi packets via path i.
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1 p ð4Þ
DðXÞ ¼ mpð1 pÞ2 ð5Þ
Therefore, the random variableX follows the negative binomial
distribution with mean mp/(1  p) and variance mp/(1  p)2,
i.e., X  NB(m, 1  p). Using the central limit theorem, if m is
sufﬁciently large, X approximately follows normal distribution
with mean mp/(1  p) and variance mp/(1  p)2, i.e.,
X  Nðmp=ð1 pÞ; mp=ð1 pÞ2Þ ð6Þ
In order to successfully deliver m packets to the receiver with
Ps success probability, the average number of packets dropped
by the channel, n, satisﬁes the following requirement:
PfX 6 ng ¼ Ps ð7Þ
Using Eqs. (6) and (7) becomes
P
X mp
1 pﬃﬃﬃﬃﬃﬃ
mp
p
1 p
6
n mp
1 pﬃﬃﬃﬃﬃﬃ
mp
p
1 p
8>><
>:
9>>=
>;
¼ Ps ð8Þ
In order to satisfy Eq. (8), the value of n should satisfy
n mp
1 pﬃﬃﬃﬃﬃﬃ
mp
p
1 p
¼ U1ðPsÞ ð9Þ
Then, n can be calculated by
n ¼ U
1ðPsÞ ﬃﬃﬃﬃﬃﬃﬃmpp þmp
1 p
 
ð10Þ
where dxe is the smallest integer larger than x. Therefore, to
ensure that m encoded packets can be successfully delivered
with Ps success probability, the average number of encoded
packets required to be sent via a channel with loss rate p,
denoted by W(m,p), can be calculated by
Wðm; pÞ ¼ nþm ¼ U
1ðPsÞ ﬃﬃﬃﬃﬃﬃﬃmpp þmp
1 p
 
þm
¼ U
1ðPsÞ ﬃﬃﬃﬃﬃﬃﬃmpp þm
1 p
 
ð11Þ
If there exists only one path with lossy rate p between the sen-
der and receiver, the sender just needs to send W(k(1 + e),p)
encoded packets for the block containing k symbols, which
can achieve satisfactory performance by selecting an appropri-
ate value for the expected success probability Ps. However, in
the network with multiple heterogeneous paths, we also need
to allocate encoded packets to individual paths such that the
receiver can successfully receive k(1 + e) encoded packets for
each block as fast as possible.
For path i, the sender maintains its average transmission
rate bi, the RTT value RTTi and the loss rate pi. Suppose that
mi encoded packets of a block are allocated to path i, i.e., mi
encoded packets should be successfully delivered via path i.
In order to ensure that the receiver can successfully receive
these mi encoded packets through lossy channels, the number
of encoded packets required to be sent via path i is equal to
W(mi,pi). Let BUFi be the number of encoded packets for
other blocks that have been in the transmission buffer of pathi. The delivery time for mi packets via path i, denoted by
DTi(mi), is deﬁned as the duration from the moment that
W(mi,pi) packets are sent to the transmission buffer to the time
when the receiver successfully receives mi packets.
As shown in Fig. 5, DTi(mi) consists of three parts: trans-
mission time for BUFi packets, transmission time for
W(mi,pi) packets and end-to-end delay of path i, which can
be estimated by BUFi/bi, W(mi,pi)/bi, and RTTi/2 respectively.
Therefore, if bi „ 0, DTi(mi) can be estimated as
DTiðmiÞ ¼ Wðmi; piÞ þ BUFi
bi
þRTTi
2
ð12Þ
If bi = 0, DTi(mi) can be calculated as
DTiðmiÞ ¼
0 if mi ¼ 0
þ1 if mi – 0

ð13Þ
Assume that there exist N paths between the sender and recei-
ver. The block delivery time is deﬁned as the duration from the
moment that the encoded packets of a block are sent to trans-
mission buffers of the N paths to the time when the block is
decoded successfully. Since the receiver can recover a block
with a very high probability when k(1 + e) encoded packets
of the block are received, the block delivery time can be
approximately estimated by the time elapsed before the recei-
ver successfully receives k(1 + e) encoded packets for the
block. Thus, the block delivery time can be determined by
the maximum value of DTi(mi), i= 1, 2, . . . ,N. In order to
increase the goodput, the objective of the packet allocation is
to ﬁgure out the allocation variables {m1,m2, . . . ,mN} such that
the value of maxi¼1;2;...;NfDTiðmiÞg is minimal. Then, the
packet allocation can be modeled as the following integer
programming problem:
minfm1 ;m2 ;...;mNg maxi¼1;2;...;NfDTiðmiÞg
s:t:
XN
i¼1
mi ¼ dkð1þ eÞe
0 6 mi 6 dkð1þ eÞe; i ¼ 1; 2;    ;N
mi integer; i ¼ 1; 2;    ;N
ð14Þ
Since N is not very large (typically 2–4 in ANs), the approxi-
mate solution of the optimization problem can be quickly
obtained by some heuristic algorithms. Based on the allocation
variables {m1,m2, . . . ,mN} calculated by Eq. (14), the sender
needs to generate
PN
i¼1Wðmi; piÞ encoded packets for the block
and transmits W(mi,pi) encoded packets via path i.
Once there exists a path with empty transmission buffer and
not in the blackout state, the sender allocates and transmits
encoded packets for the next available block. To determine if
the next block is available to be sent, a block-level sliding
window mechanism is applied at the sender. The window size
gives the maximum number of unacknowledged blocks, which
can be set to an arbitrary value. Once a block is successfully
recovered by the receiver, it returns an acknowledgment to
the sender, otherwise, sends feedback to the sender to acquire
additional encoded packets for the block. If a block is
1154 J. Li et al.acknowledged, the sliding window shifts by one unit and the
next block is available to be sent.
5. Simulation results
In this section, the performance of AeroMTP is evaluated
using OMNeT++.27 Firstly, we set appropriate values for
protocol parameters. Secondly, the packet redundancy is ana-
lyzed and compared. Thirdly, we investigate the performance
of the rate-based congestion control scheme in AeroMTP.
Finally, the performance of AeroMTP is analyzed in heteroge-
neous multihoming networks.
5.1. Parameter setting
Parameters of AeroMTP should be determined appropriately
to ensure a good performance. The block size k is an important
parameter, which can inﬂuence the performance of fountain
code. For a ﬁxed value of e, a large block size k can make
the decoding failure probability low when k(1 + e) encoded
packets of a block are received.16 However, a large block size
also brings about a long block delivery delay and a small block
size is preferred for some real-time applications. Thus, we
should choose an appropriate value for k according to the
real-time requirements of applications. For simplicity, we set
k= 1000 in the simulation experiments. As described in
Section 4.2, the receiver counts the number of received packets
from path i in a sliding time window of Ti and sends back
ACKs every si period. In order to accurately update the trans-
mission rate every RTTi period at the sender side, Ti should be
larger than RTTi. Thus, the value of si and Ti should be set
according to RTTi and we set si = 0.5RTTi and Ti = 2RTTi
in the simulations. The protocol parameters given in Table 3
are used during simulation experiments unless otherwise
stated.
5.2. Redundancy analysis
We deﬁne packet redundancy as the fraction of additional
packets generated to ensure that a certain number of packets
can be successfully delivered via a lossy channel. If the sender
would like m packets to be successfully delivered via a channel
with loss rate p, m+ n packets are generated and sent to the
receiver, and then the packet redundancy is n/m. It is crucial
to determine the packet redundancy for each block according
to the loss rate. If the packet redundancy is too small, the recei-
ver cannot recover the original block with a high probability.Table 3 Protocol parameters used in experiments.
Parameter Value Deﬁnition
Ps 0.92 Success probability
k 1000 Block size
e 0.05 Coding redundancy
si 0.5RTTi ACK period for path i
d 1 Delaying factor
Ti 2RTTi Sliding time window of path i for packets
counting
hd 0.8 Rate decrease thresholdIf the redundancy is too large, the bandwidth is wasted. In
MPLOT,13 the packet redundancy is calculated by dp/(1  p),
where parameter d is determined by the expected success prob-
ability Ps and the values of d for different Ps are listed in Ref.
13.
Obviously, according to Eq. (11), the packet redundancy in
AeroMTP can be written as (W(m,p)  m)/m. Here, we set
m= 1000 and compare the packet redundancy between
MPLOT and AeroMTP. Fig. 6(a) plots the packet redun-
dancy as a function of loss rate for MPLOT and AeroMTP
when Ps = 0.99. We also investigate the redundancy difference
between MPLOT and AeroMTP which is obtained by sub-
tracting the redundancy of AeroMTP from that of MPLOT.
Fig. 6(b) shows the redundancy difference as a function of loss
rate when Ps is set to 0.8 and 0.99 respectively. As shown in
Fig. 6, AeroMTP can achieve observably lower redundancy
than MPLOT as the loss rate increases, which means that
smaller number of packets is needed to be sent by AeroMTP
than MPLOT to ensure a certain number of packets can be
successfully delivered via a channel with high loss rate. Then,
we consider a simple scenario where a sender sends data to a
receiver via a lossy channel. In the scenario, the data is divided
into blocks with the size of 1000, and the sender converts each
block to a certain number of encoded packets which is then
sent to the receiver. Here, the coding redundancy is not consid-
ered, i.e., a block can be recovered by the receiver if at least
1000 encoded packets for the block is successfully received.
We implement the experiments to investigate the success prob-
ability of block recovery when the number of encoded packets
generated for each block is determined by AeroMTP and
MPLOT respectively. Fig. 7 illustrates the success probability
as a function of loss rate when the expected success probability
Ps is set to 0.8 (see Fig. 7(a)) and 0.99 (see Fig. 7(b)). We
observe in Fig. 7 that there is a certain gap between the actual
success probability achieved by MPLOT and its expected
probability while AeroMTP roughly achieves the expected suc-
cess probability at different loss rates. At high loss rate, i.e.,
p> 0.1, MPLOT generates excessive packet redundancy and
achieves much higher success probability than the expected
value. Moreover, when packet loss rate is less than about
0.07, the redundancy of MPLOT is inadequate which leads
to a low success probability. Unlike MPLOT, AeroMTP well
achieves the expected success probability, irrespective of the
packet loss rate. As shown in Figs. 6 and 7, AeroMTP can
well realize the expected success probability with lower packet
redundancy than MPLOT. The main reason is that we obtain
the closed-form expression for the packet redundancy and it is
more accurate than that in MPLOT which is obtained just
through curve-ﬁtting.
Success probability Ps is an important parameter in
AeroMTP which should be set to an appropriate value.
Intuitively, the protocol can get a good performance when a
high Ps is used. However, a too high Ps needs too large amount
of additional packets which will result in bandwidth wastage.
Fig. 8 shows the packet redundancy in AeroMTP as a function
of Ps when m= 1000, p= 0.05 and 0.20 respectively. We can
see that the packet redundancy almost linearly increases with
Ps when Ps < 0.92, and then rises sharply. This means that
much more additional packets are needed to ensure that m
packets are successfully delivered with probability Ps > 0.92.
Thus, the protocol with Ps > 0.92 are considered not worth
the additional costs, and then we set Ps = 0.92 in the simula-
tion experiments.
Fig. 6 Redundancy comparison.
Fig. 7 Success probability of block recovery.
Fig. 8 Packet redundancy as a function of success probability.
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In this section, we investigate the performance of the rate-
based congestion control scheme in AeroMTP. A single-path
network model is established to study the performance. We
ﬁrst investigate throughput performance of the congestion
control scheme under different channel conditions and then
analyze the fairness performance for competing ﬂows.
Finally, we consider a asymmetric path to evaluate the
improvement achieved by the delaying factor.5.3.1. Network model
In order to investigate the performance of the rate-based
congestion control scheme in AeroMTP, we ﬁrst simulate a
network topology where N sources, S1, S2, . . . ,SN, transmit
data to N destinations, D1, D2, . . . ,DN, using AeroMTP (see
Fig. 9). Since there exists only one path in a source–destination
pair, AeroMTP used in this scenario can be called single-path
AeroMTP. The N ﬂows are multiplexed in the router A and the
multiplexed streams are transmitted to the router B via a lossy
channel with a capacity of 500 packets/s and a loss rate of p.
Fig. 9 Single-path network topology.
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and then routed to the corresponding N destinations. For
simplicity, we assume that there is no blackout along the path
during the experiments. The routers are equipped with a simple
priority-queuing mechanism with two priority levels (low and
high priority), following ﬁrst-in-ﬁrst-out (FIFO) queuing with
priority-based preemption. In this priority-queuing mecha-
nism, low priority packets are discarded ﬁrst in the case of
congestion when the queue is overutilized and overﬂown.
Each router has a buffer that can accommodate 50 packets.
5.3.2. Throughput performance
We ﬁrst set N= 1 and investigate the average throughput
achieved by the ﬂow for AeroMTP and traditional TCP with
SACK option respectively. Fig. 10(a) shows the average
throughput as a function of packet loss rate when
RTT = 80 ms, and Fig. 10(b) plots the average throughput
for different RTT values when the channel has a loss rate of
0.01. We can see that the congestion control scheme of
AeroMTP can achieve a better performance than TCP, espe-
cially when the path has high loss rates and RTT values. The
main reason is that the congestion control mechanism in
TCP detects congestion depending on packet loss, which are
unable to distinguish between losses due to channel errors
and congestion in the lossy channel. When packet loss occurs
due to link errors, the TCP source also decreases its transmis-
sion rate. Then, the network efﬁciency decreases drastically for
a network with high loss rate and this problem is ampliﬁed by
high RTT values. AeroMTP can decouple congestion decisions
from packets losses and avoid the erroneous congestion
decisions due to high link errors.
Then, we set N= 2 and investigate the throughput
achieved by competing ﬂows for AeroMTP. We consider a net-
work at high loss rate, i.e., p= 0.2, and plot instantaneousFig. 10 Average thrthroughput of the two AeroMTP ﬂows in Fig. 11 when the
RTT has a low (50 ms), high (500 ms) and volatile (RTT
changes uniformly between 70 ms and 300 ms every 2 s) value
respectively. As shown in Fig. 11, we can see that all the
AeroMTP ﬂows can achieve a stable throughput for different
RTT values and share the bandwidth equally.
5.3.3. Fairness analysis
In ANs, multiple independent communication paths can be
simultaneously established between any two nodes via the
communication relays and MANET. Due to the special nature
of MANET, it is difﬁcult to analyze fairness for the paths via
MANET. In most cases, ANs communicate mainly via relays.
Thus, it is necessary to investigate the fairness performance for
AeroMTP. For the fairness performance of the congestion
control mechanism in AeroMTP, we consider two different
scenarios, i.e., homogeneous and heterogeneous fairness. To
assess the fairness, we use Jain’s fairness index28 which quanti-
ﬁes the degree of similarity between the amount of link
resources used by all connections. Let xi be the throughput
of the ith connection and let s be the number of connections
competing for the same bottleneck resources. Then, the
Jain’s fairness index, J, can be evaluated as
J ¼
Ps
i¼1xi
 	2
s
Ps
i¼1x
2
i
ð15Þ
when the fairness index is 1, all of the connections consume the
same amount of bottleneck resources. The fairness index J
decreases as the difference between the throughput values
achieved by different connections increases.
We ﬁrst consider the homogeneous fairness, i.e., the fair-
ness of the 10 single-path AeroMTP connections. Fig. 12(a)
shows the fairness index as a function of packet loss rate when
the RTT has a low (50 ms) and high (500 ms) value. We can see
that the AeroMTP can have a good fairness performance for
different RTT and packet loss rate in the homogeneous
scenario.
Next, we investigate the heterogeneous fairness, i.e., the
fairness of the ﬁve single-path AeroMTP connections and ﬁve
TCP connections. As shown in Fig. 10, the performance of
TCP degrades signiﬁcantly due to high link errors, which can
signiﬁcantly impact the fairness investigation. Thus, we cannot
use the experiment scenario that both the TCP and AeroMTP
connections pass through the same type of lossy link. Similar
to Ref.29, we assume that TCP packets are not dropped when
they pass through the lossy channel. Fig. 12(b) shows theoughput of ﬂow.
Fig. 11 Instantaneous throughput of ﬂows.
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TCP packets are not lost in the channel. Since the throughput
performance of AeroMTP degrades with increasing packet loss
rate and the TCP connections are not inﬂuenced by packetFig. 12 Fairness index as a fuloss, the fairness index decreases when the packet loss rate is
getting high. Nevertheless, the fairness index is still approxi-
mately 1 for different RTTs and packet loss rates.
Furthermore, the fairness index shown in Fig. 12(b) is in close
proximity to that in Ref.29 which uses the same approach to
investigate the heterogeneous fairness. Therefore, AeroMTP
follows TCP-friendly rules and can fairly share the link
resource with other TCP-friendly transport protocols.
5.3.4. Performance analysis in bandwidth asymmetry path
AeroMTP uses the delaying factor to address bandwidth
asymmetry problems in ANs. We set N= 1 and set the reverse
link capacity to 5 packets/s, i.e., the bandwidth asymmetry is
100:1, to show the performance improvement achieved by
delaying factor. In the experiments, RTT changes uniformly
between 50 ms and 150 ms every second, and the loss rate
changes uniformly between 0.001 and 0.1 every second.
Here, we assume that both encoded packets and ACKs have
the same size of 1 KB, and use the goodput (i.e., the number
of useful bytes transferred per second) as the performance met-
ric. Fig. 13 plots the goodput achieved by the ﬂow for different
values of delaying factor d. We can see that an increase in the
delaying factor also leads to an increase in the goodput.
However, goodput decreases for both cases with either too
high or too small delaying factor of d. This is because if it is
too small, reverse link is congested, resulting in massive
ACKs lost in the reverse path. Then, the source may not detect
the congestion in the forward link, which results in massive
encoded packets lost due to congestion in the forward link
and then causes goodput decrease. On the other hand, if d is
too large, the source receives less number of ACKs than it
expects, which inﬂuences the estimation of RTT and packet
loss rate for the path and leads to performance degradation.
As shown in Fig. 13, goodput achieves the peak value at
d= 4. In the experiments, the optimal value of d is found man-
ually, but it is a possible option to perform this task by an
adaptive algorithm of the protocol, so it will be part of our
future research.
5.4. Performance of AeroMTP in heterogeneous multihoming
networks
In this section, we investigate the performance of AeroMTP in
heterogeneous multihoming networks. Firstly, a network
model is established to simulate the heterogeneousnction of packet loss rate.
Fig. 13 Goodput as a function of delaying factor.
Fig. 15 Three-state process model for paths.
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of AeroMTP when different packet allocation schemes are
used. Finally, we implement a network model to simulate the
real ANs and investigate the performance of AeroMTP in
ANs.
5.4.1. Network model
In order to investigate the performance of AeroMTP in hetero-
geneous multihoming networks, we implement a network
model to simulate the heterogeneous multihoming networks.
We employ a topology with two nodes connected by N disjoint
paths (see Fig. 14), in which the term ‘‘disjoint’’ means that the
path parameters (i.e., bandwidth, delay, and loss rate) of the N
paths vary independently of each other.
Each path is implemented as a three-state time-varying pro-
cess (see Fig. 15). Path parameters vary between three different
states, i.e., good state, normal state, and bad state, and the
time duration between state transitions is exponentially dis-
tributed with the mean of Ds. The probability of a transition
from a state to any other states is kept at 0.5. Then, we can
realize a special dynamic path by adjusting Ds and parameters
in each state.
5.4.2. Performance comparison between different
packet allocation schemes
For a multipath transport protocol, the packet allocation
scheme can signiﬁcantly impact the performance. In order to
investigate the performance impact of the packet allocation
scheme, two allocation schemes are used in the protocol:
(1) Simple scheme: As described in Ref.13, this scheme
estimates the aggregate loss rate across all paths, and
determines the total number of encoded packets trans-
mitted for a block. Then, these packets are simply sent
to better paths, i.e., paths that have high bandwidth,
low loss rate, and short RTT.Fig. 14 Heterogeneous network topology.(2) Rate-based scheme: As described in Section 4.3, the rate-
based scheme estimates packet loss rate for each path,
and allocates encoded packets of a block to each path
based on the integer programming Eq. (14).
In the experiments, the total capacity across the N paths is
set to a constant (8 Mbps) and the bandwidth of a path in the
three states is ﬁxed at 8/NMbps. The size of an encoded
packet is set to 1 KB and the value of Ds is set to 500 ms.
We ﬁrst investigate the goodput and average block delivery
delay when there exist different numbers of paths between the
sender and receiver. The average block delivery delay is the
average duration from the transmission of the ﬁrst encoded
packets for a block to the time when this block is decoded suc-
cessfully. We consider a scenario where loss rate on a path var-
ies between 0.01 (good state), 0.08 (normal state) and 0.15 (bad
state), and the delay of a path varies between 20 ms (good
state), 40 ms (normal state), and 90 ms (bad state). We observe
in Fig. 16 that AeroMTP using the rate-based scheme can
achieve shorter average block delivery delay and higher good-
put than that using the simple scheme, especially when the
number of paths is more than three. According to the integer
programming Eq. (14), the rate-base scheme can ﬁnd approx-
imately optimum solution to minimize block delivery delay,
while the simple scheme intuitively selects the best path to send
the packets. Consequently, the rate-based scheme can work
better than the simple scheme in heterogeneous multihoming
networks.
Next, we assume that there exist four paths between the
sender and receiver and investigate the goodput performance
for the two packet allocation schemes under different path
conditions. We assume that the loss rate and RTT of the four
paths vary with the mean of Pave and Tave respectively, i.e., the
loss rate varies between 0.5Pave (good state), Pave (normal
state) and 1.5Pave (bad state), and the RTT varies between
0.5Tave (good state), Tave (normal state) and 1.5Tave (bad
state). We study the ratio of goodput achieved by rate-based
scheme and simple scheme under different path conditions
by adjusting the value of Pave and Tave. Fig. 17 plots the good-
put ratio as a function of Tave for Pave = 0.001 and
Pave = 0.100 respectively. As shown in Fig. 17, thanks to the
optimization in the rate-based scheme, the rate-based scheme
achieves higher goodput than the simple scheme under differ-
ent path conditions, and signiﬁcantly outperforms the simple
scheme for paths with high loss rate and RTT value.
5.4.3. Performance analysis in ANs
In order to investigate the performance of AeroMTP in ANs,
we should implement a network model to simulate the real
ANs. As described in Section 3, three types of communication
Fig. 16 Performance comparison when different schemes are used for packet allocation.
Table 4 Parameter setting.
AeroMTP: A fountain code-based multipath transport protocol for airborne networks 1159paths can be simultaneously established between any two
nodes of ANs, i.e., paths via communication relays, paths
via the MANET formed by omnidirectional links, and paths
via the MANET formed by directional links. These three types
of paths represent three typical channels in ANs. Since the
communication relay has limited bandwidth resource and long
propagation time, communication paths via relays are charac-
terized by low bandwidth and long delay. Paths via the
MANET formed by omnidirectional links have higher band-
width and lower delay than those via a relay. However, the
path conditions (bandwidth, delay, and loss rate) change fre-
quently due to the highly dynamic MANET. Paths via the
MANET formed by high bandwidth directional links have
the highest bandwidth and lowest delay than the other two
types of paths. Compared with omnidirectional links,
directional links are more likely to be inﬂuenced by aircraft
movements and weather conditions, which makes path condi-
tions have the highest dynamics. Then, we implement a
network model with three paths to simulate the three types
of communication paths in ANs. The parameters for three
paths are set in Table 4. In Table 4, Path 1, 2, and 3 represent
the paths via communication relays, paths via MANET
formed by omnidirectional links, and paths via MANET
formed by directional links respectively. We use two variables
Ploss and Dm to indicate the loss rate and dynamics of the three
paths, which allows us to investigate the protocol’s perfor-
mance under different conditions. For simplicity, we assume
that the three paths have the same loss rate values, i.e.,
0.5Ploss, Ploss, and 1 for good state, normal state, and bad state
respectively. If a path transits to a state where loss rate is equal
to 1, we can also say that the path transits to the blackout
state. The packet size for all packets is also set to 1 KB.Fig. 17 Goodput ratio as a function of Tave.Take Path 2 as example, the instantaneous transmission
rate and ratio of received low- and high-priority packets are
plotted in Fig. 18. We can see that the sender can well adjust
the transmission rate according to the path’s actual bandwidth
by controlling the ratio of received low- and high-priority
packets at about 1. For traditional window-based congestion
control algorithms, path’s frequent blackouts make the proto-
col go to slow start phase frequently, leading to a severe reduc-
tion of throughput. As shown in Fig. 18(a), the transmission
rate is set to 0 when blackout is detected and rapidly recovers
as soon as the blackout is over, which can signiﬁcantly reduce
the impact of frequent blackouts on the throughput.
In order to investigate the performance improvement by
fountain code, we also implement AeroMTP without the
encoding procedure, called non-coding AeroMTP, i.e., the k
symbols of a block with a size of k are directly packetized
and allocated to different paths. Then, we set Dm = 1 s and
compare the goodput performance of AeroMTP with that of
non-coding AeroMTP in the scenario as shown in Table 4.
Fig. 19 shows the goodput achieved by AeroMTP and non-
coding AeroMTP for the network with Ploss = 0.001, 0.01
and 0.1 respectively. We can see that the goodput performance
is improved signiﬁcantly for the network with high loss rate
when fountain code is employed as packet-level FEC code.
Non-coding AeroMTP needs to retransmit the packets which
are lost in the channel, resulting in frequent retransmission
and performance degradation in the network at high loss rate.
AeroMTP employs fountain code as packet-level FEC code to
recover from data loss and avoid retransmissions, which canPath Parameter Good
state
Normal
state
Bad state Ds
1 Bandwidth 60
packets/s
50
packets/s
30
packets/s
Dm
Delay 0.19 s 0.2 s 0.21 s
Loss rate 0.5Ploss Ploss 1 (BLACKOUT)
2 Bandwidth 200
packets/s
150
packets/s
130
packets/s
0.5Dm
Delay 0.06 s 0.08 s 0.12 s
Loss rate 0.5Ploss Ploss 1 (BLACKOUT)
3 Bandwidth 800
packets/s
600
packets/s
400
packets/s
0.1Dm
Delay 0.01 s 0.04 s 0.06 s
Loss rate 0.5Ploss Ploss 1 (BLACKOUT)
Fig. 18 Instantaneous value of H and transmission rate in Path 2.
Fig. 19 Goodput comparison between AeroMTP and non-
coding AeroMTP for different values of Ploss.
Fig. 20 Redundancy ratio as a function of Ploss.
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loss rate.
Then, we compare the performance of AeroMTP with
another fountain code-based multipath transport protocolFig. 21 Performance ratioFMTCP15 in the scenario as shown in Table 4. In order to
compare the two protocols under different conditions, we
investigate the performance when paths have high
(Dm = 1 s) and low (Dm = 10 s) dynamics. We ﬁrst investigate
the average packet redundancy for AeroMTP and FMTCP
when the loss variable Ploss has different values. The ratio
between average packet redundancy for AeroMTP and
FMTCP is plotted in Fig. 20. We can observe in Fig. 20 that
the average packet redundancy in AeroMTP is larger than that
in FMTCP, which means that AeroMTP brings more over-
head than FMTCP, especially for the channels with high loss
rates and high dynamics. This is because FMTCP uses
window-based congestion control and sends the encoded pack-
ets of a block in several bursts. In FMTCP, the sender decides
how many more encoded packets should be sent for the block
according to the ACK of previously sent packets. Thus, pack-
ets lost except those sent during the last RTT can be detected
and supplemented in time, and FMTCP only needs to append
extra packets for the encoded packets of the block sent during
the last RTT, which will be no more than the congestion win-
dow size. In AeroMTP, all the encoded packets for a block are
generated before they are sent to the channels and this behav-
ior makes a more pessimistic estimation than FMTCP.
Therefore, AeroMTP sends more encoded packets for a block
than FMTCP, which results in a larger packet redundancy.
Next, we also investigate the goodput and standard deviation
of block delivery delay for AeroMTP and FMTCP.
Fig. 21(a) illustrates the ratio between standard deviation of
block delivery delay in AeroMTP and FMTCP. We observe
in Fig. 21(a) that block delivery delay in AeroMTP is more
stable than that in FMTCP, which indicates that AeroMTP
achieves more stable goodput than FMTCP. Fig. 21(b) plots
the ratio between goodput achieved by AeroMTP andas a function of Ploss.
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dynamics. As shown in Fig. 21, although the average packet
redundancy in AeroMTP is larger than that in FMTCP,
AeroMTP achieves a higher and more stable goodput than
FMTCP, especially when the communication paths have high
loss rates and high dynamics. There are two main reasons. On
the one hand, AeroMTP employs a rate-based congestion
control mechanism which can work well in the channels with
high loss rate and frequent blackouts, while FMTCP uses
the conventional window-based congestion control which will
signiﬁcantly degrade the throughput of the channels. On the
other hand, FMTCP allocates encoded packets to paths only
based on the expected packet arrival time over different paths,
and thus it is difﬁcult for FMTCP to ﬁnd the optimal alloca-
tions. According to the integer programming Eq. (14),
AeroMTP can always ﬁnd the approximately optimum solu-
tion for packet allocation and achieves a low and stable block
delivery delay. Consequently, at the cost of large packet redun-
dancy, AeroMTP increases the throughput of each path and
minimizes block delivery delay, which results in a higher and
more stable goodput than FMTCP.
6. Conclusions
(1) In this paper, we propose AeroMTP, a fountain code-
based multipath transport protocol that can effectively
utilizes multiple heterogeneous paths in ANs to improve
the network performance.
(2) Fountain code is employed as packet-level FEC code to
recover from data loss and avoid retransmissions in
AeroMTP.
(3) A TCP-friendly rate-based congestion control mecha-
nism is deployed for each path, which decouples conges-
tion decisions from packets losses in order to avoid the
erroneous congestion decisions due to high link errors.
By adjusting the delaying factor, the amount of trafﬁc
on the reverse channel can be controlled, which well
solves the bandwidth asymmetry problem in ANs.
(4) In order to reduce the effects of blackout conditions on
the throughput performance of each path, AeroMTP
incorporates the blackout state procedure into the pro-
tocol operation.
(5) A packet allocation algorithm is designed based on opti-
mization to minimize the block delivery time and conse-
quently improve the total goodput over all paths.
(6) Simulations show that AeroMTP outperforms other
multipath transport protocols in ANs and is of great
potential to be applied to ANs to enhance the network
performance.
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