Real-time forecasts based on mathematical models can inform criti-13 cal decision-making during infectious disease outbreaks. Yet, epidemic 14 forecasts are rarely evaluated during or after the event, and there is 15 little guidance on what the best metrics for assessment are. Here, 16 we propose to disentangle different components of forecasting ability 17 by using metrics that separately assess the calibration, sharpness and 18 unbiasedness of forecasts. We used this approach to analyse the per-19 formance of weekly forecasts generated in real time in Western Area, 20 Sierra Leone, during the 2013-16 Ebola epidemic in West Africa. We 21 found that probabilistic calibration was good at short time horizons 22 but deteriorated for long-term forecasts. This suggests that forecasts 23 provided usable performance only a few weeks ahead of time, reflecting 24 the high level of uncertainty in the processes driving the trajectory of 25 the epidemic. Comparing the semi-mechanistic model we used during 26 the epidemic to simpler null models showed that the our model per-27 formed better with respect to probabilistic calibration, and that this 28 would have been identified from the earliest stages of the outbreak.
Introduction
can be written as
where β t is the time-varying transmission rate, W t is the Wiener process 154 and σ the volatility of the transmission rate. In fitting the model to the 155 time series of cases we extracted posterior predictive samples of trajectories, 156 which we used to generate forecasts.
particle Markov chain Monte Carlo (Andrieu et al., 2010) as implemented 170 in the ssm library (Dureau et al., 2013) . For each forecast, 50,000 samples 171 were extracted and thinned to 5000.
172
Predictive model variants 173 We used the samples of the posterior distribution generated using the Monte 174 Carlo sampler to produce a range of predictive trajectories, using the final 175 values of estimated state trajectories as initial values for the forecasts and 176 simulating the model forward for up to 10 weeks. While all model fits were 177 generated using the same model described above, we tested a range of dif-178 ferent predictive model variants to assess the quality of ensuing predictions. 179 We tested variants where trajectories were stochastic (with demographic 180 stochasticity and a noisy reporting process), as well as ones where these 181 sources of noise were removed for predictions. 
where x t is the observed data point at time t ∈ t 1 , . . . , t n , n being the number of forecasts, and F t is the (continuous) predictive cumulative probability 225 distribution (CDF) at time t. If the true probability distribution of outcomes 226 at time t is G t then the forecasts F t are said to be ideal if F t = G t at all 227 times t. In that case, the probabilities u t are distributed uniformly.
228
To assess calibration, we applied the Anderson-Darling test of unifor- 
235
Sharpness is the ability of the model to generate predictions within a 236 narrow range of possible outcomes. It is a data-independent measure, that 237 is, it is purely a feature of the forecasts themselves. To evaluate sharpness at 238 time t, we used the median absolute deviation about the median (MADM)
where y is a variable distributed according to F t , and m(y) is the median we used Monte-Carlo samples X from F t to estimate sharpness. 245 We further assessed the bias of forecasts to assess whether a model sys-246 tematically over-or underpredicted. We defined bias at time t as
where H(x) is the Heaviside step function with the half-maximum conven-249 tion H(0) = 1/2. This metric is equivalent to To get a single bias score U , we took the mean across forecast time
where T is the number of forecasting time points.
Lastly, we evaluated forecasts using the Continuous Ranked Probability 262 Score (CRPS, Hersbach, 2000) . CRPS is a distance measure that measures 263 forecasting performance at the scale of the predicted data, combining an 264 assessment calibration and sharpness. It is a strictly proper forecasting score, 265 that is one which is optimised if the predictive distribution is the same as 266 the one generating the data, with 0 being the ideal score. CRPS reduces 267 to the mean absolute error (MAE) if the forecast is deterministic and can 268 therefore be seen as its probabilistic generalisation. It is defined as
270 A convenient equivalent formulation using independent samples from F t 271 was suggested by Gneiting et al. (2007) and is given by
273
where X and X are independent realisations of a random variable with 274 CDF F t .
275
Results
276
The semi-mechanistic model used to generate real-time forecasts during the 
289
Forecasts from the semi-mechanistic model were calibrated for one or 290 two weeks, but deteriorated rapidly at longer forecasting horizons (Table 1   291 and Fig. 2 ). The two best calibrated models used deterministic forecasts 292 starting at the last fitted data point. Of these two, forecasts that kept the The best-calibrated of our semi-mechanistic forecasts was better cali-301 brated than any of the null models (Fig. 3A) which assumes that the same number of cases will be reported in the weeks 305 following the week during which the forecast was made, was only possibly 306 calibrated for 1-week ahead and uncalibrated beyond. The deterministic 307 null model was uncalibrated for all forecast horizons.
308
Our model as well as all null models except the unfocused model showed a 309 tendency to overestimate the predicted number of cases (Fig. 3B ). This bias 310 increased with the forecast horizon. The best-calibrated semi-mechanistic 311 model progressed from a 12% bias at 1 week ahead to 20% (2 weeks), 30% (3 312 weeks), 40% (4 weeks) and 44% (5 weeks) overestimation. At the same 313 time, this model showed rapidly decreasing sharpness as the forecast horizon 314 increased (Fig. 3C ). This is reflected in the mean CRPS values (Fig. 3D) but since these were no longer calibrated at horizons loner than one week,
322
the semi-mechanistic model would still be preferred for forecast horizons up 323 to three weeks. 324 We studied the calibration behaviour of the models over time, that is 325 using the data and forecasts available up to different time points during the 326 epidemic (Fig. 4) . This shows that from very early on, not much changed 
