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Abstract. Since the seminal paper by Dickey and Fuller in 1979, unit-root tests have
conditioned the standard approaches to analysing time series with strong serial
dependence in mean behaviour, the focus being placed on the detection of eventual unit
roots in an autoregressive model fitted to the series. In this paper, we propose a completely
different method to test for the type of long-wave patterns observed not only in unit-root
time series but also in series following more complex data-generating mechanisms. To this
end, our testing device analyses the unit-root persistence exhibited by the data while
imposing very few constraints on the generating mechanism. We call our device the range
unit-root (RUR) test since it is constructed from the running ranges of the series from
which we derive its limit distribution. These nonparametric statistics endow the test with a
number of desirable properties, the invariance to monotonic transformations of the series
and the robustness to the presence of important parameter shifts. Moreover, the RUR test
outperforms the power of standard unit-root tests on near-unit-root stationary time series;
it is invariant with respect to the innovations distribution and asymptotically immune to
noise. An extension of the RUR test, called the forward backward range unit-root (FB-
RUR) improves the check in the presence of additive outliers. Finally, we illustrate the
performances of both range tests and their discrepancies with the Dickey Fuller unit-root
test on exchange rate series.
Keywords. Unit-roots tests; structural breaks; nonlinearities; additive outliers; running
ranges; exchange rates.
1. INTRODUCTION
Many overwhelming low frequency non periodic components in time series are
associated with the presence of unit roots in their data generating processes
(DGP). Such time series are said to be integrated. The pioneering work of Nelson
and Plosser (1982) led to the belief that many economic time series were best
described in this way. This prompted a large amount of research on unit root time
series, covering both theoretical and empirical aspects. The unit root paradigm
has important practical implications since it entails that shocks have a permanent
effect on a variable, or equivalently that the fluctuations they cause are not
transitory.
The existence of unit roots in time series is investigated by means of unit root
tests. The application of standard unit root tests, such as the Dickey Fuller (DF)
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test (Dickey and Fuller, 1979), has been an important step in the construction of a
useful parametric model for many economic time series.
Unit root time series models impose, however, severe restrictions on the DGPs
of the data. Many real world time series exhibit nonlinearities, outliers and
structural breaks either in the mean or in the variance. All these features, which
cannot be properly captured with random walk like models, affect the size ⁄power
to standard unit root tests.
Many economic and financial time series such as inflation, unemployment rate,
and nominal and real interest rates can be trend stationary with a structural break
in the unconditional mean which affects the standard inferential procedures and
often makes constant coefficient models to perform poorly in practice (see for
instance, Perron, 1990; Maliiaropulos, 2000). The literature on testing for unit
roots in the presence of both known and unknown break points is large (see
Maddala and Kim, 1998 for a review). Perron (1989), Volgelsang (1990) and
Perron and Volgelsang (1992) reported evidence that structural breaks can make
an I(0) time series behave locally as I(1) and, as a result, these breaks are able to
affect the size ⁄power of standard unit root tests. The appropriate handling of such
departures as parameter shifts, trend breaks and nonlinearities calls for the
development of robust unit root tests.
In practice, it is difficult and even sometimes impossible to know whether a time
series exhibiting unit root like behaviour is really I(1), or rather a monotonic
nonlinear transformation of an I(1) series. With standard unit root tests,
misspecification of the true time series model may affect the rate of divergence
of the test statistic, making it behave inconsistently. The invariance to such
nonlinearities, would be therefore, a desirable property of a unit root test.
Granger and Hallman (1991) looked at the autocorrelation function of several
nonlinear transformations of the original series and proposed a test invariant to
monotonic transformations based on ranks.
Ermini and Granger (1993) worked with the Hermite polynomial expansion of
different nonlinear transformations of random walks, possibly with drift, and
showed that the autocorrelation function is not always a reliable indicator of the
degree of memory of nonlinear time series.
Outlying observations is another source of problem for time series analysis.
These may occur for different reasons, ranging from measurement errors to
recordings of unusual events such as wars, disasters and dramatic policy
changes. Some commonplace outlier inducing events in economic time series
are union strikes, hoarding consumer behaviour in response to a policy
announcement and computer breakdown effects on unemployment or sales
data collection and processing, to name a few. Outliers can also appear as a
result of misspecified estimated relationships or omitted variables (see, for
instance Pen˜a, 2001).
There is a sort of duality between the effects of additive outliers (AOs) and
those of structural breaks on time series. Indeed, while I(0) time series, subject to
level shifts, could be misinterpreted as I(1), I(1) time series corrupted by AOs
might look like I(0) provided that the outliers are sufficiently frequent and
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important in magnitude. In particular, it is known that the presence of AOs leads
to a downward bias of the ordinary least square (OLS) parameter estimates in a
stationary AR(1) process (Bustos and Yohai, 1986; Martin and Yohai, 1986) and
thereby the DF test will have an actual size in excess of the nominal size, thus
rejecting the unit root hypothesis too often. The size distortion of the DF test in
the presence of AOs was quantified by Franses and Haldrup (1994).
In this paper, we introduce a nonparametric range unit root (RUR) test, which
has a remarkable superiority with respect to the standard approaches (see
Aparicio et al., 2004a,b). First, it is invariant to monotonic transformations and
to the distribution of the model errors. Secondly, it is robust against many
structural breaks, parameter shifts and certain additive outliers. Thirdly, it does
not depend on the variance of any stationary alternative and thereby outperforms
standard tests also in terms of power on near unit root stationary time series.
Finally, a modified RUR test (FB RUR) is not affected by the presence of
additive noise on the series.
The structure of the paper is as follows. In Section 2 we introduce the RUR
test, discuss its small sample behaviour under the null hypothesis of a single unit
root and derive the asymptotic null distribution of the test. Section 3 studies its
power performances and its consistency against stationary, integrated and
trending alternatives. Section 4 analyses the robustness of the test statistic
under different departures from standard unit root test assumptions. Section 5
presents a modification of the former RUR test that improves both its small
sample power in the presence of level shifts, and its size when additive outliers
corrupt the series early. In Section 6 we analyse the size distortion with serial
correlation and heteroskedastic error. In Section 7 we apply our testing
methodology to a real time series and compare the results with those obtained
by means of standard unit root tests. After the concluding remarks of Section 8,
an Appendix is devoted to the proofs of the main theoretical results.
2. RANGE UNIT ROOT TEST
Many time series not generated by unit root models exhibit mean behaviour
similar to those which are. The objective of this section is to investigate alternative
procedures for assessing the presence of unit root like features, not necessarily
caused by unit roots. We will begin by studying the behaviour of the sequence of
running ranges in both stationary and random walk time series.
The range of a data sample is defined in terms of its extremes. Formally, for a
given time series xt, the statistics x1,i minfx1, . . . , xig and xi,i maxfx1, . . . , xig
are called the ith extremes. When the sample comes from a time series xt, a
monotonically increasing sequence of ranges can be obtained as RðxÞi xi;i x1;i,
for i 1,2,3, . . . , n, where n denotes the sample size. The total number of new
extremes or records in a sample of size n is given by the quantityPn
i 1 1ðDRðxÞi > 0Þ, where 1( ) is the indicator function.
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It can be shown that the long run frequency of new records,
n1
Pn
i 1 1ðDRðxÞi > 0Þ, vanishes faster for stationary time series than for series
containing a unit root; these latter series are often referred to as integrated of order
1, or briefly as I(1). In particular, for independent and identically distributed (i.i.d.)
sequences of random variables we have (see, for instance Embrechts et al., 1999):
1
log n
Xn
i 1
1ðDRðxÞi > 0Þ Oð1Þ
This result still holds for stationary series satisfying the Berman condition,
which requires the covariance sequence of the series fci cov(xtxtþi)gi1 to
decrease faster than (log i)1, that is ci log i ! 0 as i ! 1 (see Lindgren and
Rootze´n, 1987).1 As will be shown later in this paper, the frequency of new
records for I(1) time series decreases at a slower rate:
1
n1=2
Xn
i 1
1ðDRðxÞi > 0Þ Oð1Þ
However, if xt is a random walk with drift, then the frequency of new records
decreases at an even slow speed, in this case:
1
n
Xn
i 1
1ðDRðxÞi > 0Þ Oð1Þ
We remark that for the random walk, the sequence of running ranges escalates
indefinitely, whereas it does not in the stationary cases (see Aparicio et al., 2005).
However, having thick tailed error distributions or mere infinite variance does not
imply the divergence of the running ranges. Such a divergence is caused by strong
first order serial or stationary frequency dependence.
In what follows, we introduce the RUR test statistic upon which the proposed
unit root testing methodology is based. Then we provide some asymptotic results,
and analyse its small sample behaviour under the null hypothesis of a single unit
root. Finally, we study its small sample power performances against AR(1)
stationary alternatives.
2.1. The test statistic
In the sequel we consider the statistic J ðnÞ0 defined below for testing the null
hypothesis of a random walk xt xt1þt where the errors figi1 are a sequence
of i.i.d. random variables having zero mean and variance r2 . The corresponding
testing device will be referred to as the RUR test.
RUR  J ðnÞ0 n1=2
Xn
t 1
1ðDRðxÞt > 0Þ: ð1Þ
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Notice that n1=2J ðnÞ0 represents the proportion of these prediction errors in a
sample of size n, while n1=2J ðnÞ0 is the number of new records of the time series xt
up to time n.
Given the non ergodic nature of xt under the null hypothesis, the normalized
number of records in the sample, J ðnÞ0 , does not converge to zero but to a non
degenerate random variable, as will be shown later. On the contrary, when
xt  I(0), J ðnÞ0 converges in probability to zero. Therefore, we can consider the left
tail of the distribution of J ðnÞ0 to discriminate between I(1) and I(0) series. This
means that when xt  I(0), RðxÞt1 is a more efficient predictor of RðxÞt than when xt
contains a unit root. Consequently, the RUR test statistic J ðnÞ0 will be expected to
take comparatively large values for I(1) time series and small values for I(0) time
series. We also show that the RUR test is robust to a number of departures from
the null hypothesis (no size distortions).
2.2. Small sample behaviour under the null
Table I shows estimates of the critical values of J ðnÞ0 obtained from 10,000
replications of the null model, and for eight different sample sizes and six
significance levels (a 0.01, 0.025, 0.05, 0.10, 0.90, 0.95) where the model errors
follow t  n.i.d.(0,1).
Figure 1 shows the corresponding empirical density of J ðnÞ0 estimated by kernel
smoothing, using the Epanechnikov kernel.
2.3. Asymptotic distribution
A basic result regarding the behaviour of the records of a random walk is that the
sample size increasing the frequency of these records is equal to zero. Proposition 1
formally establishes this result, which is proved in the Appendix and will be used
subsequently.
Proposition 1. Let xt xt1 þ t where ftgt1 satisfies the mixing condition of
Phillips and Perron (1988) and let xt,t max{x1, . . . , xt} and x1,t
minfx1, . . . , xtg. Then we have
TABLE I
Critical Values of the Unit-Root Test
a
n
100 250 500 1000 2000 3000 4000 5000
0.01 0.9 0.9391 1.0119 1.0435 1.1180 1.1137 1.1420 1.1455
0.025 1.0 1.0752 1.1180 1.1700 1.2075 1.2232 1.2301 1.2304
0.05 1.1 1.2017 1.2075 1.2649 1.2746 1.3145 1.3123 1.3152
0.10 1.3 1.3282 1.3864 1.4230 1.4530 1.4534 1.4606 1.4506
0.90 2.8 2.9725 3.04 3.06 3.08 3.1038 3.108 3.11
0.95 3.1 3.2888 3.3541 3.3520 3.4435 3.4324 3.44 3.47
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lim
t!1 P xt xt;t
 
lim
t!1 Pðxt x1;tÞ 0: ð2Þ
Proof. In Appendix A1. u
Appropriate scaling is needed for the sequence of partial sumsPn
t 1 1ðDRðxÞt > 0Þ to converge to a non degenerate random variable under the
null hypothesis H0. Our main result of Theorem 1 establishes that under H0 the
normalized sequence of partial sums
J ðnÞ0 n
1=2Xn
t 1
1ðDRðxÞt > 0Þ
converges weakly to a random variable. Under the alternative hypothesis of
stationarity, and under mild conditions on the degree of serial dependence of xt,
the sequence of partial sums
Pn
t 1 1ðDRðxÞt > 0Þ diverges at a much lower rate, thus
leading to J ðnÞ0 ! 0 as n ! 1. From Revuz and Yor (1991) we have the following
definition of local time processes.
0 1 2 3 4 5 6
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Figure 1. Plot of the empirical density of J ðnÞ0 , for different sample sizes, under the null hypothesis of a
random walk with n.i.d.(0,1) errors.
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Definition 1 (Local Time of a Brownian Motion Process) (Le´vy, 1948). Let B( )
represent a Brownian motion process in <, and let lB(x, t) be defined as
lBðx; tÞ lim
d#0
1
2d
Z t
0
1 x d  BðsÞ  xþ d½ ds ð3Þ
where lB(x, t) is a continuously increasing process in x called the local time of B at x.
It measures the amount of time the Brownian motion spends in the neighbourhood of
x. It can also be interpreted as the ‘spatial density’ of the occupation timeR t
0 1 x d  BðsÞ  xþ d½ ds.
Theorem 1. Let xt
Pt
i 1 i where figi1 are continuous i.i.d. random variables
with bounded probability density, function (pdf), zero mean and finite variance r2 .
Suppose that x0 also has a bounded pdf and finite variance. Let
J ðnÞ0 J
ðnÞ
1 þ J ðnÞ2
with
J ðnÞ1 n
1=2Xn
t 1
1ðxt xt;tÞ and J nÞ2 n1=2
Xn
t 1
1ðxt x1;tÞ:
Then we have
(1)
J ðnÞ1 )
E j1jf g
r
lBð0; 1Þ ð4Þ
J ðnÞ2 )
Efj1jg
r
lBð0; 1Þ ð5Þ
PfJ ð1Þi  hg
2
2p E j1jf gr
 2r
Z h
0
exp
u2
2 E j1jf gr
 2
0B@
1CAdu; ð6Þ
h  0; i 1; 2 which depends on a E j1jf g
r
ð7Þ
(2) The limiting distribution of the RUR test statistic is given by,
RUR  J ðnÞ0 )
w2
a2
2
p
r
e
1
2
w2
a2
" #
2
p
r
nþ gð Þ2e12 nþgð Þ2
independent of a E j1jf gr where n ! |B(1)| and g ! lB(0,1)
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(3) If xt is a stationary Gaussian series with covariance sequence fci
cov(xt,xtþi)gi satisfying ci log i ! 0 as n ! 1 (Berman condition). Then we
have
J ðnÞ0 !
p
0; ð8Þ
and thus the RUR test is consistent against this stationary alternative.
Proof. In Appendix A2. u
In Figure 2 we plot the asymptotic distribution and the empirical distribution
for a sample size of 1000. It is clear that the critical values from both tails of the
two distributions are similar as shown in Table I.
To ensure the consistency of the RUR test statistic against general stationary
alternatives, we impose certain restrictions on the serial dependence of the
process. The following condition is similar in spirit (although weaker) to the
strong mixing condition and allows us to use the results from the asymptotic
theory of records for i.i.d. processes.
Condition 1. D(un): Let fxtgt1 be a stationary sequence of random variables with
Fi1;...;inðu1; . . . ; unÞ P xi1  u1; . . . ; xin  unf g
representing its finite dimensional distribution function. Write Fi1, . . . , in(u)
Fi1, . . . , in(u, . . . , u) for economy of notation and define
an;l max jFi1;...;ip ;j1;...;jqðuÞ Fi1;...;ipðuÞFj1;...;jqðuÞj
 
1 2 3 4 5
0.
0
0.
2
0.
4
0.
6
Emp.distr.
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Figure 2. Plot of the empirical density of J ðnÞ0 for n ¼ 1000 under the null hypothesis H0 : xt ¼
xt 1 þ t, where t  n.i.d.(0,1) and the asymptotic distribution.
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with 1  i1 <    < ip < j1 <    < jq  n, j1 ip  l. The sequence fxtgt1 is
said to satisfy condition D(un) if there exists a sequence of numbers ln o(n) such
that an,ln ! 0.
Among the processes that satisfy condition D(un) are the Gaussian processes
satisfying the Berman condition. If xt is one such process, then the joint distribution
of any fixed set of extreme statistics converges to the same limit as if the variables
were i.i.d. (Lindgren and Rootze´n, 1987). As a consequence, we must expect
n1=2J ðnÞ0  Oðlog nÞ, or equivalently, J ðnÞ0  Oðn1=2 logðnÞÞ ! 0 as n ! 1, and the
consistency against this class of alternatives is proved. Note that the Berman
condition is not very demanding, since it is satisfied by any process with
exponentially decaying covariance function, among which are all the stationary
Gaussian autoregressive moving average (ARMA) processes. The Gaussian
condition seems to be too restrictive; however, as we see in Section 3, the size and
power of the RUR test statistic do not vary significantly under stationary
alternatives and under different error distributions (such as Cauchy’s and the
Student’s t).
3. SIZE, POWER AND CONSISTENCY OF RUR TEST
In this section we investigate the power performances of the RUR test and its
consistency against stationary, trending and integrated alternatives. First of all, it
is easy to show that the test is consistent against stationary alternatives [H0 : I(1)
against H1 : I(0)]. To show it, recall from Section 2 that for such alternatives we
can expect the sequence of ranges to behave similarly as if xt was an i.i.d.
sequence, that is:
n1=2
Xn
i 1
1ðDRðxÞi > 0Þ Oðn1=2 log nÞ
J ðnÞ0 Oðn1=2 log nÞ
Therefore, the test is consistent since n1/2 log n ! 0 as n ! 1, while P(J(1)
0|H0) 0. A similar behaviour applies to I( k) time series with k > 0 since the
degree of mean reversion is even more pronounced in this case. The following
simple device allows us to discriminate between the stationary and the integrated
case. Let B denote the lag operator and let exð0Þt D xt. Note that if xt  I(0) then the
time series defined by
exð1Þt DX1
j 0
Bjxtj
is I(1). Similarly, if xt  I( k) with k > 0 then k þ 1 will be the smallest positive
integer such that exðkþ1Þt  Ið1Þ, or equivalently, such that J ðnÞ0 does not vanish
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asymptotically. By mere inversion of the argument, if k is the smallest non
negative integer such that the null hypothesis is not rejected on exðkÞt then xt will
very likely be I( k).
The small sample power of the test against stationary AR(1) alternatives is
shown in Table II below using the estimated critical values at the 5% significance
level, and from 10,000 replications of the alternative model xt bxt1 þ t, with
t  n.i.d.(0,1), the DF test shown in parentheses.
These results show that the DF test outperforms the RUR test in only two
cases: (i) when the sample size is comparatively small (n 100), and (ii) when the
autoregression parameter b is far from the nonstationary values of (b). For near
unit root stationary time series, however, the RUR test outperforms the DF test.
Therefore, when compared with the DF test, the RUR test establishes a sharper
distinction between the null hypothesis of unit root and the stationary AR(1)
alternatives. This can be explained by the invariance of the RUR test statistic J ðnÞ0
with respect to the finite constant variance r2x of the stationary alternative, which
follows from the fact that
1ðDRðxÞt > 0Þ 1ðr1x DRðxÞt > 0Þ:
On trending alternatives, the RUR test is also consistent if we use the right tail
of the distribution of J ðnÞ0 under H0. To see this, we invoke a classical result by
Feller (1971) which states that on random walks with nonzero drift, that is when
l E(t) 6 0, the renewal counting process of records NðnÞ
Pn
i 1 1ðDRðxÞi > 0Þ
satisfies:
lim
n!1 n
1NðnÞ Oð1Þ:
As a consequence, J ðnÞ0 Oðn1=2Þ ! 1 as n ! 1 under such alternatives.
A similar divergent behaviour of the RUR test statistic occurs when xt  I(k)
with integration order k > 1, or when xt is a stationary time series fluctuating
around a deterministic trend. To distinguish between these two cases, consider the
following time series models:
(a) xt xt1 þ t with EðtÞ l 6 0:
(b) xt yt þ lt where yt  Ið0Þ:
TABLE II
Empirical Size and Power of RUR Test from 10,000 Replications for Different Sample Sizes
n and for Different Values of b
n
b
0.5 0.8 0.9 0.95 0.99 1
100 0.8 (1) 0.6 (0.99) 0.5 (0.5) 0.4 (0.18) 0.12 (0.0375) 0.051 (0.04)
250 1 (1) 1 (1) 1 (1) 0.8 (0.7) 0.47 (0.0760) 0.049 (0.05)
500 1 (1) 1 (1) 1 (1) 1 (0.99) 0.72 (0.39) 0.05 (0.05)
10
Notice that under model (a) Dxt  I(0), while under model (b) Dxt  I( 1). So
discrimination between models (a) and (b) is reduced to determine the order of
integration, as discussed before.
4. DEPARTURES FROM THE STANDARD CONDITIONS UNDER H0
Another important property of the RUR test is its robustness to departures
from the standard assumptions. In this paper, we consider three types of
departures: (a) stationary alternatives with different error distributions, (b) when
a stationary time series undergoes structural breaks; (c) when I(1) time series are
corrupted by additive outliers and I(1) time series are nonlinear transformed. In
the sequel we study the small sample behaviour of the RUR test in the presence
of each of the above mentioned departures from the standard unit root test
assumptions.
4.1. Robustness of RUR test statistic against alternative error distributions
Consider J ðnÞ0 in the following form:
J ðnÞ0 n
1=2Xn
i 1
1ðDRðxÞi > 0Þ
n1=2
Xn
i 1
1ðxi xi;i 0Þ þ n1=2
Xn
i 1
1ðxi x1;i 0Þ
and then realizing that each term in this sum is the normalized number of visits to
the origin of the two I(1) processes with asymptotically i.i.d. innovations:
yt xt xt;t ð9Þ
y0t xt x1;t: ð10Þ
The I(1) nature of yt and y0t allows the application of a result by Burridge and
Guerre (1996) to the asymptotic distribution of the normalized number of level
crossings of a random walk, which leads straightforwardly to ours. The
asymptotic distribution of J ðnÞi depends on the innovation distribution (in
particular, of their variance, r2 Þ: This dependence comes from the scaling factor
a Ef||g/r which varies from one error distribution to another. For example, if
the innovations t are Gaussian then a 2=p
p
, and thereby even the asymptotic
distribution of the normalized number of upper (or lower) records, J ðnÞ1 ðJ ðnÞ2 Þ, is
unaffected by error variance, r2 . However, this case is rather exceptional since for
all other common distributions the value of a is sensitive to its shape, or
equivalently to the tails. This is shown below for some typical error distributions
with the shape parameter denoted by m.
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Probability distribution of model errors ftgt1 a ¼ Efjjg=r
Student’s t with m degrees of freedom ðm 2Þ=pp C 12 ðm 1Þ =Cðm2Þ
Log-normal 1= expðm2Þ 1p
Gamma ðCðcþ 1ÞÞ= cp CðcÞ
Weibull ðCðcþ1c ÞÞ= Cðcþ2c Þ
q
Therefore, in general, the asymptotic distribution of the statistics J ðnÞ1 and J
ðnÞ
2 has
different support depending on the shape of themodel error distribution, which acts
as a nuisance parameter. However, the asymptotic distribution of the RUR test
statistic J ðnÞ0 is free of nuisance parameters. This is in contrast with the unit root
testing device suggested by Burridge and Guerre (1996), based on the number of
crossings, which in fact, depends on these nuisance parameters, a E jjf gr .
The empirical size and power of the RUR test against stationary AR(1)
alternatives is shown in Table III below. We consider the estimated 5% critical
values from 10,000 replications of the model xt bxt1 þ t, with the following
distributions: t  n.i.d. (0,1) when t has a Student’s t distribution with 5 degrees
of freedom, when t has a mixture of N( 4, 9.766) and U( 1, 9) (notice that this
distribution has a mean and median equal to zero but it is asymmetric), and finally
the same AR(1) model but with t following a Cauchy distribution. The
autoregressive parameter b was allowed to take different stationary values (power
of the test) and a nonstationary value (size of the test) for different sample sizes n.
The DF performances appear in parentheses.
The size of the RUR test is included in the last column of Table III. It is clear
that there is no size distortion for different error distributions even if the
distributions are asymmetric. As expected, the power of the DF test is higher than
that of the RUR test for stationary alternatives that are far from 1 (say 0.5 and
TABLE III
Empirical Size and Power of RUR Test from 10,000 Replications for Different Sample Sizes
n Values of b and Error Distributions
n
b
0.5 0.8 0.9 0.95 0.99 1
Cauchy
100 0.8 (1) 0.6 (0.99) 0.49 (0.4) 0.4 (0.09) 0.12 (0.03) 0.052 (0.051)
250 1 (1) 1 (1) 1 (1) 0.81 (0.6) 0.5 (0.07) 0.05 (0.05)
500 1 (1) 1 (1) 1 (1) (0.9) 0.7 (0.1) 0.05 (0.05)
Student’s t
100 0.8 (1) 0.6 (0.99) 0.5 (0.4) 0.39 (0.09) 0.1 (0.02) 0.05 (0.04)
250 1 (1) 1 (1) 1 (0.99) 0.8 (0.65) 0.45 (0.06) 0.05 (0.05)
500 1 (1) 1 (1) 1 (1) 1 (0.97) 0.7 (0.08) 0.05 (0.05)
Asymmetric
100 0.8 (0.99) 0.6 (0.98) 0.5 (0.4) 0.4 (0.08) 0.1 (0.02) 0.05 (0.04)
250 1 (1) 1 (1) 1 (1) 0.82 (0.7) 0.5 (0.06) 0.05 (0.05)
500 1 (1) 1 (1) 1 (1) 1 (1) 0.7 (0.1) 0.05 (0.05)
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0.8). However, in contrast with the RUR test, the power of the DF decreases
dramatically for autoregressive values near the unit root (0.95, 0.99).
4.2. Power of the test against stationary alternatives with level shifts
We consider the case of a single structural break in the series in the middle of the
sample. The break is modelled as a dummy variable defined by Dt 0 for t  n/2
and Dt 1 for t > n/2. Specifically, we consider the alternative model to be xt
0.5xt1 þ s Dt þ t. Table IV provides power estimates at the 5% significance
level from 10,000 replications for different values of the sample size n and of the
local break size s. The power performances of the DF test appear in parentheses.
We remark that except for the case of s 4 and n 500, the DF test has no
power. TheRURtest ismore powerful for sample sizes larger than250 and therefore
are less prone to misinterpret structural breaks as are permanent stochastic
disturbances. In a scenario allowing for multiple breaks, we should expect a larger
decrease in power for both theRURand theDF tests. In order to assess these power
losses, we performed another experiment which included two breaks at
different locations in time. The alternative model was now xt
0.5xt1 þ s1Dt,1 þ s2Dt,2 þ t with Dt,i (i 1,2) representing dummy variables
defined byDt,i 0 for t  in/4 andDt,i 1 for in/4 < t  in/2. Table V shows the
power results at the 5% significance level obtained from 10,000 replications of this
model, for both the RUR and the DF tests shown in parentheses. Here s1,2 (s1,
s2)
0. The power estimates are given for different values of the sample size n (100, 250,
500), and of the break magnitudes s1 and s2 (s1 2, 4, 8 and s2 4, 8, 12,
TABLE IV
Empirical Power Against the Alternative xt ¼ 0.5xt 1 þ sDt þ t, for Different Values of
the Sample Size n and of the Local Break Size s
n
s
4 8 12
100 0.2 (0.00) 0.08 (0.00) 0.07 (0.00)
250 0.7 (0.00) 0.6 (0.00) 0.6 (0.00)
500 1 (0.86) 1 (0.00) 1 (0.00)
TABLE V
Empirical Power of the RUR Test Against the Alternative xt ¼ 0.5xt 1 þ s1Dt,1 þ s2Dt,2 þ t,
for Different Values of the Sample Size n and of the Local Break Size s
n
S1,2
(2, 4) (4, 8) (8, 12)
100 0.07 (0.000) 0.005 (0.000) 0.000 (0.000)
250 0.5 (0.000) 0.200 (0.000) 0.05 (0.000)
500 1 (0.453) 0.7 (0.000) 0.6 (0.000)
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respectively). Once again, the RUR test outperforms theDF results in all cases, and
is powerful for the sample size n 500, as long as the break size is not too large.
To explain this robustness of the RUR test theoretically, consider the following
AR(1) models, where we allow for the possibility of a single breakthrough
innovation dynamics:
(a) xt axt1 þ nt; jaj < 1 with EðntÞ 0;
(b) xt axt1 þ t; jaj < 1 with EðtÞ s1ðt t0Þ:
Let J ðnÞn and J
ðnÞ
 be the RUR test statistics associated with the processes in models
(a) and (b), respectively. Now if |a| > 0 and t0 > 0 we will have
Rt0 aþ Rt01;
since on I(0) processes P(DRt>0) O(t
1)  0 for t large enough, that is DRt0
a with probability close to one. As a result, J ðnÞ ’ J ðnÞn þ n1=2 for both n and t0
large enough. But then J ðnÞ J
ðnÞ
n !
p
0 as n ! 1, which means that the
consistency of the test is not affected by the presence of a level break, whatever
the size of such break.
When several level breaks are involved, say m breaks, we can write
EðtÞ
Xm
i 1
si1ðt tiÞ:
Now suppose
t D min
1im
ftig > 0 and 0 < s D min
1im
fsig < 1;
such that
PðDRt > 0Þ Oðt1Þ ’ 0and thereby
J ðnÞ ’ J ðnÞn þ n1=2
Xm
i 1
si
for n large enough. Therefore J ðnÞ J
ðnÞ
n !
p
0 as n ! 1, for finite m. What is
more, the number of level breaks, m, can even grow indefinitely as o(n1/2) without
affecting the consistency of the test.
4.3. Size of the RUR test against level shifts, nonlinearities and additive outliers
We want to show that the asymptotic size of the RUR test is unaltered by the
presence of as much as m o(n1/2) level shifts superimposed on a I(1) time series.
For that, we consider the following two AR(1) models:
(a) xt xt1 þ nt; with EðntÞ 0;
(b) xt xt1 þ t; with EðtÞ
Pm
i 1 si1ðt tiÞ;
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with t > 0 and 0 < s < 1, such that
PðDRt > 0Þ Oðt1=2Þ ’ 0 and thereby J ðnÞ ’ J ðnÞn þ n1=2
Xm
i 1
si:
Then as far as m o(n1/2) we will get J ðnÞ J
ðnÞ
n !
p
0 as n ! 1, and the
asymptotic size will be the same as in model (a).
Notice that if, on the contrary, m is allowed to be O(n1/2þc) with c > 0, J ðnÞ will
behave as if xt had a trend, that is, J
ðnÞ
 !1 as n ! 1. Level breaks will then
shift the null distribution to the left indefinitely leading to the rejection of the null
hypothesis of an I(1) time series.
Next we analyse the small sample behaviour of the RUR test in the face of
several nonlinear transformations of random walks, and show that it is
invariant to monotonic transformations even in small samples. Table VI shows
the size estimated at the 5% significance level from 10,000 replications of the
different models and for n 100,250, and 500 and the DF results are in
parentheses.
It can be observed that the size of the RUR test tends towards its correct 5%
value in all the cases except when the transformation is non monotonic (case 8).
In case (7), the transformation makes the series stationary and therefore the table
reports the power, not the size. To study more precisely the effect of the
logarithmic nonlinearities, in case (6), we forced the variable to take most of its
values in the interval (0,1). This was done by transforming the series linearly prior
to applying the logarithmic transformation. Since, in this interval, the function is
not so well approximated by a straight line, one would expect a more noticeable
size distortion, at least for the smaller sample size of n 100. Overall, however,
all the empirical sizes for the purely monotonic transformations seem to converge
to the nominal size of 0.05 as the sample size grows. The invariance of J ðnÞ0 to
monotonic nonlinear transformations g( ) applied to the series xt follows
immediately from the relations:
TABLE VI
Empirical Size of the RUR Test against Different Forms of Nonlinearity Applied to
a Random Walk xt ¼ xt 1 þ t
Transformations 100 250 500
Monotonic
(1) x2t with xt > 0, 8 0.03 (0.397) 0.059 (0.406) 0.048 (0.420)
(2) x3t 0.038 (0.456) 0.057 (0.532) 0.049 (0.533)
(3) exp (xt) 0.03 (0.92) 0.05 (1) 0.0469 (1)
(4) expðxt75Þ 0.054 (0.271) 0.0526 (0.271) 0.05 (0.301)
(5) log (xt þ 100) 0.043 (0.275) 0.064 (0.331) 0.051 (0.354)
(6) logðxtþ2 T
p
4 T
p Þ; xtþ2 T
p
4 T
p 2 ð0; 1Þ 0.072(0.347) 0.054(0.349) 0.051(0.354)
Non-monotonic
(7) sin (xt) 0.8828 (1) 0.9986 (1) 1 (1)
(8) x2t 0.079 (0.397) 0.170 (0.406) 0.178 (0.420)
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1ðgðxtÞ > gðxt1;t1ÞÞ 1ðxt > xt1;t1Þ
1ðgðxtÞ < gðx1;t1ÞÞ 1ðxt < x1;t1Þ:
Notice that such invariance holds not only under the null hypothesis but also
under any alternative. This result is in fact related to the invariance of the number
of level crossings in a series (in this case, the first differences of the sequence of
running ranges) to monotonic transformations.
The results in Table VII show that the size distortions caused by the presence of
AO in the middle of the series and beyond are significantly smaller for the RUR
test than for the DF test (shown in parentheses). Our alternative hypothesis was
now represented by the model yt xt þ sdt,s, where xt xt1 þ t, s denotes an
integer no larger than the sample size, and dt,s is a dummy variable defined by
dt,s 1 if t s and zero elsewhere. The sizes were estimated at the 5%
significance level, for different values of both s (s n/25, n/10, n/5) and the
sample size n (100, 250, 500). It can be seen that when the AO appears near the
end of the series, the RUR test has even lower than nominal sizes.
Unfortunately, an early AO will produce a jump in the sequence of ranges
which may prevent other jumps from being counted by the RUR test statistic,
thus biasing our test towards the rejection of the null hypothesis of unit root. The
bias will be larger, the sooner the outlier appears in the series. In order to grasp
this problem, we performed another Monte Carlo experiment in which a single
AO is introduced near the origin.
The results show that when the AO appears within the first quarter of the
sample, the RUR test seems to offer no real improvement over the DF test. To
give a flavour of what is going on in this case, suppose we have an AO early in the
series at time t t0, and suppose that its magnitude, s, is such that
TABLE VII
Empirical Size of RUR Test against the Model yt ¼ xt þ sdt,s, where xt ¼ xt 1 þ t and
Different Locations of the AO
n
s
(n/2) (n/2) þ 1 (n/2) þ 2
100 0.0826 (0.2978) 0.0830 (0.2964) 0.0812 (0.2958)
250 0.0800 (0.1682) 0.0800 (0.1688) 0.0798 (0.1670)
500 0.0644 (0.1130) 0.0640 (0.1102) 0.0642 (0.1096)
n (n/20) n (n/10) n (n/5)
100 0.0212 (0.2964) 0.0244 (0.2990) 0.0352 (0.2980)
250 0.0392 (0.1704) 0.0422 (0.1660) 0.0484 (0.1656)
500 0.0446 (0.1106) 0.0472 (0.1104) 0.0510 (0.1118)
n/25 n/10 n/5
100 0.3778 (0.2956) 0.3192 (0.2964) 0.2432 (0.3002)
250 0.2746 (0.1672) 0.2230 (0.1668) 0.1700 (0.1676)
500 0.1930 (0.1114) 0.1588 (0.1112) 0.1188 (0.1110)
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DRðxÞt0  max1tn DRðxÞt . Such a large outlier will prevent new records from
occurring at t > t0, and therefore DR
ðxÞ
t 0 for t > t0. It follows that
J ðnÞ0 n
1=2Xt0
i 1
1ðDRðxÞi > 0Þ!
p
0 as n !1;
and the test will then be likely to reject the null hypothesis. Notice that the
previous result still holds when the AO location is allowed to increase with the
sample size as fast as O(n1c) with c > 0. Obviously, when more than one early
AO appears, the record count will be determined by the largest AO’s location, but
the real size of the test will grow to one, in the same way, as n ! 1.
The relatively large size distortion of the RUR test in the presence of early AOs
can be solved, however, by slightly modifying the test statistic so as to also count
the records appearing when the series is observed in reverse order. This is the
purpose of Section 5.
5. THE FORWARD–BACKWARD RANGE UNIT-ROOT TEST
Unless we know the outlier locations, the amount of size distortion or bias of the
RUR test, based on the statistic J ðnÞ0 , when confounded with time series with AOs
will be uncertain. By means of a simple resampling technique, we obtain an
extension of theRUR test, called the FB RUR test, based on the statistic here noted
as J ðnÞ , which reduces the size distortion when the AOoccurs at the beginning of the
sample, and which turns out to be smaller than with the DF test. The FB RUR test
also improves the power performances of the former RUR test.
This extension consists of running the RUR test first forwards (from the
beginning to the end of the sample) and then backwards (from the end to
the beginning). The total jump count corresponds therefore to a sample size twice
the original one, thus leading to improved size and power performances, in
general. The FB RUR test statistic J ðnÞ can be formulated as follows:
J ðnÞ
1
2n
p
Xn
t 1
1ðDRðxÞt > 0Þ þ 1ðDRðx
0Þ
t > 0Þ
n o
; ð11Þ
where x0t xntþ1; t 1, 2, . . . ,T, denotes the time reversed series.
The asymptotic null distribution of the FB RUR test statistic J ðnÞ can be
obtained from the asymptotic null distribution of J ðnÞ0 . Indeed, we can write:
J ðnÞ
1
2n
p ðJ ðnÞx þ J ðnÞx0 Þ
where we have set
J ðnÞx
1
n
p
Xn
t 1
1ðDRðxÞt > 0Þ;
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J ðnÞx0
1
n
p
Xn
t 1
1ðDRðx0Þt > 0Þ:
On the other hand, since
x0t xn
Xn
i tþ1
i;
xt0 x0 þ
Xt0
i 1
i;
we obtain, for t0  t:
Efx0txt0 g Efx0xTg Eðx20Þ:
Now suppose x0 is fixed and the i are Gaussian Cov(x0, xn) 0. These
assumptions entail that x0t and xt0 are statistically independent as long as t
0  t.
Thus, let kn n
1c for some c such that 0 < c < min(1, ln 2/lnn). We can
write:
J ðnÞ
1
2n
p ðJ ðnknÞx þ J ðnknÞx0 þ J ðnknþ1;nÞx þ J ðnknþ1;nÞx0 Þ;
where
J ðnknþ1;nÞx
1
n
p
Xn
t nknþ1
1ðDRðxÞt > 0Þ;
J ðnknþ1;nÞx0
1
n
p
Xn
t nknþ1
1ðDRðx0Þt > 0Þ:
Notice that kn  n/2, and thereby the random variables J ðnknÞx and J ðnknÞx0
are independent. Secondly, the term J ðnknþ1;nÞx þ J ðnknþ1;nÞx0 is asymptotically
negligible with respect to the term J ðnknÞx þ J ðnknÞx0 : Finally, both J ðnknÞx and
J ðnknÞx0 converge weakly to the same limiting variable J
ð1Þ
0 ; by virtue of the
duality theorem (Feller, 1971, vol. 2, p. 443).2 Therefore J ðnÞ ) 1= 2n
p
J ð1Þ0 ,
where
f
J ð1Þ
0
ðuÞ ðuÞ2 2
p
r
e
1
2ðuÞ2 where u nþ g
independent of a where n ! |B(1)| and g ! lB(0,1).
The power of the FB RUR test against the alternative of a stationary AR(1)
time series with n.i.d. (0,1) model errors is shown in Table VIII. Notice the
improvements in power performances, especially for the smaller sample sizes,
where now DF (in parentheses) is outperformed, in all the cases except when
the value of the autoregression parameter b is far from the unit root (b 0.5
and 0.8).
18
5.1. Behaviour of the FB RUR test under departures from the standard assumptions
5.1.1. Robustness against outliers, structural breaks and monotonic nonlinearities
In order to quantify, in finite samples, the size distortion of the FB RUR test in
the presence of additive outliers, we used the same experimental framework as for
the original RUR test. Table IX shows the Monte Carlo results, depending on
whether the single outlier’s location is at the beginning, in the middle, or at the
end of the sample. For comparison, we let the DF test results appear in
parentheses. (See also Franses and Haldrup, 1994.)
On the one hand, notice that even in cases where the outlying observations
appear at the beginning of the data sample, the FB RUR test is more robust than
the DF test, Dickey and Fuller (1979). Indeed, since in this case the last jump
occurs at the largest outlier’s location, J ðnÞ0 tends to be very small (and,
asymptotically, zero), whereas J ðnÞ will only be approximately reduced by a factor
of 1= 2
p
with respect to the case of no outliers. Notice also that we should not
expect any improvement in performances of the FB RUR test over the RUR test
when the AOs occur in the middle of the sample. Finally, this competitive edge of
the FB RUR test disappears when outliers occur at both the beginning and the
end of the sample. However, this situation is more unlikely.
TABLE IX
Empirical Size against the Model yt ¼ xt þ sdt,s and Different Locations of the AO
n
s
n/25 n/10 n/5
100 0.1206 (0.2956) 0.0880 (0.2964) 0.0550 (0.3002)
250 0.1156 (0.1672) 0.0950 (0.1668) 0.0678 (0.1676)
500 0.0918 (0.1114) 0.0726 (0.1112) 0.0638 (0.1110)
n|s n/2 n/2 þ 1 n/2 þ 2
100 0.04 (0.2978) 0.0630 (0.2964) 0.0512 (0.2958)
250 0.0500 (0.1682) 0.0500 (0.1688) 0.0598 (0.1670)
500 0.0544 (0.1130) 0.0540 (0.1102) 0.042 (0.1096)
n|s n n/20 n n/10 n n/5
100 0.0212 (0.2964) 0.0244 (0.2990) 0.0552 (0.2980)
250 0.0692 (0.1704) 0.0522 (0.1660) 0.0584 (0.1656)
500 0.0546 (0.1106) 0.0572 (0.1104) 0.0510 (0.1118)
TABLE VIII
Empirical Size and Power from 10,000 Replications for Different Sample Sizes n and for
Different Values of b
n
b
0.5 0.8 0.9 0.95 0.99 1
100 1.00 (1.00) 0.80 (0.99) 0.60 (0.5) 0.5(0.18) 0.2 (0.0375) 0.05 (0.05)
250 1.00 (1.00) 1.00 (1.00) 1.00 (1) 0.9(0.7) 0.52 (0.0760) 0.05 (0.05)
500 1.00 (1.00) 1.00 (1.00) 1.00 (1) 1 (0.99) 0.8 (0.39) 0.05 (0.05)
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To have a closer look at this property of the FB RUR test, suppose we have an
I(1) time series corrupted by an isolated AO of size a at time t t0. That is, let
xt yt þ a1ðt t0Þ with yt yt1 þ t
where the i.i.d. random variables figi1 are supposed to be zero mean and finite
variance as well as a symmetric pdf. The worst case corresponds to when a is large
enough so that
DRðxÞt0 aþ DRðyÞt0
DRðxÞt 0; 8t > t0;
implying, for the RUR test statistic
J ðnÞx J
ðt0Þ
y
and thereby J ðnÞx !p 0. We obtain the same result when the AO’s location t0
increases with T as long as t0 o(n). In this case,
J ðt0Þy 
t0
n
 1=2
! 0; as n !1:
The real size of the RUR test in the presence of such an AO will tend to its
maximum distortion asymptotically.
Things are quite different as far as the FB RUR test statistic
J ðnÞ
1
2n
p ðJ ðnÞx þ J ðnÞx0 Þ
is concerned. Indeed, when J ðnÞ is used instead of J
ðnÞ
x we get J
ðnÞ
x0 J
ðnt0Þ
y0 , and
therefore
J ðnÞ
1
2n
p ðJ ðt0Þy þ J ðnt0Þy0 Þ
) 1
2n
p J ð1Þy0 d
1
2n
p J ð1Þy ; ð12Þ
by virtue of the aforementioned duality theorem (Feller, 1971). Once again, this
result still holds when t0 is allowed to increase more slowly than n. As a
consequence, an early outlier affects the asymptotic distribution of J ðnÞ only by a
factor of 1= 2
p
. Correspondingly, the real size of the FB RUR test in the presence
of this type of outliers will be only slightly increased.
When considering the alternative of a stationary AR(1) time series about a single
structural break, we obtain a remarkable improvement in power performance over
the former RUR test. As expected, the results deteriorate when two breaks are
present in the DGP of the time series, and thereby a larger sample size (n 500) is
required in order to notice these improvements. (See Arranz and Escribano, 2000.)
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Finally, as regards the robustness of the FB RUR test to monotonic
nonlinearities, no significant differences are obtained with respect to the former
RUR test. It is also straightforward to show that the FB RUR test, based on J ðnÞ ,
has the same invariance properties and asymptotics as the one based on J ðnÞ0 .
6. FURTHER ANALYSIS OF SIZE DISTORTIONS WITH SERIAL CORRELATION
AND HETEROSKEDASTICITY IN THE ERRORS
It is well known that parametric unit root tests run into serious problems if the
errors are generated by an MA process with a root close to one (Schwert, 1989;
Agiakloglou and Newbold, 1992). The Phillips Perron test has been shown to
suffer important size distortions in this case.
We consider the DGP
xt bxt1 þ t; with b 1; 0:8
t ut but1 with ut  N :i:d:ð0; 1Þ
ð13Þ
Table X presents the rejection frequencies of the augmented Fuller test (ADF)
where the lags are selected according to Ng and Perron (2001) using modified
information criteria (MAIC) using a local asymptotic framework. The rejection
frequencies are based on 5000 replications of model (13), sample size n 100 and
the nominal significance level is 0.05, for b 1 (i.e. the actual size) and b 0.8
(i.e. the empirical power).
For stationary cases with b 0.8, the power of the three unit root tests
considered is similar. For nonstationary cases, the size of the ADF test with the
MAIC criteria of Ng and Perron (2001) outperforms the rest of the tests.
Finally, we also consider the size of the RUR and FB RUR in two cases
of heteroskedasticity: nonstationary autoregressive AR(1) processes with
TABLE X
Empirical Size and Empirical Power
b ADFMAIC RUR FB-RUR
b ¼ 1 (size)
0.5 0.04 0.004 0.006
0 0.05 0.039 0.04
0.2 0.04 0.05 0.05
0.4 0.043 0.1 0.07
0.6 0.044 0.2 0.09
0.8 0.03 0.6 0.1
b ¼ 0.8 (power)
0.5 0.3 0.3 0.3
0 0.5 0.5 0.53
0.2 0.7 0.7 0.8
0.4 0.9 0.9 0.95
0.6 1 1 1
0.8 1 1 1
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heteroskedastic errors, following Politis et al. (1997), and a nonstationary
autoregressive AR(1) processes with generalized autoregressive conditional
heterostedastic GARCH (1,1) errors. The empirical size of the test converges to
the nominal size for sample sizes of 1000 observations. The convergence is faster
for FB RUR which converges to the nominal size for sizes of 500 observations.
The tables with the simulation results are available upon request.
7. EMPIRICAL APPLICATION
In this section, we illustrate the performances of our robust unit root testing
methodology on real time series. Our example studies the anual US/Finland real
exchange rate series from 1900 to 1987, which is contaminated with both additive
and innovation outliers.
7.1. Analysis of the annual US/Finland real exchange rates: 1900 1987
In this section, the RUR and FB RUR tests were applied to the annual series of
US/Finland real exchange rates, whose logarithm is plotted in Figure 3. This
series, which contains a total of n 88 observations (from 1900 to 1987), was
constructed using the gross domestic product (GDP) deflator. Previous analyses
on this series done by Volgelsang (1990), Franses and Haldrup (1994), Perron and
Volgelsang (1992), and Perron and Rodriguez (2000), point to the presence of an
AO in 1918 together with innovation outliers (IOs) that produce temporary
changes in 1917, 1932, 1949 and 1957.
0.1
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Figure 3. Logarithm of the US/Finland real exchange rates deflated annual series from 1900 to 1987.
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Using Mackinnon’s critical values for the ADF test (Mackinnon, 1994 [31]), the
null hypothesis of a unit root is rejected at the 5% significance level (the ADF test
statistic took the value 3.732041 while the 5% critical values was 3.4614).
Alternatively, with a value of J0 1.4924 obtained for the RUR test statistic,
and the corresponding estimated critical value of 1.1726 at the 5% significance
level and for n 88, the null is not rejected. Similarly, for the FB RUR test we
obtained a value for its test statistic of J0, 2.11, which is also larger than the
corresponding estimated critical value, that is 1.7337.
8. CONCLUDING REMARKS
Standard unit root tests suffer from a number of drawbacks when the usual
assumptions are no longer justified. Apart from having low power on stationary
near unit root time series, they are also seriously affected by other aspects of real
data such as parameter shifts, outliers and neglected nonlinearities. Burridge and
Guerre (1996) proposed a nonparametric unit root testing device based on the
number of crossings. This test was sensitive to the tails of the error distribution. We
have presented a nonparametric testing device, called the RUR test, which is robust
to important structural breaks either in the mean or in the variance, as well as to the
presence of non early additive outliers. The new method is also invariant to
monotonic nonlinearities in theDGPandoutperforms theDF test in terms of power
on stationary near unit root alternatives. Finally, it is asymptotically immune to the
presence of additive noise superimposed on an unobserved variable. A drawback of
the test is its sensitivity to early additive outliers, which may lead to a size distortion
comparable with those of DF tests. However, by simply running the test forwards
and backwards it is possible to circumvent this problem and improve other aspects
of previous test performances. A few real time series were selected to illustrate our
tests and compare their results to those of the DF test. In spite of the small sample
size considered, we found discrepancies in all cases between both types of tests,
which question the validity of the standard test’s outcome.
APPENDIX
In this section, we provide the proofs for the theoretical results presented in previous
sections. For this we need to invoke the following lemmas.
A0. PRELIMINARY LEMMAS
Lemma 1 (Herrndorf’s Invariance Principle). Let ftgt 1,1 be a random sequence
satisfying the mixing condition of Phillips and Perron (1988), then defining
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xnðrÞ r 1n 1=2
X½nr
t 1
t ) BðrÞ
where B(Æ) is a Brownian motion process on the interval [0,1], r represents the long run, and
) denotes convergence in distribution as n ! 1.
Proof. See Herrndorf (1984). u
Lemma 2 (Continuous Mapping Theorem). Let T be continuous function (except possibly on
a set with Lebesgue measure equal to zero) such that: T : C[0,1] 7! C[0,1], where C[0,1]
denotes the space of cadlag functions on the interval [0,1]. Let xn(r) be defined as in Lemma 1.
Then
T ðxnðrÞÞ ) T ðBðrÞÞ:
Proof. See Billingsley (1968). u
Lemma 3. Let St sups2[0,1]fB(s)g, It infs2[0,1]fB(s)g and xn(r) defined as in Lemma 1.
Under the mixing condition of Phillips and Perron (1988) we have:
xnðrÞ max
s2½0;1
fxnðsÞg T1ðxnðrÞÞ ) BðrÞ St
xnðrÞ min
s2½0;1
fxnðsÞg T2ðxnðrÞÞ ) BðrÞ It
Proof. The proof follows from the CMT (Lemma 2) and the continuity of the functions
T1 and T2. u
Lemma 4 (Le´vy, 1948). Let fB(r)gr2[0,1] represent a Brownian motion process on the
interval [0,1], and let ~B1ðrÞ BðrÞ St and ~B2ðrÞ BðrÞ It. The processes f|B(r)|gr2[0,1],
f~B1ðrÞgr2½0;1 and f~B2ðrÞgr2½0;1 have the same probability distribution.
Proof. See Karatzas and Shreve (1991). u
Lemma 5. The dimensional processes (St B(r),St), (|Bt|,lB(0,r)) and ð BðrÞj j; 12 l Bj jð0; rÞÞ
have the same law.
Proof. See Revuz and Yor (1991, p. 240 and 244). u
Lemma 6. The joint law of (St B(r),St) has density
f ða; bÞ 2
pt3
r
ðaþ bÞ expð ðaþ bÞ2=2tÞ
for a,b  0.
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Proof. See Revuz and Yor (1991, p. 245). u
Lemma 7. Let xt xt 1 þ t where ftgt1 are i.i.d. random variables with zero mean and
finite variance r2 , and let
J ðnÞ0 ðbÞ n 1=2
Xn
t 1
½1ðxt 1 < b; xt  bÞ þ 1ðxt 1 > b; xt  bÞ
denote the normalized number of crossings of level b. If x0 and 1 have bounded pdfs with finite
variance then we must have:
J ðnÞ0 ðbÞ )
Efj1jg
r
jZj;
where Z is a standard Normal random variable.
Proof. See Theorem 1 in Burridge and Guerre (1996). u
Lemma 8 (Le´vy, 1948). Let Z be a standard normal random variable and let
lBð0; 1Þ lim
d#0
1
2d
Z t
0
1½ d  BðsÞ  dds;
where fB(r)gr2[0,1] is a Brownian motion process on [0,1]. Then
jZj d lBð0; 1Þ:
Proof. See Theorem 2.3 in Revuz and Yor (1991). u
Lemma 9. Let fxtgt1 be a stationary Gaussian sequence with covariances fcigi1
satisfying the Berman condition: ci log i ! 0 as n ! 1. Then all extreme statistics have the
same asymptotic distributions as an i.i.d. Gaussian sequence.
Proof. Theorem 2.5.2 in Leadbetter and Rootze´n (1988). u
Lemma 10. If fxtgt1 is a sequence of i.i.d. random variables then for large n
Efn1=2J ðnÞ0 g Oðlog nÞ
Varfn1=2J ðnÞ0 g Oðlog nÞ:
Proof. See, for instance Port (1994). u
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Lemma 11. Let fnigi1 a sequence of random variables such that limi!1E(ni) l, and
limi!1Var(ni) 0. Then
ni!
p
l:
Proof. See, for instance Arnold (1990). u
Lemma 12. Let xi xi 1 þ i where figi1 are continuous i.i.d. random variables with
finite variance r2 and symmetric pdf around a zero mean. If t
0 is the random time of
occurrence of the maximum of fxig1it then for any u 2 [0,1]:
Pft0=t  ug 2
p
Z u
0
arc sin v
p
dv
Proof. See Le´vy (1948). u
A1. PROOF OF PROPOSITION 1
Let xt xt 1 þ t where t satisfy mixing condition of Phillips and Perron (1988), and let
WðnÞ n 1
Xn
t 1
1ðRðxÞt > 0Þ n 1=2J ðnÞ0
n 1
Xn
t 1
1ðxt xt;tÞ þ n 1
Xn
t 1
1ðxt x1;tÞ
WðnÞ1 þWðnÞ2
Note that W(n) is the frequency of upper and lower records in the sample fx1,. . .,xng, and
that we could also split this frequency into the sum of the frequencies of upper and lower
records as:
WðnÞ1
Xn
t 1
1
n 1=2xt
r
n 1=2xt;t
r
0
 	
t
n
t 1
n
 	
WðnÞ2
Xn
t 1
1
n 1=2xt
r
n 1=2x1;t
r
0
 	
t
n
t 1
n
 	
:
Now defining r t/n, where t 1, 2, . . . , n, and letting n ! 1 we obtain from direct
application of Lemmas 1, 2 and 3:
WðnÞ1 )
Z 1
0
1½BðrÞ sup
s2½0;1
fBðsÞg 0dr
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WðnÞ2 )
Z 1
0
1½BðrÞ inf
s2½0;1
fBðsÞg 0dr
finally, it Follows from Lemma 4 and from the definition of local time that
WðnÞi )
Z 1
0
1½jBðrÞj 0dr; i 1; 2Z 1
0
1½BðrÞ 0dr
0
lim
t!1 P ðxt xt;tÞ 0
lim
t!1 P ðxt x1;tÞ 0:
A2. PROOF OF THEOREM 1
1. Consider a time series process xt
Pt
i 1 i where figi1 are continuous i.i.d. random
variables with zero mean and variance r2 . Let yt xt xt,t and y
0
t xt x1;t and split the
RUR test statistic as
J ðnÞ0 J
ðnÞ
1 þ J ðnÞ2 ;
with
J ðnÞ1 n
1=2
Xn
t 1
1ðyt 0Þ
n 1=2
Xn
t 1
1ðyt 1 < 0; yt 0Þ þ n 1=2
Xn
t 1
1ðyt 1  0; yt 0Þ
n 1=2
Xn
t 1
1ðyt 1 < 0; yt 0Þ;
J ðnÞ2 n
1=2
Xn
t 1
1ðy0t 0Þ
n 1=2
Xn
t 1
1ðy0t 1 > 0; y0t 0Þ þ n 1=2
Xn
t 1
1ðy0t 1  0; y0t 0Þ
n 1=2
Xn
t 1
1ðy0t 1 > 0; y0t 0Þ; since P ðy0t 1  0; y0t 0Þ 0:
where we have used the fact that
Xn
t 1
1ðyt 1  0; yt 0Þ o
Xn
t 1
1ðyt 1 < 0; yt 0Þ
 !
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Xn
t 1
1ðy0t 1  0; y0t 0Þ o
Xn
t 1
1ðy0t 1 > 0; y0t 0Þ
 !
:
Notice that the number of lower records of xt in any given time interval is the same as the
number of upper records of xt in that same interval. Therefore, the asymptotic
distribution of J ðnÞ1 and J
ðnÞ
2 must be identical. To obtain this distribution we will proceed by
first showing that the time series processes defined as yt and y0t are asymptotic random
walks. By symmetry, the behaviour of y0t must be statistically equal to that of yt. It is
therefore enough to study the properties of the process fytgt1.
The conditional variance of yt given that xt,t xt0(t
0 2 [1,n] \ Z) is
varðytjxt0 xt;tÞ var
Xt
i t0þ1
i
 !
ðt t0Þr2
From Lemma 12, the random variable t0/t has an arcsine distribution with pdf:
f ðt0=tÞ 2
p 1 ðt0=tÞ2
q ; t0=t 2 ½0; 1;
from which we obtain the following expression for the unconditional variance:
varðytÞ 2r
2

p
Z 1
0
t t0
1 ðt0=tÞ2
q dðt0=tÞ t r2
2
:
As a consequence, yt cannot be an I(0) time series process. In fact, if we write yt
yt 1 þ gt where gt is I(0) and force the equality between this representation and the
definition, we get
gt t Dxt;t
t ðxt;t xt 1;t 1Þ
t; if xt  xt 1;t 1
t ðxt xt 1;t 1Þ; if xt  xt 1;t 1
Now, from Proposition 1, we know that the long run frequency of records is equal to
zero, and thus limt!1P(xt  xt 1,t 1) 0. It follows that gt t with probability pt
P(xt < xt 1,t 1) ! 1. In particular:
EðgtÞ 0
varðgtjxt0 xt;tÞ r2 with probability pt ! 1
varðgtjxt0 xt;tÞ ðt t0 1Þr2 with probability 1 pt ! 0;
from where the unconditional variance of gt is obtained:
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varðgtÞ
2r2
p
Z 1
0
t t0 1
1 ðt0=tÞ2
q dðt0=tÞ
r2 t
1
2

 
with probability 1 pt ! 0:
varðgtÞ
2r2
p
Z 1
0
1
1 ðt0=tÞ2
q dðt0=tÞ
r2 with probability pt ! 1:
Since, in practice, it can be assumed that the process xt was generated at t 1, we
conclude that gt is I(0).
It can also be shown that for t small enough the process yt has a stochastic unit root. The
heuristic reasoning is as follows. Writing yt atyt 1 þ t and assuming yt 1 6 0 (event
whose long run frequency equals one) we obtain the expected value of the process at given
the past of yt:
Eðatjyt 1Þ 1þ gt tyt 1 :
Thus there is a possibly non observable period of time during which gt can be less than
t, implying a transitory short memory behaviour for yt. Notice however that as t ! 1 we
get E(at|yt 1) ! 1, and thus yt becomes an I(1) process.
Given that yt is an I(1), and noting that for this process a zero crossing amounts to a
visit to the origin (crossing over the zero level is impossible), it follows from Lemma 9 that
J ðnÞ1 )
Efj1jg
r
jZj;
where Z is a standard normal random variable. From Lemma 7 the distribution of |Z| is the
same as the local time at zero of a Brownian motion in [0,1], say lB(0,1). Therefore, we can
write
J ðnÞ1 )
Efj1jg
r
lBð0; 1Þ:
By the same token we have:
J ðnÞ0 )
Efj1jg
r
lBð0; 1Þ:
Since the pdf of the absolute value of a standard normal random variable Z is given by
fjZjðuÞ 2p
r
exp
u2
2

 
; u  0;
we can easily obtain for the pdf of J ð1Þi ði 1; 2Þ the following expression:
fJ ð1Þi
ðuÞ 2
2pðEfj1jg=rÞ2
q exp h2
2ðEfj1jg=rÞ2
 !
; h  0; i 1; 2:
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2. From the Lemmas 5 and 6 we know that joint law of (|B(1)|,l(0,1))
has density
f ðn; gÞ 2
p
r
ðnþ gÞ expð ðnþ gÞ2=2Þ for n; g  0:
J ðnÞ0 ! a½nþ g where n!|B(1)| and g !l(0,1). Let w a(n þ g) then we consider the
transformation
w aðnþ gÞ
s g
n w asa
g s
) jJ j 1
a
We know the joint density of w and g
hðw; gÞ f ðnðw; sÞ; gðw; sÞÞ Jj j
2
p
r
w
a2
exp
w2
2a2
 	
w s  0
s  0
and therefore the marginal density of w a(n þ g), is what we need, and is given by
hðwÞ
Z u
0
2
p
r
w
a2
exp
w2
2a2
 	
dg
w2
2
p
p
p
a2
e
1
2
w2
a2
" #
2
p
r
ðnþ gÞ2e 12ðnþgÞ2 ð14Þ
3. To prove the consistency of the test against stationary alternatives satisfying the
Berman condition, we invoke Lemmas 9 and 10, following which EfJ ðnÞ0 g 
VarfJ ðnÞ0 g  Oðn 1=2 log nÞ ! 0 as n ! 1. Finally, we apply Lemma 11 to obtain:
J ðnÞ0 !
p
0.
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NOTES
1. Any time series with exponentially decaying covariances satisfies the Berman
condition.
2. This theoremestablishes that for a symmetric randomwalkxt the joint probability
distributions of the random variables fx0, . . . , xTg and fx00; . . .; x0Tg are identical.
Since the distribution of J ðTkÞx and J
ðTkÞ
x0 depend on the joint distributions of
fx0, . . . , xTkg and x00; . . . ; x0Tk
 
, respectively, both J ðTkÞx and J
ðTkÞ
x0 must have
the same distribution when the model errors i have a symmetric pdf.
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