Introduction
It is well known that Kantorovich type operators are usually used for approximation in spaces. Let ( ) ∈ [0, 1] , the class of all power integrable functions on the interval [0, 1], and K , ( ) ( = 0, 1, 2, . . . , , or = 1, 2, . . . , ) be given kernels satisfying
K , ( ) = 1) ,
This paper discusses how well the function ( ) ∈ [0, 1] can be approximated by the discrete Kantorovich-type operators such as
or
and the approximation is characterized by
where , a positive number depending on only (such as −1/2 , −1 ), is called Jackson order of approximation; and > 0, a constant depending sometimes upon as well as the kernels {K , ( )} (e.g., the kernels of the Shepard operators; it contains a parameter ; see (10) ), is called Jackson constant. Since the kernel {K , ( )} can have two types, decided by the summation indices, respectively (see (1) ), the Kantorovich type operators are therefore defined by (2) or (3) . However, with similar arguments, we can only investigate the positive linear operators of the form of (3) .
Sometimes, we need to write ( , ) = K , ( ) for ( − 1)/ ≤ < / , = 1, 2, . . . , ; then the operators (3) can be written as an integral form:
hence,
This means, for Kantorovich type operators, there does not exist any difference whether (3) or (5) is taken. In particular, we give the following examples. When the kernel function ( , ) satisfies ( , ) = ( ) ( , ) ( − ) ,
where ( ) > 0 satisfying (0) = (1) = 0 is a polynomial with a degree at most 2, then the operators ( , ) have exponential type, which have been studied deeply in [1] [2] [3] , for example.
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When the kernel function K , ( ) in (3) is taken as
where { 0 , 1 , . . . , , . . .} is a Müntz system satisfying that Δ = − −1 ≥ ( is a given positive number), then the operator ( , ) becomes the rational Müntz operator:
readers can refer to [4, 5] . When the kernel function K , ( ) of (2) is taken as
then the operator ( , ) is the well-known Shepard operator
one can check [6, 7] , for example. When the kernel K , ( ) in (2) is taken as
then we obtain the Kantorovich-Bernstein operator
which has been studied most widely among the positive linear operators of the form (2) (see [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] ). Interested readers could also refer to the related papers for the other similar operators. This paper will take the above three typical operators (9), (11) , and (13) as examples to illustrate two quantitative methods on approximation. Over discussion, we find out that the Jackson order in spaces to approximate ( ) ∈ [0, 1] by the operators in (3) or (5) is decided completely by the kernels {K , ( )} =1 , or by the kernel function ( , ). Therefore, on applying this idea, we need only to investigate the properties of the kernels to obtain the magnitude of the Jackson order of the corresponding operators, which seems to be a different approach from the past approximating methods.
Notations and Terminologies
In this section, we give all preliminary notations and terminologies. For ( ) ∈ [0, 1] , the usual norm is defined by
and the modulus of continuity of
To understand clearly approximation by the positive linear operators, we need to make analysis of the kernels corresponding to the operators. Hence, some new terminologies on the kernels will be given and explained by some examples. 
is called a local domination of K ( ). Like in Definition 1, a locally dominated geometrical sequence of K ( ) and a locally dominated -arithmetic sequence can be defined similarly.
The conceptions of Definitions 1 and 2 will be illustrated by the following examples.
Example 3. The kernel functions ( ) of the rational Müntz operators defined by (9) satisfy
(see [4] or [5, Lemma 1] ). The kernel functions ( ) then have geometrical order.
Example 4. The kernels ( ) of the Shepard operators
, ( , ) ( > 1) defined by (11) satisfy
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Example 5. The kernels , ( ) of the Kantorovich-Bernstein operators (13) satisfy
where ∈ (0, 1), and satisfies
. That is to say, if the set of all satisfying (21) is written as , then, while ∈ , , ( ) has asymptotic expression (20) . Hence, the kernels , ( ) of Bernstein operators, from Definition 2, have local geometrical order.
Definition 6. For = 0, 1, . . ., and any ∈ [0, 1], denote
particularly,
Definition 7. For = 1, 2, . . ., write
where
is the global domination of K ( ) in Definition 1. In particular,
Example 8. For any ∈ (0, 1), from Example 3, we have
where the kernels ( ) (8), as well as Φ( ) = − , from Definitions 6 and 7, satisfy (K ) < ∞ and (K ) < ∞ for all = 1, 2, . . . and any given 0 < ≤ 1.
Example 9.
Propose that > 1, write = ( + 1)/2. In view of Example 4, we get
Thus, from Definitions 6 and 7, the kernels ( ) (10), as well as Φ( ) = − , satisfy (K ) < ∞ and (K ) < ∞ for some .
Remark 10.
We make a brief discussion on the above definitions.
(1) (K ) < ∞ or (K ) < ∞ for some 0 < < 1 obviously yields that (K ) < ∞ or (K ) < ∞; the converse may not be true.
(2) The kernels having geometrical order satisfy (K ) < ∞ and (K ) < ∞ for all and 0 < ≤ 1.
(3) The kernels having -arithmetic order satisfy (K ) < ∞ for > 1.
Elementary Approximation Technique (I)
This section gives one of the approximation techniques in spaces by the Kantorovich type operators (3). We mainly apply -functional and maximum principle to obtain the Jackson type estimation in spaces. 
Then, the estimate
holds, where is a positive constant depending upon only.
Proof. For any function ( ) ∈ [0, 1] , from the definition of the -functional
where [0, 1] indicates the set of all absolute continuous functions on the interval [0, 1], we know that ( , ℎ) and ( , ℎ) are equivalent (see [24, Theorem 2.1]); that is,
where ℎ ≈ ℎ we mean there is a constant > 0 independent of ℎ such that
, the Hardy-Littlewood maximum function is defined by
where if + ∉ [0, 1], we simply set ( + ) = 0. It is well known that (see [25] )
Since for any ( ) 
It is easy to deduce from definition (3) that
With the condition (ii) in Theorem 11, we obtain
Combining (32) and (36) leads to
Together with (34) and (37), we get
Finally, from the definition of the -functional we achieve that
Therefore, in view of (30) and (39), we have completed Theorem 11.
Elementary Approximation Technique (II)
In Section 3, by applying the -functional, we obtain the Jackson type estimation in spaces for > 1. However, the Jackson constant in that case must depend upon , and thus we cannot establish corresponding result in 1 space! In this section, we will exhibit another efficient technique in spaces which will be used to obtain Jackson constant independent of ! Theorem 12. Let ( ) ∈ [0,1] , 1 ≤ < ∞, an be given with 0 < < 1 and the positive linear operators ( , ) defined by (3) . If the kernels K ( ) with (1) are dominated globally by {Φ( )} ∞ =1 , and for some 0 < < 1 satisfy the following conditions:
then, the estimate
holds, where > 0 is an absolute constant.
To prove Theorem 12, we first give two lemmas.
Lemma 13. Given ℎ with 0 < ℎ < 1 and ( ) ∈ [0, 1] , write the Steklov function of ( ) as
where + ∈ [0, 1]. Then, the following results hold:
(ii)
Proof. Equations (42) and (43) 
Proof. This Lemma is proved in [7] ; we give a sketch here for self-completeness. Due to the symmetries on and , as well as on and , we need only to prove the lemma under ≥ . By calculations,
Lemma 14 is done.
Proof of Theorem 12.
Take ℎ = 1/ in the Steklov function (41); check
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Then, apply Hölder inequality:
When
From the definition of the domination, we know
Then,
Applying Lemma 14, we have
Applying (ii), we see that 
so that we obtain 
This leads to
Since
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Note that
Furthermore, condition (ii) implies that
This means
However, from Lemma 13,
which leads to
Combining (62) with (43), we get
This, with (53), finishes Theorem 12.
For 1 space, we have the following result while conditions of Theorem 12 can be loosed. 
holds.
Proof. The argument of proof is similar, and we can just repeat the corresponding parts of the proof of Theorem 12. (2) There exists essential difference between Theorem 11 and Theorem 12. Theorem 11 requires weaker conditions than Theorem 12 does, but the latter obtains stronger result (the Jackson order is complete up to 1/ , and the Jackson constant is independent of !); we will make further illustrations in the coming section.
Applications
This section illustrates how to apply Theorems 11 and 12 to estimate approximation. To check the efficiency of two techniques on approximation by Kantorovich type positive linear operators, three examples will be exhibited. Those positive linear operators come from three different categories: rational Müntz operators from rational Müntz systems; the Shepard operators from general real rational function systems; and Bernstein polynomials from the polynomial system. Moreover, in our point of view, they represent three different types: positive linear operators with kernels of geometric order, positive linear operators of arithmetical order, and positive linear operators of local geometric order. It is because the kernels have different domination properties or different speeds of {Φ( )} that the approximations by the corresponding positive linear operators possess different Jackson orders.
To show the key role of the global (or local) domination on the kernels, the condition (ii) of Theorem 11 will be further explicated to the following lemma.
(ii) ( ( )) < ∞. Due to Example 3, we have Φ( ) = exp(− ). From Definition 7,
Therefore, Corollary 18 can be deduced from Theorem 12.
By the same argument of (ii), we obviously can obtain ( ) < ∞. From (66), we know (| − |, ) = ( −1 ). Moreover, it is simple to verify ‖ ( )‖ < ∞ (see, e.g., [7] ). Hence, applying Theorem 11, we get
Corollary 19. For rational Müntz operator
( , ) (9), one has
where , is depending on and .
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Remark 20. Since the kernels ( ) (8) have geometrical order (see Example 3), they certainly satisfy the conditions of both Theorems 11 and 12. Hence, approximation by these rational Müntz operators can always reach the Jackson order by applying both techniques of Theorems 12 and 11. However, for these operators, the conclusion of Corollary 18 surely contains Corollary 19 and makes the latter trivial.
The Shepard Operators.
The approximation of the Shepard operators in the continuous function space [0, 1] has been studied very deeply (see [13, [26] [27] [28] [29] [30] [31] [32] ). The approximation by the Shepard operators is investigated in [6, 7] . ] , > 1, the Shepard operators are defined by (11) . Then,
Corollary 21. Proposed that ( ) ∈
Proof. By applying Theorem 11, we verify this result.
(i) ‖ , ( )‖ are uniformly bounded (see [6] ).
(ii) , (| − |, ) = (Lemma 17, Inequality (66)).
Due to Example 4, we know that the global dominated sequence is Φ( ) = − . Then, from Definition 7, 
where depends on only.
Proof. Theorem 12 will be applied to prove this result. The details can be referred in [7] . When > 3, let = ( + 1)/2 , then 0 < < 1, > 2 and (1 − ) > 1. Evidently, the Shepard kernels have -arithmetic order (see Example 4) . We check the corresponding conditions of Theorem 12:
From Definition 6 and Example 4,
Then, (ii) ( ( )) < ∞. Note that the present dominated sequence Φ( ) = − ; then from Definition 7
Corollary 22 is completed from Theorem 12 as (i) and (ii) hold.
Remark 23.
The difference between approximation techniques (I) and (II) with respect to Theorems 11 and 12 is fully exhibited on the Shepard operators by Corollaries 21 and 22. Stronger requirements by applying technique (II) than by applying technique (I) are needed. However, if the conditions are satisfied, the former can obtain essentially better result (the Jackson constant is independent of !). On this particular case, we can obtain the Jackson type estimation by applying technique (I) for > 1, while achieve the corresponding result by applying technique (II) only for > 3. We still do not know how to deal with the cases when 1 < ≤ 3 by applying technique (II).
Bernstein Operators.
There are many results on approximation by Bernstein polynomials; interested readers may refer to [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . These results can be classified into the following categories:
(1) uniform convergence; see [8, 12, 15, 18] ; (2) quantitative estimations; see [10, 11, 14, 19] ; (3) equivalence theorems; see [16, 17] ; (4) saturation problems; see [9, 16, [20] [21] [22] [23] .
Here, we apply our technique (I) to test the corresponding Jackson type estimation as an example. The following proof is simpler than the past proof. 
Proof. ‖ ( )‖ is uniformly bounded which is known from [33] . We only need to evaluate (| − |, ) from Theorem 11. It is known from [15, page 15] and Definition 6 that
From (65) That is to say, we can never obtain the Jackson constant independent of for Bernstein polynomials in spaces. Furthermore, Corollary 24 also exhibits that Kantorovich type operators (2) or (3) cannot reach Jackson type estimation with the Jackson constant independent of unless their kernels possess good properties such as having globally geometric domination (rational Müntz approximation case) or having global -arithmetic domination for sufficiently large (the Shepard operators with > 3).
Conclusions
On the above discussions, the positive linear operators used in approximation can be classified according to the properties of their kernels. We have three categories: kernels with geometrical order (such as the rational Müntz operators), kernels with arithmetic order (such as the Shepard operators), and kernels with local arithmetic order (such as the Bernstein operators). In another word, for characterizing the Jackson type estimate in spaces by the Kantorovich type operators (3) or (5), it always plays an essential role how well the kernels of the operators under study behave.
