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Resumo
Esta tese é composta de três ensaios que tratam sobre estimação de modelos univariados
e multivariados. Os dois primeiros ensaios estudam a estimação do risco de mercado
de uma carteira a partir da abordagem de pair-copula (ou também chamado de vine
copulas), e o último ensaio aborda a estimação e diagnóstico de modelos univariados de
volatilidade estocástica em que a volatilidade apresenta longa memória. O primeiro ensaio,
intitulado “Portfolio risk decomposition through pair-copula models”, artigo publicado no
Communications in Statistics – Case Studies and Data Analysis, vol. 3., 2017, pag 29-40,
DOI: 10.1080/23737484.2017.1399483, avalia empiricamente se diferentes especificações
D-vine alteram a estimativa do risco de mercado de uma carteira de pesos iguais. Os
resultados obtidos indicam que apesar dos resultados fora da amostra do risco total
da carteira serem muito próximos, diferentes especificações de pair-copula alteram a
decomposição do risco. O segundo ensaio, intitulado “Modeling and Forecasting Intraday
VaR of an exchange rate portfolio”, artigo publicado no Journal of Forecasting, 2018, 1-10,
DOI: 10.1002/for.2540 avalia o desempenho de modelos D-Vine para prever o valor em risco
de uma carteira com base em retornos intradiários. Tendo em vista a frequência dos dados,
o modelo marginal adotado foi o Multiplicative Component GARCH (MCGARCH); que
diferentemente dos modelos GARCH tradicionais, incorpora as diferentes componentes da
volatilidade intradiária. Apesar de existirem diversos trabalhos a respeito da estimação do
valor em risco utilizando cópulas. há poucos trabalhos com dados de alta frequência, e assim
a principal contribuição deste trabalho é preencher esta lacuna. A metodologia proposta
apresentou bons resultados em termos de previsão fora da amostra. O terceiro ensaio,
intitulado “Modeling and forecasting long memory stochastic volatility models”, propõe
um novo método para estimar modelos de volatilidade estocástica com longa memória. O
modelo é transformado para ser escrito como modelo de espaço de estados linear em que o
termo de erro da equação de observação é expresso por uma mistura de variáveis aleatórias
gaussianas. O estimador é obtido maximizando a função de verossimilhança aproximada
obtida a partir das inovações do filtro de Kalman. O método proposto foi testado em um
experimento de Monte Carlo e com dados reais, e apresentou bons resultados especialmente
nos processos não estacionários. No final da tese é apresentado um estudo de Monte Carlo
de estimação do modelo de volatilidade estocástica com memória curta.
Palavras-chave: Backtesting, Longa-memória, Pair-copula, Valor em Risco (VaR), Vola-
tilidade (Finanças).
Abstract
This PhD dissertation is made of three essays about estimation of univariate and multi-
variate models. The first two essays discuss the estimation of market risk of a portfolio
using the pair-copula methodology (also known as vine copulas), and the last essay discuss
the estimation and diagnostics of stochastic volatility univariate model where the volatility
has long memory. The first essay, titled “Portfolio risk decomposition through pair-copula
models”, work published in Communications in Statistics – Case Studies and Data Analy-
sis, vol. 3, 2017, pages 29-40, DOI: 10.1080/23737484.2017.1399483, assess empirically if
different D-vine specifications change the estimation of market risk of an equally-weighed
portfolio. The results show that even the backtesting results are nearly the same, different
D-vine specifications change the decomposition of the portfolio. The second essay, titled
“Modeling and Forecasting Intraday VaR of an exchange rate portfolio”, work published
on Journal of Forecasting, 2018, 1-10, DOI: 10.1002/for.2540 assess the performance of
Value-at-Risk (VaR) forecasts of D-vine models using intraday returns. Considering the
frequency of the data, the chosen marginal model was the Multiplicative Component
GARCH (MCGARCH), where it is made of different components of intraday volatility.
Although there are several works discussing copula models for estimating VaR few of
them deals with high frequency data, and then the main contribution of this work is to
fill this gap. The proposed methodology had good backtesting results. The third essay,
titled “Modeling and forecasting long memory stochastic volatility models”, proposes a
new method of estimating long memory stochastic volatility models. This estimator is
obtained maximizing the likelihood function obtained from innovations of Kalman filter.
The Kalman filter algorithm, in its turn, is obtained from the first difference of the process,
and the disturbance error of observation equation is expressed by a mixture of Gaussian
random variables. The proposed method was tested by a Monte Carlo experiment and
with real-life data, and the method presented good results, especially for nonstationary
processes. At the end of this dissertation, in the Appendix, it is presented a study about
estimation of short memory stochastic volatility.
Keywords: Backtesting, Long memory, Pair-copula, Value at Risk, Volatility
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Introduction
This PhD dissertation is constituted by three works in time series econometrics,
with financial applications. Next, we present a brief introduction of the subjects discussed
here; and more details about the literature review can be seen in each work.
In financial econometrics literature a popular multivariate model is the copula
model. A copula is defined as a multivariate distribution with marginal uniform [0,1]
distributions. The applicability of copulas relies on the Sklar theorem which gives a flexible
approach to construct multivariate distributions. This theorem states that it is possible to
construct a multivariate distribution from specified marginal univariate distributions and
a copula function which links all the marginal distributions.
There is a family of models called pair-copula which is applied in multivariate
modeling when the dimension of the data is higher than 2. In this class of models the
joint distribution is modeled by a set of bivariate copula functions, giving a more flexible
approach to construct multivariate distributions. This family of models is the subject of
the first two works of this PhD dissertation.
The first work, called "Portfolio risk decomposition through pair-copula models"
assesses empirically the application of a class of copula models, called D-vine, in estimating
the market risk of a portfolio. Specifically, component Valuet at Risk (VaR) and component
Expected Shortfall (ES), which give the contribution to each position for the entire risk of
the portfolio, are estimated from Monte Carlo simulation. The assessment of component
risk in copula models is not discussed in literature and it is the main contribution of this
work.
The second work, called "Modeling and forecasting intraday VaR of an exchange
rate portfolio" applies a D-vine model to estimate the VaR of a portfolio using intraday
time series returns. The main objective of this work is to predict, for the next 15 minutes,
the VaR of an equally-weighted portfolio composed by four exchange rates. Despite the fact
that there are several works about VaR forecasting using daily returns in the literature,
there are few studies about VaR forecasting using intraday times series returns. Then, this
work intends to fill this gap. Since traditional GARCH models cannot be used because
intraday time series returns have different properties compared with daily time series,
we used the MCGARCH (Multiplicative Component GARCH), which considers different
component for intraday volatility.
The third work, called "Modeling and forecasting long memory stochastic
volatility" is not related with the previous two works. Stochastic Volatility (SV) models
are an alternative to GARCH models for estimating volatility. Here, the main objective
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is to propose a new method to estimate a univariate Long Memory Stochastic Volatility
(LMSV) model. This model is an extension the SV model where the volatility presents long
memory. In this work the LMSV model is written in state space representation with non
Gaussian perturbations in the observation equation and the estimation of parameters is
performed by maximum likelihood. A Kalman filter algorithm is obtained and procedures
for diagnostics and forecasting volatility are proposed. The proposal is assessed by Monte
Carlo experiments and applied in real-life time series where an illustration of market risk
calculation is presented.
This dissertation contains the works described above and one Appendix. The
first work was published in Communications in Statistics: Case Studies, Data Analysis and
Applications, and the second work was published in Journal of Forecasting. The layout
of these works follow the rules of the journals where they were published. Finally, in the
Appendix we briefly present a Monte Carlo study of estimation of short memory stochastic
volatility models.
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1 Portfolio risk decomposition through pair-
copula models
This chapter corresponds to the paper "Portfolio risk decomposition through
pair-copula models" published in Communications in Statistics: Case Studies, Data Analysis
and Applications, 2017, vol. 3, No 1-2, pages 29-40. The abstract and keywords are given
as follows:
Abstract
In this work, we applied pair-copula models to estimate the market risk of a portfolio
composed by future contracts. Pair-copula models (also known as vine copulas) have
received much attention mainly because of their flexibility to reproduce various patterns of
correlations and tail dependence, and we assessed how different pair-copula specifications
change the risk estimation and decomposition of the chosen portfolio. We conclude that
even though the backtesting results are nearly the same, different pair-copula models
change the risk decomposition of a portfolio.
Keywords: Component risk; expected shortfall; marginal VaR; risk management.
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2 Modeling and forecasting intraday VaR of
an exchange rate portfolio
This chapter corresponds to the paper "Modeling and forecasting intraday VaR
of an exchange rate portfolio" published in Journal of Forecasting, 2018, 37, pages 729-738.
The abstract and keywords are given as follows:
Abstract
The main task of this work was to predict, for the next 15 minutes, the value-at-risk
(VaR) of an equally weighted portfolio composed of four exchange rates against the
American dollar: Japanese yen, euro, Australian dollar and Swiss franc. The dataset
consists of transaction prices of each asset recorded every 15 minutes, from January 7,
2013 to December 31, 2013. For each time series, the multiplicative-component generalized
autoregressive conditional heteroskedasticity model of Engle and Sokalska (Journal of
Financial Econometrics, 2012, 10, 54–83) is fitted, and the dependence among the series
is modeled by aD-vine pair-copula.VaR predictions are estimated based on simulated
observations of the fitted model following the proposal of Berg and Aas (European Journal
of Finance, 2009, 15, 639–659). The proposed method presents good results in terms of
out-of-sample intraday VaR forecasting.
Keywords: Backtesting, High-Frequency, IVaR, MCGARCH, pair-copula.
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3 Modeling and forecasting long memory
stochastic volatility
3.1 Introduction
Modeling the volatility of asset returns is one of the most important issues in
finan- cial econometrics. One of the models discussed in the literature is the stochastic
volatility (SV) model, which was originally proposed by Taylor (1982, 1986). For an account
of developments in the estimation of SV models, see Broto and Ruiz (2004) and Shephard
and Andersen (2009) and the references therein.
A class of SV models, called long-memory stochastic volatility (LMSV) models,
have been studied extensively; see Hurvich and Soulier (2009) for a review. In this class of
models, initially proposed by Harvey (1998) and Breidt et al. (1998), the volatility exhibits
long-range dependence, which is characterized by hyperbolic decay of the autocorrelation
function. Specifically, the latent variable, related to the volatility, follows an autoregressive
fractionally moving average (ARFIMA) process. ARFIMA processes were proposed inde-
pendently by Granger and Joyeux (1980) and Hosking (1981), and a detailed presentation
about their properties and inferences is presented by Palma (2007).
The estimation in Harvey (1998) and Breidt et al. (1998) was performed in
the frequency domain. Since then, several works have appeared in literature about the
estimation of LMSV models, broadly classified in two groups: maximum likelihood and
Bayesian methods.
Many studies related to maximum likelihood estimation of LMSV models are
based on frequency domain approaches. Perez and Ruiz (2001) assessed the estimator
proposed by Breidt et al. (1998) and found that, considering realistic values of parameters,
the estimation presented poor behavior. Deo and Hurvich (2001) studied the properties
of log-periodogram regression estimation of LMSV models. Arteche (2004) proposed a
maximum likelihood estimator based on Gaussian semi-parametric methods with the
Whittle criterion function. This criterion function was also used by Hurvich, Moulines and
Soulier (2005) and Gonzaga and Hauser (2011), where a wavelet-based Whittle function
was used. On the other hand, a maximum likelihood estimation method in time domain was
studied by Ferraz and Hotta (2007). They assessed finite sample properties of a maximum
likelihood estimator of LMSV models written in state-space form.
There are other works related to maximum likelihood estimation of LMSV
models. For instance, Deo, Hurvich and Lu (2005) estimated models for intraday time
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series returns, and McCloskey (2013) studied the properties of some frequency domain
based estimators.
In the Bayesian framework, the first reference is Chan and Petris (2000). These
authors used state-space models with disturbances approximated by a mixture of normals
in the observation equation and the performed the estimation using Monte Carlo Markov
chain (MCMC) methods. We can also cite the works of Xu, Liu and Nie (2006), So (2002)
and Jensen (2004), where MCMC algorithms are used to estimate LMSV models.
The main contribution of this work is to propose a new method to estimate
LMSV models. Our proposal relies on the state-space approach of Chan and Petris (2000),
but the parameters are estimated by maximum likelihood, extending the work of Shumway
and Stoffer (2006, Section 6.10) on the short-memory SV model. The method proposed
here does not require any assumption about the probability distribution of the disturbance
error in the return equation, so our proposal provides a flexible method to estimate LMSV
models. Compared with methods based on Markov chain Monte Carlo, our proposal offers
the advantages of being fast and not needing assessment of convergence of chains. Speed
is a vital issue for practitioners.
Unlike most of the literature about maximum likelihood estimation of LMSV
models, our proposal is not based on the frequency domain framework. Instead, our proposal
is rooted in the time domain and uses state-space models where the log-squared volatility
follows an autoregressive fractionally integrated moving average (ARFIMA) model. As
mentioned before, Ferraz and Hotta (2007) also worked with state-space representations.
But there are two differences between our proposal and theirs. First, in our proposal,
the disturbance error of log squared returns is modeled by a mixture of normals instead
of a normal distribution. Second, when estimating the parameters, we approximate the
ARFIMA process by the first difference of a MA process, while Ferraz and Hotta (2007)
used approximated AR and MA processes.
It is important to note that the connection between long-memory modeling
and volatility estimation is not restricted to LMSV models. For example, Janus et al.
(2014) proposed a model where the volatility is modeled by a FIGARCH-type model and
the correlation presents long memory. Bos et al. (2016) estimated US inflation using an
ARFIMA model where the disturbance error has conditional heteroskedasticity. There
are works where long-memory models are proposed for realized volatility; see for example
Rossi and Magitris (2014) and Shirota et al. (2014). Despite this literature, our work
studies only the LMSV model.
There are other contributions in the LMSV context presented in this manuscript.
From a methodological point of view, we present a diagnostic procedure. In addition, we
apply our method to obtain volatility estimates and one-step ahead Value-at-Risk forecasts
in real-life financial time series.
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The remainder of this paper is organized as follows. Section 3.2 describes the
proposed methods of estimation and diagnostics. These methods are assessed by means of
Monte Carlo simulations in Section 3.3, and in Section 3.4 we apply our proposal to real
life financial returns. Section 3.5 presents final conclusions and some avenues for further
research. Finally, we present brief proofs of the Kalman filter algorithms in the Appendix.
3.2 Methods
In this section we present the LMSV model, methods for estimating the
parameters and the volatility and a procedure for diagnostics.
3.2.1 Models
Let rt be the return at time t. Taylor (1982,1986) proposed the stochastic
volatility model:
rt  βeht{2εt, (3.1)
ht  φht1   ωt, (3.2)
where tεtu is a sequence of independent identically distributed (IID) perturbations which
follows a standardized normal distribution and tωtu is an IID sequence with ωt  Np0, σ2ωq.
In addition, we assume that tεtu and tωtu are independent processes.
Note that the volatility at time t, given by
σt  βeht{2, (3.3)
is unobserved because ht is a latent variable.
Model (3.1) - (3.2) can be extended to accommodate long memory in volatility
by assuming that the latent process thtu follows an ARFIMApp, d, qq model:
ΦpBqp1 Bqdht  ΘpBqωt, (3.4)
where ΦpBq  1φ1B . . .φpBp and ΘpBq  1 θ1B  . . . θqBq are the autoregressive
and moving average polynomials, respectively, B is the backshift operator and p1Bqd 
8¸
j0
bjpdqBj with
bjpdq  Γpj  dqΓpj   1qΓpdq j  0, 1, . . . . (3.5)
The process thtu is stationary if the fractional difference parameter d satisfies d   0.5
(see Hosking, 1981) and invertible if d ¡ 1, see Bondon and Palma (2007). The model
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represented by Equations (3.1) and (3.4) is called long-memory stochastic volatility (LMSV)
and was proposed initially by Harvey (1998) and Breidt et al. (1998).
Next, we discuss the procedure to estimate the parameters of the model defined
by Equations (3.1) and (3.4).
3.2.2 Estimation of parameters
Let r1, . . . , rT be a sample of returns. To estimate the parameters of the LMSV
model (3.1)-(3.4), Chan and Petris (2000) proposed the following conditionally linear
Gaussian state space model. Taking the log on the squared returns in Equation (3.1), we
obtain:
yt  α   ht   ηt, (3.6)
where yt  lnpr2t q, α  lnpβ2q and ηt  lnpε2t q. Differencing Equation (3.6) yields
zt  ∆yt  ∆ht   ∆ηt, (3.7)
where ∆  p1 Bq. Now, to derive an expression for ∆ht, Equation (3.4) is written as:
ΦpBqp1 Bqd1∆ht  ΘpBqωt,
and then:
∆ht  p1 Bqpd1qΦpBq1ΘpBqωt
 ϕpBqωt

8¸
i0
ϕiωti, (3.8)
where ϕi, i P t0, 1, ..u are the coefficients of ϕpBq  ϕ0   ϕ1B   ϕ2B2   ... with ϕ0  1.
In order to estimate the parameters of the model, the infinite sum in Equation (3.8) is
approximated by:
∆ht 
K¸
i0
ϕiωti, (3.9)
where a good approximation can be found with a suitable K value. Based on Chan and
Palma (1998), Chan and Petris (2000) advocated the use of a model written in terms of
∆yt and ∆ht because the autocorrelation function (ACF) of ∆ht decays faster than the
ACF of ht. Accordingly, a large value of K is not needed to approximate (3.8) and the
estimation is relatively fast because the optimization procedure can achieve convergence
quickly. Chan and Petris (2000) argued that a K value between 10 and 20 will suffice.
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Next, based on Equations (3.7) and (3.9), Chan and Petris (2000) showed that
the state space representation of the model is given by:
zt  ϕΨt   ηt, (3.10)
Ψt  FΨt1   ut, (3.11)
with
ϕ 

1 ϕ0 ϕ1 ... ϕK

, (3.12)
Ψt 

ηt1 Ψ2,t ... ΨK 2,t
1
, (3.13)
ut 

ηt1 ωt 01K
1
, (3.14)
F 

021 02k 021
0K1 Ik 0K1
ff
, (3.15)
where 0ab is a matrix of zeros with a rows and b columns and IK is the identity matrix
of dimension K. All squared matrices and row and column vectors have dimension K   2.
The state-space model presented in Equations (3.10) and (3.11) is non Gaussian
because of the distribution of ηt  logpε2t q. The best known case is when εt follows a
standardized normal distribution, and then ηt follows a log chi-squared distribution. Hence,
the challenge when estimating LMSV models is how to treat the distribution of ηt. Chan
and Petris (2000) considered ηt as a mixture of normals and proposed a Bayesian MCMC
estimation procedure. Here, we consider a maximum likelihood approach adapting a
method proposed by Shumway and Stoffer (2006, Chapter 6, Section 10) to estimate the
short-memory SV model (3.1)-(3.2) written in the state space form (3.6)-(3.2) with ηt as
a mixture of normals. Their work is based on the method of Peña and Guttman (1998)
dealing with conditional Gaussian state space models.
As in Shumway and Stoffer (2006, Chapter 6, Section 10), we approximate ηt
as a mixture of m terms:
ηt 
m¸
j1
IjtVjt, (3.16)
where tVjtu is an IID sequence with Vjt  Npµj, σ2j q, µ1  0 and tIjtu is an IID Bernoulli
sequence with P rIjt  1s  pij and
m¸
j1
pij  1. The values of pi1, . . . , pim should be specified
a priori, and we consider pij  1{m just like Shumway and Stoffer (2006, Chapter 6,
Section 10). As stated by Durham (2007) “the mixture is regarded simply as a mechanism
for generating a flexible family of distributions, and the mixture components are not
themselves considered to be of interest.” Additionally, Shumway Stoffer considered m  2.
Since model (3.10)-(3.11) with innovations (3.16) is a conditionally linear
Gaussian state space model, we can obtain an approximate likelihood through the Kalman
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filter outputs. In the Appendix we derive analytic expressions for the Kalman filter
terms. Let Ψt|t1  EpΨt|z1:t1q and Ψt|t  EpΨt|z1:tq be the one-step ahead and filtered
estimators of the state variable Ψt. Additionally, let Pt|t1  VarpΨt  Ψt|t1|z1:t1q,
Pt|t  VarpΨt  Ψt|t|z1:tq and pitj  P pIt  1|z1:t1q.
The Kalman filter algorithm is given by the following equations:
δt 

zt1   ϕΨt1|t1 0 . . . 0
1
, (3.17)
Ψt|t1  FΨt1|t1   δt, (3.18)
jt  zt  µj  ϕΨt|t1, (3.19)
fjpt|t 1q  1
σj
exp

2jt
2σ2j

, (3.20)
pitj  pijfjpt|t 1q°m
k1 pikfkpt|t 1q
, (3.21)
Ψt|t  Ψt|t1  
m¸
j1
pijtktjjt, (3.22)
Qt1|t1 

FPt1|t1ϕ1 0 . . . 0

, (3.23)
Ωt1|t1 

ϕPt1|t1ϕ1 0 . . . 0
0 σ2ω . . . 0
... ... . . . ...
0 0 . . . 0
fiffiffiffiffifl , (3.24)
Pt|t1  FPt1|t1F1  Qt1|t1  Q1t1|t1   Ωt1|t1, (3.25)
Pt|t 
m¸
j1

Ik  kjtϕ

Pt|t1pijt, (3.26)
for t  1, . . . , T .
The likelihood is calculated as follows: let the vector of parameters Θ 
pλ, τq, where λ  pd, φ1, . . . , φp, θ1, . . . , θq, σωq and τ  pµ1, . . . , µm, σ1, . . . , σmq. The log-
likelihood is calculated as:
lpΘq 
n¸
t1
ln
#
m¸
j1
pijfjpt|t 1q
+
, (3.27)
where fjpt|t 1q is approximated by the normal density NpϕΨt|t1   µj, σ2j q.
Thus, let r1, . . . , rT be a sample of returns. We can summarize the steps of the
estimation of parameters as follows:
(a) Calculate zt  ∆ lnpr2t q for t  1, . . . , T .
(b) Choose appropriate values for K and m.
(c) Set initial values for Ψt|t1,Ψt|t,Pt|t1, Pt|t1 and pijt.
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(d) Compute the likelihood as in (3.27) through the recursive calculation of the quantities
given in Equations (3.17) to (3.26) for t P t1, ..., T u and j P t1, ...,mu. Maximize the
likelihood by a numerical routine and obtain an estimate of Θ.
(e) Estimate α, as the sample average of y minus the sample average of ηˆt, where ηˆt is
obtained from the first element of vector Ψt|t. This is a consistent estimator.
To summarize our proposal, we use the state-space approach employed by Chan
and Petris (2000), but the estimation is performed by maximum likelihood extending the
work of Shumway and Stoffer (2006, Chapter 6, Section 10) for short memory SV models.
It is important to mention that the asymptotic distribution of the estimators
is unknown. This subject is left for future research.
3.2.3 Volatility estimation
In applications, we are interested in the filtered volatilities σt|t and the predicted
volatilities σt|t1. However, the state space model (3.10)-(3.11) cannot be used to estimate
these volatilities because it uses zt  ∆yt, so we lose the information about the level
of volatility. Therefore, to estimate and forecast the volatility of the LMSV model, we
use a state-space model for yt and derive the Kalman filter expressions for filtering and
prediction. Note that we do not need to estimate the parameters again; we use the estimated
parameters obtained in Section 3.2.2.
To obtain the state space model we approximate yt by an AR(KV ) process,
where KV is a positive integer value. So,
yt  pθVXt   ηt, (3.28)
Xt  pΦVXt1  Hωt, (3.29)
where:
pθV  pα 0 0 ... 0 1 , (3.30)
Xt 

1 XtKV XtKV  1 ... Xt
1
, (3.31)
pΦV 

1 0 0 0 0 ... 0
0 0 1 0 0 ... 0
0 0 0 1 0 ... 0
0 0 0 0 1 ... 0
... ... ... ... ... . . . ...
0 0 pφV,KV pφV,KV 1 pφV,KV 2 ... pφV,1
fiffiffiffiffiffiffiffiffiffifl
, (3.32)
H 

0 0 ... 1
1
. (3.33)
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The state-space representation presented in Equations (3.28) - (3.29) is valid
for any ARFIMA(p, d, q) model for ht and the specification depends on pφV,j. For example,
when ht follows an ARFIMA(0,d,0) process1
pφV,j  bjpdˆq if j   KV   1, and pφV,j  0 otherwise. (3.34)
Here, we also approximate ηt as a mixture of normals given by Equation (3.16),
and the state-space model (3.28)-(3.29) is also conditionally Gaussian. The Kalman filter
(see Appendix for details) is given by:
Xt|t1  pΦVXt1|t1, (3.35)rjt  yt  µj  pθVXt|t1, (3.36)
fjpt|t 1q  1?2piσj
exp

r2jt
2σ2j

, (3.37)
rpitj  pijfjpt|t 1q°m
k1 pikfkpt|t 1q
, (3.38)
Xt|t  Xt|t1  
m¸
j1
rpijtkjt˜jt, (3.39)
rPt|t1  pΦV rPt1|t1pΦ1V   σ2ωHH1, (3.40)rPt|t  m¸
j1
rpijtpI  kjtpθV qrPt|t1, (3.41)
In short, based on a sample of returns rt, t P t1, ..., T u, the estimation of
volatilities is carried out as follows:
(a) Calculate yt  logpr2t q for t P t1, ..., T u.
(b) Estimate the parameters Θ as presented in Subsection 3.2.2 and obtain pθV .
(c) Specify a value for KV . This value is different from the K value in the estimation
step discussed in Section 3.2.2. Actually it must be bigger in order to reproduce high
persistence. We use KV  50 or KV  80.
(d) Calculate recursively the quantities (3.35) to (3.41), for j P t1, ...,mu and t P
t1, ..., T u.
(e) The predicted and filtered volatilities are estimated by pσt|t1  expppθVXt|t1q andpσt|t  expppθVXt|tq, respectively, for t P t1, ..., T u.
(f) The out-of-sample one-step ahead forecast of the volatility is given by
pσT 1|T  expppθVXT |T q. (3.42)
1 We present this case because in Section 3.4 we fit this model to real-life time series.
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3.2.4 Diagnostics
In our adopted semiparametric approach an important aspect is to assess the
independence of the innovations defined as:
t 
m¸
j1
pijtjt, (3.43)
where jt are the innovations obtained in Equation (3.19). Under correct model specification,
it is expected that ˆt and ˆ2t have no serial correlation, where ˆt are the estimated innovations.
This can be assessed by usual tests such as Ljung-Box.
There are alternative definitions of residuals, such as the mixture residuals used
by Stoffer and Wall (2004) and the residuals applied by Bauwens and Veredas (2004) for
conditional duration models. The assessment of the properties of both definitions obtained
from our proposal is left for future work.
3.3 Monte Carlo experiments
In this section, we perform a Monte Carlo study to evaluate the method
described in the previous section. The performance of the method is evaluated in terms of
the bias, precision and diagnostic tests. The precision of the estimates is assessed by the
rootmean squared error (RMSE) and the standard deviation (SD) of the estimates.
Since it is not necessary to make any assumption about the distribution of the
error term εt in Equation (3.1), it is worth assessing the performance of the proposed
method for several distributions of εt, including symmetric and asymmetric specifications.
We consider cases where εt follows three well known symmetric distributions
widely used in the literature: i) the standardized normal distribution; ii) the standardized
t-Student distribution with ν  5 degrees of freedom; and iii) the standardized GED
distribution with ν  1.5. The standardization is carried out to obtain zero mean and
variance equal to one. We also consider asymmetric distributions, as in Bauwens and
Laurent (2005), constructed by the method proposed by Fernandez and Steel (1998). Here,
let fp.q be a univariate unimodal and symmetric at zero probability density function. Then,
it is possible to find a skewed pdf, say pp.q through
ppεt|γq  2
γ   1
γ

f
εt
γ
	
Ir0,8q   fpγεtqIp8,0sq

, (3.44)
where the parameter γ P p0,8q controls the skewness. Thus, if γ  1, then ppεt|γq is
symmetric; if γ ¡ 1, ppεt|γq is positively skewed, and if γ   1, ppεt|γq is negatively skewed.
We also assess the estimation of LMSV models when the error term εt follows
asymmetric distributions constructed by (3.44). Thus, we consider three cases: i) the skew
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normal, when fp.q is the standardized normal density; ii) the skew t-Student, when fp.q is
a t-Student with ν  5; and finally iii) the skew GED, when fp.q is a GED with ν  1.5.
In all cases the γ parameter is equal to 3, so the skewness of all distributions is bigger
than 2. The simulated distributions are standardized, so as to impose mean zero and unit
variance.
3.3.1 Set up
We generated 1, 000 replications of time series of size T  2, 500 for each
combination of parameters in the LMSV model defined by Equations (3.1) and (3.4), with
perturbations εt as described before. We consider cases where ht follows ARFIMA(0,d,0)
and ARFIMA(1,d,0) models with d P t0.2, 0.4, 0.75u, σω P t0.313, 0.75u and φ P t0.2, 0.4u.
These parameter values are chosen based on the empirical results discussed in Section 3.4
and other values considered in simulation studies discussed in the literature. The values of
d are chosen considering stationary and non stationary cases for ht. The value of σω in most
combinations is set equal to 0.75, which is a middle point between the results obtained in
Section 3.4 and σω  1, which is considered in Breidt et al. (1998) and Ferraz and Hotta
(2007). The cases td  0.4, σω  0.313u and td  0.75, σω  0.313u were also considered
by Perez and Ruiz (2001). The cases td  0.2, σω  0.75u and td  0.4, σω  0.313u have
the lowest signal-to-noise ratio, defined as the ratio between the variance of ht and the
total variance of yt.
3.3.2 Implementation
All routines are implemented in R codes developed by R Core Team (2018),
using the Rcpp and RcppArmadillo packages. The maximization of the log-likelihood is
performed by numerical constrained routines, specifically the L-BFGS-B implemented in
the optim function. In the optimization the initial values of d, φ, σω are 0.25, 0.5 and 0.5,
respectively. In addition, d values are restricted to the interval p0, 1.5q, φ is restricted to
p1, 1q and σω is restricted to p0, 50q.
We consider K  20 and compare the estimates using m  2 and m  3, the
number of terms in mixture (3.16). As described in Section 3.2.2 Shumway and Stoffer
considered m  2 for short-memory SV models, and here we want to assess whether or not
inclusion of a third term improves the quality of the estimates. In the optimization, initial
values for the parameters µj and σj, used to estimate the mixture distribution, are equal
to -1 (if j  1) and 2, respectively. Additionally, we consider the restrictions p50, 50q for
µj (if j  1) and p0, 50q for σj. The initial value of pijt is equal to 1{m.
To evaluate the Kalman Filter algorithm we consider Ψ0|0  Ψ0|1  r1.27 0 . . . 0s1
and P0|0  P0|1  rasij, where a11  4.93, aij  1 if i  j ¡ 1 and zero if i  j.
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3.3.3 Results
In Table 1 we present the results of the Monte Carlo experiments for stationary
ARFIMA(0,d,0) models. Next we summarize the main results.
Overall, considering all distributions, the relative biases for cases 1 and 2 are
high, around 20% for dˆ and around 100% (40%) for pσω in case 2 (case 1). Therefore, the
results are not good for these two cases. Besides this, in terms of bias the best results are
found in case 3, where the highest relative biases are almost 13% for dˆ (when m  3 with
t-Student distribution) and 28% for pσω (when m  2 with GED distribution). In addition,
in case 3 the relative bias for dˆ are smaller for asymmetric distributions compared with
the symmetric ones.
As shown by comparing the results of cases 1 and 3 (where σω is fixed at 0.75),
the performance of the estimators improves when the parameter d increases, with the
exception of pσω whenm  3 for the t-Student, Skew t-Student and Skew GED distributions.
For example, considering m  2 and when εt follows the standardized normal distribution,
the relative bias of dˆ (in absolute value) decreases from almost 30% (case 1) to 10% (case
3). A similar result is observed for σˆω where the bias of σˆω decreases from 37% (case 1) to
22% (case 3). All RMSE and standard deviation values for case 3 are smaller compared
with case 1, so the precision of estimators are higher in case 3.
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We can also compare the quality of the estimates in terms of m, that is,
comparing the estimates for m  2 and m  3. The dˆ’s have smaller bias and RMSE for
m  2 compared with m  3, except for the bias in case 2. However, respecting σˆω, we
have better results for m  3 compared with m  2. Case 2 has the lowest signal-to-noise
ratio, which is the most difficult situation for estimation purposes. Therefore, in this
situation the use of three mixture terms instead of two improves the estimation results.
In Figure 1 we compare the histograms of dˆ and σˆω when m  2 and m  3 for case 2.
It can be seen that the distributions of dˆ and σˆω are more concentrated around the true
values for m  3. There is a cluster of estimates of d around 1.2 for m  3 and a cluster
of estimates of σω around 1 for m  2. These clusters bring further evidence about the
difficulty of estimating the parameters in case 2, where we do not obtain good results.
Figure 1 – Distribution of dˆ and pσω for the ARFIMA(0,d,0) model for case 2 (d  0.4
and σω  0.313) when εt follows a normal distribution. The results for m  2
and m  3 are shown in the upper graphs and lower graphs, respectively. The
histograms are shown in the first two columns and the scatterplot in the third
column.
Next, Table 2 presents the results for non-stationary ARFIMA(0,d,0) models.
Overall, considering all the distributions, the results are very good for dˆ when m  2:
the bias of dˆ are around 2% for case 4 and 1.3% for case 5. Regarding σω, the results are
good in terms of bias for case 5 (bias around 12%) but not for case 4 (bias around 32%).
Between cases 4 and 5, the RMSE and standard deviation of dˆ are higher for case 5, while
for pσω we obtained similar results. In addition, overall the estimates for non-stationary
ARFIMA models are better compared with the estimates in the stationary case.
We have three additional comments about the results of Table 2. First, the
results are worse for m  3 compared with m  2 because all biases and RMSEs are
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Table 2 – Results of the Monte Carlo experiment for non-stationary ARFIMA(0,d,0)
models. For each combination of parameter set and distribution, the bias, the
root the mean squared error (RMSE) and the standard deviation (SD) of the
estimates are presented. Results are based on 1,000 replications of time series of
size T  2, 500 for each parameter combination.
Case 4 Case 5
d  0.75, σω  0.313 d  0.75, σω  0.75
dˆ σˆω dˆ σˆω
m  2 m  3 m  2 m  3 m  2 m  3 m  2 m  3
Normal Bias 0.015 0.031 0.1 0.151 -0.006 0.039 0.073 0.073
RMSE 0.059 0.061 0.148 0.182 0.108 0.123 0.133 0.13
SD 0.057 0.053 0.109 0.102 0.108 0.116 0.111 0.108
t-Student Bias 0.011 0.027 0.094 0.144 -0.025 0.035 0.094 0.081
RMSE 0.061 0.064 0.156 0.19 0.126 0.171 0.167 0.167
SD 0.06 0.058 0.125 0.125 0.124 0.167 0.139 0.147
GED Bias 0.013 0.03 0.101 0.154 -0.017 0.035 0.087 0.083
RMSE 0.061 0.064 0.161 0.196 0.123 0.138 0.154 0.151
SD 0.06 0.056 0.126 0.122 0.122 0.134 0.127 0.126
Skew Normal Bias 0.012 0.022 0.109 0.133 -0.001 0.018 0.07 0.067
RMSE 0.057 0.056 0.152 0.166 0.093 0.102 0.121 0.12
SD 0.055 0.052 0.106 0.099 0.093 0.101 0.099 0.1
Skew t-Student Bias 0.015 0.019 0.1 0.108 0.005 0.025 0.067 0.061
RMSE 0.055 0.055 0.146 0.151 0.105 0.121 0.125 0.121
SD 0.053 0.052 0.107 0.106 0.105 0.118 0.105 0.105
Skew GED Bias 0.014 0.019 0.098 0.113 -0.005 0.01 0.071 0.064
RMSE 0.066 0.066 0.15 0.16 0.092 0.099 0.12 0.115
SD 0.064 0.063 0.114 0.114 0.092 0.099 0.097 0.096
higher for m  3. Second, case 5 exhibits the best results among all seven cases. Third,
case 4 was also considered by Perez and Ruiz (2001) using a sample size of T  4, 096 for
Gaussian perturbations. They obtained bias equal to 0.02 for dˆ and standard deviation of
0.08. We found an estimate for parameter d with smaller bias and higher precision but
with a smaller sample size: T  2, 500. However, for σω, Perez and Ruiz (2001) found
better results compared with ours.
In Figure 2 we present the histograms and the scatterplot of dˆ and σˆω for case
5 when εt  Np0, 1q. Different from is depicted in Figure 1 for case 2, the estimates of d
are placed symmetrically around its true value, and no cluster of estimates is observed far
from the true value of the parameters. Therefore, the results are very good.
In Table 3 we present the results of Monte Carlo experiments for ARFIMA(1,d,0)
models. Overall, the method does not present good results for estimating the parameter d
because of its high bias and RMSEs values. For instance, the relative biases of dˆ are almost
50% and 33% for case 6 and case 7, respectively. Most RMSE and standard deviation
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Figure 2 – Distribution of dˆ and pσω for the ARFIMA(0,d,0) for case 5 (d  0.75 and
σω  0.75) when εt follows a normal distribution. The results for m  2 and
m  3 are shown in the upper graphs and lower graphs, respectively. The
histograms are shown in the first two columns and the scatterplot in the third
column.
values for d, φ and σω estimates are higher for case 7. In addition, the bias for φˆ is almost
the same for cases 6 and 7, and the bias of σˆω is higher for case 7.
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For case 6 (d  0.2 and φ  0.6) we present in Figure 3 the histogram of the
sum of dˆ and φˆ, and the scatterplot between them. The scatterplot shows a concentration of
dˆ’s around zero and a concentration of φˆ’s around 0.8. Although not shown, the histogram
of dˆ exhibits a substantial concentration of dˆ around zero. However, the histogram of dˆ  φˆ
is well behaved: most values of dˆ  φˆ are around 0.8, the sum of the true values. Overall, it
seems there is a problem of misidentification when ht follows an ARFIMA(1,d,0) process.
Figure 3 – Results of Monte Carlo experiment for case 6 (d  0.2, φ  0.6 and σω  0.75).
The first graph is the histogram of the sum of dˆ and φˆ, and the second graph
is the scatterplot between dˆ and φˆ
On the other hand, in order to assess the diagnostic procedure described in
Section 3.2.4 we simulate 1,000 LMSV time series assuming εt  Np0, 1q2 for each of the
cases 1 to 7. For each simulated series we calculate the estimated innovations and perform
the Ljung-Box test based on 24 autocorrelations for both the (estimated) innovations and
squared innovations. In Table 4 we present the i-quantiles Qi of the empirical distribution
of p-values for each case. We begin by analysing the results for the innovations. When
m  2, the 0.01-quantiles, denoted by Q01 are around their nominal level (except for case
5) as can be observed for Q50 and Q99 as well. The values of Q05 and Q10 are higher than
their nominal level for cases 4, 6 and 7. Similar results are found when m  3.
The results for the squared innovations are worse compared with the innovations.
The Q01, Q05 and Q10 values are smaller than their nominal level for most cases. Thus,
using the squared innovations, we reject the null hypothesis of absence of autocorrelation
more times than the level of significance of the test. The results are slightly better for
m  3 for Q05 and Q10. In conclusion, for diagnostic purposes it is better to consider only
the innovation of the process.
2 We found similar results for other distributions of εt.
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Table 4 – Quantiles of the Ljung-Box p-values using 24 autocorrelations for LMSV models
with εt  Np0, 1q. The first three columns refer to p-values of innovations, and
the last three columns refer to the squared innovations. Results are based on 1,000
replications of time series of size T  2, 500 for each parameter combination.
t 
2
t
Case Q01 Q05 Q10 Q50 Q99 Q01 Q05 Q10 Q50 Q99
m  2
1 0.012 0.046 0.105 0.527 0.992 0.001 0.033 0.077 0.633 0.999
2 0.008 0.058 0.114 0.528 0.991 0.000 0.011 0.051 0.666 0.999
3 0.010 0.057 0.110 0.544 0.991 0.000 0.011 0.051 0.595 0.997
4 0.018 0.075 0.145 0.560 0.991 0.000 0.004 0.035 0.458 0.993
5 0.006 0.043 0.080 0.477 0.988 0.000 0.017 0.059 0.609 0.999
6 0.017 0.088 0.152 0.574 0.991 0.000 0.010 0.057 0.551 0.996
7 0.010 0.060 0.117 0.547 0.995 0.000 0.011 0.045 0.488 0.995
m  3
1 0.013 0.051 0.101 0.510 0.995 0.001 0.034 0.094 0.593 0.997
2 0.005 0.049 0.104 0.539 0.991 0.000 0.011 0.055 0.609 0.998
3 0.010 0.058 0.124 0.553 0.989 0.000 0.016 0.062 0.569 0.996
4 0.013 0.082 0.149 0.572 0.991 0.000 0.013 0.053 0.499 0.997
5 0.007 0.042 0.082 0.470 0.988 0.000 0.025 0.085 0.580 0.998
6 0.011 0.084 0.142 0.556 0.989 0.000 0.023 0.077 0.561 0.996
7 0.010 0.045 0.100 0.526 0.994 0.002 0.028 0.072 0.542 0.993
3.4 Illustration
Here we present the estimation and diagnostics of LMSV models as well as the
Value-at-Risk (VaR) estimation of two real-life time series. We analyze the daily returns
on the Spanish stock market index (IBEX) and the daily returns of futures contracts of
German bonds3 with maturity of 5 years (DE-5y) in the period from January 2, 2007 to
September 28, 2018. The data were gathered from Bloomberg.
Figure 4 shows the time series of returns and the autocorrelation function
(ACF) of log squared returns (yt). It can be seen that the ACF decays slowly and the
autocorrelations are significant even for lags higher than 50, so a model with long memory
in volatility can be the proper choice.
We fitted ARFIMA(0,d,0) models4 in both time series and the results of
estimation and diagnostic tests are presented in Table 5. All d estimates are higher than
0.5, evidencing non-stationarity of the volatility in both series. Besides thet, all estimates
are highly significant. In terms of diagnostics, the results are good since the innovations
and the squared innovations do not exhibit serial correlation. For theses series, the results
for m  3 are slightly worse than for m  2, when comparing the p-values of Ljung-Box
3 This is a generic future contract expiring in three months calculated by Bloomberg. The roll method is
the active contract and the roll is made on the first notice day.
4 Since the simulation study revealed possible misidentification problems when estimating ARFIMA(1,d,0)
models, we restricted our analysis for ARFIMA(0,d,0) case.
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Figure 4 – Time series returns and the ACF graphs for log squared returns of IBEX and
DE-5y.
tests. As comparison, Perez and Ruiz (2001) estimated an ARFIMA(0,d,0) model for IBEX
returns in the period from January 7, 1987 to December 30, 1998. Their estimates of dˆ
and σˆω are around 0.75 and 0.3, respectively. We obtained values of dˆ around 0.67 and
values of σˆω around 0.38 (Table 5).
Table 5 – Results of LMSV estimation when ht follows an ARFIMA(0,d,0) process for
real life applications. Top panel: estimates and standard errors (in parentheses,
calculated by the Hessian matrix). Bottom panel: p-values of the Ljung-Box
test for innovations (LB) and squared innovations (LB2) using 10 and 20
autocorrelations.
DE-5y IBEX
m  2 m  3 m  2 m  3
d 0.547 (0.129) 0.603 (0.134) 0.668 (0.137) 0.661 (0.122)
σω 0.388 (0.181) 0.343 (0.160) 0.383 (0.158) 0.410 (0.143)
σ1 0.993 (0.084) 0.791 (0.097) 1.030 (0.077) 0.672 (0.097)
µ2 -2.376 (0.143) -1.608 (0.175) -2.333 (0.151) -3.419 (0.195)
σ2 2.366 (0.084) 1.060 (0.153) 2.473 (0.085) 2.729 (0.116)
µ3 -3.570 (0.222) -1.929 (0.124)
σ3 2.452 (0.119) 1.078 (0.111)
LB 10 0.197 0.148 0.597 0.544
LB 20 0.339 0.321 0.813 0.722
LB2 10 0.337 0.557 0.643 0.528
LB2 20 0.714 0.846 0.432 0.461
In Figure 5 we present the filtered volatility estimates for both time series.
As can be seen, for both series the filtered volatility mimics the variability of the series.
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Additionally, for the IBEX we observe a sharp increase in volatility between 2008 and
2010 (when the subprime crisis started) and some increase in volatility between 2010 and
2012, which can be associated with the Eurozone fiscal crisis. The volatility of DE-5y is
more stable compared with the IBEX volatility, and it starts to decrease after 2014.
Figure 5 – Volatility estimation using LMSV models with m  2. Returns are in gray and
filtered volatilities pσt|t (multiplied by 3) are in black.
Next, we assess the volatility forecasts by means of a Value-at-Risk (VaR)
prediction analysis. Under some hypotheses5, the predicted 100p1  αq%-VaR is equal to
the product of the volatility forecast pσT 1|T given in (3.42) and the α-quantile of εt, qα.
Since our proposal does not assume any specific distribution for εt, we need to obtain qα
empirically. To do that, we cannot directly use the innovation t in Equation (3.43) because
we lost the sign of εt. So, we estimate qα from the estimates of εt given by et  rt{pσt|t for
t  1, . . . , T . Thus, 100p1  αq%-VaR forecasts are calculated as follows:
(a) Estimate the filtered volatilities pσt|t and the volatility forecast pσT 1|T as described
in Section 3.2.3,
(b) Compute qα through the residuals et  rt{pσt|t with t  1, . . . , T .
(c) The p100  αq%-VaR is equal to pσT 1|T qα.
We performed a backtesting exercise calculating predicted 99%-VaRs for the
IBEX returns in the period from November 4, 2014 to December, 18, 2017. We calculated
800 VaRs using rolling windows of size 1,998. We compared the VaRs with the observed
returns and computed the proportion of violations (which occur when the observed return
5 The hypotheses are: i) the probability distribution of rt belongs to the location-scale family, and ii)
the location parameter is equal to zero.
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is smaller than the VaR). The percentage of violations is equal to 1.3%, close to the
nominal level of 1%. In addition, the VaR forecasts plotted in Figure 6 reveal very good
behavior in the sense that the VaR values are very close to the losses, even the larger
ones, except for an outlier observed on June 24, 2016 for IBEX (this heavy loss happened
one day after the Brexit referendum). In can also be seen that the outlier does not affect
dramatically the VaR predictions immediately after the outlier’s occurrence, unlike what
would be observed when using GARCH-type models. Thus, overall, we obtain good results
in terms of out-of-sample volatility estimation.
Figure 6 – Backtesting results for the IBEX. Returns are in black dots and the red line
indicates the predicted 99%-VaR.
3.5 Conclusions and Further Research
In this work we propose a new method to estimate LMSV models via maximum
likelihood in a state-space model. In this model the distribution of the perturbations in the
observation equation is approximated by a mixture of normals. The main advantages of the
proposal are: (i) it works for perturbations with symmetric and asymmetric distributions;
(ii) filtered and predicted volatilities are easily estimated; and (iii) the estimation is fast
compared to alternative proposals. In addition, a diagnostic procedure is proposed.
The quality of the estimates was evaluated via Monte Carlo experiments. The
results are similar for all the distributions. Our proposal presents good results when the
log-variance follows a nonstationary ARFIMA(0,d,0) model. Besides this, the results are
better using two terms in the mixture except for the smallest signal-to-noise combination
of parameters. In contrast, we do not obtain good results for stationary ARFIMA(0,d,0)
and ARFIMA(1,d,0) models. The proposal was also assessed for real-life time series in
terms of VaR prediction obtaining good results.
There are some issues about our proposal which deserve more investigation.
First, it is worth to investigating the performance of different optimization routines in
order to avoid local-minima in stationary ARFIMA(0,d,0) and ARFIMA(1,d,0) models.
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Second, and related to the previous comment, we need to study the misidentification
problem when estimating ARFIMA(1,d,0) models.
Next, we present some possible extensions of the proposal for further research.
First, one can include leverage in volatility considering a non zero correlation between the
perturbations (εt and ωt) in the LMSV model. One can also include explanatory variables
to explain the returns and or the volatility. Second, one can assess the properties of the
proposed estimation method in the presence of additive outliers. Finally one can assess
the convenience of using the mixture residuals presented by Stoffer and Wall (2004) to
perform diagnostics.
Appendix
In this Appendix we obtain the Kalman filter algorithms for the estimation
procedure discussed in Section 3.2.2 and the filtering procedure discussed in Section 3.2.3.
The demonstrations presented in this Appendix are based on Shumway and Stoffer (2006,
Chapter 6, Section 6.2).
I. Kalman filter algorithm for ∆ logprtq, Section 3.2.2
Calculating filtered and predicted values of Ψt
We start by calculating Ψt|t1, which is the predicted value of Ψt given the
information until t 1, as follows:
Ψt|t1  EpΨt|z1:t1q  EpFΨt1   ut|z1:t1q
 FEpΨt1|z1:t1q   δt, (3.45)
where δt  Eput|z1:t1q. From (3.14), Eput|z1:t1q 
Epηt1|z1:t1q, Epωt|z1:t1q, 0, ..., 01.
Now, since ωt and zs are independent for z   t, then Epωt|z1:t1q  0. Additionally, from
(3.10) ηt  zt  ϕΨt and so Epηt|z1:tq  Epzt  ϕΨt|z1:tq  zt  ϕΨt|t. Therefore,
δt 

zt1   ϕΨt1|t1 0 . . . 0
1
,
and from (3.45) Ψt|t1 can be calculated by:
Ψt|t1  FΨt1|t1   δt. (3.46)
Now Ψt|t is given by:
Ψt|t  EpΨt|z1:tq  E

EpΨt|z1:t, Ijtq|z1:t


m¸
j1
EpΨt|z1:t, Ijtqpijt (3.47)
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where pijt  P pIjt  1|z1:tq. To obtain the analytic expression of (3.47), it is necessary to
calculate EpΨt|z1:t, Ijtq for each possible value of j.
For j  1 then ηt  V1t and the innovation 1t is equal to:
1t  zt  Epzt|z1:t1, I1t  1q  zt  ErϕΨt|z1:t1, I1t  1s  EpV1t|z1:t1q
 zt  ϕΨt|t1  EpV1tq  zt  ϕΨt|t1.
Considering that cov(1t, zs)=0 for s   t, we have:
covpΨt, 1t|z1:t1q  covpΨt, zt  ϕΨt|t1|z1:t1q
 covpΨt  Ψt|t1, ϕΨt  ϕΨt|t1   V1t|z1:t1q
 covpΨt  Ψt|t1, ϕpΨt  Ψt|t1q|z1:t1q
 VarpΨt  Ψt|t1|z1:t1qϕ1
Defining Pt|t1  VarpΨt  Ψt|t1|z1:t1q, we have covpΨt, 1t|z1:t1q  Pt|t1ϕ1.
Thus, the joint distribution of Ψt and 1t is given by:
Ψt
1t
ff
|z1:t1  N

Ψt|t1
0
ff
,

Pt|t1 Pt|t1ϕ1
ϕPt|t1 Σ1
ff
, (3.48)
where Σ1  Varp1t|z1:t1q  ϕPt|t1ϕ1 σ21. Using Property (B.9) of Shumway and Stoffer
(2006, Appendix B), we have:
Ψt|t  Ψt|t1   k1t1t (3.49)
k1t  Pt|t1ϕ
1
Σ1
 Pt|t1ϕ
1
ϕPt|t1ϕ1   σ21
. (3.50)
For j  1, then ηt  Vjt and all calculations are similar to those presented for
j  1. Thus,
jt  zt  ErϕΨt|z1:t1s  EpVjt|z1:t1q  zt  µj  ϕΨt|t1. (3.51)
Ψt
jt
ff
|z1:t1  N

Ψt|t1
0
ff
,

Pt|t1 Pt|t1ϕ1
ϕPt|t1 Σj
ff
. (3.52)
Σjt  ϕPt|t1ϕ1   σ2j .
Ψt|t  Ψt|t1   kjtjt. (3.53)
kjt  Pt|t1ϕ
1
Σj
 Pt|t1ϕ
1
ϕPt|t1ϕ1   σ2j
. (3.54)
Combining the results of Equations (3.49) and (3.53) in Equation (3.47) we
have:
Ψt|t 
m¸
j1
EpΨt|z1:t, Ijt  1qpijt 
m¸
j1
pΨt|t1   kjtjtqpijt,
Ψt|t  Ψt|t1  
m¸
j1
pijtkjtjt.
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Calculating the variance matrices Ψt|t1 and Ψt|t
Now, we calculate the matrices Pt|t1 and then Pt|t. We start with Pt|t1.
Pt|t1  E

pΨt  Ψt|t1qpΨt  Ψt|t1q1|z1:t1
	
,
 E

pFΨt1   ut  FΨt1|t1  δtqpFΨt1   ut  FΨt1|t1  δtq1|z1:t1
	
,
 E

FpΨt1  Ψt1|t1q   put  δtq

FpΨt1  Ψt1|t1q   put  δtq
1
|z1:t1
	
 E

FpΨt  Ψt|t1qpΨt  Ψt|t1q1F1|z1:t1
	
  E

FpΨt  Ψt|t1qput  δtq1|z1:t1
	
 
 E

put  δtqpΨt  Ψt|t1q1F1|z1:t1
	
  E

put  δtqput  δtq1|z1:t1
	
Pt|t1  I  II  III  IV.
Expression I is calculated as follows:
I  E

FpΨt1  Ψt1|t1qpΨt1  Ψt1|t1q1F1|z1:t1
	
 FE

pΨt1  Ψt1|t1qpΨt  Ψt1|t1q1|z1:t1
	
F1
 FPt1|t1F1.
Now we calculate expression IV. First, the expression ut  δt is equal to:
ut  δt 

ηt1
ωt
...
0
fiffiffiffiffifl

zt1   ϕΨt1|t1
0
...
0
fiffiffiffiffifl 

ηt1   zt1  ϕΨt1|t1
ωt
...
0
fiffiffiffiffifl .
Since zt  ϕΨt   ηt, then:
ηt1   zt1  ϕΨt1|t1  ηt1   ϕΨt1   ηt1  ϕΨt1|t1  ϕpΨt1  Ψt1|t1q.
Therefore:
ut  δt 

ϕpΨt1  Ψt1|t1q ωt . . . 0
1
. (3.55)
Considering that ωt and Ψt are independent, IV is equal to:
IV  E

put  δtqput  δtq1|z1:t
	
 Ωt1|t1 

ϕPt1|t1ϕ1 0 . . . 0
0 σ2ω . . . 0
... ... . . . ...
0 0 . . . 0
fiffiffiffiffifl . (3.56)
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Next, we obtain expression II. We define matrix A as:
A  FpΨt1  Ψt1|t1qput  δtq1. (3.57)
From (3.55) we have:
A  FpΨt1  Ψt1|t1q

ϕpΨt1  Ψt1|t1q ωt 0k1 . . . 0k1




FpΨt1  Ψt1|t1qϕpΨt1  Ψt1|t1q FpΨt1  Ψt1|t1qωt 0k1 . . . 0k1

.
Since the quantity ϕpΨt1  Ψt1|t1q is a scalar, it is equal to its transpose. Then:
A 

FpΨt1  Ψt1|t1qpΨt1  Ψt1|t1q1ϕ1 FpΨt1  Ψt1|t1qωt . . . 0k1

.
In consequence:
II  EpA|z1:t1q  Qt1|t1 

FPt1|t1ϕ1 0KK

. (3.58)
Since matrix III is the transpose of matrix II we have:
Pt|t1  FPt1|t1F1  Qt1|t1  Q1t1|t1   Ωt1|t1, (3.59)
where:
Qt1|t1 

FPt1|t1ϕ1 0 . . . 0

,
Ωt1|t1 

ϕPt1|t1ϕ1 0 . . . 0
0 σ2ω . . . 0
... ... . . . ...
0 0 . . . 0
fiffiffiffiffifl .
Now, we obtain an expression for Pt|t. Similarly to the calculation of Ψt|t we
have:
Pt|t  E
pΨt  Ψt|tqpΨt  Ψt|tq1|z1:t  EEpΨt  Ψt|tqpΨt  Ψt|tq1|z1:t, Ijt|z1:t,

m¸
j1
E
pΨt  Ψt|tqpΨt  Ψt|tq1|z1:t, Ijtpijt,

m¸
j1
VarpΨt  Ψt|t|z1:t, Ijt  1qpijt.
For each j we can obtain the expression of VarpΨt  Ψt|t|z1:t, Ijtq from the
multivariate distribution of Ψt and jt conditional on z1:t. The multivariate distributions
are given in (3.48) for j  1, and in (3.52) for j  1. Using Property (B.10) of Shumway
and Stoffer (2006), for each j, we have:
VarpΨt  Ψt|t|z  11:t, Ij,t  1q 

Ik  kjtϕ

Pt|t1. (3.60)
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Thus, Pt|t is equal to:
Pt|t 
m¸
j1

Ik  kjtϕ

Pt|t1pijt. (3.61)
Calculating the innovation process
The innovation process is defined as:
t  zt  Epzt|z1:t1q, (3.62)
and from (3.10):
t  zt  ϕΨt|t1  Epηt|z1:t1q. (3.63)
The quantity Epηt|z1:t1q is equal to:
Epηt|z1:t1q 
m¸
j1
EpIjtVt|z1:t1q 
m¸
j1
E

EpIjtVt|z1:t1, Ijtq|z1:t1


m¸
j1
E

IjtEpVt|z1:t1, Ijtq|z1:t1


m¸
j1
E

Ijtµj|z1:t1


m¸
j1
µjE

Ijt|z1:t1


m¸
j1
µjpijt (3.64)
where pijt  P pIjt  1|z1:t1q. Replacing (3.64) in (3.63) we obtain:
t  zt  ϕΨt|t1 
m¸
j1
µjpijt,

m¸
j1
pijt

zt  ϕΨt|t1  µj
	

m¸
j1
pijtjt. (3.65)
II. Kalman filter for yt, Section 3.2.3
We can obtain the Kalman filter algorithm for the state space model of yt
following the same steps taken in Appendix I. Thus, the predicted value of Xt, denoted by
Xt|t  EpXt|y1:t1q, is equal to
Xt|t1  EppΦVXt1  Hωt|y1:t1q  pΦVXt1|t1, (3.66)
since ωt is independent of ys, for t ¡ s.
The expression of Xt|t depends on the joint distribution between Xt and rjt, for
each j P t1, ...,mu and ˜jt  yt  µj  θVXt|t1. Following the same calculations presented
in Appendix I, we can obtain:
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
Xt
˜jt
ff
|y1:t1  N

Xt|t1
0
ff
,
 rPt|t1 rPt|t1pθ1VpθV rPt|t1 Σj
ff
, (3.67)
and
kjt 
rPt|t1pθ1VpθV rPt|t1pθ1V   σ2j , (3.68)
Xt|t1  Xt1|t1  
m¸
j1
kjtrjt. (3.69)
The expressions of rPt|t1 and rPt|t are obtained the same as presented in
Appendix I. It can be proven that:
rPt|t1  pΦ1V rPt1|t1pΦV   pσ2ωHH1, (3.70)rPt|t  m¸
j1

IK  kjtpθV rPt|t1rpijt. (3.71)
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4 Conclusions and further research
This thesis is composed by three essays on time series econometrics. Here we
briefly summarize the main conclusions and topics for further research.
The first two essays are related to risk estimation using pair-copula models. In
the first work we study the estimation of the market risk of portfolios and the calculation
of risk components using daily returns. Applying the method, we obtain good results in
terms of backtesting analysis and the results reveal that different pair-copula specifications
change the decomposition of the risk. One interesting subject for further research the
performance of the proposal for high-dimensional portfolios.
In the second work, we combine pair-copula models and multiplicative compo-
nent GARCH (MCGARCH) models to forecast intraday Value-at-Risk of an exchange
rate portfolio. We find good results in terms of backtesting analysis and diagnostic tests
of the residuals, but squared residuals present autocorrelation. Regarding some topics of
future research, it is worth evaluating the proposal in more complex models, for example
when some components in the MCGARCH exhibit long memory.
In the third essay we propose a new method to estimate long-memory stochastic
volatility (LMSV) models via maximum likelihood in a state space model in which the
distribution of the perturbations in the observation equation is approximated by a mixture
of normals. The main advantages of the proposal are: (i) it works for perturbations with
symmetric and asymmetric distributions; (ii) filtered and predicted volatilities are easily
estimated; and (iii) the estimation is fast compared to alternative proposals. In addition,
a diagnostic procedure is proposed. The quality of the estimates is evaluated via Monte
Carlo experiments, obtaining good results when the log-variance follows a nonstationary
ARFIMA(0,d,0) model. Besides that, the results are better using two terms in the mixture
except for the smallest signal-to-noise combination of parameters. In contrast, we do
not obtain good results for stationary ARFIMA(0,d,0) and ARFIMA(1,d,0) models. The
previous results are similar for all the distributions. The proposal is also assessed for
real-life time series in terms of VaR prediction, obtaining good results.
Regarding the third essay, we present some possible extensions of the proposal
for further research. First, one can include leverage in volatility considering a non-zero
correlation between the perturbations (εt and ωt) in the LMSV model. One can also
include explanatory variables to explain the returns and/or the volatility. Second, one
can assess the properties of the proposed estimation method in the presence of additive
outliers. Finally, one can evaluate the convenience of using the mixture residuals presented
by Stoffer and Wall (2004) to perform diagnostics.
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APPENDIX A – Estimation of short
memory stochastic volatility model: a Monte
Carlo study
In this Appendix we present the results of a Monte Carlo study of the estimation
of Stochastic Volatility (SV) model proposed by Taylor (1982, 1986) using the method
presented in Shumway and Stoffer (2006, chapter 6, Section 10).
Here we have two objectives. First, we assess if the method has good properties
when the disturbance error of returns equation follows gaussian and non-gaussian distribu-
tions. Second, we compare the performance of the method using two and three terms in
mixture approximation.
This appendix is organized as follows. In Section A.1 we present briefly the SV
model, and in Section A.2 we present the set up of the Monte Carlo experiments. Section
A.3 present the results and some final conclusion are given in Section A.4.
A.1 Methods
Let rt the return at time t. Taylor (1982,1986) proposes the stochastic volatility
model
rt  βeht{2εt, (A.1)
ht  φht1   ωt, (A.2)
where tεtu is a sequence of independent identically distributed (IID) and tωtu is an IID
sequence with ωt  Np0, σ2ωq. In addition, we suppose that tεtu and tωtu are independent
for all t.
The volatility at time t, given by
σt  β exppht{2q, (A.3)
is unobserved because ht is a latent variable. Applying log on the squared returns in (A.1)
we obtain
yt  α   ht   ηt, (A.4)
where yt  lnpr2t q, α  lnpβ2q and ηt  lnpε2t q. Then (A.4)-(A.2) is a state space model
with non Gaussian perturbations ηt. Shumway and Stoffer approximates ηt as a mixture
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of normals:
ηt 
m¸
i1
It,iVt,i, (A.5)
where tVt,iu is an IID sequence with Vt,i  Npµi, s2i q, µ1  0, and tIt,iu is an IID Bernoulli
sequence with P rIt,i  1s  pii and pii  1{m.
When we adopt the approximation given by equation (A.5), the state space
model is conditionally gaussian, and therefore it is possible to obtain a Kalman filter
algorithm and a likelihood function based on the innovations of the process. The estimation
of parameters α, φ, σω, µi and σi, for i P t1, ...,mu is obtained maximizing the innovation-
based likelihood function. See more details in Shumway and Stoffer (2006, chapter 6).
A.2 Set up of Monte Carlo experiments
We generated m  2.000 replications of time series of size n  1.250 from
model (A.1) - (A.2). Additionally, in order to avoid zero returns which leads to non finite
values of rt, we follow the transformation suggested by Fuller (1996) given by:
yt  lnpr2t   cs2q 
cs2
r2t   cs2
, (A.6)
where s2 is the sample variance of rt and c is a small constant, which we choose as
c  0.0021. In this formula we use the returns in percentage.
The values of parameters φ, σω and β used in this exercise are the same
considered in Jacquier et al. (1994). We compared the estimation results when using two
and three terms in the mixture (A.5). In addition, we consider severeal distributions for εt
in equation (A.1) We generated samples of normal, t-Student, GED (Generalized Error
Distribution), skew normal, skew t-Student and skew GED distributions, as in Abbara
(2018).
All routines are developed in MATLAB codes. In the optimization procedure
we considered initial values φ  0.95, σω  0.5. The initial value of β is equal to the
sample mean of returns transformed by equation (A.6).
A.3 Results
In Table 6 we present the results of the Monte Carlo experiment when t
follows a standardized normal distribution. We present the values of parameters used
in the experiment, the signal-to-noise ratio (SR) of the log squared volatility, defined
1 Even though is very unlikely to obtain zero returns with simulated data we decide to assess the
performance of the estimation in a real-life situation.
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as SR  V arphtq
V arphtq   V arpηtq , the bias and RMSE (Root of Mean Square Error) of the
estimates.
[Table 6 around here]
The bias of the estimators are usually small compared with the true values of
parameters. For example, the highest bias for φˆ was found in case 7 when m  2, and in
that case the bias represents almost 10% of the real value of φ. Similarly, the bias for βˆ is
usually low but we observed some high values, for example the case 6 when m  3, where
represents 27% of the parameter. The bias of σˆω are higher compared with φˆ and βˆ, and
the highest value (case 3, m  3) represents 36% of the real value.
The RMSE are small as well. The highest value are observed in cases 7, 8 and
9, for both values of m,where SR is around 0.036. This is a expected result because it is
more difficult to estimate the parameters for a process with low SR.
Comparing the quality of estimates when m  2 and m  3, we found better
results for φˆ and σˆω when m  3 for cases 7, 8 and 9 which corresponds to the lowest
SR. The biases decreased substantially while the RMSE did not decreased proportionally.
Thus, the inclusion of a third term in mixture expression improved the results when it is
more difficult to estimate.
Next, in Table 7 we present the results when t follows a standardized t-Student
and GED distributions and combination of parameters with the smallest SR.
[Table 7 around here]
In general, the values of bias and RMSE are small compared with the true
values of the parameters. The bias and RMSE are higher for the distributions in Table 7
compared with the standardized normal case. The estimation with m  3 improved the
results mainly for φˆ. For σˆω the case with m  3 improved the bias but not the RMSE.
Finally, in Table 8 we present the results for the asymmetric distributions. The
values of bias and RMSE are similar with the symmetric cases, but the improvement
of estimation when m  3 is higher. The biases are substantially lower for m  3 in
all distributions considered in Table 8. There is a reduction in RMSE of φˆ only for the
asymmetric GED. The reduction of bias of σˆω is higher for asymmetric normal and
asymmetric GED. There is not any improvement in quality of estimation in βˆ when m  3.
[Table 8 around here]
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A.4 Conclusions
The method of estimation of SV model proposed by Shumway and Stoffer
(2006, chapter 6, Section 10) presented good performance considering several distributions
for εt. When m  3 the performance is better compared with m  2 for the parameter
combinations with the lowest SR values.
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Table 7 – Bias and square root of the mean squared error when (a) t  t5
and (b) t  GED with parameter ν  1.5. For each parameter,
the lowest value of bias and RMSE comparing m  2 and m  3
cases are marked in bold.
Parameters φˆ σˆω βˆ
φ σω β Bias RMSE Bias RMSE Bias RMSE
(a) t-Student
m=2
0.9000 0.1350 0.0293 -0.0616 0.1716 0.0231 0.1487 -0.0046 0.0050
0.9500 0.0964 0.0293 -0.0624 0.1451 0.0366 0.1224 -0.0047 0.0051
0.9800 0.0614 0.0293 -0.0460 0.1141 0.0316 0.0897 -0.0048 0.0055
m=3
0.9000 0.1350 0.0293 -0.0352 0.1634 0.0205 0.1674 0.0013 0.0084
0.9500 0.0964 0.0293 -0.0426 0.1360 0.0343 0.1388 0.0013 0.0081
0.9800 0.0614 0.0293 -0.0379 0.1087 0.0378 0.1026 0.0012 0.0076
(b) GED
m=2
0.9000 0.1350 0.0293 -0.0567 0.1625 0.0241 0.1429 -0.0016 0.0026
0.9500 0.0964 0.0293 -0.0527 0.1297 0.0326 0.1118 -0.0018 0.0029
0.9800 0.0614 0.0293 -0.0386 0.0996 0.0304 0.0833 -0.0018 0.0029
m=3
0.9000 0.1350 0.0293 -0.0239 0.1527 0.0014 0.1441 0.0096 0.0121
0.9500 0.0964 0.0293 -0.0340 0.1218 0.0222 0.1156 0.0091 0.0113
0.9800 0.0614 0.0293 -0.0358 0.1048 0.0353 0.0967 0.0085 0.0102
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Table 8 – Bias and square root of the mean squared error when t follow
asymmetric distributions. For each parameter, the lowest value of
bias and RMSE comparing m  2 and m  3 cases are marked
in bold.
Parameters φˆ σˆω βˆ
φ σω β Bias RMSE Bias RMSE Bias RMSE
(a) Asymmetric normal with γ  3
m=2
0.9000 0.1350 0.0293 -0.0723 0.1353 0.0459 0.1051 -0.0017 0.0009
0.9500 0.0964 0.0293 -0.0480 0.1045 0.0366 0.0788 -0.0017 0.0011
0.9800 0.0614 0.0293 -0.0324 0.0846 0.0275 0.0585 -0.0016 0.0015
m=3
0.9000 0.1350 0.0293 -0.0136 0.1351 -0.0036 0.1284 0.0107 0.0074
0.9500 0.0964 0.0293 -0.0224 0.0913 0.0171 0.0920 0.0101 0.0066
0.9800 0.0614 0.0293 -0.0205 0.0635 0.0242 0.0615 0.0097 0.0060
(b) Asymmetric t-Student with γ  3 and ν  5
m=2
0.9000 0.1350 0.0293 -0.0599 0.1303 0.0383 0.1087 -0.0071 0.0008
0.9500 0.0964 0.0293 -0.0422 0.0965 0.0324 0.0781 -0.0071 0.0009
0.9800 0.0614 0.0293 -0.0279 0.0745 0.0256 0.0584 -0.0071 0.0012
m=3
0.9000 0.1350 0.0293 -0.0352 0.1596 0.0205 0.1662 0.0013 0.0083
0.9500 0.0964 0.0293 -0.0426 0.1292 0.0343 0.1345 0.0013 0.0080
0.9800 0.0614 0.0293 -0.0379 0.1019 0.0378 0.0954 0.0012 0.0075
(c) Asymmetric GED with γ  3 and ν  1.5
m=2
0.9000 0.1350 0.0293 -0.2249 0.2719 0.0700 0.0933 -0.0001 0.0009
0.9500 0.0964 0.0293 -0.1886 0.2459 0.0783 0.0980 -0.0001 0.0010
0.9800 0.0614 0.0293 -0.1498 0.2227 0.0694 0.0879 -0.0001 0.0014
m=3
0.9000 0.1350 0.0293 -0.0239 0.1508 0.0014 0.1441 0.0096 0.0073
0.9500 0.0964 0.0293 -0.0340 0.1170 0.0222 0.1135 0.0091 0.0066
0.9800 0.0614 0.0293 -0.0358 0.0985 0.0353 0.0900 0.0085 0.0056
