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Abstract
An important operation in generalized complex geometry is the Courant
bracket which extends the Lie bracket that acts only on vectors to a pair given by
a vector and a p-form. We explore the possibility of promoting the elements of
the Courant bracket to physical fields by constructing a geometric action based
on the Kirillov-Kostant symplectic form. For the p = 0 forms, the action general-
izes Polyakov’s two-dimensional quantum gravity when viewed as the geometric
action for the Virasoro algebra. We show that the geometric action arising from
the centrally extended Courant bracket for the vector and zero form pair is simi-
lar to the geometric action obtained from the semi-direct product of the Virasoro
algebra with a U(1) affine Kac-Moody algebra. For arbitrary p restricted to a
Dirac structure, we derived the geometric action and exhibit generalizations for
almost complex structures built on the Kirillov-Kostant symplectic form. In the
case of p + 1 dimensional submanifolds, we also discuss a generalization of a
Ka¨hler structure on the orbits of T ∗ ⊕ ∧pT .
1 Introduction
Understanding fluxes in string theory is one of the most active recent directions. Two
immediate applications are found in the AdS/CFT correspondence and in moduli sta-
bilization which plays a central role in phenomenological string model building. One
of the best understood situations pertains to the B-field. Recently, there has been
a successful cross fertilization between the mathematical and physics communities on
this topic. For a review see [1]. In particular, generalized complex geometry has been
shown to be relevant for various aspects of string theory with fluxes.
Generalized complex geometry has been introduced by Hitchin as a form of con-
structing differential geometry with a B-field [2, 3]. More mathematically, it is a gen-
eralization of complex geometry, which includes the tangent bundle of a manifold T ,
to give T ⊕ T ∗, that is, the sum of the tangent and the cotangent bundle. A more
complete account of generalized complex geometry can be found in [4]. The interplay of
this concept with the physics of supersymmetric sigma-models is still being explored [5]
but has already clarified various interesting properties of background with fluxes (for
reviews see [6]). An example of generalized complex geometry is bi-Hermitian geome-
try which was already known in physics more than twenty years ago due to the work
of Gates, Hull and Rocek [7].
An important structure in generalized complex geometry is the Courant bracket.
In particular, integrability of the almost complex structures in generalized complex
geometry is determined by the Courant bracket (see, for example, section 4.3 of [4]).
The Courant bracket can be viewed as an extension of the Lie bracket of vector fields
by acting on pairs given by a vector and a p-form [8]. Part of what we will show is that
for the particular case of p = 0, the Courant bracket furnishes a generalization of the
Virasoro algebra. This becomes manifest when one writes the geometric action which
arises from integrating a symplectic two-form, ΩX˜ , on the orbit of an element, say X˜ ,
dual to T ⊕ ∧0T ∗. This implies a natural generalization of the 2D Polyakov action.
Furthermore, the p = 1 case, corresponding to T ⊕ T ∗, has been heavily exploited
in determining generalized complex structures [2–4] that are related to B-fields. This
is done on a Dirac subbundle E ∈ T ⊕ T ∗. One of the constructions of a generalized
complex structures relies on a symplectic two-form ω on the vector space T so that
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relative to the the space T ⊕ T ∗ one may write
Jω =
(
0 −ω−1
ω 0
)
. (1.1)
We are interested in exploring a somewhat different generalization of this which ex-
ploits the symplectic two-form ΩX˜ that lives on the orbit of X˜ ∈ E∗. This is the
coadjoint orbit construction of the geometric action. This will give a family of sym-
plectic structures parameterized by the fields X˜ . In future work we hope to show
that X˜ can be made dynamical which imparts a variational principle to the space of
symplectic structures. Since ΩX˜ is a natural two-form on E
∗ the hope is to relate this
to generalized complex structures with the aim being whether such an approach can
bring a resolution to at least part of the landscape problem in string theory.
Finally one can use the above mentioned coadjoint orbit construction for the case
when p > 1. This allows us to extend the notion of generalized complex structures to
sections on T ⊕ ∧pT ∗. Such bundles may be relevant for charged D-branes. Thus we
explore the rich structure between geometric actions which are closely tied to sigma
models and the complex structures which are tied to the symplectic geometry via the
Courant bracket.
Thus, our interests in constructing geometric actions for the Courant bracket are
in the generalization of the Virasoro algebra for the case when p = 0, developing a
theory in which there is a natural potential for complex structures that come from the
p = 1 sector, and extending the differential geometry to the p > 1 sector by looking at
p-extended generalized complex structures and their associated Ka¨hler structure. All
in all, we hope to clarify the role of the Courant bracket as a central element in the
physics of generalizations of Calabi-Yau manifolds and D-brane physics.
Our approach is to study the Courant bracket as an algebra and to construct its
dual. Part of this work will focus on the Dirac subbundle of the Courant bracket since
this sector can be treated as a Lie algebra. Using the methods of coadjoint orbits [9–11]
we construct an invariant action that is akin to the WZW model, 2D Polyakov actions
and other sigma models by using the natural symplectic structure on each orbit. We
show an extension of Eq.[1.1] for sections of the space (T ⊕∧pT ∗)⊗ (T ∗ ⊕∧pT ) as an
example of a p-extended generalized complex structure. We further show that one may
define a p-extended generalized Ka¨hler metric on each orbit for p ≥ 1 when restricted
to p + 1 dimensional submanifolds. In the particular case of p = 0, we will construct
the geometric action for the Courant bracket and show that its central extension is a
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generalization of the Liouville action for the Virasoro algebra.
The paper is organized as follows. Section 2 contains a brief review of generalized
complex geometry and introduces the Courant bracket. Then in section 3 we discuss
the dual representation for the Courant bracket with arbitrary p and show how the
dual representation transforms under the action of the Courant bracket. Section 4
reviews in detail the construction of geometric actions and presents Polyakov’s two-
dimensional quantum gravity as the geometric action for the Virasoro algebra. In
section 5 we explicitly construct the action that results from the Courant bracket in
the case of p = 0. We also consider the central extension of this case and find that
it is, in many aspects, similar to the action obtained from the semi direct product of
the Virasoro algebra with a Kac-Moody affine algebra with group U(1). Section 5.5
discusses the general case p 6= 0. We find a geometric action for a Dirac subbundle
of elements in T ⊕ ∧pT ∗. In section 6 we further discuss the p-extended generalized
complex structures for this Dirac subbundle and present a p-extended Ka¨hler structure
on p+1 dimensional submanifolds. We present our conclusions and direction for future
research in section 7.
2 Review of the Courant Bracket
Motivated by the prominent role that the B-field plays in string theory Hitchin [2, 3]
initiated a program to study differential geometry by considering structures in T ⊕ T ∗
rather than the standard tangent bundle T . An element of this generalized bundle
is of the form (X, ξ) where X is a vector and ξ a one-form. This bundle comes
with a natural indefinite metric via the interior product of a one-form and a vector:
〈(X, ξ), (X, ξ)〉 = −iXξ. The B-field appears naturally in this picture since a two-from
naturally introduces an automorphism of T ⊕T ∗, i.e. B : (X, ξ) 7→ (X, ξ+ iXB). Thus,
in this picture the B-field generates isometries of the natural metric discussed above
since iXiXB = 0.
In principle, there is no canonical Lie bracket for this bundle, one can however in-
troduce the Courant bracket which has a number of interesting and natural properties.
The Courant bracket is a generalization of the Lie bracket on sections of the tangent
bundle T to sections of the bundle T ⊕∧pT ∗. Let X and Y be vector fields and ξ and
η represent p-forms. Call X = (X, ξ) and Y = (Y, η). The Courant bracket is defined
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on T = (T, β) ∈ C∞(T ⊕ ∧pT ∗) as [2–4]
[X ,Y ] = [(X, ξ), (Y, η)] =
(
[X, Y ],LXη − LY ξ − 1
2
d
[
iXη − iY ξ
])
. (2.1)
It will be useful for us to write the pair (X, ξ) as a rank one contravariant tensor field
and an anti-symmetric p-tensor viz,
(X, ξ)→ (Xb, ξb1b2···bp). (2.2)
Then Eq.[2.1] has the explicit realization as
[(Xa, ξ a1a2···ap), (Y
b, η b1b2···bp)] = (Z
c, ζ c1c2···cp), (2.3)
where
Zc = Xa∂aY
c − Y a∂aXc, (2.4)
and
ζ c1···cp = LXη c1···cp − LY ξ c1···cp −
1
2
∂ [c1X
aη|a|c2···cp] +
1
2
∂ [c1Y
aξ|a|c2···cp]. (2.5)
As we just mentioned, an important property of the Courant bracket is that it
allows non-trivial automorphisms defined by a closed p+ 1-form α ∈ C∞(∧p+1T ∗):
A(X, ξ) = (X, ξ + iXα) (2.6)
Using [LX , iY ] = i[X,Y ] one can easily check that
A ([(X, ξ), (Y, η)]) = [A(X, ξ), A(Y, η)]. (2.7)
In the case of p = 1, as noted above, this automorphism is a natural place for intro-
ducing the B-field where in the above α = B.
In general the Courant bracket does not satisfy the Jacobi identity. Indeed the
Jacobiator
J(X ,Y ,Z) = [X , [Y ,Z]] + [Y , [Z,X ]] + [Z, [X ,Y ]] (2.8)
does not vanish due to the presence of terms of the type iXη. For the p = 1 case,
one circumvents the issue of non-associativity by focusing on the Dirac subbundle.
Definition: A Dirac structure on M is a subbundle E ∈ T ⊕ T ∗ such that [2–4]:
• E is maximally isotropic for natural metric, and
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• sections of E are closed under the Courant bracket.
For our purposes for arbitrary p it will be enough to think of the Dirac subbundle, Ep
as the subspace of all vector fields, X and p-forms β, such that iXβ = 0, ∀ {X, β} ∈ Ep.
One interesting case is p = 0, in this case the Courant bracket does satisfy the Jacobi
identity. It takes the form
[(X, f), (Y, g)] = ([X, Y ],LXg − LY f) . (2.9)
3 The Dual Representation of the Courant Bracket
In order to discuss the dual of the Courant Bracket let us motivate the discussion
by considering the dual of an algebra G denoted by G∗. The action of the adjoint
representation on itself is realized through the commutator,
X ∗ Y = [X, Y ], (3.1)
where X and Y are in the adjoint representation. We introduce a representation dual
to the adjoint representation by constructing an invariant scalar
〈X˜|Y 〉 = C(X˜, Y ), (3.2)
where the X˜ is an element in the dual representation. C(X˜, Y ) represents a scalar with
respect to the algebra so that for any Z and Y in the adjoint representation, and any
X˜ in the dual representation
Z ∗ C(X˜, Y ) = 0. (3.3)
By using Leibnitz rule we can extract the action of the adjoint elements on the dual
elements,
Z ∗ 〈X˜|Y 〉 = 0 =⇒ 〈Z ∗ X˜|Y 〉+ 〈X˜|Z ∗ Y 〉 = 0, (3.4)
and since the action of the adjoint representation on itself is known we conclude that
〈Z ∗ X˜|Y 〉 = −〈X˜|Z ∗ Y 〉 = −〈X˜|[Z, Y ]〉. (3.5)
We define the coadjoint representation as the elements, say X˜ , which are dual to the
algebra so that the action of any element of the adjoint representation, Z ∗X˜ is defined
through
〈Z ∗ X˜|Y 〉 = −〈X˜|[Z, Y ]〉. (3.6)
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The group action of G on X˜ is generated by the adjoint representation for those
elements of the group that are connected to the identity. Since the algebra generates
the group G, one can use the algebra to make infinitesimal changes to the coadjoint
element X˜. For fixed X˜ , the group action on X˜ defines the coadjoint orbit of X˜ . There
are some group elements that leave X˜ invariant. The isotropy algebra, H of X˜ is
determined by the subalgebra of elements that send X˜ to zero. In other words, F is
said to be in H if F ∗ X˜ = 0. H generates the isotropy group H . The coadjoint orbit of
X˜ is then characterized by the coset space G/H . The adjoint action of X˜ determines
the tangent space on the orbit of X˜ . One may write that δZX˜ = Z ∗X˜ on the coadjoint
orbit. If the algebra is Lie, then given any two coadjoint elements X˜1 and X˜2 on the
orbit of X˜ , one may define a symplectic two form by writing
ΩX˜(X˜1, X˜2) = 〈X˜ | [F1, F2]〉, (3.7)
where δF1X˜ = X˜1 and δF2X˜ = X˜2.
Now the paradigm for constructing an action given an algebra came from the sem-
inal work of Kirillov [9–11], who recognized the important relation between symplectic
structures and coadjoint orbits. The paradigm can be summarized for a symmetry
group G as:
• Write a pairing < X˜ | Y > between Y an element of G and X˜ an element of G∗.
• Using the adjoint representation, demand that the pairing be invariant. This
allows us to define the coadjoint representation.
• The orbits of each element of the coadjoint representation, say X˜ , corresponds
to a symplectic manifolds with G/H symmetry where H is the subgroup that
leaves X˜ invariant. ForW and Z elements of G, the natural symplectic two-form
on the orbit of X˜ is simply ΩX˜(W,Z) ≡< X˜ | [W,Z] > .
• Use the natural symplectic structure on the orbits to build a Geometric Action,
SX˜ =
∫
ΩX˜ . The fields in the geometric action correspond to elements of the
group G while X˜ is a background field that dictates the symmetry of the action.
It is symplectic since ΩX˜(X˜1, X˜2) is closed by virtue of the Jacobi identity of the al-
gebra and nondegenerate [9–12]. This is known in the literature as the Kostant-Kirillov
form. Using ΩX˜(X˜1, X˜2) the construction of the geometric action for the coadjoint or-
bit of X˜ is straightforward. To proceed with the construction of the geometric action,
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one fixes the background fields X˜ . This chooses the symmetry of the action via G/H .
Then by using the group action on X˜ , integrates this symplectic two form over a two-
dimensional manifold and recovers the geometric action.
SX˜ =
∫
Σ
ΩX˜ . (3.8)
This geometric action has inherited the G/H symmetry of the orbit. We come to the
explicit construction of the action in sections 5.
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Figure 1: Coadjoint Orbits
To implement the above procedure on T ⊕ ∧pT ∗ the bracket must be restricted to
a subbundle where the Jacobi identity is satisfied. It is for this reason that we restrict
our study to a Dirac structure Ep ∈ T ⊕ ∧pT ∗. First we introduce the dual space of
Ep, E
∗
p ∈ T ∗ ⊕ ∧pT , The dual space elements will be denoted by X˜ = (X˜, ξ˜) which
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explicitly are the tensor densities of weight −1, (X˜a, ξ˜a1...ap). Then a suitable pairing
over a volume v between these spaces is:
〈(X˜, ξ˜)|(Y, η)〉 = α1
∫
dv X˜aY
a + α2
∫
dv ξ˜a1...ap ηa1...ap, (3.9)
where α1 and α2 are constants dv is an infinitesimal volume element. Since we expect
this pairing to be invariant under the action of the adjoint representation we have that
〈(X˜, ξ˜)|(Z, β) ∗ (Y, η)〉 = −〈(Z, β) ∗ (X˜, ξ˜)|(Y, η)〉. (3.10)
This relation defines the coadjoint action. One finds that the action of the adjoint
element (Z, β) on the coadjoint elements X˜ = (X˜a, ξ˜a1...ap) is
(Z, β) ∗ (X˜a, ξ˜a1...ap) = (δX˜a, δξ˜a1...ap), (3.11)
where
δX˜a = −α1LZ X˜a − α2(∇aβa1...ap)ξ˜a1...ap − (−1)pα2∇[a1(β|a|a2...ap]ξ˜a1...ap)
. . .− (−1)pα2∇[ap(ξ˜a1...apβa1...ap−1]a)−
1
2
α2∇[a1(ξ˜a1...ap)β|a|a2...ap]
δξ˜a1...ap = −α2LZ ξ˜a1...ap + 1
2
α2 (∇bξ˜b [a2...ap)Za1]. (3.12)
Note that the above expression is independent of the connection.
From here the symplectic two-form on the orbit of Z˜ is straightforward. For Z˜ =
(Z˜a, ζ˜
a1···ap) and the Courant elements X = (Xa, ξa1···ap) and Y = (Y a, ηa1···ap), we write
ΩZ˜(X ,Y) =
∫ ∫ ∫
dv dq1 dq2 ωIJ(q1, q2)X (q1)IY(q2)J
= α1
∫
dv Z˜a(X
c∇cY a − Y c∇cXa)
− α2
∫
dv ζ˜a1···ap
(
Y a∇aξa1···ap + ξaa2···ap∇a1Y a + · · ·+ ξa1···ap−1a∇apY a
)
+ α2
∫
dv ζ˜a1···ap
(
Xa∇aηa1···ap + ηaa2···ap∇a1Xa + · · ·+ ηa1···ap−1a∇apXa
)
.
(3.13)
If we symbolically write the above as ΩIJX IYJ we can identify the mapping of ΩIJ
on each component and see that it maps T ⊕ ∧pT ∗ to T ∗ ⊕ ∧T . One finds that
(ΩZ˜)IJX I = (X∗a , ξ∗ {b}) =
(
ω(1)c aX
c + ω(2) {b}a ξ{b}, ω(3)
{b}
a X
a
)
, (3.14)
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where ω(i) is associated with the ith summand in Eq.[3.13]. Explicitly
(ω(1)daX
d)[q2] =
∫ ∫
dv dq1
(
z˜a(X
c(q1)∇c δ(q2)− Z˜c δ(q2)∇aXc(q1))
)
,
(ω(2) {d}a ξ{d})[q2] =
−α2
∫ ∫
dv dq1ζ˜
a1···ap(δ(q2)∇aξ(q1)a1···ap − ξ(q1)aa2···ap∇a1 δ(q2) +
+ · · ·+ ξ(q1)a1···ap−1a∇ap δ(q2)),
(ω(3) {d}a X
a)[q2] =
α2
∫ ∫
dv dq1 ζ˜
a1···ap(X(q1)
aδd1···dpa1···ap ∇a δ(q2) + δ(q2) δd1···dpaa2···ap ∇a1 X(q1)a +
+ · · ·+ δ(q2) δd1···dpa1···ap−1a∇ap X(q1)a), (3.15)
where {b} denotes b1 · · · bp and δ{a}{b} ≡ δa1b1 · · · δ
ap
bp
.
Similarly we can symbolically write the inverse on X ∗I = (X∗a , ξ∗{b}) as
(Ω−1Z˜)
IJX ∗I = (Xa, ξ {b})
=
(
ω(3)−1
d
{b}ξ
∗ {b}, ω(2)−1
a
{b}
(
X∗ a − ω(1) adω(3)−1
d
{c}ξ
∗{c}
))
,
(3.16)
where {b} denotes b1 · · · bp.
For p = 1 ΩZ˜ maps the space T ⊕ T ∗ back into itself. Indeed for this case one has
ΩZ˜
(
Xa
ξa
)
=
(
ω(3) 0
ω(1) ω(2)
)(
Xa
ξa
)
(3.17)
and the inverse map
Ω−1
Z˜
(
Xa
ξa
)
=
(
ω(3)−1 0
−ω(2)−1 ω(1)ω(3)−1 ω(2)−1
)(
Xa
ξa
)
. (3.18)
These will prove useful in section [6] when we discuss the generalized complex structure
for the p = 1 case.
Lastly, we would like the automorphism of Eq.[2.6] to generate an isotropy of the
pairing, Eq.[3.9]. This requirement induces a transformation on the dual space elements
so that under the automorphism,
A(X˜a, ξ˜
a1...ap) = (X˜a + (−1)pαa a1···ap ξ˜a1...ap , ξ˜a1...ap). (3.19)
From here it is easy to see that the ω(1) component of ΩZ˜ acts as an operator valued
B transformation for p = 1. Indeed one observes that in Eqs.[3.14,3.16], ω(1)c a acts as
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αc a in both Eq.[2.6] and Eq.[3.19] since it is independently a closed two form. The z˜a
field governs the choice of this operator.
From here we proceed to the construction the geometric action. In the next section
we give a brief review of the 2D Polyakov gravitational action as an example of a
geometric action.
4 Review of the 2D Polyakov Geometric Action
Let us briefly review how the 2D gravity a` la Polyakov arises as the geometric action
of a particular orbit of the Virasoro algebra. We view the Virasoro group as the group
of diffeomorphisms of a line or the circle DiffS1.
The Virasoro algebra is the centrally extended algebra of Lie derivatives in one
dimension. In any dimension the algebra of Lie derivative with respect to ξ on η can
be written as
Lξηa = ξb∂bηa − ηb∂bξa = (ξ ◦ η)a, (4.1)
and satisfies,
[Lξ,Lη] = Lξ◦η. (4.2)
In one dimension, we can centrally extend this algebra by including a two cocycle
which is coordinate invariant. We write the commutation relations as
[(Lξ, a), (Lη, b)] = (Lξ◦η, (ξ, η)). (4.3)
Here (ξ, η) is called a two-cocycle and maps a pair of elements of the algebra into
complex numbers. It satisfies the cocycle condition which are necessary conditions for
the centrally extended algebra to satisfy the Jacobi identity. We consider a two cocycle
that depends on the one-dimensional metric gab, an arbitrary rank two tensor Dab, and
a constant, c:
(ξ, η) =
c
2π
∫
(ξa∇a∇b∇cηc) dxb + 1
2π
∫
(ξaDab∇cηc) dxb − (ξ ↔ η). (4.4)
Here the index structure is left intact in order to show the invariance of the two cocy-
cle. The one dimensional metric tensor gab is compatible with the covariant derivative
operator ∇. Only the triple derivative term is special to the one dimensional construc-
tion as it will not satisfy the Jacobi identity in other than one dimension. The term
containing Dab can exist as a two-cocycle for the algebra of Lie derivatives over any
line integral in higher dimensions.
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Now taking advantage of the fact that we are in one dimension we write,
(ξ, η) =
c
2π
∫
(ξη′′′ − ξ′′′η) dx+ 1
2π
∫
(ξη′ − ξ′η)(D + c(Γ′ − Γ2/2)) dx. (4.5)
Here Γ is the one dimensional Christoffel symbol Γij k and
′ denotes derivation with
respect to the coordinate. It is important to acknowledge that Eq.[4.4] is not the most
general form of a two-cocycle. Indeed one can capture the connection independence of
a two-cocycle by writing
(ξ, η) =
c
2π
∫
(ξη′′′ − ξ′′′η) dx+ 1
2π
∫
(ξη′ − ξ′η)(D + cR) dx, (4.6)
where R is any projective connection that transforms as Γ′ − Γ2/2 under one dimen-
sional coordinate transformations. However for the sake of heuristics, we will use
Eq.[4.5] in what follows. Our choice for the two cocycle, Eq.[4.5], can be reduced to
(ξ, η) =
c
2π
∫
(ξη′′′ − ξ′′′η) dx+ 1
2π
∫
(ξη′ − ξ′η)B dx, (4.7)
which depends on, B = D + c (Γ′ − 1
2
Γ2). B is called a quadratic differential. This
separation of the ‘triple derivative’ term from the quadratic differential is due to the
fact that the ‘triple derivative’ term will separately satisfy the Jacobi identity. Even
though neither the ‘triple derivative’ term nor the quadratic differential term are co-
variant expressions, the two-cocycle is still coordinate invariant. Different choices of B
determine different symmetries.
The Lie derivative of B with respect to ξ is
δB = 2ξ′B + ξB′ + 2c ξ′′′. (4.8)
A suitable pairing between the centrally extended algebra element (ξβ, α) and a coad-
joint element (Bργ, b) may be written as
〈(Bργ, b) | (ξβ, α)〉 = 1
2π
∫
ξβBβγdx
γ + b α. (4.9)
Again, after suppressing the index structure, the centrally extended algebra element
F = ((ξη′ − ξ′η),
∫
(ξη′′′ − ξ′′′η) dx)
and the coadjoint element B = (B, c
2pi
) can be paired to give the two-cocycle from
Eq.[4.7];
〈B | F〉 = 〈(B, c
2π
) |
(
(ξη′ − ξ′η),
∫
(ξη′′′ − ξ′′′η) dx
)
〉 = (ξ, η). (4.10)
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It is worth remarking that the object Γ′− 1
2
Γ2 is precisely the Schwartzian derivative.
To see this consider a one dimensional coordinate transformation x→ s(x). Since
g˜αβ(s) =
∂xµ
∂sα
∂xν
∂sβ
gµν(x) (4.11)
and for gαβ(x) = 1, Γ =
1
∂xs(x)
∂2xs(x). Then it follows that
(Γ′ − 1
2
Γ2) = −3
2
(∂2xs(x))
2
(∂xs(x))2
+
∂3xs(x)
∂xs(x)
= {s(x), x}, (4.12)
where {s(x), x} is the Schwartzian derivative. With this we know the finite transfor-
mation law of the coadjoint vector, B = (B, c
2pi
) with respect to the group element
s(x). The finite transformation law for (B(x), c) is then
B′(s′) =
((
B(x(s))
(ds/dx)2
+
c{s, x}
2π(ds/dx)2
)
s=s′
,
c
2π
)
(4.13)
The above transformation determines the coadjoint orbit of B since it determines
all the coadjoint elements that can be reached by making a finite transformation on
B [9,11,12]. A coadjoint element, say A that cannot be reached from the group action
on B has a separate orbit as in Figure[1]. The collections of all orbits foliates the dual
space of the algebra, G∗. Each orbit admits a symplectic two form, yielding a Poisson
bracket structure, which can be integrated over a suitable two manifold to produce
a physical action. These actions are called geometric actions [13–17]. The symmetry
of the action can also be extracted from Eq.[4.13] and its infinitesimal counterpart
Eq.[4.8] as the isotropy group H(B) corresponds to those transformation that leave B
invariant or at the infinitesimal level, those vector fields ξ in Eq.[4.8] that give zero
variation. Since the orbit of B can be characterized by the coset G/H(B) then the
action corresponding to this orbit has G/H(B) symmetry.
To construct the action we employ the techniques found in [18]. Consider any
manifold M, endowed with a non-degenerate, closed two form Ω, Figure[2]. Then an
action functional for any trajectory connecting two points, say PA and PB, on M can be
constructed by first choosing any arbitrary but otherwise fixed point P0. Then for some
trajectory parameterized by τ joining PA to PB, one labels each of a one parameter
family of paths joining P0 to every point on the τ trajectory with a parameter λ in
such a way that when λ equals 0 we are at the point P0 and when λ equals 1 we are at
some point on the trajectory. The family of paths joining P0 to the τ trajectory should
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be chosen so as to sweep out a two-dimensional submanifold in M. Then by integrating
the two form Ω over this two dimensional surface, we get the desired action,
S =
∫
M
Ω (4.14)
where M is the submanifold triangulated by the points P0, PA, and PB.
In what follows we will consider τ to be an evolution parameter and λ to represent an
additional spatial coordinate that runs from 0 ≤ λ ≤ 1. Thus, our group elements may
be written as s(λ, τ ; x) corresponding to a two parameter family of diffeomorphism
group elements. We will use boundary conditions so that s(λ = 0, τ ; x) = x and
s(λ = 1, τ ; x) ≡ s(τ, x).
Ω[λ,τ]
λ
τ
Integrating the Symplectic Two−Form
Ω[λ,τ]
B
P
P P A
0
Figure 2: The Parameters λ and τ sweep out a 2D submanifold.
For the explicit construction of the action, we need to know the algebraic elements,
i.e. the infinitesimal coordinate transformations along λ and τ . Then one may write
that
SB =
∫
dλdτ Ω
(
B′λ(s(λ, τ)),B
′
τ (s(λ, τ)
)
) =∫
dλdτ
〈
B′(s(λ, τ))
∣∣[F ′λ(s(λ, τ)), F ′τ (s(λ, τ))]〉. (4.15)
where here Fλ(s(λ, τ)) and Fτ (s(λ, τ)) are the elements of the algebra living in the
adjoint representation that are associated with infinitesimal transformations along the
λ and τ directions respectively. With this we find that
F ′λ(s) ≡ s−1F sλs
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F ′τ (s) ≡ s−1F sλs (4.16)
and
s−1F sλs =
(
∂λs(λ, τ, x)
∂xs
, 0
)
, s−1F sτ s =
(
∂τs(λ, τ, x)
∂xs
, 0
)
. (4.17)
In the above, the quantity s−1F sτ s represents the pull back of the adjoint vector to
the x coordinate system and B is also evaluated in the x coordinate system. From
Eqs.[4.10,4.15] one can show that the action can be written as
S =
∫
dλ dτ
(
〈B′(s) | [s−1F sλs, s−1F sτ s]〉+
c
2π
(s−1F sλs, s
−1F sτ s)
)
(4.18)
with
[s−1F sλs, s
−1F sτ s] ≡ Fλ
(
∂
∂s′
Fτ (s
′)
)
−
(
∂
∂s′
Fλ
)
Fτ (s
′) (4.19)
and
(s−1F sλs, s
−1F sτ s) =
∫
ds′
(
Fλ
∂3Fτ
∂s′3
− Fτ ∂
3
∂s′3
Fλ
)
. (4.20)
Explicitly in index notation this is
S =
∫
dλ dτ dsγ
(
Bαβ(s(x))+
c
2π
(∂µΓ
µ
αβ−
1
2
ΓµανΓ
ν
βµ)
)dxα
dsρ
dxβ
dsγ
(∂sξ
∂τ
∂2sρ
∂sξ∂λ
− ∂s
ξ
∂λ
∂2sρ
∂sξ∂τ
)
,
(4.21)
here the order of derivatives with respect to s and the derivatives of λ and τ are
important since they do not commute. After suppressing the indices, contributions for
that part of the action independent of Bαβ(x) are:
c
2π
∫
dxdλdτ{3
2
∂s
∂τ
∂2s
∂λ∂x
∂3s/∂x3
(∂s/∂x)3
− 3∂s
∂τ
∂2s
∂λ∂x
(∂2s/∂x2)2
(∂s/∂x)4
+
3
2
∂2s
∂x2
∂3s
∂2x∂λ
1
(∂s/∂x)3
∂s
∂τ
− 1
2
1
(∂s/∂x)2
∂4s
∂x3∂λ
∂s
∂τ
−(λ↔ τ). } (4.22)
By including the B(x) contribution we can write the action (up to total derivatives) as
S =
c
2π
∫
dxdτ
[
∂2xs
(∂xs)2
∂τ∂xs− (∂
2
xs)
2(∂τs)
(∂xs)3
]
−
∫
dxdτB(x)
(∂s/∂τ)
(∂s/∂x)
. (4.23)
If we change notation x→ x−,τ → x+, s→ f, and B → 0 then the action is identical
to Polyakov’s action [19], viz
S =
c
2π
∫
d2x
[(
∂2−f
)
(∂+∂−f) (∂−f)
−2 − (∂2−f)2 (∂+f) (∂−f)−3]−
∫
d2xB∂+f/∂−f.
(4.24)
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This is nothing but equation (5) in [19]. Alternatively, this is the light-cone gauge
expression of equation (16) of [20] which results from integrating over the string embed-
ding Xµ in the path integral with the standard Polyakov action
∫
d2ξ
√
ggab∂aX
µ∂bXµ.
The reader might perhaps be more familiar with the integration over string embedding
Xµ with the world sheet metric in the conformal gauge, in which case the result is the
Liouville action.
5 A geometric action for the Courant bracket
5.1 Transformation Laws and Isotropy Equations for p = 0
A particularly interesting case is p = 0 where in the pair under consideration (X, f)
the second entry is just a function f . This case was mentioned in [2] where it was noted
that the Courant bracket can be understood as the usual Lie bracket on S1−invariant
vector fields of the form X + f ∂
∂θ
on M ×S1. In this case the Courant algebra may be
written as
(X, f) ∗ (Y, g) = [(X, f), (Y, g)] = ([X, Y ],LXg −LY f) . (5.1)
First we define a pairing between the adjoint elements and their duals. A suitable
pairing between the adjoint element (Y, g) and the dual element (X˜, f˜) for any number
of dimensions may be written as
〈(X˜, f˜)|(Y, g)〉 =
∫
dv X˜aY
a +
∫
dvf˜g. (5.2)
The choice of scalar product is natural in the sense that it is a quadratic pairing and it
is linear in the fields. This should be compared to the line integral pairing in Eq.[4.9]
where the dual elements become a quadratic differential and where a central extension
can exist. As an important remark we could have used this pairing for the Virasoro
algebra where dv is the one dimensional volume. Instead of quadratic differentials the
dual elements would have been covariant tensor densities of rank one and weight −1.
(In our notation the square root of determinant of the metric
√
g has weight −1.) Thus,
the one dimensional pairing could also have been chosen to be
〈(Bρ, b) | (ξβ, α)〉alternate = 1
2π
∫
ξβBβdx+ b α. (5.3)
Recall that for a scalar density of weight n, say h, that the covariant derivative of h is
given by
∇ah = ∂ah+ nh Γbab.
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This is consistent with
∇a√g = ∂a√g −√g Γbab = 0.
Similar modifications are true for the Lie derivative on densities. As an example, we
have
δg = ggabδgab
for any variation of a metric, so one finds that
Lηg = ggabLηgab = −ggab(∇aηb +∇bηa) = −ηa∂ag − 2g∂aηa.
For a tensor density with weight n the Lie derivative with respect to a vector field say,
η, contains an extra summand n ∂aη
a from the Lie derivative of a tensor with the same
rank but zero weight. Thus the Lie derivative of Btensorρ which has rank one and weight
−1, in the direction of ηa is
δηB
tensor
α = −ηλ∂λBtensorα −Btensorλ ∂αηλ − Btensorα (∂ληλ). (5.4)
It is worth noting that in one dimension, that there is an ambiguity in tensor classi-
fications. Indeed any one dimensional tensor of rank p and weight w transforms like
a tensor or rank any rank q and that has weight q − p + w. Thus in one dimension,
Eq.[5.4] reduces to
δηB
tensor = −η(Btensor)′ − 2Btensorη′. (5.5)
This is the transformation law for a quadratic differential in one dimension.
Now we need the transformation laws for the Courant coadjoint representation. Let
F = (X, h) and G = (Y, g) be two adjoint vectors. Since we demand that the pairing
be invariant under the group transformation laws, the adjoint action on the pairing
will give zero. By Leibnitz rule we can then find the transformation law for a coadjoint
element B = (X˜, f˜) since
F ∗ 〈B | G〉 = 0 (5.6)
which is
(X, h) ∗ 〈(X˜, f˜)|(Y, g)〉 = 0. (5.7)
Using Leibnitz rule,
〈(X, h) ∗ (X˜, f˜)|(Y, g)〉+ 〈(X˜, f˜)|(X, h) ∗ (Y, g)〉 = 0, (5.8)
leads to the transformation laws
δFB = (X, h) ∗ (X˜, f˜) =
(
LXX˜ − f˜dh, LX f˜
)
. (5.9)
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Explicitly this is
LXX˜a = −Xb∂bX˜a − X˜b∂aXb − X˜a∂bXb (5.10)
and
LX f˜ = −Xa∂af˜ − f˜∂aXa (5.11)
so that component-wise
δFB =
(
−Xb∂bX˜a − X˜b∂aXb − X˜a∂bXb − f˜dah,−Xa∂af˜ − f˜∂aXa
)
. (5.12)
Eq.[5.12] reveals that X˜a transforms under the coordinate transformations as a vector
field density with weight −1. (As we remarked in the beginning of this section, this is
also a quadratic differential in one dimension due to the one dimensional ambiguity.)
The element f˜ is a scalar density of weight −1. The inhomogeneous contribution to the
transformation law for X˜ , i.e. −f˜dh, is reminiscent of the transformation law for the
quadratic differential in the presence of a gauge field [13,17,21,22]. Later in section 5.3
we will show that this is indeed the case in one dimension. The field theory associated
with the p = 0 Courant bracket is equivalent to that of a U(1) Kac-Moody algebra
tensored with the Virasoro algebra.
The finite transformations associated with Eq.[5.12] contains both a coordinate
transformation and a shift are
X˜a(z) = det
(
∂yc
∂ze
)(
∂yb
∂za
Xb(y)+f˜
∂yb
∂za
∂h
∂yb
)
(5.13)
and
f˜(z) = det
(
∂yc
∂ze
)
f(y). (5.14)
The h transformations of Eq.[5.12] adds an inhomogeneous contribution to X˜a that is
akin to a U(1) gauge transformations. The term f˜dh will also transform as vector field
with density −1 as we will see in Eq.[5.18]. The importance of the finite coordinate
transformation laws are that they allow us to go anywhere on the coadjoint orbit which
is required to construct the invariant action. Each orbit will inherit symmetries that
are determined by those adjoint elements that leave the coadjoint element that defines
the orbit invariant. In general the group generated by the adjoint representation G and
the subgroup that is generated by the isotropy algebra H characterize the coadjoint
orbit through the coset G/H.
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The symmetries of the coadjoint orbit associated with the (X˜, f˜) can be determined
from the isotropy algebra of (X˜, f˜) which is defined by those elements of the adjoint
elements, which satisfy
(X, h) ∗ (X˜, f˜) = (0, 0). (5.15)
These elements form the subalgebra H mentioned above and lead to the symmetry
relations
LXX˜ − f˜ dh = 0, LX f˜ = 0, (5.16)
for (X, f) ∈ H. The above equations have the following geometrical interpretation. The
first equation corresponds to symmetries produced when certain gauge transformations
can offset changes from certain coordinate transformations. The relation can also be
established by the family of gauge and coordinate transformations that separately leave
X˜ and f˜ invariant. These equations may also be interpreted as a geodetic equations,
where the isotropy equation of f˜ requires that the quantity f˜ be conserved along the
flow of X . Since f˜ is a density (volume), this equation denotes the Killing equation
for volume preserving vector fields associated with f˜ .
5.2 The p = 0 Geometric Action
Let us now construct the invariant geometric action, Ω. Guided by Eq.[4.15] we let
Fλ(s
µ(λ, τ), h(λ, τ)) and Fτ (s
µ(λ, τ), h(λ, τ)) correspond to the generators along the
two directions, λ and τ respectively where here sµ(xα;λ, τ) corresponds to a two pa-
rameter family of coordinates and h(λ, τ) is a two parameter family of functions of
xβ.
SB =
∫
dλdτ Ω
(
B′λ(s
µ(λ, τ), h(λ, τ)),B′τ (s
µ(λ, τ), h(λ, τ)
)
) =∫
dλdτ
〈
B′(sµ(λ, τ), h(λ, τ))
∣∣[F ′λ(sµ(λ, τ), h(λ, τ)), F ′τ(sµ(λ, τ), h(λ, τ))]〉. (5.17)
From Eq.[5.12] we find that
B′(sµ, h) =
(
| ∂x
µ
∂sν
| (X˜α∂x
α
∂sρ
+ f˜
∂xβ
∂sρ
∂h
∂xβ
), | ∂x
µ
∂sν
| f˜
)
(5.18)
and [
F ′λ(s
µ, h), F ′τ (s
µ, h)
]
= (X ′
ρ
, h′) (5.19)
where
X ′
ρ ≡ ∂λsµ∂x
β
∂sµ
∂
∂xβ
(∂τs
ρ)− ∂τsµ∂x
β
∂sµ
∂
∂xβ
(∂λs
ρ) (5.20)
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and
h′ ≡ (∂λsµ∂x
β
∂sµ
∂
∂xβ
∂τh− ∂τsµ∂x
β
∂sµ
∂
∂xβ
∂λh). (5.21)
Putting this together we find the invariant action is
Sp=0 =
∫
dns dλ dτ | ∂x
µ
∂sν
| (X˜α∂x
α
∂sρ
+ f˜
∂xγ
∂sρ
∂h
∂xγ
)∂λs
µ∂x
β
∂sµ
∂
∂xβ
(∂τs
ρ)
−
∫
dns dλ dτ | ∂x
µ
∂sν
| (X˜α∂x
α
∂sρ
+ f˜
∂xβ
∂sρ
∂h
∂xβ
)∂τs
µ∂x
γ
∂sµ
∂
∂xγ
(∂λs
ρ)
+
∫
dns dλ dτ | ∂x
µ
∂sν
| f˜(∂λsµ∂x
β
∂sµ
∂
∂xβ
∂τh− ∂τsµ∂x
β
∂sµ
∂
∂xβ
∂λh) (5.22)
Up to a total τ derivative, but keeping the total λ derivative, we can write
Sp=0 =
1
3
∫
dnx dτ(X˜α + f˜
∂h
∂xα
) ∂τs
µ∂x
α
∂sµ
− 2
3
∫
dnx dλ dτ f˜
∂xα
∂sµ
(∂τs
µ ∂
∂xα
∂λh− ∂λsµ ∂
∂xα
∂τh) (5.23)
This action now gives dynamics to the group elements s(λ, τ, x) and h(λ, τ, x). The
field X˜α and f˜ are background fields that serve as sources for an induced metric ∂τs
µ ∂xα
∂sµ
and a U(1) vector field ∂h. As we will explore in the next section, this is a Courant
bracket variation of 2D Polyakov gravity along with a U(1) WZW model but without
central extension.
5.3 Review of Kac-Moody and Virasoro Semi-Direct Product
We now will make the comparison to this model where 2D Polyakov gravity and WZNW
models are combined. For completeness let us quickly review the case of the semi-
direct product of a Kac-Moody algebra with the Virasoro algebra [16,17]. In the mode
decomposition the semi-direct product of the two algebras may be written as
[LN , LM ] = (N −M)LN+M + cN3 δN+M,0, (5.24)[
JαN , J
β
M
]
= i fαβγ JβN+M +N k δN+M,0 δ
αβ, (5.25)
and
[LN , J
α
M ] = −M JαN+M , (5.26)
where [τα, τβ] = ifαβγτγ . One can, for example, realized the algebra on a circle with
LN = ξ
a
N∂a = ie
iNθ∂θ, J
α
N = τ
αeiNθ. (5.27)
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This centrally extended basis can be thought of as the three-tuple,(
LA, J
β
B, ρ
)
. (5.28)
From the above commutation relations, the adjoint representation acts on itself as(
LA, J
β
B, ρ
)
∗
(
LN ′ , J
α′
M ′, µ
)
= (Lnew, Jnew, λ) (5.29)
where
Lnew = (A−N ′)LA+N ′
Jnew = −M ′Jα′A+M ′ +BJ βB+N ′ + if βα
′λJλB+M ′
λ = (cA3)δA+N ′,0 +Bkδ
α′βδB+M ′,0. (5.30)
Now lets consider two centrally extended adjoint elements in this algebra, F =
(ξ, h, a) and G = (ψ, g, b) that are functions in this basis. From the commutation
relations, the action of the these adjoint elements on themselves is(
ξ, h, a
)∗(ψ, g, b) = (ξψ′−ψξ′,−ξg′+ψh′, ∫ ( k
2πi
(h′g−g′h)+ c
12πi
(ξψ′′′−ψξ′′′))dθ),
(5.31)
where ′ denotes ∂θ the circle parameter and where we have normalized the two-cocycle
to be consistent with [16, 17].
Using a closed line integral for the pairing and the two cocycle, the coadjoint action
of F on a coadjoint vector B = (D(θ), A(θ), µ) may be written as
δFB =
(−2ξ′D −D′ξ − i cµ
12π
ξ′′′ − Ah′,−A′ξ − Aξ′ − 2kiµh′, 0). (5.32)
The geometric action for the general Kac-Moody/Virasoro case is
SKV =
∫
dθ dτ D(θ)
∂τs
∂θs
+
∫
dθ dτ dλ
(
∂τD
∂λs
∂θs
− ∂λD ∂τs
∂θs
)
−
∫
dθ dτ TrAθg
−1∂τg +
∫
dθ dτ dλTr(∇λAθ)g−1∂τg −
∫
dθ dτ dλTr(∇τA)g−1∂λg
+
cµ
48π
∫
dθ dτ dλ
[
∂2θs
(∂θs)2
∂τ∂θs− (∂
2
θs)
2(∂τs)
(∂θs)3
]
dθdτ − kµ
∫
Trg−1
∂g
∂θ
g−1
∂g
∂τ
dθdτ
+ kµ
∫
Trg−1
∂g
∂θ
[
g−1
∂g
∂λ
, g−1
∂g
∂τ
]
dθdτdλ (5.33)
where the derivative operators are defined by
∇τ ≡ ∂τ − ∂τs
∂θs
∂θ − ∂θ(∂τs
∂θs
), ∇λ ≡ ∂λ − ∂λs
∂θs
∂θ − ∂θ(∂λs
∂θs
). (5.34)
This action will give intuition to the action we derive from the Courant bracket when
p = 0.
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5.4 Central Extension of the p = 0 Courant Bracket in One Dimension
Now let us examine the issue of central extensions for the one dimensional p = 0
Courant bracket when there are periodic boundary conditions or when the vector fields
vanish on the boundary. We define a centrally extended Courant bracket for p = 0 by
writing the algebra of a triplet as;
[(X, f,c), (Y, g,d)] = ([X, Y ], LXg − LY f , C1(X, Y ) + C2(f, g)) . (5.35)
Here c and d are centrally extended elements of the Bracket. The two cocycles C1(X, Y )
and C2(f, g) are defined as
C1(X, Y ) = β1
∫
(Xa∇a∇b∇cY c) dxb, (5.36)
and
C2(f, g) = β2
∫
(f(∇bg)− g(∇bf)) dxb. (5.37)
These two-cocycles vanish under the Jacobi Identity,
[(X, a,a), [(Y, b,b), (Z, c,c)]] +
[(Z, c,c), [(X, a,a), (Y, b,b)]] + [(Y, b,b), [(Z, c,c), (X, a,a)]] = 0. (5.38)
This follows since
C1(X, [Y, Z]) + C1(Y, [Z,X ]) + C1(Z, [X, Y ]) = 0 (5.39)
and since
C2
(
a,LY c− Lzb
)
+ C2
(
b,LZa−LXc
)
+ C2
(
c,LXb− LY a
)
=
∫
a(Y c′ − Zb′)′ dx−
∫
a′(Y c′ − Zb′) dx+
∫
b(Za′ −Xc′)′ dx
−
∫
b′(Za′ −Xc′) dx+
∫
c(Xb′ − Y a′)′ dx−
∫
c′(Xb′ − Y a′) dx = 0
(5.40)
when there are periodic boundary conditions or when the vector fields vanish at the
spatial boundaries. In order to maintain a manifestly covariant description of the
coadjoint representation, we us a pairing akin to Eq.[4.9] viz.,
〈B | F〉 = 〈(Dργ , Aρ, β˜) | (Xβ, f,a)〉 =
∫
XβDβγdx
γ +
∫
Aρ f dx
ρ + β˜a. (5.41)
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We find that the action of the adjoint element F on a coadjoint elementB = (D(θ), A(θ), β˜)
may be written as
δFB = −
(
2X ′D +D′X + β˜X
′′′
+ Af ′, A′X + AX ′ + 2β˜f ′, 0
)
. (5.42)
The geometric action can be read off and is
Sp=0,d=1 =∫
dλ dτ dsγ
(
Dαβ(s(x)) + Aα∂βf + (∂µΓ
µ
αβ −
1
2
ΓµανΓ
ν
βµ)
)
dxα
dsρ
dxβ
dsγ
(∂sξ
∂τ
∂2sρ
∂sξ∂λ
− ∂s
ξ
∂λ
∂2sρ
∂sξ∂τ
)
+
∫
dβx dλ dτ
(
Aβ + 2β˜ ∂αf
) ∂xα
∂sµ
(∂τs
µ ∂
∂xα
∂λf − ∂λsµ ∂
∂xα
∂τf). (5.43)
To compare let g be the U(1) group element such that g = exp(if). Then after
integrating by parts and suppressing the one dimensional indices we find
Sp=0,d=1 =
∫
d2x (D − iAg−1∂xg)∂τs
∂xs
+
∫
d3x
(
∂τ (D − iAg−1∂xg) ∂λs
∂xs
− ∂λ(D − iAg−1∂xg) ∂τs
∂xs
)
+ i
∫
d2xAxg
−1∂τg − i
∫
d3x(∇λAx)g−1∂τg + i
∫
d3x(∇τA)g−1∂λg
+
1
4
∫
d2x
[
∂2xs
(∂xs)2
∂τ∂xs− (∂
2
xs)
2(∂τs)
(∂xs)3
]
+ i
β˜
2
∫
d2x g−1
∂g
∂x
g−1
∂g
∂τ
(5.44)
This is to be compared with Eq.[5.33] when the group of gauge transformations is
Abelian. This now makes the U(1) Kac-Moody/Virasoro analogue that we had men-
tioned earlier complete.
5.5 A geometric action for the Courant bracket (p 6= 0)
The general case p 6= 0 has a number of new features. This can be traced to the
fact that the Courant bracket does not satisfy the Jacobi identity for general p 6= 0,
except in a restricted sense as explained in [4]. Our purpose is to construct a geometric
action built from a symplectic two-form Ω. This requires that Ω be non-degenerate
and closed, i.e. dΩ = 0. For the geometric action the closed condition, i.e. dΩ = 0,
arises as a consequence of the Jacobi identity being satisfied by the defining algebra.
Therefore in this section we will be required to restrict our attention to the case where
the Jacobi identity is satisfied.
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A sufficient condition for a subbundle of T ⊕ ∧pT ∗ to satisfy the Jacobi identity is
that the vectors fields should be hypersurface orthogonal to the p-forms. Then for all
elements of this subbundle, (X, ξ), we require that Xa1ξa1a2···ap = 0. From Eq.[3.12],
we can identify the group action on (X˜a, ξ˜
a1...ap). Note the exterior derivative terms in
the Eq.[3.12] will not contribute because of the hypersurface orthogonality condition.
It is straightforward to write the coadjoint element analogous to the Eq.[5.18],
B′(sm, ξ) =
(
| ∂x
m
∂sn
| X˜α∂x
a
∂sr
, | ∂x
m
∂sn
| ξ˜b1...bp
)
(5.45)
The adjoint element corresponding to Eq.[5.19] is given by[
F′λ(s
m, ǫ),F′τ (s
m, ǫ)
]
= (X ′
a
, ǫ′a1...ap) (5.46)
where
X ′
a ≡ ∂λsm ∂x
b
∂sm
∂
∂xb
(∂τs
a)− ∂τsm ∂x
b
∂sm
∂
∂xb
(∂λs
a) (5.47)
and a p-form βa1...ap which is in the Dirac subbundle.
As before we can put this all together and find that,
Sp =
∫
dns dλ dτ | ∂x
m
∂sn
| (X˜d∂x
d
∂sa
(
∂λs
m ∂x
b
∂sm
∂
∂xb
(∂τs
a)− ∂τsm ∂x
b
∂sm
∂
∂xb
(∂λs
a)
)
+
∫
dns dλ dτ | ∂x
m
∂sn
| ξ˜b1...bpβb1...bp
(5.48)
The fields X˜d and ξ˜
b1...bp serve as background fields that dictate together the symmetry
of the action.
As an explicit example we may consider a p+ 1-form B and define,
β ′a1...ap ≡ Bb1...bpbp+1
∂sb1
∂xa1
. . .
∂sbp
∂xap
X ′
bp+1. (5.49)
This corresponds to a B-field transformation of the zero p-form with the automorphism
discussed earlier, Eq.[2.6]. The physics of membranes offers an interpretation of the
above action. A p-brane is charged by a p+ 1-form via the following interaction,
Sp = −
∫
d τ dσ1 · · · dσp ∂s
µ1
∂σ1
· · · ∂s
µp
∂σp
(
∂sµ
∂τ
Bµµ1...µp
)
. (5.50)
This action measure the flux through the p dimensional spatial surface. Furthermore
the p+ 1-form has it dynamics through
Sξ˜ =
∫
dnxHµ1···µp+2 H
µ1···µp+2, (5.51)
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where
Hµ1···µp+2 ≡ ∂[µ1Bµ2...µp+2]. (5.52)
When n = p in Eq.[5.48], one can interpret the field βb1...bp as charging a one parameter
family (λ) of p-branes embeddings given by ξ˜b1...bp . The 2nd summand of Eq.[5.48]
corresponds to the response of the flux to this family of embeddings as λ goes from 0
to 1, where at say λ = 0 the map is the identity and at λ = 1 the map is a particular
p-brane embedding.
We are interested in how this action may be used to follow changes in sympletic
and complex structures that are related to the Courant algebroid on T ⊕ ∧pT ∗. Since
each orbit has a distinct symplectic structure, one now has a method of character-
izing the symplectic structures in terms of the orbits and embedding manifold. By
incorporating the Lagrangian dynamics for the X˜d and ξ˜
b1...bp fields one effectively has
a theory of symplectic structures that perhaps can be related to generalized complex
structures and geometric quantization. In future work we will use the methods of [22],
to determine the dynamics of these fields which is transverse to the orbits, i.e. the
transverse action. Thus the field theory of X˜ and ξ˜ provides an effective potential
for a family of symplectic structures. These symplectic structures might be related
to generalized complex structures which in turn would give an effective action for the
space of generalized complex structures. This would give a variational principle to the
complex structures which can assist in studying the string landscape problem.
6 Extended Complex and Ka¨hler Structures
In this section we give several examples on how one might employ ΩZ˜ to extend both
Ka¨hler geometry and generalized complex structures to the space of orbits. At present
we have not made contact with sigma models and supersymmetry but do hope to
address these relationships in future work.
6.1 A Ka¨hler Structure on the p = 1 Orbits of Z˜
A natural question to ask is if one can endow the coadjoint orbit of Z˜ = (Za, ζ
a) with
a Ka¨hler geometry. Suppose that δA˜ and δB˜ are on the obit of Z˜ where δA˜ = δX Z˜
and a similar relation for Y and δB˜. Can one define a Ka¨hler-like metric on the orbit?
Assume that a suitable almost complex structure exist on the orbit of Z˜. Then one
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can write a general Ka¨hler metric GZ˜(δA˜, δB˜) ≡<< X ,Y >>Z˜ as
<< X ,Y >>Z˜=
1
2
(−ΩZ˜(JX ,Y) + ΩZ˜(X ,JY)) . (6.1)
To be explicit we write X = (Xa, ξa) and Y = (Y a, ηb). Consider the usual almost
complex structure with Riemannian metric on T ⊕ T ∗ given by
Jg =
(
0 −gab
gab 0
)
(6.2)
so that J (X ) = (−ξa, Xa) and a similar action on Y . Then a direct calculation shows
that on the orbit of Z˜ we have a generalized Ka¨hler metric given by
<< X ,Y >> = α1
2
∫
z˜a (−LXηa − LY ξa)
+
α2
2
∫
ζ˜b (LYXb + LXYb)
+
α2
2
∫
ζ˜b (Lξηb + Lηξb) . (6.3)
6.2 Generalized Complexification using ΩZ˜
As one can see in Eq.[3.13], ΩZ˜ will not map elements of T into T
∗. However part of our
motivation for this work was to exploit the rich symplectic geometry of the coadjoint
orbits and extend it to generalized complex structures for the case where p = 1, i.e.
T ⊕ T ∗, and also to see whether this method can lead to p-extended complexifications.
The space of orbits would then foliate the different complexifications. In this section
we wish to find an analogue of the almost complex structure of the type
Jω =
(
0 −ω−1
ω 0
)
(6.4)
discussed in [2–4] with ΩZ˜ replacing ω. Now ΩZ˜(X ,Y) maps T ⊕∧pT ∗ into T ∗⊕∧pT .
Therefore we look for a complexification on the space Ep ∈ (T ⊕ ∧pT ∗)⊗ (T ∗ ⊕ ∧pT ).
In what follows we assume there exists a Riemannian metric that maps T into T ∗ and
vice versa. Then, for two coordinates X = (X ,Y∗) and Y = (W,Z∗) on Ep we define
the bracket [[∗, ∗]] as
[[X,Y]] = [X ,W]⊗ [(Y∗)∗, (Z∗)∗]∗, (6.5)
with [∗, ∗] the Courant bracket. Then for the phase space coordinate, X = (X ,Y∗) we
define the almost complex structure as
JZ˜(X) = JZ˜(X ,Y∗) =
(−(ΩZ˜)−1(Y∗),ΩZ˜(X )) . (6.6)
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This almost complex structure extends to all p and the isotropies of Z˜ determine the
symmetries of this p-extended almost complex structure.
For the p = 1 case E1 is just two copies of T ⊕ T ∗. Furthermore we can use the
components of ΩZ˜ , viz. ω(1), ω(2), and ω(3) in Eqs.[3.17] to write a complex structure
directly on E = T ⊕ T ∗. Since ω(1) is closed and invertible independent of ω(2) and
ω(3). We can write a complex structure associated with the orbit of Z˜ as
JZ =
(
0 −ω(1)−1
ω(1) 0
)
. (6.7)
In a similar vein, since Ω−1
Z˜
corresponds to the Poisson bracket algebra, and ω(2) and
ω(3) correspond to linear transformations on the Courant elements, we can write a
different almost complex structure as
JˆZ =
(
0 −ω(3)ω(1)−1 ω(2)
ω(2)−1 ω(1)ω(3)−1 0
)
. (6.8)
6.3 p-Extended Ka¨hler Structure on p+ 1 Dimensional Submanifolds
Eq.[3.7] defines a symplectic structure on the orbits associated with Courant algebroid
T⊕∧pT ∗ that has a Dirac structure. In this section we give an example for an extension
of generalized complex structures to T ⊕ T ∗ by using the Levi-Civita tensor on a p+1
submanifold. This interest is partly due to D-brane physics as briefly stated above.
Motivated by the Hodge-∗ duality between one forms and p-forms on p+1 dimensional
submanifolds we define an almost complex structure J ((X, ξ)) on T ⊕∧pT ∗ with basis
T ⊗ ∧pT ∗ by writing
J (X ) = J ((Xb, η b1···bp)) =
(
− 1√
p!
ǫ b b1···bpη b1···bp ,−
1√
p!
ǫ b b1···bpX
b
)
, (6.9)
where ǫ(σ)b1···bp+1 is a p + 1 dimensional Levi-Civita tensor on a submanifold say σ.
Now in general, the Nijenhuis tensor associated with J can be computed from
NJ(X ,Y) = [J (X ),J (Y)]− J ([J (X ),Y ]) + J ([J (Y),X ])− [X ,Y ]. (6.10)
In tensor notation this becomes
NJ(X ,Y) = (ZJ(X ,Y)b, ζJ(X ,Y) b1···bp), (6.11)
with
ZJ(X ,Y)b = 0, (6.12)
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and
ζJ(X ,Y) a1···ap = ∂a1(Y mξma2···ap + · · ·+ Y mξ a1···ap−1m)
− ∂a1(Xmηma2···ap + · · ·+Xmη a1···ap−1m).
As one can see the obstruction for the vanishing of the Nijenhuis tensor is removed by
the conditions of the Dirac subbundle.
From this complex structure and the symplectic two-form Ω, we can define the p-
extended generalized Ka¨hler metric, << ∗, ∗ >>, for the Courant algebroid with Dirac
structure on the p+ 1 dimensional submanifold σ on each orbit through,
<< X ,Y >>(Z˜ ,σ)=
1
2
(
−Ω(Z˜ ,σ)(JX ,Y) + Ω(Z˜ ,σ)(X ,JY)
)
. (6.13)
Here Z˜ = (z˜a, ζ˜b1···bp) is the dual element defining the orbit, while X = (xa, ξa1···ap)
and Y = (ya, ηa1···ap) are elements of the Dirac algebroid. With this we may write the
metric explicitly as
<< X ,Y >>(Z˜,σ) =
α1
2
∫
σ
(Lyξa + Lxηa) z˜a − α2
2
∫
σ
(
ξa∇η˜ + ηa∇aξ˜
)
+
α2
2
∫
σ
(∇aζ˜a1···αp){ξaηa1···ap + ηaξa1···ap}
− pα2
2
∫
σ
(
η˜ ba∇bξ + ξ˜ ba∇bηa − ζ˜bac(xc∇bya + yc∇bxa)
)
+
α2
2
∫
σ
ζ˜b
(
xa∇axb + xa∇ayb
)
, (6.14)
where in the above
ηb ≡ 1√
p
ηa1···apǫ
b a1···ap ξb ≡ 1√
p
ξa1···apǫ
b a1···ap
ζ˜b ≡ 1√
p
ζ˜a1···apǫb a1···ap ζ˜
a1
ac ≡ ζ˜a1···apǫaa2···ap c
η˜ ≡ ζ˜a1···apηa1···ap ξ˜ ≡ ζ˜a1···apξa1···ap
η˜ apa ≡ ζ˜a1···apηa1···ap−1a ξ˜ apa ≡ ζ˜a1···apξa1···ap−1a.
(6.15)
7 Conclusions
In this paper we have constructed geometric actions based on the Kirillov-Kostant
symplectic form, for the Courant bracket. The orbit method provides an interesting
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starting point for studying the changes in certain generalized complex structure by as-
signing a complex structure (through the symplectic geometry) to an orbit. Changing
orbits is tantamount to changing the equivalence class of generalized complex struc-
tures. In this note we work out the details and offer interpretations of the geometric
actions associated with Dirac structures on T ⊕ ∧pT ∗. Our first result is given in
subsection 5.3 which contains a geometric action for the centrally extended Courant
bracket in the case of p = 0 in one spatial dimension. This action is a generalization
of Polyakov’s 2-d quantum gravity. Its structure is similar to the geometric action for
the semidirect product of Virasoro and the affine Kac-Moody algebra with group U(1).
The general case p 6= 0 is restricted since closure of the Kirillov-Kostant two form is
guaranteed only by the Jacobi identity on the Courant bracket. This last property
requires pairs (X, ξ) to form a Dirac structure. More concretely, the vector X and the
form ξ must be orthogonal in the sense of interior product, iXξ = 0. We were then
able to construct the geometric action for all p restricted to the Dirac structure. The
action lends itself to an interpretation of integrated fluxes due to similarities of the
geometric action with charged p-branes. We next considered Ka¨hler geometries on the
orbits for p = 1, and some unique almost complex structures related to the symplectic
two-form on the orbit. This gives us a way of treating the orbit as a complex geometric
space that is suitable. We then consider p-extensions of generalized complex structures
using two examples. One corresponded to doubling the space to include the dual of the
Courant algebroid (two field theoretic dimensions) and the other relies on the Hodge *
dual to relate p forms to vector fields on a p+1 dimensional manifold. In that case we
again went further to show a generalization of Ka¨hler geometry on the orbits of Ep.
The above work has been restricted to a Dirac structure, and the question remains
concerning the direct connection to the B-field in string theory. This needs to be
further studied but the method can be adapted to the full T ⊕ ∧pT ∗ since in the
general case the Jacobiator will differ from zero only by the exterior derivative of a
Nijenhaus tensor [4]. Although we have not shown this, we suspect that this addition
will add to the geometric action dynamical terms such as Eq.[5.52]. Lifting the Dirac
structure may bring this work closer to the physics the B field case in p = 1 and more
generally the study of D-brane fluxes. Part of our future work will try to make these
remarks concrete. We also intend to make stronger the relationship with the extensive
work of generalized complex structure by incorporating a spinor field associated with
each orbit and relating this to supersymmetry.
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There are many open problems that remain. For example, having a generalization
of Polyakov 2-d quantum gravity one wonders about the quantization aspects of such
action and its possible interpretation as a generalization of string theory. It would also
be interesting to connect the action obtained in our paper with other approaches based
on the Batalin-Vilkovisky formalism recently discussed in [23]. There are similarly
interesting works motivating actions based on current algebras for Courant brackets,
and that, as in our case, make crucial use of the Dirac structure [24] and [25] Another
question is what is the relationship of the different p on n dimensional manifolds and
the homology classes of these manifolds. Such a relationship could bring this work
closer to understanding the moduli of Calabi-Yau compactifications. We see this work
as an initial probe into the study of inherent structures of the Courant bracket in the
investigations of generalized complex and Ka¨hler structures.
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