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Summary
Computational models can shed light on protein function and the underlying mechanisms,
where experimental approaches reach their limit. We developed an in silico mechanical
model to analyze the process of cAMP-induced modulation in hyperpolarization-activated
cyclic nucleotide-gated (HCN) channels, which conduct cations across the membrane of
mammalian heart and brain cells. The structural analysis revealed a quaternary twist of
the four subunits of the HCN channel tetramer. This motion has previously been shown
to be part of the voltage-gating mechanism of other ion channels.
The insight gained from the mechanical approach was supported by results of analyses
of intramolecular coevolution: Covariation of amino acids is induced by compensating
mutations that maintain vital functions of a protein. Therefore, these covariations can be
used to locate positions relevant for protein function. We found long-range coevolutionary
relationships in HCN that suggest the existence of large domain rearrangements like the
ones we found for the allosteric conformational change upon cAMP binding.
This thesis can be divided into two approaches: one based on structural data and
another which analyzes sequence information. Together these results contribute to a
deeper understanding of the gating mechanism of HCN channels.
• Mechanics of the HCN channel
– A homology model of the transmembrane domain of the HCN4 channel was
developed and joined with the crystal structure of the C-terminal domain to
create a combined model of HCN4.
– Release of cAMP from the binding pocket was simulated using an elastic
network model and linear response theory to study the resulting conformational
change.
– The displacement from this allosteric change was compared to intrinsic low
frequency modes of the protein structure.
– Contacts were switched oﬀ one by one to identify key players of the observed
motion.
• Intramolecular coevolution of HCN channels
– Parameter sets for multiple sequence alignments were analyzed with a visual
analytics approach to improve alignment quality prior to coevolutionary
analysis.
– Graph measures of the coevolutionary network of HCN were compared to four
other proteins and two null models.
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– We identiﬁed pairwise relationships that show long-range coevolution between
the transmembrane region and the C-terminal domain.
– Three-dimensional mutual information revealed coevolving groups of residues
at the interface between neighboring subunits of the tetramer.
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Zusammenfassung
Computermodelle können zur Aufklärung von Proteinfunktionen und den ihnen zugrunde
liegenden Mechanismen beitragen, wo Experimentalansätze an ihre Grenzen stoßen.
Es wurde ein in silico Modell entwickelt, um die Modulation des HCN-Kanals durch
seinen Liganden cAMP zu untersuchen. HCN-Kanäle (hyperpolarization-activated cyclic
nucleotide-gated channel) sind spannungsgesteuerte Kationenkanäle, die in der Membran
von Herz- und Gehirnzellen in Säugetieren vorkommen. Die Ergebnisse unserer Struk-
turanalyse zeigen, dass das Binden von cAMP eine Torsion der vier Untereinheiten des
Kanals auslöst. Ein ähnlicher Mechanismus ist bereits von anderen Kanälen bekannt und
ist dort Teil des Öﬀnungsmechanismus der Kanalpore.
Die aus der Analyse des mechanischen Modells gewonnenen Erkenntnisse werden
von Ergebnissen der intramolekularen Koevolutionsuntersuchung bestätigt. Korrelierte
Mutationen von Aminosäuren treten dort auf, wo wichtige Proteinfunktionen erhalten
werden müssen. Darüber kann man Positionen identiﬁzieren, die an solchen Funktionen
beteiligt sind. Es konnten mehrere koevolutionäre Verbindungen mit langer Reichweite
identiﬁziert werden, die auf die Existenz einer globalen Konformationsänderung hindeuten.
Eine solche konnte mit dem Strukturmodell gezeigt werden.
Die Untersuchungen in dieser Arbeit lassen sich in zwei Kategorien unterteilen: struk-
turelle und sequenzbasierte Ansätze. Die Kombination der Ergebnisse trägt zu einem
besseren Verständnis der Steuerung von HCN-Kanälen bei.
• Mechanik des HCN-Kanals
– Ein Homologiemodell der Transmembrandomäne des HCN4-Kanals wurde
entwickelt und mit der Kristallstruktur der C-terminalen Domäne verbunden.
– Dissoziation von cAMP aus der Bindetasche wurde anhand eines Kugel-
Feder-Modells mit einem Kraftvektor simuliert, um die daraus resultierende
Konformationsänderung zu untersuchen.
– Die Verschiebung aufgrund dieses allosterischen Eﬀekts wurde mit den intrin-
sischen Schwingungen der Proteinstruktur verglichen.
– Durch Einzelkontaktabschaltung konnte die Relevanz von Interaktionen für
die beobachtete Bewegung analysiert werden.
• Intramolekulare Koevolution des HCN-Kanals
– Multiple Sequenzalignments mit verschiedenen Parametersätzen wurden ana-
lysiert um die Qualität von Alignments für die Koevolutionsanalysen zu
verbessern.
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– Netzwerkmaße von Koevolutionsgraphen des HCN-Kanals wurden mit denen
von vier anderen Proteinen und mit zwei Nullmodellen verglichen.
– Räumlich weit entfernte Aminosäuren im Transmembranbereich und der C-
terminalen Domäne koevolvieren.
– Koevolution zwischen Dreiergruppen von Aminosäuren an der Kontaktﬂäche
zwischen benachbarten Untereinheiten deutet auf einen komplexen Bindungs-
mechanismus hin.
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1 Introduction to Ion Channels
Ion channels are proteins that facilitate the transport of charged atoms across the cell
membrane through a hydrophilic pore that connects the extracellular space to the cytosol.
In contrast to transporter proteins, ion conduction through channel proteins always occurs
down the electrochemical gradient and therefore does not need to consume metabolic
energy [26]. Most channels are selective: a certain type of ion is conducted with high
eﬃciency while others are excluded. Their function is vital for the regulation of the
membrane potential, which is particularly important in muscles and cells of the nervous
system. In these cells, changes in the membrane potential transmit signals which, for
example, cause a muscle to contract. To allow regulation of conduction activity, control
mechanisms for channel opening are necessary. The regulated process of opening and
closing of the channel’s pore is called gating. The major classiﬁcation of ion channels
depends on two properties: gating stimulus (e.g., voltage, ligand binding, temperature)
and ion selectivity (e.g., sodium, potassium, chloride) [75].
Voltage-gated potassium channels have a tetrameric setup (see Figure 1.1). The
simplest type in eukaryotes is a homomer with four identical subunits arranged around
the membrane-spanning pore. Each subunit consists of six transmembrane helices (named
S1–S6) as shown in Figure 1.2. The voltage sensing domain is composed of the helices
S1–S4. The helices S5, S6 and the region between them form the core of the channel [172].
Some bacterial and viral potassium channels, such as Kcsa and Kcv, even consist of just
this two-helix domain [49, 60]. The pore loop between S5 and S6 holds the selectivity
ﬁlter—the narrowest part of the pore, which can only be passed by a speciﬁc type of
ions. Gating of the channel occurs in the C-terminal part of the S6 helix that points
toward the cytoplasm: a conserved sequence motif (a proline-containing motif or a single
glycine) acts as a hinge which allows a bending motion of the S6 helix. Thereby, the S6
helices of the four subunits cross and close the channel [83].
In voltage-gated channels, opening and closing of the channel depends on changes in
the membrane potential. Most channels open when a certain threshold of membrane
depolarization is reached. The heart of the voltage-sensing domain is the S4 helix. It
holds several conserved, positively charged residues (mostly arginines) that cause the
helix to move according to the current charge gradient. In the depolarized state, S4
is located toward the extracellular space, whereas it moves toward the cytosol during
repolarization [150, 152]. This movement is conveyed to the pore region via the S4–
S5-linker. The transmission is based on amino acid-speciﬁc interactions between the
linker and the C-terminal end of the S6 helix, which can be disturbed by alanine
mutations [81,149]. Contacts between the S4 and S5 helix of neighboring subunits ensure
cooperative gating of the tetramer [148].
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Figure 1.1: Sketch of a voltage-gated
potassium channel homotetramer with the
transmembrane domain (TM) embedded
in the cell membrane. Each of the four
subunits contributes to the ion conducting
pore that is formed in the middle of the as-
sembly. The cytosolic C-terminal domain
(CNBD: cyclic nucleotide-binding domain)
is only present in HCN channels.
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Figure 1.2: Monomer of a voltage-gated potassium channel in the cell membrane.
Transmembrane helices are labeled S1–S6, P denotes the pore helix. At the cytosolic
N-terminus, the channel can hold a tetramerization domain (e.g., a PAS domain
in hERG channels; for a list of abbreviations see Appendix B). The C-terminal
domain composed of C-linker and CNBD is only present in HCN channels.
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1.1 HCN Channels
Hyperpolarization-activated cyclic nucleotide-gated (HCN) channels—in contrast to most
other voltage-gated channels—open upon hyperpolarization of the membrane. They share
the setup of a homotetramer and the selectivity ﬁlter sequence (GYG) with voltage-gated
potassium channels (see Figures 1.1 and 1.2) and are therefore assigned to this protein
family. In spite of this classiﬁcation, they are only weakly selective for potassium: the
conductance ratio of K+ to Na+ is 4:1 [45]; for other potassium channels this ratio is
approximately 1000:1 [106].
As their name implies, HCN channels bind cyclic nucleotides, which inﬂuences their
gating behavior. When cAMP binds to the C-terminal cyclic nucleotide-binding domain
(CNBD), the hyperpolarization threshold that triggers opening of the channel is moved
toward the resting potential, i.e., to more positive voltages [46]. The principle of
this modulation is disinhibition: The C-terminal domain of the HCN channel has an
autoinhibitory function. It is hypothesized that binding of intracellular cAMP induces an
allosteric conformational change in the CNBD and C-linker that removes their inhibiting
eﬀect on the channel [156,157]. However, the exact structure of the HCN channel and
the rearrangements during cAMP binding and voltage gating remain largely unknown
because of diﬃculties in crystallizing membrane proteins.
HCN channels open when the membrane becomes hyperpolarized. As mentioned
above, this is quite unusual, since most voltage-gated potassium channels open upon
depolarization. Nevertheless, the composition and movement of the voltage-sensing S4
helix in the membrane in HCN are the same as in other channels: positively charged
residues cause the S4 helix to move outward and inward upon de- and hyperpolarization,
respectively. Therefore, the diﬀerent behavior seems to originate from a diﬀerence in
transmission of the voltage signal from S4 to the pore region [107,108]. Up to now, this
process is not fully understood. Furthermore, cAMP binding and voltage both inﬂuence
channel gating. The S4–S5-linker, that transmits the signal of a change in voltage to the
pore, has been shown to interact with the C-linker [43].
HCN channels and their exceptional property of activation upon hyperpolarization of
the membrane contribute to several processes in neurons and cardiac muscle cells: they
control rhythmic activity in thalamus cells [98], modulate synaptic transmission [17],
participate in determination of the resting potential of the cell membrane [47] and
inﬂuence light response in the retina [88]. Perhaps their most important function is the
cardiac pacemaker current, that controls initiation and regulation of the heartbeat. In the
sinoatrial node—the region of the heart that initiates cardiac contraction—the channels
are activated by the hyperpolarization phase between two action potentials, which causes
an inwardly directed cation current. This current induces a depolarization phase and
with it the next action potential. Therefore, a shift of the channel’s activation threshold
toward more positive voltages accelerates the heartbeat. Since this is accomplished by
cAMP binding to the HCN channel, the intracellular cAMP level inﬂuences the heart
rate [96,127]. In neurons, HCN channels inﬂuence long-term potentiation in synapses.
By this means, they regulate learning and memory [117].
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There are four subtypes of mammalian HCN channels. Although their sequence in the
transmembrane and the C-terminal domain is very similar, they exhibit some distinct
features and show tissue-speciﬁc expression patterns. HCN1 shows the fastest activation
kinetics combined with the most positive voltage threshold, which is only slightly shifted
even by saturating cAMP levels. It is expressed in certain areas of the brain as well as
in the sinoatrial node. HCN2 is expressed throughout the heart and brain and is very
sensitive to the intracellular cAMP concentration [73]. The least studied of the four
types is HCN3, which is mainly due to technical problems [32]. It seems to be largely
insensitive to cAMP. The reason for this remains unknown. In the heart, HCN4 is the
most common subtype. It shows the slowest opening kinetics. As well as HCN2, it is
strongly modulated by cAMP. All mammalian subtypes of HCN can also be modulated
by cGMP [24].
Due to the regulatory tasks that HCN channels perform, dysfunction can cause
arrhythmia in the heart [138]. In mice, HCN mutations have been shown to cause
learning defects [118] and absence epilepsy [104]; some mutations are lethal in the
embryonic phase [137]. Several approved drugs that aﬀect the nervous system modulate
HCN channel activation [123]. Recently, HCN channels have been found to play a role
in pain signaling and are therefore discussed as drug target for analgesics [53]. As a
consequence, the study of HCN channels has become a promising ﬁeld of research over
the last years.
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This chapter describes the modeling of the hyperpolarization-activated cyclic nucleotide-
gated channel 4 (HCN4 channel) structure and the process of its modulation by cyclic
adenosine monophosphate (cAMP). The structural model is obtained via homology
modeling based on a related Kv channel. Based on this model the allosteric reaction of
the channel to ligand binding is analyzed. A simulation of the motion of the channel
upon ligand dissociation is presented in Section 2.3.3. In Section 2.3.4 this motion is
compared to oscillations intrinsic to the protein structure. Finally, groups of residues as
well as individual contacts that play a role in the global domain motion are identiﬁed in
Section 2.3.5 and Section 2.3.6, respectively.
2.1 Introduction
Proteins are not static objects but subject to thermal ﬂuctuations [56]. Additionally, for
many proteins, motion is a vital part of their function: they are molecular machines [3].
Therefore, studying their dynamics is important for understanding how they work.
2.1.1 Three-Dimensional Structure of the HCN Channel
In order to study protein mechanics, a structural model is required. Due to the diﬃculties
of crystallizing membrane proteins, the full structure of the HCN channel still remains
unknown.
The transmembrane domain of HCN has also not been crystallized yet. It is expected
to be closely related to that of other ion channels with six transmembrane helices. In
2005, Giorgetti et al. created homology models of the transmembrane region of murine
HCN2 and sea urchin HCN [62]. However, they did not publish any coordinates of their
model. As a consequence, no adequate model of the HCN transmembrane domain is
available at present.
For the cyclic nucleotide-binding domain (CNBD), on the other hand, structural data
is available. Lolicato et al. were able to crystallize the C-terminal domain of HCN1,
HCN2 and HCN4 containing the C-linker and the CNBD in the ligand-bound state (PDB
IDs 3U0Z, 3U10 and 3U11) [101]. So far, no one has been able to capture the CNBD of
HCN in the ligand-free state.
The crystal structure of HCN4 C-terminal domain is shown in Figure 2.1. The resolved
C-terminus consists of two parts: the C-linker highlighted in green and the CNBD colored
white. Figure 2.1a shows the HCN4 tetramer. The C-linkers of adjoining subunits form
15
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Figure 2.2: Cyclic nucleotide-
binding domain of MlotiK1 ligand-
free (red, PDB ID: 2KXL) and in
complex with cAMP (blue, PDB
ID: 2K0G). Ligand is shown as
stick model in blue.
Structural ﬁt was performed over
β strand 1, 3 and 8. Image was
rendered in VMD [78].
the ligand-free conformation. Figure 2.2 shows the B and C helix tilted away from the
β roll motif when cAMP is not bound. The binding of cAMP to MlotiK1 seems to cause
a contraction of the binding pocket, which largely consists of a hinge bending motion of
the C helix toward the β roll.
Similarly, the cAMP-binding domain of the catabolite activator protein (CAP) closes
upon ligand binding [120,121]. Although CAP fulﬁlls a cellular function very diﬀerent
from that of ion channels, its CNBD is conserved and has the same basic structure.
Following these observations, the model for the release of cAMP from the binding site
of the HCN channel was created: the ligand was removed and forces were applied to
widen the binding pocket in accordance to the structural changes in the cAMP-binding
domains of MlotiK1 and CAP.
As mentioned in Section 1.1, HCN channels belong to the protein family of voltage-
gated potassium channels. These channels are generally named KV channels (K for
potassium, V for voltage-gated). There are 40 diﬀerent genes coding for KV channels
in the human genome. So far, crystallization of these six-transmembrane channels has
only been accomplished in the open pore conformation, i.e., including a depolarized
voltage sensor domain. Crystal structures in the closed state have only been resolved for
two-transmembrane helix channels [92].
2.1.3 A Coarse-Grained Model for Protein Mechanics: the
Anisotropic Network Model
Normal mode analysis uses an approximation of the potential harmonic functions and
therefore captures the dynamics as oscillations around the equilibrium state [27,99]. The
motion of a protein is a combination of its normal modes. Thorough energy minimization
of the experimentally determined structure is necessary before normal mode analysis
can be performed. Furthermore, it takes a lot of computation time to calculate the
interaction potentials [164] between all atoms in the system.
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(a) Crystal structure. (b) Mass-and-spring network.
Figure 2.3: Illustration of an elastic network model of the C-terminal domain of
the HCN4 channel (PDB 3U11). Each amino acid is represented by a bead centered
at its Cα atom. All nodes within a speciﬁed cutoﬀ distance of each other (here:
10Å) are connected by springs.
Elastic network models (ENMs) are a simpliﬁcation of normal mode analysis. They
approximate the protein to a mass-and-spring network, where each amino acid is a node
and the springs are the interactions between them [8, 10, 146]. The coordinates of the
nodes in three-dimensional space are the coordinates of their Cα atoms xi = (xi, yi, zi)
with i = 1, . . . , N , N being the number of nodes. An illustration of the elastic network
model is given in Figure 2.3.
The anisotropic network model (ANM) is a special type of elastic network model. The
potential V is calculated as follows:
V =
1
2
N∑
i,j
γij(Rij −R0ij)
2, (2.1)
where γij is the spring constant, which can be interaction type-speciﬁc, Rij = |xi−xj| is
the distance between residues i and j and R0ij = |x
0
i − x
0
j | the distance of these residues
in the equilibrium state, i.e., the starting structure [76]. In the case of ENMs no energy
minimization is required prior to mode analysis, therefore, a crystal structure or similar
models can be used directly.
The Hessian matrix H of the system is the second derivative of the potential. It
contains N ×N super-elements Hij of the form:
Hij =

∂2V
∂xi∂xj
∂2V
∂xi∂yj
∂2V
∂xi∂zj
∂2V
∂yi∂xj
∂2V
∂yi∂yj
∂2V
∂yi∂zj
∂2V
∂zi∂xj
∂2V
∂zi∂yj
∂2V
∂zi∂zj
 , (2.2)
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where x, y and z are the spatial coordinates of the residues i and j. Since each super-
element’s dimension is 3× 3, the dimension of the complete Hessian matrix is 3N × 3N .
Singular value decomposition yields the eigenvalues and eigenvectors of the Hes-
sian [64]. Six of the Hessian’s eigenvalues vanish because the protein is not ﬁxated and
therefore has three rotational and three translational degrees of freedom. From the
3N − 6 non-zero eigenvalues λ and their corresponding eigenvectors v the Moore-Penrose
pseudoinverse [113,122] of the Hessian H−1 can be computed:
H−1 =
3N−6∑
k=1
vkv
T
k
λk
, (2.3)
resulting in the covariance matrix of the ANM, which contains information about how
the residues in the elastic network are coupled.
Similar to normal mode analysis, the eigenvectors of the Hessian matrix of an ENM
correspond to the ﬂuctuations a protein is subject to. Each of these eigenvectors contains
3N entries since the motion of each residue in all three spatial dimensions are required
to describe the complete oscillation of the protein. Their respective eigenvalues are the
square of the frequencies of these ﬂuctuations. High frequency ﬂuctuations are local,
stabilizing movements, while low frequency modes (also called soft modes) describe global,
collective motions, that aﬀect large parts of the protein [12].
Several studies in the past years have shown that low frequency modes obtained by
normal mode analysis or via ENMs provide valuable insight into protein mechanics [11].
According to Tobi et al., ligand binding does not induce conformational change but
stabilizes conformations that are already accessible to the ligand-free form of the pro-
tein [147]. Therefore, the native state can be employed to gather information about
allosteric reaction to ligand binding.
Research in the past years has shown that allosteric conformational changes can often
be described by one or a subset of low frequency modes if the motion has a high collectivity,
i.e., involves a high percentage of residues. Notable studies in the ﬁeld were conducted
by Xu et al., who were able to describe the conformational change between the tense
and relaxed forms of hemoglobin using an elastic network model [170], Wang et al., who
analyzed the ratchet-like motion of the 70S ribosome [159] and many others [13,142,171].
It has been shown that ENM approaches are well-suited to study membrane proteins,
regardless of the fact that membrane eﬀects are neglected [12,128].
Elastic network models are computationally inexpensive and can be used at diﬀerent
levels of coarse-graining [48]. The global shape of the molecule is the dominant feature,
whereas the ENM’s characteristics are robust to variations in adjustable parameters such
as interaction strength [103].
2.1.4 Linear Response Theory—Studying the Reaction of a Protein
to Force Application
In 2005, Ikeguchi et al. [79] published an approach to describe conformational changes of
proteins upon ligand binding. They used linear response theory (LRT) [71] to simulate
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the binding of ligands to proteins. LRT states that the response to a perturbation
due to ligand binding is related to the equilibrium ﬂuctuations of the receptor in the
unperturbed state.
The expected coordinate shift for each residue ∆ri can be computed from the covariance
matrix H−1 of the ligand-free state and the perturbation upon ligand binding, which is
simply a force acting on the binding pocket:
∆ri ≃ β
N∑
j=1
[
H−1
]
ij
f j, (2.4)
with β being the force constant and f j the force vector. ∆ri consists of three components,
one for each direction in space (x, y and z).
LRT is a very useful tool if a hypothesis concerning the allosteric reaction of the protein
under investigation is at hand.
2.1.5 Assessment of Residue Contacts Using Switch-Off Analysis
In order to identify interactions important for the reaction of the protein to ligand
binding, we perform a gedankenexperiment: all contacts are switched oﬀ one by one, i.e.,
the interaction strength for the respective amino acid pair is set to zero in Equation 2.1
before applying the force that mimics the eﬀect of ligand binding. This method is
similar to an alanine scan in the laboratory, but there are two major diﬀerences: ﬁrst, an
alanine mutation only reduces interaction strength [112], it does not completely remove
it. Second, mutation inﬂuences all interactions of a residue, while our switch-oﬀ model
allows investigation of single interactions between two residues [68,70].
2.2 Methods
Protein images were rendered with VMD [78]. Plots were created in R [126] using the
ggplot2 library [168].
2.2.1 Homology Modeling
The homology model of the HCN4 channel transmembrane domain was constructed with
SWISS-MODEL [5, 66]. The HCN4 sequence with GenBank [21] identiﬁer 29840776 was
chosen as target sequence. The transmembrane domain of a related Kv channel (PDB [23]
ID: 3LNM, chain B, biological assembly [143]) served as template. Sequence alignment
and modeling were performed with SWISS-MODEL.
The loops between the transmembrane helices were remodeled de novo using the loop
modeling function of MODELLER [129]. STRIDE [72] data were used to identify loop regions.
Since SWISS-MODEL is only able to build monomers, a tetramer had to be constructed
manually. Coordinate superposition over Cα atoms of the modeled monomer and each of
the four subunits of the template was performed to create a symmetric tetramer of the
20
2.2 Methods
Parameter Setting
force ﬁeld amber
integrator steep
nsteps 20 000
ns_type grid
coulombtype shift
rcoulomb 1.3
rcoulomb_switch 1.0
vdwtype shift
rvdw 1.3
rvdw_switch 1.0
pbc xyz
rlist 2.0
optimize_ﬀt yes
emtol 500
Table 2.1: GROMACS parameter settings for energy minimization. All parameters
not listed were set to default values.
homology model. To improve assembly of the tetramer and avoid atom clashes, energy
minimization was performed in vacuo with GROMACS 4.5 [124] (for parameter settings
see Table 2.1; all parameters not listed were left at default values).
To obtain a complete model of the HCN4 channel, the homology model of the tetrameric
transmembrane domain was joined to the crystal structure of the tetrameric C-terminal
domain (PDB ID: 3U11 [101]). An overlap of three amino acids between the two tetramers
was used to merge the chains by superposing the coordinates of the Cα atoms of residue
268 (the starting residue of the crystal structure of the C-terminal domain; for residue
numbering see Appendix A) and adjusting the PDB ﬁle. Afterwards, the joined model
was energy minimized in vacuo with GROMACS 4.5 (parameter settings are listed in
Table 2.1).
2.2.2 Anisotropic Network Model
An anisotropic elastic network model (ANM) of the HCN4 joined model was built using
the BioPhysConnectoR package [77] in R. The contact cutoﬀ was 10Å (as in [79]), covalent
bonds were set to 82RT/Å2 with R = kBNA (kB: Boltzmann constant; NA: Avogadro
constant; T : temperature) [70]. Non-covalent interactions were set to 3.166RT/Å2, which
is the average value of non-covalent interactions in the Miyazawa-Jernigan matrix [112].
The Hessian matrix of the system was calculated and the pseudoinverse of the Hessian
was derived by singular value decomposition resulting in the covariance matrix of the
ANM (see Equation 2.3).
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2.2.3 cAMP Dissociation Model
As explained in Section 2.1.4, a force was simultaneously applied to six residues which
constitute the cAMP binding pocket [4] (V389, T391, K395, E407, R416, R457; for
numeration see Appendix A). The direction of the force was chosen to point from the
geometric center of the heavy atoms of the bound cAMP toward the Cα atom of the
forced residue. All force vectors were normalized to the same length so that a force of
the same strength was applied to each binding pocket residue.
2.2.4 Low Frequency Mode Analysis
A singular value decomposition of the Hessian matrix of the HCN tetramer was performed
in R. Modes which introduce the same change in all four subunits are considered non-
degenerate. They were shown to best describe cooperative transitions of multimeric
proteins [9]. Therefore, our analysis was restricted to these non-degenerate modes.
To perform the symmetry check the magnitude of each three-dimensional ∆ri (see
Equation 2.4) was computed. For the resulting vector of magnitudes, Pearson’s correlation
coeﬃcient was computed between the ﬁrst, second, third and fourth quarter. Modes were
considered non-degenerate if the correlation between all quarters was higher than 0.95.
The overlap between each non-degenerate eigenvector and the displacement vector ∆r
from LRT was computed. The overlap I between two vectors a and b is
Iab =
a · b
|a| |b|
= cosφab, (2.5)
where φab is the angle between a and b [110].
We also computed linear combinations l of k non-degenerate modes m that best
described the displacement upon LRT, i.e., had the highest overlap with ∆r:
lk =
k∑
i=1
αi mi, (2.6)
with αi being the scaling factor for the ith mode that is calculated as follows: Since the
eigenvectors of the Hessian form an orthonormal basis, we can determine the part of ∆r
that can be described through mode mi by normalizing ∆r (s := ∆r|∆r|) and projecting s
onto mi [80]:
smi =
mi · s
|mi|
2︸ ︷︷ ︸
=1
mi = (mi · s)︸ ︷︷ ︸
=|smi |=αi
mi. (2.7)
Thus, the scaling factor αi is the dot product of mi and s, which also corresponds to the
overlap between mi and s:
Imis =
mi · s
|mi| |s|︸ ︷︷ ︸
=1
= mi · s = αi, (2.8)
The overlap of these linear combinations lk with ∆r was then computed.
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2.2.5 Clustering of Residue Groups
The distance between all Cα atoms in an HCN subunit was measured for the homology
model and for the structure after force application, yielding a Cα distance matrix for
each protein structure. Based on the diﬀerence matrix of these two matrices, residues
were hierarchically clustered using the hclust function with complete-linkage method in
R. The emerging tree was cut oﬀ at a height of 60 resulting in twelve groups of residues.
2.2.6 Switch-Off Model
Switching oﬀ a contact causes a perturbation in the covariance matrix. To this end,
the respective elements of the Hessian need to be set to zero. To avoid building the
Hessian and its inverse again for every switch-oﬀ, the Sherman-Morrison formula [132]
was applied [69]:
H−1(m,n) = (H + uv
T )−1 = H−1 −
H−1uvTH−1
1 + vTH−1u
, (2.9)
where the subscript (m,n) denotes the row and column of the inverse Hessian matrix entry
that will be changed. u and v are 3N -dimensional vectors quantifying the perturbation.
u is the diﬀerence of the unit vector in the direction m (eˆm) and the unit vector in the
direction n (eˆn); v is the product of the entry of the Hessian that is to be canceled out
(Hmn) and the vector u.
u = eˆm − eˆn (2.10)
v = Hmnu (2.11)
Only one matrix entry at a time can be altered with this method. Since the Hessian
contains entries for x, y and z coordinates of each residue, three perturbations are
necessary for each contact switch-oﬀ.
To maintain symmetry in the tetramer all equivalent contacts were switched oﬀ in all
subunits simultaneously.
2.3 Results and Discussion
2.3.1 Evaluation of the HCN4 Model
At present, there is no crystal structure data for the transmembrane domain of an HCN
channel. Therefore, a homology model was constructed using the transmembrane domain
of a related Kv channel as template.
Several modeling attempts using diﬀerent homology modeling programs (SWISS-MODEL,
I-TASSER, MODELLER) and templates (3LNM, 2R9R, 3BEH, 3LUT) were compared. To
this end, the pairwise sequence alignments of HCN4 and related Kv channels were
inspected. The best alignment of HCN4 could be achieved with the template 3LNM. The
regions of the HCN4 sequence that were annotated as transmembrane helices and pore
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loop in GenBank were well aligned with the corresponding structural elements of 3LNM.
For this reason and because of the fact that the structure of the six transmembrane
helices should be fairly conserved, 3LNM was chosen as template sequence, in spite of
low (11%) sequence identity to HCN4.
SWISS-MODEL accomplished the best alignment of HCN4 with the template 3LNM as
well as the best homology model concerning structural integrity, secondary structure
elements matching sequence annotation by GenBank and QMEAN [19] scores. Therefore,
this approach was used to create the ﬁnal model.
The homology model of the transmembrane region was added to the crystal structure
of the C-terminal domain (PDB 3U11) to obtain a model including residues 254 to 718
of the functional channel comprising the full transmembrane domain, the C-Linker and
the cyclic nucleotide-binding domain (CNBD). Figure 2.4 shows the assembled tetramer:
side view with the transmembrane region in the upper part in (a) and top view from the
extracellular space in (b). A single subunit is depicted in Figure 2.4c and an annotated
illustration of the homology modeled transmembrane domain can be found in Figure 2.4d.
The QMEAN server was used to evaluate the joined model. Figure 2.5 shows the
estimated error per residue of the HCN4 joined model. Unfortunately, the QMEAN
score is not a completely reliable measure for judging the quality of membrane protein
models, since the data set on which its computation is based mostly consists of soluble
proteins [18].
Nevertheless, the model is qualiﬁed for our coarse-grained approach as most parts are
within an error range of less than 3.5Å. However, we need to keep in mind that results
for the loop regions should be treated with caution.
2.3.2 Modeling the Release of cAMP via Force Application
As mentioned in Section 2.1.2, the model for obtaining the cAMP-free conformation of
HCN was based on the MlotiK1 and CAP cAMP-binding domains. Force vectors were
chosen in order to widen the binding pocket thereby mimicking the dissociation of the
ligand (see Section 2.2.3).
Interaction Cutoff Ikeguchi et al. used a 10Å cutoﬀ for the interaction network in
their LRT experiments [79]. Since other studies using anisotropic network models suggest
larger cutoﬀs [8,70], the LRT in this thesis was performed under three diﬀerent cutoﬀ
conditions: 10, 13 and 15Å. Other than requiring a larger force constant to obtain the
same amount of distortion, the results for the larger distances (data not shown) did not
diﬀer from those of the 10Å cutoﬀ. Therefore, the subsequent analyses were performed
for one cutoﬀ distance only, choosing 10Å as in the original LRT paper.
Force Application to Single Subunits cAMP binding in HCN channels occurs coop-
eratively whereby HCN exhibits a dimer of dimers behavior—the probability for one
subunit of a dimer to bind a ligand is increased if the other is already occupied [93].
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Figure 2.5: Error per residue of
the HCN4 channel (joined model)
visualized as color scale ranging
from blue (error < 1.0Å) via green
to red (error > 3.5Å).
To test whether this cooperativity inﬂuences the reaction of the channel in the ligand
dissociation model, LRT was performed on only one as well as on all four binding pockets.
The displacement of nodes in the subunits without force application was smaller than
that of the forced subunit but the general reaction of the channel remained the same
regardless of the number of forced subunits. This observation is in line with a study by
Benndorf et al. [20] that showed that the binding of the fourth cAMP molecule further
contributes to the conformational change.
2.3.3 Conformational Change Upon Ligand Dissociation
Figure 2.6 shows the displacement of one subunit that occurs upon force application. Due
to the fourfold symmetry of the tetramer, the displacement for the other three subunits is
analogous to that of the ﬁrst. The transmembrane domain ranges from residues 1 to 267
followed by the C-terminal domain (residues 268 to 465). Note that LRT is not suited
for quantitative assessment of protein motion. Hence, the overall trend of the movement
and the displacement of protein parts relative to each other can be interpreted, while the
total magnitude cannot be evaluated, i.e., the scale of the y-axis cannot be used.
Large loop regions in the transmembrane domain are the most ﬂexible parts of the
protein, which explains their large displacement upon LRT. The strong ﬂuctuation of
the plotted line in Figure 2.6a is due to the fact that x, y and z coordinates of every
residue are plotted. We can see that the transmembrane domain has a tendency toward
negative values, whereas the C-terminal domain is drifting more into the positive sector
suggesting movement into opposite directions. The pore and ﬁlter region with the
conserved CIGYG motif (residues 225 to 229) undergoes almost no displacement. This
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(a) Displacement vector ∆r of the Cα atoms of one HCN subunit after LRT.
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(b) Magnitude of displacement of the Cα atoms of one HCN subunit after LRT.
Figure 2.6: Displacement of the Cα atoms of one HCN subunit after LRT. Note
that the scale of the vertical axis is given in arbitrary units, since LRT is not suited
for quantitative assessment.
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Figure 2.7: HCN4 joined model tetramer, one chain is shown in blue as cartoon
representation. Arrows represent the displacement after LRT force application to
the cAMP binding pocket residues of all four subunits.
becomes more obvious in Figure 2.6b, where the magnitude of displacement for each
residue is visualized. However, directional information is lost here.
The overall motion of the HCN4 protein is shown in Figure 2.7: arrows indicate the
direction and their length the magnitude of displacement after LRT. Again, the pictured
arrows are only to be interpreted relative to each other, as the LRT method is not
quantitatively predictive. Here, we can see that application of force to the six residues
of the binding pocket leads to a rotation of the transmembrane domain and the CNBD
against each other. The conformation of the outer region of the pore (pore helix and
ﬁlter region) is maintained during LRT.
Such a torsion of the transmembrane domain against the non-membrane region has
been observed for several other channels: the related bacterial MlotiK1 [90], the mechano-
sensitive MscL channel of Mycobacterium tuberculosis [139] and the nicotinic acetylcholine
receptor [141].
Furthermore, the opening mechanism of several potassium channels has been shown
to be a quaternary twist [67,134]. Alam et al. [2] were able to create a high resolution
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Figure 2.8: HCN4 C-terminal domain before (blue) and after LRT (yellow). The
center of the cAMP molecule is represented by an orange sphere. Structural ﬁt was
performed over β strands 1, 3 and 8 (see Figure 2.1b)
crystal structure for NaK in the open state and reported a torsion for this sodium and
potassium conducting channel compared to the closed form crystallized earlier [133].
They also discovered that the conformation of the ﬁlter region of the pore is almost the
same in both states, which is in line with observations for the potassium channels KcsA
(crystal structure in the closed state [175]) and MthK (crystal structure in the open
state [82]). Thus, our observation of a quaternary torsion agrees with previous ﬁndings
in other ion channels.
Figure 2.8 shows the HCN4 C-terminal domain. A superposition of the two structures
before and after LRT was performed using β strands 1, 3 and 8. The largest displacement
can be seen in the small loop between β strands 4 and 5. In addition, the helices of the
C-linker and the B helix of the CNBD are shifted. The regions where deviations from
the crystal structure conformation occur are mostly located toward the interface, which
means that inter-subunit contacts in the C-terminal domain are inﬂuenced by cAMP
dissociation (and binding).
The C helix on the other hand hardly seems aﬀected by the application of force. There
have been diverging speculations about the behavior of the C helix during ligand binding.
The crystal structure of MlotiK1 (Figure 2.2) clearly shows a hinge-bending motion of
the helix away from the rest of the protein when cAMP is released [130]. Since the
two proteins and especially their CNBDs are closely related, one would expect a similar
mechanism for HCN.
On the other hand, Taraska et al. [144] performed experiments on HCN2 which
suggested a disintegration of the C helix upon ligand release without much of a relocation.
Their hypothesis is based on a stabilizing eﬀect of cAMP on the C helix [22]. A molecular
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Figure 2.10: Overlap of 1357 non-degenerate modes with ∆r from LRT. Modes
are sorted according to their corresponding eigenvalues starting with the lowest at
index 1.
While it has not been revealed yet, exactly how cAMP modulates channel gating, we
do know that a complete removal of the CNBD has an eﬀect similar to cAMP binding:
the channel already opens at an earlier stage of hyperpolarization (see Section 2.1), i.e.,
the CNBD in the ligand-free state inhibits channel opening [156].
The S4–S5-linker transmits the reaction of the voltage sensor to the pore-forming parts
of the channel. As described in Section 2.1 studies have suggested that an interaction of
the C-linker with the S4–S5-linker couples voltage-gating and allosteric modulation of
the channel by cAMP.
If cAMP removal brings the C-linkers closer to the S4–S5-linkers of their neighboring
subunits, this in turn means that cAMP binding moves them further away thereby
preventing interactions. This mechanism could be part of the reason why cAMP binding
revokes the inhibitory inﬂuence of the CNBD.
2.3.4 Comparison of ∆r with Low Frequency Modes
A singular value decomposition was performed on the Hessian matrix to obtain its
eigenvalues and -vectors. The overlap (see Equation 2.5) between the non-degenerate
eigenvectors and the displacement vector ∆r from LRT was computed and is shown in
Figure 2.10. If the direction of two vectors is identical, their overlap is 1; if they are
orthogonal, it is zero.
Since the eigenvectors are sorted from low to high according to their eigenvalues,
the low frequency modes—those with low corresponding eigenvalues, also called soft
modes—are on the left side of the plot. The highest overlap of a single mode (no. 8
according to the index in Figure 2.10) with ∆r was 0.73 and is shown in Figure 2.11a.
Note that it is irrelevant whether the overlap is positive or negative, since the modes are
ﬂuctuations around an equilibrium state [9].
31
2 Mechanics of the HCN Channel
Some movements of proteins are composed of several superimposed modes [41]. To ﬁnd
out whether this is the case for cAMP dissociation in our model, linear combinations of
the eigenvectors that featured the highest overlap with ∆r were computed as described
in Section 2.2.4.
Figure 2.11b shows the combination of two eigenvectors (no. 8 and no. 13), which
increased the overlap to 0.85. The overlap between ∆r and the linear combination of
three eigenvectors (no. 8, no. 13 and no. 10) was 0.95. It is illustrated in Figure 2.11c.
Adding a fourth eigenvector only slightly increases the overlap to 0.97. Thus, three
eigenvectors are suﬃcient to describe the displacement upon force application to the
cAMP binding pocket almost perfectly.
Congruence of the eigenmodes (especially the linear combination of three modes)
and ∆r is best in the C-terminal domain and the helical regions of the transmembrane
domain. The largest divergence is created by the loops in the transmembrane domain.
As mentioned in the evaluation of the homology model, modeled loop regions are most
likely to diﬀer from the native state of the protein, which might be the reason for this
discrepancy. Nevertheless, the large overlap when using only three eigenvectors shows
that the allosteric conformational change we discovered using LRT is an intrinsic property
of the HCN4 channel.
2.3.5 Clustering of Residue Groups Moving in Concert
To identify groups of residues that move together during the conformational change
following cAMP release, we used the diﬀerence of Cα atom distances in an HCN subunit
before and after LRT force application (described in Section 2.2.5) as a basis for hierarchic
clustering. Thereby, Cα atoms whose distance stayed the same during LRT were clustered
together. Figure 2.12 shows the HCN channel transmembrane region (a) and C-terminal
domain (b) colored by membership in the twelve groups that emerged after cutting the
tree at a height of 60.
An intriguing pattern emerges: the largest group (colored in red) comprises the S6
helix and the ﬁlter region as well as the C helix, an area in the β sheet and parts of
the C-linker. The rest of the CNBD clusters together with the S1 and S3 helix (gray)
with the exception of one residue (lime green) in the cAMP binding pocket that forms a
group of its own.
The residues of the A′ helix of the C-linker are members in six diﬀerent groups. This
is due to the large increase of displacement between residues 270 and 290 that stretches
the A′ helix (cf. Figure 2.6b). The D′ helix (residues 323 to 331, colored in blue) is in
a group separate from the rest of the protein but moves as one element. Both events
probably result from interactions with the neighboring subunits that cause distortion of
the helices.
The S4 voltage sensor helix belongs to two diﬀerent groups (yellow and orange). Its
composition mostly resembles the S5 helix. Since the direct linker loop between the
two has the function of passing information about a change in voltage from S4 to S5, a
similar pattern of motion is not surprising.
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(a) Transmembrane region. (b) C-Linker and CNBD.
Figure 2.12: HCN channel residues colored by groups that move together.
2.3.6 Identifying Key Residues in Channel Modulation
To investigate which contacts in the protein are key players in the conformational change
upon cAMP release, a switch-oﬀ screening was performed. All non-covalent contacts were
switched oﬀ individually, i.e., the interaction strength for the respective amino acid pair
was set to zero before applying the force that simulates ligand binding. To maintain the
symmetry of the tetramer, equivalent contacts were switched oﬀ in all subunits at once.
3270 switch-oﬀs were performed and force was applied to open the cAMP binding
pocket. The impact was analyzed by comparing the displacement vector of each altered
system with one switched oﬀ contact to the original ∆r. As one would expect, most
switch-oﬀs hardly changed the reaction of the protein to force application. This was
either due to other contacts compensating the loss or the contact not being stressed
during the conformational change. Equally irrelevant for our analysis were those contacts
that caused a change of displacement which was restricted to the close proximity of the
broken interaction.
Since we wanted to detect contacts important for global conformational rearrangement,
we focused on switch-oﬀs that induced a signiﬁcant change of displacement (> 0.1) for
at least 15 residues of each subunit. This was the case for 21 contacts. The change in
magnitude of displacement after LRT they caused is illustrated in Figure 2.13 and their
location in the protein is indicated in Figure 2.14.
The upper six panels in Figure 2.13 stabilize the four-helix bundle S1–S4. This is the
reason why their interruption induces the largest change in the N-terminal part of the
subunit. The contacts 142-154 and 142-155 connect the four-helix bundle with the inner
region of the channel via the S4–S5-linker. Switching oﬀ one of them (especially the
latter) changes the displacement of the whole channel by inﬂuencing the torsion of the
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(a) Transmembrane region and part of the
C-linker.
(b) C-terminal domain with part
of the C-linker and CNBD.
Figure 2.14: Two neighboring subunits of HCN4 (white and gray). The 21 contacts
that cause signiﬁcant change of displacement when switched oﬀ are indicated by
cylinders. Intra-subunit contacts are drawn in red, inter-subunit contacts in yellow.
transmembrane and C-terminal domains. The same holds for the contacts 149-307 and
150-308, which connect the C-linker with the transmembrane region within a subunit.
The following three panels (389-405, 417-457 and 396-460) are interactions across the
cAMP binding pocket. When they are broken, the direct force application in this area
causes the C helix or the loop connecting β strands 4 and 5 or both to move farther
away from the center of the ligand and thereby the binding pocket.
Eight of the switch-oﬀs plotted in Figure 2.13 involve inter-subunit contacts. Most of
them only concern the displacement of the transmembrane domain, which is due to their
location: none of the inter-subunit interactions of the C-terminal domain appears in the
set of the most inﬂuential contacts.
In Figure 2.14 all interactions from Figure 2.13 are pictured as cylinders with red
indicating intra-subunit and yellow representing inter-subunit contacts. The noticeable
common feature is that all but one of the interactions reach across secondary structure
elements. The exception is interaction 69-81: both of these residues lie in the same
loop but on opposite sites, thereby inﬂuencing the adjoining helices. This shows that
interactions between the transmembrane helices play an important role in the allosteric
reaction of the channel to cAMP binding and dissociation. Both intra- and inter-subunit
contacts are involved in this process.
2.4 Conclusion
We built a homology model of the HCN4 channel transmembrane region and were able
to connect it to the crystal structure of the C-terminal domain. The joined model was
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used to study allosteric conformational change associated with cAMP release. To this
end, an elastic network model of the HCN tetramer was constructed. cAMP dissociation
was simulated by a force that opened the binding pocket. The resulting conformational
change of the HCN tetramer was compared to low frequency modes of the ENM. In
addition, we conducted a switch-oﬀ screening to identify key residues in the process. Up
to now, no such detailed computational analysis of cAMP modulation in HCN has been
published.
cAMP binding removes the inhibitory eﬀect of the CNBD and thereby reduces the
hyperpolarization threshold that needs to be reached for channel gating. Our results
suggest that the quaternary twist, which has been shown to be the opening mechanism
for several ion channels, is already part of the allosteric reaction of the channel upon
cAMP binding.
We could also show that interaction between the S4–S5-linker in the transmembrane
domain and the C-linker is inﬂuenced by the allosteric rearrangement. This might be
part of the mechanism of how cAMP modulates channel behavior. As the group around
Sanguinetti found out, the S4–S5-linker participates in channel gating [36]. They also
presented mutational studies which suggested an interaction between the S4–S5-linker
and the C-linker [43]. Our results point in a similar direction: The S4–S5-linker seems to
be involved not only in channel gating but also in cAMP modulation.
The search for key players in cAMP-induced allosteric conformational change revealed
that the most important contacts are those between the helices of the transmembrane
domain. Intra- and inter-subunit contacts are relevant in this process.
Since HCN1, HCN2 and HCN4 are very similar in sequence and structure and the
methods applied in this study are coarse-grained and insensitive against sequence variation,
the insight gained for HCN4 most likely holds for HCN1 and HCN2 as well.
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3 Intramolecular Coevolution of HCN
Channels
This chapter contains a thorough coevolutionary analysis of the hyperpolarization-
activated cyclic nucleotide-gated (HCN) channel by means of several new approaches. In
Section 3.2 the inﬂuence of parameters during multiple sequence alignment (MSA) con-
struction is analyzed. The section describes the ﬁndings of our study “Visual exploration
of parameter inﬂuence on phylogenetic trees” [74]. Section 3.3 contains a graph theoretical
approach to study coevolution in ﬁve protein families. Section 3.4 takes a closer look at
individual pairwise intramolecular interactions. In Section 3.5 interactions of higher order
are examined; the study is based on our publications “Information-theoretic analysis
of molecular (co) evolution using graphics processing units” [155] and “Using graphics
processing units to investigate molecular coevolution” [154].
3.1 Introduction
A protein’s structure and function are determined by the chemical properties of the amino
acids of which it is composed. Random mutations in the DNA can cause changes in the
amino acid composition of a protein [87]. If this change negatively aﬀects the function of
the protein in any way, a selective pressure to compensate for this exchange is imposed
on all residues interacting with that particular amino acid. Since these compensating
mutations provide a selective advantage, they are more likely to survive. This ability
to compensate a substitution of their interaction partner induces a covariation of these
residues [57,89]. They are said to be coevolving.
Identifying coevolving residues in a protein based on its sequence information is part
of promising new approaches including prediction of tertiary structure [84], detection of
molecular interactions [42], analysis of binding site speciﬁcity [61], search for functional
units [63,166] and catalytic residues [31]. Hence, molecular coevolution of amino acids
has been subject to numerous studies in the past years [38, 100].
3.1.1 Multiple Sequence Alignments
When studying intramolecular coevolution in proteins, it is necessary to examine related
sequences for changes that occurred during evolution. Usually, these sequences belong to
the same or very closely related proteins from diﬀerent organisms and individuals. First,
equivalent regions in the sequences need to be identiﬁed and aligned. The result is called
a multiple sequence alignment (MSA): Each row in the MSA contains one sequence. Gap
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-GDYI-RDGTIGKKMYFIQHGVVSV
PGDYV-REATIGKKMYFIQHGVLSV
PSDFI-REGTVGRK---IQHGRVSV
PADF--REGTVGRKMYFIQHGRVSV
PGDYL-REGTIGKKMYFIQHGVVSV
PGDYIWREGSVGKKMYFIQHGVVSI
Figure 3.1: Example of a multiple sequence alignment. Structurally corresponding
amino acids are written in the same column using gap characters to induce the
required shifts.
characters, which represent insertion and deletion mutations (“indels”), are inserted to
arrange matching sequence parts underneath each other. A certain level of similarity
is required to facilitate an appropriate mapping. A short example MSA is shown in
Figure 3.1.
Unfortunately, the computation of a perfect alignment is an NP-complete problem [158].
Since the sequence number in a typical data set is usually too high to compute the
exact MSA, heuristics are employed to ﬁnd an approximate solution. Many computer
programs, using a variety of algorithms, have been created to improve automated MSA
construction [86]. A common procedure is to use a substitution matrix to evaluate matched
amino acid combinations and a penalty to account for the insertion of gaps. Several
programs calculate a measure of similarity ﬁrst and start to combine pairwise alignments
beginning with the most similar sequences, e.g., ClustalW [95]. Some methods revise
the originally created alignment by iterating processing steps (MUSCLE [52]), while others
take the phylogeny of the sequences into account (PRANK [102]). Recently, approaches
that utilize hidden Markov models have emerged (Clustal Omega [135]).
Most programs oﬀer the possibility to adjust parameter settings such as the type of
substitution matrix or the gap penalty. To ﬁnd out what eﬀects these parameter settings
have on the MSA, we used a visual analytics approach, which is described in Section 3.2.
3.1.2 Mutual Information
A well-established approach to detect molecular coevolution is calculating the mutual
information (MI) of pairs of columns in a protein multiple sequence alignment [7,68,89]. It
is a non-parametric method, which means that—in contrast to parametric methods—the
only required input is the MSA; no further assumptions are necessary [39,165].
MI is an information-theoretical measure based on Shannon’s entropy. In 1948, Shannon
deﬁned the entropy H to measure the uncertainty of a random variable X. It is the
expectation value of the information content [131]. The information content I of a symbol
xi as a realization of variable X is deﬁned as
I(xi) = log2
(
1
p(xi)
)
= − log2
(
p(xi)
)
(3.1)
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with p(xi) being the probability of occurrence of symbol xi. The expectation value of
variable X with the possible realizations xi is the Shannon entropy:
H(X) =
∑
i
p(xi) I(xi) = −
∑
i
p(xi) log2
(
p(xi)
)
. (3.2)
It becomes maximal if all realizations occur with the same frequency, i.e., the probabilities
of occurrence are uniformly distributed.
The MI M quantiﬁes the amount of information a random variable X provides about
another variable Y [105].
M(X, Y ) =
∑
i,j
p(xi, yj) log2
(
p(xi, yj)
p(xi)p(yj)
)
(3.3)
with p(xi) and p(yj) being the marginal probabilities of occurrence of amino acid symbols
xi and yj in the MSA columns X and Y , respectively, and p(xi, yj) their joint probability.
In this sense the MI is the Kullback–Leibler divergence of the product of the marginal
distributions P (X) and P (Y ) from the joint distribution P (X, Y ) [91]. Since the joint
probability of two independent random variables is simply the product of their marginal
probabilities, this divergence—and thereby the MI—becomes zero if X and Y are
independent of each other.
MI can also be written as the diﬀerence of the sum of the one-point entropies and the
joint entropy:
M(X, Y ) = H(X) +H(Y )−H(X, Y ). (3.4)
To measure coevolution in a protein, the columns of an MSA are considered to be the
random variables. The 21 realizations are the 20 proteinogenic amino acid symbols in
addition to the gap character “-”. If the two residues evolve independently of each other,
their MI equals zero. High MI values indicate coevolution of X and Y .
The highest possible MI value depends on the one-point entropies of the two MSA
columns under investigation. The diversity of a combined pair of the columns X and Y
is at least as high as that of the more diverse column, therefore
H(X, Y ) ≥ max
(
H(X), H(Y )
)
. (3.5)
If this relationship is inserted into Equation 3.4, it follows that the maximally possible
value of MI is
M(X, Y ) ≤ min
(
H(X), H(Y )
)
. (3.6)
As mentioned above, the entropy becomes maximal if the occurrence probabilities of
all realizations are uniformly distributed. If this is the case for both X and Y and the
covariation between the two is absolute, the MI reaches its highest possible value. For a
uniform distribution the frequencies for all amino acids become 1/21. By inserting this
into a combination of Equation 3.2 and Equation 3.6 we get
M(X, Y ) ≤ −21×
1
21
× log2
1
21
≈ 4.39. (3.7)
Therefore, the MI of positions in a protein MSA lies within the range of [0, 4.39], but
strongly depends on the one-point entropies.
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X Y
1 - I
2 P V
3 P I
4 P -
5 P L
6 P I
=⇒
(a) MSA columns.
X Y
2 P V
3 P I
5 P L
6 P I
=⇒
(b) Gap-free subset.
H(X)
H(Y )
H(X, Y )
(c) MI computation.
Figure 3.2: Illustration of SUMI. A gap-free subset of the column pair is created.
Only rows which carry a non-gap character in both columns are chosen to form
the subset. H(X), H(Y ) and H(X,Y ) are computed for the subset and SUMI is
derived via Equation 3.4.
Handling Gaps
The most common strategy is to simply regard a gap as an additional symbol in the
alphabet. However, there has been much debate about the validity of this approach.
Some studies completely exclude MSA columns containing gaps from their analyses [63],
while others introduce a cutoﬀ value for the gap content and use only columns with
fewer gaps [30]. Unfortunately, procedures like this severely limit coevolutionary analysis.
Especially in MSAs of more distantly related sequences many columns contain gaps. It
is therefore desirable to ﬁnd an alternative method to treat gaps.
A promising approach is to sample a gap free subset for each column pairing and
compute the MI for this subset only [77,166]. For the computation of this subset mutual
information (SUMI), all rows that do not contain a gap in either column of the pair (X, Y )
under investigation are chosen. This sampling is shown in Figure 3.2. If the resulting
subset contains less than three symbol pairs, the SUMI for the respective column pair
is set to zero. SUMI is a compromise between the naive approach of treating gaps the
same as any another character and the radical solution of discarding the whole column
as soon as one gap is present.
Normalization
Usually, computed MI values are normalized prior to analyzing the results. In the
past years, several studies have attempted to account for small sample size, eliminate
correlations that are attributed to phylogenetic relationship of the analyzed sequences
and bias from overrepresentation of often-sequenced species [28, 50, 65]. In this thesis,
two normalization methods are applied. Z-scores of the MI values are calculated to check
statistical signiﬁcance. The minimal entropy normalization is used to account for limited
one-point entropies in MSA columns due to high levels of conservation.
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Z-score Statistical signiﬁcance of MI results can be veriﬁed via a null model: The
order of amino acid symbols in each MSA column is shuﬄed to break covariation with
other columns but maintain the frequencies of the symbols and thereby the marginal
probabilities [163,167]. For each shuﬄed alignment the MI of all column pairs is computed.
After repeating this process many times, the mean 〈M(X, Y )〉 and standard deviation
σ(M(X, Y )) of the MI over all these shuﬄed MSAs can be used to calculate a Z-score:
Z(X, Y ) =
M(X, Y )− 〈M(X, Y )〉
σ
(
M(X, Y )
) . (3.8)
Z is a statistical measure that gives the distance of a value from the mean of the
distribution in units of one standard deviation. If the MI value of an amino acid pair is
considerably higher than the mean value for this same pair derived from the shuﬄing
runs, it is considered statistically signiﬁcant. Based on other publications Z > 4 is chosen
as a cutoﬀ value [111].
Minimal Entropy Normalization Many positions in a protein are subject to selective
constraints that restrict the space of sequence variation. In these positions only a few
amino acid types are non-deleterious replacements. This limits the set of symbols that
can appear in the corresponding MSA columns and thereby reduces their entropy. As we
know from Equation 3.6, the MI can never become greater than the lesser of the two
one-point entropy values of the MSA columns under investigation. Therefore, even if two
positions coevolve strongly, their MI value may be reduced by non-maximal one-point
entropy of either one or both of the two positions. As a consequence, such an interaction
may go unnoticed when screening for the top coevolving positions in a protein of interest.
To better investigate MSA positions with medium to low entropy, the column pair-
speciﬁc upper bound of the MI can be used for normalization:
MminH(X, Y ) =
M(X, Y )
min
(
H(X), H(Y )
) . (3.9)
MminH(X, Y ) equals one if the coevolution between the two alignment columns becomes
maximal under the given entropy conditions. This approach has already been investigated
by Martin et al. [111] and Vinh et al. [153]. We call this normalization method the
minimal entropy normalization (minH).
Of course, for SUMI values the pairing-speciﬁc one-point entropies need to be used for
normalization with the minH method (see Figure 3.2).
3.2 Analyzing the Influence of Parameters on Multiple
Sequence Alignments
This section is based on the study “Visual exploration of parameter inﬂuence on phyloge-
netic trees” by Heß et al. [74].
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Parameter ClustalW2 MUSCLE
Clustering method nj, upgma nj, upgma
Weight matrix BLOSUM, Gonnet, PAM PAM
Distance measure 1 N/A kbit20-3, kmer20-3, kmer6-6
Distance measure 2 N/A pctidkimura, pctidlog
Endgaps yes, no N/A
Hydrophilic gaps yes, no N/A
Rooting method N/A midlongspan, minavgleafdist, pseudo
Proﬁle score N/A log-expectation, sum-of-pairs
Gap open penalty 1, 2, 5, 10, 25, 50, 100 1, 2, 5, 10, 25, 50, 100
Gap extension penalty 0.05, 0.5, 1, 5, 10 0.05, 0.5, 1, 5, 10
Gap distance penalty 1, 5, 10 N/A
Table 3.1: MSA parameter settings used in this study. Abbreviations: nj (neighbor
joining), upgma (unweighted pair group with arithmetic mean)
As mentioned above, MSAs can be constructed using several diﬀerent algorithms
and parameter settings. To ﬁnd out how these settings inﬂuence the composition of
the MSA, a large amount of parameter combinations needs to be examined. A visual
analytics approach helped to master the challenge of evaluating a large data set of MSAs.
The program written by Heß et al. allows for clustering and comparison of trees [74].
Therefore, phylogenetic trees were constructed based on the MSAs and analyzed. The
software builds a super-hierarchy by clustering similar trees and gives an overview of
their properties. The distributions of parameter settings within clusters is displayed and
can be used to ﬁnd parameters that are characteristic for the respective cluster. Thereby,
it is possible to distinguish between parameters that strongly inﬂuence the composition
of an MSA and those that only have minor impact. This knowledge will help to ﬁnd a
high quality MSA.
3.2.1 Methods
The data set of HCN channel protein sequences was prepared via a BLAST-search of the
query sequence of HCN1 Macaca fascicularis with the GenBank [21] identiﬁer 355749904
in the non-redundant (nr) database; an E-value cutoﬀ of 0.00001 was applied. To
further increase stringency only those sequences that were annotated with the words
“hyperpolarization” and “cyclic” were considered. A ﬁrst MSA was performed (ClustalW2,
default parameters [95]) to identify highly dissimilar as well as duplicated sequences and
consequently delete them from the ﬁnal data set, which thereafter contained 211 HCN
channel protein sequences.
Based on this data set, MSAs were constructed using two alignment programs:
ClustalW2 and MUSCLE [52]. Diﬀerent settings for various parameters were chosen;
they are listed in Table 3.1. By combining all of these settings, 2520 trees were obtained
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MUSCLE does not provide a choice of weight matrices, it is not possible to analyze this
feature in the MUSCLE setup.
The most characteristic parameter for the MUSCLE super-hierarchy turned out to be
“proﬁle score” (red in Figure 3.3b), i.e., the scoring function, which can be set to sum-of-
pairs or log-expectation. Sum-of-pairs uses a substitution matrix to compute the score
of all pairwise alignments, just as ClustalW2 does [51]. The log-expectation scoring
function deploys probabilities computed from VTML 240 [115].
It is very interesting to see that many parameters (e.g., all gap penalty parameters and
the distance measure in MUSCLE) seem to have hardly any impact on the MSA structure,
while others, such as the choice of clustering method and the scoring function, strongly
aﬀect the result.
Conclusion
This analysis helped to improve the construction of a high quality MSA for the HCN
channel data set. We can now reduce the search space by dismissing some of the alignment
parameters as irrelevant. But the results also show that there is no “optimal” parameter
set. Every MSA has to be thoroughly scrutinized. Therefore, we manually curated the
MSA we used in the following sections.
3.3 Coevolutionary Networks
Many structures in everyday life are networks: sets of objects that are connected by
some kind of relationship [14]. Therefore, it is a natural idea to use graph theoretical
approaches to analyze such processes. In the past years, network analysis has been
applied in various research areas of natural and social science including interactions of
molecules in biological cells [15], neural networks in the brain [136], seismic activity [1]
and social networks [33].
Coevolutionary relationships between amino acids in proteins can be expressed as
a network as well. However, only a few studies on this topic have been published so
far. In 2009, Fatakia et al. used an MI network approach to study coevolution in
G protein-coupled receptors [55]. Chakrabarti and Panchenko analyzed coevolution of
functional sites in a large data set of proteins [35]. Weil applied graph theoretical analysis
to identify binding sites of antibiotics in ribosomes [162].
Up to now, no detailed graph theoretical analysis of intramolecular coevolutionary
relationships in a protein has been published to the knowledge of the author. Here, such
an analysis is performed for the HCN channel as well as for four control proteins.
Graphs
A graph is made up of a set of objects (“vertices” or “nodes”), some of which are connected
by “edges” representing pairwise relations. These edges can point from one vertex to
the other (directed graph) or simply connect the vertices without sense of direction
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(undirected graph). Edges can also be given a weight representing some property of the
relationship (weighted graph).
In our study, the vertices of the graph are residues in a protein, the edges represent
their coevolutionary interactions. To this end, a measure of coevolution is required, e.g.,
the mutual information (MI) computed from the columns of an MSA. We construct
undirected, unweighted graphs by drawing edges between nodes if the MI value of the
two corresponding residues is larger than a certain threshold.
The MI graphs will then be subjected to detailed graph analysis and compared to
two null models. Several graph measures will be computed to analyze the structure and
properties of coevolutionary networks. In the following, these measures are described:
degree The degree of a vertex vi (i = 1, . . . , N) is the number of edges that are connected
to it [44].
shortest path A path is a route from one vertex vi to another vj along consecutive edges.
The shortest path between two vertices in an unweighted, undirected graph is the
one leading via the fewest edges [44]. Its length is measured by counting how many
edges one passes on the path from vi to vj.
betweenness The betweenness B of a vertex vi is the fraction of all shortest paths that
run through it:
B(vi) =
N−1∑
j=1
j 6=i
N∑
k=j+1
k 6=i
σi(vj, vk)
σ(vj, vk)
, (3.10)
where σ(vj, vk) is the total number of shortest paths from vertex j to vertex k and
σi(vj, vk) is the number of those paths that pass through vi [58].
closeness The farness of a vertex vi is the sum of the distances d to all other vertices vj.
Closeness C is the reciprocal of farness:
C(vi) =

N∑
j=1
d(vi, vj)

−1
. (3.11)
For unconnected vertices a distance of N is assumed, with N being the number of
vertices in the network [59].
clustering coefficient The local clustering coeﬃcient [160] is deﬁned as
Cloc(vi) =
Number of triangles linked to node i
Number of triples centered at node i
. (3.12)
A triple consists of three nodes which have at least two edges between them. If the
third edge is present as well, the triple is additionally considered a triangle (see
Figure 3.4). The global clustering coeﬃcient [25] is calculated as follows:
Cglo =
3× Total number of triangles
Total number of triples
. (3.13)
47
3 Intramolecular Coevolution of HCN Channels
v2
v1
v3
(a) Triangle: three vertices that are di-
rectly connected to each other via all
possible edges.
v2
v1
v3
(b) Triple centered at node v1: a triangle
missing the edge between node v2 and
v3.
Figure 3.4: Sketch to illustrate the deﬁnition of triangles and triples in a graph.
The number three in the numerator compensates the fact that each triangle is
counted as three triples.
connected component size A graph consists of one or more connected components, in
which it is possible to reach every vertex from any other vertex by walking along
edges. The connected component encompasses all vertices that can be reached.
The size of such a component is the number of vertices it contains [44].
3.3.1 Methods
Datasets
Our protein of interest is the HCN channel. To check whether our ﬁndings are unique
to this protein, four control proteins were selected. We ﬁrst chose three Pfam families
of ion channel domains. Pfam alignments are manually curated and therefore thought
to be of high quality. Similar behavior of our HCN alignment and the Pfam MSAs in
the analyses will serve as validation of MSA quality. Calmodulin, a soluble protein, was
appointed to be the fourth control to examine if coevolutionary graphs of membrane and
soluble proteins share the same properties.
1. Data collection of HCN channel sequences is described in Section 3.2.1. Alignment
was performed using MUSCLE with default parameters and eye-optimized.
2. The full domain alignment of the Pfam family PF07885 (bacterial two-transmem-
brane-helix channels) was downloaded from the Pfam database version 26.0 [125].
Since the focus was on potassium channels, only those sequences with UniProt [151]
annotations containing the term “potassium” were included in the ﬁnal data set.
To reduce errors we also removed sequences that introduced a gap in all other
sequences. Finally, all MSA columns with less than 200 non-gap characters were
deleted.
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3. The full domain alignment of the Pfam family PF01007 (inwardly rectifying
channels) was downloaded from the Pfam database. Processing of the alignment
was as described above for PF07885.
4. The full domain alignment of the Pfam family PF000520 (eukaryotic six-transmem-
brane-helix channels) was downloaded from the Pfam database. Processing of the
alignment was as described above for PF07885.
5. A BLAST search with human Calmodulin (GenBank ID 5542035) in the non-
redundant (nr) database was performed; a stringent E-value cutoﬀ of 10−50 was
applied to exclude related proteins such as centrins and troponin C. An MSA was
built using MUSCLE with default parameters. Duplicated entries were removed and
MSA columns with less than 200 non-gap characters were deleted.
Graphs
MI (Equation 3.3) of MSA columns was computed using the BioPhysConnectoR pack-
age [77] in R [126]. Z-scores were computed according to Equation 3.8 based on 10 000
shuﬄing runs. MI values of position pairs that had a Z-score greater than four were
considered statistically signiﬁcant [111]. Graphs were constructed from the MI results
by connecting those vertices (MSA positions) whose MI was in the top fraction of the
signiﬁcant MI values for the MSA in question. This top fraction was varied to create
graphs of diﬀerent density: 0.5%, 1%, 2%, 5% and 10%. The density of a graph is the
portion of possible edges that are realized; a fully connected graph has a density of 100%.
In addition to the MI graph for each MSA, two diﬀerent null models were created.
Null model I held the number of vertices and the degree of each vertex constant while
the edges were randomized. Null model II only kept the total number of vertices and
edges of the entire graph constant; vertex degrees were free to vary from the underlying
MI graph. This null model is a classical random graph, a type of Erdős-Rényi model [54].
We wanted to test whether this random graph behaves diﬀerently from an MI graph due
to the lack of an underlying coupling of the nodes. 1000 replications for each of the null
models were performed.
Graph measures were computed for all graphs using the igraph package [40] in R and
the distributions of the MI graphs and the null models were compared.
3.3.2 Results and Discussion
Small-World Networks
The analyzed graphs of all ﬁve protein MSAs showed similar properties. They are typical
small-world networks with low mean shortest path values and high global clustering
coeﬃcient [109,160]. Table 3.2 lists the mean shortest path and global clustering coeﬃcient
for all ﬁve proteins at a density of 1% in comparison with the average value of 1000
randomized networks of null model II.
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Mean shortest path Global clustering coeﬃcient
MI NMII MI NMII
HCN 2.09 4.00 0.470 0.010
PF00520 3.62 5.88 0.435 0.010
PF01007 3.49 4.83 0.404 0.010
PF07885 2.07 4.84 0.664 0.010
Calmodulin 2.33 7.65 0.524 0.009
Table 3.2: Mean shortest path and global clustering coeﬃcient of the ﬁve protein
MI networks at a density of 1%. The same measures as mean values over 1000
randomized networks of type II (NMII) are given for comparison. Data for the
proteins highlighted in gray are shown in the following analyses.
Comparison of MI Graphs with the Null Models
Several graph measures of the ﬁve protein graphs were analyzed. To visualize the results,
plots that show the graph measures for a protein network at ﬁve diﬀerent graph densities
were created. For each combination of parameters (graph measures, network densities
and proteins) histograms of the values were built and normalized so that the number
of counts equaled one. The decadic logarithm of these normalized counts was used for
the construction of a color scale to enable better discrimination at low counts. This
logarithmic color scale is illustrated in Figure 3.5. It is used in the following plots where
indicated.
The results for all ﬁve proteins are basically the same, the main diﬀerence being
the number of vertices and the level of conservation, which leads to small variations.
Therefore, in the following ﬁgures only HCN and two of the control proteins (CaM and
PF00520) are pictured, whereas the plots for PF01007 and PF07885, which are highly
similar to the others, are omitted.
0
0.25
0.5
0.75
1
Figure 3.5: Histogram color scale for
plots of graph measures. The values for
each measure in a graph were counted and
normalized so that the number of values
equaled one. The decadic logarithm of
these normalized counts was taken and the
results were translated to this color scale
ranging from blue (low counts) to red (high
counts), where one corresponds to the num-
ber of values in a bar. Counts of zero are
colored white.
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(b) Null model II
Figure 3.6: Degree distribution of PF00520. For deﬁnition of color scale, see
Figure 3.5.
Degree Figure 3.6 shows the degree distribution of the PF00520 graph (a) in comparison
to the null model of type II (b), where the number of edges and vertices was maintained
during randomization. The comparison to the degree distribution of null model I is
unnecessary because the degrees of each vertex were kept ﬁxed during edge randomization.
It is therefore the same as that of the MI graph.
As already mentioned above, coevolutionary networks feature the typical properties
of small-world networks. Here, we can see again the small-world character of the MI
graph with a few high degree hubs and many vertices with medium to low degree, while
the graph with random edge placement features mainly low degree vertices. Due to
conserved MSA columns with low entropy, there are a lot of vertices with degree zero (cf.
Table 3.3). Also, we can see that a density of 10% is set too high: vertices with a degree
of 110 appear, which means some vertices are connected to almost half of the overall 239
vertices in the graph.
Betweenness The betweenness is deﬁned as the fraction of shortest paths that run
through a vertex. Figure 3.7 reveals a decrease of betweenness with increasing density
for all proteins as well as null model I and II.
Most vertices in the MI graphs have very low betweenness and again a few hubs with
high betweenness can be found. From this we can recognize that the high degree nodes
are indeed those through which the shortest paths lead. Null model I shows a similar
pattern with a smoother distribution. This is most likely accounted for by the higher
number of values originating from the 1000 randomized graphs. Due to the division by
the total number of paths, the betweenness of the hubs drops as more and more paths
emerge at higher densities.
Null model II has higher maximum values at ﬁrst, which rapidly drop with increasing
density. Since hubs are missing in null model II, shortest paths are much longer (cf.
Figure 3.11), thereby leading through more vertices and increasing their betweenness.
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(b) PF00520 null model I
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(c) PF00520 null model II
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(d) CaM MI graph
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(e) CaM null model I
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(f) CaM null model II
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(g) HCN MI graph
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(h) HCN null model I
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(i) HCN null model II
Figure 3.7: Betweenness of PF00520, CaM and HCN. For deﬁnition of color scale,
see Figure 3.5.
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Therefore, at low densities there are only few paths between many vertices. With
increasing number of edges more possible routes between null model II vertices emerge,
which causes betweenness to decrease. At a density of 2% the betweenness of null model
II drops below that of null model I; for HCN this is already the case at 0.5%.
Closeness As closeness is the reciprocal of the sum of the distances of a vertex to all
other vertices, the distances of each vertex to all other vertices need to be measured for
its computation. By deﬁnition, the distance between unconnected vertices is considered
to be the total number of nodes in the network (Equation 3.11). This leads to the eﬀect
that vertices with a degree of zero strongly reduce the closeness of all other nodes in the
network. Since there are fewer zero-degree vertices in null model II, the closeness of all
nodes is much higher.
Note that the vertical scale for null model II in Figure 3.8 is two orders of magnitude
larger than that for the MI graph and null model I. It is not surprising to see that the
closeness becomes larger with increasing graph density. The remainder of low closeness
values at high densities of the MI graph and null model I is again due to conserved MSA
positions which create zero-degree nodes. Null model II has no such constraint, therefore
low closeness values completely disappear at densities of 5% and higher for PF00520 and
HCN or 10% for Calmodulin.
Local Clustering Coefficient The local clustering coeﬃcient measures the ratio of the
number of triangles connected to a vertex to the number of triples centered on it. It
is one of the few graph measures for which the behavior of null model I deviates from
that of the original MI network. Figure 3.9 shows that the clustering coeﬃcients for null
model I spread over the whole range with a tendency toward the lower boundary while
the MI graph features considerably fewer low values. This indicates that the neighbors
of a node in the MI graph have a higher probability to be connected with each other
than in a graph with random distribution of edges, albeit ﬁxed vertex degrees. This is
due to the MI graph being based on a measure of correlation: if a correlates with b and
b correlates with c, there is an indirect connection between a and c. Burger and van
Nimwegen showed this for coevolutionary relationships in MSAs [29]. Since these indirect
correlations are missing in null model I, there are more vertices with lower local clustering
coeﬃcients. In line with expectations, null model II (Figures 3.9c, 3.9f and 3.9i) shows
lower local clustering coeﬃcients than the MI graph and null model I because the edges
are distributed in a random manner across the graph.
Connected Components A connected component of a graph is a subgraph in which
all vertices can be reached from all other vertices in the connected component by walking
along edges. All reachable vertices belong to this same connected component.
Figure 3.10 illustrates the connected components of the MI graphs and the null models
sorted decreasingly by size. For null models the average connected component sizes
over 1000 random graphs are plotted. Vertices with a degree of zero are not taken into
account.
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(c) PF00520 null model II
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(f) CaM null model II
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(i) HCN null model II
Figure 3.8: Closeness of PF00520, CaM and HCN. For deﬁnition of color scale,
see Figure 3.5. Note the diﬀerences in scale for null model II.
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(b) PF00520 null model I
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(c) PF00520 null model II
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(d) CaM MI graph
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(e) CaM null model I
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(f) CaM null model II
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(g) HCN MI graph
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(h) HCN null model I
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(i) HCN null model II
Figure 3.9: Local clustering coeﬃcient of PF00520, CaM and HCN. For deﬁnition
of color scale, see Figure 3.5.
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The most distinct feature is that MI graphs often have a few small components in
addition to the main component, while this does not occur in null model I. Most of these
small components consist of only two or three vertices. They are pairs of residues that
coevolve with each other but lack coevolution with other partners [63].
Null model II contains many small connected components at low densities, which merge
into one large component as soon as the density is suﬃciently large. In this behavior it
diﬀers from null model I and the MI graph because it lacks the large number of vertices
with a degree of zero and the hubs that attract many edges. Therefore, the edges can
distribute over the whole graph, which leads to several subgraphs without connections to
each other.
Shortest Paths The shortest path between two vertices is the one leading along the
fewest possible edges.
In Figure 3.11, the distribution of all shortest paths in each graph is plotted. As
all lengths of shortest paths were suﬃciently small integer numbers, no re-binning was
performed to facilitate better resolution. The number of bins in Figure 3.11 therefore
corresponds to the longest shortest path measured and diﬀers from the number of bins
used in previous ﬁgures. We can see that the distribution hardly changes with increasing
density both for the MI graphs and null model I. This shows that the topology of the
network with a few highly frequented hubs is already present at low densities. Adding
more edges only connects more nodes (cf. Table 3.3) to the network but does not
signiﬁcantly change its architecture. Null model II requires higher densities to reduce
path lengths because there are fewer zero degree vertices. The short path lengths are a
typical property of small-world networks. In contrast, regular lattices display very large
shortest path lengths [160].
Differences Between the Proteins
The largest diﬀerence between the graphs of the ﬁve proteins can be attributed to their
size and thereby the size of the respective MSA. The number of MSA columns is the
number of vertices in the resulting graph. The number of possible edges depends on the
number of vertices, since the largest possible number of edges Etheomax in an undirected,
simple graph is reached if every node is connected to all others:
Etheomax = 12V (V − 1), (3.14)
with V being the number of vertices in the graph. The density of a graph is the fraction
of possible edges that are realized. Therefore, at a density of 1% the mean degrees of the
protein networks are as follows: HCN (5.08), PF00520 (2.38), PF01007 (3.35), PF07885
(1.21) and CaM (1.49).
These values explain a phenomenon which can best be detected when comparing the
plots of null model II, e.g., Figures 3.11c, 3.11f and 3.11i. The plotted distributions
for a large protein network at low density resemble distributions of smaller protein
graphs at higher densities. Therefore, when comparing graph measure distributions of
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(b) PF00520 null model I
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(c) PF00520 null model II
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(d) CaM MI graph
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(e) CaM null model I
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(f) CaM null model II
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(g) HCN MI graph
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(h) HCN null model I
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(i) HCN null model II
Figure 3.10: Connected components of PF00520, CaM and HCN. Size of the dots
represents size of the components.
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(b) PF00520 null model I
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(c) PF00520 null model II
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(d) CaM MI graph
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(e) CaM null model I
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(f) CaM null model II
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(g) HCN MI graph
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(h) HCN null model I
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Figure 3.11: Distribution of length of shortest paths for PF00520. Diﬀerences
in the number of bins arise from not re-binning the measured values for better
resolution. For deﬁnition of color scale, see Figure 3.5.
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Entropy 0.5% 1% 2% 5% 10%
HCN (509) 0.98 0.198 0.271 0.360 0.485 0.576
PF00520 (239) 2.49 0.310 0.385 0.527 0.682 0.812
PF01007 (336) 2.29 0.345 0.467 0.604 0.765 0.854
PF07885 (121) 2.36 0.264 0.355 0.496 0.686 0.785
Calmodulin (149) 1.05 0.181 0.235 0.356 0.530 0.671
Table 3.3: Mean entropy of MSA columns and the fraction of vertices with non-zero
degree in the ﬁve protein MI networks at all analyzed densities. The total number
of vertices, which is also the number of MSA columns, is given in parentheses
behind each protein name. The proteins highlighted in gray were shown in the
analyses of graph measures.
diﬀerent proteins, one should keep in mind that equivalence of the network systems
cannot necessarily be derived from equal density.
Apart from MSA size, i.e., the number of columns in the MSA, another diﬀerence
between the ﬁve protein families is the level of sequence conservation and entropy in
the MSAs. The conservation of an alignment position can be measured by computing
its Shannon entropy (see Equation 3.2). Completely conserved MSA columns feature
a Shannon entropy of zero. The highest possible diversity within an alignment column
is the occurrence of each of the 21 symbols (20 amino acids plus a gap character) with
the same frequency, resulting in a uniform distribution. In this case, the maximum of
the Shannon entropy would be reached, which is log2 21 = 4.39. Table 3.3 shows that
the MSAs of HCN and Calmodulin have lower mean MSA position entropy, i.e., the
sequences in the MSA are more strongly related and therefore less diverging than those
in the Pfam MSAs. This is due to the stringent selection of sequences we applied to the
HCN and CaM data sets.
Highly conserved residues are not able to coevolve because there can be no evolution
without variability. Hence, conserved sequence parts increase the number of zero degree
nodes in the MI graph. If the edges added to the graph when the density is increased
cannot distribute among all nodes, the degree of all non-zero degree nodes rapidly grows.
This restriction induces very high degrees in some nodes, while others maintain a degree
of zero as can be seen in Figure 3.6. The fraction of vertices with non-zero degree
is always lower for MSAs with more conserved sequences, which can be recognized in
Table 3.3.
Conclusion
Our analyses have shown that MI graphs have properties that are characteristic for
small-world networks. They diﬀer in all graph measures analyzed here from networks with
random edge distribution (null model II). Furthermore, they can even be distinguished
from randomized networks with maintained vertex degrees (null model I) by examining
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the local clustering coeﬃcients and the fact that they often show several small connected
components besides the main component.
These basic features were observed for all proteins examined in this study. Membrane
proteins—here represented by various families of ion channels—do not behave diﬀerently
from soluble proteins (in our case Calmodulin). This is in line with observations from
other groups, who could not ﬁnd any essential diﬀerences in the coevolutionary networks
of diﬀerent proteins.
However, while the MI graph approach reveals network properties in general, it fails
to provide detailed information about the speciﬁc protein. This can already be seen
in the study by Chakrabarti and Panchenko [35], who tested a coevolutionary network
approach. They analyzed whether active sites, ligand, metal or protein binding sites
exhibited network properties diﬀerent from those of non-functional sites. The most
potent graph measure for this purpose turned out to be the degree of a node, which is
simply the number of signiﬁcant coevolutionary interactions of a residue. Building a
coevolution-based graph is not necessary to obtain this information.
Fatakia et al. claimed to have used graph theory to detect coevolved sites in G protein-
coupled receptors. However, they merely analyzed degree distributions [55]. Weil tried
to identify binding sites of antibiotics in ribosomes by computing graph measures of
networks derived from coevolutionary relationships, but none of the measures tested in
the study was qualiﬁed to accomplish the desired task [162]. To the author’s knowledge,
no other studies about graph theoretical analysis of MI-based coevolutionary networks in
proteins have been published.
To gain more detailed information about intramolecular coevolution, the hubs in the
MI network and the coevolutionary bonds featuring the highest MI values need to be
analyzed. This task is addressed in Section 3.4. The protein of interest in the following
analyses is the HCN channel.
3.4 Coevolving Residues in HCN Channels
Most of the time, the search for coevolving position pairs is the quest for ﬁnding key
players in protein function [34]. If the change of an amino acid needs to be compensated
by coevolving partners, this amino acid is most likely important for the protein in
some way. Otherwise there would be no selective pressure and therefore no detectable
coevolution. Hence, coevolving residues are, besides conserved amino acids, the major
objects of interest. Therefore, in coevolutionary analysis, both residues that coevolve
with many others and single interactions between small groups or pairs of residues are
examined [42,63].
For the HCN channel, the protein of interest, several aspects will be checked for
coevolutionary relationships. Local links within and between subunits will be analyzed
as well as long-range interactions. We also search for hubs, i.e., residues that coevolve
with many others.
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3.4.1 Methods
Data Set
The HCN protein sequence data set was prepared as described in Section 3.3.1. To
facilitate interpretation of the results, the MSA was mapped to the sequence parts that
are present in the structure of the homology model described in Section 2.3.1. Analysis
was performed only for those MSA areas that have a counterpart in the model structure.
MI Computation
MI values were computed according to two approaches: the ﬁrst which regards the gap
character as another symbol in the alphabet as well as the second which computes MI
from a gap-free subset of each MSA column pairing (see Section 3.1.2). To distinguish
between the two methods, the former is called “ORMI” (original MI) while the latter is
denoted as “SUMI” (subset MI) throughout this section.
Two normalization methods were applied as described in Section 3.1.2. For Z-score
normalization MI values with a corresponding Z > 4 were considered statistically signi-
ﬁcant. Values with Z ≤ 4 were set to zero before result evaluation. The second method
was minH normalization, for which values were treated according to Equation 3.9. Both
normalization methods were applied to both ORMI and SUMI.
MI was computed with the BioPhysConnectoR package in R. Matrix plots were created
using gnuplot [169].
3.4.2 Results and Discussion
Domain Patterns Detected in ORMI Values
The ORMI of the prepared HCN channel alignment was computed to identify coevolving
pairs of residues and thereby to shed light on the importance of individual residues and
areas in the protein. To this end, we screened for high ORMI values, as these reveal
variable positions coupled to each other by coevolutionary constraints. As explained in
Section 3.1.2 the maximally possible MI value depends on the one-point entropies of the
MSA columns. To detect pairs of residues that coevolve but whose MI value is limited
by low one-point entropy, the minH normalization can be used.
Figure 3.12 shows the ORMI matrix with Z-score cutoﬀ (a) and minH normalization (b).
Characteristic stripes of low MI values are visible especially in the Z-score cutoﬀ matrix (a).
They originate from residues with very low one-point entropy, that show low MI with
all other residues due to the dependency of the maximally possible MI value on the
one-point entropies. However, another, much more intriguing pattern emerges in both
illustrations: areas of high coevolutionary signals appear along the diagonal suggesting
the existence of domains in the protein that exhibit coevolution within themselves but
little or no exchange between each other. The fact that the pattern is more distinct
in the minH normalized matrix (Figure 3.12b) indicates that this phenomenon mostly
aﬀects low entropy (i.e., conserved) MSA columns.
61
3 Intramolecular Coevolution of HCN Channels
(a) ORMI with Z-score cutoﬀ. All ORMI
values with a corresponding Z ≤ 4 were set
to zero (see Equation 3.8).
(b) minH normalization. ORMI values are
normalized to the minimum of the respective
one-point entropies (see Equation 3.9).
Figure 3.12: ORMI matrix of HCN channel alignment. Fields in the image are
colored according to the ORMI value of the respective matrix element. The diagonal
containing the one-point entropies is set to zero.
This very unusual pattern formation is visualized in the HCN structure in Figure 3.13.
All residues pairs featuring a minH normalized ORMI value of one, which is the maximally
possible value for this normalization method, are connected by links in the structure of
the homology model; the construction of this model is described in Section 2.3.1. Clearly,
connections are only present within the areas that appeared in the matrix plots, while
inter-domain links are completely absent. The links divide the protein into ﬁve regions:
the S1–S4 helix bundle, the S5 helix, the S6 helix together with pore helix and ﬁlter loop,
the C-linker and ﬁnally the cyclic nucleotide-binding domain (CNBD); for location of
structural elements within the HCN protein see Figures 2.1b and 2.4d.
Normally, both long- and short-range coevolutionary interactions are possible, there
is no limitation to certain areas within the protein. To ﬁnd the root of this highly
atypical property, the original MSA was reinspected. Here, we discovered that several
rows contained only partial sequences whose locations in the MSA coincided with domain
boundaries. Generally, missing parts in a small number of sequences do not cause any
problems—they are outweighed by the remaining data. But in a small data set with
rather conserved MSA columns, as is the case with our HCN alignment, they induce
coevolutionary signals: Within an aﬀected sequence region, a gap in column X always
occurs if there is also a gap in column Y . In conserved columns these gaps are (almost)
the only variation, therefore the impact on the MI value is greatest in low entropy columns.
This is the reason why the resulting signal is more distinct in the minH normalized data
set, where coevolution of alignment columns with low entropy is revealed.
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Figure 3.13: One subunit of
the HCN tetramer shown in
white with red links represent-
ing coevolutionary interactions
with a minH normalized ORMI
value of one.
The incomplete sequences were examined. Some of them were annotated as “partial”,
while others were simply missing either the N- or C-terminal part without being speciﬁed
as incomplete. We therefore assume that these missing sequence parts arise from in-
accuracies in the sequencing or documentation process rather than genuine deletion
mutations in the corresponding protein-coding gene. Thus, the coevolutionary signals
they induce are considered false positives. A way to clear the MI signal from these
perturbations was looked for and found in the computation method of SUMI.
SUMI Eliminates False Positives
To avoid further reduction of the data set by removing all partial sequences, we decided
to employ SUMI. As described in Section 3.1.2, this approach extracts a gap-free subset
of sequences for each column pairing, which contains only rows that carry non-gap
characters in both of the columns under investigation. The MI is then computed only for
this subset. This procedure allows for examination of coevolutionary relationships in the
HCN channel without the falsely positive signal that was introduced by stretches of gaps
in the alignment.
SUMI data are shown in Figure 3.14. As expected, the pattern of residues coevolving
only within domains, which we saw in Figure 3.12, has disappeared in both data sets,
the Z-score cutoﬀ (a) as well as the minH normalization (b). The following analyses are
performed with these SUMI data sets.
Figure 3.15 shows the top 20 interactions with the highest SUMI values normalized by
Z-score cutoﬀ. There are some long-range interactions from the S1–S4 helix bundle to
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(a) SUMI with Z-score cutoﬀ. All SUMI
values with a corresponding Z ≤ 4 were set
to zero (see Equation 3.8).
(b) minH normalization. SUMI values are
normalized to the minimum of the respective
one-point entropies (see Equation 3.9).
Figure 3.14: SUMI matrix of HCN channel alignment. Fields in the image are
colored according to the SUMI value of the respective matrix element. The diagonal
containing the one-point entropies is set to zero.
the CNBD and several short-range links within the S1–S4 helix bundle (for location of
secondary structural elements refer to Figures 2.1 and 2.4). None of these top coevolving
pairs include residues of the inner part of the channel (S5, S6, pore helix) or the C-linker.
Furthermore, many of the links are concentrated at residues not only connected to one
but several others. This fact is also illustrated in Figure 3.16. Here, an HCN subunit is
colored by the one-point entropy of its residues with low values highlighted in blue and
high values in red. Additionally, beads were drawn into the structure indicating hubs in
the network of coevolutionary relationships: residues which participated in at least ﬁve
of the top 100 coevolutionary interactions determined by the highest SUMI values with a
Z-score cutoﬀ of Z > 4. Expressed in graph theoretical terms, these are the high degree
nodes of the MI graph.
We can see that all hubs are colored in shades of red indicating high entropy values.
This is due to the MI depending on the MSA column entropy. Residue pairs can never
reach MI values higher than the minimum of their one-point entropies. This leaves low
entropy positions in the range of lower MI values even if they coevolve as strongly as
possible within their constraints, i.e., they cannot be detected by analyzing the top hits of
Z-score cutoﬀ normalized SUMI. Thus, while the Z-score cutoﬀ is a well-suited method
to detect coevolution between hubs and other high entropy positions, it does not allow
for identiﬁcation of coevolving low entropy sites. This issue is addressed in the next part
of this section.
In Figure 3.16 it also becomes apparent that what seems to be one large hub at the top
of Figure 3.15 is actually two hubs situated in the S3 helix and the adjacent extracellular
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Figure 3.15: Subunit of the HCN
tetramer shown in white. The 20 inter-
actions with the highest SUMI values
(after Z-score cutoﬀ) are drawn as red
links.
Figure 3.16: Subunit of the HCN
tetramer with residues colored by
their one-point entropy ranging
from low (blue) to high values (red).
Beads represent hub residues, that
participate in at least ﬁve of the
top 100 interactions. They are also
colored according to their one-point
entropy.
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Figure 3.17: Interface between
two subunits of the HCN chan-
nel tetramer. One subunit is col-
ored in white with the residues
constituting the interface high-
lighted in green. For guid-
ance, the white subunit’s orien-
tation is the same as that in
Figure 3.15. The neighboring
subunit is colored in gray with
red interface residues. Since the
tetramer is symmetric and all
subunits are identical, only one
of the four interfaces is depicted.
The remaining two subunits are
omitted for clarity.
loop: 108 and 110 (for reference of residue numbers see Appendix A). The three hubs
located in the CNBD were also already among the top 20 interactions (335, 394 and
455). A residue in the pore helix (214) which was not involved in the top 20 SUMI
links is now revealed as a hub taking part in six out of the top 100 interactions. Its
coevolutionary connections link it to four other hubs (79, 82, 110, 455) as well as two
neighboring residues in the extracellular loop adjacent to the pore helix (209, 210).
A hot spot of coevolution is found in the intracellular loop between S2 and S3, which
again is owed to several high entropy values here. However, high entropy is a necessary
but not suﬃcient condition for the existence of a hub. As we can see in the loop region
between S5 and the pore helix, there are three residues colored in a brighter shade of red
than several of the hubs indicating higher entropy. Nevertheless, none of these positions
can be found in the set of hubs.
Since the HCN channel is a homotetramer, it is not possible to distinguish whether
coevolutionary signals arise from intra- or inter-subunit interactions. Figure 3.17 shows
the interface between two individual subunits. All amino acids of which at least one
atom is within a distance of 7Å from an atom of the adjacent subunit are considered
interfacial residues. These residues are colored green in the white subunit and red in the
gray subunit. As the tetramer is symmetric and the subunits are identical, only one out
of four interfaces is shown. Especially in the transmembrane domain, where the helices
are intertwined, a lot of residues are in contact. Note that both subunits also have an
interaction partner next to them on their other side, so the area that is in contact with
either the subunit to the right or to the left comprises 268 out of 465 residues in one
subunit in total.
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In the transmembrane region this interface spans across the complete inner channel
(S5, S6, pore helix and ﬁlter region), a large part of S4 and the end of S1 that points
toward the extracellular space leaving only S2 and S3 without inter-subunit contact. The
interaction of the monomers in the C-terminal domain is mainly formed by the C-linker:
the “elbow-on-the-shoulder” motif described in Section 2.1.1 consist of the A′ and B′
helix (“elbow”) resting on the C′ and D′ helix (“shoulder”). Almost all residues of these
four helices are part of the interface. Only few residues in the CNBD are within reach of
neighboring subunits: isolated amino acids of the A and B helix as well as parts of the
β roll on the opposite side.
None of the top 20 coevolutionary links drawn in Figure 3.15 seems to originate from
direct inter-subunit interaction since all links are either connecting nearby residues or
they run along the (in this illustration) vertical axis of the subunit. As mentioned above,
SUMI with a Z-score cutoﬀ can only ﬁnd coevolutionary links between residues with a
fairly high entropy. If we want to identify coevolving pairs in lower entropy regions—
which is particularly interesting in the case of MSAs with closely related sequences like
ours—we need to use other normalization methods.
Detecting Coevolution in Low Entropy Positions
The minH normalization relates the MI to the minimum of the one-point entropies of
the column pair under consideration and thereby the maximally possible MI value of
the respective pairing (see Equation 3.9). The normalized MI values range from 0 to 1,
which facilitates the extraction of coevolutionary signals from low entropy MSA columns,
that would otherwise be overlooked.
As can already be seen in Figure 3.14b, many position pairs show high SUMI if minH
normalization is applied. In fact, there are so many position pairs (1691) with a minH
normalized SUMI value of 1 that it is not feasible to visualize all of them as links in
the protein structure. 365 residues out of 465 in the protein in total participate in these
coevolutionary relationships with maximal values of minH normalized SUMI. When
inspecting the MSA, we found that many of these maximal values are due to only one or
two amino acid changes in highly conserved columns. In general, this is not an issue, quite
the contrary: these are the low entropy positions we wanted to analyze. Nevertheless, we
face a problem here: similar to the ORMI being biased by stretches of gaps in only a few
rows of conserved columns, SUMI is strongly inﬂuenced by stretches of random amino
acids that are caused by low quality sequences in the alignment. This is most likely to
be the case here. Some of the sequences in our data set perfectly match the rest of the
MSA in most parts, but exhibit regions of several consecutive positions that mismatch
most severely.
This eﬀect is strongest in small data sets because here errors in only a couple of
sequences make up a larger percentage of the alignment. Since a certain minimum level
of variation is necessary for the existence of any coevolution, we decided to circumvent
this problem by applying an entropy ﬁlter to the minH normalized SUMI values. Only
positions with a one-point entropy of 0.3 or greater were considered in the following
analysis.
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Figure 3.18: Subunit of
the HCN tetramer with
links of minH normalized
SUMI ﬁltered by the one-
point entropy of the cor-
responding MSA columns.
Intra-subunit interactions
are shown in red, inter-
subunit interactions in yel-
low. For guidance, the sub-
units are oriented in the
same way as in Figure 3.17.
Only 18 interactions remain after application of the entropy ﬁlter. Figure 3.18 shows
all of them as links in the structure of the HCN channel. Since all four subunits of
a homotetramer are identical copies, it is not possible to distinguish between intra-
and inter-subunit coevolutionary relationships because the protein is produced by the
expression of only one gene. This leads to mixing of the coevolutionary constraints that
originate within and between subunits. To draw the links in Figure 3.18, we therefore
decided to always connect the closest representatives of each pair. All pairs which had the
smaller distance within a subunit are connected by a red link, all those whose distance
was smaller when connecting the corresponding amino acids in neighboring subunits are
highlighted in yellow.
There are still some long-range interactions along the vertical axis. Additionally, we
can see that new links appear, especially between the adjacent subunits. An interesting
observation is that two of the hubs at the extracellular end of S3 (108 and 110) that were
identiﬁed with the Z-score cutoﬀ normalized SUMI are not present any more Figures 3.15
and 3.16. This means that although these particular positions have a high entropy
and coevolutionary relationships with many other residues, they do not show maximal
coevolution with any of them. For the hub position in S2 (38) the opposite is true: This
residue located at the transition between S2 and the extracellular loop was detected by
both the Z-score cutoﬀ and the minH method (compare Figures 3.15 and 3.18).
While most short-range coevolutionary relationships simply originate from spatial
proximity, the reasons for long-range interactions are more diverse. Ion channels undergo
large domain movements during gating. The CNBD of the HCN channel binds cAMP
68
3.4 Coevolving Residues in HCN Channels
which inﬂuences the gating threshold of the transmembrane domain. To this end, an
allosteric conformational change is necessary. In fact, we could identify this motion to
be a quaternary twist of the transmembrane and the C-terminal domains against each
other, see Section 2.3.3. Residues that are located far away from each other but are
under shared functional constraints have been described by others [16] and are known
to be part of allosteric reactions [34]. Thus, the long-range coevolutionary relationship
between the transmembrane domain and the CNBD observed in Figures 3.15 and 3.18
could arise from the allosteric function required for modulation of channel gating. Large
parts of the protein participate in this process, which imposes a shared selective pressure
to maintain the gating motion.
Conclusion
Pairwise intramolecular coevolution of the HCN channel was analyzed in detail. We were
able to eliminate false positive signals resulting from consecutive gap regions by using
SUMI, which computes the MI of a gap-free subset for each MSA column pairing.
SUMI is a promising approach to remove bias from gaps in MSAs with partial sequences.
However, ignoring gaps in the analysis of coevolution is not always correct. It is possible
that the deletion of a position is a way of compensating mutations in other residues and
thereby a kind of coevolution. These cases are neglected when using SUMI. An accurate
solution of the gap question remains to be found.
Two normalization methods allow for detection of diﬀerent types of coevolving residues.
The Z-score cutoﬀ helps to ﬁnd statistically signiﬁcant MI signals in high entropy
positions and can be used to identify hubs that exhibit coevolutionary relationships with
many proteins. The minH method, on the other hand, can trace coevolution in MSA
columns with low one-point entropy. However, the minH method has a major drawback:
it is prone to sequencing and alignment errors that introduce the only deviation in
an otherwise conserved MSA column. This eﬀect can be compensated by applying an
entropy ﬁlter to the minH normalized MI values prior to interpretation of the results.
Since both normalization methods detect a diﬀerent type of coevolving pairs, the choice
depends on the problem one wants to tackle. For a thorough analysis, we suggest to
apply both approaches and combine the results. Nevertheless, it is always important to
carefully validate the results and the quality of the underlying MSA data.
We were able to identify several long-range, coevolutionary interactions between the
transmembrane region and the C-terminal domain. Additionally, links between the
transmembrane helices of neighboring subunits were detected. These coevolutionary
relationships most likely stabilize the allosteric reaction of the channel upon cAMP binding,
which is a collective domain movement: a quaternary twist of the transmembrane region
against the CNBD.
Due to the high collectivity of this twist, the relationships between pairs of residues
analyzed here might not suﬃce to reveal all coevolutionary correlations. Section 3.5
addresses the question whether interactions between groups of residues can be detected
better by higher-dimensional MI analysis.
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3.5 MI of Three-Cliques in HCN Channels
This section is based on our publications “Information-theoretic analysis of molecular
(co) evolution using graphics processing units” [155] and “Using graphics processing units
to investigate molecular coevolution” [154] both by Wächter et al.
Coevolutionary relationships are not necessarily always pairwise. As the existence of
coevolving groups suggests, there are interactions that require the coordination of several
residues [63]. As early as 1993, Korber et al. found networks of residues that share high
MI and suggested these originate from higher-order interactions [89]. The question is,
whether these networks can be fully described by pairwise relationships between their
members or whether we need a higher-order MI to reveal them. While Morcos et al.
claim that MI is composable and that group interactions manifest themselves in the
pairwise signal [114], this hypothesis has not been proven so far.
To answer the question we computed three-dimensional MI for MSAs of protein sequence
data sets. Our study is the ﬁrst analysis of higher-order relationships in intramolecular
coevolution. In 2009, Weigt et al. mentioned that their method to detect coevolution could
be extended to examine correlations of three or more positions, but estimated that the
amount of sequence data was not suﬃcient for computing these correlations reliably [161].
We resolve this problem by using Z-scores to determine statistical signiﬁcance. As for the
two-point MI, many shuﬄing runs for each combination of MSA columns are necessary
to compute Z-scores. While this is still feasible by conventional means when considering
all combinations of pairs, it becomes a task with high computational costs when MI for
all possible triplets needs to be calculated. Therefore, we employed graphics processing
units (GPUs), which contain thousands of cores, to tackle this problem [119].
Computation of MI is well-suited for parallelization because each column pairing can be
treated independently of the others. In addition, the shuﬄing runs for the computation
of Z-scores can be parallelized. Exploiting the large number of cores on a GPU allows
for massive parallelization and thereby facilitates the computation of three-dimensional
MI. The program CoMIC (Coevolution via MI on CUDA) used in this study is described
in detail in the aforementioned publications.
In our publications mentioned above, three-dimensional MI analysis was performed for
Calmodulin, a calcium-binding messenger protein, and variable surface glycoprotein of
Trypanosoma brucei, the human pathogen that causes sleeping sickness. In this thesis,
the HCN channel will be analyzed.
Three-Dimensional Mutual Information
Similar to the two-dimensional MI (Equation 3.4) its three-dimensional counterpart can
be computed as
M(X, Y, Z) = H(X) +H(Y ) +H(Z)−H(X, Y, Z). (3.15)
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Again, just as for the two-dimensional MI, the highest possible three-dimensional MI
value depends on the one-point entropies of the three MSA columns under investigation.
Analogous to Equation 3.5 the lower bound of H(X, Y, Z) is
H(X, Y, Z) ≥ max
(
H(X), H(Y ), H(Z)
)
. (3.16)
From this it follows that the three-dimensional MI can never be greater than the sum of
the two smallest elements of the set A = {H(X), H(Y ), H(Z)}.
M(X, Y, Z) ≤ min(A) + min
(
A \min(A)). (3.17)
Therefore, in contrast to two-dimensional MI, the theoretical maximum of three-dimen-
sional MI is 8.78 when considering an MSA with an amino acid alphabet comprising 21
characters (cf. Equation 3.7).
There is another important diﬀerence between M(X, Y ) and M(X, Y, Z): Two-dimen-
sional MI computation yields a matrix (or two-dimensional array) that carries the
one-point entropies of the respective MSA columns on its diagonal (cf. Equation 3.6).
For the diagonal values of the three-dimensional MI array M(X,X,X) we derive the
following when inserting into Equation 3.15:
M(X,X,X) = H(X) +H(X) +H(X)−H(X,X,X)︸ ︷︷ ︸
=H(X)
(3.18)
= 2H(X). (3.19)
Z-scores for three-dimensional MI are calculated in the same way as for the two-
dimensional case. As mentioned above, here, the shuﬄing null model is computationally
more expensive because all combinations of triplets need to be shuﬄed. From the resulting
mean and standard deviation Z-scores are computed according to Equation 3.8.
To facilitate comparability of two- and three-dimensional MI despite diﬀerent scales, we
compute percentiles c(X, Y ) and c(X, Y, Z) of MI. c(X, Y ) is the fraction of shuﬄed MI
values M˜(X, Y ) that is smaller than the MI for the original, non-shuﬄed MSA columns
M(X, Y ). c(X, Y, Z) is deﬁned accordingly.
3.5.1 Methods
Plots were created using R; protein images were rendered in VMD [78].
Data Set
The sequence data set and the MSA of the HCN channel were prepared as described
in Section 3.3.1. To enable comparability of the results to those from Section 3.4 and
facilitate interpretation, the MSA was mapped to the sequence parts that are present in
the structure of the homology model described in Section 2.3.1. Analysis was performed
only for those MSA areas that have a counterpart in the model structure.
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MI Computation
Three- and two-dimensional MI of the MSA were computed along with their corresponding
Z-scores. 10 000 shuﬄing runs were performed for computation of Z-scores and percentiles
c. MI values with a corresponding Z > 4 were considered statistically signiﬁcant. Values
with Z ≤ 4 were set to zero before result evaluation. As mentioned above, computation
of MI, Z-scores and percentiles was performed with the program CoMIC on GPUs. The
algorithm is described in detail in our publications [154,155].
3.5.2 Results and Discussion
Our aim was to ﬁnd out whether all coevolutionary interactions can be described by
pairwise relationships detected through two-dimensional MI analysis or whether three-
dimensional MI is necessary to reveal correlations of higher order. To this end, we
needed to compare the obtained MI data. Since computation of three-dimensional MI
yields three-dimensional arrays, a simple plot of the entire data (as in Figure 3.14 for
two-dimensional MI) is not possible.
In Figure 3.19 three-dimensional MI of residue triplets is compared to the maximum
of the three pairwise MI values of the same triplet or three-clique. Values that featured a
Z ≤ 4 were set to zero; they cause the stretches of data points parallel to the axes. A
series of data runs along the diagonal of the plot. It reﬂects the relation of the diagonal
entries of the MI arrays M(X,X) and M(X,X,X): the diagonal of the two-dimensional
MI array holds the one-point entropies H(X), while the three-dimensional MI array
diagonal elements contain 2×H(X) (see Equation 3.19). We can use this line with a
slope of 0.5 as a reference for the relationship between the two MI types. For the diagonal
entries of the MI arrays, the third dimension cannot provide any additional information
about the MSA column. All information about column X is already given by the column
itself, it is irrelevant whether we observe a third, identical column X. Therefore, the line
represents the case in which three-dimensional MI yields the same amount of information
as the two-dimensional MI.
As we can see in Figure 3.19, there are three-cliques of residues on both sides of
this boundary. The data in the lower right triangle are three-cliques that show greater
three-dimensional MI values than can be explained by the two-dimensional MI between
all pairs of the three MSA columns. Thus, higher-order correlations cannot be completely
revealed by examining pairwise, two-dimensional MI.
To facilitate better comparability of two- and three-dimensional MI, we use MI per-
centiles. c(X, Y ) or c(X, Y, Z) is deﬁned as the fraction of shuﬄed MI values from
the null model that is smaller than the MI for the original column pairing (X, Y ) or
(X, Y, Z), respectively. Therefore, naturally, MI percentiles lie within a range of [0, 1].
Figure 3.20 shows the maximum of the pairwise percentiles in three-cliques plotted
against their corresponding three-dimensional MI percentile. Based on this picture, we
classify three-cliques into two groups: One group contains all triplets with c(X, Y, Z)
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Figure 3.19: Maximum of two-dimensional MI values of a three-clique plotted
against the respective three-dimensional MI. All MI values with a corresponding
Z ≤ 4 were set to zero before plotting, which causes the stretches of zeros parallel
to the axes.
greater than the maximum of their two-dimensional MI percentiles. From this group, we
deﬁne the set C:
C = {(X, Y, Z)|max(c(X, Y ), c(X,Z), c(Y, Z)) ≤ c(X, Y, Z)}. (3.20)
The second group comprises all three-cliques for which the opposite is true.
Three-cliques that belong to the set C show more three-dimensional MI than can
be explained from the pairwise relationships. This signal originates from higher-order
correlations and suggests that coordination of functional units is supported by coevolution
which cannot be detected by two-dimensional MI. This ﬁnding contradicts the assumption
that MI is composable as Morcos et al. hypothesized [114].
To further analyze these three-cliques with higher-order coevolution, Figure 3.21 was
created. Each residue in the protein structure is colored by the frequency with which
it contributes to the three-cliques of set C. In addition, the ten residues with the
highest frequency are marked as beads in the 3D structure. Here, we can see that
higher-order correlations are much more abundant in the C-terminal domain than in the
transmembrane region.
At ﬁrst, this seems rather surprising since we know that strong coevolutionary signals
are present in all regions of the protein (cf. Figures 3.15 and 3.18). However, we have
to keep in mind that for Figure 3.21 only instances with two-dimensional MI percentile
values less than the three-dimensional MI percentile were counted. Therefore, blue color
of a residue does not necessarily imply low three-dimensional MI. It just shows that the
MI of the residue’s three-clique interactions is not greater than that of the corresponding
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Figure 3.20: Maximum of percentile-normalized two-dimensional MI of a three-
clique plotted against the respective percentile-normalized three-dimensional MI.
Data below the diagonal line belong to set C (see Equation 3.20).
pairwise interactions. We chose this way of illustration because we want to focus on
coevolutionary relationships which cannot be detected by two-dimensional MI.
The residues depicted as beads in Figure 3.21 are also listed in Table 3.4 (see Appendix A
for numbering of residues). We can see a hot spot of three-clique coevolution in the
area of the turn between the A′ and B′ helices in the C-linker (residues 284, 285, 290,
298). Eﬀectively, residue 312 belongs to this area as well since the HCN channel is a
homotetramer. As described in Section 2.1.1, the turn between the A′ and B′ helices rests
on the C′ helix. Thereby, residue 312 of one subunit is in contact with the neighboring
subunit’s A′–B′ helix turn mentioned above. Besides being part of the inter-subunit
interface, the C-linker plays an important role in the allosteric reaction upon cAMP
binding. It is the connection of the C-terminal domain, which contains the cAMP binding
pocket, to the transmembrane region, where voltage sensing, channel gating and ion
conduction occur. Many residues participate in this connecting function. This requires
higher-order interactions and thereby imposes a common selective pressure, which causes
group coevolution. The three-dimensional MI signal for the involved residues is therefore
greater than pairwise, two-dimensional MI.
Two of the residues that contribute the most to three-clique coevolution are located in
the D′ helix, another can be found in the B helix. All of these three residues interact
with neighboring subunits. Thus, eight out of the top ten three-clique coevolving residues
can be assigned to the inter-subunit interface region. The remaining two lie in the turn
between β7 and β8 and in the P helix, which constitutes part of the cAMP binding
pocket.
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(a) Transmembrane domain. (b) C-terminal domain.
Figure 3.21: HCN4 channel domains colored by the frequency with which they
contribute to the set C of three-cliques (blue: low values; red: high values). Addi-
tionally, the ten residues with the highest values are shown as spheres; all of them
are located in the C-terminal domain. For better visibility, the two domains are
shown separately.
Residue number Residue type Location
284 M A′ (C-linker)
285 E A′ (C-linker)
290 R Turn between A′ and B′ (C-linker)
298 I B′ (C-linker)
312 L C′ (C-linker)
325 E D′ (C-linker)
326 D D′ (C-linker)
407 T P (CNBD)
424 Y Turn between β7 and β8 (CNBD)
439 V B (CNBD)
Table 3.4: Residues appearing most frequently in three-cliques belonging to set
C (for deﬁnition see Equation 3.20). These amino acids are marked by spheres in
Figure 3.21.
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There is an interesting contrast between the pairwise coevolutionary relationships
identiﬁed in Section 3.4 and the three-clique coevolution found here: The dominant
pairwise interactions were found between the transmembrane and the C-terminal domain.
Although some short-range links were detected, long-range interactions prevailed (see
Figure 3.18). Furthermore, important hub residues, which share high coevolution with
many other positions, were present in both domains. Strong coevolution of three-cliques,
on the other hand, is restricted to the C-terminal domain and can be found mainly at
the interface between subunits of the homotetramer.
While conduction of the allosteric change from the CNBD to the transmembrane
region certainly also requires group interaction, we were able to detect the resulting
coevolutionary network by simply analyzing two-dimensional MI. This is probably due
to strong pairwise coupling being present in addition to higher-order communication.
In contrast to this, coevolution at the interface between subunits was not detectable
with two-dimensional MI. Only three-dimensional MI could reveal these inter-subunit
coevolutionary relationships.
This observation matches our ﬁndings regarding Trypanosoma brucei’s variable surface
glycoprotein (VSG) [154]—a homodimer. Its two- and three-dimensional MI were
computed; the analysis was performed in a similar fashion as for HCN in this study.
We found signiﬁcant three-clique coevolution for VSG at the interface between the two
monomers. Just like the HCN channel, VSG is only functional in its oligomeric state.
Therefore, maintaining the interactions that link the subunits is of vital importance. The
fact that these interactions can be detected better by three-dimensional MI suggests a
binding mechanism that is more sophisticated than simple pairwise matching.
Conclusion
We studied coevolutionary relationships of three-cliques of residues in the HCN channel.
In this thesis, as well as in the underlying studies on Calmodulin and VSG [154,155], we
could answer the question that was asked at the beginning of this section: is it possible
to fully describe group coevolution with pairwise relationships between their members or
do we need a higher-order MI to reveal them?
The answer is that, indeed, some events of group correlation cannot be detected by
analyzing pairwise MI. To identify these functional groups, correlations of higher order
have to be examined. Here, we found a coevolutionary interaction network located at the
interface between neighboring subunits in the homotetrameric HCN channel applying
three-dimensional MI analysis. This is in agreement with a ﬁnding from our previous
study regarding VSG: the binding of the subunits of an oligomer to each other seems to be
a collective eﬀort of the interface residues, which is maintained by group coevolution—and
thus detectable by higher-order MI analysis.
Our studies show the need for higher-order correlation measures, such as three-
dimensional MI, to identify coevolution within functional groups. However, similar
to the question whether three-dimensional MI helps to reveal new insight, one might
even go one step further: what would happen if we analyzed coevolution of four-cliques,
ﬁve-cliques and beyond? At the moment, limited computational power prohibits such
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experiments, but an increasing degree of parallelism might pave the way for interesting
new analyses in the future [6].
3.6 Conclusion
Intramolecular coevolution is a mechanism that compensates detrimental mutations in a
protein. Analyzing correlations between positions in a multiple sequence alignment can
detect these coevolutionary relationships and thereby reveal interactions between pairs
and groups of residues in the protein structure.
In this chapter, we examined coevolution of the HCN channel as well as other proteins
by means of measuring mutual information between MSA columns. Prior to that, careful
manual curation of the data sets was necessary because quality of some sequences in
the databases is low and alignment algorithms sometimes produce inadequate results.
Furthermore, MI needs to be normalized and tested for statistical signiﬁcance before
results can be analyzed. To this end, we employed the methods of Z-score cutoﬀ
and minimal entropy normalization. An alternative handling of gaps is oﬀered by the
computation method of subset MI (SUMI). This approach helped to clear artifacts that
originated from low quality sequences in the MSA.
Coevolution was analyzed on three diﬀerent levels: First, we analyzed the properties of
coevolutionary graphs built from MI data and found that MI graphs of all proteins under
investigation resembled typical small-world networks. The second analysis was a more
detailed view of pairwise coevolutionary relationships in the HCN channel. It revealed
important long-range interactions between the two major domains: the transmembrane
region and the C-terminus. These interactions could be attributed to preservation of
the quaternary twist, a motion inherent in many channel proteins as part of the gating
mechanism. Third and ﬁnally, we investigated group coevolution in HCN. We were
able to demonstrate that some higher-order correlations can only be detected by three-
dimensional MI. By this means, we could show that residues at the interface between
tetramer subunits participate in group coevolution, which suggests a complex binding
mechanism.
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Since no crystal structure of the cyclic nucleotide-binding domain of HCN in its ligand-free
state has been published up to now, we developed an in silico model of this domain. It
was joined to a homology model of the HCN channel’s transmembrane region. Using
an elastic network approach combined with linear response theory, we could simulate
the release of cAMP from the binding pocket. A quaternary twist motion of the four
subunits, that was already identiﬁed as part of the voltage-gating mechanism of potassium
channels, turned out to be also involved in HCN modulation by cAMP. We detected
several contacts that play an important role in this process through a switch-oﬀ screening.
Most of the relevant interactions were found in the transmembrane region, especially
between helices of diﬀerent subunits. Intra-subunit contacts between the S4–S5-linker
and the C-linker were also found among these key players. These two structural elements
have previously been shown to interact. Our results conﬁrm this interaction and suggest
that it is involved in the coupling of cAMP modulation and voltage-dependent gating.
We also found hints indicating allosteric domain rearrangements in the intramolecular
coevolution of HCN channels: A detailed analysis of pairwise mutual information revealed
long-range coevolutionary links between the transmembrane region and the C-terminal
domain. Interactions of shorter range were detected between adjacent transmembrane
helices of neighboring subunits. Since pairwise relationships cannot fully capture higher-
order correlations, three-dimensional MI was computed as well. Hot spots of group
coevolution were found at the interface between subunits of the HCN channel tetramer.
Our results contribute to the understanding of HCN channel activation: cAMP binding
starts a quaternary twist of the four subunits. This domain rearrangement has been
shown to be the opening mechanism of related channels, which is most likely also the
case for HCN. The global allosteric reaction upon cAMP binding could be shown on the
structural level and leaves its footprint in the coevolutionary patterns of the protein. The
combination of structure- and sequence-based approaches revealed not only the nature of
the conformational change but also identiﬁed participating residues. This insight paves
the way for future studies on structure and mechanics of HCN channels including their
role as a drug target.
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A Sequence of the HCN4 Homology
Model
Illustration of the sequence part of HCN4 that is present in the homology model.
Secondary structure elements are marked with bars (black for α helices, gray for β
strands) and labeled. The selectivity ﬁlter region is highlighted with stars and the cAMP
binding residues are shaded in gray. The black triangle at residue number 268 marks the
start of the crystal structure 3U11.
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.
100
S3 S4
YIFLIVETRIDSEVYKTARAVRIVRFTKILSLLRLLRLSRLIRYIHQWEE 150
.
110
.
120
.
130
.
140
.
150
S5
IFHMTYDLASAVVRIVNLIGMMLLLCHWDGCLQFLVPMLQDFPHDCWVSI 200
.
160
.
170
.
180
.
190
.
200
pore helix filter S6
⋆⋆⋆⋆⋆
NGMVNNSWGKQYSYALFKAMSHMLCIGYGRQAPVGMSDVWLTMLSMIVGA 250
.
210
.
220
.
230
.
240
.
250
S6 A′ B′
H
TCYAMFIGHATALIQSLDSSRRQYQEKYKQVEQYMSFHKLPPDTRQRIHD 300
.
260
.
270
.
280
.
290
.
300
B′ C′ D′ E′ F′ A
YYEHRYQGKMFDEESILGELSEPLREEIINFNCRKLVASMPLFANADPNF 350
.
310
.
320
.
330
.
340
.
350
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A 1 2 3 4 5
VTSMLTKLRFEVFQPGDYIIREGTIGKKMYFIQHGVVSVLTKGNKETKLA 400
.
360
.
370
.
380
.
390
.
400
6 P 7 8 B C
DGSYFGEICLLTRGRRTASVRADTYCRLYSLSVDNFNEVLEEYPMMRRAF 450
.
410
.
420
.
430
.
440
.
450
C
ETVALDRLDRIGKKN 465
.
460
82
B List of Abbreviations
arnt aryl hydrocarbon receptor nuclear translocator protein
CaM Calmodulin
cAMP cyclic adenosine monophosphate
c-di-GMP cyclic di-guonosine monophosphate
CNBD cyclic nucleotide-binding domain
CNG cyclic nucleotide-gated (channel)
CoMIC coevolution via MI on CUDA
HCN hyperpolarization-activated cyclic nucleotide-gated (channel)
hERG human ether-a-go-go related gene
LRT linear response theory
MI mutual information
minH minimal entropy (normalization)
MSA multiple sequence alignment
nj neighbor-joining
ORMI original mutual information
PAS per-arnt-sim (domain)
per periodic circadian protein
sim single minded protein
SUMI subset mutual information
TM transmembrane
upgma unweighted pair group method with arithmetic mean
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