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Abstract
The statistical method used in the analyses of measurements of neutrino oscillation mixing
angle θ13 by the Daya Bay Collaboration [1] and RENO Collaboration [2] is based on variational
minimization of a χ2 function defined in terms of quantities of interest and pull factors which are
introduced to deal with effects of systematic uncertainties. For both experiments, the number
of parameters that need to be determined is great than the number of available data points (20
vs 6 for the Daya Bay and 12 vs 2 for the RENO). While the results for the mixing angle and the
normalization factor were reported, results for the other parameters (pull factors) were omitted
in their publications [1, 2]. There exist multiple sets of parameters from the minimization of the
χ2 function. We investigate the sensitivity of the extracted mixing angle on this non-uniqueness
of minimization results for the Daya Bay data using two methods of minimization. We report
results for all parameters, including those of physics interest and pull factors. The obtained
results for the mixing angle and the normalization factor are in agreement with those reported
by the Daya Bay Collaboration. Furthermore, we present plots of confidence level contours in
the space of the mixing angle and normalization factor. We also present results from fittings
using a reduced χ2 function with fewer parameters than the one employed by the Daya Bay
Collaboration.
PACS numbers: 14.60.Pq, 12.15.Ff
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I. INTRODUCTION
The parameters in the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [3], the
currently accepted framework describing neutrino oscillations, can only be determined
experimentally. While the measurements of mixing angles θ12 and θ23 are achieved with
solar neutrinos and atmospheric neutrinos (with the help of accelerator neutrino data)
respectively, the measurements of mixing angle θ13 completed so far rely on neutrinos
sourced from manmade facilities. The T2K [4] and MINOS [5] Collaborations studied the
appearance of electron neutrinos νe in a beam of muon neutrinos νµ produced in particle
accelerators, while the Double Chooz [6], Daya Bay [1] and RENO [2] Collaborations
studied the disappearance of electron antineutrinos ν¯e produced from nuclear reactors
in a nuclear power plant. The measurement of θ13 is much more challenging than the
other two mixing angles because θ13 is the smallest among the three mixing angles. The
limited flux of neutrino sources available from accelerators and reactors also constrained
the measurement of θ13 to some extent.
The Daya Bay Collaboration first reported a successful measurement of mixing angle
θ13 (with a statistical significance of 5.2σ) in 2012 [1] and the RENO Collaboration
reported their results (with a statistical significance of 4.9σ) in the same year [2]. More
precise results from reactor neutrino experiments were reported in [7–9]. To compensate
the limitation on the source of electron antineutrinos from nuclear power plants and to
reduce systematic uncertainty in estimating absolute neutrino flux from nuclear power
plants, Daya Bay and RENO utilized the design of identical detectors placed in group of
near and far away from the nuclear reactors. There are 6 detectors in the first Daya Bay
experiment [1] and 2 in the RENO experiment [2]. The number of nuclear reactors in both
Daya Bay and RENO is 6. More detectors have been placed in the late measurements [7,
8].
The quantities measured in both experiments are number of electron antineutrinos
at each detector over certain time period. Thereby the numbers of data points in the
first Daya Bay [1] and RENO [2] experiments are 6 and 2, respectively. While the use
of multiple reactors and detectors improve the efficiency of the experiments, this will
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complicate the analysis of experimental data since one has to deal with multiple sources
of uncertainties which include one for each reactor and two for each detector (one for
the detector itself and one for the background of the detector). Precise evaluation of
uncertainties in these experiments is particularly important, considering the value of θ13
is very small.
The method used by the Daya Bay [1] and RENO [2] Collaborations is know as pull
method. This method is adopted with the intention to account for correlation of var-
ious systematic uncertainties. The pull method has been used in studies that perform
global fits of experimental data from different experiments in order to extract parameters
appearing in the fundamental theories, e.g. in the determination of parton distribution
function of nucleon [10] and in the analysis of solar neutrino data from different experi-
ments [11].
The pull method introduces one pull factor for each systematic uncertainty. So there
are 18 pull factors in Daya Bay and 10 in RENO experiments. Together with the mixing
angle θ13 and an overall normalization factor, there are 20 and 18 parameters to be
determined from the minimization of χ2 defined with 6 and 2 points of data in the Daya
Bay and RENO experiments respectively. The Daya Bay and RENO Collaborations
reported results on the mixing angle and the normalization factor while omitting any
results on the pull factors.
It would be interesting to understand the role played by the pull factors. Are those
pull factors all necessary? What are the constraints on the values of pull factors? What
information can those pull factors reveal about the fit? A number of issues were raised
in [12] regarding the analysis of neutrino oscillation data from reactor neutrinos. It was
claimed [12] that they were unable to reproduce experimental groups’ results due to
their inability to access experimental details. They reported an unexplained discrepancy
between their results, obtained by following standard analysing procedures, and Daya
Bay’s and RENO’s results. They questioned the viability of the pull method used by
the experimental groups in extracting parameters of interest when the number of data
points is less than the number of parameters. They constructed a χ2 in a similar way
as the experimental groups, but involving fewer parameters than the ones used by the
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experimental groups, and demonstrated that minimization of this χ2 leads to multiple sets
of parameters which do not always give consistent values for the parameters of interest.
The work reported in [12] casts some doubts on experimental groups’ analyses of data.
The Daya Bay Collaboration has employed the covariance method of data analysis in
their later studies [7].
In this paper we address the issues with reproducibility of Daya Bay’s results and the
robustness of the pull method in analysing neutrino data. We analyze the data following
the same method described by the Daya Bay Collaboration [1] and present results for the
mixing angle and the normalization factor, together with the values for the pull factors.
We investigate whether the extraction of parameters of interest are sensitive to the values
of pull factors. Furthermore, we carry out an analysis with a χ2 defined with 5 fewer
parameters than that used in Daya Bay’s analysis after noticing the number of pull factors
can be reduced due to identical detectors being used in the measurement.
We give a review of two approaches in defining χ2 with an emphasis on the constraints
implied in the construction of χ2 in the pull approach in Section II. An analysis following
Daya Bay’s approach is given in Section III, while an analysis with a reduced χ2 is given
in Section IV. A summary is given in Section V.
II. THE COVARIANCE APPROACH VS PULL APPROACH
In this section we review two commonly used approaches in defining the χ2. The
underline assumption in defining a proper χ2 (i.e. it is a true measurement of goodness
of fit) is the defined χ2 must follow a normal (Gaussian) distribution.
For an experiment with N observations (number of data points), correspondingly there
are N theoretical predictions. The theoretical predictions normally depend on a set of
parameters for the theory. By comparing experimental measurements and theoretical
calculations, one can test the theory and determine the parameters involved. The χ2 is
defined in terms of experimental observations Rexpn , theoretical predictions R
the
n , and un-
correlated and correlated uncertainties un and ck. The number of correlated uncertainties
depends on the experiment setup. χ2 is a numerical measurement of goodness of fit, i.e.
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the goodness of the theory describing the observations.
In the covariance approach, χ2 is defined as
χ2cov =
N∑
n,m=1
(
Rexpn −R
the
n
) [
σ2nm
]
−1 (
Rexpm − R
the
m
)
, (1)
where [σ2nm]
−1
is the inverse of σ2nm – a matrix of squared uncertainties constructed from
uncorrelated and correlated uncertainties un and ck,
σ2nm = δnmunum +
K∑
k=1
cknc
k
m, (2)
with K being the total number of correlated uncertainties. The matrix of squared un-
certainties is totally determined if all the uncertainties are well understood (given). The
parameters to be determined from the fit are the parameters appearing in the theory.
The number of degrees of freedom (d.o.f) is the number of observations (data points)
minus the number of parameters. An acceptable fit requires χ ∼ d.o.f.
It becomes increasingly challenging to invert the N ×N matrix σ2nm when the number
of observations becomes large. The alternative pull approach introduces one parameter
(“pull factor”) for each correlated systematic uncertainty and defines χ2 as
χ2pull =
N∑
n=1
(
Rexpn −R
the
n −
∑K
k=1 ξkc
k
n
un
)2
+
K∑
k=1
ξ2k
≡ χ2obs + χ
2
sys. (3)
Despite the apparent difference between Eqs. (1) and (3), it has been proven [13] that
the two approaches are equivalent, i.e. χ2cov = χ
2
pull. The key observation is that the
minimization of Eq. (3) with respect to ξk leads to a set of K linear equations for ξk and
the solutions of ξk can be written in terms of a matrix which is related to the matrix σnm
given by Eq. (2). Thereby the pull factors introduced for K systematic uncertainties are
completely determined if all systematic uncertainties are given.
The pull approach has the advantage over the covariance approach in computation
time when K < N since the pull approach is equivalent to the inversion of a K × K
matrix while the covariance approach requires the inversion of a N ×N matrix. The pull
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approach is also applicable for the case N < K. Another advantage of employing pull
approach in data analysis is that it enables one to understand the effects of systematic
uncertainties in the measurement more clearly. The effects from systematic uncertainty
are expressed explicitly as the second term in Eq. (3) (χ2sys) while the first term represents
a measurement of difference between observations and theoretical predictions (χ2obs)
The parameters in Eq. (3) include parameters needed for theoretical predictions which
are of physics interest and pull factors. The number of pull factors introduced in Eq. (3)
is normally more than the number of parameters needed in theoretical calculations. Al-
though all pull factors are determined in principle when all uncertainties are known, in
practice, the minimization of χ2pull is carried out in the parameter space including param-
eter set for the theory and the pull factors. When the number of data points is less than
the number of parameters, as in the cases for the Daya Bay and RENO experiments, the
variational minimization usually will result in multiple sets of parameters that all give
similar value for the χ2, i.e. having same level of goodness-of-fit. One needs to rely on
other information implied in the design of χ2pull to distinguish these fits.
Apart from goodness-of-fit test, there are other requirements for a (an)
good/acceptable fit when using the pull method.
1. All pull factors are small since the pull factors are Gaussian random variables with
the expectations 〈ξk〉 = 0 and 〈ξ
2
k〉 = 1.
2. χ2sys << χ
2
obs. A large value of χ
2
sys means one or more systematic uncertainties
dominates in achieving an agreement between the data and theoretical calculations.
A violation of either condition usually indicates a great tension between experimen-
tal measurements and theoretical predictions. We consider a fit that might pass the
goodness-of-fit test (χ ∼ d.o.f) but violates one or both above requirements is not ac-
ceptable.
Even after applying the goodness-of-fit test and the above two criteria, there are still
multiple acceptable fits depending on the minimization algorithm and/or initial guessed
values for the parameters. This dependence should be insignificant for the quantities of
interest. To evaluate uncertainties associated with the existence of multiple acceptable
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fits, we adopt the following two methods: 1) We can perform a number of minimizations
and calculate the statistical uncertainty in the standard way for multiple measurements.
2) An alternative way to avoid ambiguities in choosing the right fit from multiple sets of
parameters is to treat χ2pull as a function of parameters of interest. For every point in the
space of parameters of interest, a minimization is done with respect to all pull factors
and an acceptable minimization still need to meet all above requirements. In doing so, a
plot of confidence level contours can be draw.
III. REANALYSIS OF DAYA BAY DATA
The Daya Bay result for θ13 reported in [1] was obtained by minimizing a χ
2 function,
as was done by the other short-baseline neutrino oscillation experiments. The function
used by the Daya Bay Collaboration [9] was,
χ2DB =
6∑
d=1
[
Md − Td
(
1 + ǫ+
∑6
r=1 ω
d
rαr + ρd
)
+ ηd
]2
Md +Bd
+
6∑
r=1
α2r
σ2r
+
6∑
d=1
(
ρ2d
σ2d
+
η2d
σ2db
)
, (4)
where Md is the total number of antineutrinos detected by detector d, Bd is the measured
background for detector d and Td is theoretical prediction for the number of antineutrinos
reaching detector d basing on neutrino oscillation theory and thus depends on the mixing
angle θ13. ǫ is the normalization factor and ω
d
r is fractional contribution of antineutrinos
detected by detector d from reactor r. σr, σd and σdb are uncertainties associated with
reactor r, detector d and the background of detector d, respectively, and αr, ρd and ηd
are the corresponding pull factors, respectively.
The theoretical prediction is simply the total flux at the detector multiplied by the
survival probability. The electron antineutrino survival probability is given by,
Psurv(ν¯e → ν¯e) = 1− sin
2(2θ12) cos
4(θ13) sin
2
(
∆12
2
t
)
− sin2(2θ13)
[
cos2(θ12) sin
2
(
∆13
2
t
)
+ sin2(θ12) sin
2
(
∆12
2
t
)]
, (5)
where each θij is a mixing angle, t is the time of fly for ν¯e between the reactor and the
detector, and ∆ij is the difference in energy between mass states i and j. Since detected
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neutrinos are always ultra-relativistic, the energy difference term is swapped out for the
relativistic approximation, and one has
∆ij
2
t ≈
∆m2
ij
4E
L which depends on the mass-squared
difference, the energy (which is assumed to be the same for all), and the baseline.
It should be noted that Eq. (5) is hierarchy dependent, therefore Daya Bay used the
short baseline approximation1,
P = 1− sin2(2θ12) cos
4(θ13) sin
2
(
∆m2small
4E
L
)
− sin2(2θ13) sin
2
(
∆m2big
4E
L
)
, (6)
where the two mass squared differences are the measured values.
The energy dependency of the probability was dealt with by performing a normalized
integration of the probability over the nuclear emission and inverse beta decay absorption
energy spectra, which were obtained from [14] and [15] respectively. (Not long after the
publication of [1], Daya Bay found that the energy spectrum given in [14] was incorrect,
which prompted their use of the covariance method in later works [7].)
Equation (4) contains 20 free parameters of which θ13 and the overall normalization
factor ǫ are of interest while the other 18 pull factors are introduced to account for the
correlation of the systematic uncertainties. Daya Bay group reported only results for θ13
and ǫ but not for the pull factors.
We performed the fittings using the two methods described above: minimizing χ2
with respect to all parameters and minimizing χ2 with respect to the pull factors at
fixed values of θ13 and ǫ and then finding the absolute minimum. The two methods are
equivalent as each is performing a global minimization; the first does so in one step while
the second does so in two steps. The advantage of the first is that far fewer calculations
are needed to arrive at “the answer” while the second provides more information about
the behaviour of the function in the vicinity of the minimum.
The minimization algorithm used for each method naturally requires some initial val-
ues for the parameters as inputs and is only capable of finding local minima. This was
dealt with, in the case of the first method, by using psuedo-random inputs and taking
the average of multiple minimizations, assuming that the faux minima are uniformly dis-
tributed around the true minimum. This can be confirmed if the value of χ2 produced
1 The justification for this approximation is given in the supplemental material in [1].
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when the obtained average values of the parameters are put into the function, is less
than χ2ave. The results can be improved by imposing some sensible conditions, such as
requiring θ13 to be positive and the minima to fall within a certain range, and choosing
a reasonable range for the inputs.
The fit described below used inputs taken from a uniform distribution ranging between
0 and 0.2 while minima were only accepted if they gave χ2 ≤ 5 (i.e. the values needed to
be within the expected first confidence interval), and satisfied the two criteria discussed
in Section II (i.e. all pull factors being small and χ2sys << χ
2
obs). We noticed that
χ2sys << χ
2
obs is normally guaranteed when the other conditions for the acceptable fits are
satisfied. A “free” run minimization without imposing any conditions discussed above
could lead to output with abnormal large value of χ2 or large values for pull factors with
the associated result for the mixing angle being different from those reported by the Daya
Bay Collaboration, a situation that has been reported in [12].
An additional feature of using random inputs is that statistics can be calculated for
each variable when multiple fits are performed, which in turn will provide information
about the topography of the function around the minimum. The mean values and un-
certainties corresponding to 95% confidence interval for each variable obtained from 20
random input fits are presented in table I. The uncertainties listed in the table can be
understood as the “theoretical” uncertainties associated with the statistical method. The
uncertainty for the mixing angle is negligible small. The values for the pull factors ρ and
α are on the order of 10−4, while the values for the pull factor η are on the order of
of 10−1 but having uncertainties comparable with their mean values. These results are
consistent with the requirement that all pull factors should have an expectation value of
zero.
Using the obtained values for the parameters as input for the function gives χ2min =
3.78 ≤ χ2ave = 3.90, χ
2
obs = 3.47 and χ
2
sys = 0.31 << χ
2
obs. This satisfies two of the
criteria for a valid goodness of fit test and indicates that the absolute minimum (or a
close approximation) was obtained. The pull factors are all quite small and their large
variations relative to that of θ13 indicate that they are unimportant to the fit. This is
further strengthened by the small value of χ2sys.
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TABLE I: Results of random input fits with Eq. (4)
Parameter χ2 sin2(2θ13) ǫ(×10
−4)
Mean 3.872 0.08844 −2.3
90%CI 0.073 0.00025 2.7
Parameter ρ1 ρ2 ρ3 ρ4 ρ5 ρ6
Mean (×10−4) 4.90 −6.45 1.36 4.573 −0.24 −4.335
90%CI (×10−4) 0.35 0.07 0.42 0.039 0.14 0.031
Parameter α1 α2 α3 α4 α5 α6
Mean (×10−4) −6.7 −7.96 7.8 4.01 8.4 4.72
90%CI (×10−4) 4.9 0.54 4.6 0.88 5.5 0.73
Parameter η1 η2 η3 η4 η5 η6
Mean (×10−1) 2.0 −1.2 1.8 4.2 1.5 4.5
90%CI (×10−1) 1.5 2.4 2.6 1.6 3.8 2.1
Contour minimization of χ2 on the sin2(2θ13), ǫ plane
0.065 0.07 0.075 0.08 0.085 0.09 0.095 0.1 0.105 0.11 0.115
sin2(2θ13)
-0.01
-0.005
0
0.005
0.01
ǫ
FIG. 1: (Color on line) Contour plot of the sin2(2θ13)-ǫ plane for Eq. (4). Each contour line
represents 1σ. The red x is the minimum.
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For the second type of fit, minimization of χ2 for each point in the sin2(2θ13)-ǫ space
is carried out using the theoretical expectation value (zero) for the pull factors as the
initial guess. A contour plot was produced in Fig. 1 with each confidence interval being
marked. (For a two-variable fit, the n-th confidence interval is defined as σn = χ
2
min+n
2.)
The minimum found was χ2 = 3.78 at sin2(2θ13) = 0.088
+0.009
−0.008, and ǫ = 0± 0.004, which
is in agreement with the results obtained with the first method we discussed above and
in agreement with the results reported by the Daya Bay Collaboration. A point of
interest is that Fig. 1 shows a greater variation along the ǫ axis than the sin2(2θ13) axis,
supporting the previous supposition in regards to the significance of the variability of
the parameters in the random fit. Fig. 1 also shows that the uncertainties of the two
variables are correlated. A simple examination of Eq. (4) will reveal that the same effect
will occur for all of the pull factors.
The antineutrino survival probability Eq. (5) is hierarchy dependent. We have checked
that this hierarchy dependence has negligible effects on the extraction of the mixing angle
θ13 and the normalization factor ǫ.
IV. DAYA BAY RESULTS WITH REDUCED PARAMETERS
We notice that the uncertainty of detector, σd, has the same values for all six detectors
due to the fact that all six detectors are identical. Thus we argue that only one pull
factor in association with the uncorrelated uncertainty of the detectors is required in the
definition of χ2 function. We define the reduced χ2 function as,
χ2DB =
6∑
d=1
[
Md − Td
(
1 + ǫ+
∑6
r=1 ω
d
rαr + ρ
)
+ ηd
]2
Md + Bd
+
6∑
r=1
α2r
σ2r
+ ρ
6
σ2d
+
6∑
d=1
η2d
σ2ab
. (7)
The number of parameters needed in the fitting process is reduced from 20 to 15 by using
Eq. (7) in stead of Eq. (4). Equation (7) was minimized in the same two ways as Eq. (4).
The results from random input fits are given in Table II. Using the results as input
for the function gives χ2min = 4.10 = χ
2
ave, χ
2
obs = 4.06 and χ
2
sys = 0.05 << χ
2
obs (some
rounding occurred). Overall, the results are essentially the same as for Eq. (4). The
second type of fit yields a contour plot as shown in Fig. (2). The minimum found was
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TABLE II: Results of random input fits with Eq. (7)
Parameter χ2 sin2(2θ13) ǫ(×10
−5) ρ(×10−7)
Mean 4.1035 0.088551 −1.93 1.3
90%CI 0.0086 0.000013 0.61 2.5
Parameter η1 η2 η3 η4 η5 η6
Mean (×10−4) −9.99 −9.512 5.484 4.505 4.233 5.40
90%CI (×10−4) 0.12 0.078 0.041 0.048 0.061 0.04
Parameter α1 α2 α3 α4 α5 α6
Mean (×10−1) 1.8 2.6 2.8 4.1 0.1 2.3
90%CI (×10−1) 1.1 1.5 3.9 2.7 2.1 1.4
Contour minimization of χ2 on the sin2(2θ13), ǫ  plane for the reduced function
0.065 0.07 0.075 0.08 0.085 0.09 0.095 0.1 0.105 0.11 0.115
sin2(2θ13)
-0.01
-0.008
-0.006
-0.004
-0.002
0
0.002
0.004
0.006
0.008
0.01
ǫ
FIG. 2: (Color online) Contour plot of the sin2(2θ13)-ǫ plane for Eq. (7). Each contour line
represents 1σ. The red x is the minimum.
χ2 = 4.10 at sin2(2θ13) = 0.089
+0.008
−0.009, ǫ = 0± 0.004, which is in agreement with the other
method, as was the case with Eq. (4). Figure 2 shows the same sin2(2θ13)-ǫ variation
as Fig. 1, which is to be expected given the great similarity between Eqs. (4) and (7).
Again, the results are essentially the same as for Eq. (4). We conclude that Eq. (7) is a
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suitable definition of χ2 in analysing Daya Bay’s data.
V. SUMMARY
The successful measurement of mixing angle θ13 in the PMNS matrix is a significant
progress in understanding neutrino oscillation phenomenon. In order to eliminate uncer-
tainty associated with neutrino fluxes from multiple nuclear reactors at a nuclear power
plant, the experiment groups placed identical detectors in different distance from the
reactors, which unavoidably leads to the introduction of multiple sources of systematic
uncertainties. The statistical method used in the data analyses by the Daya Bay Collab-
oration and RENO Collaboration is based on variational minimization of a χ2 function
defined in terms of quantities of interest and pull factors which are introduced to deal
with effects of systematic uncertainties. There exist multiple sets of parameters from the
minimization of the χ2 function.
We reviewed the two statistical approaches in data analysis, the covariance approach
and the pull approach, emphasizing the equivalence of these two approaches and the other
criteria needed for an acceptable fit apart from the normal goodness-of-fit test when the
pull method is utilized. Without imposing those criteria one is at the risk of extracting
unreliable information for the quantity of interest.
We investigated the possible ambiguity in the extraction of mixing angle θ13 using
the pull approach by performing an independent analysis of Daya Bay’s data. We re-
ported results for all parameters, including those of physics interest and pull factors.
The obtained results for the mixing angle and the normalization factor are in agreement
with those reported by the Daya Bay Collaboration. Furthermore, we presented plots
of confidence level contours in the space of the mixing angle and normalization factor.
Noticing some pull factors in the χ2 definition used by the Daya Bat Collaboration are
surplus we presented results from fittings using a reduced χ2 function which requires 5
fewer parameters.
We have checked that the hierarchy dependence of the antineutrino survival probability
has negligible effects on the extraction of the mixing angle θ13 and the normalization
13
factor ǫ. A reanalysis of RENO’s data using the methods presented in this paper will be
given in future work.
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