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Abstract: In this paper we study the problem of early stopping for iter-
ative learning algorithms in reproducing kernel Hilbert space (RKHS) in
the nonparametric regression framework. In particular, we work with gradi-
ent descent and (iterative) kernel ridge regression algorithms. We present a
data-driven rule to perform early stopping without a validation set that is
based on the so-called minimum discrepancy principle. This method enjoys
only one assumption on the regression function: it belongs to a reproduc-
ing kernel Hilbert space (RKHS). The proposed rule is proved to be mini-
max optimal over different types of kernel spaces, including finite rank and
Sobolev smoothness classes. The proof is derived from the fixed-point analy-
sis of the localized Rademacher complexities, which is a standard technique
for obtaining optimal rates in the nonparametric regression literature. In
addition to that, we present simulations results on artificial datasets that
show comparable performance of the designed rule with respect to other
stopping rules such as the one determined by V−fold cross-validation.
MSC 2010 subject classifications: Primary 62G05; secondary 62G08.
Keywords and phrases: Nonparametric regression, Reproducing kernels,
Early stopping, Localized Rademacher complexities.
1. Introduction
The present paper is concerned with nonparametric regression by means of a
reproducing kernel Hilbert space (RKHS) associated with a reproducing kernel
[Aro50; Wah90; SS01; Gu13]. There is a large amount of literature on applica-
tion of kernel machines in many areas of science and engineering [SS01; S+04;
Zha+07], which is out of the main scope of the paper.
A family of linear estimators called spectral filter estimators [EHN96; YRC07;
BPR07; Bal+12] can be seen as particular instances of iterative learning algo-
rithms. This family includes two famous examples: gradient descent and iterative
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(Tikhonov) ridge regression. In several papers it was observed empirically and
proved theoretically that these two algorithms are closely related [FP04; YRC07;
RWY14; Ang+15; AZT18]. For example, [AZT18] showed that in linear regres-
sion model under the calibration t = 1/λ, where t is the time parameter in
gradient descent and λ the tuning parameter in ridge regression, the risk error
of gradient descent could not be much higher than that of ridge regression. This
gives some intuition of why the idea of implicit regularization could work.
Early stopping rule (ESR) is a form of regularization based on choosing when
to stop an iterative algorithm based on some design criterion. Its main idea is
lowering computational complexity of an iterative algorithm while preserving
statistical optimality. This approach is quite old and initially was developed
for Landweber iterations to solve ill-posed matrix problems in 1970s [Wah87;
EHN96]. The next wave of interest in this topic was in 1990s and has been
applied to neural network parameters learning with stochastic gradient descent
[Pre98; CLG01]. For instance, [Pre98] suggested some heuristics, that rely on
monitoring at the same time the train and validation errors for stopping the
learning process, and gave some consistent simulation findings. Nevertheless,
until 2000s there was a lack of theoretical understanding of this phenomenon.
Recent papers provided some insights for the connection between early stopping
and boosting methods [BY03; Z+05; BT07; WYW17], gradient descent and
Tikhonov regularization in reproducing kernel Hilbert space (RKHS) [YRC07;
BPR07; RWY14]. For instance, [BY03] established first optimal in-sample con-
vergence rate of L2-boosting with early stopping. Raskutti et al. [RWY14]
provided a result on a stopping rule that achieves the minimax optimal rate
for kernelized gradient descent and ridge regression over different smoothness
classes. This work established an important connection between the localized
Radamacher complexities [B+05; Kol+06; Wai19], that characterizes the size
of the explored function space, and early stopping. The main drawback of the
result is that one needs to know the RKHS-norm of the regression function or its
tight upper bound in order to apply this early stopping rule in practice. Besides
that, this rule is design-dependent, which limits as well its practical application.
In the subsequent work [WYW17] showed how to control early stopping opti-
mality via the localized Gaussian complexities in RKHS for different boosting
algorithms (L2-boosting, LogitBoost and AdaBoost). Another theoretical result
for a not data-driven ESR was built by [BK16], where authors proved a min-
imax optimal (in the L2(PX) out-of-sample norm) stopping rule for conjugate
gradient descent in the nonparametric regression setting. [Ang+15] proposed a
different approach, where the authors focused on both time/memory computa-
tional savings combining early stopping with Nystrom subsampling technique.
Some stopping rules, that potentially could be applied in practice, were pro-
vided by [BHR16; B+18] and [Sta19], and were based on the so-called minimum
discrepancy principle [EHN96; Han10; BM12; BK16]. This principle consists of
monitoring the empirical risk and determining the first iteration at which a given
learning algorithm starts to fit the noise. In the papers mentioned, the authors
considered spectral filter estimators such as gradient descent, Tikhonov (ridge)
regularization and spectral cut-off regression for the linear Gaussian sequence
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model, and derived several oracle-type inequalities for the proposed ESR. The
main deficiency of the works [BHR16; B+18; Sta19] is that the authors dealed
only with the linear Gaussian sequence model and the minimax optimality re-
sult was restricted to the spectral cut-off estimator. It is worth to mention that
[Sta19] introduced the so-called polynomial smoothing strategy to achieve adap-
tivity of the minimum discrepancy principle ESR over Sobolev balls for the
spectral cut-off estimator. More recently, [CW20] studied a minimum discrep-
ancy principle stopping rule and its modified (they called it smoothed as well)
version, where they provided the range of values of the regression function reg-
ularity, for which these stopping rules are optimal for different spectral filter
estimators in RKHS.
Contribution. Hence, to the best of our knowledge, there is no fully data-
driven stopping rule for gradient descent or ridge regression in RKHS that does
not use a validation set, does not depend on the parameters of the model such
as the RKHS-norm of the regression function, and explains why it is statisti-
cally optimal. In our paper we combine techniques from [RWY14], [BHR16] and
[Sta19] together to construct such an ESR. Our analysis is based on the bias and
variance trade-off of an estimator and we try to catch the iteration of their inter-
section by means of the minimum discrepancy principle [BM12; BHR16; CW20]
and the localized Rademacher complexities [Men02; B+05; Kol+06; Wai19]. In
particular, for the kernels with infinite rank we propose to use a special tech-
nique [BM12; Sta19] for the empirical risk in order to reduce its variance. Fur-
ther, we introduce new notions of smoothed empirical Rademacher complexity
and smoothed critical radius in order to achieve minimax optimality bounds for
the functional estimator based on the proposed rule. This can be done by solving
the associated fixed-point equation. It implies that the bounds in our analysis
cannot be improved (up to numeric constants). It is important to note that in
the present paper we establish an important connection between a smoothed
version of the statistical dimension of n-dimensional kernel matrix, introduced
by [YPW17] for randomized projections in kernel ridge regression, with early
stopping (see Section 4.3 for more details). We show also how to estimate vari-
ance σ2 of the model, specifically, for the class of polynomial eigenvalue decay
kernels. In the meanwhile, we provide experimental results on artificial data
indicating consistent performance of the proposed rules.
Outline of the paper. The organization of the paper is as follows. In Section
2 we introduce the background on nonparametric regression and reproducing
kernel Hilbert space. There, we explain the updates of two spectral filter iter-
ative algorithms: gradient descent and (iterative) kernel ridge regression, that
will be studied. In Section 3 we clarify how to compute our first early stopping
rule for finite rank kernels and provide an oracle-type inequality (Theorem 3.1),
and an upper bound for the risk error of this stopping rule with fixed covariates
(Corollary 3.2). After that, we present as well a similar upper bound for the risk
error with random covariates (Theorem 3.4) that is proved to be minimax rate
optimal. By contrast, Section 4 is devoted to the development of a new stop-
ping rule for infinite-rank kernels based on the polynomial smoothing [BM12;
Sta19] strategy. There, Theorem 4.1 shows, under some quite general assump-
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tions on the eigenvalues of kernel matrix, a high probability upper bound for the
performance of this stopping rule measured in the L2(Pn) in-sample norm. In
particular, this upper bound leads to minimax optimality over Sobolev smooth-
ness classes. In Section 5 we compare our stopping rules to other rules such as
methods using hold-out data and V−fold cross-validation. After that, we pro-
pose to use a strategy for the estimation of variance σ2 of the regression model.
Section 6 summarizes the content of the paper and describes some perspectives.
Supplementary and more technical proofs are deferred to Appendix.
2. Nonparametric regression and reproducing kernel framework
2.1. Probabilistic model and notation
The context of the present work is that of nonparametric regression, where
an i.i.d. sample {(xi, yi), i = 1, . . . , n} of cardinality n is given, with xi ∈
X (feature space) and yi ∈ R. The goal is to estimate the regression function
f∗ : X → R from the model
yi = f
∗(xi) + εi, i = 1, . . . , n, (1)
where the error variables εi are i.i.d. zero-mean Gaussian random variables
N (0, σ2), with σ > 0. In all what follows (except for Section 5, where results of
empirical experiments are reported), the values of σ2 is assumed to be known
as in [RWY14] and [WYW17].
Along the paper, calculations are mainly derived in the fixed-design context,
where the {xi}ni=1 are assumed to be fixed and only the error variables {εi}ni=1
are random. In this context, the performance of any estimator f̂ of the regression
function f∗ is measured in terms of the so-called empirical norm, that is the
L2(Pn)-norm defined by
‖f̂ − f∗‖2n :=
1
n
n∑
i=1
[
f̂(xi)− f∗(xi)
]2
,
where ‖h‖n :=
√
1/n
∑n
i=1 h(xi)
2 for any bounded function h over X , and 〈·, ·〉n
denotes the related inner-product defined by 〈h1, h2〉n := 1/n
∑n
i=1 h1(xi)h2(xi)
for any functions h1 and h2 bounded over X . In this context, Pε and Eε respec-
tively denote the probability and expectation with respect to the {εi}ni=1.
By contrast, Section 3.1.2 discusses some extensions of the previous results to
the random design context, where both the covariates {xi}ni=1 and the responses
{yi}ni=1 are random variables. In this random design context, the performance
of an estimator f̂ of f∗ is measured in terms of the L2(PX)-norm defined by
‖f̂ − f∗‖22 := EX
[
(f̂(X)− f∗(X))2
]
,
where PX denotes the probability distribution of the {xi}ni=1. In what follows,
P and E respectively state for the probability and expectation with respect to
the couples {(xi, yi)}ni=1.
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Notation. Throughout the paper ‖·‖ and 〈·, ·〉 are usual Euclidean norm and
inner product in Rn. We shall write an . bn whenever an ≤ Cbn for some
numeric constant C > 0 for all n ≥ 1. an & bn whenever an ≥ Cbn for some
numeric constant C > 0 for all n ≥ 1. Similarly, an  bn means an . bn and
bn & an. a ∧ b means min{a, b} and a ∨ b signifies max{a, b}. [M ] ≡ {1, . . . ,M}
for any M ∈ N. For a ≥ 0 we denote by bac the largest natural number that
is smaller than or equal to a. We denote by dae the smallest natural number
that is greater than or equal to a. Throughout the paper we use the notation
c, c1, C, c˜, C˜, . . . to show that numeric constants c, c1, C, c˜, C˜, . . . do not depend
on the parameters considered. Their values may change from line to line.
2.2. Statistical model and assumptions
2.2.1. Reproducing Kernel Hilbert Space (RKHS)
Let us start by introducing a reproducing kernel Hilbert space (RKHS) denoted
by H [Aro50; BT11]. Such a RKHS H is a class of functions associated with a
reproducing kernel K : X 2 → R and endowed with an inner-product denoted
by 〈·, ·〉H, and satisfying 〈Kx,Ky〉H = K(x, y) for all x, y ∈ H. Each function
within H admits a representation as an element of L2(PX), which justifies the
slight abuse when writing H ⊂ L2(PX) (see [CS02] and [CW20, Assumption 3]).
Assuming the RKHS H is separable, Mercer’s theorem [SS01] guarantees that
the kernel can be expanded as
K(x, x′) =
∞∑
k=1
µkφk(x)φk(x
′), ∀x, x′ ∈ X ,
where µ1 ≥ µ2 ≥ ... ≥ 0 and {φk}∞k=1 are respectively eigenvalues and corre-
sponding eigenfunctions of the kernel integral operator Tk given by
Tk(f)(x) =
∫
X
K(x, u)f(u)dPX(u), ∀f ∈ H, x ∈ X . (2)
It is then known that the family {φk}∞k=1 is an orthonormal basis of L2(PX),
while {√µkφk}∞k=1 is an orthonormal basis of H. Then, any function f ∈ H ⊂
L2(PX) can be expanded as
f =
∞∑
k=1
√
µkθkφk,
where the coefficients {θk}∞k=1 are given by
θk = 〈f,√µkφk〉H = 1√
µk
〈f, φk〉L2(PX) =
∫
X
f(x)φk(x)√
µk
dPX(x). (3)
imsart-ejs ver. 2014/10/16 file: ps-template.tex date: July 15, 2020
Yaroslav Averyanov, Alain Celisse/Early stopping and polynomial smoothing 5
Therefore, each functions f, g ∈ H can be represented by respective sequences
{ak}∞k=1, {bk}∞k=1 ∈ `2(R) such that
f =
+∞∑
k=1
akφk and g =
+∞∑
k=1
bkφk,
with the inner-product in the Hilbert space H given by
〈f, g〉H =
∞∑
k=1
akbk
µk
.
This leads to the following representation of H as an ellipsoid
H =
{
f =
+∞∑
k=1
akφk,
+∞∑
k=1
a2k < +∞ and
+∞∑
k=1
a2k
µk
< +∞
}
.
2.2.2. Main assumptions
From the initial model given by Eq. (1), we make the following assumption.
Assumption 1 (Statistical model). Let K(·, ·) denote a reproducing kernel as
defined above and H the induced separable RKHS. Then, there exists a constant
R > 0 such that the n-sample (x1, y1), . . . , (xn, yn) ∈ Xn × Rn satisfies the
statistical model
yi = f
∗(xi) + εi, with f∗ ∈ BH(R) = {f ∈ H : ‖f‖H ≤ R}, (4)
where the {εi}ni=1 are i.i.d. Gaussian random variables with E[εi | xi] = 0 and
V[εi | xi] = σ2.
The model from Assumption 1 can be vectorized as
Y = [y1, ..., yn]
> = F ∗ + ε ∈ Rn, (5)
where F ∗ = [f∗(x1), . . . , f∗(xn)]> and ε = [ε1, . . . , εn]>, which turns to be
useful all along the paper. Let us emphasize that Assumption 4 encapsulates
a (mild) smoothness assumption about f∗ encoded by the specification of the
reproducing kernel K(·, ·). For instance, this affects the convergence rates one
can achieve [RWY12]. More precisely, from the kernel operator Tk (2), that is
self-adjoint and trace-class, the smoothness of f∗ can be quantified by means of
a so-called source condition expressed as
f∗ = T sku with u ∈ L2(PX), ‖u‖2 ≤ ρ, (6)
where s > 0 and ρ > 0 are constants. For instance, assuming s ≥ 12 is equivalent
to requiring f∗ ∈ H. See also [CW20, Assumption 3] for a deeper discussion
about the source condition.
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Examples of celebrated reproducing kernels that are used in practice include
the Gaussian RBF kernel [ACH19, Section 3.2], the Sobolev kernel [RWY14],
polynomial kernels of degree d [YPW17], . . . For more examples, see [Wah90;
SS01; Gar08].
In the present paper we make a boundness assumption on the reproducing
kernel K(·, ·).
Assumption 2. Let us assume that the reproducing kernel K(·, ·) is uniformly
bounded on its support, meaning that there exists a constant B > 0 such that
sup
x∈X
[
K(x, x)
]
= sup
x∈X
||Kx||2H ≤ B.
Moreover in what follows, we assume that B = 1 without loss of generality.
Assumption 2 holds true for many kernels. On the one hand, it is fulfilled
with an unbounded domain X with a bounded kernel (e.g. Gaussian, Laplace
kernels). On the other hand, it amounts to assume the domain X is bounded
with an unbounded kernel such as the polynomial or Sobolev kernels [SS01].
Let us also mention that Assumptions 1 and 2 (combined with the reproducing
property) imply that f∗ is uniformly bounded since
‖f∗‖∞ = sup
x∈X
|〈f∗,Kx〉H| ≤ ‖f∗‖H sup
x∈X
‖Kx‖H ≤ R. (7)
Considering now the Gram matrix K = {K(xi, xj)}1≤i,j≤n, the related nor-
malized Gram matrix Kn = {K(xi, xj)/n}1≤i,j≤n turns out to be symmetric
and positive semidefinite. This entails the existence of the empirical eigenvalues
µ̂1, . . . , µ̂n (respectively the eigenvectors û1, . . . , ûn) such that Knûi = µ̂i · ûi for
all i ∈ [n]. Let us further assume that the rank of Kn satisfies rk(Kn) = r ≤ n
with
µ̂1 ≥ µ̂2 ≥ . . . ≥ µ̂r > 0 = µ̂r+1 = . . . = µ̂n = 0.
Remark that Assumption 2 implies 0 ≤ max(µ̂1, µ1) ≤ 1.
For technical convenience, it turns out to be useful rephrasing the model (5)
by using the SVD of the normalized Gram matrix Kn. This leads to the new
(rotated) model
Zi = 〈ûi, Y 〉 = G∗i + εi, i = 1, . . . , n, (8)
where G∗i = 〈ûi, F ∗〉, and εi = 〈ûi, ε〉 is a zero-mean Gaussian random variable
with variance σ2.
2.3. Spectral filter algorithms
Spectral filter algorithms were first introduced for solving ill-posed inverse prob-
lems with deterministic noise [EHN96]. Among others, one typical example of
such an algorithm is the gradient descent algorithm (that is named as well as L2-
boosting [BY03]). They were more recently brought to the supervised learning
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community, for instance, by [Cap06; BPR07; YRC07; Ger+08]. For estimating
the vector F ∗ from Eq. (5) in the fixed-design context, such a spectral filter
estimator is a linear estimator, which can be expressed as
Fλ :=
(
fλ(x1), . . . , f
λ(xn)
)>
= gλ(Kn)KnY, (9)
where gλ : [0, 1] → R is called the spectral filter function and is defined as
follows.
Definition 2.1 (see, e.g., [Ger+08]). λ 7→ gλ is called admissible spectral filter
function if it is continuous, non-increasing, and obeys the next four conditions:
1. There exists B > 0 such that sup
0<ξ≤1
|gλ(ξ)| ≤ Bλ , ∀λ ∈ [0, 1].
2. For all ξ ∈ (0, 1], lim
λ→0
[ξgλ(ξ)] = 1.
3. There exists D > 0 such that sup
0<ξ≤1
|ξgλ(ξ)| ≤ D, ∀λ ∈ [0, 1].
4. There exists ν¯ > 0 called the qualification of gλ and a constant Cν > 0
independent of λ such that
sup
0<ξ≤1
|1− ξgλ(ξ)|ξν ≤ Cνλν , ∀ 0 < ν ≤ ν¯. (10)
The choice gλ(ξ) =
1
ξ+λ , which corresponds to the kernel ridge estimator with
regularization parameter λ > 0, is an admissible spectral filter function with
B = D = 1, where qualification Ineq. (10) holds with Cν = 1 for 0 < ν ≤ 1 = ν¯
(see [BHR16; CW20] for other possible choices).
From the model expressed in the empirical eigenvectors basis (8), the resulting
spectral filter estimator (9) can be expressed as
Gλti = 〈ûi, Fλt〉 = γ(t)i Zi, ∀i = 1, . . . , n, (11)
where t 7→ λt > 0 is a decreasing function mapping t to a regularization param-
eter value at time t, and t 7→ γ(t)i is defined by
γ
(t)
i = µ̂igλt(µ̂i), ∀i = 1, . . . , n.
From Definition 2.1, it can be proved that γ
(t)
i is a non-decreasing function of
t, γ
(0)
i = 0 and limt→∞γ
(t)
i = 1. Moreover, µ̂i = 0 implies γ
(t)
i = 0 as it is the case
for kernels with a finite rank that is, when rk(Kn) = r < n.
Thanks to the remark above, we define a convenient notation f t := fλt for a
continuous iteration (time) t > 0.
In what follows, we introduce an assumption on γ
(t)
i function that will play
a crucial role in our analysis.
Assumption 3.
cmin{1, ηtµ̂i} ≤ γ(t)i ≤ min{1, ηtµ̂i}
for some positive constants c ∈ (0, 1) and η > 0.
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Let us mention two famous examples of spectral filter estimators that satisfy
Assumption 3 with c = 1/2 (see Lemma A.2 in Appendix). These examples will
be further studied in the present paper.
• Gradient descent (GD) with a constant step-size 0 < η < 1/µ̂1:
γ
(t)
i = 1− (1− ηµ̂i)t, ∀t > 0, ∀i = 1, . . . , n. (12)
Note that GD satisfies qualification condition (10) with arbitrary ν¯ > 0
(see e.g. [BPR07] for more discussion on qualification). The constant step-
size η can be replaced by any non-increasing sequence {ηt}+∞t=0 satisfying
[RWY14]
– (µ̂1)
−1 ≥ ηt ≥ ηt+1 ≥ . . . , for t = 0, 1, . . .,
–
∑t−1
s=0 η
t → +∞ as t→ +∞.
• Kernel ridge regression (KRR) with regularization parameter λt = 1/(ηt)
with η > 0:
γ
(t)
i =
µ̂i
µ̂i + λt
, ∀t > 0, ∀i = 1, . . . , n. (13)
The linear parameterization λ = 1/(ηt) is chosen for theoretical conve-
nience and could be replaced by any alternative choice such as the expo-
nential parameterization λ = 1/(eηt − 1).
We refer interested readers, for instance, to [RWY14, Sections 4.1 and 4.4] for
the derivation of the γ
(t)
i expressions. The expressions of the two above exam-
ples have been derived from F 0 = [f0(x1), . . . , f
0(xn)]
> = [0, . . . , 0]> as an
initialization condition without loss of generality.
2.4. Reference stopping rule and oracle-type inequality
From a set of iterations t ∈ T = {0, . . . , T} for an iterative learning algorithm
(like the spectral filter described in Section 2.3), the present goal is to design
t̂ = t̂({xi, yi}ni=1) from the data {xi, yi}ni=1 such that the functional estimator
f t̂ is as close as possible to the optimal one among T .
Numerous classical model selection procedures for choosing t̂ already exist,
e.g. the (generalized) cross validation [Wah77], AIC and BIC criteria [Sch+78;
Aka98], the unbiased risk estimation [Cav+02], or Lepski’s balancing principle
[MP03]. Their main drawback in the present context is that they require the
practitioner to calculate all the estimators {f t, t ∈ T } in a first step, and then
choose the optimal estimator among the candidates in a second step, which can
be high computationally demanding.
By contrast, early stopping is a less time-consuming approach. It is based on
observing one estimator at each iteration t ∈ T and deciding to stop the learning
process according to some criterion. Its aim is to reduce the computational cost
induced by this selection procedure while preserving the statistical optimality
properties of the output estimator.
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The prediction error (risk) of an estimator f t at iteration t is split into a bias
and a variance term as
R(t) = Eε‖f t − f∗‖2n = ‖Eεf t − f∗‖2n + Eε‖f t − Eεf t‖2n = B2(t) + V (t)
with
B2(t) =
1
n
n∑
i=1
(1− γ(t)i )2(G∗i )2, V (t) =
σ2
n
n∑
i=1
(γ
(t)
i )
2. (14)
From the properties of Definition 2.1, the bias term is a non-increasing function
of t converging to zero, while the variance term is a non-decreasing function
of t converging to rσ
2
n (rk(Kn) = r). Since minimizing the risk as a function
of t cannot be achieved, the empirical risk Rt (that measures the size of the
residuals) is introduced with the notation of Eq. (8).
Rt =
1
n
n∑
i=1
(1− γ(t)i )2Z2i =
1
n
r∑
i=1
(1− γ(t)i )2Z2i +
1
n
n∑
i=r+1
Z2i , (15)
This is a non-increasing function of t which measures how well an estimator f t
fits the data (or equivalently how much information is still contained within the
residuals).
An illustration of the typical behavior of the risk, empirical risk, bias, and
variance is displayed by Figure 1. The risk achieves its (global) minimum at
t ≈ 1000. Making additional iterations will eventually lead to waste the com-
putational resources and worsen the statistical performance, which empirically
justifies the need for a data-driven early stopping rule.
0 1000 2000 3000 4000 5000 6000
Iteration
0.00
0.02
0.04
0.06
0.08
0.10
Key quantities
Bias
Variance
Empirical Risk
Risk
Fig 1: Bias, variance, risk and empirical risk behaviour.
Let us now introduce our ”reference stopping rule”. This stopping rule bal-
ances the bias and variance described above, which is a common strategy for
imsart-ejs ver. 2014/10/16 file: ps-template.tex date: July 15, 2020
Yaroslav Averyanov, Alain Celisse/Early stopping and polynomial smoothing 10
model selection in nonparametric statistics literature, since it usually yields a
minimax optimal estimator (see, e.g. [Tsy08]). This reference stopping rule is
defined as the first time the bias term becomes smaller than or equal to the
variance term that is,
tb = inf{t > 0 | B2(t) ≤ V (t)}. (16)
This is a purely theoretical stopping rule since it strongly depends on unknown
quantities. However, its main interest lies in the way it compares with the global
optimum performance that is, with the oracle performance. This is the purpose
of the next lemma.
Lemma 2.1. Under the monotonicity of the bias and variance terms,
Eε‖f tb − f∗‖2n ≤ 2 inf
t>0
[
Eε‖f t − f∗‖2n
]
.
Proof of Lemma 2.1. The proof is quite simple and can be deduced from [BHR16,
p.8]. For any t > 0 :
B2(t) + V (t) ≥ min{B2(tb), V (tb)} = 1
2
[
B2(tb) + V (tb)
]
=
1
2
Eε‖f tb − f∗‖2n.
To finish the proof it is sufficient to take t = argmin
t>0
[
Eε‖f t − f∗‖2n
]
. 
This lemma provides a fundamental result that guarantees the optimality of
tb for any iterative estimator for which the bias is a non-increasing function of t
and the variance is a non-decreasing function of t. It also implies that the risk of
any spectral filter estimator computed at tb cannot be higher than 2 times the
risk of the oracle rule. This is the main reason for considering tb as a reference
stopping rule in our analysis. It is also worth mentioning that even if we knew
B2(t) for all t ≤ t1 for some t1 > 0, the bias could still suddenly drop after
at time t2 > t1. Stopping at t1 could then result in a much worse performance
than stopping at time t2, where the bias term is zero. This remark suggests that
recovering the oracle performance cannot be achieved in full generality in the
present framework, where one has access to a limited number of ”observations”
of the risk curve. This is why the balancing stopping rule tb plays the role of
a reference stopping rule since its performance can nevertheless be linked with
the one of the oracle stopping rule.
Our main concern is formulating a data-driven stopping rule (a mapping
from the data {(xi, yi)}ni=1 to a positive time t̂) so that the prediction errors
Eε‖f t̂ − f∗‖2n or, equivalently, E‖f t̂ − f∗‖22 are as small as possible. A classical
tool commonly used in model selection for quantifying the performance of a
procedure is the oracle-type inequality [Cav+02; Kol+06; Tsy08; Wai19]. In the
fixed design context, an oracle inequality (in expectation) can be formulated as
follows
Eε‖f t̂ − f∗‖2n ≤ Cn inf
t∈T
[
Eε‖f t − f∗‖2n
]
+ rn, (17)
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where the constant Cn ≥ 1 in the right hand side can depend on various param-
eters of the problem (except f∗). The main term inf
t∈T
[
Eε‖f t− f∗‖2n
]
is the best
possible performance any estimator among {f t, t ∈ T } can achieve. Ideally, for
the oracle inequality to be meaningful, the last term rn in the right-hand side
should be negligible compared to the oracle performance.
2.5. Localized empirical Rademacher complexity
The analysis of the forthcoming early stopping rules involves the use of a model
complexity measure known as the localized empirical Rademacher complexity
[B+05; Kol+06; Wai19].
Definition 2.2. For any given  > 0 and a function class F , consider the
localized empirical Rademacher complexity
R̂n(,F) = Er
 sup
f∈F
‖f‖n≤R
∣∣∣∣∣ 1n
n∑
i=1
rif(xi)
∣∣∣∣∣
 , (18)
where {ri}ni=1 are i.i.d. Rademacher variables ({−1,+1}-random variables with
equal probability 12 ).
Usually the localized empirical Rademacher complexity is defined for R = 1
but, due to the scaling factor of ‖f∗‖H, one needs to consider the radius R
within the supremum.
Along the analysis, more explicit lower and upper bounds on the above local
empirical Rademacher complexity have to be derived. This is the purpose of
introducing the so-called kernel complexity function [Men02; Men03] that is
proved to be of the same size (up to numeric constants) as the localized empirical
Rademacher complexity of F = BH(R) that is,
R̂n(,H) = R
[ 1
n
r∑
j=1
min{2, µ̂j}
]1/2
. (19)
It corresponds to a rescaled sum of the empirical eigenvalues truncated at 2.
For a given RKHS H and noise level σ, let us finally define the empirical
critical radius ̂n as the smallest positive value  such that
R̂n(,H)
R
≤ 2R
σ
(20)
There is an extensive literature on this empirical critical equation and the related
empirical critical radius [Men02; B+05; RWY14], and it is out of the scope of
the present paper providing an exhaustive review on this topic. Nevertheless, it
has been proved that ̂n does always exist and is unique. Constant 2 in Ineq.
(20) is for theoretical convenience only.
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3. Data-driven early stopping rule and minimum discrepancy
principle
Let us start by recalling that the expression of the empirical risk in Eq. (15)
gives that the empirical risk is a non-increasing function of t (as illustrated
by Fig. 1 as well). This is consistent with the intuition that the amount of
available information within the residuals decreases as the number of iterations
grows. If there exists an iteration t such that f t ≈ f∗, then the empirical risk is
approximately equal to σ2 (level of noise) that is,
EεRt = Eε
[
‖F t − Y ‖2n
]
≈ Eε
[
‖F ∗ − Y ‖2n
]
= Eε
[
‖ε‖2n
]
= σ2. (21)
Additional iterations would result in fitting to the noise (overfitting). Introduc-
ing, moreover, the reduced empirical risk R˜t, t > 0, and recalling that r denotes
the rank of the Gram matrix, it comes
EεRt = Eε
[ 1
n
n∑
i=1
(1− γ(t)i )2Z2i
]
= Eε
[ 1
n
r∑
i=1
(1− γ(t)i )2Z2i
]
︸ ︷︷ ︸
R˜t
+
n− r
n
σ2
(i)≈ σ2,
where (i) is due to equation (21). This heuristic argument gives rise to a first
deterministic stopping rule t∗ involving the reduced empirical risk and given by
t∗ = inf
{
t > 0 | EεR˜t ≤ rσ
2
n
}
. (22)
Since t∗ is not achievable in practice, an estimator of t∗ is given by the data-
driven stopping rule τ based on the so-called minimum discrepancy principle
(MDP)
τ = inf
{
t > 0 | R˜t ≤ rσ
2
n
}
. (23)
The existing literature considering the MDP-based stopping rule usually de-
fines τ by the event {Rt ≤ σ2} [EHN96; Han10; BM12; BK16; BHR16; Sta19].
On the one hand, with a full-rank kernel (r = n), the reduced empirical risk R˜t
is equal to the classical empirical risk, leading then to the same stopping rule.
On the other hand, with a finite-rank kernel (r  n), using the reduced empiri-
cal risk and the event {R˜t ≤ rσ2n } rather than the empirical risk and {Rt ≤ σ2}
should lead to a less variable stopping rule. From a practical perspective, the
knowledge of the rank of the Gram matrix (which is exploited by the reduced
empirical risk unlike the classical empirical risk) avoids estimating the last n−r
components of the vector G∗, which are already known to be zero (see Appendix
A for more details).
Intuitively, if the empirical risk is close to its expectation, then τ should be
optimal in some sense. Therefore, the main analysis in the paper will concern
quantifying how close τ and t∗ are to each other. It appeared in practice that,
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if the model is quite simple, e.g. the kernel is of finite rank or variance σ2 is
low compared to the signal f∗, τ is close to t∗ and τ performs well. As soon
as the model becomes complex, e.g. an infinite-rank kernel or variance σ2 is
high compared to the signal f∗, τ , as a random variable, has high variance that
should be reduced. Of course, smoothness of the regression function should play
a role too. This not rigorous statement will be further developed in Section 3.2.
3.1. Finite rank kernels
3.1.1. Fixed-design framework
Let us start by discussing our results with the case of RKHS of finite rank kernels
with rank r < n : µ̂i = 0, i > r, and µi = 0, i > r. Examples that include
these kernels are the linear kernel K(x1, x2) = x>1 x2 and the polynomial kernel
of degree d ∈ N K(x1, x2) = (1 +x>1 x2)d. It is easy to show that the polynomial
kernel is of finite rank at most d+ 1, meaning that the kernel matrix Kn has at
most min{d+ 1, n} nonzero eigenvalues.
The following theorem applies to any functional sequence {f t}∞t=0 generated
by (11) and initialized at f0 = 0. The main part of the proof of this result
consists of properly upper bounding Eε|EεRt∗−Rt∗ | and follows the same trend
of Proposition 3.1 in [BHR16].
Theorem 3.1. Under Assumptions 1 and 2, given the stopping rule (23),
Eε‖fτ − f∗‖2n ≤ 2(1 + θ)Eε‖f t
∗ − f∗‖2n + 2(
√
3 + θ)
√
rσ2
n
(24)
for any positive θ.
Proof of Theorem 3.1. In this proof we will use the following inequalities: for
any a, b ≥ 0 : (a− b)2 ≤ |a2 − b2| and 2ab ≤ θa2 + 1θ b2, for ∀ θ > 0.
Let us first proof the subsequent oracle-type inequality for the difference
between fτ and f t
∗
. Consider
‖f t∗ − fτ‖2n =
1
n
r∑
i=1
(
γ
(t∗)
i − γ(τ)i
)2
Z2i ≤
1
n
r∑
i=1
|(1− γ(t∗)i )2 − (1− γ(τ)i )2|Z2i
= (R˜t∗ − R˜τ )I {τ ≥ t∗}+ (R˜τ − R˜t∗)I {τ < t∗}
≤ (R˜t∗ − EεR˜t∗)I {τ ≥ t∗}+ (EεR˜t∗ − R˜t∗)I {τ < t∗}
≤ |R˜t∗ − EεR˜t∗ |.
From the definition of R˜t, one notices that
|R˜t∗ − EεR˜t∗ | =
∣∣∣∣∣
r∑
i=1
(1− γ(t∗)i )2
[ 1
n
(ε2i − σ2) +
2
n
εiG
∗
i
]∣∣∣∣∣ .
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From Eε|X(ε)| ≤
√
varεX(ε) for X(ε) centered and
√
a+ b ≤ √a+√b for any
a, b ≥ 0, and Eε
(
ε4
) ≤ 3σ4, it comes
Eε|R˜t∗ − EεR˜t∗ | ≤
√√√√2σ2
n2
r∑
i=1
(1− γ(t∗)i )4
[
3
2
σ2 + 2(G∗i )2
]
≤
√√√√3σ4
n2
r∑
i=1
(1− γ(t∗)i )2 +
√√√√4σ2
n2
r∑
i=1
(1− γ(t∗)i )2(G∗i )2
≤
√
3σ2
√
r
n
+ θ
σ2
n
+ θ−1B2(t∗)
≤ θ−1B2(t∗) + (
√
3 + θ)
√
rσ2
n
.
Applying the inequalities (a+ b)2 ≤ 2a2 + 2b2 for any a, b ≥ 0 and B2(t∗) ≤
Eε‖f t∗ − f∗‖2n, we arrive at
Eε‖fτ − f∗‖2n
≤ 2Eε‖f t∗ − f∗‖2n + 2Eε‖fτ − f t
∗‖2n
≤ 2(1 + θ)Eε‖f t∗ − f∗‖2n + 2(
√
3 + θ)
√
rσ2
n
.
The claim is proved. 
First of all, it is worth noting that risk of estimator f t
∗
is proved to be optimal
for gradient descent and kernel ridge regression no matter the kernel we use (see
Appendix C for the proof) so it remains to focus on the remainder term on the
right-hand side in Ineq. (24). Theorem 3.1 applies to any reproducing kernel but
one remarks that for infinite-rank kernels r = n and we achieve only the rate
O(1/√n). This rate is suboptimal since, for instance, RKHS with polynomial
eigenvalue decay kernels (will be considered in the next subsection) has minimax
optimal rate for the risk error of order O(n− ββ+1 ) with β > 1. Therefore, oracle-
type inequality (24) could be useful only for finite rank kernels due to the fast
O(√r/n) rate of the remainder term.
Notice that, in order to make artificially the term O(
√
r
n ) a remainder one
(even for cases corresponding to infinite-rank kernels), [BHR16; B+18] intro-
duced in the definitions of their stopping rules a restriction on the ”starting
time” t0. However, in the work mentioned this restriction incurred the price of
possibility to miss the designed time τ . For instance, in [BHR16] the authors took
t0 as the first time at which the variance becomes of the order
√
rσ2
n (
√
Dδ2 in
their notations). Besides that, [B+18] developed an additional procedure based
on standard model selection criteria such as AIC-criterion for the spectral cut-
off estimator to recover the ”missing” stopping rule and to achieve adaptivity
over Sobolev-type ellipsoids. In our work we removed such strong assumption.
As a corollary of Theorem 3.1 one can prove that fτ provides a minimax
estimator of f∗ over the ball of radius R.
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Corollary 3.2. Under Assumptions 1, 2, 3, if a kernel has finite rank r, then
Eε‖fτ − f∗‖2n ≤ cuR2̂2n, (25)
where constant cu is numeric.
Proof of Corollary 3.2. From Theorem 3.1 and Lemma C.1 in Appendix,
Eε‖fτ − f∗‖2n ≤ 16(1 + θ−1)R2̂2n + 2(
√
3 + θ)
√
rσ2
n
. (26)
Further, from Lemma A.4 in Appendix, ̂2n = c
rσ2
nR2 with a positive numeric
constant c, and it implies that
Eε‖fτ − f∗‖2n ≤
[
16(1 + θ−1) +
2(
√
3 + θ)
c
]
R2̂2n. (27)

Note that the critical radius ̂n cannot be arbitrary small since it should
satisfy Ineq. (20). As it will be clarified later, the squared empirical critical
radius is essentially optimal.
3.1.2. Random-design framework
We would like to transfer the minimax optimality bound for estimator fτ from
the empirical L2(Pn)-norm to the L2(PX) in-sample norm by means of the so-
called localized population Rademacher complexity. This complexity measure
became a standard tool in empirical processes and nonparametric regression
[B+05; Kol+06; RWY14; Wai19].
For any kernel function class studied in the paper, we consider the localized
Rademacher complexity that can be seen as a population counterpart of the
empirical Rademacher complexity (19) introduced earlier:
Rn(,H) = R
[
1
n
∞∑
i=1
min{µi, 2}
]1/2
. (28)
Using the localized population Rademacher complexity, we define its popu-
lation critical radius n > 0 to be the smallest positive solution  that satisfies
the inequality
Rn(,H)
R
≤ 2R
σ
. (29)
In contrast to the empirical critical radius ̂n, this quantity is not data-
dependent, since it is specified by the population eigenvalues of the kernel op-
erator Tk underlying the RKHS.
Recall the definition of the population critical radius (29), then the following
result provides a fundamental lemma of transfer between the L2(Pn) and L2(PX)
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functional norms. In what follows, we assume that H is a star-shaped function
class, meaning that, for any f ∈ H and scalar ω ∈ [0, 1], the function ωf belongs
to H. The assumption on H being star-shape holds true if f is assumed to lie
in the H-norm ball of an arbitrary finite radius.
Lemma 3.3. [Wai19, Theorem 14.1] Assume a star-shaped kernel function
class H and Assumption 2 of bounded kernel. Let n be as in Ineq. (29), then,
for any f ∈ BH(cR), where c > 1 is a numeric constant, and for any h ≥ n
one has ∣∣‖f‖2n − ‖f‖22∣∣ ≤ 12‖f‖22 + c1R2h2, (30)
with probability at least 1 − c2e−c3
nh2R2
σ2 for some positive numeric constants
c1, c2 and c3.
We deduce from Lemma 3.3 that, with probability at least 1− c2e−c3
nh2R2
σ2 ,
1
2
‖f‖22 − c1R2h2 ≤ ‖f‖2n ≤
3
2
‖f‖22 + c1R2h2.
The previous lemma means the following. If we are able to proof that for some
t > 0 ‖f t − f∗‖2H ≤ cR with high probability for a positive numeric constant
c, then we can directly change the optimality result in terms of ‖f t − f∗‖2n
to the optimality result in terms of the L2(PX)-norm ‖f t − f∗‖22, losing only
c1R
2h2  R22n by choosing h = n.
Equipped with the localized Rademacher complexity (28), we can state the
optimality theorem for finite rank kernels for any functional sequence {f t}∞t=0
generated by (11) and initialized at f0 = 0.
Theorem 3.4. Under Assumptions 1, 2 and 3, given the stopping rule (23),
there is a numeric constant c˜u so that for finite rank kernels with rank r
E‖fτ − f∗‖22 ≤ c˜u
rσ2
n
. (31)
Proof intuition. The full proof is deferred to Section F. Its main ingredient is
Lemma H.2 in Appendix that states the following. ‖f t‖H ≤
√
7R for any t ≤ t,
where t = inf
{
t > 0 | B2(t) = σ22n
∑r
i=1 γ
(t)
i
}
with high probability. With this
argument we can apply triangular inequality and Lemma 3.3, if τ ≤ t w.h.p.
Remark. Theorem 3.4 provides a rate for the L2(PX) norm that matches up to a
constant the minimax bound (see e.g. [RWY12, Theorem 2(a)] with s = d = 1),
when f∗ belongs to the H-norm ball of a fixed radius R, thus not improvable
in general. A similar bound for finite rank kernels was achieved in [RWY14,
Corollary 4].
We summarize our findings in the following corollary.
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Corollary 3.5. Under Assumptions 1, 2, 3 and finite rank kernel, early stopping
rule τ satisfies
E‖fτ − f∗‖22  inf
f̂
sup
‖f∗‖H≤R
E‖f̂ − f∗‖22, (32)
where the infimum is taken over all measurable functions of the input data.
3.2. Practical behavior of τ with infinite-rank kernels
A typical example of RKHS that produces a ”smooth” infinite-rank kernel is the
kth-order Sobolev spaces for some fixed integer k ≥ 1 with Lebesgue measure
on a bounded domain. We consider Sobolev spaces that consist of functions
that have kth-order weak derivatives f (k) being Lebesgue integrable and f (0) =
f (1)(0) = . . . = f (k−1)(0) = 0. It is worth to mention that for such classes
the eigenvalues of Gram matrix µ̂i  i−β , i ∈ [r]. Another example of kernel
with this decay condition for the eigenvalues is the Laplace kernel K(x1, x2) =
e−|x1−x2|, x1, x2 ∈ R (see [SS01] p.402).
Firstly, let us now illustrate practical behaviour of ESR (23) (its histogram)
for gradient descent (11) with step-size η = 1/(1.2µ̂1) for one dimensional
Sobolev kernel K(x1, x2) = min{x1, x2} that generates the reproducing space
H =
{
f : [0, 1]→ R | f(0) = 0,
∫ 1
0
(f ′(x))2dx <∞
}
. (33)
We deal with the model (1) with two regression functions: smooth piece-wise lin-
ear f∗(x) = |x−1/2|−1/2 and nonsmooth heavisine f∗(x) = 0.093 [4 sin(4pix)−
sign(x− 0.3)− sign(0.72− x)] functions. The design points are random xi i.i.d.∼
U[0, 1]. The number of observations is n = 200. For both functions ‖f∗‖n ≈ 0.28
and we set up a middle difficulty noise level σ = 0.15. The number of repetitions
is N = 200.
In panel (a) of Figure 2 we detect that our stopping rule τ has high variance.
This could be explained by variability of τ around its proxy version t∗ or by
variability of the empirical risk Rt around its expectation at t
∗. To understand
this phenomenon, we move back to Theorem 3.1 and notice that the remainder
term there vanishes at the fast rate O(√r/n) when the kernel rank is fixed. If the
kernel is not of finite rank, as a consequence, the worst-case rate is O(1/√n) and
we could not guarantee that we get a true remainder term at the end. Thus, high
variance comes from a large remainder term. Moreover, it has been shown in
[B+18] that the term O(√r/n) is unavoidable for the spectral cut-off algorithm
(in their notation it corresponds to
√
Dδ2, where δ2 = σ
2
n ).
If we change the signal f∗ from smooth to nonsmooth one, regression function
does not belong anymore toH defined in (33). In this case (panel (b) in Figure 2)
stopping rule τ performs much better than for the previous regression function.
A conclusion one can make is that for smooth functions in H one needs to
reduce variance of the empirical risk. In order to do that and to get a stable
early stopping rule that will be close to t∗, we propose to use a special smoothing
technique for the empirical risk.
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Fig 2: Histogram of τ vs tb vs t∗ vs tor := argmin
t>0
[
Eε‖f t − f∗‖2n
]
for kernel
gradient descent with step-size η = 1/(1.2µ̂1) for piece-wise linear f
∗(x) =
|x − 1/2| − 1/2 (panel (a)) and heavisine f∗(x) = 0.093 [4 sin(4pix) − sign(x −
0.3) − sign(0.72 − x)] (panel (b)) regression functions, and first-order Sobolev
kernel K(x1, x2) = min{x1, x2}.
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4. Polynomial smoothing
As was mentioned earlier, the main issue of poor behaviour of stopping rule τ
for ”smooth” infinite-rank kernels is variability of the empirical risk around its
expectation. We would like to reduce this variability. In order to grasp additional
intuition of this variability, consider the expectation of the empirical risk EεRt ≈
1
n
∑r
i=1(1−γ(t)i )2(G∗i )2 and the fact that there exist components i ∈ [r] for which
(G∗i )
2 ≤ ε2i , one can conclude that there is no hope to apply early stopping τ
with this type of kernels. That would be extremely difficult to recover the part of
the regression function associated with these components since we observe pure
noise. Our goal then is to reduce the number of these components and, by doing
that, to reduce variability of the empirical risk. A solution that we propose is to
smooth the empirical risk by means of the eigenvalues of the normalized Gram
matrix.
4.1. Polynomial smoothing and minimum discrepancy principle rule
We start by defining the squared α-norm as ‖f‖2n,α := 〈KαnF, F 〉n for all F =
[f(x1), . . . , f(xn)]
> ∈ Rn, from which we also introduce the smoothed risk, bias,
and variance of a spectral filter estimator as
Rα(t) = Eε‖f t − f∗‖2n,α = ‖Eεf t − f∗‖2n,α + Eε‖f t − Eεf t‖2n,α = B2α(t) + Vα(t)
with
B2α(t) =
1
n
r∑
i=1
µ̂αi (1− γ(t)i )2(G∗i )2, Vα(t) =
σ2
n
r∑
i=1
µ̂αi (γ
(t)
i )
2. (34)
The smoothed empirical risk is
Rα,t = ‖F t−Y ‖2n,α = ‖Gt−Z‖2n,α =
1
n
r∑
i=1
µ̂αi (1− γ(t)i )2Z2i , for t > 0. (35)
Recall that the kernel is bounded by B = 1, thus µ̂i ≤ 1 for all i = 1, . . . , r,
then the smoothed bias B2α(t) and smoothed variance Vα(t) are smaller their
non-smoothed counterparts.
Analogously to the heuristic derivation leading to stopping rule (23), the new
stopping rule is based on the discrepancy principle applied to the α−smoothed
empirical risk that is,
τα = inf
{
t > 0 | Rα,t ≤ σ2 tr(K
α
n )
n
}
, (36)
where σ2tr(Kαn )/n = σ
2
∑r
i=1 µ̂
α
i /n is the natural counterpart of σ
2 in the case
of a full-rank kernel and the α−norm.
Since there is no straightforward connection between τα and the former ref-
erence stopping rule tb = inf{t > 0 | B2(t) ≤ V (t)}, we need to introduce a new
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reference one for the theoretical analysis of the behavior of τα. We first define
a new smoothed reference stopping rule (which balances between the smoothed
bias and variance)
tbα = inf
{
t > 0 | B2α(t) ≤ Vα(t)
}
(37)
and also the analogue of (22) with the α−norm:
t∗α = inf
{
t > 0 | EεRα,t ≤ σ
2
n
r∑
i=1
µ̂αi
}
. (38)
4.2. Related work
The idea of smoothing the empirical risk (the residuals) is not new in the litera-
ture. For instance, [BM10; BM12; BK16] discussed various smoothing strategies
applied to (kernelized) conjugate gradient descent, and [CW20] considered spec-
tral regularization with spectral filter estimators. More closely related to the
present work, [Sta19] studied a statistical performance improvement allowed by
polynomial smoothing of the residuals (as we do here) but restricted to the
spectral cut-off estimator.
In [BM10; BM12] the authors considered the following statistical inverse prob-
lem: z = Ax+σζ, where A is a self-adjoint operator and ζ is Gaussian noise. In
their case, for the purpose of achieving optimal rates, usual discrepancy prin-
ciple rule ‖Axm − z‖ ≤ ϑδ (m is an iteration number, ϑ is a parameter) was
modified and took the form ‖ρλ(A)(Axm − z)‖ ≤ ϑδ, where ρλ(t) = 1√t+λ and
δ is normalized variance of Gaussian noise.
In [BK16] the minimum discrepancy principle was modified as well to the
following: each iteration m of conjugate gradient descent was represented by a
vector α̂m = K
†
nY , K
†
n is the pseudo-inverse of the normalized Gram matrix,
and the learning process was stopped if ‖Y −Knα̂m‖Kn < Ω for some positive
Ω, where ‖α‖2Kn = 〈α,Knα〉. Thus, this method corresponds (up to a threshold)
to stopping rule (36) with α = 1.
In the work [Sta19] the authors concentrated on the inverse problem Y =
Aξ + δW and its corresponding Gaussian vector observation model Yi = µ˜iξi +
δεi, i ∈ [r], where {µ˜i}ri=1 are singular values of the linear bounded operator
A and {εi}ri=1 are Gaussian noise variables. They recovered the signal {ξi}ri=1
by a cut-off estimator of the form ξ̂
(t)
i = I{i ≤ t}µ˜−1i Yi, i ∈ [r]. The discrep-
ancy principle in this case was ‖(AA>)α/2(Y − Aξ̂(t))‖2 ≤ κ for some positive
κ. They found out that, if smoothing parameter α lies in the interval [ 14p ,
1
2p ),
where p is the polynomial decay of singular values {µ˜i}ri=1, then the cut-off
estimator is adaptive to Sobolev ellipsoids. Therefore, our work could be con-
sidered as an extension of the work [Sta19] in order to generalize the polynomial
smoothing strategy to more complex filter estimators such as gradient descent
and (Tikhonov) ridge regression in the reproducing kernel framework.
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4.3. Optimality result (fixed-design)
To take into account in our analysis the fact that we use the α−norm, we define
a modified version of the localized empirical Rademacher complexity that we
call the smoothed empirical Rademacher complexity. The derivation of the next
expression is deferred to Appendix G.
Definition 4.1. Smoothed empirical Rademacher complexity of BH(R) is de-
fined as
R̂n,α(,H) = R
√√√√ 1
n
r∑
i=1
µ̂αi min{µ̂i, 2}, (39)
where α ∈ [0, 1] and {µ̂i}ri=1 are the eigenvalues of the Gram matrix Kn.
This new definition leads to the next updated smoothed version of the critical
inequality and its related empirical critical radius.
Definition 4.2. Define smoothed empirical critical radius ̂n,α as the smallest
positive solution  > 0 to the following fixed-point inequality
R̂n,α(,H)
R
≤ 2R
σ
1+α. (40)
Appendix H establishes that the smoothed empirical critical radius ̂n,α does
exist, is unique and achieves the equality in Ineq. (40).
We pursue the analogy a bit further by defining the smoothed statistical di-
mension as
dn,α := min
{
j ∈ [r] : µ̂j ≤ ̂2n,α
}
(41)
and dn,α = r if no such index does exist. Combined with (39), this implies that
R̂2n,α(̂n,α,H) ≥
∑dn,α
j=1 µ̂
α
j
n
R2̂2n,α and ̂
2(1+α)
n,α ≥
σ2
∑dn,α
j=1 µ̂
α
j
4R2n
, (42)
where the second statement results from Ineq. (40). Let us emphasize that
[YPW17] already introduced the so-called statistical dimension (corresponds
to α = 0 in our notations). It appeared that the statistical dimension provides
an upper bound on the minimax optimal dimension of randomized projections
for kernel ridge regression (see [YPW17, Theorem 2, Corollary 1]).
In our case, dn,α can be seen as a (α-smooth) version of the statistical dimen-
sion. One motivation is that this notion turns out to be useful in the derivation
of minimax rates. In particular, this can be achieved by means of the following
assumptions that involves this quantity.
Assumption 4. There exists a numeric A > 0 such that for all α ∈ [0, 1]
r∑
i=dn,α+1
µ̂i ≤ Adn,α̂2n,α. (43)
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This assumption will further make transfer from smooth critical inequality
(40) to its non-smooth version (20). Indeed, under Assumption 4, if  satisfies
Ineq. (40) then it satisfies as well Ineq. (20), where constant 2 on the right-hand
side is replaced by 2
√
1 +A. Although there are reproducing kernels for which
Assumption 4 does not hold, for most of them it holds true [YPW17], including
all the examples in the present paper. We detail one of them below.
Example 1 (β-polynomial eigenvalue-decay). Let us assume that the eigenval-
ues of the normalized Gram matrix satisfy that there exists numeric constants
0 < c ≤ C such that
ci−β ≤ µ̂i ≤ Ci−β , i = 1, . . . , r, (44)
for some β > 1. Instances of kernels in this class are mentioned at the beginning
of Section 3.2. Then, Assumption 4 holds true with A = Cc 1β−1 .
Another key property for the smoothing to yield optimal results is that the
value of α has to be large enough to control the tail sum of smoothed eigenvalues
by the corresponding cumulative sum, which is the purpose of the assumption
below.
Assumption 5. There exists α0 ∈ [0, 1] such that, for all α0 ≤ α′ ≤ 2,
r∑
i=dn,α+1
µ̂α
′
i ≤M
dn,α∑
i=1
µ̂α
′
i , (45)
where M≥ 1 denotes a numeric constant.
Let us remark that controlling the tail sum of the empirical eigenvalues has
been already made, for example, by [Bar+20] (effective rank) and more re-
cently by [CW20]. In particular, notice that Assumption 6 of [CW20] implies
Assumption 5 holds true. Let us also mention that Assumption 5 does not imply
Assumption 4 holds.
To be precise, in our proofs we will use Assumption 5 to control the tail∑r
i=dn,α+1
µ̂2αi .
Let us enumerate several classical examples for which this assumption holds.
Example 2 (β-polynomial eigenvalue decay kernels (44)). For polynomial eigenvalue-
decay kernels Assumption 5 holds true with
M = 2
(C
c
)2
and 1 ≥ α ≥ 1
β + 1
= α0. (46)
Example 3 (γ-exponential eigenvalue-decay kernels). Let us assume that the
eigenvalues of the normalized Gram matrix satisfy that there exists numeric
constants 0 < c ≤ C and a constant γ > 0 such that
ce−i
γ ≤ µ̂i ≤ Ce−iγ .
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Instances of kernels within this class include the Gaussian kernel with respect
to the Lebesgue measure on the real line (with γ = 2) or on a compact domain
(with γ = 1) (up to log factor in the exponent). Then, Assumption 5 holds true
with
M =
(C
c
)2 ∫∞
0
e−y
γ
dy∫ 2(2α0)1/γ
(2α0)1/γ
e−yγdy
and α ∈ [α0, 1], for α0 > 0.
For any reproducing kernel satisfying the above assumptions, the next theo-
rem provides a high probability bound on the performance of fτα (measured in
terms of the L2(Pn)-norm), which depends on the smoothed empirical critical
radius.
Theorem 4.1 (Upper bound). Under Assumptions 1, 2, 3, 4 and 5, given the
stopping rule (36):
‖fτα − f∗‖2n ≤ cuR2̂2n,α (47)
with probability at least 1− 5 exp
[
− c1R2σ2 n̂2(1+α)n,α
]
for some positive constants
c1 and cu, where c1 depends only on M, cu depends only on A.
Moreover,
Eε‖fτα − f∗‖2n ≤ CR2̂2n,α + 6 max{σ2, R2} exp
[
− c3R
2
σ2
n̂2(1+α)n,α
]
, (48)
for constant C only depending on A, constant c3 only depending on M.
First of all, Theorem 4.1 is established in the fixed-design framework and
Ineq. (48) is a direct consequence of high probability bound (47). The main
message is that the final performance of estimator fτα is controlled by the
smoothed critical radius ̂n,α. From the existing literature on the empirical crit-
ical radius [RWY12; RWY14; YPW17; Wai19], it is already known that the
non-smooth version ̂2n is the typical quantity that leads to minimax rates in the
RKHS (see also Theorem 4.2 below). In particular, tight upper bounds on ̂2n
can be computed from a priori information about the RKHS, e.g. the decay rate
of empirical/population eigenvalues. However, the behavior of ̂2n,α with respect
to n is likely to depend on α, as emphasized by the notation. Intuitively, this
suggests that there could exist a range of values of α, for which ̂2n,α is of the
same order as (or faster than) ̂2n, leading therefore to optimal rates. But there
could also exist ranges of values of α, where this does not hold true, leading to
suboptimal rates.
Another striking aspect of Ineq. (48) is related to the additional terms in-
volving the exponential function in Ineq. (48). As far as (47) is a statement with
”high probability”, this term is expected to converge to 0 at a rate depending
on n̂2n,α. Therefore, the final convergence rate as well as the fact that this term
is (or not) negligible will depend on α.
Sketch of proof of Theorem 4.1. The complete proof is given in Appendix D and
starts from splitting the risk error ‖fτα − f∗‖2n into two parts:
2B2(τα) + 2v(τα), (49)
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where v(t) := 1n
∑n
i=1(γ
(t)
i )
2ε2i is called the stochastic variance at iteration t.
The key ingredients of the proof are the next two deviation inequalities.
i) Pε
(
τα > t,α
) ≤ 2 exp [− c1R2
σ2
n̂2(1+α)n,α
]
,
ii) Pε
(
τα < t˜,α
) ≤ 2 exp [− c2R2
σ2
n̂2(1+α)n,α
]
,
where t,α and t˜,α are some properly chosen upper and lower bounds of t
∗
α.
Since it can be shown that ηt˜,α  ηt,α  (̂2n,α)−1, these two inequalities
show that τα stays of the optimal order (̂
2
n,α)
−1 with high probability. After
that, it is sufficient to upper bound each term in (49) and the claim follows.

The purpose of the following result is to give more insight in the under-
standing of Theorem 4.1 regarding the influence of the different terms in the
convergence rate.
Theorem 4.2 (Lower bound from Theorem 1 in [YPW17]). If Assumption 4
holds true with α = 0, then for any estimator f˜ of f∗ ∈ BH(R) satisfying the
nonparametric model defined in Eq. (1), we get
Eε‖f˜ − f∗‖2n ≥ clR2̂2n,
for some numeric constant cl that only depends on A from Assumption 4.
Firstly, Theorem 4.2 has been proved in [YPW17] with R = 1 and a simple
rescaling argument provides the above statement, so we do not reproduce the
proof here. Secondly, Theorem 4.2 applies to any kernel as long as Assumption 4
is fulfilled with α = 0, which is in particular true for the reproducing kernels
from Theorem 4.1. Therefore, the fastest achievable rate by an estimator of f∗
is ̂2n. As a consequence, as far as there exist values of α such that ̂
2
α,n is at
most as large as ̂2n, the estimator f
τα is optimal.
4.4. Consequences for β-polynomial eigenvalue-decay kernels
The leading idea in the present section is identifying values of α for which the
bound (47) from Theorem 4.1 scales as R2̂2n.
Let us recall the definition of polynomial decay kernel from (44):
ci−β ≤ µ̂i ≤ Ci−β , i ∈ [r] for some β > 1 and numeric constants c, C > 0.
One typical example of reproducing kernel satisfying this condition is the Sobolev
kernel on [0, 1]× [0, 1] given by K(x, x′) = min{x, x′} with β = 2 [RWY14]. The
corresponding RKHS is the first-order Sobolev class that is, the class of functions
that are almost everywhere differentiable with derivative in L2[0, 1].
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Lemma 4.3. Assume there exists β > 1 such that the β-polynomial decay
assumption from (44) holds. Then there exist numeric constants c1, c2 > 0 such
that, for α < 1/β, one has
c1̂
2
n ≤ ̂2n,α ≤ c2̂2n 
[
σ2
2R2n
] β
β+1
.
The proof of Lemma 4.3, which can be derived from combining Lemmas A.4
and A.5 from Appendix A, is not reproduced here. Therefore, if αβ < 1 then
̂2n,α  ̂2n 
[
σ2
2R2n
] β
β+1
. Let us now recall from (46) that Assumption 5 holds
true for α ≥ (β + 1)−1. All these arguments lead us to the next result, which
establishes the minimax optimality of τα with any kernel satisfying the β-
polynomial eigenvalue-decay assumption, as long as α ∈ [ 1β+1 , 1β ).
Corollary 4.4. Under Assumptions 1, 2, 3 and the β-polynomial eigenvalue
decay (44), for any α ∈ [ 1β+1 , 1β ), the early stopping rule τα satisfies
Eε‖fτα − f∗‖2n  inf
f̂
sup
‖f∗‖H≤R
Eε‖f̂ − f∗‖2n, (50)
where the infimum is taken over all measurable functions of the input data.
Corollary 4.4 establishes an optimality result in the fixed-design framework
since, as long as (β + 1)−1 ≤ α < β−1, the upper bound matches the lower
bound up to multiplicative constants. Moreover, this property holds uniformly
with respect to β > 1 provided the value of α is chosen appropriately. An in-
teresting feature of this bound is that the optimal value of α only depends
on the (polynomial) decay rate of the empirical eigenvalues of the normalized
Gram matrix. This suggests that any effective estimator of the unknown param-
eter β could be plugged into the above (fixed-design) result and would lead to
an optimal rate. Note that [Sta19] has recently emphasized a similar trade-off
((β + 1)−1 ≤ α < β−1) for the smoothing parameter α (polynomial smoothing)
considering the spectral cut-off estimator in the Gaussian sequence model. Re-
garding convergence rates, Corollary 4.4 combined with Lemma 4.3 suggests that
the convergence rate of the expected (fixed-design) risk is of order O(n− ββ+1 ).
This is the same as the already known one in nonparametric regression in the
random design framework [Sto+85; RWY14], which is known to be minimax
optimal as long as f∗ belongs to the RKHS H.
5. Empirical comparison with existing stopping rules
The present section aims at illustrating the practical behavior of several stopping
rules discussed along the paper, as well as making a comparison with existing
alternative stopping rules.
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5.1. Stopping rules involved
The empirical comparison is carried out between the stopping rules τ (23) and
τα with α ∈ [ 1β+1 , 1β ) (36), and four alternative stopping rules that are briefly
described in the what follows. For the sake of comparison, most of them corre-
spond to early stopping rules already considered in [RWY14].
Hold-out stopping rule
We consider a procedure based on the hold-out idea [A+10]. The data {(xi, yi)}ni=1
are split into two parts: the training sample Strain = (xtrain, ytrain) and the test
sample Stest = (xtest, ytest) so that training sample and test sample represent
a half of the whole dataset. We train the learning algorithm for t = 0, 1, . . .
and estimate the risk for each t by Rho(f
t) = 1n
∑
i∈Stest((ŷtest)i − yi)2, where
(ŷtest)i denotes the output of the algorithm trained at iteration t on Strain and
evaluated at the point xi of the test sample. The final stopping rule is defined
as
T̂HO = argmin
{
t ∈ N | Rho(f t+1) > Rho(f t)
}
− 1. (51)
Although is does not completely use the data for training (loss of information),
the hold-out strategy has been proved to output minimax optimal estimators
in various contexts (see, for instance, [Cap06; CY10] with Sobolev spaces and
β ≤ 2).
V-fold stopping rule
The observations {(xi, yi)}ni=1 are randomly split into V = 4 equal sized blocks.
At each round (among the V ones), V − 1 blocks are devoted to training
Strain = (xtrain, ytrain) and the remaining one serves for the test sample Stest =
(xtest, ytest). At each iteration t = 0, 1, . . ., the risk is estimated by RVFCV(f
t) =
1
V−1
∑V−1
j=1
1
n/V
∑
i∈Stest(j)((ŷtest)i−yi)2, where ŷtest was described for the hold-
out stopping rule. The final stopping rule is
T̂VFCV = argmin
{
t ∈ N | RVFCV(f t+1) > RVFCV(f t)
}− 1. (52)
V-fold cross validation is widely used in practice since, on the one hand, it
is more computationally tractable than other splitting-based methods such as
leave-one-out or leave-p-out (see the survey [A+10]), and on the other hand, it
enjoys better statistical performance than the hold-out (lower variability).
Raskutti-Wainwright-Yu stopping rule (from [RWY14])
The use of this stopping rule heavily relies on the assumption that ‖f∗‖2H is
known, which is a strong requirement in practice. It controls the bias-variance
trade-off by using upper bounds on the bias and variance terms. The latter
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involves the localized empirical Rademacher complexity R̂n( 1√ηt ,H). Similarly
to tb, it stops as soon as (upper bound of) the bias term becomes smaller than
(upper bound on) the variance term, which leads to
T̂RWY = argmin
{
t ∈ N | R̂n
( 1√
ηt
,H
)
> (2eσηt)−1
}
− 1. (53)
Theoretical minimum discrepancy-based stopping rule t∗
The fourth stopping rule is the one introduced in (22). It relies on the min-
imum discrepancy principle and involves the (theoretical) expected empirical
risk EεRt:
t∗ = inf
{
t > 0 | EεRt ≤ σ2
}
.
This stopping rule is introduced for comparison purposes only since it cannot
be computed in practice. This rule is proved to be optimal (see Appendix C)
for any bounded reproducing kernel so that it could serve as a reference in the
present empirical comparison.
Oracle stopping rule
The ”oracle” stopping rule is defined as the first time the risk curve starts to
increase.
tor = argmin
{
t ∈ N | Eε‖f t+1 − f∗‖2n > Eε‖f t − f∗‖2n
}− 1. (54)
In situations where only one global minimum does exists for the risk, this rule
coincides with the global minimum location. Its formulation reflects the realistic
constraint that we do not have access to the whole risk curve (unlike in the
classical model selection setup).
5.2. Simulation design
Artificial data are generated according to the regression model yj = f
∗(xj)+εj ,
j = 1, . . . , n, where εj
i.i.d.∼ N (0, σ2) with equidistant xj = j/n, j = 1, . . . , n,
and σ = 0.15. The same experiments have been also carried out with xi ∼ U[0, 1]
(not reported here) without any change regarding the conclusions. The sample
size n varies from 40 to 400.
The gradient descent algorithm (11) has been used with step-size η = (1.2 µ̂1)
−1
and initialization F 0 = [0, . . . , 0]>.
The present comparison involves two regression functions with the same
L2(Pn) norms of the signal ‖f∗‖n ≈ 0.28: (i) a piecewise linear function called
”smooth” f∗(x) = |x− 1/2| − 1/2, and (ii) ”sinus” f∗(x) = 0.9 sin(8pix)x2. An
illustration of the corresponding curves is displayed in Figure 3.
To ease the comparison, the piecewise linear regression function was set up
as in [RWY14, Figure 3].
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The case of finite rank kernels is addressed in Section 5.3.1 with the so-called
polynomial kernel of degree 3 defined by K(x1, x2) = (1 + x>1 x2)3 on the unit
square [0, 1] × [0, 1]. By contrast, Section 5.3.2 tackles the polynomial decay
kernels with the first-order Sobolev kernel K(x1, x2) = min{x1, x2} on the unit
square [0, 1]× [0, 1].
The performance of the early stopping rules is measured in terms of L2(Pn)
squared norm ‖f t − f∗‖2n averaged over N = 100 independent trials.
For our simulations, we use a variance estimation method that is described
in Section 5.4. This method is asymptotically unbiased, which is sufficient for
our purposes.
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Fig 3: Smooth and sinus regression functions
5.3. Results of the simulation experiments
5.3.1. Finite rank kernels
Figure 4 displays the (averaged) L2(Pn)-norm error of oracle stopping rule (54),
our stopping rule τ (23), t∗ (22), minimax optimal stopping rule T̂RWY (53)
and 4-fold cross validation stopping rule T̂VFCV (52) versus the sample size.
Figure 4a shows the results for the piecewise linear regression function whereas
Figure 4b corresponds to the ”sinus” regression function.
All the curves decrease as n grows. From these graphs, the overall worst per-
formance is achieved by T̂VFCV, especially with a small sample size, which can
be due to the additional randomness induced by the preliminary random split-
ting with 4−FCV . By contrast, the minimum discrepancy-based stopping rules
(τ and t∗) exhibit the best performances compared to the results of T̂VFCV and
T̂RWY. The averaged mean-squared error of τ is getting closer to the one of t
∗ as
the number of samples n increases, which was expected from the theory and also
intuitively, since τ has been introduced as an estimator of t∗. From Figure 4a,
imsart-ejs ver. 2014/10/16 file: ps-template.tex date: July 15, 2020
Yaroslav Averyanov, Alain Celisse/Early stopping and polynomial smoothing 29
50 100 150 200 250 300 350 400
Sample size
0.000
0.002
0.004
0.006
0.008
0.010
A
ve
ra
ge
 lo
ss
GD filter, =0.15, Kernel = Poly(3), smooth r.f.
Oracle
Our rule ( )
Star
R.-W.-Y.
4-FCV
(a)
50 100 150 200 250 300 350 400
Sample size
0.000
0.001
0.002
0.003
0.004
0.005
0.006
0.007
A
ve
ra
ge
 lo
ss
GD filter, =0.15, Kernel = Poly(3), sinus r.f.
Oracle
Our rule ( )
Star
R.-W.-Y.
4-FCV
(b)
Fig 4: Kernel gradient descent with step-size η = 1/(1.2µ̂1) with polynomial
kernel K(x1, x2) = (1 + x>1 x2)3, x1, x2 ∈ [0, 1] for estimation of two noised
regression function from Figure 3: smooth f∗(x) = |x− 1/2| − 1/2 for panel (a)
and ”sinus” f∗(x) = 0.9 sin(8pix)x2 for panel (b) with equidistant covariates
xj = j/n. Each curve corresponds to L2(Pn) squared norm error for stopping
rules (54), (22), (53), (52), (23) averaged over 100 independent trials, versus
sample size n = {40, 80, 120, 200, 320, 400}.
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T̂RWY is less accurate for small sample sizes, but improves a lot as n grows up to
achieving a performance similar to that of τ . This can result from the fact that
T̂RWY is built from upper bounds on the bias and variance terms, which are
likely to be looser with a small sample size, but achieve an optimal convergence
rate as n increases. On Figure 4b, the reason why τ exhibits (strongly) better
results than T̂RWY owes to the main assumption on the regression function,
namely that ‖f∗‖H ≤ 1. This could be violated for the ”sinus” function.
5.3.2. Polynomial eigenvalue decay kernels
Figure 5 displays the resulting (averaged over 100 repetitions) L2(Pn)-error of
τα (with α =
1
β+1 = 0.33) (36), T̂RWY (53), t
∗ (22), and T̂HO (51) versus the
sample size. Figure 5a shows that all stopping rules seem to work equivalently
well, although there is a slight advantage for T̂HO and T̂RWY compared to t
∗
and τα. However, as n grows to n = 400, the performances of all stopping rules
become very close to each others. Let us mention that the true value of β is
not known in these experiments. Therefore, the value 1β+1 = 0.33 has been
estimated from the decay of the empirical eigenvalue of the normalized Gram
matrix. This can explain why the performance of τα remains worse than that of
T̂RWY.
The story described by Figure 5b is somewhat different. The first striking
remark is that T̂RWY completely fails on this example, which still stems from the
(unsatisfied) constraint on the H-norm of f∗. However, the best performance is
still achieved by the Hold-out stopping rule, although τα and t
∗ remain very close
to the latter. The fact that t∗ remains close to the oracle stopping rule (without
any need for smoothing) supports the idea that the minimum discrepancy is a
reliable principle for designing an effective stopping rule. The deficiency of τ (by
contrast to τα) then results from the variability of the empirical risk, which does
not remain close enough to its expectation. This bad behavior is then balanced
by introducing the polynomial smoothing at level α within the definition of τα,
which enjoys close to optimal practical performances.
Let us also mention that T̂HO exhibit some variability, in particular with
small sample sizes as illustrated by Figures 5a and 5b.
The overall conclusion is that the smoothed minimum discrepancy-based
stopping rules τα leads to almost optimal performances provided α = (β+1)
−1,
where β quantifies the polynomial decay of the empirical eigenvalues of the
normalized Gram matrix.
5.4. Estimation of variance and decay rate for polynomial
eigenvalue decay kernels
The purpose of the present section is to describe two strategies for estimating:
(i) the decay rate of the empirical eigenvalues of the normalized Gram matrix,
and (ii) the variance parameter σ2.
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Fig 5: Kernel gradient descent (11) with step-size η = 1/(1.2µ̂1) with Sobolev
kernel K(x1, x2) = min{x1, x2}, x1, x2 ∈ [0, 1] for estimation of two noised
regression function from Figure 3: smooth f∗(x) = |x− 1/2| − 1/2 for panel (a)
and ”sinus” f∗(x) = 0.9 sin(8pix)x2 for panel (b) with equidistant covariates
xj = j/n. Each curve corresponds to L2(Pn) squared norm error for stopping
rules (54), (22), (53), (51), (36) with α = 0.33, averaged over 100 independent
trials, versus sample size n = {40, 80, 120, 200, 320, 400}.
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5.4.1. Polynomial decay parameter estimation
From the polynomial decay assumption (44), one easily derive upper and lower
bounds for β as
log(µ̂i/µ̂i+1)− log(C/c)
log(1 + 1/i)
≤ β ≤ log(µ̂i/µ̂i+1) + log(C/c)
log(1 + 1/i)
.
The difference between these upper and lower bounds is equal to 2 log(C/c)log(1+1/i) ,
which is minimized for i = 1. Then the best precision on the estimated value of
β is reached with i = 1, which yields the estimator
β̂ =
log(µ̂1/µ̂2)
log 2
. (55)
Note that this estimator β̂ from (55) is not rigorously grounded, but only serves
as a rough choice in our simulation experiments (see Section 5.3).
5.4.2. Variance parameter estimation
There is a bunch of suggestions for variance estimation with linear smoothers;
see e.g. Section 5.6 in the book [Was06]. In our simulation experiments two cases
are distinguished: the situation where the reproducing kernel has finite rank r,
and the situation where the empirical eigenvalues of the normalized Gram matrix
exhibit a polynomial decay. In both cases an asymptotically unbiased estimator
of σ2 is designed.
Finite rank kernel. With such a finite rank kernel, the estimation of the noise
is made from the coordinates {Zi}ni=r+1 corresponding to the situation, where
G∗i = 0, i > r (see Lemma A.1 in Appendix A). Actually these coordinates
(which are pure noise) are exploited to build an easy-to-compute estimator of
σ2 that is,
σ̂2 =
∑n
i=n−r+1 Z
2
i
n− r . (56)
Polynomial decay kernel. If the empirical eigenvalues of Kn satisfy the
polynomial eigenvalue decay assumption (44), we suggest overly-smoothing the
residuals by choosing α = 1, which intuitively results in reducing by a large
amount the variability of the corresponding smoothed empirical risk around its
expectation that is, EεR1,t ≈ R1,t.
Therefore, the smoothed empirical risk can be approximated byR1,t ≈ B21(t)+
σ2
n
∑r
i=1(1− γ(t)i )2 and
σ2 ≈ R1,t −B
2
1(t)
1
n
∑r
i=1 µ̂i(1− γ(t)i )2
.
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Using furthermore that B21(t)→ 0 as t increases to +∞, the final choice is
σ̂2 =
R1,t
1
n
∑r
i=1 µ̂i(1− γ(t)i )2
.
Following the above heuristic argument, let us emphasize that σ̂2 is likely to be
an upper bound on the true variance σ2 since the (non-negative) bias is lower
bounded by 0. Nevertheless, the next result justifies this choice.
Lemma 5.1. Under the polynomial eigenvalue decay assumption (44), any
value of t satisfying t ·η̂2n → +∞ as n→ +∞ yields that σ̂2 = R1,t1
n
∑r
i=1 µ̂i(1−γ(t)i )2
is an asymptotically unbiased estimator of σ2.
A sketch of proof of Lemma 5.1 is given in Appendix I. Based on this lemma,
we suggest taking t = T , where T is the maximum number of iterations allowed
to execute due to computational constraints. Notice that, as long as we access
to closed-form expressions of the estimator, there is no need to compute all
estimators for t between 1 ≤ t ≤ T . The final estimator of σ2 used in the
experiments of Section 5.3 is given by
σ̂2 =
R1,T
1
n
∑r
i=1 µ̂i(1− γ(T )i )2
. (57)
6. Conclusion
In this paper we describe spectral filter estimators (gradient descent, kernel
ridge regression) for non-parametric regression function estimation in RKHS.
Two new data-driven early stopping rules τ (23) and τα (36) for these iterative
algorithms are designed. In more detail, we show that for the infinite-rank re-
producing kernels τ has high variance due to variability of the empirical risk
around its expectation, and we proposed a way to reduce this variability by
means of smoothing the empirical L2(Pn)-norm (and, as a consequence, the em-
pirical risk) by the eigenvalues of the normalized kernel matrix. We demonstrate
in Corollaries 3.5 and 4.4 that our stopping rules τ and τα yield minimax opti-
mal rates, in particular, for finite rank kernel classes and Sobolev spaces. It is
worth to mention that computing our stopping rules (for a general reproducing
kernel) requires only the estimation of variance σ2 and computing (µ̂1, . . . , µ̂r).
Theoretical results are confirmed empirically: τ and τα with the smoothing pa-
rameter α = 1β+1 , where β is the polynomial decay rate of the eigenvalues of
normalized Gram matrix, perform favorably in comparison with stopping rules
based on hold-out data and 4-fold cross-validation.
There are various open questions that could be tackled after our results.
A deficiency of our strategy is that the construction of τ and τα is based on
the assumption that the regression function belongs to a known RKHS, which
restricts (mildly) the smoothness of the regression function. We would like to
understand how our results extend to other loss functions besides squared loss
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(for example, in the classification framework), as it was done in [WYW17]. An-
other research direction could be to use early stopping with fast approximation
techniques for kernels [Ang+15; RCR15] to avoid calculation of all eigenvalues
of the normalized Gram matrix that can be prohibited for large-scale problems.
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First, we provide a plan for Appendix to facilitate the reading.
In Appendix A we state some results that are repeatedly used all along Ap-
pendix. Most of them are already known in the literature.
Appendix B establishes an upper bound on the α-smoothed bias term and
provides a deviation inequality for the variance term. These two results will be
used throughout Appendix.
In Appendix C we state an auxiliary lemma of minimax optimality of stopping
rule t∗ from Eq. (22). This lemma is used in the proof of Corollary 3.2.
The main goal of Appendix D is to provide auxiliary results for the proof of
Theorem 4.1:
• Lemma D.1 −→ decomposition of the risk error ‖fτα − f∗‖2n that involves
the following quantities:
B2(τα) and v(τα),
where v(t) is the stochastic part of variance at time t.
• Lemma D.2 −→ the (right) deviation inequality for stopping rule τα.
• Lemma D.3 −→ the (left) deviation inequality for stopping rule τα.
After that, Lemma D.2 and Lemma D.3 will be used in the following.
• Lemma D.4 will use Lemma D.2 to upper bound v(τα) with high proba-
bility.
• Lemma D.5 will use Lemma D.3 to upper bound B2(τα) with high prob-
ability.
Further, we prove Theorem 4.1 in Appendix E by combining all the results
from Appendix D.
In Appendix F one can find the proof of Theorem 3.4. To be precise, in this
proof we are able to set α = 0 and to use same arguments as in Appendix E.
This is the reason why Appendix F follows Appendix E.
Appendix G establishes an explicit expression for the smoothed Rademacher
compexity R̂n,α(,H).
We collect all the remaining auxiliary lemmas in Appendix H. A sketch of
proof of Lemma 5.1 is in Appendix I.
Appendix A: Useful results
In this section we present several auxiliary lemmas that are repeatedly used
along the paper.
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The first one provides a result showing that we have some coordinates of G∗
equal to zero when we transform the initial model (5) to its rotated version (8).
Lemma A.1. [RWY14, Section 4.1.1] If f∗ ∈ H with a bounded kernel K and
and Gram matrix K = K(xi, xj), i, j = 1, . . . , n such that rk(K) = r ≤ n, then
G∗i = 〈ûi, F ∗〉 = 0 when i > r. (58)
The following auxiliary lemma plays a crucial role in all proofs. It provides a
sharp control of the spectral filter function defined in (11).
Lemma A.2. [RWY14, Lemmas 2 and 3] For any bounded kernel, with γ
(t)
i
corresponding to gradient descent or kernel ridge regression, for every t > 0,
1
2
min{1, ηtµ̂i} ≤ γ(t)i ≤ min{1, ηtµ̂i}, i = 1, . . . , n, (59)
1
n
r∑
i=1
(G∗i )
2
µ̂i
≤ R2 and B2(t) ≤ R
2
ηt
. (60)
Lemma A.3 establishes the magnitude of the population critical radius n for
different kernel spaces.
Lemma A.3. [RWY14, Section 4.3] Recall the definitions of the localized pop-
ulation Rademacher complexity (28) and its population critical radius n (29),
then
• for finite rank kernels with rank r
2n = c1
rσ2
nR2
,
for a positive numeric constant c1 > 0.
• for polynomial eigenvalue decay kernels µi ≤ Cµi−β:
2n 
 σ2
2R2n
[
1 +
√
Cµ
β − 1
]2
β
β+1
. (61)
Lemma A.4 establishes the magnitude of the empirical critical radius ̂n for
different kernel spaces.
Lemma A.4. Recall the definitions of the empirical localized Rademacher com-
plexity (19) and its critical radius (20). Then
• for finite rank kernels with rank r
̂2n = c
σ2r
nR2
, for a positive numeric constant c.
• for polynomial eigenvalue decay kernels (44) with eigenvalue decay β > 1
̂2n 
[
1 +
√
C
β − 1
] 2β
β+1 [
σ2
2nR2
] β
β+1
.
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Proof of Lemma A.4. The bounds for finite rank and polynomial eigendecay
kernels could be derived in the same manner as in the proof of Lemma A.3,
using the upper bound on the eigenvalues µ̂i ≤ Ci−β , i = 1, . . . , r. 
The following result shows the magnitude of the smoothed critical radius
defined in Ineq. (40) for polynomial eigenvalue decay kernels.
Lemma A.5. Under assumption µ̂i ≤ Ci−β , i ∈ [r], for αβ < 1 one has
̂2n,α 
[√
Cα
1− αβ +
√
C1+α
β(1 + α)− 1
] 2β
β+1 [
σ2
2R2n
] β
β+1
.
Proof of Lemma A.5. For every M ∈ (0, r] and αβ < 1 we have
R̂n,α(,H) ≤ R
√
1
n
√√√√ r∑
j=1
min{Cj−β , 2}Cαj−βα
≤ R
√
Cα
n
√√√√bMc∑
j=1
j−βα+R
√
C1+α
n
√√√√ n∑
j=dMe
j−β−βα
≤ R
√
Cα
1− αβ
M1−αβ
n
+R
√
C1+α
n
√
1
β(1 + α)− 1
1
Mβ(1+α)−1
.
Set M = −2/β , that implies
√
M1−αβ = 1−
1−αβ
β and
R̂n,α(,H) ≤ R
[√
Cα
1− αβ +
√
C1+α
β(1 + α)− 1
]
1−
1−αβ
β
1√
n
.
Therefore, smoothed critical inequality R̂n,α(,H) ≤ 2R2σ 2+α is satisfied for
̂2n,α 
[√
Cα
1− αβ +
√
C1+α
β(1 + α)− 1
] 2β
β+1 [
σ2
2R2n
] β
β+1
.

In order to transfer the L2(Pn)-norm into the L2(PX)-norm we need to relate
the empirical critical radius ̂n with its population counterpart n. It is achieved
by the following result.
Lemma A.6. There are numeric constants c1, c2, c3, c4 > 0 such that c1n ≤
̂n ≤ c2n with probability at least 1− c3 exp
(
− c4R2σ2 n2n
)
.
Sketch of the proof of Lemma A.6. The claim follows from known results on
empirical processes and RKHS (see, e.g., Theorem 14.1 and discussion after-
wards in [Wai19]). 
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Appendix B: Handling the smoothed bias and variance
B.1. Upper bound on the smoothed bias
The first lemma provides an upper bound on the smoothed bias term.
Lemma B.1. Under Assumptions 1, 2,
B2α(t) ≤
R2
(ηt)1+α
. (62)
Proof of Lemma B.1. For any t > 0,
B2α(t) =
1
n
r∑
i=1
µ̂αi (1− γ(t)i )2(G∗i )2 ≤
1
n
r∑
i=1
µ̂αi (1− γ(t)i )1+α(G∗i )2
(i)
≤ 1
n(ηt)1+α
r∑
i=1
(G∗i )
2
µ̂i
(ii)
≤ R
2
(ηt)1+α
.
(i) is true thanks to qualification condition (10) with ν = 1, (ii) is due to the
bounds in (60). 
B.2. Deviation inequality for the variance term
In this subsection we recall one concentration result from [RWY14, Section
4.1.2].
For any t > 0 define a matrix Qt := diag{(γ(t)j )2, j ∈ [r]}, then one concludes
that V (t) = Eε[v(t)] = σ
2
n tr[Qt].
After that, since γ
(t)
i ≤ min{1, ηtµ̂i} for i ∈ [r],
V (t) =
σ2
n
tr[Qt] ≤ σ
2
n
r∑
j=1
min{1, ηtµ̂i} = σ
2ηt
R2
R̂2n
(
1√
ηt
,H
)
. (63)
Consider a random variable of the form Q˜n =
∑n
i,j=1 aijZiZj , where {Zi}ni=1
are zero-mean sub-Gaussian r.v. with parameter σ. Then, [R+13] proved that
Pε
(
|Q˜n − Eε[Q˜n]| ≥ δ
)
≤ 2 exp
[
−cmin
{
δ
σ2‖A‖op ,
δ2
σ4‖A‖2F
}]
∀δ > 0, (64)
where ‖A‖op and ‖A‖F are the operator and Frobenius norms of the matrix
A = {aij}ni,j=1 respectively.
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Applying Ineq. (64) with A = 1nQt, Zi = εi, i ∈ [r], yields Q˜n = v(t) and
‖A‖op ≤ 1
n
,
‖A‖2F =
1
n2
tr[Q2t ] ≤
1
n2
tr[Qt] ≤ ηt
nR2
R̂2n
(
1√
ηt
,H
)
.
(65)
Consequently, for any t > 0 and δ > 0, one gets
Pε
(
|v(t)− V (t)| ≥ δ
)
≤ 2 exp
[
−cnδ
σ2
min
{
1,
R2δ
σ2ηtR̂2n( 1√ηt ,H)
}]
. (66)
Let us first transfer the critical inequality (20) from  to t.
Definition B.1. Set  = 1√
ηt
in (20) and let us define t̂ as the largest positive
solution to the following fixed-point equation
σ2ηt
R2
R̂2n
(
1√
ηt
,H
)
≤ 4R
2
ηt
. (67)
Note that in Lemma A.4 the empirical critical radius ̂n =
1√
ηt̂
and such a
point t̂ exists since ̂n exists and is unique [Men02; B+05; RWY14]. Moreover,
t̂ provides equality in Ineq. (67).
Appendix C: Auxiliary lemma for finite rank kernels
Remark that at t = t∗ : B2(t) = 2σ
2
n
∑r
i=1 γ
(t)
i −V (t) ≥ σ
2
n
∑r
i=1 γ
(t)
i . Thus, due
to the construction of t̂ ( t̂ is the point of intersection of an upper bound on
the bias and a lower bound on σ
2
2n
∑r
i=1 γ
(t)
i ) and monotonicity (in t) of all the
terms involved, we get t∗ ≤ t̂.
Lemma C.1. Recall definition of stopping rule t∗ (22). Under Assumptions 1,
2 and 3, for gradient descent/kernel ridge regression filter the following holds
for any reproducing kernel:
Eε‖f t∗ − f∗‖2n ≤ 8R2̂2n.
Proof of Lemma C.1. Let us define proxy version of the variance term: V˜ (t) :=
σ2
n
∑r
i=1 γ
(t)
i . Moreover, for all t > 0,
EεRt = B2(t) +
σ2
n
n∑
i=1
(1− γ(t)i )2. (68)
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From the fact that EεRt∗ = σ2,
Eε‖f t∗ − f∗‖2n = B2(t∗) + V (t∗) = 2V˜ (t∗). (69)
Therefore, in order to prove the lemma, our goal is to get an upper bound
on V˜ (t∗).
Since the function ηtR̂2n( 1√ηt ,H) is monotonic in t (see, for example, Lemma
H.1) and t∗ ≤ t̂, we conclude that
V˜ (t∗) ≤ σ
2ηt∗
R2
R̂2n
(
1√
ηt∗
,H
)
≤ σ
2ηt̂
R2
R̂2n
(
1√
ηt̂
,H
)
= 4R2̂2n.

Appendix D: Proofs for polynomial smoothing
In the proofs we will need three additional definitions below.
Definition D.1. In Definition 4.2 set  = 1√
ηt
, then smoothed critical inequality
(40) is equivalent to
σ2ηt
4
R̂2n,α
( 1√
ηt
,H
)
≤ R
4
(ηt)1+α
. (70)
Due to Lemma H.1, the left-hand side of (70) is non-decreasing in t and the
right-hand side is non-increasing in t.
Definition D.2. For any α ∈ [0, 1] define the stopping rule t̂,α such that
̂2n,α =
1
ηt̂,α
, (71)
then Ineq. (70) becomes equality at t = t̂,α thanks to monotonicity and
continuity of both terms in the inequality.
Further, we define stopping rules t˜,α and t,α that will serve as a lower bound
and an upper bound on t∗α for all α ∈ [0, 1].
Definition D.3. Define smoothed proxy variance V˜α(t) :=
σ2
n
∑r
i=1 µ̂
α
i γ
(t)
i and
the following stopping rules
t,α = inf
{
t > 0 | B2α(t) =
1
2
V˜α(t)
}
,
t˜,α = inf
{
t > 0 | B2α(t) = 3V˜α(t)
}
.
(72)
Notice that at t = t˜,α:
6R2
(ηt)1+α
≥ R
2
(ηt)1+α
≥ B2α(t) = 3V˜α(t) ≥
3
2
σ2
R2
ηtR̂2n,α
( 1√
ηt
,H
)
.
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At t = t,α:
R2
(ηt)1+α
≥ B2α(t) =
1
2
V˜α(t) ≥ σ
2ηt
4R2
R̂2n,α
( 1√
ηt
,H
)
.
Thus, t˜,α and t,α satisfy smoothed critical inequality (70). Moreover, t̂,α is
always greater or equal than t,α and t˜,α, since t̂,α is the largest value satisfying
Ineq. (70).
As a consequence of Lemma H.1, one has
1
ηt˜,α
 1
ηt,α
 1
ηt̂,α
= ̂2n,α.
Assume for simplicity that
2n,α :=
1
ηt,α
= c′
1
ηt̂,α
= c′̂2n,α,
˜2n,α :=
1
ηt˜,α
= c′′
1
ηt̂,α
= c′′̂2n,α
for some positive numeric constants c′, c′′ ≥ 1 due to the fact that t̂,α ≥ t,α
and t̂,α ≥ t˜,α.
The following lemma decomposes the risk error into several parts that will
be further analyzed in subsequent Lemmas D.4, D.5.
Lemma D.1. Recall the definitions of τα (36), then
‖fτα − f∗‖2n ≤ 2B2(τα) + 2v(τα),
where v(t) = 1n
∑n
i=1(γ
(t)
i )
2ε2i , t > 0, is the stochastic part of variance.
Proof of Lemma D.1. Recall Definition 2.1 of the spectral filter function gλt(ξ) ≡
gt(ξ).
Let us define the noise vector ε := [ε1, ..., εn]
> and, for each t > 0, two vectors
that correspond to the bias and variance parts respectively:
b˜2(t) := (gt(Kn)Kn − I)F ∗,
v˜(t) := gt(Kn)Knε.
This gives the following expressions for the stochastic part of variance and
bias:
v(t) = 〈v˜(t), v˜(t)〉n, B2(t) = 〈b˜2(t), b˜2(t)〉n. (73)
General expression for the L2(Pn)-norm error at τα takes the form
‖fτα − f∗‖2n = B2(τα) + v(τα) + 2〈b˜2(τα), v˜(τα)〉n. (74)
Therefore, applying the inequality 2 |〈x, y〉n| ≤ ‖x‖2n+‖y‖2n for any x, y ∈ Rn
and (73), we obtain
‖fτα − f∗‖2n ≤ 2B2(τα) + 2v(τα). (75)

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D.1. Two deviation inequalities for τα
This is the first deviation inequality for τα that will be further used in Lemma
D.4 to control the variance term.
Lemma D.2. Recall Definition D.3 of t,α, then, under Assumptions 1, 2, 3
and 5,
Pε
(
τα > t,α
)
≤ 2 exp
[
−c1R
2
σ2
n̂2(1+α)n,α
]
,
where positive constant c1 depends only on M.
Proof of Lemma D.2. Set κα := σ
2trKαn/n, then, due to monotonicity of the
smoothed empirical risk, for all t ≥ t∗α:
Pε (τα > t) = Pε (Rα,t − EεRα,t > κα − EεRα,t) .
Consider
Rα,t − EεRα,t = σ
2
n
r∑
i=1
µ̂αi (1− γ(t)i )2
(
ε2i
σ2
− 1
)
︸ ︷︷ ︸
Σ1
+
2
n
r∑
i=1
µ̂αi (1− γ(t)i )2G∗i εi︸ ︷︷ ︸
Σ2
.
(76)
Define
∆t,α := κα − EεRα,t = −B2α(t)− Vα(t) + 2V˜α(t),
where V˜α(t) =
σ2
n
∑r
i=1 µ̂
α
i γ
(t)
i .
Further, set t = t,α and recall that ηt,α =
ηt̂,α
c′ for c
′ ≥ 1. This implies
∆t,α,α ≥
1
2
V˜α(t,α) ≥ σ
2
4n
r∑
i=1
µ̂αi min
{
1,
ηt̂,α
c′
µ̂i
}
=
σ2ηt̂,α
4nc′
r∑
i=1
µ̂αi min
{
c′
ηt̂,α
, µ̂i
}
≥ σ
2ηt̂,α
4c′R2
R̂2n,α
 1√
ηt̂,α
,H

=
R2
c′
̂2(1+α)n,α .
Then, by standard concentration results on linear and quadratic sums of
Gaussian random variables (see, e.g., [BHR16, Lemma 6.1]),
Pε
(
Σ1 >
∆t,α,α
2
)
≤ exp
[
−
∆2
t,α,α
16(‖a(t,α)‖2 + ∆t,α,α2 ‖a(t,α)‖∞)
]
, (77)
Pε
(
Σ2 >
∆t,α,α
2
)
≤ exp
[
−
n∆2
t,α,α
32σ2B2α(t,α)
]
, (78)
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where ai(t,α) =
σ2
n µ̂
α
i (1− γ(t,α)i )2, i ∈ [r].
In what follows we simplify the bounds above.
Firstly, recall thatB = 1, which implies µ̂1 ≤ 1 and ‖a(t,α)‖∞ = max
i∈[r]
|ai(t,α)| ≤
σ2
n , and
1
2
∆t,α,α ≤
3
4
V˜α(t,α) ≤ 3
4
V˜α(t̂,α) ≤ 3
4R2
σ2ηt̂,αR̂2n,α
 1√
ηt̂,α
,H

= 3R2̂2(1+α)n,α .
Secondly, we will upper bound the Euclidean norm of a(t,α). Recall Assumption
5, the definition of the smoothed statistical dimension dn,α = min{j ∈ [r] : µ̂j ≤
̂2n,α} and Ineq. (42): ̂2(1+α)n,α ≥ σ
2∑dn,α
i=1 µ̂
α
i
4R2n , which implies
‖a(t,α)‖2 = σ
4
n2
r∑
i=1
µ̂2αi (1− γ(t,α)i )4 ≤
σ4
n2
dn,α∑
i=1
µ̂αi +
r∑
i=dn,α+1
µ̂2αi

≤ σ
4
n2
4nR2̂2(1+α)n,α
σ2
+M
dn,α∑
i=1
µ̂αi

≤ 4σ
2
n
(1 +M)R2̂2(1+α)n,α .
Finally, using the upper bound B2α(t,α) ≤ R
2
(ηt,α)1+α
≤ R2(c′)2̂2(1+α)n,α for all
α ∈ [0, 1], one gets
Pε
(
τα > t,α
) ≤ 2 exp [−c1R2
σ2
n̂2(1+α)n,α
]
(79)
for some positive numeric c1 > 0 that depends only on M.

What follows is the second deviation inequality for τα that will be further
used in Lemma D.5 to control the bias term.
Lemma D.3. Recall Definition D.3 of t˜,α, then under Assumptions 1, 2, 3
and 5,
Pε
(
τα < t˜,α
) ≤ 2 exp [−c2R2
σ2
n̂2(1+α)n,α
]
(80)
for positive constant c2 that depends only on M.
Proof of Lemma D.3. Set κα := σ
2trKαn/n. Note that t˜,α ≤ t∗α by construction.
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Further, for all t ≤ t∗α, due to monotonicity of the smoothed empirical risk,
Pε
(
τα < t
)
= Pε
(
Rα,t − EεRα,t ≤ −(EεRα,t − κα)
)
≤ Pε
(
σ2
n
r∑
i=1
µ̂αi (1− γ(t)i )2
( ε2i
σ2
− 1
)
︸ ︷︷ ︸
Σ1
≤ −EεRα,t − κα
2
)
+ Pε
(
2
n
r∑
i=1
µ̂αi (1− γ(t)i )2G∗i εi︸ ︷︷ ︸
Σ2
≤ −EεRα,t − κα
2
)
.
Consider ∆t,α := EεRα,t − κα = B2α(t) + Vα(t)− 2V˜α(t). At t = t˜,α we have
B2α(t) = 3V˜α(t), thus
∆t˜,α,α ≥ V˜α(t˜,α).
Then, by standard concentration results on linear and quadratic sums of
Gaussian random variables (see, e.g., [BHR16, Lemma 6.1]),
Pε
(
Σ1 ≤ −
∆t˜,α,α
2
)
≤ exp
[
− V˜
2
α (t˜,α)
16‖a(t˜,α)‖2
]
,
Pε
(
Σ2 ≤ −
∆t˜,α,α
2
)
≤ exp
[
− −nV˜
2
α (t˜,α)
32σ2B2α(t˜,α)
]
,
(81)
where ai(t˜,α) =
σ2
n µ̂
α
i (1− γ(t˜,α)i ), i ∈ [r].
In what follows we simplify the bounds above.
First, we deal with the Euclidean norm of ai(t˜,α), i ∈ [r]. µ̂1 ≤ 1 and
recalling Assumption 5 with Ineq. (42), gives us
‖a(t˜,α)‖2 = σ
4
n2
r∑
i=1
µ̂2αi (1− γ(t˜,α)i )4 ≤
σ4
n2
dn,α∑
i=1
µ̂αi +
r∑
i=dn,α+1
µ̂2αi

≤ 4σ
2
n
(1 +M)R2̂2(1+α)n,α .
(82)
Recall that ηt˜,α =
ηt̂,α
c′′ for c
′′ ≥ 1. Therefore, it is sufficient to lower bound
V˜α(t˜,α) as follows.
V˜α(t˜,α) ≥ σ
2
2n
r∑
i=1
µ̂αi min{1,
ηt̂,α
c′′
µ̂i} = σ
2ηt̂,α
2nc′′
r∑
i=1
µ̂αi min
{
c′′
ηt̂,α
, µ̂i
}
≥ σ
2ηt̂,α
2R2c′′
R̂2n,α
 1√
ηt̂,α
,H

=
2R2
c′′
̂2(1+α)n,α .
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Using the bound B2α(t˜,α) ≤ R
2
(ηt˜,α)1+α
≤ R2(c′′)2̂2(1+α)n,α and inserting this ex-
pression with (82) into (81), gives
Pε
(
τα < t˜,α
) ≤ 2 exp [− c2R2
σ2
n̂2(1+α)n,α
]
, (83)
where c2 depends only on M. 
D.2. Bounding the stochastic part of variance term at τα
Lemma D.4. Under Assumptions 1, 2, 3, 4 and 5, the stochastic part of vari-
ance at τα is bounded as follows.
v(τα) ≤ 8(1 +A)R2̂2n,α
with probability at least 1− 3 exp
[
− c1nR2σ2 ̂2(1+α)n,α
]
, where constant c1 depends
only on M.
Proof of Lemma D.4. Due to Lemma D.2,
Pε
(
τα > t,α
) ≤ 2 exp [− c1R2
σ2
n̂2(1+α)n,α
]
. (84)
Therefore, thanks to monotonicity of γ
(t)
i in t, with probability at least 1 −
2 exp
[
− c1R2σ2 n̂2(1+α)n,α
]
,
v(τα) ≤ v(t,α). (85)
After that, due to concentration inequality (66),
Pε
(
|v(t,α)− V (t,α)| ≥ δ
)
≤ 2 exp
−cnδ
σ2
min
1, R2δσ2ηt,αR̂2n( 1√ηt,α ,H)

 .
Now, setting δ =
σ2ηt̂,α
R2 R̂2n
(
1√
ηt̂,α
,H
)
≥ σ2ηt̂,αR2 R̂2n,α
(
1√
ηt̂,α
,H
)
and recall-
ing Lemma H.3, yields
v(t,α) ≤ V (t,α) + δ
≤ V˜ (t̂,α) + 4(1 +A)R2̂2n,α
≤ σ
2ηt̂,α
R2
R̂2n
 1√
ηt̂,α
,H
+ 4(1 +A)R2̂2n,α
≤ 8(1 +A)R2̂2n,α
(86)
with probability at least 1− exp
[
− cn 4R2σ2 ̂2(1+α)n,α
]
.
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Combining all the pieces together, we get
v(τα) ≤ 8(1 +A)R2̂2n,α (87)
with probability at least 1− 3 exp
[
− c1nR2σ2 ̂2(1+α)n,α
]
.

D.3. Bounding the bias term at τα
Lemma D.5. Under Assumptions 1, 2, 3 and 5,
B2(τα) ≤ c′′R2̂2n,α (88)
with probability at least 1− 2 exp
[
− c2R2σ2 n̂2(1+α)n,α
]
for a positive numeric con-
stant c′′ ≥ 1 and constant c2 that depends only on M.
Proof of Lemma D.5. Due to Lemma D.3,
Pε
(
τα < t˜,α
) ≤ 2 exp [− c2R2
σ2
n̂2(1+α)n,α
]
. (89)
Therefore, thanks to monotonicity of the bias term, with probability at least
1− 2 exp
[
− c2R2σ2 n̂2(1+α)n,α
]
,
B2(τα) ≤ B2(t˜,α) ≤ R
2
ηt˜,α
= c′′R2̂2n,α. (90)

Appendix E: Proof of Theorem 4.1
From Lemmas D.1, D.4 and D.5, we get
‖fτα − f∗‖2n ≤ 2c′′R2̂2n,α + 16(1 +A)R2̂2n,α (91)
with probability at least 1− 5 exp
[
− c1R2σ2 n̂2(1+α)n,α
]
.
Therefore,
‖fτα − f∗‖2n ≤ cuR2̂2n,α (92)
with probability at least 1− 5 exp
[
− c1R2σ2 n̂2(1+α)n,α
]
, where c1 depends only on
M and cu is a positive constant that depends only on A.
Moreover, taking expectation in Ineq. (75) yields
Eε‖fτα − f∗‖2n ≤ 2Eε[B2(τα)] + 2Eε[v(τα)].
imsart-ejs ver. 2014/10/16 file: ps-template.tex date: July 15, 2020
REFERENCES/REFERENCES 50
Let us upper bound Eε
[
B2(τα)
]
and Eε [v(τα)]. First, define a˜ := B2(t˜,α), thus
Eε
[
B2(τα)
]
= Pε
(
B2(τα) > a˜
)
Eε
[
B2(τα) | B2(τα) > a˜
]
+ Pε
(
B2(τα) ≤ a˜
)
Eε
[
B2(τα) | B2(τα) ≤ a˜
]
.
(93)
Defining δ1 := 2 exp
[
− c2R2σ2 n̂2(1+α)n,α
]
from Lemma D.5 and using the upper
bound
B2(t) ≤ ‖f∗‖2n =
1
n
n∑
i=1
|f∗(xi)|2 = 1
n
n∑
i=1
|〈f∗,K(·, xi)〉H|2 ≤ R2
for any t > 0, gives the following.
Eε
[
B2(τα)
] ≤ R2δ1 +B2(t˜,α) ≤ R2 (δ1 + c′′̂2n,α) . (94)
As for Eε [v(τα)],
Eε [v(τα)] = Eε
[
v(τα)I
{
v(τα) ≤ 8(1 +A)R2̂2n,α
}]
+ Eε
[
v(τα)I
{
v(τα) > 8(1 +A)R2̂2n,α
}] (95)
and, due to Lemma D.4 and Cauchy-Schwarz inequality,
Eε [v(τα)] ≤ 8(1 +A)R2̂2n,α + Eε
[
v(τα)I
{
v(τα) > 8(1 +A)R2̂2n,α
}]
≤ 8(1 +A)R2̂2n,α +
√
Eεv2(τα)
√
Eε
[
I
{
v(τα) > 8(1 +A)R2̂2n,α
}]
. (96)
Notice that v2(τα) ≤ 1n2
[∑r
i=1 ε
2
i
]2
and
Eε
[
v2(τα)
] ≤ 1
n2
[ r∑
i=1
Eεε4i + 2
∑
i<j
Eε
(
ε2i ε
2
j
)]
≤ 3σ
4
n2
r2 ≤ 3σ4. (97)
At the same time, thanks to Lemma D.4,
Eε
[
I
{
v(τα) > 8(1 +A)R2̂2n,α
}] ≤ 3 exp [− c1nR2
σ2
̂2(1+α)n,α
]
.
Thus, inserting the last two inequalities into (96) gives
Eε [v(τα)] ≤ 8(1 +A)R2̂2n,α + 3σ2 exp
[
− c1nR
2
σ2
̂2(1+α)n,α
]
.
Finally, summing up all the terms together,
Eε‖fτα − f∗‖2n ≤ [16(1 +A) + 2c′′]R2̂2n,α
+ 6 max{σ2, R2} exp
[
−c1nR
2
σ2
̂2(1+α)n,α
]
,
where constant c1 depends only on M, constant c′′ is numeric.
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Appendix F: Proof of Theorem 3.4
Here we prove Theorem 3.4 that shows a minimax optimality result for finite
rank kernels with rank r.
Let us proof that ‖fτ − f∗‖2H is upper bounded with high probability by a
constant depending only on R. If it is true, we are able to apply Lemma 3.3 to
transfer the result of Corollary 3.2 to the L2(PX)-norm. In order to do that, it
is sufficient to upper bound ‖fτ‖2H because ‖fτ − f∗‖2H ≤ ‖fτ‖2H +R2.
We will use the definition of τ (23) with the threshold κ := rσ
2
n so that, due
to monotonicity of the ”reduced” empirical risk R˜t,
Pε (τ > t) = Pε
(
R˜t − EεR˜t > κ− EεR˜t︸ ︷︷ ︸
∆t
)
,
where
∆t = −B2(t)− V (t) + 2σ
2
n
r∑
i=1
γ
(t)
i︸ ︷︷ ︸
2V˜ (t)
. (98)
Assume that ∆t ≥ 0. Remark that
R˜t − EεR˜t = σ
2
n
r∑
i=1
(1− γ(t)i )2
(
ε2i
σ2
− 1
)
︸ ︷︷ ︸
Σ1
+
2
n
r∑
i=1
(1− γ(t)i )2G∗i εi︸ ︷︷ ︸
Σ2
. (99)
Applying [BHR16, Lemma 6.3] to Σ1 yields
Pε
(
Σ1 >
∆t
2
)
≤ exp
[
−∆2t/4
4(‖a(t)‖2 + ∆t2 ‖a(t)‖∞)
]
, (100)
where ai(t) :=
σ2
n (1− γ(t)i )2, i ∈ [r].
Standard concentration bound [Wai19, Proposition 2.5] for a sum of Gaussian
variables Σ2 gives us
Pε
(
Σ2 >
∆t
2
)
≤ exp
[
− n∆
2
t
32σ2B2(t)
]
. (101)
First, define a stopping rule t as follows.
t := inf{t > 0 : B2(t) = 1
2
V˜ (t)}. (102)
Note that t serves as an upper bound on t
∗ and as a lower bound on t̂. More-
over, t satisfies critical inequality (67). Therefore, due to Lemma H.1, there is
a positive numeric constant c′ ≥ 1 such that 1
ηt
= c′ 1
ηt̂
.
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In what follows we simplify two high probability bounds (100) and (101) at
t = t,α.
Since, from Lemma A.4, ̂2n = c
rσ2
nR2 , one can bound ‖a(t)‖2 as follows.
‖a(t)‖2 = σ
4
n2
r∑
i=1
(1− γ(t)i )4 ≤
rσ4
n2
=
R2σ2̂2n
cn
. (103)
Remark that in (100):
‖a(t)‖∞ = σ
2
n
max
i∈[r]
[
(1− γ(t)i )
]
≤ σ
2
n
and
∆t
2
≤ 3
4
V˜ (t) ≤ 3
4
V˜ (t̂) ≤ 3
4
σ2
R2
ηt̂R̂2n
(
1√
ηt̂
,H
)
= 3R2̂2n.
As for a lower bound on ∆t ,
∆t ≥
1
2
V˜ (t) ≥ σ
2
4n
r∑
i=1
min
{
1,
ηt̂
c′
µ̂i
}
=
σ2ηt̂
4nc′
r∑
i=1
min
{
c′
ηt̂
, µ̂i
}
≥ σ
2ηt̂
4R2c′
R̂2n
(
1√
ηt̂
,H
)
=
R2
c′
̂2n.
Knowing that B2(t) ≤ R2ηt = c
′R2̂2n and summing up bounds (100), (101)
with t = t,α yield the following.
Pε
(
τ > t
) ≤ 2 exp [− CR2
σ2
n̂2n
]
, (104)
where C is a numeric constant.
From Lemma H.2, ‖f t‖H ≤
√
7R with probability at least 1 − 4 exp
[
−
c3
R2
σ2 n̂
2
n
]
for some positive numeric constant c3. Therefore, Ineq. (104) allows
to say:
‖fτ‖H ≤
√
7R with probability at least 1−6 exp
[
−c˜3R
2
σ2
n̂2n
]
for some positive c˜3.
It implies that
‖fτ − f∗‖H ≤ ‖fτ‖H + ‖f∗‖H ≤
(
1 +
√
7
)
R
with the same probability.
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Thus, according to Lemma 3.3, for some positive numeric constants c1, c˜4, c˜5 :
‖fτ − f∗‖22 ≤ 2‖fτ − f∗‖2n + c1R22n
with probability (w.r.t. ε) at least 1− 6 exp
[
− c˜3R2σ2 n̂2n
]
and with probability
(w.r.t. {xi}ni=1) at least 1− c˜4 exp
[
− c˜5R2σ2 n2n
]
.
Moreover, following the same arguments (with α = 0 and without Assump-
tions 4 and 5) as in the proof of Theorem 3.4, Lemma A.6 yields
‖fτ − f∗‖2n ≤ cuR2̂2n ≤ c˜uR22n (105)
with probability at least 1− c1 exp
[
− c2R2σ2 n2n
]
.
The last step consists of recalling R22n . rσ
2
n due to Lemma A.4.
Appendix G: Derivation of the smoothed empirical kernel
complexity
In this section we will show that
Er
 sup
‖f‖H≤R
‖f‖n,α≤R
| 1
n
n∑
i=1
µ̂αi rif(xi) |
 ≤ R
√√√√ 2
n
r∑
i=1
µ̂αi min{2, µ̂i}, (106)
where {ri}ni=1 i.i.d.∼ {−1,+1} with probability 1/2, µ̂1 ≥ µ̂2 ≥ . . . ≥ µ̂r > 0. The
derivation of this result is inspired by [Wai19, Lemma 13.22].
Define auxiliary random variables {r˜i}ni=1 i.i.d.∼ {−µ̂αi , µ̂αi } with probability
1/2 for i ∈ [n].
To start with, we recall that B = 1, thus µ̂1 ≤ 1.
Since f ∈ H, without loss of generality, we are able to restrict ourselves to
the functions that take the form
f(·) = 1√
n
n∑
i=1
θiK(·, xi) (107)
for some vector θ ∈ Rn. Condition ‖f‖n,α ≤ R is equivalent to ‖K1+
α
2
n θ‖ ≤ R.
At the same time, condition ‖f‖2H ≤ R2 is equivalent to ‖f‖2H = θ>Knθ ≤ R2.
Therefore, the smoothed localized Rademacher complexity could be expressed
as
R̂n,α(,H) = 1√
n
Er˜
 sup
θ>Knθ≤R2
θ>K2+αn θ≤2R2
| r˜>Knθ |
 . (108)
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Recall the SVD decompositionKn = UΛU
>, where Λ = diag{µ̂1, . . . , µ̂r, 0, . . . , 0}.
Therefore, if β = Knθ, after some algebra Eq. (108) is equivalent to
R̂n,α(,H) = 1√
n
Er˜
[
sup
β∈D
| r˜>β |
]
.
where
D :=
β ∈ Rn |
r∑
j=1
µ̂αj β
2
j ≤ 2R2,
r∑
j=1
β2j
µ̂j
≤ R2

Define the ellipsoid
E := {β ∈ Rn |
r∑
j=1
ηjβ
2
j ≤ 2R2}, where ηj = max
{
µ̂αj
2
, µ̂−1j
}
.
Notice that
max
{
µ̂αi
2
, µ̂−1i
}
≤ µ̂
α
i
2
+
1
µ̂i
, i ∈ [r]. (109)
Thus, D ⊂ E and, by Ho¨lder’s inequality,
R̂n,α(,H) ≤ 1√
n
Er˜
[
sup
β∈E
| 〈r˜, β〉 |
]
≤ R
√
2
n
Er˜
√√√√ r∑
i=1
r˜2i
ηi
. (110)
Applying Jensen’s inequality gives us
R̂n,α(,H) ≤ R
√
2
n
√√√√ r∑
i=1
Er˜[r˜2i ]
ηi
= R
√
2
n
√√√√ r∑
i=1
µ̂2αi
ηi
, (111)
where 1ηi = min{µ̂
−α
i 
2, µ̂i} ≤ µ̂−αi min{2, µ̂i}, which leads to the claim.
Appendix H: Auxiliary results
Lemma H.1. Under Assumptions 1 and 2, for any α ∈ [0, 1] the function
 7→ R̂n,α(,H) is non-increasing (as a function of ) on the interval (0,+∞)
and, consequently, for any numeric constant c > 0 the inequality
R̂n,α(,H)

≤ cR
2
σ
1+α (112)
has a smallest positive solution. In addition to that, ̂n,α (40) exists and is
unique.
Proof of Lemma H.1. The first claim follows from the same arguments as in the
proof of [Wai19, Lemma 13.6].
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We will prove that ̂n,α lies in the interval (0,+∞), and is unique. Recall the
definition of ̂n,α:
̂n,α = argmin
{
 > 0 |
r∑
i=1
µ̂αi min{1, µ̂i−2} ≤
4R4n
σ2
2+2α
}
.
Note that f() :=
∑r
i=1 µ̂
α
i min{1, µ̂i−2} is non-increasing in , whereas g() :=
4R4n
σ2 
2+2α is increasing in . For  → 0: g() = 0 < f() and for  → ∞:
g() > f(). It proves that ̂n,α exists and, due to continuity of R̂n,α(,H) w.r.t.
, ̂n,α is unique and satisfies
1

R̂n,α(,H) = 2R
2
σ
1+α.

The following result establishes a condition under which we are able to upper
bound the H-functional norm of f t. This implies that the uniform norm of f t
is upper bounded and we are at the point to change the L2(Pn) and L2(PX)-
norms with high probability due to Lemma 3.3. The proof of the lemma below
is inspired by Lemma 4 in [RWY14].
Lemma H.2. Recall Definition D.3 of t,α and the discussion afterwards. As-
sume α ∈ [0, 1], then there exist a universal constant c > 0 such that for all
t ≤ t,α : ‖f t‖H ≤ 7R2 with probability at least 1− 4 exp(−cn̂2n,α), where ̂n,α
is the smoothed empirical critical radius.
Proof of Lemma H.2. In this lemma we will assume w.l.o.g. that ε is a zero-
mean sub-Gaussian vector with parameter σ. For any t > 0 let us write the
following: f t lies in H, therefore it can be decomposed via the eigenvectors
{φk}∞k=1 of the kernel integral operator Tk as
f t =
∞∑
k=0
√
µkakφk such that ‖f t‖2H =
∞∑
k=0
a2k. (113)
Consider the linear operator ΦX : `
2(N)→ Rn defined via [ΦX ]jk = φj(xk) and
the diagonal operator D : `2(N) → `2(N) with [D]jj = µj and [D]jk = 0 for
j 6= k. Since Kn = 1nΦXDΦ>X and a = 1nD
1
2 Φ>XK
−1
n F
t, we deduce an explicit
expression for the H-norm of f t
‖f t‖2H = ‖a‖2`2(N) =
1
n
[F t]>K−1n F
t.
Recall the SVD decomposition Kn = UΛU
> with Λ = diag(µ̂1, . . . , µ̂r) and
imsart-ejs ver. 2014/10/16 file: ps-template.tex date: July 15, 2020
REFERENCES/REFERENCES 56
U>F t = (I−St)U>Y , where I−St = diag{γ(t)i , i ∈ [r]}. It gives the following:
‖f t‖2H =
1
n
Y >U(I − St)2Λ−1U>Y = 2
n
ε>U(I − St)2Λ−1U>F ∗︸ ︷︷ ︸
At
+
1
n
ε>U(I − St)2Λ−1U>ε︸ ︷︷ ︸
Bt
+
1
n
[F ∗]>U(I − St)2Λ−1U>F ∗︸ ︷︷ ︸
Ct
,
where St = diag{1− γ(t)i , i ∈ [r]}. Firstly, by using (60), Ct ≤ R2 for any t > 0.
Bounding At. ε = U>ε is a zero-mean sub-Gaussian vector with parameter
σ, thus
Pε
(|At| ≥ R2) ≤ 2 exp(− n
2σ2ν2
)
≤ 2 exp
(
− nR
2
8σ2ηt,α
)
= 2 exp
(
−c
′R2
8σ2
n̂2n,α
)
,
where the last inequality comes from
ν2 =
4
nR4
[F ∗]>U(I − St)4Λ−2U>F ∗
(i)
≤ 4
nR4
r∑
i=1
(G∗i )
2
µ̂2i
min{1, ηtµ̂i}
≤ 4ηt
nR4
r∑
i=1
(G∗i )
2
µ̂i
(ii)
≤ 4ηt
R2
.
(i) is true since (γ
(t)
i )
4 ≤ γ(t)i ≤ min{1, ηtµ̂i}, i ∈ [r]. The upper bound (ii)
was due to the bound (60).
Bounding Bt:
Bt = 1
n
r∑
i=1
(γ
(t)
i )
2
µ̂i
ε2i .
Let us define a matrix Qt := diag{ (γ
(t)
i )
2
µ̂i
, i ∈ [r]}. Now we will bound a
quadratic form Bt by utilizing the following concentration result ([R+13]): there
is a universal constant c > 0 such that
Pε
(|Bt − EεBt| ≥ R2) ≤ 2 exp [−c min(nR2
σ2
‖UQtU>‖−1op ,
n2R4
σ4
‖UQtU>‖−2F
)]
.
In the following we will bound EεBt, ‖UQtU>‖op and ‖UQtU>‖F .
Bounding the mean EεBt = σ2n
∑r
i=1
(γ
(t)
i )
2
µ̂i
. So, using γ
(t)
i ≤ min{1, ηtµ̂i},
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we can write the following
EεBt ≤ σ
2
n
r∑
i=1
µ̂αi
min2{1, ηt,αµ̂i}
µ̂1+αi
≤ σ
2(ηt,α)
2+α
n
r∑
i=1
µ̂αi min
{
1
(ηt,α)(ηt,αµ̂i)1+α
, (ηt,αµ̂i)
1+αµ̂i
}
≤ σ
2
R2
(ηt,α)
2+αR̂2n,α
( 1√
ηt,α
,H
)
≤ 4R2.
Bounding the operator and Frobenius norms. For the normalized op-
erator norm:
1
n
‖UQtU>‖op = 1
n
max
j∈[r]
[ (γ(t)j )2
µ̂j
]
≤ ηt,α
n
=
1
c′n̂2n,α
.
As for the normalized Frobenius norm:
1
n
‖UQtU>‖2F =
1
n
r∑
i=1
(γ
(t)
i )
4
µ̂2i
≤ 1
n
r∑
i=1
µ̂αi
min4{1, ηt,αµ̂i}
µ̂2+αi
≤ 1
n
r∑
i=1
µ̂αi min
{ 1
µ̂2+αi
, (ηt,α)
4µ̂2−αi
}
=
(ηt,α)
3+α
n
r∑
i=1
µ̂αi min
{ 1
(ηt,α)(ηt,αµ̂i)2+α
,
(ηt,αµ̂i)
1−αµ̂i
}
≤ 1
R2
(ηt,α)
3+αR̂2n,α
( 1√
ηt,α
,H
)
≤ 4R
2
σ2c′̂2n,α
.
Finally, we are able to conclude that there exists a numeric constant c > 0
such that it holds
Pε
(|Bt − EεBt| ≥ R2) ≤ 2 exp [− cR2
σ2
n̂2n,α
]
.
Combining all the pieces, there exists a numeric constant ˜˜c1 > 0 such that
Pε
(|Bt| ≥ 5R2 or |At| ≥ R2) ≤ 2 exp(−˜˜c1R2
σ2
n̂2n,α).

The following lemma establishes a connection between the smoothed critical
inequality and its non-smooth version.
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Lemma H.3. Under Assumptions 1, 2, 3 and 4, t̂,α from Definition D.2 sat-
isfies
σ2ηt̂,α
4R2
R̂2n
( 1√
ηt̂,α
,H
)
≤ (1 +A)R
2
ηt̂,α
. (114)
Thus, t̂,α provides a smallest positive solution to the non-smooth version of
the critical inequality.
Proof of Lemma H.3. On one side, let us start by recalling that
σ2ηt̂,α
4R2
R̂2n,α
( 1√
ηt̂,α
,H
)
= R2̂2(1+α)n,α .
Then, for dn,α = min{j ∈ [r] : µ̂j ≤ ̂2n,α},
σ2ηt̂,α
4R2
R̂2n,α
 1√
ηt̂,α
,H
 = σ2
4n̂2n,α
r∑
i=1
µ̂αi min{µ̂i, ̂2n,α}
=
σ2
4n̂2n,α
̂2n,α dn,α∑
i=1
µ̂αi +
r∑
i=dn,α+1
µ̂1+αi

= R2̂2(1+α)n,α .
(115)
The last two lines of (115) yield
σ2
4n̂2n,α
=
R2̂
2(1+α)
n,α
̂2n,α
∑dn,α
i=1 µ̂
α
i +
∑r
i=dn,α+1
µ̂1+αi
. (116)
On the other side, consider the left-hand part of the non-smooth version of
critical inequality (70) at t = t̂,α:
σ2ηt̂,α
4R2
R̂2n
 1√
ηt̂,α
,H
 = σ2
4n̂2n,α
r∑
i=1
min{µ̂i, ̂2n,α}
= R2
∑dn,α
i=1 ̂
4+2α
n,α + ̂
2(1+α)
n,α
∑r
i=dn,α+1
µ̂i
̂2n,α
∑dn,α
i=1 µ̂
α
i +
∑r
i=dn,α+1
µ̂1+αi
≤ R2
∑dn,α
i=1 ̂
4+2α
n,α + ̂
2(1+α)
n,α
∑r
i=dn,α+1
µ̂i
̂2n,α
∑dn,α
i=1 µ̂
α
i
.
(117)
Notice that µ̂i ≥ ̂2n,α and µ̂αi ≥ ̂2αn,α, for i ≤ dn,α. This implies
∑dn,α
i=1 ̂
4+2α
n,α ≤
̂4n,α
∑dn,α
i=1 µ̂
α
i , and also that
∑r
i=dn,α+1
µ̂i ≤ A̂2(1−α)n,α
∑dn,α
i=1 µ̂
α
i , by means of
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Assumption 4. Hence,
̂2αn,α
r∑
i=dn,α+1
µ̂i ≤ A̂2n,α
dn,α∑
i=1
µ̂αi ,
which leads to the desired upper bound with ̂2n,α = (ηt̂,α)
−1:
σ2ηt̂,α
4R2
R̂2n
 1√
ηt̂,α
,H
 ≤ (1 +A)R2̂2n,α.

Appendix I: Proof of Lemma 5.1
Let us prove the lemma only for kernel ridge regression.
Notice that
Eε
[
R1,t
1/n
∑r
i=1 µ̂i(1− γ(t)i )2
]
= σ2 +
B21(t)
1
n
∑r
i=1 µ̂i(1− γ(t)i )2
. (118)
From Lemma B.1, B21(t) ≤ R
2
(ηt)2 . As for the denominator,
1
n
r∑
i=1
µ̂i(1− γ(t)i )2 ≥
c
n
r∑
i=1
i−β
1
(1 + ηci−βt)2
.
Define an index i0 ∈ [r] : ηci−βt ≥ 1 if i ≤ i0 and ηci−βt < 1 if i > i0, hence
c
n
r∑
i=1
µ̂i(1− γ(t)i )2 ≥
1
4ncη2t2
i0∑
i=1
iβ +
c
4n
r∑
i=i0+1
i−β ≥ 1
4ncη2t2
i0∑
i=1
iβ . (119)
Lower bounding the last sum in (119), we achieve the following
i0∑
i=1
iβ ≥
∫ i0
0
xβdx =
iβ+10
β + 1
.
Assume that t is large enough, meaning that i0 > (ηct)
1
β − 1 ≥ 12 (ηct)
1
β , thus
we obtain
B21(t)
1
n
∑r
i=1 µ̂i(1− γ(t)i )2
≤ 2
β+3(β + 1)cnR2
(ηct)1+
1
β
.
In addition to that, one knows (see Lemma A.4) that (̂2n)
−1 = ηt̂ 
1[
1+
√
C
β−1
] 2β
β−1
[
2nR2
σ2
] β
β+1
so for t & t̂:
B21(t)
1
n
∑r
i=1 µ̂i(1− γ(t)i )
. 2
β+2(β + 1)σ2
c1/β
[
1 +
√
C
β − 1
] 2(β+1)
β−1
. (120)
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