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Abstract 
 
Satellite clusters are a useful tool to improve mission cost-effectiveness and redundancy, 
but controlling the satellites within the cluster is a difficult task.  The particle swarm 
evolutionary algorithm is used to find ways to minimize the amount of fuel required for 
impulsive transfers between periodic orbits in the relative motion problem.  Relative orbit 
elements are used in order to create the solution vectors for the particle swarm, and the Clohessy-
Wiltshire-Hill equations are used to define the motion of the satellites.  These trajectories are 
then analyzed according to primer vector theory, in order to check the optimality of the 
trajectories developed via the particle swarm algorithm and determine if they may be improved. 
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Chapter 1: Introduction 
 
1.1 The Use of Satellite Clusters 
Rather than flying a single massive satellite in order to accomplish a mission, it is 
sometimes beneficial to fly many smaller satellites in similar orbits in order to form a „cluster‟ of 
satellites.  There are many advantages to such an approach.  The individual satellites in such a 
case would have simpler designs and be faster and cheaper to build.  It would also improve 
mission redundancy, and create the ability to better carry out certain types of missions by giving 
the controllers the ability to view research targets from multiple angles and/or at multiple times.   
 One problem in the use of satellite clusters that needs to be addressed is accurately 
controlling the position of the satellites within the cluster while minimizing the amount of fuel 
expended by the satellites of the cluster in the process.  Minimizing fuel usage of individual 
satellites is important because it extends the useful life of the satellites, and because the smaller 
fuel requirements allow more of the satellite's mass to be devoted to other purposes.  This work 
considers the optimization of transfers between periodic orbits in the relative motion problem 
(i.e. orbits which share the same value for the semi-major axis, and thus circle the earth in the 
same period of time) by minimizing the amount of fuel necessary to transfer between these 
orbits.  The term relative motion refers to the motion of a satellite measured from the reference 
point of another, nearby satellite.  The satellite serving as the reference point is called the "chief," 
and the satellite being measured is called the "deputy."  In order to track this motion more easily, 
a special set of linearized dynamics called the Clohessy-Wiltshire-Hill (CWH) Equations is used 
which places the chief satellite at the origin of the moving coordinate frame, and tracks the 
location and movement of the deputy satellite in the (     ) Cartesian frame from this center 
point.   
The optimization is done via the use of the particle swarm algorithm.  This algorithm is 
one of a set of algorithms called Evolutionary Algorithms, a set of heuristic optimization 
techniques based on various optimization methods found in nature.  These methods have been 
found to be very successful, in comparison to other established methods, because they do not 
make assumptions about what the optimal solution will be, and because they examine the entire 
solution space as opposed to a small part of it in the region of an initial guess.  The solution for 
the fuel-optimal transfer found using the particle swarm method may be very good.  The best 
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possible outcome would be that the PSO will have found the “global” minimum, that is, the best 
possible solution given the problem conditions.  However, there is no a priori way of knowing if 
this is the case.  So the results are then checked with primer vector theory: an indirect 
optimization method developed using the calculus of variations and optimal control theory.  
Primer vector theory uses the velocity costate vector, called the primer vector, in order to 
determine whether a trajectory satisfies the analytical necessary conditions for optimality.  If 
those primer vector conditions are not satisfied, the theory indicates in what manner the 
candidate trajectory needs to be modified to improve its cost (fuel used).  The improvements that 
can be made include adding an initial or final coast, adding a midcourse impulse, or changing the 
timing, magnitude and direction of an already existing midcourse impulse.    
 
1.2 Previous Relevant Work 
 Some work has been done optimizing low-thrust trajectories in the Clohessy-Wiltshire-
Hill (CWH) frame using primer vector theory.  Lembeck and Prussing [1] studied unbounded, 
low-thrust rendezvous to return to an initial point after an impulsive burn carried the spacecraft 
away from its initial orbit.  Coverstone and Prussing [2] examined the problem of a cooperative, 
low-thrust rendezvous of two spacecraft with propellant and power constraints.  Scott, Brown 
and Cipollo [3] looked at optimizing low-thrust trajectories with a combination of the Matlab 
fsolve local gradient search algorithm and the Covariance Matrix Adaptation Evolutionary 
Strategy (CMA-ES), but did not examine the optimality of the trajectories found with the primer 
vector equations.   
 Considerably less work has been done with optimizing impulsive-thrust trajectories in the 
CWH frame.  Jezewski [4] provides a thorough overview of how to use the primer vector 
equations to evaluate the optimality of such trajectories, but provides only a few examples.  
Irvin, Cobb and Lovell [5] consider the problem of minimizing the fuel necessary to keep a 
satellite within a designated target volume, utilizing the Matlab fmincon algorithm to solve the 
problem based on the trajectory parameters, the entry/exit conditions, and the number of 
segments.   
 Very little work has been done in the realm of utilizing evolutionary algorithms in 
optimizing relative trajectories.  Carpenter and Jackson [6] use Genetic Algorithms (GA) to 
optimize impulsive rendezvous trajectories in the presence of gravitational and other 
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perturbations, but the initial transfers generated via the CWH equations and used as the starting 
material for the GA are not optimized at all.  Trask and Hope [7] use the Differential Evolution 
(DE) algorithm to find optimal impulsive trajectories between waypoints, which are then 
examined via primer vector theory for optimality.  However, the examples provided are limited 
and the effectiveness of the algorithm in developing optimal trajectories compared to other 
optimization methods is not examined. 
 
1.3 Objective 
 The objective of this work is to develop an efficient and successful tool, using the particle 
swarm optimization method, for finding fuel-minimizing transfer trajectories between periodic 
orbits.  By using primer vector theory to check the optimality of the transfers obtained using 
PSO, the various “tuning” parameters available to the PSO user may be adjusted to get the best 
possible results.  It will then be determined if the PSO is sufficiently good that its results for the 
transfers can be accepted as “nearly optimal.”  This would be a desirable outcome because the 
PSO method is one of the simplest and easiest to apply to this problem. 
 This work is unique in that very little work has been done in the use of evolutionary 
algorithms to optimize relative trajectories, and no work at all in this area has been done utilizing 
particle swarm.  The particle swarm algorithm is a desirable tool to use for a number of reasons.  
First, it requires very little computational power compared with non-linear programming 
methods or traditional analytical solutions that transform the optimization problem into a two-
point boundary value problem.  Second, it does not require an educated initial guess or 
information about the solution gradient.  Finally, it is more likely to find the global minimum 
than an analytical solver or one that requires an initial guess, since those solvers are more likely 
to converge on the local minimum in the vicinity of the initial guess, whereas an evolutionary 
algorithm searches much more of the entire solution space. 
 
1.4 Thesis Outline 
 Chapter 2 describes the governing equations used in the work: the Clohessy-Wiltshire-
Hill (CWH) Equations and the relative orbit equations.  Chapter 3 discusses trajectory 
optimization, including how the periodic orbits are selected and how the particle swarm 
algorithm is used to generate optimal transfer orbits between them.  It also describes how primer 
4 
 
vector is used, both to check the optimality of the particle swarm trajectories and to alter those 
trajectories in the attempt to determine whether indirect optimization methods or evolutionary 
algorithms would do a better job of selecting the transfer trajectories.  Chapter 4 then explains 
the results of this work, and Chapter 5 discusses conclusions and gives recommendations for 
future work. 
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Chapter 2: Governing Equations 
 
In this chapter, the governing equations for the optimization problem will be described.  
These equations include the Clohessy-Wiltshire-Hill (CWH) equations for relative motion and 
the translation of these coordinates into the Relative Orbit Elements (ROEs) described by Lovell 
[8]. 
 
2.1 Clohessy-Wiltshire-Hill Equations 
Consider two satellites orbiting in close proximity to each other.  For this analysis, one 
will be referred to as the reference satellite, or “chief.”  The other will be referred to as the 
“deputy.”  The linearized equations of relative motion to be utilized in this work are the CWH 
equations (Vallado [9]). 
 
  ̈     ̇     
  ̈     ̇         (1) 
  ̈         
 
The equations are written in the local-vertical, local-horizontal (LVLH) coordinate frame, whose 
origin is at the position of the chief satellite.  In these equations,   is the component of the 
deputy‟s position vector relative to the chief in the along-track component positive along the 
velocity vector,   is the radial component positive away from the Earth, and   is the cross-track 
component perpendicular to the orbital plane of the chief.    is the mean motion of the chief.  A 
visual representation of this coordinate frame can be seen in Figure 2.1.   
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Figure 2.1 – The LVLH coordinate frame 
 
The solution to Eqns. (1) is 
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where   ,   ,   ,  ̇ ,  ̇ ,   ̇ are initial conditions at epoch time    for the position and velocity 
components respectively and   is the elapsed time since   .  This solution may be written in 
matrix form: 
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where 
𝑥  
𝑦  
𝑧 
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and   is the state transition matrix.  The nonzero elements of   are: 
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2.2 Relative Orbit Elements 
In order to simplify the problem, the CWH equations are translated into a coordinate set 
in which fewer variables must change over time in order to accurately describe the motion of the 
satellite.  In Lovell [8] the following change of coordinates was introduced: 
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These coordinates (  ,   ,   ,  ,       ) are referred to as Relative Orbit Elements (ROEs).  
The inverse transformation of these relative orbit elements is given by 
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The solution for the motion is then given by: 
 
         
 
       
 
 
      
 
        
(10) 
         
             
          
 
These equations are analogous to Eqns. (2), but are significantly simpler in form.  These 
elements are valuable because they allow the orbit to be defined in geometric terms, as 
demonstrated in Figures. 2.2-2.4.  Figure 2.2 shows the projection of the periodic relative orbit in 
the x-y plane. 
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Figure 2.2 - A projection of a periodic orbit in the xy-plane 
 
The semi-major and semi-minor axes of the orbit are equal to    and 
  
 
, respectively, and 
(     ) mark the center point of this ellipse.    marks the position of the deputy on this orbit 
projection, as shown in Figure 2.3 
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Figure 2.3 - The position of the deputy on the xy-plane 
 
     and   are used to define the deputy‟s altitude in the cross-track direction as shown in 
Figure 2.4. 
𝛽 
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Figure 2.4 - The height of the deputy in relative space 
 
Use of the ROEs greatly simplifies the particle swarm problem by reducing the number of 
variables required in the solution space.  Although both the CWH equations and the ROEs utilize 
six parameters to describe the motion of the deputy, three of the ROE parameters remain 
constant over time, a number which goes up to four for periodic orbits.  This means they do not 
have to be accounted for by the particle swarm algorithm when the algorithm is generating 
potential solutions, thus greatly simplifying the solution generation process and improving the 
ability of the algorithm to generate optimal trajectories.  Also, because the ROEs describe the 
orbit in geometric terms, they make it easier for the analyst to visualize the appearance of the 
orbit in relative space. 
  
𝜓 
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Chapter 3: Optimization Methods 
 
3.1 Periodic Orbit Selection Criterion 
 In order to test the ability of the particle swarm algorithms to generate trajectories that 
minimized fuel usage, 300 different test cases were analyzed of a satellite transferring from one 
Periodic Relative Orbit (PRO) to another, where the chief was placed in Low Earth Orbit (LEO) 
at an altitude of 500 km.  Since no specific parameters were given for the periodic orbits, they 
were created using a randomized process which picked a position point with (     ) values 
within 1 km of the chief. 
 
   (     )   ( ̇  ̇  ̇)         
 
               
              (11) 
               
 
For these equations,      is a randomized value between 0 and 1.  Once the (     ) have been 
found, they are used to calculate a randomized velocity whose maximum possible absolute value 
  is based on the difference in the circular velocity. 
 
 
  |√
 
     
 √
 
 
| (12) 
 
In this equation,   is the semi-major axis of the chief,   is the gravitational constant of the Earth, 
and     is the absolute value of the relative radius selected via Eqns. (11).  The relative velocity 
is then calculated in the same way that the relative radius was in Eqns. (10). 
 
  ̇              
  ̇             (13) 
  ̇              
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This value was derived, rather than arbitrarily set, to make sure that the maximum possible 
relative velocity would not be so high as to propel the deputies out of CWH frame in an 
unreasonably short amount of time, and to make sure that the maximum possible relative 
velocity for the deputies would be tied to the deputy‟s distance from the chief. 
Finally, in order to make the orbit periodic,  ̇ is altered based on the  -component of the 
position vector.  From Eqns. (10), in order for the center point of the ellipse which the orbit 
projects on the xy-plane to remain constant, it must be the case that      .  Eqn. (8) is then 
used to determine what conditions of the radius and velocity must be met in order to make sure 
that      .  The particular equation required is: 
 
 
      (
 
 
)  ̇  
 
Solving for the relationship between  ̇  and    in the event that     , one obtains 
 
  ̇       (14) 
 
thereby obtaining a periodic orbit for the problem. 
 
3.2 Particle Swarm 
Particle swarm is a stochastic optimization technique that was inspired by the social 
behavior of bird flocking and fish schooling [10].  It takes a population of randomly created 
potential solutions, evaluates their fitness, and then alters the locations of the particles in the 
solution state space to improve the solutions, based on the location of both the best solution in 
that particular generation and the best solution found up to that point.  This revision is done 
according to: 
 
               (             )          (             ) (15) 
 
where    is the old velocity of the particle,    and    are weighting coefficients,      is a 
randomized multiple between 0 and 1,       is the “present best” or the cost of the best particle 
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in that generation,       is the “global best” or the best particle cost found to date, and         
is the current cost of the particle whose velocity is being updated.  This process continues until 
the solutions have either reached a certain fitness level, or the program has run a specified 
number of generations. 
In this problem, the parameters that need to be determined by the particle swarm are the 
initial position and velocity of the satellite, the final position and velocity, and the time of flight 
for the transfer trajectory.  When there are more than two impulses, the particle swarm also needs 
to determine the magnitude and direction of the first impulse, as well as the time of flight 
between the first and second impulses.  The position and velocity for the initial and final states of 
the transfer trajectory are difficult to characterize in the Cartesian coordinate frame, which is 
where the use of the relative orbit elements becomes important.  By holding four of the six 
variables required to define the position and velocity of the initial and final points of the transfer 
trajectory constant, only two variables,   and   need to be chosen by the particle swarm 
algorithm.  Further, since both of these variables are linear functions of time, it is possible to 
determine the value of   once the value of   is known, thereby further reducing the complexity 
of the problem, which improves the optimality of the particle swarm algorithm.   
 
3.2.1 Two-Impulse Particle Swarm 
In order to determine the    required for a two-impulse trajectory, one must first know 
three things: the starting point of the trajectory (     
 ), the ending point of the trajectory 
(     
 ), and the time of flight   .  When working in Cartesian space, this would necessitate the 
use of vectors, which in turn would increase the number of variables required to run the particle 
swarm algorithm.  This problem can be circumvented however, by the use of the relative orbit 
elements described in Chapter 2. 
Because all of the relative orbit elements are either constant or vary linearly over time, 
one only needs to select one of the elements that change over time to determine the (   ) values 
for the particle swarm, and then use this value to extrapolate the other values that vary over time.  
For example, if one chooses   as the determining variable, then with                  and    
already known, it becomes possible to find   via Eqns. (10) and thus describe the (   ) values 
of the particle with the use of a single variable.  Because    is also a linear function of time, this 
means that this method does not have to be limited to the use of periodic orbits.  However in the 
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case of optimizing transfers between non-periodic orbits, one might want to choose the coast 
time   rather than   as the optimizing variable for the particle swarm algorithm, placing 
minimum and maximum values on the   value in order to keep the problem within the effective 
range of the CW equations.  That is not to say that one could not use   in the case of optimizing 
transfers between non-periodic orbits, but in that case care would have to be taken to avoid 
potential problems that could be caused by the periodic nature of any variable expressed in 
radians. 
Given an initial set of orbit elements (                         ), and a final set of 
orbit elements (                         ) along with the values of (        ) chosen by the 
particle swarm, the trajectory is determined via the following method.  First, the ROEs for the 
initial and final orbits are used to find (     ) via Eqns. (10). 
 
 
  
 (    )
 
 
(10) 
         
 
Then, (     
 ), and (     
 ) are found via Eqns. (9). 
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Partitioning the transition matrix as 
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the   
  and   
  values are obtained. 
 
   
     (     )(      (     )  )  
   
     (     )      (     )  
   
 
The cost function   is calculated from the    values for the trajectory 
 
                  
    
      
    
   (16) 
 
and the particle costs are updated according to Eqn. (15).  
 
3.2.2 Three-Impulse Particle Swarm, Unconstrained 
In order to test the ability of the particle swarm to discover optimal multi-impulse 
trajectories, a new algorithm was created that would create a three-impulse trajectory between 
the two periodic orbits.  This algorithm was called “unconstrained” because it allowed the initial 
and final points of the new transfer trajectory to vary from those chosen by the original two-
impulse trajectory created by the particle swarm, along with the time of flight given by that 
trajectory.  This requires adding four new components to the variables to the solution vector: the 
components of the first velocity vector     (              ) as well as the time of flight 
from the initial impulse to the midcourse impulse   , which was expressed as a fraction of the 
total time of flight   .   
Once these variables have been selected, the particle swarm uses them to calculate the 
final cost.  First,   
  is found 
 
   
    
       
 
and this value is used to obtain    and   
 . 
 
       (     )      (     )  
   
   
     (     )      (     )  
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These values are then used to obtain the remaining velocity values. 
 
   
     (     )(      (     )  )  
   
     (     )      (     )  
   
 
The final cost   is calculated from Eqn. (16) 
 
                        
    
      
    
      
    
    
 
whereupon it is used to update the swarm according to Eqn. (15).   
 
3.2.3 Three-Impulse Particle Swarm, Constrained  
Another optimization technique that was considered was using the particle swarm 
algorithm to optimally place a midcourse impulse along a two-impulse solution trajectory.  For 
these “constrained” trajectories, the initial and final conditions, as well as the time of flight, were 
taken from the two-impulse trajectory between the same periodic orbits, and only the 
components of the velocity vector     (              ) and the time of flight from the initial 
impulse to the midcourse impulse    were allowed to vary between iterations.  The cost for these 
trajectories was calculated in the same way as the cost for the unconstrained trajectories.  Table 
3.1 shows the particle swarm variables required for each of the three types of trajectories 
considered.   
 
Table 3.1 - Variables Used For the Different Particle Swarm Variations 
                            
Two-Impulse x x x     
Three-Impulse, Unconstrained x x x x x x x 
Three-impulse, Constrained    x x x x 
 
Table 3.2 gives the upper and lower bounds assumed for the solution parameters. 
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Table 3.2 – Constraints For the Particle Swarm Variables 
Variable Lower Bound Upper Bound 
   (radians) 0 2  
   (radians) 0 2  
   (TU) 3.14 37.70 
     (m/s) -0.10 0.10 
     (m/s) -0.10 0.10 
     (m/s) -0.10 0.10 
   (TU) 0    
 
While only two and three-impulse trajectories are considered by this work, both the 
constrained and unconstrained methods can be adapted to find an optimal burn for any  -
impulse trajectory (with     being the largest value of   that could be optimizing) by adding 
the time of flight and impulse vector values for each burn up to     
(                                     ), but the inclusion of the additional impulses 
would complicate the particle swarm and cause the algorithm to require more iterations in order 
to reach an optimal solution. 
 
3.3 Primer Vector Theory 
 Once the particle swarm trajectories have been found, the two-impulse trajectory found 
by the particle swarm is analyzed with primer vector theory.  This is done to determine two 
things: i) to check whether the two-impulse trajectory found by the particle swarm satisfies the 
optimality conditions, and ii) if the two-impulse trajectory does not satisfy the necessary 
conditions, to determine if the cost will be improved by the addition of an initial or final coast 
arc, or by a midcourse impulse.  For the latter case, the resulting three-impulse (improved-two-
impulse) trajectory will be compared to the corresponding three-impulse particle swarm solution, 
i.e. the particle swarm solution found by assuming ab initio that three impulses are minimizing.   
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3.3.1 State Vector Equations 
Starting from Eqns. (3)-(7), if Eqn. (1) is written in first-order form using Eqn. (4), the 
CWH differential equations can be expressed as: 
 
  ̇   (   ) (17) 
 
Where the vector   is defined as 
 
    ( ̇   ̇ )  ( ̇  ̇  ̇    ̇         ̇     ) (18) 
 
Eqn. (17) is then used to develop the Lagrange multiplier equations and the adjoint equations, all 
of which are then subsequently used to develop the necessary conditions for an optimal N-
impulse CWH trajectory. 
 
3.3.2 Lagrange Multiplier Equations 
The Lagrange multiplier or “costate” equations are a system of equations adjoint to the 
state equations.  In differential form, they are defined as [4] 
 
 
 ̇   (
  
  
)
 
  (19) 
 
Substituting from (18) obtains 
 
  ̇     ̇            
  ̇     
     ̇           (20) 
  ̇   
     ̇       
 
Since these equations are linear, they can be immediately integrated to obtain 
 
    (  
    
 )  (     ) (21) 
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where the vectors   and   are defined by the relation 
 
 
  [
     ⁄
                 (      )
 (               )
] (22a) 
 
  [
  
  
(               )  (      )  
(                     )   ⁄
               
] (22b) 
 
and the constant coefficients   (         ) are boundary conditions computed as follows.  
From Jezewski [11] the primer vector at the time of an impulse is defined as a unit vector in the 
direction of the impulse, or 
 
 
  
  
    
 (23) 
 
If    is designated   
    (  )  (        ) and   
    (  )  (        ), then the 
elements of the coefficient vector   in Eqns. (22) are determined via the equation 
 
 
[
 
 
 
 
 
  
  
  
  
  
  ]
 
 
 
 
 
    
[
 
 
 
 
 
  
  
  
  
  
  ]
 
 
 
 
 
 (24) 
 
where the non-zero elements    (           ) of the matrix   (determined from Eqn. (22b)) 
are 
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        ⁄          
 ⁄         
       ⁄          ⁄    
    
                  
 ⁄             (25) 
              ⁄      (   ⁄ )                    
              ⁄       (   ⁄ )          
       ⁄     
 
Note that the solution will not be valid for       ,         .  Knowing the value of the 
vector  , one can then use this knowledge to determine the value of the primer vector   and its 
complementary vector   analytically from Eqns. (22) for any time  . 
 
3.3.3 Adding an Initial or Final Coast 
 In order to determine the cost for a multiple-impulse trajectory, the reference three-
impulse cost function from Eqn. (16) is 
 
                      
 
where          and the superscripts minus and plus refer to the evaluation immediately 
before and after the instantaneous impulse, respectively.  For a perturbed three-impulse 
trajectory, this function is altered to 
 
         (   
     
 )       (   
     
 )       (   
     
 )  (26) 
 
where the velocities on the perturbed solution differ from those on the reference solution by the 
following amounts. 
 
    
  at the time   
     
  at the time   
   
    
  at the time   
     
  at the time   
   
    
  at the time   
     
  at the time   
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Defining the variation in the cost function as  
 
         (27) 
 
obtains 
 
 
   
   
 
     
(   
     
 )  
   
 
     
(   
     
 )  
   
 
     
(   
     
 ) (28) 
 
Eqn. (23), evaluated at the times   ,    and    in this equation, is then used to obtain 
 
      
 (   
     
 )    
 (   
     
 )    
 (   
     
 ) (29) 
 
The adjoint equation is then used in order to eliminate   
    
  and   
    
  from the equation.  
From [4] 
 
 
  ̇  (
  
  
)    (30) 
 
For this equation,   represents the contemporaneous variational operator.  Note that because the 
vector   is linear in the state vector, Eqn. (30) represents the exact variational differential 
equation, not a truncated expansion. Multiplying Eqn. (30) by    and Eqn. (19) by    , and then 
adding the results obtains 
 
 
    ̇      ̇    (
  
  
)       (
  
  
)
 
  (31) 
 
The right-hand side of this equation can be easily verified to be zero.  The left-hand side of this 
equation can be expressed as the exact differential 
 
  
  
(    )    (32) 
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thus implying that the scalar product of the costate vector and the variational state vector remains 
constant for all points on the trajectory, or that 
 
               (33) 
 
This equation can then be used to solve for   
    
  and   
    
 . 
 
 (      
 )  (  
     
 )  (  
     
 )  (      
 ) (34) 
 (      
 )  (  
     
 )  (  
     
 )  (      
 ) (35) 
 
Using these relations in Eqn. (29) yields 
 
     (      
 )  (      
 )  (      
 ) 
              (      
 )  (  
     
 )  (  
     
 ) 
(36) 
 
The terms involving the vector    in Eqn. (29) have been cancelled, since the primer vector is 
continuous at the intermediate impulse, i.e.   
    
    .  To the first order, the variations in 
the position and velocity vectors are 
 
           (37) 
        ̇   (38) 
 
Evaluating these equations at the times   
    
    
    
  and using the results in Eqn. (36) obtains 
  
     (  
       
    
 )  (  
       
    
 ) 
          
       
     (  
    
 )    (  
    
 )     (39) 
 
where   is the Hamiltonian function 
      ̇     ̇ (40) 
 
In the derivation of this equation, the identity 
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   ( ̇   ̇ )    (41) 
 
was used, which is established by the fact that the acceleration of the deputy is the same both 
before and after the change in velocity created by the impulsive thrust. 
The differentials of the initial and final state vectors can be expressed as 
 
       
           
     
(42) 
    
   ̇ 
        
   ̇ 
     
 
where    and    represent the coast times on the initial and final periodic orbits, respectively.  
When these results are used in Eqn. (39), the differential cost function can be expressed as 
 
       
        
        
      
   
      (  
    
 )    (  
    
 )    
(43) 
 
However, the coasting times in the initial and final orbits are not independent, but rather 
are constrained by the relationships 
 
         
(44) 
         
 
Using these relationships in Eqn. (43) and the definition of the Hamiltonian from Eqn. (40) 
yields 
 
      
 (  
    
 )      
 (  
    
 )      
 (  
    
 )    (  
    
 )     
(45) 
 
However,   
    
         , and   
    
         .  Therefore, the generalized 
differential cost function for a transfer trajectory is 
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         (  
   )         (  
   )    
            (  
    
 )    (  
    
 )     
(46) 
 
Note that for an optimal departure and arrival time from the initial and final orbit 
respectively, the primer vector   and its complementary vector   must be orthogonal.  The 
vector   however, is not the negative derivative of the vector  , as can be verified in Eqns. (22).  
Since all the differentials in this equation are independent and non-zero, the cost function   will 
be an extremal when all the coefficients of the differentials are zero.  This means that in order to 
find the optimal time for an initial or final coast, the impulse location must be projected 
backwards or forwards in time until the point is found at which  
 
      (  
   )    (47a) 
      (  
   )    (47b) 
 
respectively. 
 
3.3.4 Adding a Midcourse Impulse 
Consider the cost   of a reference trajectory, consisting of two impulses between fixed-
boundary conditions.  Consider the cost    of a perturbed trajectory between the same boundary 
conditions, but consisting of three impulses.  The intermediate impulse occurs at a time    and at 
a position vector       .  The vector     is the perturbation from the reference trajectory 
at the time   .  A comparison is then made between the two trajectories to determine under what 
conditions the perturbed trajectory (the one with three impulses) will have a lower cost than the 
reference trajectory.  From Eqn. (29), the difference in cost between the two solutions can be 
expressed as 
 
           
    
      
     
     
    
  (48) 
 
since    
  and    
  are zero by definition of the boundary conditions.  Evaluating Eqn. (33) on 
the two segments of the perturbed trajectory obtains 
 
26 
 
 (      
 )  (  
     
 )  (  
     
 )  
 (      
 )  (  
     
 )  (  
     
 )  
 
since           by virtue of the boundary equations. 
Using these relationships in Eqn. (48) yields 
 
    (  
     
 )  (  
     
 )      
     
   (  
     
 )  (  
     
 ) (49) 
 
However, the costate vectors   and   are evaluated on the reference trajectory, and thus are 
continuous.  
 
   
    
      
   
    
      
 
The variations in the position vector at the intermediate times are 
 
    
        
      
    
        
      
 
Using these results in Eqn. (49) yields 
 
        
     
     
 (   
     
 ) (50) 
 
since     is zero by definition of the perturbed trajectory. 
If a scalar   and a unit vector   are defined as 
 
       
     
    
 
  
   
     
 
 
  
 
then Eqn. (50) may be expressed as 
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     (    
  ) (51) 
 
The criterion for an intermediate impulse can now be established: if       , then     , and 
    ; or, the reference trajectory cost is greater than the perturbed trajectory cost.  The 
reference trajectory cost can be improved by applying an intermediate impulse at the time    in 
the direction of   .  The greatest decrease in cost will occur if the intermediate impulse is 
applied at the time when      is a maximum. 
Finally if a reference trajectory exists for which        at some time   , how much 
should this trajectory be perturbed, and in which direction, such that the perturbed trajectory has 
a lower cost?  Evaluating Eqn. (3) on the two segments of the perturbed trajectory obtains 
 
   (  )   (     ) 
 (  ) 
(52) 
   (  )   (     ) 
 (  ) 
 
Partitioning the matrix   as 
 
  [
      
      
]  
 
the position vectors on the two segments can be expressed as 
 
       (     )      (     )  
   
       (     )      (     )  
   
 
Solving for the vector   
  and   
  yields 
 
   
     
  (     )(      (     )  )  
   
     
  (     )(      (     )  )  
 
where   
   exists if      ,         .   
The difference in velocities at time    is then 
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 (53) 
 
where 
       
  (     )    
       
  (     )    
 
and the matrix  is 
 
      
  (     )   (     )     
  (     )   (     )  
 
The intermediate position vector    may then be found from Eqn. (53) as 
 
 
    
  [ 
  
    
      ] (54) 
The only unknown in this equation is the scalar  , the magnitude of the initial intermediate 
impulse.  Since the solution will be determined by a numerical approach, the actual value is not 
significant to the final solution, as long as it remains small relative to the initial cost  . 
 
3.4 Example 
 In this section, a numerical example is given in order to demonstrate the effectiveness of 
the particle swarm algorithm.  This section also shows how primer vector theory is used to check 
the optimality of the particle swarm solution and improve upon it if possible. 
 
3.4.1 Boundary Conditions 
For this particular case, the radius and velocity values randomly generated by the method 
described in Section 3.1 to create the initial and final periodic orbits are 
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    (-638.4, -89.22, -876.7) m 
    (-0.198, 0.0586, 0.116) m/s 
    (-811.3, 787.8, -500.6) m 
    (1.744, -0.1278, 0.0808) m/s 
 
These values are translated into ROEs via Eqns. (8), yielding the values shown in Table 3.3. 
 
Table 3.3 – Initial and Final Non-Varying Relative Orbit Elements 
               
Initial PRO 0.207 km -0.533 km 0 km 0.883 km 
Final PRO 1.592 km -1.042 km 0 km 2.149 km 
 
These conditions are used throughout to describe the initial and final orbits for the deputy.  Only 
the values of   and  , which describe the position of the deputy on the periodic orbit, will vary 
between potential solutions.  The particle swarm algorithm was run with a population size of 500 
solution vectors for a total of 2000 iterations.     
 
3.4.2 Two-Impulse Transfer, Particle Swarm Solution 
The best two-impulse transfer found by the particle swarm algorithm was 
 
    2.363 radians (    -1.208 radians) 
    2.149 radians (    2.562 radians) 
    3667.3 s 
 
Because both   and   are both linear functions of time, the value of   can be found analytically 
once a value for   is chosen.  When this data is combined with that in Section 3.4.1, the position 
and velocity values at the endpoints become: 
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Table 3.4 – Radius and Velocity Values for the Two-Impulse PSO Solution 
    (-678.3, -73.9, -825.6) m   
   (-0.1635, 0.0806, 0.3465) m/s 
  
   (-0.0169, 0.0755, 0.3136) m/s 
    (-2375, -435.3, 276.9) m   
   (-0.8170, 0.1220, -0.9162) m/s 
  
   (-0.9636, 0.7378, -0.4686) m/s 
 
The two impulses required and their times of application are given in Table 3.5. 
 
Table 3.5 -    Values for Optimal Two-Impulse PSO solution 
    vector (mm/s)      (mm/s)   (s) 
1 (146.63, -5.1123, -32.942) 150.37 0 
2 (-146.63, 615.80, 447.58) 775.26 3667.3 (4.059 TU) 
total N/A 925.64 3667.3 (4.059 TU) 
 
The results shown in Table 3.5 demonstrate that the best    value found is just under 1 m/s.  The 
path of the optimal trajectory is shown in Figure 3.1 
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Figure 3.1 – Optimal trajectory as found by the two-impulse particle swarm 
 
3.4.3 Three-Impulse Transfer, Particle Swarm Solution, Unconstrained 
 For the three-impulse case where there are no constraints on the departure and arrival 
points on the periodic orbits or the transfer trajectory time of flight, the optimal solution vector 
becomes 
 
    2.8586 radians (    -1.704 radians) 
    -1.002 radians (    -0.5697 radians) 
       18029 s 
     (146.63, -5.1123, -32.942) mm/s 
    13560 s 
 
When this data is combined with that of section 3.4.1, the position and velocity values for the 
trajectory become those shown in Table 3.6. 
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Table 3.6 – Radius and Velocity Values for Three-Impulse, Unconstrained PSO Solution 
    (-590.5, -99.6, -875.1) m   
   (-0.2205, 0.0321, -0.1298) m/s 
  
   (-0.1524, 0.0355, -0.1241) m/s 
    (-3217.1, -120.3, 597.7) m   
   (-0.1983, -0.0439, 0.7183) m/s 
  
   (-0.4758, -0.1885, 0.4675) m/s 
    (299.2, 429.0, -272.9) m   
   (0.7402, -0.5807, 0.7517) m/s 
  
   (0.9496, -0.7424, 0.4715) m/s 
 
The impulses required and their times of application are given in Table 3.7. 
 
Table 3.7 - ∆V Values for Optimal Three-Impulse, Unconstrained PSO Solution 
    vector (mm/s)      (mm/s)   (s) 
1  (68.092, 3.4481, 5.7180) 68.419 0 
2  (-277.55, -144.69, -250.77) 401.07 13560 (15.01 TU) 
3  (209.45, -161.65, -280.20) 385.37 4468.2 (4.946 TU) 
total N/A 854.86 18029 (19.96 TU) 
 
These results show that the three-impulse solution delivers an improvement over the original 
two-impulse solution found by the particle swarm.  The optimal trajectory is shown in Figure 
3.2. 
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Figure 3.2 – Optimal trajectory as found by the three-impulse, unconstrained particle 
swarm 
 
As Figure 3.2 shows, the new trajectory is considerably more complex than the original.  It also 
yields a substantial improvement in terms of the    required, improving upon the original two-
impulse trajectory by 70.78 mm/s or 7.6%. 
 
3.4.4 Three-Impulse Transfer, Particle Swarm Solution, Constrained  
For the constrained solution, the trajectory keeps the initial and final positions and 
velocities that were found by the two-impulse particle swarm (as given in Table 3.4).  This 
means that only the position and magnitude of the midcourse impulse need to be found.  In order 
to solve for these parameters, the swarm vector provides the magnitude and direction of the 
initial impulse, as well as the time of flight between the initial and midcourse impulse.  For this 
example, the resulting optimal values are: 
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     (68.704, -3.0859, -14.851) mm/s 
       21.97 s 
 
These values are then used to solve for the positions and velocities   ,   
 ,   
 ,   
 , and   
  as 
described in Section 3.2.2.  These values are given in Table 3.8. 
 
Table 3.8 – Radius and Velocity Values for Three-Impulse, Constrained PSO Solution 
    (-678.3, -73.9, -825.6) m   
   (-0.1635, 0.0806, 0.3465) m/s 
  
   (-0.0948, 0.0776, 0.3316) m/s 
    (-680.3, 72.2, -818.0) m   
   (-0.0910, 0.0762, 0.3537) m/s 
  
   (-0.0132, 0.0706, 0.3353) m/s 
    (-2375.5, -435.3, 276.9) m   
   (-0.8171, 0.1218, -0.9156) m/s 
  
   (-0.9636, 0.7378, -0.4686) m/s 
 
The impulse history for this trajectory is given in Table 3.9. 
 
Table 3.9 -    Values for Optimal Three-Impulse, Constrained PSO Solution 
    vector (mm/s)      (mm/s)   (s) 
1 (68.704, -3.0859, -14.851) 70.359 0 
2  (77.846, -5.5575, -18.439) 80.193 21.96 (0.0243 TU) 
3  (-146.55, 616.01, 447.02) 775.09 3645.3 (4.034 TU) 
total N/A 925.64 3667.3 (4.059 TU) 
 
A comparison of the data in Tables 3.9 and 3.5 demonstrates that there is no improvement in this 
trajectory over the original trajectory found by the two-impulse particle swarm.  The optimal 
trajectory is shown in Figure 3.3. 
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Figure 3.3 – Optimal trajectory as found by the three-impulse, constrained particle swarm. 
 
Table 3.9 shows that the first two burns occur close together, and the combined magnitude of 
those burns is approximately equal to the magnitude of the first burn in the two-impulse 
trajectory. In addition, the magnitude of the final burn is approximately equal to that of the 
second burn in the two-impulse trajectory.  This shows that the constrained three-impulse 
trajectory is essentially the same as that originally found by the two-impulse particle swarm. 
 
3.4.5 Adding a Coast with Primer Vector Theory 
 Based on analysis of test cases and initial results, it was found that adding both an initial 
coast and a final coast via primer vector theory was not useful.  Due to the nature of the problem, 
the coasts had to be added sequentially, and it was found that once an initial or final coast had 
been carried out, adding an additional coast to the other end of the trajectory had usually been 
rendered unnecessary and seldom did much to further optimize the trajectory.  So instead, the 
original trajectory was altered two separate times: the first time by adding an initial coast, and 
the second time by adding a final coast.  These two separate results were then compared to find 
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the duration of the coast in each case, and determine the effectiveness of adding the coast in 
improving the optimality of the trajectory. 
 
3.4.5.1 Adding an Initial Coast 
 In order to add an initial coast, the primer vector data for the original two-impulse 
trajectory found by the particle swarm was used to find the point along the initial periodic orbit 
where  
     (  
   )    
 
in accordance with Eqn. (47a).  This was done by calculating the changes in    ,   
 , and    as 
a result of the initial coast time    , then choosing the departure point for which Eqn. (47a) was 
equal to zero.  As shown in Table 3.10, the final radius (  ) and velocity (  
 ) values for the 
initial coast case remain the same as those in the original two-impulse trajectory found by the 
particle swarm and shown in Table 3.4: 
 
Table 3.10 - Radius and Velocity Values for Two-Impulse PVT Solution with Initial Coast 
    (-679.3, -73.4, -823.5) m   
   (-0.1624, 0.0812, 0.3526) m/s 
  
   (-0.0158, 0.0743, 0.3194) m/s 
    (-2375, -435.3, 276.9) m   
   (-0.8170, 0.1220, -0.9162) m/s 
  
   (-0.9636, 0.7378, -0.4686) m/s 
 
The results in Table 3.10 show that the other radius and velocity values, as well as the    
history, change only slightly.  This is because of the short length of the initial coast, which can 
be seen in Table 3.11. 
 
Table 3.11 - ∆V Values for Two-Impulse PVT Solution with Initial Coast 
    vector (mm/s)      (mm/s)   (s) 
1  (146.59, -6.9284, -33.109) 150.44 6 
2  (-146.59, 615.91, 447.30) 775.18 3667 (4.059 TU) 
total N/A 925.63 3667 (4.059 TU) 
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The value listed as the time of the first impulse is based on the time of the initial impulse for the 
original two-impulse trajectory.  The transfer is shown in Figure 3.4. 
 
 
Figure 3.4 – Two-impulse PSO Trajectory with Initial Coast 
 
Comparing Figure 3.4 with Figure 3.5, which shows the original trajectory, illustrates that the 
addition of the initial coast has negligible effect on the trajectory. 
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Figure 3.5 – Original Two-Impulse PSO Trajectory 
 
As can be seen in Figure 3.5, the change in the departure point made on the basis of the primer 
vector analysis was minimal.  This was true of nearly all the cases tested where an improvement 
was seen over the original particle swarm trajectory, an indication that the particle swarm does a 
very good job overall of picking the optimal departure points along the initial periodic orbit. 
 
3.4.5.2 Adding a Final Coast 
 In order to add a final coast, the primer vector data for the original two-impulse trajectory 
found by the particle swarm was used to find the point along the final periodic orbit where  
 
     (  
   )    
 
in accordance with Eqn. (47b).  This was done by calculating the changes in    ,   
 , and    as 
a result of the final coast time    , then choosing the arrival point for which Eqn. (47b) was 
satisfied.  The trajectory radius and velocity values for the altered solution are given in Table 
3.12. 
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Table 3.12 - Radius and Velocity Values for Two-Impulse PVT Solution with Final Coast 
    (-678.3, -73.9, -825.6) m   
   (-0.1635, 0.0806, 0.3465) m/s 
  
   (-0.0169, 0.0755, 0.3136) m/s 
    (-2382, -430.1, 273.6) m   
   (-0.8062, 0.1245, -0.9159) m/s 
  
   (-0.9521, 0.7416, -0.4709) m/s 
 
These results show that the initial radius and velocity stay the same, and the other values change 
only slightly.  The impulse history for the solution is given in Table 3.13 
 
Table 3.13 - ∆V Values for Two-Impulse PVT Solution with Final Coast 
    vector (mm/s)      (mm/s)   (s) 
1  (145.99, -8.5309, -37.281) 150.92 0 
2  (-145.99, 617.02, 444.95) 774.60 3674 (4.066 TU) 
total N/A 925.52 3674 (4.066 TU) 
 
and the trajectory is shown in Figure 3.6. 
 
 
Figure 3.6 – Two-Impulse PSO Trajectory with Final Coast 
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Figure 3.7 – Original Two-Impulse PSO Trajectory 
 
Just as with the trajectory modified by the initial coast, the trajectories shown in Figs. 3.6 and 3.7 
are virtually identical.  The trajectory employing a final coast delivers better results than those 
obtained via the addition of an initial coast, but the improvement over the original two-impulse 
solution found by the particle swarm is still negligible.  The fact that nearly all of the trajectories 
where a final coast improves the results change only slightly again demonstrates the ability of the 
particle swarm to choose the optimal departure and arrival points for the transfer trajectory. 
 
3.4.6 Adding a Midcourse Impulse 
 In order to add a midcourse impulse, a scalar value   for the magnitude of the impulse 
had to be chosen as described in Section 3.3.4.  For any trajectory with a primer vector graph that 
contains a value higher than one at some point in the trajectory, some small   value will produce 
an improvement in the cost; however the smaller the   value, the smaller the cost improvement 
in the trajectory.  Because many trajectories were being analyzed by the primer vector algorithm, 
the need to pick a   value small enough to create an improvement in the majority of the 
trajectories analyzed had to be balanced against the fact that too small a   vector would drive the 
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cost improvements down to negligible values.  In the end, a value of    0.01 was selected, and 
this seemed to create an improvement in the original trajectory in the majority of cases. 
 Once   was chosen, the new radius ( ) and velocity ( ) data for the altered trajectory 
(the original trajectory being the two-impulse trajectory first found by the particle swarm) was 
obtained via Eqns. (50)-(54).  The positions and velocities at the times of the impulses are given 
in Table 3.14: 
 
Table 3.14 - Radius and Velocity Values for PVT Solution with Midcourse Impulse 
    (-678.3, -73.9, -825.6) m   
   (-0.1635, 0.0806, 0.3465) m/s 
  
   (-0.0149, 0.0846, 0.3136) m/s 
    (-1369.6, -424.5, 872.6) m   
   (-0.7910, -0.1540, 0.0226) m/s 
  
   (-0.8003, -0.1537, 0.0227) m/s 
    (-2375.5, -435.3, 276.9) m   
   (-0.8243, 0.1374, -0.9162) m/s 
  
   (-0.9636, 0.7378, -0.4686) m/s 
 
The impulse history for the trajectory is shown in Table 3.15. 
 
Table 3.15 -    Values for PVT Solution with Midcourse Impulse 
    (mm/s)      (mm/s)   (s) 
1  (148.56, 3.9460, -32.844) 152.20 0 
2 (-9.2491, 0.3570, 0.0799) 9.2563 2518 (2.787 TU) 
3 (-139.31, 600.47, 447.61) 761.79 1148 (1.271 TU) 
total N/A 923.24 3666 (4.058 TU) 
 
The trajectories are shown in Figures 3.8 and 3.9. 
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Figure 3.8 – Trajectory improved by primer vector theory with midcourse impulse 
 
Although the location of the midcourse impulse burn changed significantly from the location 
found by the three-impulse, constrained particle swarm algorithm described in Section 3.4.4, the 
improvement over both the two-impulse and the three-impulse constrained solutions (which were 
themselves virtually identical) was negligible.  Figure 3.10 compares the new trajectory to the 
original trajectory found by the two-impulse particle swarm. 
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Figure 3.9 – Original Two-Impulse PSO Trajectory 
 
As in the case of the trajectory created by the three-impulse, constrained particle swarm 
algorithm, the deviation of the primer vector trajectory from the original two-impulse trajectory 
is negligible.  Most of the improvements created via the use of the primer vector theory were 
small, which again demonstrates the ability of the particle swarm to determine near-optimal 
trajectories. 
 
3.4.7 Midcourse Impulse Plus Coasts 
 The three-impulse trajectory with initial and final coasts is obtained by taking the three-
impulse trajectory created via primer vector theory in Table 3.14 and adding an initial and final 
coast to the first and second sections, respectively.  This is done the same way that initial and 
final coasts were added to the original two-impulse trajectory in Section 3.4.4 and Section 3.4.5.  
The resulting radius ( ) and velocity ( ) values are given in Table 3.16. 
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Table 3.16 - Radius and Velocity Values for PVT Solution with Midcourse Impulse and 
Initial/Final Coasts 
    (-679.4, -73.3, -823.1) m   
   (-0.1622, 0.0813, 0.3536) m/s 
  
   (-0.0136, 0.0833, 0.3214) m/s 
    (-1369.6, -424.5, 872.6) m   
   (-0.7910, -0.1544, 0.0219) m/s 
  
   (-1.0163, -0.1407, 0.0475) m/s 
    (335.9, 398.8, -253.7) m   
   (0.8062, -0.5704, 0.9253) m/s 
  
   (0.8829, -0.7627, 0.4844) m/s 
 
The    history for this trajectory is given in Table 3.17. 
 
Table 3.17 -    Values for PVT Solution with Midcourse Impulse and Coasts 
    vector (mm/s)      (mm/s)   (s) 
1  (148.59, 2.0155, -32.170) 152.05 7 
2  (-225.33, 13.671, 25.606) 227.19 2518 (2.787 TU) 
3  (76.733, -192.31, -440.93) 487.12 6553 (1.271 TU) 
total N/A 866.37 6546 (4.058 TU) 
 
As shown in Table 3.17, the duration of the initial coast was very short, at only 7 s.  However, 
the final coast was much longer, increasing the time between    and    by 2887 s.  The value 
listed as the time of the first impulse is based on the time of the initial impulse for the three-
impulse trajectory described in Section 3.4.4.  The transfer is shown in Figure 3.10 
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Figure 3.10 – Trajectory improved by primer vector theory with midcourse impulse and 
initial/final coasts 
 
Figure 3.11 compares the new trajectory to the original three-impulse trajectory in Figure 3.10. 
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Figure 3.11 – Trajectory improved by primer vector theory with midcourse impulse 
 
Figures 3.10 and 3.11 show that while there was little change in the initial position, the 
substantial final coast improved the    by 56.8 mm/s or 6.2%.  This shows that although the 
trajectories created by the two-impulse particle swarm algorithm usually cannot be significantly 
improved through the addition of a coast or midcourse impulse alone, they can be improved 
when those two changes are introduced simultaneously. 
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Chapter 4: Results for a Large Number of Example Orbit Transfers 
 
4.1 Two-Impulse Particle Swarm Trajectories 
 One of the ways to measure the efficiency of the particle swarm algorithm at finding the 
globally optimal trajectory is to determine whether the addition of an initial/final coast, using 
primer vector theory, to the best trajectory found by particle swarm optimization, significantly 
improves the    value for the trajectory and whether the duration of the initial/final coast is 
large compared to the time of flight for the original trajectory.   
 
Table 4.1 – Average change in    and    delivered by the addition of coasts 
  Absolute difference Percentage Difference 
Adding an initial coast 
   (mm/s) 5.96 1.50% 
    (s) 395 5.02% 
Adding a final coast 
   (mm/s) 3.71 0.91% 
    (s) 266 3.44% 
 
As can be seen from Table 4.1, the improvements in    and the changes in    as a percentage of 
the original values were both minimal.  Only those cases where the addition of the initial/final 
coast actually improved the trajectory were used, meaning that only 164/300 and 172/300 cases 
were considered for the addition of an initial and final coast, respectively.  The fact that only 
slightly more than half of the cases showed any improvement with the addition of a coast, 
combined with the marginal improvements the coasts delivered in the cases where an 
improvement was found, shows that the particle swarm algorithm did very well at finding the 
optimal points on the initial and final periodic orbits to begin and end the transfer trajectory. 
 
4.2 Three-Impulse Particle Swarm with Constraints 
 This section examines whether the particle swarm algorithm or the primer vector 
equations are better at determining where to place a midcourse impulse so as to improve the 
original two-impulse trajectory.  Only those cases where both the constrained, three-impulse 
particle swarm results and the primer vector results where only a midcourse impulse was added 
were an improvement upon the original two-impulse trajectory were included, because these 
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were the only cases in which the results could be fairly compared.  Table 4.2 provides a 
summary of the data collected. 
 
Table 4.2 - Average change in    delivered by the addition of a midcourse impulse 
 Absolute    difference (mm/s) Percentage Difference 
Average Difference Between 
PSO and PVT 
-9.386 -2.32% 
 
Table 4.2 shows that the average cost for the particle swarm result is slightly lower than that of 
the primer vector result, thus demonstrating that the results obtained via the particle swarm 
algorithm are marginally more effective at accurately determining the placement, magnitude and 
direction of the midcourse impulse than those obtained via the primer vector equations.  This is 
probably due to the fact that the particle swarm does a better job of considering the entire 
solution space than the primer vector theory, as well as the fact that the primer vector history is 
only able to suggest the best time to add a midcourse impulse, and the solution needs to be 
iterated in order to get the best results. 
 
4.3 Three-Impulse Particle Swarm without Constraints 
 Finally, the results from the trajectories that used primer vector theory to add both 
midcourse impulses and initial/final coasts are compared to the trajectories obtained via the 
three-impulse, unconstrained particle swarm algorithm.  As in the previous two sections, only 
those cases where both the particle swarm and primer vector results improved upon the original 
two-impulse trajectory were included, because these were the only cases in which the results 
could be fairly compared.  A summary of the results is given in Table 4.3. 
 
Table 4.3 - Average change in    for three-impulse, unconstrained PSO trajectory 
 Absolute    difference (mm/s) Percentage Difference 
Average Difference Between 
PSO and PVT 
-91.07 -17.33% 
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The average cost for the particle swarm result is significantly lower than that obtained via 
the use of primer vector theory.  The most likely reason for this result is that the primer vector 
result starts out with an initial guess trajectory, which is the result obtained by the two-impulse, 
unconstrained particle swarm, whereas the three-impulse, unconstrained particle swarm is able to 
search the entire solution space.  Therefore, the particle swarm is far more likely to come up with 
an optimal result more unlike the original two-impulse trajectory than any result derived through 
the use of the primer vector equations. 
 
4.4 Comparison of Primer Vector and Particle Swarm Results 
 For approximately 257/300 of the cases run, or 86%, the three-impulse, unconstrained 
particle swarm optimizer came up with the best results, a number that went up to 94% when the 
cases where the three-impulse, unconstrained particle swarm did not come up with the best 
results were re-run.  The reason for this is that the primer vector equations only attempt to solve 
for a trajectory that meets the primer vector necessary conditions for optimality.  This solution is 
not necessarily the globally optimal solution, nor is it particularly likely to be.  The particle 
swarm algorithm, on the other hand, examines the entire solution space, so it is much more likely 
to come across the globally optimal trajectory, including the potential solution come up with via 
the primer vector equations. 
The following section compares a case where the primer vector theory yielded the best 
solution to a case where the particle swarm results were the best.  The primer vector solution 
meets the necessary conditions for optimality in both cases.  This demonstrates that simply 
because the primer vector conditions show local optimality, this does not mean that the globally 
optimal solution has been found.  Also, for the case where the particle swarm results are the best, 
this shows that the solution can be further improved through judicious use of the primer vector 
equations. 
 
4.4.1 Sample Case Where Primer Vector Is Optimizing 
For the sample case where the trajectory found using primer vector theory had a lower 
cost than that found by the particle swarm, the boundary conditions for the problem are given in 
Table 4.4. 
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Table 4.4 – Boundary conditions for the primer vector case 
               
Initial PRO 1.040 km -0.618 km 0 km 1.025 km 
Final PRO 1.062 km 0.695 km 0 km 0.319 km 
 
The results obtained are summarized in Table 4.5. 
 
Table 4.5 –    results obtained for the primer vector case 
Two-impulse particle 
swarm 
Three-impulse 
particle swarm, 
unconstrained 
Three-impulse 
particle swarm, 
constrained 
Best Primer Vector 
Results 
793.37 mm/s 795.85 mm/s 793.35 mm/s 790.69 mm/s 
 
To save space, only the results for the best of the primer vector trajectories are displayed here.  In 
this case, the results for the primer vector trajectory come from the case where both a midcourse 
impulse and initial/final coasts were added to the original two-impulse trajectory found by the 
particle swarm. 
The radius and velocity values for the trajectories are given in Table 4.6. 
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Table 4.6 – Radius and velocity values for the primer vector case 
 Radius Values Velocity Values 
Two-impulse 
particle swarm 
    (405.8, 91.1, 57.20) m   
   (-0.202, -0.567, -1.133) m/s 
  
   (-0.215, -0.5524, 0.3136) m/s 
    (109.6, 442.8, 175.9) m   
   (0.9667, 0.327, 0.314) m/s 
  
   (0.980, 0.324, 0.294) m/s 
Three-impulse 
particle swarm, 
unconstrained 
    (105.4, -373.5, 645.6) m   
   (-0.8268, -0.4004, -0.8816) m/s 
  
   (-0.8474, -0.4023, -0.8535) m/s 
    (303.4, 585.5, 35.2) m   
   (1.2756, -0.0046, 1.1125) m/s 
  
   (1.2811, -0.0113, 0.9030) m/s 
    (695.1, -530.9, 0.0897) m   
   (-1.1902, -0.0154, -0.9039) m/s 
  
   (-1.1751, 0.0002, -0.3529) m/s 
Three-impulse 
particle swarm, 
constrained 
    (405.77, -91.096, 57.204) m   
   (-0.2017, -0.5666, -1.133) m/s 
  
   (-0.2066, -0.5645, -1.0536) m/s 
    (404.89, -93.455, 52.780) m   
   (-0.2118, -0.5640, -1.0538) m/s 
  
   (-0.2204, -0.5517, -0.3603) m/s 
    (109.59, 442.76, 175.93) m   
   (0.9666, 0.3272, 0.3088) m/s 
  
   (0.9801, 0.3242, 0.2944) m/s 
Primer Vector 
    (406.8, -88.3, 62.9) m   
   (-0.1954, -0.5672, -1.1327) m/s 
  
   (-0.2090, -0.5560, -0.4311) m/s 
    (-308.4, -171.5, -36.1) m   
   (0.3660, 0.5462, 0.4348) m/s 
  
   (0.3678, 0.5435, 0.3735) m/s 
    (-38.9, 383.4, 125.7) m   
   (0.8370, 0.4030, 0.3490) m/s 
  
   (0.8488, 0.4064, 0.3244) m/s 
 
The    histories for the trajectories are shown in Table 4.7. 
 
 
 
 
52 
 
Table 4.7 -    and time-of-flight values for the primer vector case 
    vector (mm/s)    total (mm/s)   (s) 
Two-impulse 
particle swarm 
     (-13.522, 14.229, 769.40) 
793.37 
0 
     (13.522, -3.0784, -19.243) 31880 (35.29 TU) 
Three-impulse 
particle swarm, 
unconstrained 
     (-20.569, -1.8791, 28.091) 
795.86 
0 
     (5.4594, -6.7184, -209.44) 14853 (16.44 TU) 
     (15.109, 15.590, 550.94) 23330 (25.82 TU) 
Three-impulse 
particle swarm, 
constrained 
     (-4.9213, 2.0790, 79.508) 
793.34 
0 
     (-8.5978, 12.279, 693.50) 4 (4.43*10
-3
 TU) 
     (13.519, -3.0073, -14.421) 31880 (35.29 TU) 
Primer Vector 
     (-13.600, 11.133, 701.63) 
790.69 
-5 (-5.53*10
-3
 TU) 
     (1.832, -2.646, -61.271) 31279 (34.62 TU) 
     (11.768, 3.3808, -24.612) 31718 (35.11 TU) 
 
 In order to meet the necessary conditions for optimality, the slope of the primer vector 
magnitude history must be zero at the start and endpoints of the trajectory and the magnitude 
cannot be greater than 1 at any point in the trajectory.  As can be seen in Figures 4.1 through 4.4, 
none of the cases in this example meet the primer vector necessary conditions for optimality 
except for the case with the midcourse impulse and coasts added by primer vector theory, which 
was also the case with the best    (790.69 mm/s) for this particular example. 
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Figure 4.1 – Primer vector magnitude history for two-impulse PSO trajectory 
 
Figure 4.2 – Primer vector magnitude history for three-impulse, unconstrained PSO 
trajectory 
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Figure 4.3 – Primer vector magnitude history for three-impulse, constrained PSO 
trajectory 
 
Figure 4.4 – Primer vector magnitude history for best primer vector result 
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In order to test whether or not the result shown in Figure 4.4 was truly optimal, the three-
impulse, unconstrained particle swarm algorithm was run again after the initial population space 
was seeded with the solution obtained from the primer vector results.  The resulting solution was 
indeed an improvement on the results found via the use of the primer vector theory with a total 
   of 785.46 mm/s, an improvement of 5.23 mm/s over the primer vector result of 790.69 mm/s.  
One reason this solution was not initially found by the particle swarm is because there is no 
guarantee that any optimization algorithm will find the best solution; another reason in this 
particular case is because the      value for the primer vector solution (and for the new solution 
found by the particle swarm) is above the upper bound given for the value in Table 3.2.  This 
demonstrates the difficulty in assigning bounds to the solution variables in the particle swarm: if 
they are too lax, then the particle swarm cannot operate efficiently, but if they are too low, there 
is a risk of cutting out the optimal solution.  The radius and velocity data for the new trajectory 
found by the particle swarm is shown in Table 4.8 
 
Table 4.8 – Radius and velocity values for the seeded particle swarm run 
    (406.8, -88.28, 62.90) m   
   (-0.1954, -0.5671, -1.133) m/s 
  
   (-0.2090, -0.5561, -0.8265) m/s 
    (-320.7, 155.6, -35.69) m   
   (0.3308, 0.5512, 0.8285) m/s 
  
   (0.3446, 0.5607, 0.3536) m/s 
    (-38.23, 383.8, 125.4) m   
   (0.8498, 0.4042, 0.3276) m/s 
  
   (0.8495, 0.4060, 0.3245) m/s 
 
The impulse history for the trajectory is shown in Table 4.9. 
 
Table 4.9 -    and time-of-flight values for the seeded particle swarm run 
    vector (mm/s)      (mm/s)   (s) 
1  (-13.600, 11.133, 701.63) 701.85 -5 (-5.53*10
-3
 TU) 
2  (1.832, -2.646, -61.271) 61.356 31279 (34.62 TU) 
3  (11.768, 3.3808, -24.612) 27.489 31718 (35.11 TU) 
total N/A 790.70 31723 (35.11 TU) 
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However, despite the fact that this trajectory is an improvement on the previous best trajectory 
found, the primer vector graph does not meet the necessary conditions for optimality, as the 
vector magnitude is larger than 1 at multiple points in the trajectory.  This is shown in Figure 4.5. 
 
 
Figure 4.5 – Primer vector magnitude for seeded particle swarm result 
 
By finding a trajectory which improved on the results given by the primer vector theory, 
the particle swarm algorithm demonstrates that a solution is not necessarily globally optimal 
even if its primer vector history meets the necessary conditions for optimality.  The fact that the 
primer vector graph in Fig. 4.5 does not meet the necessary conditions for optimality also shows 
that there is still further room for improvement in this solution. 
 
4.4.2 Sample Case Where Particle Swarm Is Optimizing 
A sample case where the particle swarm results had a lower cost than those obtained via 
primer vector theory is given in Table 4.10.  
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Table 4.10 – Boundary conditions for the particle swarm case 
               
Initial PRO 0.254 km 0.265 km 0 km 0.371 km 
Final PRO 0.732 km -0.588 km 0 km 0.298 km 
 
The costs for the trajectories are given in Table 4.11. 
 
Table 4.11 –    results obtained for the particle swarm case 
Two-impulse particle 
swarm 
Three-impulse 
particle swarm, 
unconstrained 
Three-impulse 
particle swarm, 
constrained 
Primer Vector 
183.1 (mm/s) 180.9 (mm/s) 182.7 (mm/s) 182.4 (mm/s) 
 
In this case, the primer vector trajectory chosen was the one where a final coast was added to the 
initial two-impulse trajectory found by the particle swarm algorithm, as that was the best 
trajectory of all those improved via the primer vector equations. 
The radius and velocity values for the various trajectories are shown in Table 4.12. 
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Table 4.12 – Radius and velocity values for the particle swarm case 
 Radius Values Velocity Values 
Two-impulse 
particle swarm 
    (50.437, 67.762, -256.57) m   
   (0.1500, 0.1187, 0.2971) m/s 
  
   (0.2274, 0.1135, 0.2624) m/s 
    (-675.93, -363.55, 35.896) m   
   (-0.7273, 0.0667, -0.3846) m/s 
  
   (-0.8048, 0.0489, -0.3272) m/s 
Three-impulse 
particle swarm, 
unconstrained 
    (458.2, 82.2, -179.8) m   
   (0.182, -0.107, -0.360) m/s 
  
   (0.242, -0.127, -0.326) m/s 
    (-1153.6, -328.4, -26.5) m   
   (-0.668, -0.020, 0.380) m/s 
  
   (-0.742, -0.018, 0.328) m/s 
    (-1318.8, 21.5, 297.3) m   
   (0.032, 0.394, 0.019) m/s 
  
   (0.048, 0.405, 0.019) m/s 
Three-impulse 
particle swarm, 
constrained 
    (50.437, 67.762, -256.57) m   
   (0.1500, 0.1187, 0.2971) m/s 
  
   (0.1839, 0.1133, 0.2819) m/s 
    (68.270, 77.450, -229.51) m   
   (0.2054, 0.0983, 0.3091) m/s 
  
   (0.2487, 0.0903, 0.2870) m/s 
    (-675.93, -363.55, 35.896) m   
   (-0.7275, 0.0662, -0.3812) m/s 
  
   (-0.8048, 0.0489, -0.3272 ) m/s 
Primer Vector 
    (50.437, 67.762, -256.57) m   
   (0.150, 0.119, 0.297) m/s 
  
   (0.228, 0.113, 0.257) m/s 
    (-727.12, -359.51, 14.884) m   
   (-0.718, 0.085, -0.383) m/s 
  
   (-0.796, 0.077, -0.329) m/s 
 
The    histories for the trajectories are given in Table 4.13. 
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Table 4.13 -    and time-of-flight values for the particle swarm case 
    vector (mm/s)    total (mm/s)   (s) 
Two-impulse 
particle swarm 
     (77.433, -5.2384, -34.702) 
183.07 
0 
     (-77.433, -17.856, 57.440) 3491 (3.86 TU) 
Three-impulse 
particle swarm, 
unconstrained 
     (59.479, -20.045, 34.0824) 
180.86 
0 
     (-74.583, 1.729, -52.135) 7950 (8.80 TU) 
     (15.103, 10.549, -0.1197) 12800 (14.17 TU) 
Three-impulse 
particle swarm, 
constrained 
     (33.926, -5.4096, -15.239) 
182.74 
0 
     (43.313, -8.0125, -22.116) 91 (0.101 TU) 
     (-77.239, -17.380, 54.056) 3491 (3.86 TU) 
Primer Vector 
     (77.748, -5.515, -40.410) 
182.35 
0 
     (-77.75,  -7.493, 53.29) 3554 (3.93 TU) 
 
As can be seen in Figures 4.6 through 4.9, although the graph for the primer vector result is the 
only one that meets the necessary conditions for optimality (magnitude smaller than 1, no slope 
at endpoints), the best    result is actually obtained in this case by the three-impulse, 
unconstrained particle swarm, whose primer vector graph does not come anywhere close to 
meeting the necessary conditions for optimality.   
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Figure 4.6 – Primer vector magnitude history for two-impulse PSO trajectory 
 
 
Figure 4.7 – Primer vector magnitude history for three-impulse, unconstrained PSO 
trajectory 
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Figure 4.8 – Primer vector magnitude history for three-impulse, constrained PSO 
trajectory 
 
 
Figure 4.9 – Primer vector magnitude history for best primer vector result 
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In this case, it can be seen that the primer-vector results are very close to meeting the 
conditions for optimality, whereas the best particle swarm results do not satisfy those conditions.  
However, the particle swarm results invariably improved upon those obtained via primer vector 
theory despite the optimality of the primer vector results, thus showing that at best, meeting the 
primer vector necessary conditions for optimality guarantees only that a local minimum has been 
found.  Also, the non-optimality of the particle swarm results shows that further improvements 
could be made through the use of primer vector theory, even though the raw particle swarm 
results for the three-impulse trajectory already surpass the best results obtained via primer vector 
modification of the original two-impulse trajectory. 
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Chapter 5: Conclusions 
 
5.1 Summary 
 The particle swarm algorithm does an excellent job of finding optimal transfer 
trajectories between periodic relative orbits.  This is evidenced by the fact that when analyzed via 
primer vector theory, the addition of initial/final coasts or mid-course impulses yields only 
minimal improvements in the original two-impulse trajectory.  Also, while it is true that the 
simultaneous addition of both initial/final coasts and a midcourse impulse can create a significant 
improvement in the original two-impulse trajectory found by the particle swarm, these results are 
almost always outstripped by those obtained via the three-impulse, unconstrained particle swarm 
algorithm.  The particle swarm algorithm managed to find the best solution in 86% of the cases 
run, a number that went up to 94% when the remaining cases were re-run by the particle swarm 
with the same initial conditions; that is, the particle swarm algorithm was run with a new 
randomized solution vector and the same initial and final periodic orbits, but with no initial guess 
for an optimal solution.  These results demonstrated the ability of the particle swarm to handle 
multiple-impulse trajectories without requiring any input about possible initial solutions.  
Further, because the primer-vector graphs for the particle swarm trajectories often do not meet 
the necessary conditions for optimality, the trajectories could be improved through the use of the 
primer vector theory.  However, the results of this work indicate that any improvements obtained 
as a result of using the primer vector equations will be minimal at best, and probably not worth 
the extra time and computational power that would be required to find them.  
It was found that care must be taken when using the particle swarm to find optimal 
transfer trajectories that sufficient generations have been run to be sure that the best possible 
results are obtained.  This is especially important when looking for trajectories that contain three 
or more impulses, since the higher number of variables contained in the solution vector for these 
problems make it more difficult for the particle swarm algorithm to converge on the optimal 
solution in such cases. 
 
5.2 Future Work 
 Although this work only focuses on transfers between periodic orbits, because all of the 
relative orbit elements are either constants or vary linearly over time, it is possible to adapt this 
64 
 
optimization method to transfers between non-periodic orbits.  In such a case, the variable used 
in the solution vectors for the particle swarm should either be time or the    value, since   and   
are both periodic and thus could cause errors if the upper and lower bounds on the values are 
greater than those required to express a single orbital period.  It would also be possible to use 
these methods for other linearized dynamics sets, such as those developed in Schweighart.  
However, using relative orbit elements would not be practical for this, so the only variable that 
could be used for the particle swarm solution vector would be time.  Finally, the fact that many 
impulses not directly set by the particle swarm algorithm were outside the bounds set on the 
           and      values (Table 3.2) for the three-impulse particle swarm solutions shows that 
these values were too low.  Results could probably be further improved by increasing these 
bounds by a factor of ten from +/- 0.1 m/s to +/- 1.0 m/s, a value determined empirically by 
examining the typical  V values found for other particle swarm solutions. 
 The other potential avenue for future work would be using the trajectories generated here 
as initial guesses to find optimal trajectories in more complicated dynamical models, which take 
into account forces like J2 and atmospheric drag.  Evolutionary algorithms could also be used for 
this stage, as evidenced by the work of Carpenter and Jackson [6] or some other optimization 
method could be used. 
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