A reciprocity map and the two variable p-adic L-function by Sharifi, Romyar T.
ar
X
iv
:0
70
9.
35
91
v3
  [
ma
th.
NT
]  
6 J
an
 20
11
A reciprocity map and the
two variable p-adic L-function
Romyar T. Sharifi
Abstract
For primes p ≥ 5, we propose a conjecture that relates the values of cup
products in the Galois cohomology of the maximal unramified outside p extension
of a cyclotomic field on cyclotomic p-units to the values of p-adic L-functions of
cuspidal eigenforms that satisfy mod p congruences with Eisenstein series. Passing
up the cyclotomic and Hida towers, we construct an isomorphism of certain spaces
that allows us to compare the value of a reciprocity map on a particular norm
compatible system of p-units to what is essentially the two-variable p-adic L-
function of Mazur and Kitagawa.
1 Introduction
1.1 Background
The principal theme of this article is that special elements in the Galois cohomology of
a cyclotomic field should correspond to special elements in the quotient of the homology
group of a modular curve by an Eisenstein ideal. The elements on the Galois side of the
picture arise as cup products of units in our cyclotomic field, while the elements on the
modular side arise in alternate forms of our conjecture from Manin symbols and p-adic
L-values of cusp forms that satisfy congruences with Eisenstein series at primes over
p. We can also understand this as a comparison between objects that interpolate these
elements: the value of a reciprocity map on a particular norm compatible sequence of
p-units and an object giving rise to a two-variable p-adic L-function, taken modulo an
Eisenstein ideal.
We make these correspondences explicit via a map from the Galois group of the
maximal unramified abelian pro-p extension of the cyclotomic field of all p-power roots
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of unity to the quotient by an Eisenstein ideal of the inverse limit of first e´tale cohomology
groups of modular curves of p-power level. Recall that the main conjecture of Iwasawa
theory tells us that the p-adic zeta function provides a characteristic power series for the
minus part of latter Galois group as an Iwasawa module. In fact, the map we construct
is a modification of that found in the work of M. Ohta on the main conjecture [O2]-[O6],
which incorporated ideas of Harder-Pink and Kurihara and the Hida-theoretic aspects
of the work of Wiles into a refinement of the original proof of Mazur-Wiles. In one of its
various guises, our conjecture asserts that this map carries inverse limits of cup product
values on special cyclotomic units to universal p-adic L-values modulo an Eisenstein
ideal, up to a canonical unit.
The reasons to expect such a conjecture, though numerous, are far from obvious. The
core of this article being focused on the statements of the various forms of this conjecture
and the proofs of their equivalence, we take some space in this first subsection to mention
a few of the theoretical reasons that we expect the conjecture to hold. We omit technical
details, deferring them for the most part to future work.
Initial evidence for our conjecture can be seen in relation to the main conjecture
for modular forms. In fact, we can show that cup products control the Selmer groups
of certain reducible representations, such as the residual representations attached to
newforms that satisfy mod p congruences with Eisenstein series. More precisely, under
weak assumptions, such a Selmer group will be given as the quotient of an eigenspace
of a cyclotomic class group modulo p by the subgroup generated by a cup product of
cyclotomic p-units. On the other hand, p-adic L-values of such newforms are expected
to control the structure of these Selmer groups by the main conjecture of Iwasawa theory
for modular forms [G, p. 291]. That is, the main conjecture leads us to expect agreement
between these cup products and the mod p reductions of the p-adic L-values of these
newforms inside the proper choice of lattice.
One can think of our conjecture as related to the main conjecture for modular forms,
modulo an Eisenstein ideal, in a quite similar manner to that in which the classical main
conjecture relates to Iwasawa’s construction of the p-adic zeta function out of cyclotomic
p-units. Iwasawa’s theorem provides an explicit map from the group of norm compatible
sequences in the p-completions of the multiplicative groups of the p-adic fields of p-power
roots of unity to the Iwasawa algebra that sends a compatible sequence of one minus
p-power roots of unity to the p-adic zeta function [I]. In our conjecture, the two variable
p-adic L-function modulo an Eisenstein ideal is constructed out of a reciprocity map
applied to the same sequence of cyclotomic p-units, or more loosely, out of cup products
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of cyclotomic p-units.
We remark that Fukaya proved a direct analogue of Iwasawa’s theorem in the mod-
ular setting, constructing a certain two-variable p-adic L-function out of the Beilinson
elements that appear in Kato’s Euler system [F]. In fact, Kato constructed maps that
yield a comparison between these Beilinson elements, which are cup products of Siegel
units, and L-values of cusp forms [Ka]. The connection with our elements is seen in
the fact that Siegel units specialize to cyclotomic p-units at cusps. Fukaya constructed
her modular two-variable p-adic L-function via a map arising from Coleman power se-
ries. Although this map is defined entirely differently to ours, this nonetheless strongly
suggests the existence of a direct correspondence of the sort we conjecture.
We feel obliged to emphasize, at this point, that the map that we use arises in a
specific manner from the action of Galois on modular curves, which makes the conjecture
considerably more delicate than a simple correspondence. It is natural to ask why such
a map should be expected to provide our comparison. At present, the most convincing
evidence we have of this is a proof of a particular specialization of the conjecture. That
is, one can derive from [Sh, Theorem 5.2] that our map takes a particular value of the
cup product to a universal p-adic L-value at the trivial character under the assumption
that p does not divide a certain Bernoulli number, up to a given canonical unit. We
describe this just as briefly but more concretely in the next subsection. It was this result
that convinced us to look at the map we construct here. That the values on cup products
of this consequential map should have prior arithmetic interest in and of themselves is
perhaps the most remarkable aspect of our conjectures.
1.2 A special case
We first describe a special but fundamental case. Set F = Q(µp) for an irregular prime
p, and consider the p-completion EF of the p-units in F . The cup product in the Galois
cohomology of the maximal unramified outside p extension of F defines a pairing
( · , · ) : EF × EF → AF ⊗ µp,
where AF denotes the p-part of the class group of F . This pairing was studied in
detail in [McS]. We fix a complex embedding ι of Q and thereby a pth root of unity
ζp = ι
−1(e2π
√−1/p). Let ω denote the p-adic Teichmu¨ller character. For odd t ∈ Z, define
αt =
p−1∏
i=1
(1− ζ ip)
ω(i)t−1 ∈ EF .
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We consider the values (αt, αk−t) for odd integers t and even integers k. Such a value
can be nontrivial only if the ω1−k-eigenspace of AF is nontrivial, which is to say, only if
p divides the generalized Bernoulli number B1,ωk−1 . We fix such a k.
Suppose we are given a newform f of weight 2, level p, and character ωk−2 (coef-
ficients in Qp) that satisfies a congruence with the normalized Eisenstein series with
lth eigenvalue 1 + ωk−2(l)l for odd primes l 6= p. Inside the p-adic representation at-
tached to f is a choice of lattice that corresponds to the first e´tale cohomology group of
the closed modular curve X1(p) over Q. The action of Galois on the resulting residual
representation Tf gives rise directly to a map
A−F → HomZp(T
+
f , T
−
f ),
where T±f are the (±1)-eigenspaces of Tf under complex conjugation. We find a generator
of T+f , canonical up to ι, and therefore we obtain a map
φf : A
−
F ⊗ µp → T
−
f ⊗ µp.
We conjecture that the map φf takes values of the cup product on our special cyclo-
tomic units to the images of p-adic L-values of f in T−f ⊗ µp. In particular, the space
T−f (1) may be thought of as a space in which the p-adic L-values Lp(f, χ, s) naturally
lie, for χ an even character and s ∈ Zp. Let us denote the image of Lp(f, χ, s) in T
−
f ⊗µp
by Lp(f, χ, s). In this setting, our conjectures state that
φf((αt, αk−t)) = cp,k · Lp(f, ωt−1, 1) (1.1)
for some cp,k ∈ (Z/pZ)
× independent of t and f .
The first theoretical piece of evidence for this conjecture may be derived from [Sh,
Theorem 5.2]. It implies that (1.1) holds for t = 1 for some cp,k ∈ (Z/pZ)
×, under
the assumption that p does not also divide B1,ω1−k . Moreover, one can show that the
value (αt, αk−t) is zero only if the Selmer group over Q of the Tate twist Tf (t) of Tf
is nonzero under certain mild assumptions. On the other hand, that Lp(f, ωt−1, 1) is
zero only if the same Selmer group is nonzero would follow in this case from the main
conjecture of Iwasawa theory for modular forms. We intend to explore an Iwasawa-
theoretic generalization of this in forthcoming work.
1.3 Summary of the conjectures
Let us now turn to the general setting and give a condensed but nearly precise overview
of the objects to be studied in our conjectures. Choose a prime p ≥ 5 and a positive
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integer N prime to p with p not dividing the number ϕ(N) of positive integers relatively
prime and less than or equal to N . The different versions of the conjecture can roughly
be stated as giving, respectively, the following correspondences between to-be-defined
objects:
(1− ζ iNpr , 1− ζ
j
Npr)
◦
Fr,S ←→ ξ¯r(i : j) (1.2)
Ψ◦K(1− ζ) ←→ L
⋆
N (1.3)
αψt ∪ α
θψ−1ω−1
k−t ←→ Lp(ξ, ωθ, k, ψ, t). (1.4)
In the rest of this introduction, we first sketch the definition of the objects on the Galois
(left) side of the picture, followed by the objects on the modular (right) side, and finish
by describing the maps yielding the correspondences.
Let K = Q(µNp∞). A fixed choice of complex embedding affords us norm compatible
choices ζNpr of primitive Np
rth roots of unity in the fields Fr = Q(µNpr) for r ≥ 1. We
let S denote the set of primes over Np and any real places of any given number field,
and we let GFr ,S denote the Galois group of the maximal unramified outside S extension
of Fr. We then form the cup product
H1cts(GFr ,S,Zp(1))
⊗2 → H2cts(GFr ,S,Zp(2)).
We use ( · , · )◦Fr,S to denote the projection of the resulting pairing on S-units of Fr to
the sum of odd, primitive eigenspaces of the second cohomology group under a twist by
Zp(−1) of the standard action of Gal(F1/Q) ∼= (Z/NpZ)
× (see Section 5.1). In (1.2), we
then consider values (1 − ζ iNpr , 1− ζ
j
Npr)
◦
Fr,S of this pairing for i, j ∈ Z nonzero modulo
Npr with (i, j, Np) = 1.
Inverse limits of these cup product pairings up the cyclotomic tower allow us to define
a certain reciprocity map Ψ◦K on norm compatible sequences of p-units in intermediate
extensions of K/F . Put another way, we consider an exact sequence
1→ XK → T → Zp → 0
of Zp[[GK,S]]-modules, where XK is the maximal abelian pro-p quotient of GK,S, on which
GK,S acts trivially, and T is determined by the cocycle that is the projection map from
GK,S to XK . It yields a long exact sequence among inverse limits under corestriction of
cohomology groups of the GFr,S, in particular a coboundary map (see Section 2.2)
ΨK : lim←
H1cts(GFr ,S,Zp(1))→ lim←
H2cts(GFr,S,Zp(1))⊗Zp XK
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after twisting by Zp(1). The odd, primitive part of the latter inverse limit is isomorphic
to the odd, primitive part X◦K of the maximal unramified quotient XK of XK . Then Ψ
◦
K
is given by composing with projection to X◦K⊗Zp X
−
K , where X
−
K denotes the odd part of
XK . We are interested in (1.3) in the value Ψ
◦
K(1− ζ) on the norm compatible sequence
1− ζ = (1− ζNpr)r of p-units in the fields Fr.
Finally, we can consider cup products with twisted coefficients. Let ω again denote
the Teichmu¨ller character and κ the product of the p-adic cyclotomic character with
ω−1. Let ONpr denote the extension of Zp generated by the values of all Qp-valued
characters of (Z/NprZ)× for any r ≥ 1. For any even p-adic character ψ of (Z/NpsZ)×
(with s ≥ 1) and t ∈ Zp, we define (as in Section 7.1)
αψt = lim
r→∞
Npr−1∏
i=1
(i,Np)=1
(1− ζ iNpr)
ψκt−1(i) ∈ H1cts(GQ,S,ONps(κ
tωψ)),
where ONps(κ
tωψ) designates ONps endowed with a κ
tωψ-action of GQ,S. We may then
take cup products of pairs of such elements. Suppose that k ∈ Zp and that θ is an
odd character of (Z/NpsZ)×, with the additional assumption that the restriction of θ
to (Z/NpZ)× is primitive. The cup product αψt ∪ α
θψ−1ω−1
k−t of (1.4) is then the resulting
element of H2cts(GQ,S,ONps(κ
kωθ)).
On the modular side, we consider the e´tale cohomology group H1e´t(X1(Np
r)/Q;Zp).
Our complex embedding and Poincare´ duality allow us to identify elements of this Galois
module with the singular homology group H1(X1(Np
r);Zp) (see Sections 3.4-3.5). This
identifies the (±1)-eigenspaces of H1e´t(X1(Np
r)/Q;Zp) under complex conjugation with
the (∓1)-eigenspaces of H1(X1(Np
r);Zp). Both of these groups are modules for a cus-
pidal Hecke algebra, which acts via the adjoint action on cohomology and the standard
action on homology, and we may consider their ordinary parts, i.e., the submodules on
which the Hecke operator Up is invertible.
The ordinary part of H1(X1(Np
r);Zp) contains symbols arising from the classes of
paths between cusps in the upper half-plane (see Sections 3.1-3.2). For i, j ∈ Z with
(i, j, Np) = 1, we may consider the class of the geodesic from −b
dNpr
to −a
cNpr
in homology
relative to the cusps, where ad − bc = 1, i ≡ a mod Npr, and j ≡ b mod Npr. The
symbol ξr(i : j) is given by first applying the Manin-Drinfeld splitting to the class of
this path and then projecting to the ordinary part.
Inside the part of the cuspidal Zp-Hecke algebra that is ordinary and primitive under a
certain twisted action of the diamond operators, we have the Eisenstein ideal Ir generated
by projections of elements of the form Tl − 1− l〈l〉 with l prime and l ∤ Np, along with
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Ul − 1 for l | Np. Let Yr denote the localization of H
1
e´t(X1(Np
r)/Q;Zp) at the ideal mr
generated by Ir, p, and 〈1+p〉−1, and let Y
−
r denote its (−1)-eigenspace under complex
conjugation. In (1.2), the symbol ξ¯r(i : j) then denotes the projection of ξr(i : j) to
Y −r /IrY
−
r (see Section 5.1).
We now define what we shall refer to as two-variable p-adic L-functions, which are
more precisely sequences of Mazur-Tate elements that interpolate such L-functions. Let
(Z/NprZ)⋆ denote the set of nonzero elements in Z/NprZ. If r ≥ 1 is given, we use [i]r
to denote the element of Zp[(Z/Np
rZ)⋆] (see Section 6.1) corresponding to i ∈ Z with
Npr ∤ i. The L-function LN is defined in Section 3.3 as the inverse limit
LN = lim←
r
Npr−1∑
i=1
(i,Np)=1
U−rp ξr(i : 1)⊗ [i]r,
while the modified L-function L⋆N of Section 6.1 is
L⋆N = lim←
r
Npr−1∑
i=1
U−rp ξr(i : 1)⊗ [i]r.
The projection of L⋆N to the Eisenstein component lies in the completed tensor product
YN ⊗ˆZp Λ
⋆
N , where YN denotes the inverse limit of the Yr and Λ
⋆
N is the inverse limit of
the Zp[(Z/Np
rZ)⋆]. The projection of L⋆N to Y
−
N/IY
−
N ⊗Zp (Λ
⋆
N)
− is the object L⋆N used
in (1.3) (see Section 6.3).
We next consider the special values of LN . First, we apply a character of the form
ψκt−1, where t ≥ 1 and ψ is an even character on some (Z/NpsZ)×, obtaining
lim←
r
Npr−1∑
i=1
(i,Np)=1
ψκt−1(i)ξr(i : 1).
For any odd character θ on some (Z/NpsZ)× that is primitive on (Z/NpZ)×, we may
consider the maximal quotient of the inverse limit of ordinary homology groups with
ONps-coefficients on which each diamond operator 〈j〉 acts as θω
−1κk−2(j). The image
of the above limit in this quotient is denoted Lp(ξ, ωθ, k, ψ, t) (see Section 7.2), in that
it interpolates the values at the given t ∈ Zp of the p-adic L-functions with character
ψ of the ordinary cusp forms of weight k, level Nps, and character θω−1. Finally, we
may consider its reduction Lp(ξ, ωθ, k, ψ, t) modulo the Eisenstein ideal of weight k and
character θω−1.
The key to relating the above Galois-theoretic and modular objects lies in the con-
struction of maps which take the objects on the left side of our earlier diagram to those
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on the right side. These maps should be canonical up to our original choice of complex
embedding and make these identifications independent of its choice. In the paragraph
following Proposition 4.10, we define, up to a fixed unit in ΛN , a homomorphism
φ1 : X
◦
K → Y
−
N/IY
−
N
that arises from the Galois action of GK,S on YN , particularly the map
X◦K → HomZp(Y
+
N ,Y
−
N)
it induces, together with a modification of a pairing of Ohta’s (see Proposition 4.5). It
induces isomorphisms on “good” eigenspaces. The map yielding (1.2) is then conjectured
to be given by the Tate twist of φ1 by Zp(1), and the map yielding (1.4) is also conjectured
to be induced by a twist of φ1, taking appropriate quotients.
Secondly, we have a homomorphism
φ2 : X
−
K → (Λ
⋆
N)
−
determined by the action of X−K on p-power roots of cyclotomic Np-units (see Propo-
sition 6.2). More precisely, φ2(σ) is the inverse limit of the sequence of elements of
Zp[(Z/Np
rZ)⋆] that have ith coefficient modulo ps given by the exponent of ζps ob-
tained in applying the Kummer character attached to σ to a psth root of 1− ζ iNpr . The
map yielding (1.3) is conjectured to be φ1 ⊗ φ2.
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2 Galois cohomology
2.1 Iwasawa modules
Let p be an odd prime, and letN be a positive integer prime to p. Let F = Q(µNp). Since
Gal(F/Q) is canonically isomorphic to (Z/NpZ)×, we may identify characters on the
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latter group with characters on the former. Let K denote the cyclotomic Zp-extension
of F . Set
Zp,N = lim←
Z/NprZ,
and note that that Gal(K/Q) is canonically identified with Z×p,N . Set
ΛN = Zp[[Z
×
p,N ]].
When we speak of ΛN -modules, unless stated otherwise, the action shall be that which
arises from the action of Gal(K/Q).
We fix, once and for all, a complex embedding ι : Q →֒ C, which we will use to make
a number of canonical choices. To begin with, for any d ≥ 1, let ζd = ι
−1(e2πi/d), which
in particular fixes a generator ζ = (ζpr) of the Tate module. We use this to identify the
Tate module of K× with Zp(1), though this identification is primarily notational (e.g.,
by Zp(1) in a cohomology group, we really mean the Tate module canonically).
We use S = SE to denote the set of primes dividing Np and any real places in an
algebraic extension E ofQ. Let GE,S denote the Galois group of the maximal unramified
outside S extension of E, and let XE denote its maximal abelian pro-p quotient. Let
OE,S denote the ring of S-integers of E, and let EE denote the p-completion of the
S-units of E. If T is a profinite Zp[[GQ,S]]-module and i ≥ 1, then we let
H iS(K, T ) = lim←
E⊂K
H icts(GE,S, T ),
in which the inverse limit is taken with respect to corestriction maps over the number
fields E contained in K and containing F .
Let UK denote the group of norm compatible sequences of S-units for K, i.e.,
UK = lim←
E⊂K
O×E,S ⊗Z Zp ∼= lim←
E⊂K
E× ⊗Z Zp.
(Note that any norm compatible sequence must consist of p-units, since all decomposition
groups in Gal(K/F ) are infinite and only primes over p ramify, forcing the valuation of
the elements of the sequence to be trivial at primes not over p.) Let XK,S denote the
Galois group of the maximal abelian pro-p extension of K in which all primes (above
those in S) split completely. Kummer theory provides us with the following well-known
lemma, of which we sketch a proof for the convenience of the reader.
Lemma 2.1. There is a canonical isomorphism
H1S(K,Zp(1))
∼= UK
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and a canonical exact sequence
0→ XK,S → H
2
S(K,Zp(1))→
⊕
v∈SK
Zp → Zp → 0 (2.1)
of ΛN -modules.
Proof. Let E be an number field in K containing F . Let AE,S denote the p-part of the
S-class group of E, and let BrS(E) denote the S-part of the Brauer group of E. The
Kummer sequences arising from theGE,S-cohomology of the S-unit group of the maximal
unramified outside S-extension of F [NSW, Proposition 8.3.11] yield compatible short
exact sequences
0→ EE/E
pr
E → H
1(GE,S, µpr)→ AE,S[p
r]→ 0 (2.2)
and
0→ AE,S/p
rAE,S → H
2(GE,S, µpr)→ BrS(E)[p
r]→ 0
for r ≥ 1. Considering the isomorphisms
H icts(GE,S,Zp(1))
∼= lim←
r
H i(GE,S, µpr),
the first statement follows from the finiteness of AE,S and the second by class field
theory.
2.2 Cup products and the reciprocity map
Now, consider the cup products
H1cts(GE,S,Zp(1))⊗Zp H
1
cts(GE,S,Zp(1))
∪
−→ H2cts(GE,S,Zp(2))
for number fields E in K containing F . Note that EE = O
×
E,S ⊗Z Zp is canonically
isomorphic to H1cts(GE,S,Zp(1)). We obtain, therefore, a resulting pairing
( · , · )E,S : EE × EE → H
2
S(E,Zp(2)).
Recall that EK denotes the p-completion of the S-units in K
×. In the limit under
restriction and corestriction maps, we have a “cup product”
EK ⊗Zp H
1
S(K,Zp(1))
∪
−→ H2S(K,Zp(2)),
since EK is canonically isomorphic to the p-completion of the direct limit of the EE. This
provides a Zp-bilinear pairing
( · , · )K,S : EK × UK → H
2
S(K,Zp(2)).
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Remark. In fact, if one takes the limit over E of cup products with µpr -coefficients first
and then the inverse limit with respect to r, one obtains a product
H1cts(GK,S,Zp(1))⊗Zp H
1
S(K,Zp(1))
∪
−→ H2S(K,Zp(2)).
The group H1cts(GK,S,Zp(1)) can be identified by Kummer theory with the ΛN -module
with nontrivial elements those elements of the p-completion of K× whose p-power roots
define Zp-extensions of K that are unramified outside S. We shall not need this in this
article.
Consider the exact sequence
1→ XK → T → Zp → 0 (2.3)
of Zp[[GK,S]]-modules that is determined up to canonical isomorphism by the natural
projection λ : GK,S → XK in the sense that for any lift e ∈ T of 1 ∈ Zp, we have
λ(g) = g(e)− e for all g ∈ GK,S. As (2.3) arises as an inverse limit of exact sequences
1→ XFr → Tr → Zp → 0
given by the projections λr : GFr,S → XFr , we have a coboundary map
H1S(K,Zp)→ H
2
S(K,XK) (2.4)
that is the inverse limit of the corresponding coboundaries at the finite level. For any
r ≥ 1, we have
σ · λr(g) = λr(σgσ
−1)
for σ ∈ GQ,S and g ∈ GFr,S, so this is in fact a homomorphism of ΛN -modules. Twisting
(2.4) by Zp(1), we obtain a ΛN -module homomorphism
ΨK : UK → H
2
S(K,Zp(1))⊗Zp XK .
We refer to ΨK as the S-reciprocity map for K.
If a ∈ EK, let πa ∈ Homcts(XK ,Zp(1)) denote the corresponding homomorphism.
The cup product relates to ΨK as follows:
(a, u)K,S = (1⊗ πa)(ΨK(u)) (2.5)
for u ∈ UK and a ∈ EK .
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3 Homology of modular curves
3.1 Homology
We assume from now on that p ≥ 5. Let r ≥ 1. Consider the modular curves Y r1 (N) =
Y1(Np
r) and Xr1(N) = X1(Np
r) over C and the cusps Cr1(N) = X
r
1(N) − Y
r
1 (N). We
have the following exact sequence in homology:
0→ H1(X
r
1(N);Zp)→ H1(X
r
1(N), C
r
1(N);Zp)
δr−→ H˜0(C
r
1(N);Zp)→ 0, (3.1)
where H˜0 is used to denote reduced homology. Let Hr denote the modular Hecke algebra
of weight two and level Npr over Zp, which acts on H1(X
r
1(N), C
r
1(N);Zp), and let hr
denote the corresponding cuspidal Hecke algebra over Zp, which acts on H1(X
r
1(N);Zp).
We have the canonical Manin-Drinfeld splitting over Qp,
sr : H1(X
r
1(N), C
r
1(N);Qp)→ H1(X
r
1(N);Qp).
For any r ≥ 1, and a, b ∈ Z with (a, b) = 1, let(
a
b
)
r
∈ H0(C
r
1(N);Zp)
denote the image of the cusp corresponding to a/b ∈ P1(Q). In general, we have that(
a
b
)
r
=
(−a
−b
)
r
and (
a
b
)
r
=
(
a′ + jb′
b′
)
r
(3.2)
whenever a ≡ a′ mod Npr, b ≡ b′ mod Npr, and (a, b) = (a′, b′) = 1 (cf., [DS, Proposi-
tion 3.8.3]). (We use these equalities to extend the definition of these symbols to include
all
(
a
b
)
r
with (a, b, Np) = 1.)
Let {α, β}r denote the class in H1(X
r
1(N), C
r
1(N);Zp) of the geodesic from α to β
for α, β ∈ P1(Q), which we refer to as a modular symbol. We note that the set of
such modular symbols generate H1(X
r
1(N), C
r
1(N);Zp) over Zp. They are subject, in
particular, to the relations
{α, β}r + {β, γ}r = {α, γ}r
for α, β, γ ∈ P1(Q). The map δr satisfies
δr
({
a
c
,
b
d
}
r
)
=
(
b
d
)
r
−
(
a
c
)
r
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for a, b, c, d ∈ Z with (a, c) = (b, d) = 1.
Furthermore, for u, v ∈ Z/NprZ with (u, v) = (1), we let
[u : v]r =
{
−b
dNpr
,
−a
cNpr
}
r
,
where a, b, c, d ∈ Z satisfy ad − bc = 1, u = a (mod Npr), and v = b (mod Npr). This
is the image under the Atkin-Lehner operator wNpr , which acts on homology through
the matrix (
0 −1
Npr 0
)
,
of what is usually referred to as a Manin symbol [Mn] (i.e., that associated to the pair
(a, b)). It is independent of the choices of a, b, c, and d. We will often abuse notation
and refer to [u : v]r for integers u and v with (u, v,Np) = 1.
Recall that hr contains a group of diamond operators identified with (Z/Np
rZ)×. We
use 〈j〉r to denote the element corresponding to j ∈ (Z/Np
rZ)×. The homology group
H1(X
r
1(N), C
r
1(N);Zp) has a presentation as a Zp[(Z/Np
rZ)×]-module with generators
[u : v]r for u, v ∈ Z/Np
rZ and (u, v) = (1), subject to the relations:
[u : v]r + [−v : u]r = 0, (3.3)
[u : v]r = [u : u+ v]r + [u+ v : v]r, (3.4)
[−u : −v]r = [u : v]r, (3.5)
〈j〉−1r [u : v]r = [ju : jv]r (3.6)
(see [Mn, Theorem 1.9] for the presentation over Zp; the latter relation is well-known
and easily checked).
Additionally, the involution α 7→ −α¯ on the upper half plane provides us with a de-
composition of homology into (±1)-eigenspaces H1(X
r
1(N), C
r
1(N);Zp)
±. We denote the
relevant projections of modular symbols similarly. The presentations of these modules
are subject to one additional relation
[−u : v]±r = ±[u : v]
±
r . (3.7)
3.2 Ordinary parts
The ordinary parts hordr and H
ord
r of hr and Hr, respectively, consist of the largest direct
summands upon which the pth Hecke operator Up acts invertibly. Let er denote Hida’s
idempotent, which provides maps
er : Hr → H
ord
r and er : hr → h
ord
r ,
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and similarly for any Hr-modules. In particular, (3.1) provides a corresponding exact
sequence of ordinary parts:
0→ H1(X
r
1(N);Zp)
ord → H1(X
r
1(N), C
r
1(N);Zp)
ord → H˜0(C
r
1(N);Zp)
ord → 0. (3.8)
We will identify H1(X
r
1(N);Zp)
ord with its image in H1(X
r
1(N), C
r
1(N);Zp)
ord.
Lemma 3.1. Suppose that u, v ∈ Z/NprZ with (u, v) = 1 and both u and v nonzero
modulo pr. Then
er[u : v]r ∈ H1(X
r
1(N);Zp)
ord.
Proof. By (3.8), it suffices to show that if a, b ∈ Z with (a, b) = 1 and pr ∤ a, then
er
(
a
prb
)
r
= 0. This is an immediate corollary of [O2, Proposition 4.3.4].
For any u, v ∈ Z/NprZ with (u, v) = 1, let us set
ξr(u : v) = er ◦ sr([u : v]r).
By Lemma 3.1, we have ξr(u : v) = er[u : v]r whenever both u and v are not divisible
by pr.
Hida (e.g., [H1]) constructs ordinary Hecke algebras
h = lim
←
hordr and H = lim←
Hordr .
Inverse limits of the ordinary parts of homology groups with respect to the natural maps
of modular curves provide the following h-modules:
H1(N) ∼= lim←
r
H1(X
r
1(N);Zp)
ord and H1(N) ∼= lim←
r
sr(H1(X
r
1(N), C
r
1(N);Zp))
ord.
We now construct certain inverse limits of our symbols.
Lemma 3.2. Let u ∈ Z[1
p
] and v ∈ Z. Suppose that p ∤ v and that (u, v,N)Z[1
p
] = Z[1
p
].
Then, for r sufficiently large, the symbols ξr(p
ru : v) are compatible under the natural
maps of homology groups, providing an element of H1(N) that we denote ξ(u : v).
Proof. Suppose u = u′p−s with u′ ∈ Z prime to p. Choose a, b, c, d ∈ Z with a ≡
u′ mod Nps, b ≡ v mod Npr, and pr−sad− bc = 1. Note that
[pru : v]r =
{
−b
dNpr
,
−a
cNps
}
r
.
For any t with s ≤ t ≤ r, this maps to{
−b
dNpr
,
−a
cNps
}
t
= [ptu : v]t,
since pt−sa · pr−td− bc = 1.
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Lemma 3.1 now has the following immediate corollary.
Corollary 3.3. Let u and v be as in Lemma 3.2, and suppose that u /∈ Z. Then
ξ(u : v) ∈ H1(N).
3.3 The two-variable p-adic L-function
Mazur [Mz2] (but see [Mz1, Section III.2]) considers the H1(N)-valued measure λN on
Z×p,N determined by
λN(a +Np
rZp,N) = U
−r
p ξ(p
−ra : 1),
where a ∈ Z is prime to Np and r ≥ 0. We have an element LN ∈ H1(N) ⊗ˆZp ΛN
(where ⊗ˆZp denotes the completed tensor product), essentially the Mazur-Kitagawa
two-variable p-adic L-function [Ki], determined by
χ˜(LN) =
∫
Z
×
p,N
χλN ∈ H1(N)⊗Zp Qp (3.9)
for any character χ ∈ Homcts(Z
×
p,N ,Qp
×
) and induced map
χ˜ : H1(N) ⊗ˆZp ΛN →H1(N)⊗Zp Qp.
Denoting the group element in ΛN corresponding to j ∈ Z
×
p,N by [j], we have
LN = lim←
Npr−1∑
j=0
(j,Np)=1
U−rp ξr(j : 1)⊗ [j]r ∈ H1(N) ⊗ˆZp ΛN ,
where [j]r denotes the image of [j] in Zp[(Z/Np
rZ)×].
We shall require certain modified versions of this L-function. In this section, we
mention the following generalization. For any M dividing N , let us set
LN,M = lim←
Npr−1∑
j=0
(j,Np)=1
U−rp ξr(j :M)⊗ [j]r ∈ H1(N) ⊗ˆZp ΛN . (3.10)
One can also define this similarly to (3.9) by integration, replacing λN by λN,M with
λN,M(a+Np
rZp,N) = U
−r
p ξ(p
−ra : M).
We will now explain why LN,M is well-defined.
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In general, suppose that t is a positive divisor of Npr for some r and u and v are
positive integers not divisible by Npr with (tu, v, Np) = 1. Let Q = Npr/t, and choose
a, b, c, d ∈ Z with tad− bc = 1, a ≡ u mod Npr, and b ≡ v mod Npr. For any such t, we
define
Ut =
∏
l|Np
l prime
Umll ,
where ml denotes the l-adic valuation of t. Then
Ut[tu : v]r = Ut
{
−b
dNpr
,
−ta
cNpr
}
r
=
t−1∑
k=0
{
−b+ kdNpr
tdNpr
,
−a + kcQ
cNpr
}
r
=
t−1∑
k=0
[u+ kQ : v]r.
We obtain
Utξr(tu : v) =
t−1∑
k=0
ξr(u+ kQ : v). (3.11)
Hence, for s ≥ r and any positive i < Npr with (i, Np) = 1, the quantity
ps−r−1∑
k=0
ξs(i+ kNp
r : M)⊗ [i+ kNpr]s ∈ H1(X
s
1(N), C
s
1(N);Zp)
ord ⊗Zp Zp[(Z/Np
sZ)×]
maps to
Us−rp ξs(p
s−ri :M)⊗ [i]r ∈ H1(Xs1(N), C
s
1(N);Zp)
ord ⊗Zp Zp[(Z/Np
rZ)×]
and, therefore, to
Us−rp ξr(i :M)⊗ [i]r ∈ H1(X
r
1(N), C
r
1(N);Zp)
ord ⊗Zp Zp[(Z/Np
rZ)×]
under the maps inducing the inverse limit in (3.10).
The following is immediate from Lemma 3.1.
Corollary 3.4. The L-function LN,M lies in H1(N) ⊗ˆZp ΛN .
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3.4 Cohomology
We now explore the relationship between homology and cohomology groups of modular
curves. We show that, for our purposes, they are interchangeable. For this, we consider
exact sequences in reduced (singular) homology and cohomology of our modular curves
and commutative diagrams induced by Poincare´ duality. We refer the reader to [St,
Section 1.8] as well.
Proposition 3.5. For r ≥ 1, we have canonical commutative diagrams
0 // H1(X
r
1(N);Zp) //
≀

H1(X
r
1(N), C
r
1(N);Zp) //
≀

H˜0(C
r
1(N);Zp)
//
≀

0
0 // H1(Xr1(N);Zp)
// H1(Y r1 (N);Zp)
// H˜0(Cr1(N);Zp)
// 0
(3.12)
that are compatible with the natural maps on homology and trace maps on cohomology.
Furthermore, the actions of Hr on the homology groups and the adjoint Hecke algebras
H∗r on the cohomology groups are compatible.
Proof. Let D = Zp[P
1(Q)], and let D0 denote the kernel of the obvious augmentation
map D → Zp. Set Gr = Γ1(Np
r). Using the homological version of [AS, Proposition
4.2], we may rewrite the top exact sequence in (3.12) canonically as
0→ kerα→ (D0)Gr
α
−→ ker(DGr → Zp)→ 0.
As in [AS, loc. cit.], the Zp-dual of this sequence is canonically
0← H1(Xr1(N);Zp)← H
1
c (Y
r
1 (N);Zp)← H˜
0(Cr1(N);Zp)← 0 (3.13)
as an exact sequence of Hr-modules. Finally, Poincare´ duality implies that the Zp-dual
of the latter sequence is canonically the exact sequence of H∗r-modules,
0→ H1(Xr1(N);Zp)→ H
1(Y r1 (N);Zp)→ H˜
0(Cr1(N);Zp)→ 0,
via cup product (fixing a generator of H2c (Y
r
1 (N);Zp) corresponding to a simple coun-
terclockwise loop around a point in the upper half-plane), and it is well-known that the
Hecke and adjoint Hecke actions are compatible with the cup product.
Now, the natural surjections (D0)Gs → (D0)Gr for s ≥ r yield the natural injections
HomGr(D0,Zp)→ HomGs(D0,Zp),
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in the dual, and these maps are all compatible with the standard Hecke actions arising
from the action of GL2(Q)
+ on D0. Furthermore, the trace maps H
1(Y s1 (N);Zp) →
H1(Y r1 (N);Zp) are compatible with the actions of the adjoint Hecke algebras, and agree
with the latter inclusions under Poincare´ duality. The rest follows easily.
As before, we have a Manin-Drinfeld splitting
sr : H1(Y r1 (N);Qp)→ H
1(Xr1(N);Qp)
and cohomology groups
H1(N) ∼= lim←
r
H1(Xr1(N);Zp)
ord and H1(N) ∼= lim←
r
sr(H1(Y r1 (N);Zp))
ord,
where the inverse limits are taken with respect to trace maps and “ord” now denotes
the part upon which the adjoint Hecke operator U∗p acts invertibly. These are modules
over
h∗ = lim
←
(h∗r)
ord and H∗ = lim
←
(H∗r)
ord,
respectively.
3.5 Galois actions
Our fixed embedding ι : Q →֒ C defines compatible isomorphisms
Φr : H1(Xr1(N);Qp)
∼
−→ H1e´t(X
r
1(N)/Q;Qp)
and therefore an isomorphism Φ in the inverse limit. We define
H1e´t(N) = Φ(H
1(N)) and H1e´t(N) = Φ(H
1(N)).
Using, for instance, the duality between the top sequence in (3.12) and the exact
sequence in (3.13), we have Galois actions on homology as well, producing e´tale homology
groups and isomorphisms
Φr : H1(X
r
1(N);Qp)
∼
−→ H e´t1 (X
r
1(N)/Q;Qp),
resulting in an isomorphism in the inverse limit that we also label Φ. We define
H e´t1 (N) = Φ(H1(N)) and H
e´t
1 (N) = Φ(H1(N)).
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Note that the isomorphisms between e´tale homology and cohomology groups result-
ing from Proposition 3.5 and our choice of ι are not isomorphisms of Galois modules.
Rather, Poincare´ duality yields a perfect pairing
H1e´t(X
r
1(N)/Q;Zp)×H
1
e´t(X
r
1(N)/Q;Zp(1))→ H
2
e´t(X
r
1(N)/Q;Zp(1))
∼= Zp,
of Galois modules. We have canonical isomorphisms H e´t1 (N)
∼= H1e´t(N)(1), and simi-
larly, He´t1 (N)
∼= H1e´t(N)(1). Though we will continue identify elements of H
e´t
1 (N) with
elements of H1e´t(N), we also need to remain aware of the Galois actions for later appli-
cations.
Note that the image of LN,M in H
e´t
1 (N) ⊗ˆZp ΛN depends upon ι, since Φr applied to
ξr(j : M) for j prime to Np varies with ι (i.e., is not fixed by the absolute Galois group
GQ).
4 First form of the conjecture
4.1 Eigenspaces
We continue to fix p prime (with p ≥ 5) and N ≥ 1 prime to p. We assume from now on
that (Z/NZ)× has prime-to-p order. That is, we assume that p does not divide ϕ(N),
where ϕ denotes the Euler-phi function.
For a Zp[(Z/NpZ)
×]-module A, we define the primitive part of A to be
ker
(
A→
⊕
M |Np
Np/M prime
A⊗Zp[(Z/NpZ)×] Zp[(Z/MZ)
×]
)
,
Since p ∤ ϕ(N), the primitive part of A is canonically a direct summand of A with
complement ∑
M |Np
Np/M prime
Aker((Z/NpZ)
×→(Z/MZ)×).
We define A◦ to be the submodule of A consisting of all elements of the primitive part
of A upon which −1 ∈ (Z/NpZ)× acts as multiplication by −1, i.e, the odd part of the
primitive part of A.
Remark. For now, we work with the above definition of A◦. Later, the notation A◦ will
depend upon A.
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We may phrase this in terms of eigenspaces of Zp[(Z/NpZ)
×]-modules. Given a
Dirichlet character χ : (Z/NpZ)× → Qp
×
of conductor dividing Np, let Rχ denote
the ring generated over Zp by the values of χ. Then Rχ is canonically a quotient of
Zp[(Z/NpZ)
×]. For a Zp[(Z/NpZ)×]-module A, set
A(χ) = A⊗Zp[(Z/NpZ)×] Rχ.
This is canonically a quotient of A and is an Rχ[(Z/NpZ)
×]-module with a χ-action.
Let Σ denote the set of GQp-conjugacy classes of Dirichlet characters on (Z/NpZ)
×.
We use (χ) to denote the class of χ. The direct sum of the quotient maps gives rise to
a decomposition
A ∼=
⊕
(χ)∈Σ
A(χ),
canonical up to the choice of representatives of the classes. Let ΣNp denote the subset
of Σ consisting of classes of primitive characters, i.e., of characters of conductor Np. For
a Zp[(Z/NpZ)
×]-module A, we then have
A◦ ∼=
⊕
(χ)∈ΣNp
χ odd
A(χ).
4.2 Eisenstein components
We will have need to distinguish between Galois and Hecke actions of ΛN on certain
modules that have both. Therefore, we write ΛhN for ΛN when we consider it together
with its canonical surjection onto the Zp-subalgebra of h (resp., h
∗) topologically gener-
ated by the diamond operators 〈j〉 (resp., adjoint diamond operators 〈j〉∗) for j ∈ Z×p,N .
Let ε : ΛhN → (Λ
h
N)
◦ denote the natural projection map, viewing ΛhN as a Zp[(Z/NpZ)
×]-
module in the obvious manner. Let ω : (Z/NpZ)× → Z×p denote the Dirichlet (Te-
ichmu¨ller) character which factors as projection to (Z/pZ)× followed by the natural
inclusion, and which we will also view as a character on Z×p,N . Let κ : Z
×
p,N → Z
×
p denote
the canonical projection to 1+pZp. We define the Eisenstein ideal I of h to be the ideal
generated by Tl − 1− l〈l〉 and 〈l〉 − ε(〈l〉)ω(l)
−1 for l ∤ Np, along with Ul − 1 for l | Np.
Let m = I + (p, 〈1 + p〉 − 1)h. (Despite the notation, m need not be a maximal ideal
of h.) Using the same definition with adjoint operators, we have corresponding ideals of
h∗, which we also denote I and m, respectively, by abuse of notation. We also have an
Eisenstein ideal I of H with the same generators and M = I + (p, 〈1 + p〉 − 1)H (and
similarly for H∗).
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We define the “localization” of h∗ at m by
h∗m =
∏
m′⊂h∗ maximal
m⊂m′
h∗m′
(and similarly for h). This is well-known to be a direct summand of h∗. When we refer to
elements of h∗ and its modules as elements of h∗m and localizations at m of said modules,
we shall mean after taking the appropriate projection map. We use this notation without
further comment.
When needed, we will denote the eigenspace of an h∗m-module Z upon which the ad-
joint diamond operators 〈j〉∗ with j ∈ (Z/NpZ)× act by θω−1(j), where θ is a primitive,
odd Dirichlet character of conductor Np, by Z〈θ〉. We remark that m〈θ〉 is the maximal
ideal of the nontrivial eigenspace (h∗m)
〈θ〉 when p divides the generalized Bernoulli num-
ber B1,θ, and the inverse images of such m
〈θ〉 in h∗ are exactly the maximal ideals of h∗
containing m.
Let ZN = H
1
e´t(N)m and YN = H
1
e´t(N)m. We note the following useful fact.
Lemma 4.1. The inverse limit of the maps sr induces a canonical isomorphism
(lim
←
H1e´t(Y
r
1 (N);Zp)
ord)⊗H∗ h
∗
m
∼
−→ ZN .
Proof. The action of H∗M on ZN factors by definition through the action of h
∗
m, so the s
r
do indeed induce a canonical surjective map s as in the statement of the lemma, which
we must show is injective. For this, we first note that the natural map ι : YN → ZN is
by definition injective, as is then the natural map
t : YN → (lim←
H1e´t(Y
r
1 (N);Zp)
ord)⊗H∗ h
∗
m,
given that s ◦ t = ι. By [O4, Theorem 1.5.5] and [O4, Corollary A.2.4], we have that the
congruence module ZN/YN is isomorphic to h
∗
m/I. In turn, this is isomorphic by [O4,
Theorem 2.3.6] to
H∗M/I⊗H∗ h
∗
m
∼= (lim←
H˜0e´t(C
r
1(N),Zp)
ord)⊗H∗ h
∗
m,
which is canonically the cokernel of t. It follows that s is injective as well.
We have that ZN (resp., YN) decomposes into a direct sum of (±1)-eigenspaces
Z±N (resp., Y
±
N) under the complex conjugation determined by our complex embedding
ι. We wish to compare this decomposition to another standard sort of decomposition,
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determined locally at a prime above p, that is well-understood by work of Ohta [O5],
building on work of Mazur-Wiles [MW2] and Tilouine [T].
Let θ be a primitive, odd Dirichlet character of conductor Np with p | B1,θ. For now,
let Dp be an arbitrary decomposition group at p, and let δ be any element of its inertia
subgroup Ip such that ω(δ) has order p−1 and such that the closed subgroup generated
by δ has trivial maximal pro-p quotient. Set Zθ = (Z
〈θ〉
N )
Ip, and let Z ′θ consist of those
elements of Z
〈θ〉
N upon which δ acts by a nontrivial power of ω(δ).
Abusing notation, we denote the eigenspace of ΛhN upon which the group element
[j] for j ∈ (Z/NpZ)× acts by θω−1 by Λ〈θ〉N , and we use L
〈θ〉
N to denote its quotient
field. Recalling, for instance, [O3, Corollary 2.3.6] and [O2, Lemma 5.1.3] and using the
fact that (ZN/YN)
〈θ〉 is Λ〈θ〉N -torsion, we have that Z
〈θ〉
N = Z
′
θ ⊕ Zθ as (h
∗
m)
〈θ〉-modules,
where Zθ is free of rank 1 and the tensor product of Z
′
θ with L
〈θ〉
N over Λ
〈θ〉
N is free over
(h∗m)
〈θ〉 ⊗ΛN L
〈θ〉
N .
Consider the representation
ρθ : GQ → Auth∗
m
(Z
〈θ〉
N )
of the absolute Galois group GQ, and the four maps
aθ : GQ → Endh∗
m
(Z ′θ), bθ : GQ → Homh∗m(Zθ, Z
′
θ),
cθ : GQ → Homh∗
m
(Z ′θ, Zθ), dθ : GQ → Endh∗m(Zθ)
that ρθ induces, which allow us to view ρθ in matrix form as
ρθ(σ) =
(
aθ(σ) bθ(σ)
cθ(σ) dθ(σ)
)
for σ ∈ GQ. Note that Endh∗
m
(Zθ) ∼= (h
∗
m)
〈θ〉 and similarly for Z ′θ, and let Bθ and Cθ
denote the (h∗m)
〈θ〉-modules generated by the images of bθ and cθ respectively.
Proposition 4.2. Let θ be a primitive, odd, non-quadratic Dirichlet character of con-
ductor Np such that p | B1,θ. Then
ρθ(GK) =
{(
α β
γ δ
)
| α, δ ∈ 1 + I〈θ〉, β ∈ Bθ, γ ∈ Cθ, αδ − βγ = 1
}
. (4.1)
Proof. The induced maps b¯θ : GK → Bθ/IBθ and c¯θ : GK → Cθ/ICθ are surjective
homomorphisms, which follows as in [O2, Lemma 5.3.18] (with ZN replacing YN and for
Cθ just as for Bθ). Since θ
2 6= 1, eigenspace considerations yield that the fixed fields of
the kernels of b¯θ and c¯θ on GK intersect precisely in K.
22
Let G denote the group on the right-hand side of (4.1), which we know contains
ρθ(GK) by the same argument as in [O2, Lemma 5.3.12] (as described for instance in
[O6, Section 4.2], noting Lemma 4.1). To prove the proposition, it suffices to note that
the diagram
GK
ρθ
//
b¯θ+c¯θ '' ''P
P
P
P
P
P
P
P
P
P
P
P
P
G
(
α β
γ δ
)
7→β¯+γ¯


Bθ/IBθ ⊕ Cθ/ICθ
commutes, with the vertical map inducing an isomorphism on Gab. For this latter claim,
we compute the commutator subgroup of G.
Note that BθCθ = I
〈θ〉 by the same argument leading to [O2, Corollary 5.3.13],
together with [O6, Corollary 4.1.12]. Let us set
G′ =
{(
α β
γ δ
)
| α, δ ∈ 1 + I〈θ〉, β ∈ IBθ, γ ∈ ICθ, αδ − βγ = 1
}
,
and let L, D, and U denote the subgroups of G′ consisting of lower-triangular unipotent,
diagonal, and upper-triangular unipotent matrices in G′, respectively. Since G′ = LDU
as sets, our claim amounts to showing that L, D, and U are subgroups of [G,G].
First, note that [(
α 0
0 α−1
)
,
(
1 β
0 1
)]
=
(
1 (α2 − 1)β
0 1
)
for α ∈ 1 + I〈θ〉 and β ∈ Bθ, so U ⊂ [G,G]. Similarly, we have L ⊂ [G,G]. Next, let
β ∈ Bθ and γ ∈ Cθ, set t = βγ ∈ I
〈θ〉, and consider the commutator[(
1 0
γ 1
)
,
(
1 β
0 1
)]
=
(
1− t tβ
−tγ 1 + t + t2
)
.
Setting u = 1− t, and observing that(
u 0
0 u−1
)
=
(
1 0
tu−1γ 1
)(
1− t tβ
−tγ 1 + t + t2
)(
1 −tu−1β
0 1
)
,
we have D ⊆ [G,G]. Thus G′ = [G,G], and Gab is as desired.
We are now ready to compare the two types of decompositions of Z
〈θ〉
N .
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Theorem 4.3. For any primitive, odd Dirichlet character θ of conductor Np such that
p | B1,θ, there exist a decomposition group Dp at p in GQ and an element δ of its inertia
subgroup Ip for which ω(δ) has order p − 1 and the closed subgroup generated by δ has
trivial pro-p quotient such that (Z+N )
〈θ〉 = (Z〈θ〉N )
Ip and (Z−N)
〈θ〉 is the submodule of Z〈θ〉N
upon which δ acts by a nontrivial power of ω(δ).
Proof. It suffices to show that for any choice ofDp and δ, there exists a conjugate τ of our
fixed complex conjugation τ0 such that, in our earlier notation, ρθ(τ) = (
−1 0
0 1 ). Letting
det ρθ denote the composition of det ρθ with the projection (h
∗
m)
〈θ〉 → (h∗/m)〈θ〉, the
image of ρθ is isomorphic to the semi-direct product of the pro-p group ker(det ρθ)/ ker ρθ
with the finite prime-to-p group im(det ρθ) (see, for example, [O3, Lemma 3.3.5]).
Since any two Sylow 2-subgroups in the image of ρθ are conjugate, two elements
of order two in the image are conjugate by the image of an element of GQ if their
determinants agree. As det ρθ(τ0) = −1, it suffices to show that (
−1 0
0 1 ) ∈ ρθ(GQ). If
θ(δ) has even order 2m, then ρθ(δ
m) = ( −1 00 1 ).
If θ(δ) has odd order, which in particular implies θ2 6= 1, we take a different approach,
exploiting our knowledge of the image of ρθ. Taking tensor products over Λ = Λ
〈θ〉
N , we
have
(Z±N )
〈θ〉 ⊗Λ L
〈θ〉
N
∼= Zθ ⊗Λ L
〈θ〉
N
∼= Z ′θ ⊗Λ L
〈θ〉
N
∼= (h∗m)
〈θ〉 ⊗Λ L
〈θ〉
N
by [O2, Lemma 5.1.3] and [H2, p. 588]. We therefore have that ρθ(τ0) = P (
−1 0
0 1 )P
−1
for some
P ∈ Auth∗m(Z
〈θ〉
N ⊗Λ L
〈θ〉
N )
∼= GL2((h
∗
m)
〈θ〉 ⊗Λ L
〈θ〉
N )
of determinant 1. If P =
(
α β
γ δ
)
, then
ρθ(τ0) =
(
−(αδ + βγ) 2αβ
−2γδ αδ + βγ
)
.
Since αδ − βγ = 1 and αβγδ ∈ I〈θ〉, exactly one of βγ and αδ is a unit in (h∗m)
〈θ〉.
However, it cannot be βγ, as this would force
αδ + βγ ≡ βγ ≡ 1 mod m〈θ〉,
contradicting detP ≡ 1 mod m〈θ〉. It follows that βγ ∈ I〈θ〉 and αδ ≡ 1 mod I〈θ〉. Right
multiplying P by the diagonal matrix of determinant 1 with upper-left entry α−1, it is
possible to choose both α and δ to be 1 modulo I〈θ〉. Since αβ ∈ Bθ and γδ ∈ Cθ, we
must have β ∈ Bθ and γ ∈ Cθ. By Proposition 4.2, P is then an element of ρθ(GK). It
follows that ( −1 00 1 ) ∈ ρθ(GQ), as desired.
Remark. One might ask if it is possible to use the same decomposition group Dp and
element δ for all choices of θ in Theorem 4.3. In fact, if N = 1, or if p does not divide
B1,θ−1 for any θ with p | B1,θ, then this follows quickly from an examination of the
proofs of Proposition 4.2 and Theorem 4.3. For N = 1, the image of δ(p−1)/2 is the
desired automorphism for all θ, which in this case are the odd powers of ω. If p does not
divide any B1,θ−1 , then the analogue of Proposition 4.2 holds for the full representation
of GQ on ZN , and the second method of proof in Theorem 4.3 yields the result.
4.3 A comparison of Iwasawa and Hecke modules
In [O1, Definition 4.1.17], Ohta defines a perfect Zp[[1 + pZp]]-bilinear pairing
H1e´t(N)×H
1
e´t(N)→ Zp[[1 + pZp]],
viewing Zp[[1 + pZp]] as a subring of Λ
h
N . We now give a slight modification of this.
Consider first the (canonical) twisted Poincare´ duality pairing
( · , · )r : H
1(Xr1(N),Zp)
ord ×H1(Xr1(N),Zp)
ord → Zp
defined by the cup product
(x, y)r = x ∪ (wNpr(U
∗
p )
ry),
where wNpr again denotes the Atkin-Lehner involution. It is perfect and satisfies
(T ∗x, y)r = (x, T ∗y)r
for all x, y ∈ H1(Xr1(N),Zp)
ord and T ∗ ∈ h∗r .
Proposition 4.4. There exists a canonical perfect, ΛhN -bilinear pairing
〈 · , · 〉N : H
1(N)×H1(N)→ ΛhN
defined by the formula
〈x, y〉N = lim←
r
Npr−1∑
j=1
(j,Np)=1
(xr, 〈j
−1〉∗ryr)r[j]r ∈ Λ
h
N
for x = (xr), y = (yr) ∈ H
1(N) and satisfying
〈T ∗x, y〉N = 〈x, T
∗y〉N
for all T ∗ ∈ h∗.
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Proof. Let r ≥ 1. The operator wNpr+1UpwNpr on H1(X
r+1
1 (N);Zp) is given by the sum
p−1∑
j=0
(
1 0
jNpr 1
)
.
Therefore, the natural (restriction) map from H1(X
r
1(N);Zp) is given by lifting and
applying the operator
wNpr+1UpwNpr
p−1∑
k=0
〈1 + kNpr〉.
It follows then from Proposition 3.5 and the compatibility of the comparison maps with
restriction and Atkin-Lehner operators that the map
Res: H1(Xr1(N),Zp)→ H
1(Xr+11 (N),Zp)
that is identified with restriction on parabolic cohomology satisfies
Res(yr) = wNpr+1U
∗
pwNpr
p−1∑
k=0
〈1 + kNpr〉∗r+1yr+1.
As the trace map commutes with U∗p and wNpr , it follows that
Res(wNpr(U
∗
p )
ryr) = wNpr+1(U
∗
p )
r+1
p−1∑
k=0
〈1 + kNpr〉∗r+1yr+1
and, therefore, that
(xr+1,
p−1∑
k=0
〈1 + kNpr〉∗r+1yr+1)r+1 = (xr, yr)r,
Thus, the formula for 〈x, y〉N is well-defined. By definition, 〈 · , · 〉N is Λ
h
N -bilinear and
satisfies the desired compatibility with the action of h∗.
Since our pairing is ΛhN -bilinear, its perfectness reduces to the question of the per-
fectness of the resulting pairings on eigenspaces
〈 · , · 〉
〈θ〉
N : H
1(N)〈θ〉 ×H1(N)〈θ〉 → Λ〈θ〉N
for any character θ on (Z/NpZ)×. This is turn reduces to the perfectness of the pairing
at level Np given by the projection of
Np−1∑
j=1
(j,Np)=1
(x1, 〈j
−1〉∗1y1)1[j]1
to Zp[(Z/NpZ)
×]〈θ〉 for x1, y1 ∈ (H1(X11 (N),Zp)
ord)〈θ〉. This follows immediately from
the perfectness of ( · , · )1.
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Using ι, the pairing of Proposition 4.4 allows us to define a ΛhN -valued pairing on
H1e´t(N), likewise denoted 〈 · , · 〉N . This is Galois equivariant with respect to the action of
Gal(K/Q) on ΛhN which, for the arithmetic Frobenius σl attached to any prime l ∤ Np, is
given by (l[l])−1. This follows from the fact that wNprσl〈l〉∗ = σlwNpr onH1e´t(X
r
1(N);Zp),
together with Galois equivariance of the Poincare´ duality pairing to Zp(−1) (as in the
proof of [O1, Corollary 4.2.8(ii)]).
Proposition 4.5. There exists a perfect, h∗m/I-bilinear pairing
Z−N/Y
−
N × Y
+
N/IY
+
N → h
∗
m/I,
canonical up to the choice of ι.
Proof. We may consider the restriction of the pairing 〈 · , · 〉N on e´tale cohomology to a
perfect pairing
〈 · , · 〉N : YN ×YN → Λ
h
N
on Eisenstein parts. Let θ denote an odd, primitive Dirichlet character of conductor Np.
Restriction provides a perfect Λ
〈θ〉
N -bilinear pairing
〈 · , · 〉
〈θ〉
N : Y
〈θ〉
N × Y
〈θ〉
N → Λ
〈θ〉
N ,
satisfying the same Hecke compatibility as 〈 · , · 〉N .
Since Z
〈θ〉
N and Y
〈θ〉
N are both free of the same Λ
〈θ〉
N -rank with Y
〈θ〉
N ⊂ Z
〈θ〉
N , we may
extend 〈 · , · 〉
〈θ〉
N uniquely to a pairing
Z
〈θ〉
N × Y
〈θ〉
N → L
〈θ〉
N (4.2)
to the quotient field of Λ
〈θ〉
N . The aforementioned Galois equivariance implies that (Z
〈θ〉
N )
±
pairs trivially with (Y
〈θ〉
N )
±. Note that (Y 〈θ〉N )
+/I(Y
〈θ〉
N )
+ and (Z
〈θ〉
N )
−/(Y 〈θ〉N )
− are both
isomorphic to (h∗/I)〈θ〉 as Hecke modules. Reducing modulo Λ〈θ〉N and taking the direct
sum over a set of representatives for the odd classes in ΣNp, we finally obtain our
pairing.
Lemma 4.6. Let r ≥ 1, and let u and v be positive integers not divisible by Npr that
satisfy (u, v,Np) = 1. Then er[u : v]r ∈ H1(X
r
1(N);Zp)m.
Proof. As in Lemma 3.1, this reduces to showing that any cusp
(
a
bM
)
r
withM a nontrivial
divisor of Npr has trivial image in H0(C
r
1(N);Zp)M. We follow the argument of [O2,
Proposition 4.3.4]. Suppose l is a prime dividing M , and let s be such that ls exactly
27
divides Npr/M . Let t > s be such that lt−s ≡ 1 mod P , where P denotes the prime-to-l
part of Npr. Then
U tl
(
a
bM
)
r
=
lt−1∑
i=0
(
a + bMi
ltbM
)
r
= lt−s
ls−1∑
i=0
(
a+ bMi
lsbM
)
r
= lt−sUsl
(
a
bM
)
r
.
But Ul acts as 1 on the free Zp-module H0(C
r
1(N);Zp)M (see [O4, Theorem 2.3.6]), so
we must have lt−s = 1 in Zp or
(
a
bM
)
r
= 0. Clearly, the former is impossible.
We have the following immediate corollary.
Corollary 4.7. Let u ∈ Z[1
p
] be nonzero, let v ∈ Z be prime to p, and suppose that
(u, v,N)Z[1
p
] = Z[1
p
]. Then ξ(u : v) ∈ H1(N)m.
Lemma 4.8. We have that IZ−N ⊆ Y
−
N , and the image of ξ(0 : 1) ∈ H1(N)
+ generates
Z−N/Y
−
N as an h
∗
m/I-module.
Proof. As in the proof of Lemma 4.1, we have
ZN/YN ∼= Z
−
N/Y
−
N
∼= h∗m/I,
and h∗m/I is canonically isomorphic to a quotient of Λ
h
N . The first statement fol-
lows. Note that H1(N)
± is isomorphic to H1(N)∓, since complex conjugation acts on
H2c (X
r
1(N);Zp) as −1. Hence, the image of ξ(0 : 1) ∈ H1(N)
+ in H1(N) lies in H1(N)−.
That its image in Z−N/Y
−
N is a generator follows the definition of the congruence module
and the proof of [O4, Theorem 2.3.6], since it is shown there that the projection of the
cusp
(
0
1
)
r
to the Eisenstein component of H˜0(C
r
1(N);Zp) generates it as a Hecke module
(and we know that the image of ∞ is trivial).
The pairing of Proposition 4.5 induces an isomorphism of h∗m/I-modules:
Z−N/Y
−
N
∼
−→ Homh∗
m
(Y+N/IY
+
N , h
∗
m/I). (4.3)
We therefore have the following corollary.
Corollary 4.9. The map Π induced by applying (4.3) to the image of ξ(0 : 1) ∈ H1(N)
+
in Z−N/Y
−
N generates Homh∗m(Y
+
N/IY
+
N , h
∗
m/I) as a Hecke module and is canonical up to
the choice of ι.
Let XK denote the Galois group of the maximal unramified abelian pro-p extension
of K. Now, we compare the ΛN -modules of interest.
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Proposition 4.10. We have a homomorphism
φ′1 : X
◦
K → Y
−
N/IY
−
N
of ΛN -modules (under Galois), canonical up to the choice of ι, which is an isomorphism
in its (θ−1)-eigenspace for θ odd and primitive if p ∤ B1,θ−1.
Proof. The Galois action on YN provides a map
b : GQ → Homh∗
m
(Y+N ,Y
−
N)
that, by Theorem 4.3 and [O3, Theorem 3.3.12] (see also [MW1, Proposition 1.8.2]),
induces a homomorphism
b¯ : X◦K → Homh∗m(Y
+
N/IY
+
N ,Y
−
N/IY
−
N)
of Galois ΛN -modules. Since
Homh∗
m
(Y+N/IY
+
N ,Y
−
N/IY
−
N)
∼= Homh∗
m
(Y+N/IY
+
N , h
∗
m/I)⊗h∗m/I Y
−
N/IY
−
N ,
we may define φ′1 by b¯(σ) = Π⊗ φ
′
1(σ) for σ ∈ X
◦
K and the generator Π defined above.
Let BN denote the Hecke submodule of Y
−
N generated by the images of elements in
the image of b. As Y+N is isomorphic to h
∗
m as an h
∗
m-module, B
〈θ〉
N is isomorphic to the
(θω−1)-eigenspace of the image of b for the action of the adjoint diamond operators in
(Z/NpZ)×. That φ′1 is an isomorphism in its (θ
−1)-eigenspace under Galois then follows
from [O2, (5.3.18) and (5.3.20)] (and [O3, Section 3.2]) whenever B
〈θ〉
N = (Y
−
N)
〈θ〉. If
p ∤ B1,θ−1, then (Z−N)
〈θ〉 is free of rank 1 over (h∗m)
〈θ〉 by [O5, (3.4.7)]. Thus, the fact that
Z−N/Y
−
N
∼= h∗m/I implies that (Y
−
N)
〈θ〉 = (IZ−N )
〈θ〉. Combining this with [O5, (3.4.10)],
which tells us that B
〈θ〉
N = (IZ
−
N )
〈θ〉, we obtain the final part of the proposition.
For the purpose of formulating our conjectures, we will use an ill-defined modification
of φ′1 throughout. That is, we set
φ1 = cNφ
′
1
for a fixed unit cN ∈ Λ
◦
N , independent of ι, that makes Conjecture 4.12 below true.
Though we do not write cN directly into the statements of our conjectures, one should,
of course, still understand its existence to be a part of them.
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4.4 Inverse limits of cup products and modular symbols
First, we show that for the purposes of considering the primitive part of second cohomol-
ogy group, it suffices to restrict to the primitive part of the maximal unramified abelian
pro-p extension.
Lemma 4.11. The canonical homomorphism X◦K → H
2
S(K,Zp(1))
◦ is an isomorphism.
Proof. Note first that, as seen in the proof of [Sh, Lemma 3.4], we have X◦K = X
◦
K,S. If
l is a prime dividing Np, then the part of the direct sum in (2.1) arising from primes
over l has a trivial (Z/lZ)×-action since there is a unique prime above l in Q(µl). But
this means, in particular, that the primitive part of the direct sum in (2.1) must be
trivial.
We will let ( · , · )◦K,S denote the projection of the pairing ( · , · )K,S to X
◦
K(1). For v
prime to p, we let 1 − ζv denote the norm compatible sequence of elements 1 − ζvNpr ∈
Q(µNpr). We use ΥK to denote the map
ΥK : X
◦
K(1)→ (Y
−
N/IY
−
N )(1)
that is the Tate twist of φ1.
Recall that H1(N)
+
m
∼= Y−N(1) canonically up to the choice of ι. For u ∈ Z[
1
p
] and
v ∈ Z prime to p with (u, v,N)Z[1
p
] = Z[1
p
], we let ξ¯(u : v) denote the image of ξ(u : v)+
in (Y−N/IY
−
N )(1).
We may now phrase the first form of our conjecture as follows.
Conjecture 4.12. For any s ≥ 0 and all nonzero u and v ∈ Z prime to p with
(u, v,N) = 1 and u not divisible by Nps, we have
ΥK((1− ζ
u
Nps, 1− ζ
v)◦K,S) = ξ¯(p
−su : v).
We verify the independence of Conjecture 4.12 from the choice of the complex em-
bedding ι.
Proposition 4.13. The validity of Conjecture 4.12 is independent of the choice of ι.
Proof. Let us choose a second complex embedding ι′ of the form ι′ = ι ◦ σ−1 for some
σ ∈ GQ. Let Y
±
N denote the (±1)-eigenspaces of YN under the complex conjugation
determined by ι′. Let Υ′K , φ
′
1, and b¯
′ denote the maps arising from Proposition 4.10
with the embedding ι′. Let Π′ denote the map defined as Π using ι′. We use ξ¯′ in
denoting the symbols defined using ι′ and corresponding to those denoted with ξ¯.
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Let us first consider the map φ1. Note that Y
±
N = σ(Y
±
N) and, by construction, we
have
Π′(y′) = Π(σ−1y′)
for y′ ∈ Y+N/IY
+
N . We therefore have a commutative diagram
X
(θ−1)
K
b¯
//
τ 7→στσ−1

Homh∗
m
(Y+N/IY
+
N ,Y
−
N/IY
−
N)
f 7→σ◦f◦σ−1

Π⊗1
// Y−N/IY
−
N
y 7→σy

X
(θ−1)
K
b¯′
// Homh∗
m
(Y+N/IY
+
N ,Y
−
N/IY
−
N )
Π′⊗1
// Y−N/IY
−
N .
In other words, we have
φ′1(στσ
−1) = σφ1(τ). (4.4)
for τ ∈ X
(θ−1)
K .
Next, note that the change of embedding takes 1 − ζv to σ(1 − ζv) and 1 − ζuNps to
σ(1 − ζuNps). Using (4.4) (applied to ΥK) and the Galois equivariance of ( · , · )
◦
K,S, we
see that
Υ′K((σ(1− ζ
u
Nps), σ(1− ζ
v))◦K,S) = σΥK((1− ζ
u
Nps, 1− ζ
v)◦K,S). (4.5)
On the other hand, we have a map α that is the isomorphism
H1(N)
Φ
−→ He´t1 (N)
∼
−→ H1e´t(N)(1)
and the analogous map α′ defined using ι′. One sees immediately that α′ = σ ◦ α. It
follows that
ξ¯′
(
p−su : v
)
= σξ¯
(
p−su : v
)
. (4.6)
Comparing (4.6) with (4.5), we see that if Conjecture 6.3 holds with ι, it must also hold
with ι′.
5 The view from finite level
5.1 Cup products and modular symbols
We now consider the implications of Conjecture 4.12 at finite level. For now, we focus
on weight 2. Let r ≥ 1, and set Fr = F (µpr). Let Yr = H
1
e´t(X
r
1(N),Zp)m, and let Ir
denote the image of I in h∗r. Let
H2cts(GFr,S,Zp(2))
◦ =
⊕
(χ)∈ΣNp
χ odd
H2cts(GFr,S,Zp(2))
(χω).
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Note that this differs slightly from our previous version of A◦ due to the twist in the
cohomology group.
Lemma 5.1. For each r ≥ 1, there exists a map
νr : H
2
cts(GFr,S,Zp(2))
◦ → (Y −r /IrY
−
r )(1),
canonical up to the choice of ι, that is an isomorphism in its (ωθ−1)-eigenspace if p ∤
B1,θ−1.
Proof. We construct νr out of ΥK . By Lemma 4.11, we have
H2S(K,Zp(2))
◦ ∼= X◦K(1).
Since GF,S has p-cohomological dimension 2, corestriction then defines an isomorphism
X◦K(1)Γr
∼
−→ H2cts(GFr,S,Zp(2))
◦ (5.1)
with Γr = Gal(K/Fr).
Set ωr = (〈1+p〉
∗)p
r−1
−1 ∈ h∗. By [H2, Theorem 1.2], we have that h∗/ωrh∗ ∼= h∗r, and
by [O1, Theorem 1.4.3], we have YN/ωrYN ∼= Yr. The Galois element σj corresponding
to j ∈ Z×p,N acts on Y
−
N/IY
−
N as (χ(j)〈j〉
∗)−1, where χ is the p-adic cyclotomic character.
Thus, corestriction provides an isomorphism
(Y−N/IY
−
N )(1)Γr
∼= (Y −r /IrY
−
r )(1).
We take νr to be the map arising from ΥK on Γr-coinvariants. The final statement now
follows from the final statement of Proposition 4.10.
Let us denote the pairing induced from ( · , · )Fr,S via projection to H
2
cts(GFr,S,Zp(2))
◦
by ( · , · )◦Fr,S. For u, v ∈ Z not divisible by Np
r and with (u, v,Npr) = 1, we let ξ¯r(u : v)
denote the image of ξr(u : v)
+ in Y −r /IrY
−
r (which depends only upon u and v modulo
Npr). We now state an analogue of Conjecture 4.12 at the finite level.
Conjecture 5.2. Let r ≥ 1. Suppose that u and v are positive integers not divisible by
Npr with (u, v,Np) = 1. Then we have
νr((1− ζ
u
Npr , 1− ζ
v
Npr)
◦
Fr,S) = ξ¯r(u : v).
In fact, this conjecture is equivalent to Conjecture 4.12.
Proposition 5.3. Conjecture 4.12 and Conjecture 5.2 are equivalent.
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Proof. Let u, v, and s be as in Conjecture 4.12. The corestriction map yielding (5.1)
takes (1− ζuNps, 1− ζ
v)◦K,S to (1− ζ
u
Nps, 1− ζ
v
Npr)
◦
Fr,S
, and the map
H1(N)→ H1(X1(Np
r);Zp)
ord
takes ξ(p−su : v) to ξr(pr−su : v) for r ≥ s. Since in each of the two cases, the former
object is the inverse limit of the latter objects, we have both implications.
Suppose that t is a positive divisor of Npr for some r and u and v are positive
nonmultiples of Npr with (tu, v, Np) = 1, and set Q = Npr/t. We also assume that u is
not a multiple of Q. Since Ut − 1 ∈ I, the equation (3.11) yields immediately that
t−1∑
k=0
ξ¯r(u+ kQ : v) = ξ¯r(tu : v). (5.2)
On the other hand,
t−1∑
k=0
(1− ζu+kQNpr , 1− ζ
v
Npr)Fr,S = (1− ζ
u
Q, 1− ζ
v
Npr)Fr,S.
In particular, Conjecture 5.2 is compatible with these relations.
5.2 Image of the cup product pairing
We have the following generalization of a conjecture of McCallum and the author’s [McS,
Conjecture 5.3], originally given in the case N = 1.
Conjecture 5.4. The span of the image of ( · , · )◦Fr,S is H
2
cts(GFr,S,Zp(2))
◦.
We require the following lemma.
Lemma 5.5. The images of the symbols [u : v]+r for nonzero u, v ∈ Z/Np
rZ with
(u, v) = (1) together generate H1(X
r
1(N);Zp)
+
m as a Zp-module.
Proof. Lemma 4.6 implies that such a [u : v]r lies in H1(X
r
1(N);Zp)m since u, v 6= 0.
Furthermore, [O4, Theorem 2.3.6] implies that H˜0(C
r
1(N);Zp)
+
M is freely generated as a
module over the image of Zp[(Z/Np
rZ)×] in (Hr)M by the image of [0 : 1]r. Since the
Zp[(Z/Np
rZ)×]-span of [0 : 1]r in H1(Xr1(N), C
r
1(N);Zp)M contains the [0 : w]r with
1 ≤ w < Npr and (w,Np) = 1, the exact sequence (3.1) yields the result.
We now see that Conjecture 5.2 implies much of Conjecture 5.4.
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Proposition 5.6. Conjecture 5.2 implies that the span of the image of ( · , · )◦Fr,S contains
H2cts(GFr ,S,Zp(2))
(ωθ−1) for all primitive odd θ with p ∤ B1,θ−1.
Proof. Since p ∤ B1,θ−1 , Proposition 4.10 implies that νr is an isomorphism. Lemma 5.5
and Conjecture 5.2 then imply that the images of the (1 − ζuNpr , 1 − ζ
v
Npr)Fr,S generate
the (ωθ−1)-eigenspace of H2cts(GFr,S,Zp(2)), as desired.
5.3 A map in the other direction
The comparison between the two sides of Conjecture 5.2 is perhaps seen more naturally
in the opposite direction. We begin by examining relations among values of the cup
product pairings on cyclotomic S-units. We will find relations analogous to the relations
(3.3)-(3.7) on Manin symbols.
Recall that (x, 1−x)Fr,S = 0 if x and 1−x are both S-units in Fr [McS, Corollary 2.6].
Note that (ζNpr , ζNpr)Fr ,S = 0 by antisymmetry of the cup product. Since EFr
∼= E+Fr⊕µpr
and H2cts(GFr,S,Zp(2))
◦ has a trivial action of −1, Galois equivariance of the cup product
pairing implies that (ζNpr , x)
◦
Fr,S = 0 for all x ∈ EFr .
Suppose that u and v are integers that are not divisible by Npr. Since
1− ζuNpr = −ζ
u
Npr(1− ζ
−u
Npr),
we have
(1− ζuNpr , 1− ζ
v
Npr)
◦
Fr,S = (1− ζ
u
Npr , 1− ζ
−v
Npr)
◦
Fr ,S = (1− ζ
−u
Npr , 1− ζ
−v
Npr)
◦
Fr,S. (5.3)
Antisymmetry of the cup product yields
(1− ζuNpr , 1− ζ
v
Npr)Fr ,S + (1− ζ
v
Npr , 1− ζ
u
Npr)Fr,S = 0. (5.4)
Additionally, if u+ v is not divisible by Npr, then the identity
1− ζuNpr + ζ
u
Npr(1− ζ
v
Npr) = 1− ζ
u+v
Npr ,
implies
(1− ζuNpr , 1− ζ
v
Npr)
◦
Fr,S = (1− ζ
u
Npr , 1− ζ
u+v
Npr )
◦
Fr,S + (1− ζ
u+v
Npr , 1− ζ
v
Npr)
◦
Fr ,S. (5.5)
Finally, Galois equivariance tells us that, for any j ∈ Z prime to Np, we have
σj(1− ζ
u
Npr , 1− ζ
v
Npr)Fr,S = (1− ζ
ju
Npr , 1− ζ
jv
Npr)Fr,S, (5.6)
where σj ∈ Gal(K/Q) satisifes σj(ζNpr) = ζ
j
Npr .
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Proposition 5.7. There exists a homomorphism
̟r : H1(X
r
1(N), C
r
1(N);Zp)
+ → H2cts(GFr ,S,Zp(2))
◦
satisfying ̟r ◦ 〈j〉r = σ
−1
j ◦̟r for all j prime to Np and such that ̟r([1 : 0]
+
r ) = 0 and
̟r([u : v]
+
r ) = (1− ζ
u
Npr , 1− ζ
v
Npr)
◦
Fr,S
for u, v ∈ Z not divisible by Npr with (u, v,Np) = 1.
Proof. Compare relations (3.3), (3.5), and (3.7) with (5.3) and (5.4), relation (3.4) with
(5.5), and relation (3.6) with (5.6). Since the Manin symbols generate the module
H1(X
r
1(N), C
r
1(N);Zp)
+ and the relations (3.3)-(3.7) give a presentation of it, we need
only remark that ̟r behaves well with respect to these relations in the case v = 0. This
is obvious: for instance, for relation (3.4), we have
̟r([u : 0]
+
r ) +̟r([u : u]
+
r ) +̟r([0 : u]
+) = 0,
as [u : u]+r = 0.
We fully expect that the restriction of ̟r to H1(X
r
1(N);Zp)
+ is Eisenstein.
Conjecture 5.8. The restriction of ̟r to H1(X
r
1(N);Zp)
+ satisfies
̟r(Tlx) = (1 + lε(〈l〉))̟r(x)
for l ∤ Np and
̟r(Ulx) = ̟r(x)
for l | Np, for all x ∈ H1(X
r
1(N);Zp)
+.
One can check directly using relations of McCallum and the author in Milnor K2 of
OFr,S (e.g., [McS, Section 5] for T2) that it is Eisenstein with respect to the operators
T2 if 2 ∤ N and T3 if 3 ∤ N . A slight variant of the map ̟r and this fact have been
discovered independently by C. Busuioc, and we refer the reader to [B] for the latter (in
the case N = 1), as our proof is very similar. The analogue of Conjecture 5.8 is also
discussed in [B]. (We remark that in [B, Section 9], Vandiver’s conjecture at p should
be assumed for the conjecture to hold in the form stated.)
Remark. When taken together with Conjectures 5.2 and 5.4 (noting Lemma 5.5), Propo-
sition 5.7 forces νr and the map that ̟r induces on (Y
−
r /IY
−
r )(1) to be inverse isomor-
phisms. It follows that ΥK would also be an isomorphism, or equivalently, that BN
in the proof of Proposition 4.10 would equal Y−N . While rather natural, this is also a
remarkably strong statement, which does give us some pause.
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6 Main form of the conjecture
6.1 Modified two-variable p-adic L-functions
Let M be a positive divisor of N . We now consider modifications of our two-variable
p-adic L-functions LN,M . We view Zp[[Zp,N ]] as a continuous module over ΛN via left
multiplication. We again denote the element of Zp[[Zp,N ]] corresponding to j ∈ Zp,N by
[j]. Define Λ⋆N to be the quotient of Zp[[Zp,N ]] by the ΛN -submodule generated by [0].
Define Z⋆p,N to be the set of nonzero elements in Zp,N . We also write Λ
⋆
N = Zp[[Z
⋆
p,N ]].
We now construct modified versions of our L-functions. For any M ≥ 1 dividing N ,
let us set
L⋆N,M = lim←
Npr−1∑
j=1
(j,M)=1
U−rp ξr(j : M)⊗ [j]r ∈ H1(N) ⊗ˆZp Λ
⋆
N . (6.1)
It is worth noting that this is well-defined. The proof is similar to the case of LN , with
one additional detail. That is, we view [j]r in the rth term of the inverse limit in (6.1)
as an element of Zp[(Z/Np
rZ)⋆], which we define to be the quotient of Zp[Z/Np
rZ] by
the Zp[(Z/Np
rZ)×]-submodule generated by [0]r. The natural map
Zp[(Z/Np
sZ)⋆]→ Zp[(Z/Np
rZ)⋆]
for s ≥ r now takes [j]s to [j]r, the latter of which is 0 if j ≡ 0 mod Np
r. The rest
is then the same as before. Note that we use (Z/NprZ)⋆ to denote the set of nonzero
elements in Z/NprZ.
Although L⋆N,M will not always lie in H1(N) ⊗ˆZp Λ
⋆
N , its localization in the Eisenstein
part of homology does. The following is an immediate corollary of Lemma 4.6.
Corollary 6.1. The modified L-function L⋆N,M lies in H1(N)m ⊗ˆZp Λ
⋆
N .
Finally, we remark that L⋆N,M also specializes to integrals with respect to λN,M . We
extend λN,M to a measure on Zp,N by setting
λN,M(a+Np
rZp,N) =
0 if (a,M) 6= 1U−rp ξ(a :M) otherwise.
Let χ : Zp,N → Qp be a congruence function (i.e., a uniform limit of congruence functions
of finite period, necessarily satisfying χ(0) = 0). Consider the induced map
χ˜ : H1(N) ⊗ˆZp Λ
⋆
N →H1(N)⊗Zp Qp.
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We then have
χ˜(L⋆N,M) =
∫
Zp,N
χλN,M ∈ H1(N)⊗Zp Qp. (6.2)
6.2 The Zp-dual of the cyclotomic p-units
We shall actually be interested in the composition of ΨK with a map to a slightly different
module arising from cyclotomic S-units. We remark that
XK ∼= Hom(H
1(GK,S, µp∞), µp∞).
Let OK,S denote the ring of S-integers of K. The direct limit of the sequences (2.2) over
r and E provides an exact sequence
0→ lim
→
O×K,S/O
×pr
K,S → H
1(GK,S, µp∞)→ AK,S → 0
for every n ≥ 1, where AK,S denotes the direct limit of the p-parts of the S-class groups
of number fields in K. As before, let EK denote the pro-p completion of O
×
K,S. Note that
Homcts(EK,Zp) ∼= Hom(O
×
K,S,Zp)
∼= Hom(O×K,S ⊗Z Qp/Zp,Qp/Zp).
Thus, we obtain an exact sequence
0→ Hom(AK,S, µp∞)→ XK → Homcts(EK ,Zp(1))→ 0. (6.3)
Now consider the pro-p completion CK of the group of cyclotomic S-units in K, which
is to say the pro-p completion of the group generated by the 1− ξ with ξ ∈ µNp∞ , ξ 6= 1.
Let us set CK = Homcts(CK ,Zp(1)). By (6.3), we have a homomorphism
q : XK → CK .
Note that we may decompose a ΛN -module A into its (±1)-eigenspaces A
± for the
action of −1 ∈ (Z/NpZ)×.
Remark. If N = 1 (or 2), the map q− : X−K → C
−
K is an isomorphism if and only if
Vandiver’s conjecture holds.
Proposition 6.2. There exists a injection
ΘK : C
−
K →֒ (Λ
⋆
N)
−
of ΛN -modules, canonical up to the choice of ι, such that
ΘK(φ)⊗ ζ = lim←
r
Npr−1∑
i=1
φ(1− ζ iNpr)⊗ [i]r
for all φ ∈ C−K .
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Proof. For r ≥ 1, let Cr denote the p-completion of the cyclotomic S-units of Fr =
F (µpr). There are obvious surjections
ψr : Zp[(Z/Np
rZ)⋆]→ Cr
given by ψr([i]r) = 1−ζ
i
Npr for i not divisible by Np
r. These are compatible in the sense
that
ψr([i]r) =
ps−r−1∏
k=0
ψs([i+ kNp
r]s)
for any s ≥ r. Note that we have
HomZp(Zp[(Z/Np
rZ)⋆],Zp) ∼= Zp[(Z/Np
rZ)⋆]
via
ϕ 7→
Npr−1∑
i=1
ϕ([i]r)[i]r,
and these are compatible in the sense that
Npr−1∑
i=1
ϕr([i]r)[i]r =
Npr+1−1∑
i=1
ϕr+1([i]r+1)[i]r
if
ϕr ∈ HomZp(Zp[(Z/Np
rZ)⋆],Zp)
for each r ≥ 1 satisfy
ϕr([i]r) =
ps−r−1∑
k=0
ϕs([i+ kNp
r]s)
for all i not divisible by Npr. Hence, we have injections
ψ∗r : HomZp(Cr,Zp) →֒ Zp[(Z/Np
rZ)⋆]
dual to the ψr that are compatible under restriction on the left and projection on the
right. We have
CK ∼= lim←
r
HomZp(Cr,Zp(1)),
where the inverse limit is taken with respect to restriction maps, so our injection ΘK
can be taken to be the restriction to C−K of the inverse limit of the ψ
∗
r ⊗ ζ
⊗−1.
Remark. In fact, C−K is isomorphic to Λ
−
N , but it is the injection of Proposition 6.2 that
is most natural in our setting. The map ΘK is an isomorphism in its ψ-eigenspace for
any odd, primitive character ψ of (Z/NpZ)×.
Let φ2 be the composition of q
− : X−K → C
−
K with ΘK .
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6.3 The reciprocity map and the L-function
Let M be a positive divisor of N . By Corollary 6.1, the image of L⋆N,M in ZN ⊗ˆZp Λ
⋆
N is
actually contained in YN ⊗ˆZp Λ
⋆
N . Let
L⋆N,M ∈ Y
−
N/IY
−
N ⊗Zp (Λ
⋆
N)
−
denote the projection of L⋆N,M to the latter Galois module. (Recall that the Galois
modules He´t1 (N) and H
1
e´t(N)(1) are canonically isomorphic, so L
⋆
N,M depends upon our
fixed choice of ι.) We denote by ΞN the homomorphism of ΛN ⊗ˆZp ΛN -modules
ΞN = φ1 ⊗ φ2 : X
◦
K ⊗Zp X
−
K → Y
−
N/IY
−
N ⊗Zp (Λ
⋆
N)
−
resulting from Propositions 4.10 and 6.2.
Recall that H2S(K,Zp(1))
◦ ∼= X◦K . We will use Ψ
◦
K to denote the projection of ΨK
(see Section 2.2) to a map
Ψ◦K : UK → X
◦
K ⊗Zp X
−
K .
Again, let 1 − ζM ∈ UK denote the norm compatible sequence (1 − ζ
M
Npr)r of S-units.
We are now ready to state our main conjecture.
Conjecture 6.3. We have
ΞN (Ψ
◦
K(1− ζ
M)) = L⋆N,M .
In fact, Conjecture 6.3 is equivalent to our earlier conjectures relating cup products
and modular symbols.
Proposition 6.4. Conjectures 4.12 and 6.3 are equivalent.
Proof. Let Q ≥ 2 be a divisor of Npr for some r ≥ 0, and let i ∈ Z with Q ∤ i. Define
πi,Q : Λ
⋆
N → Zp(1)
by
πi,Q([j]) =
ζ j ≡ i mod Q1 j 6≡ i mod Q,
which induces a map on (Λ⋆N)
−, viewing it as a submodule.
We claim that
πi,Q ◦ φ2 = π1−ζi
Q
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on X−K , where π1−ζiQ is as in Section 2.2. Let σ ∈ X
−
K . Recall that φ2 is the composite of
the map X−K → C
−
K with ΘK . Then, by Proposition 6.2, we have
πi,Q ◦ φ2(σ) = πi,Q
(
lim←
s
Nps−1∑
j=1
(π1−ζj
Nps
(σ)⊗ ζ⊗−1)[j]s
)
= lim←
s
Nps−1∏
j=1
j≡i mod Q
π1−ζj
Nps
(σ)
= π1−ζi
Q
(σ)
for σ ∈ X−K , as desired.
For any positive divisor M of N , we have by definition that
(1⊗ π1−ζi
Q
)(Ψ◦K(1− ζ
M)) = (1− ζ iQ, 1− ζ
M)◦K,S.
It follows that
(1⊗ πi,Q)(ΞN(Ψ
◦
K(1− ζ
M))) = ΥK((1− ζ
i
Q, 1− ζ
M)◦K,S). (6.4)
Assume now that (Npr/Q · i,M) = 1. Since Up − 1 ∈ I, we have
(1⊗ πi,Q)(L
⋆
N,M) = lim←
r
Npr−1∑
j=1
(j,M)=1
ξ¯r(j : M)⊗ ζ
⊗−1 ⊗ πi,Q([j])
= lim←
r
(Npr/Q)−1∑
k=0
ξ¯r(i+ kQ : M).
As in (5.2), we have
ξ¯r((Np
r/Q)i : M) =
(Npr/Q)−1∑
k=0
ξ¯r(i+ kQ :M).
Hence, we have that
(1⊗ πi,Q)(L⋆N,M) = ξ¯((N/Q)i : M). (6.5)
Putting (6.4) and (6.5) together, Conjecture 6.3 yields
ΥK((1− ζ
i
Q, 1− ζ
M)◦K,S) = ξ¯((N/Q)i : M)
for all i and Q as above. As any symbol (1− ζuNps, 1− ζ
v)◦K,S as in Conjecture 4.12 is a
Galois conjugate of one of the above form, and noting (3.6) and the fact that
ΥK ◦ σj = 〈j〉
−1 ◦ΥK ,
40
Conjecture 6.3 implies Conjecture 4.12.
Conversely, fix M and take i and Q as before with (Npr/Q · i,M) = 1. Conjecture
4.12 along with (6.4) and (6.5) then imply that
(1⊗ πi,Q)(ΞN(Ψ
◦
K(1− ζ
M))) = (1⊗ πi,Q)(L⋆N,M). (6.6)
If instead (i,M) 6= 1, then πi,Q is trivial on symbols of the form [j] with j ∈ Z
⋆
p,N coprime
to M , and (6.6) still holds with both sides being trivial. Since the πi,Q with Q = Np
r
for some r ≥ 1 and i ∈ Z not divisible by Q generate Homcts(Λ
⋆
N ,Zp(1)) topologically,
we have the reverse implication as well.
7 Comparison with p-adic L-values
7.1 Characters and cyclotomic units
From now on, we work with multiple characters of Z×p,N at once, so it is easiest to extend
scalars to the ring ON = Zp[µϕ(N)p∞ ]. Similarly to the appendix to [Sh] (but with a
larger ring), for a Zp[(Z/NpZ)
×]-module A and character χ of (Z/NpZ)×, we define
Aχ ∼= A(χ) ⊗Rχ ON
to be the χ-eigenspace of A⊗ZpON as an ON [(Z/NpZ)
×]-module. Furthermore, for any
homomorphism α : A→ B of Zp[(Z/NpZ)
×]-modules, we have an induced map
αχ : Aχ → Bχ,
which we may also view as a map from A ⊗Zp ON to B
χ factoring through Aχ. Let
ǫχ : A→ A
χ denote the idempotent
ǫχ =
1
ϕ(Np)
∑
i∈(Z/NpZ)×
χ(i)−1[i]1 ∈ ON [(Z/NpZ)×].
For notational purposes, we extend these definitions to any function χ of Z×p,N by using
the restriction of χ to (Z/NpZ)×.
We extend κ multiplicatively to Zp,N by setting κ(p) = p and, if l is a prime dividing
N , taking κ(l) to be the value one obtains by viewing κ as a character on Z×p , which
contains l. Suppose now that χ : Zp,N → Qp has the form χ = ψκ
t for some t ≥ 0, where
ψ arises as the continuous extension of a not necessarily primitive Dirichlet character on
Z of period dividing Npr for some r ≥ 1. Following [GS], we refer to such a character
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as an arithmetic character. For such a χ, we let fχ denote the prime-to-p part of the
period of the restriction of ψ to Z. We consider ω as an arithmetic character by taking
its unique extension with fω = 1.
Let ψ be a finite, even arithmetic character on Zp,N . Fix t ≥ 1 and consider positive
integers M dividing Np and Q dividing N . Consider the products
ηψM,r,t =
Npr−1∏
i=1
(i,M)=1
(1− ζ iNpr)
ψκt−1(i)
αQ,ψr,t =
Npr−1∏
i=1
(i,Np)=1
(1− ζ iQpr)
ψκt−1(i)
for r ≥ 1. (Note the abuse of notation here: these elements lie in CK ⊗Zp ON , and so we
allow exponents in ON .) In fact, we may consider α
Q,ψ
r,t with the same definition for any
t ∈ Zp. The η
ψ
M,r,t satisfy
ηψM,r+1,t(η
ψ
M,r,t)
−1 ∈ Cp
r
K
(for sufficiently large r) and similarly for the αQ,ψr,t . Let us consider the limits
ηψM,t = limr→∞
ηψM,r,t and α
Q,ψ
t = lim
r→∞
αQ,ψr,t . (7.1)
The Galois automorphism σj corresponding to j ∈ Z
×
p,N satisfies
σj(η
ψ
M,t) = (η
ψ
M,t)
ψ−1κ1−t(j),
and likewise for the αQ,ψt , so these are elements of C
ψ−1
K . Note that α
Q,ψ
t = 1 if the
prime-to-p part of the conductor of ψ does not divide Q. Finally, we set αψt = α
N,ψ
t and
use corresponding notation with “r” in the subscript for the rth terms which have these
limits. The limit elements compare as follows.
Lemma 7.1. We have the following equalities:
a. αψt = (η
ψ
M,t)
∏
l|Np, l∤M (1−ψκt−1(l)), and
b. αψt = (α
Q,ψ
t )
ϕ(Q)
ϕ(N)
∏
l|N, l∤Q(1−ψκt−1(l)) if fψ | Q.
Here, the products are taken over primes l.
Proof. Set χ = ψκt−1. Let us also consider
βD,ψM,r,t =
Dpr−1∏
i=1
(i,M)=1
(1− ζ iDpr)
χ(i)
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for any D dividing N and M dividing Dp, as well as the limits βD,ψM,t that exist when
fψ | D. We claim that if fψ | D, then
βD,ψM,t = η
ψ
M,t. (7.2)
To see this, note that if the period of ψ on Z divides Dpr, then
Dpr−1∏
j=1
(j,M)=1
(1− ζjDpr)
χ(j) =
Dpr−1∏
j=1
(j,M)=1
N/D−1∏
k=0
(1− ζj+kDp
r
Npr )
χ(j)
≡
Dpr−1∏
j=1
(j,M)=1
N/D−1∏
k=0
(1− ζj+kDp
r
Npr )
χ(j+kDpr) mod Cp
r
K .
Since j + kDpr is prime to M if j is, the latter term is ηψM,r,t. The claim then follows by
taking limits.
Consider the formal identity∑
d|Np, (d,M)=1
d≥1
µ(d)
Npr/d−1∑
i=1
(i,M)=1
[di]r =
Npr−1∑
i=1
(i,Np)=1
[i]r, (7.3)
where µ denotes the Mo¨bius function. It follows from our definitions that
αψr,t =
∏
d|Np, (d,M)=1
d≥1
(β
N/gd,ψ
M,r−δd,t)
µ(d)χ(d), (7.4)
where gd = (d,N) and δd = logp(d/gd). Note that χ(d) 6= 0 implies that fψ | (N/gd).
Taking limits and applying (7.2), we get
αψt = (η
ψ
M,t)
∑
d|Np, (d,M)=1 µ(d)χ(d).
Applying ∏
l|Np, l∤M
l prime
(1− χ(l)) =
∑
d|Np, (d,M)=1
d≥1
µ(d)χ(d), (7.5)
we have part a.
For part b, we assume that fψ | Q. Then, we have
αψt = (η
ψ
Qp,t)
∏
l|N, l∤Q(1−χ(l)) = (βQ,ψQp,t)
∏
l|N, l∤Q(1−χ(l)). (7.6)
using part a in the first step and (7.2) in the second. On the other hand, we have
αQ,ψr,t ≡ (β
Q,ψ
Qp,r,t)
ϕ(N)
ϕ(Q) mod Cp
r
K .
Taking limits and combining this with (7.6), we obtain part b.
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7.2 Special values
Let A be a finitely generated ΛN -module. Then for any arithmetic character χ on Zp,N
we have specialization maps
χ˜ : A ⊗ˆZp Λ
⋆
N → A⊗Zp ON , a⊗ [j] 7→ a⊗ χ(j).
For later use, we remark that an element of A ⊗ˆZp Λ
⋆
N is uniquely determined by its
specializations.
Lemma 7.2. Suppose that A is Zp-torsion free. An element a ∈ A ⊗ˆZp Λ
⋆
N satisfies
χ˜(a) = 0 for all (finite) arithmetic characters χ on Zp,N if and only if a = 0.
Proof. An element of A ⊗ˆZp Λ
⋆
N is nonzero if and only if, for every Zp-quotient B of A
and r ≥ 1, the image of a in B ⊗Zp Zp[(Z/Np
rZ)⋆] is trivial. The problem then reduces
to the case that A = Zp. Now, choose r ≥ 1 such that the image of a in Zp[(Z/Np
rZ)⋆]
is nonzero. Since the primitive Dirichlet characters of conductor dividing Npr form a
basis of the space of Qp-valued congruence functions of period dividing Np
r, there exists
a primitive Dirichlet character ψ of conductor dividing Npr such that ψ˜(a) 6= 0.
Let us compare LN,M and L
⋆
N,M for any positive divisor M of N .
Lemma 7.3. For any arithmetic character χ on Zp,N we have
UDχ˜(LN,M) =
( ∏
l|Np, l∤M
l prime
(Ul − χ(l))
)
χ˜(L⋆N,M),
where D =
∏
l|Np, l∤M l.
Proof. Using (7.3), we have
Npr−1∑
j=1
(j,Np)=1
χ(j)U−rp ξr(j : M) =
∑
d|Np
(d,M)=1
d≥1
µ(d)
Npr/d−1∑
j=1
(j,M)=1
χ(dj)U−rp ξr(dj : M).
If µ(d) 6= 0 in the latter equation, then d divides D, and we have
UDξr(dj :M) = UD/d
d−1∑
k=0
ξr(j + kNp
r/d :M)
by (3.11). Let r be large enough that
χ(dj) ≡ χ(d)χ(j + kNpr/d) mod prON .
44
Since M | (Npr/d), we then have
UD
Npr−1∑
j=1
(j,Np)=1
χ(j)U−rp ξr(j :M) ≡
∑
d|Np
(d,M)=1
d≥1
µ(d)χ(d)UD/d
Npr−1∑
j=1
(j,M)=1
χ(j)U−rp ξr(j : M),
where the congruence is taken modulo prsr(H1(X
r
1(N), C
r
1(N);Zp))
ord. We obtain
UDχ˜(LN,M) =
( ∑
d|Np, (d,M)=1
d≥1
µ(d)χ(d)UD/d
)
χ˜(L⋆N,M)
in the limit. By an analogous equation to (7.5), the result follows.
For any χ on Z×p,N , let
hχ = (h⊗Zp ON)/(〈a〉 − χκ
−2ω−2(a) | a ∈ Z×p,N).
Then, for any h-module Z, set Zχ = Z ⊗h hχ, and let Pχ : Z → Zχ be the natural map.
Now, if α and χ are finite arithmetic characters on Zp,N and k, s ∈ Zp, then we define
Lp,M(ξ, α, k, χ, s) = Pακk(χ˜κs−1 (LN,M)) ∈ H1(N)ακk .
If s is a positive integer, then we set
L⋆p,M(ξ, α, k, χ, s) = Pακk(χ˜κ
s−1 (L⋆N,M)) ∈ H1(N)ακk .
It follows from (3.5) and (3.6) that L⋆p,M(ξ, α, k, χ, s) is zero if α is odd. Lemma 7.3 has
the following immediate corollary.
Corollary 7.4. Let α and χ be finite arithmetic characters on Zp,N , let k ∈ Zp, and let
s be a positive integer. Then we have
UDLp,M(ξ, α, k, χ, s) =
( ∏
l|Np, l∤M
l prime
(Ul − χκ
s−1(l))
)
L⋆p,M(ξ, α, k, χ, s),
with D as in Lemma 7.3.
Let us abbreviate the standard p-adic L-function Lp,1 by Lp. This has the following
functional equation:
Lemma 7.5. We have
Lp(ξ, α, k, χ, s) = −χ(−1)Lp(ξ, α, k, αχ
−1ω−2, k − s).
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Proof. We may assume that α is even. The result then follows directly from (3.3) and
(3.6), which yield the identity
Pακk(ξr(j : 1)) = −α
−1ω2κ−k+2(j)Pακk(ξr(−j
−1 : 1)) (7.7)
for j prime to Np. This in turn implies
Pακk
( Npr−1∑
j=1
(j,Np)=1
χκs−1(j)ξr(j : 1)
)
= −χ(−1)Pακk
( Npr−1∑
j=1
(j,Np)=1
χα−1ω2κs−k+1(j)ξr(j−1 : 1)
)
,
yielding the desired result in the inverse limit.
We also have the following.
Lemma 7.6. Let Q = N/M , and suppose that fαχ−1 | Q. Then
UDLp(ξ, α, k, χ, s) =
ϕ(Q)
ϕ(N)
UM
(∏
l|N
l∤Q
(Ul − αχ
−1ω−2κk−s−1(l))
)
Lp,M(ξ, α, k, χ, s)
for D =
∏
l|N, l∤Q l.
Proof. First, let us remark that, while αχ−1 is not a priori well-defined, we make it so by
considering it as a finite arithmetic character by taking the extension of its restriction
to Z×p,N of minimal period. We compute the latter L-value. Let us define
LQpN = lim←
Npr−1∑
j=1
(j,Qp)=1
U−rp ξr(j : 1)⊗ [j]r.
Just as in the proof of Lemma 7.3, we have
UDβ˜(LN) =
(∏
l|N
l∤Q
(Ul − β(l))
)
β˜(LQpN )
for any arithmetic character β on Zp,N . Hence, setting
LQpp (ξ, α, k, χ, s) = Pακk
(
χ˜κs−1(LQpN )
)
in general, we obtain
UDLp(ξ, α, k, αχ
−1ω−2, k − s)
=
(∏
l|N
l∤Q
(Ul − αχ
−1ω−2κk−s−1(l))
)
LQpp (ξ, α, k, αχ
−1ω−2, k − s). (7.8)
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Then, for r sufficiently large,
Npr−1∑
j=1
(j,Qp)=1
αχ−1ω−2κk−s−1(j)ξr(j : 1) ≡
Qpr−1∑
j=1
(j,Qp)=1
αχ−1ω−2κk−s−1(j)
M−1∑
k=0
ξr(j + kQp
r : 1)
= UM
Qpr−1∑
j=1
(j,Qp)=1
αχ−1ω−2κk−s−1(j)ξr(Mj : 1)
≡
ϕ(Q)
ϕ(N)
UM
Npr−1∑
j=1
(j,Np)=1
αχ−1ω−2κk−s−1(j)ξr(Mj : 1),
where the congruences are taken modulo prsr(H1(X
r
1(N), C
r
1(N);Zp))
ord and we have
used (3.11) in the second step. Since ξr(Mj : 1) = 〈j〉
−1ξr(M : j−1), we therefore have
LQpp (ξ, α, k, αχ
−1ω−2, k − s) = −χ(−1)
ϕ(Q)
ϕ(N)
UMLp,M(ξ, α, k, χ, s), (7.9)
as desired. The result now arises from (7.8) by applying Lemma 7.5 to its left-hand side
and plugging in the result of (7.9) on its right hand-side.
7.3 Cup products and special values
Let ψ and γ be finite even arithmetic characters on Zp,N , set θ = ωψγ, and assume
that p | B1,θ and θ is primitive when restricted to (Z/NpZ)
×. The pairing ( · , · )K,S of
Section 2 induces an ON -bilinear map
( · , · )
(ψ,γ)
K,S : C
ψ−1
K × U
γ−1
K → X
θ−1
K (1),
where one should note that the inverses of the characters in question are well-defined on
Z×p,N . Any element b ∈ C
ψ−1
K induces a homomorphism
πψb : XK ⊗Zp ON → ON (1)
factoring through XωψK . By [Sh, Lemma A.1], the map (Ψ
◦
K)
γ−1 takes its image in
(X◦K ⊗Zp X
−
K)
γ−1 ∼=
⊕
χ even
(χθ−1)∈ΣNp
(Xχθ
−1
K ⊗ON X
ωψχ−1
K ).
It follows from (2.5) that
(b, u)
(ψ,γ)
K,S = (1⊗ π
ψ
b )((Ψ
◦
K)
γ−1(u))
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for any u ∈ Uγ
−1
K .
Finally, for any positive divisor M of N , let
(L⋆N,M)
〈θ〉 ∈ (Y−N/IY
−
N )
〈θ〉(1)⊗Zp (Λ
⋆
N)
−
denote the image of L⋆N,M in this module. (In what follows, we will view χ˜((L
⋆
N,M)
〈θ〉)
for an arithmetic character χ on Zp,N as its image in (Y
−
N/IY
−
N)
〈θ〉 ⊗Rθ ON .)
Proposition 7.7. Conjecture 4.12 is equivalent to the statement that
Υωθ
−1
K ((η
ψ
M,t, ǫωψθ−1(1− ζ
M))
(ψ,θω−1ψ−1)
K,S ) = ψ˜κ
t−1((L⋆N,M)
〈θ〉)
for any positive integer M dividing N , finite even arithmetic character ψ on Zp,N , prim-
itive odd character θ on (Z/NpZ)× with p | B1,θ, and t ≥ 1.
Proof. For u ∈ Z[1
p
] and v ∈ Z prime to p with (u, v,N)Z[1
p
] = Z[1
p
], let ξ¯〈θ〉(u : v)
denote the projection of ξ¯(u : v) to (Y−N/IY
−
N)
〈θ〉. We have
Υωθ
−1
K ((η
ψ
M,r,t, ǫωψθ−1(1− ζ
M))
(ψ,θω−1ψ−1)
K,S ) =
Npr−1∑
i=1
(i,M)=1
ψκt−1(i)Υωθ
−1
K ((1− ζ
i
Npr , 1− ζ
M)K,S).
(7.10)
Using Conjecture 4.12, this becomes
Npr−1∑
i=1
(i,M)=1
ψκt−1(i)ξ¯〈θ〉(p−ri : M) = ψ˜κt−1
(
Npr−1∑
i=1
(i,M)=1
ξ¯〈θ〉(p−ri : M)⊗ [i]r
)
,
and the limit over r of the latter sum is (L⋆N,M)
〈θ〉 by its definition, noting (6.1).
As for the reverse implication, noting (7.10), we may apply Lemma 7.2 to obtain
Υωθ
−1
K ((1− ζ
i
Npr , 1− ζ
M)K,S) = ξ¯
〈θ〉(p−ri :M)
for all i not divisible by Npr and primitive odd characters θ on (Z/NpZ)×. Conjecture
4.12 follows immediately from this.
For any character χ on Z×p,N and Zp-algebra O containing the values of χ, let O(χ)
be O as an O-module, endowed with a χ-action of the Galois group Z×p,N . For any
ΛN ⊗Zp O-module A, let A(χ) = A⊗O O(χ). Alternatively, if A is a ΛN -module, we set
A′(χ) = A⊗Zp ON (χ). For notational convenience, we set
H icts(GQ,S,ON(χ)) = H
i
cts(GQ,S, R(χ))⊗R ON ,
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for i ≥ 0, where R is the Zp-algebra generated by the values of χ. Let k and t be
elements of Zp. As in Lemma 5.1, corestriction provides an isomorphism
(X ′K(κ
k−1θ))Gal(K/Q)
∼
−→ H2cts(GQ,S,ON(κ
kωθ)).
It also provides a homomorphism
(U ′K(κ
k−t−1γ))Gal(K/Q) → H
1
cts(GQ,S,ON (κ
k−tωγ))
under which 1− ζ is mapped to αγk−t. We have a cup product map
H1cts(GQ,S,ON(κ
tωψ))⊗ON H
1
cts(GQ,S,ON (κ
k−tωγ))
∪
−→ H2cts(GQ,S,ON (κ
kωθ)).
Define h∗χ and P
∗
χ analogously to hχ and Pχ using the adjoint diamond operators. We
then let Iχ denote the image of I in (h
∗
χ)m and set Yχ = P
∗
χ(YN). We let L
⋆
p,M(ξ, α, k, χ, s)
denote the image of L⋆p,M(ξ, α, k, χ, s) in Yακk/IακkYακk for any allowable α, χ, k, and s,
and similarly for Lp,M and Lp.
Note that ΥK induces a homomorphism
νκkωθ : H
2
cts(GQ,S,ON(κ
kωθ))→ (Y −
κkωθ
/IκkωθY
−
κkωθ
)(κk−1θ),
and recall the definitions of the limits of S-units ηψM,t and α
Q,ψ
t from (7.1). We make the
following conjecture.
Conjecture 7.8. Let M be a positive integer dividing N , and let ψ and γ be finite even
arithmetic characters on Zp,N . Set θ = ωψγ, suppose that p | B1,θ and θ|(Z/NpZ)× is
primitive, and let k ∈ Zp and t ≥ 1. Then, we have
νκkωθ(η
ψ
M,t ∪ α
N/M,γ
k−t ) = L
⋆
p,M(ξ, ωθ, k, ψ, t).
One sees easily that ηψM,t ∪ α
N/M,γ
k−t is the image of (η
ψ
M,t, ǫγ−1(1 − ζ
M))(ψ,γ) under
corestriction. Therefore, Proposition 7.7 implies the following:
Proposition 7.9. Conjecture 4.12 is equivalent to Conjecture 7.8.
In terms of standard p-adic L-values, we have the following possibly weaker conjec-
ture.
Conjecture 7.10. Let θ and ψ be finite arithmetic characters on Zp,N with θ odd and ψ
even, suppose that p | B1,θ and θ|(Z/NpZ)× is primitive, and let k, t ∈ Zp. Then we have
νκkωθ(α
ψ
t ∪ α
θψ−1ω−1
k−t ) = Lp(ξ, ωθ, k, ψ, t).
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Proposition 7.11. Conjecture 7.8 for M = 1 implies Conjecture 7.10, and the converse
implication holds if Y−N/IY
−
N is p-torsion free.
Proof. We will prove slightly more than what is claimed. Suppose first that t ≥ 1. Pick
M such that fγ | (N/M), e.g., M = 1. By Lemma 7.1, we have that α
ψ
t ∪ α
γ
k−t equals
ϕ(N/M)
ϕ(N)
(∏
l|Np
l∤M
(1− ψκt−1(l))
)( ∏
l|N
l∤N/M
(1− γκk−t−1(l))
)
(ηψM,t ∪ α
N/M,γ
k−t ).
On the other hand, by Corollary 7.4 and Lemma 7.6, we have that Lp(ξ, ωθ, k, ψ, t)
equals
ϕ(N/M)
ϕ(N)
(∏
l|Np
l∤M
(1− ψκt−1(l))
)( ∏
l|N
l∤N/M
(1− γκk−t−1(l))
)
L⋆p,M(ξ, ωθ, k, ψ, t).
Conjecture 7.8 then immediately implies Conjecture 7.10 for t ≥ 1. The general case
then follows by taking limits using a sequence of positive integers converging to t, since
αψt , α
γ
k−t, and Lp(ξ, ωθ, k, ψ, t) vary continuously with t.
Conversely, suppose that 1−γ(l) lies in O×N for all l | N with l ∤ (N/M). This occurs,
of course, whenever M = 1. Conjecture 7.10 then implies that
νκkωθ(α
ψ
t ∪ α
N/M,γ
k−t ) = Lp,M(ξ, ωθ, k, ψ, t)
for all k ∈ Zp and t ≥ 1 (again by Lemmas 7.1 and 7.6), and hence that
Υωθ
−1
K ((α
ψ
t , ǫγ−1(1− ζ
M))
(ψ,γ)
K,S ) = γ˜κ
t−1((LN,M)〈θ〉).
Next, note that
(αψt , ǫγ−1(1− ζ
M))
(ψ,γ)
K,S =
(∏
l|Np
l∤M
(1− ψκt−1(l))
)
(ηψM,t, ǫγ−1(1− ζ
M))
(ψ,γ)
K,S ,
and
ψ˜κt−1(LN,M) =
(∏
l|Np
l∤M
(1− ψκt−1(l))
)
ψ˜κt−1(L⋆N,M).
We have that ψκt−1(l) 6= 1 for t ≥ 2 and l | Np, since κt−1(l) is in this case a nontrivial
element of 1 + pZp and ψ(l) is either 0 or a root of unity in ON . Since X
θ−1
K and, by
assumption, (Y−N/IY
−
N)
〈θ〉 contain no p-torsion, it follows that
Υθ
−1
K ((η
ψ
M,t, ǫγ−1(1− ζ
M))
(ψ,γ)
K,S ) = ψ˜κ
t−1((L⋆N,M)
〈θ〉)
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for all t ≥ 2. Conjecture 7.8 for our our particular M , ψ and γ then follows for t = 1 as
well by Lemma 7.2.
Remark. If p ∤ B1,θ−1 for a given θ with p | B1,θ, then Proposition 4.10 implies that
(Y−N/IY
−
N)
〈θ〉 is p-torsion free. As in the remark at the end of Section 5.3, our conjectures
imply that Y−N/IY
−
N is isomorphic to X
◦
K , so we expect it to be p-torsion free in general.
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