We perform three-dimensional numerical simulation of rock fracturing under uniaxial compression by extending the discrete element method (DEM). Rock sample is modeled as an assemblage of about four thousand spheres having the same radius. Each element satisfies equations of motion for both translation and rotation. In extension of the DEM, we assume cohesion between elements and constrained rotation of the elements; these assumptions are required to treat the continuum by the DEM. We study two cases of uniaxial compression tests: A homogeneous sample having an equal cohesion force between elements and heterogeneous sample having weak parts of cohesion in one percent of the total number of the bonds of elements. We present the detail of fracturing process of model rock samples and obtain stress-strain curve for each case. The homogeneous sample shows a cone-shaped fault system, whereas the heterogeneous sample shows complex fault system consisting of major and sub faults. We find that the inner stress and rotation of elements show the negative correlation during fracturing process. The results are in good agreement with both experimental and theoretical results.
Introduction
Earth and the other terrestrial planets mainly consist of rocks. Physical properties, elastic-plastic deformations and fracturing, of rocks provide a clue to understand the formation and evolution of the planets. Fracturing of rock is considered to be one of the most important processes for planetary dynamics and related to earthquake, orogeny, plate motion, and so forth. Numerous theoretical studies in the view of dislocation, linear-elastic fracture mechanics (e.g., Knott, 1973; Weertman, 1996) and laboratory experiments (e.g., Vutukuri et al., 1974; Paterson, 1978) have been reported fracturing behavior of rocks under stress. To the contrary, fracturing mechanisms of the rocks have not yet been well clarified by either experimental or theoretical studies for the following characteristics of the fracturing process: (1) irreversible, nonlinear, and nonequilibrium; (2) various spatial scales; (3) complex effect of inhomogeneity within the medium (e.g., Scholz, 1990) .
Recent remarkable development in computer technology provides methods for studying rock fracturing by numerical simulation, which can inherently control the entire mechanical properties. Numerical simulations for continuum medium theory enable to predict locations of fracture (i.e., macroscopic approach). However, their demerit is the difficulty in solving the discontinuities such as faults requiring the utilization of complex functions (e.g., Bird and Kong, 1994; Wu et al., 1998) . At a microscopic level, for example, Copy right c The Society of Geomagnetism and Earth, Planetary and Space Sciences (SGEPSS); The Seismological Society of Japan; The Volcanological Society of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sciences.
by molecular dynamics (MD), such problem may be completely solved in principle (e.g., Holland and Marder, 1998) , though a huge amount of computer resources is needed for this approach.
As one of the mesoscopic approaches, the discrete (distinct) element method (DEM) was developed by Cundall and Strack (1979) . The fundamental concept of this method is simple: An object is considered to consist of elements, a discrete unit of material, and the equation of motion for each element is solved. The DEM has been employed in the analyses of geological structures, the movement of soil, and others (Donzé et al., 1994; Iwashita and Oda, 1998; Mora and Place, 1998; Place and Mora, 1999) to show good agreements with observations and experimental results. Most of those simulations are, however, required to introduce complex mathematics due to the nature of elements or mechanisms of phenomena (Iwashita and Oda, 1998; Mora and Place, 1998; Place and Mora, 1999) , furthermore are done under two-dimensional condition.
In this study, we extend the DEM under three-dimensional condition in order to model the fracturing processes of rock sample under uniaxial stress. The main advantage of numerical simulation is to observe the details of fracturing zone during rock deformation, which cannot be realized in laboratory experiments. On the basis of numerical simulation, we investigate the effect of weak part inside the rock on fracturing. Evolution of cracks and stress-strain relationship are also studied. 
Numerical Method
The DEM has been in fact used for studies of discontinuum media, such as granular soils (Cundall and Strack, 1979) , i.e., a sand corresponds to an element. In order to consider the deformation and fracturing of rock, however, the DEM must be modified to be applicable for both continuum and discontinuum media. We assume presence and absence of cohesion force between neighboring elements respectively for continuum and discontinuum. The evolutions of cracks and faults are interpreted as the movement of a number of elements, if the rock is modeled as an assemblage of many elements. The outline of the DEM and our modification are described below.
Visco-elastic spherical elements with a radius, r 0 , mass, m 0 , and moment of inertia, I 0 (r 0 , m 0 and I 0 are constants) under consideration are assumed to be Voigt-Kelvin material. Thus, each element satisfies the following equations of motion;
where the subscript i refers to the i-th element; the number of dots stands for the order of differentiation with respect to time; F i and M i are, respectively, sum of the contact forces and the moment of the force acting on the i-th element from the neighboring elements; A i and B i are the contact damping coefficients; u i is the position, and φ φ φ i is the rotation angle of the element i. Symbols used in this paper are summarized in Table 1 . The second and third terms in Eq.
(1) represent the viscous and the elastic or frictional forces, respectively. The solution given by numerical time integration provides the position and rotation angle of the element. When elements i and j are connected or contacted, the increase in the interaction forces between the elements i and j during time t − t and t is calculated by the relative displacements between each other (Fig. 1 ). The normal ( n (i j) ) and shear ( s (i j) ) components of the relative displacements may be given by
where
The relative rotation between the elements i and j during t, θ (i j) , is written by
Using the equations above, the increases of the elastic force on the element i from the element j is expressed by
r 0
schematic concerning displacements of elements. Dashed and solid circles indicate the elements at t = t − t and t = t, respectively. The positions of the center of elements i and j at t = t− t are u i (t− t)
and u j (t − t), and those at t = t are u i (t) and u j (t), respectively. Each element rotates the angle φ φ φ i and φ φ φ j during t.
where the subscripts n, s and r refer to normal, tangential and rotational directions, respectively, k n , k s and k r are the elastic constants. In this study, we assume k n = k s and k r = 2r 0 k s (constant). Provided that elements are connected to each other, no rotation occurs ( θ (i j) = 0). Thus, the normal and tangential forces at t are given by
The failure of each connection is assumed to be determined by the Coulomb-Mohr's criterion given by
where f s (i j) and f n (i j) is the absolute values of f s (i j) and f n (i j) (compression; positive and extension; negative), respectively; c is the cohesion, and µ is the coefficient of friction. Once Eq. (12) is satisfied, the connection between the elements i and j is lost and will never be recovered. When detached elements come into contact, a frictional force is also taken into account. The frictional force appears only when the predicted contact forces, without friction, calculated by Eqs. (10) and (11) satisfy the following inequality,
Then, the elements are slipped and the virtual tangential force is restricted to
Otherwise f s (i j) remains to be equal to that in Eq. (11). In our work, the linear viscous terms are present, only if there is any interaction among the elements. The viscous terms represent the resistance force against displacement, making the simulation less microscopic and closer to quasistatic process, which is appropriate for tectonic modeling. The dynamic viscosities are assumed as
When h x is unity, critical damping takes place. (b) Fig. 3(b) . Configuration of elements (left) and cracks (right) for case B after the fracturing (e = 0.00500).
The total elastic or frictional force and the total moment acting on i-th element are respectively
and the viscous terms are given by
Above calculations are performed for each element in turn. The Verlet algorithm (Tuckerman et al., 1992 ) is used for time integration in Eq. (1). The time step, t, is set to be less than 2 √ m 0 /k s , to prevent generation of shock wave.
Model
Before applying our code to complex geological structure, uniaxial compression of rock is simulated in this study. The uniaxial compression experiment is one of the basic tests of rock deformation and fracture (Paterson, 1978 ) and the numerical simulation should be compared with the experimental results. Parameters and physical properties used in this study are listed in Table 2 .
Two cases (cases A and B) are studied. In both cases the model rock consists of about four thousands spherical elements (Fig. 2) . The shape of model rock sample is a rectangular parallelepiped with an aspect ratio of 1:1:2.5, in which the elements are configured with face-centered cubic (fcc). For the convenience of description, we set the x-, y-, and zaxes parallel to edges of the sample, as shown in Fig. 2 . We assume that the neighboring elements are initially connected and all the elements have zero rotational angle (φ φ φ i = 0).
When compressing the rock, the walls are set on both top and bottom surfaces of model rock sample and the coefficient of friction of the walls is the same for that of the element. The side surfaces are stress-free. In case B, to avoid the fracture due to the symmetry of the fcc configuration of elements, the cohesion, c, of random selected connections of elements (one percent of the total connections) are reduced by a factor of 0-1, whereas homogeneous cohesion is used for case A. The model rocks are pressed with a constant strain rate (10 −3 s −1 ), by moving both upper and lower walls along the z-axis. The compression starts at t = 0 s; at this time, the vertical axial strain is zero (e = 0). Calculations are continued until e = 0.010 (t = 10 s); the time when the fracture process has finished. 
Results and Discussion

Fracturing process
Figures 3(a) and (b) show the configuration of elements after fracture for case A (e = 0.00575; t = 5.75 s) and for case B (e = 0.00500; t = 5.00 s), respectively. The dislocated units consisting of more than four connected elements are shown by different color tones (left) and the disconnection lines (right); the disconnection lines tie between the centers of the two elements in disconnection. The disconnection line may be interpreted as cracking or microfailure. The fracture zone, that is, the zone where the distribution of the disconnection lines is dense, appears cone-shaped for the case A and oblique for the case B. Note that downward dropping of fragments is not observed because of zero gravity assumed.
Evolution of disconnection lines is shown as a function of time in Figs. 4(a) and (b) for cases A and B, respectively. For case A, cracking begins at the edges of both the upper and lower corners and propagates toward the center of the rock sample. This process occurs within a short time (<0.05 s) and the corresponding strain, e, is 0.00571-0.00575. For case B, although the failure first occurs at the connections where the cohesion is reduced, the major fracturing initiates at a corner, propagates toward the central part, and results in the coalescences of cracks. As shown in Figs. 3(a) and 4(a), in the homogeneous sample (case A), the fracture zone becomes cone-shaped which is consistent with the theoretically predicted weak zone of rocks (Bordia, 1971) . In contrast to the case A, a complex system of fracturing surface consisting of major faults and sub faults appears in the heterogeneous sample (case B; Figs. 3(b) and 4(b) ). Both patterns of fracturing surfaces are observed in laboratory experiments (Lama, 1966; Paterson, 1978) , suggesting that the fracture pattern is controlled by the distribution of strength inside the rock.
Stress distribution
The pattern of fracturing surfaces has been considered to be determined by the distribution of microfailure and localization of stress concentration around cracks (Paterson, 1978) . Stress distribution inside the rock are shown in Figs in proportion to the strain (e < 0.00300), indicating elastic deformation. However, the stress concentrates gradually on the edges of model rock sample, especially the corners (e ∼ 0.00498). As we assume the friction on the top and bottom surfaces, radial compression stresses develop from near surfaces of both sides in a similar way to deformation experiments (Vutukuri et al., 1974) . When the cracking occurs, the spheres first disappear, i.e., lose the connection, at the corners, and then, the release of normal stress propagates to inside of the rock (e ∼ 0.00540-0.00581), with simultaneous propagation of cracking, that is, fracturing. Areas of stress accumulation are almost coincident with the areas of stress concentration predicted by the Griffith theory (Hawkes and Mellor, 1970) . After the instantaneous crack propagation, the stress is almost completely mitigated (e ∼ 0.00590). For case B, the inner stress increases inside the rock similar to that in case A until e ∼ 0.00300. After e ∼ 0.00490, the stress concentrates in some parts of the rock sample. However, fracturing occurs from the surface and propagates into the inner part of the sample. The stress accumulation is found near the fracturing surface after fracture, at least till e ∼ 0.00600.
Figures 6(a) and (b) illustrate the increment of the rotation angle of elements. The size of spheres is proportional to the rotation angle around the x-axis and the colors indicate the direction (clockwise; light gray and counterclockwise; dark gray). Elements rotate largely near the corner and adjoining elements rotate in the opposite direction each other. The rotation of elements tends to be larger on the fracturing surfaces, especially for case B (Fig. 6(b) ). The largest rotation angle becomes 20-30 degrees during stress drop. After breaking connections, the elements are allowed to rotate freely and a part of elastic energy may be transferred into rotation energy of elements. These free rotatable elements may correspond to the gouge and their rotation results in movement of the rock units, i.e., faulting, accompanying the fracture, smoother (Scott, 1996) . Figures 7(a) and (b) show the relationship between normal ( f n ) and tangential ( f s ) forces (proportional to stresses) between elements. Coulomb-Mohr's failure criterion (Eq. (12) ) is also shown by broken lines. Before fracturing, both the normal and shear stresses concentrate on narrow range for both cases. As the fracturing proceeds, the stress values become dispersed. After that, the stresses of both components decrease with time. After cracking, since the stress is controlled by the friction between elements (Eq. (14)), a lin- ear relationship between f n and f s can be seen. This trend is weak for case A compared with case B. This can be explained by the fact that the flat fracturing surface in case B is smoother than the cone-shaped fracturing surface in case A in this condition (see, Fig. 4(b) ). The result of case A suggests that the roughness of fracturing surface may act as fault asperity (Scholz, 1990) and may cause concentration of normal stress after fracturing (see, also Fig. 5(a) ). Figure 8 shows the relationship between axial strain and stress for cases A and B. All compression axes are in the vertical direction at the ends of model rock sample. The axial stress is calculated from dividing the summation of the force of each element by the upper surface area. A stress drop occurs at e ∼ 0.00572 for case A and e ∼ 0.00492 for case B. The stress-strain curves show abrupt transitions from the elastic regime to the brittle regime during the fracturing process, which is generally observed in the short term uniaxial compression tests in the laboratory (e.g., Wawersik and Brace, 1971 ). The peak stresses, which indicate the strength of whole rock, are an order of 100 kPa for both cases. Young's moduli of rocks forming the crust and upper mantle (∼ 10 9 ∼ 10 10 kg m −1 s −2 ) are 100-1000 times larger than that used in this study (∼10 7 kg m −1 s −2 ). Thus, the peak stresses in our results (∼10 5 Pa) would be about 1/1000 of those for natural rocks (∼10 8 Pa) (Wawersik and Brace, 1971) . The strength in case B is about ten percents smaller than that in case A, although the averaged cohesion force per connection in case B is 0.5 percent smaller than that in case A. This result implies that the macroscopic fractures are determined by the interference and linkage of cracks generated at the weak part.
Stress-strain relationship
Concluding Remarks
In this study, rock fracturing is modeled on basis of the discrete element method, in which rock is assumed as an assemblage of spherical discrete elements obeying Newton's equations of motion of both translation and rotation. Cohesion force is newly considered between connected elements for treatment of continuum-discontinuum media. This method is useful to describe the fracturing due to the inherent discretization of model and can also treat the elastic bodies.
Numerical experiments of uniaxial compression of rocks using our model to study the brittle behavior show some interesting features. The cracking initiates at the edge(s) of rock sample and propagates inside. The surfaces of the fracture are cone-shaped for the rock with initially symmetric fcc configuration (case A), and oblique if connections between the elements are randomly reduced (case B). The latter case, especially, shows the remarkable localization of deformation along the shear zone. The stress distribution inside the rock and the rotation of elements are also demonstrated. The existence of defective connections yields the localization of the stress. Negative correlation between the inner stress and rotation of elements is found. The stress-strain curves also show a good agreement with those observed in experimental uniaxial compression tests (e.g., Wawersik and Brace, 1971) . After the instantaneous crack propagation, the stress inside the rock is almost completely mitigated by the fracturing. The results in our model is also consistent with theoretical works of the rock fracture (e.g., Hawkes and Mellor, 1970; Bordia, 1971) . The patterns of the surface of the fracture show an agreement with those observed in the laboratory experiments (e.g., Lama, 1966; Vutukuri et al., 1974; Paterson, 1978) , though their feature changes by introducing only one percent weak connections inside the rock. This results suggest that the fracture pattern is controlled by the heterogeneity of strength within rock.
In the present model, number of elements is at least ∼4 × 10 3 and the Young's modulus is smaller than those of the natural rocks by the limitation of computer facilities. As the movements of elements given by uniaxial compression (∼10 −3 m s −1 ) are much smaller compared to the propagation velocity of cracks, the qualitative results including fracture pattern would be valid to the natural rocks. However, the use of the parameters comparable to the natural rocks and increase in the number of elements will be necessary for further quantitative investigation. Besides, we may need to adopt the variation of the radii of elements for smoothing the surface of fracture. Thermal effects should be also incorporated, if the scheme is applied to larger scale simulations such as the tectonic models.
