Abstract Library software is generally believed to be well-structured and follows certain design guidelines due to the need of continuous evolution and stability of the respective APIs. We perform an empirical study to investigate whether the design of open-source library software is actually superior to that of application software. By analyzing certain design principles and heuristics that are considered important for API design, we extract a set of software metrics that are expected to reflect the improved nature of libraries. An initial comparison by conventional statistical analysis confirms the overall belief that products of different software size scale should not be compared by simply examining metric values in isolation. In this paper, we propose the use of Data Envelopment Analysis (DEA), borrowed from production economics, as a means of measuring and benchmarking the quality of different object-oriented software designs captured by software metrics and apply this approach to the comparison of library and application software. The advantages offered by DEA and the differences between the application of DEA in an economic and a technological context are discussed. Results of the approach are presented for 44 opensource projects, equally divided between libraries and applications.
should not be examined individually since the overall picture is provided by a number of complementary measures (Arisholm and Sjøberg 2004) . As a result, when the goal is to assess and moreover to compare software products, metrics should be combined to allow valid interpretation.
All stakeholders of the software development process are interested in identifying the best software projects and measuring the performance or quality of other projects against an observed best practice frontier. However, a comparison focusing on a single metric in isolation each time entails two significant risks that threaten the validity of the analysis. Both risks are well known to any software practitioner employing software metrics for quality assurance: (a) If metrics accurately capture design properties of a software system, the overall quality is reflected by the complete set of the selected metrics, not by each one of them. In other words, the fact that a software system exhibits a superior design does not necessarily imply that it excels in all quantitative measures. (b) To compare independent metric values from software projects of completely different scales in terms of delivered functionality and behavior is like comparing apples and oranges. As an example, it would be controversial to claim that an extremely poor system in terms of functionality is better than a significantly larger one, simply because it has lower cyclomatic complexity or lower coupling.
Similar problems are encountered in economics where researchers also aim at benchmarking different companies that have varying size characteristics and whose efficiency is a non-linear function of a number of inputs and outputs. In a financial context, obviously one cannot claim that a company A is more efficient than a company B, simply because its profit is larger. It might be the case, that the larger profit of A is achieved at the cost of ten times the amount of investment. For a single input/output process, efficiency could be calculated as the ratio of output over input. However, quantifying efficiency is not as trivial when there is a non-linear relationship between inputs and outputs, and the factors affecting performance are numerous.
In this paper, we propose an alternative approach for benchmarking object-oriented software by treating the software design process as a business unit or production process (von Mayrhauser et al. 2000) . In the same way that a company is interested in maximizing output (such as profit), for a given input (such as raw materials or investment), a software designer is interested in maximizing certain metrics (or in some cases minimizing others) for a given functionality to be implemented. Since the complex interactions of software production process components do not allow the analytic specification of the production function relating outputs and inputs of the software design process (von Mayrhauser et al. 2000) , the proposed approach is based on Data Envelopment Analysis (Charnes et al. 1978) , which involves the use of linear programming methods to measure the performance of so-called Decision Making Units (DMUs). DEA is suitable for benchmarking companies or in our case software products, because in contrast to other approaches, such as multivariate regression, that identify a theoretical baseline for comparison, DEA constructs an actual best practice frontier. In the context of software design, comparing against a theoretical and possibly not feasible design is less useful to the stakeholders of the software development process, who prefer to know about existing products that are well-designed and employ best practices. Moreover, DEA enables the comparison of systems that have varying size in terms of functionality and state, in contrast to conventional approaches based on independent metric assessment, which are only meaningful when systems with the same or similar size are compared.
As a case study for investigating the suitability of DEA as a means to compare software systems, this paper attempts to compare and benchmark open-source library and application software. In particular, we investigate whether actual open-source libraries exhibit improved design properties, as captured by appropriate metrics, compared to opensource application software. The selected metrics have been chosen by analyzing certain design principles that are believed to be important in API design. The corresponding metrics are the outputs of the software design process assuming that the designer's goal is to maximize their values (such as the abstraction level). As inputs to the design process, we consider the amount of functionality to be implemented and the size of system state captured by the number of concrete methods and the number of attributes, respectively. These inputs have been selected in analogy to a number of previous approaches that treat the design process as an optimization problem (see Sect. 5.1). In these design optimization problems, the goal is to minimize (maximize) certain functions such as coupling (cohesion). The independent variables are the behavior of the system (represented by its methods) and its state (represented by class attributes) (Bowman et al. 2007 ).
The proposed approach has been applied to 22 open-source applications and 22 opensource libraries. The results from DEA enable us to classify the analyzed designs based on their overall efficiency and to identify which aspects should be improved and to what extent. Although the approach is limited to a small set of metrics, the experience from using DEA in order to benchmark object-oriented designs seems promising.
The rest of the paper is organized as follows: sect. 2 discusses a set of design principles and the reasons they are important in API design and lists the corresponding metrics. Section 3 presents the results of an initial statistical analysis. A brief overview of DEA and the differences between the application of DEA in an economic and a technological context are provided in Sect. 4. The input variables to DEA, as well as the data for the projects under investigation, are presented in Sect. 5. The results of the application of normal and system differentiated DEA are given and discussed in Sect. 6, while Sect. 7 summarizes the major threats to validity. Related work is presented in Sect. 8. Finally, we conclude in Sect. 9.
Design principles and corresponding metrics
The software engineering literature has systematically recorded a number of design principles that should be followed when developing object-oriented systems (Martin 2003) or design heuristics that should not be violated when taking design decisions (Riel 1996) . Designing a shared library is considered a far more complicated task than building in-house, closed application software (Tulach 2008) . The reasons are mainly the number of clients depending on that piece of software implying backward compatibility and the need for constant evolution in a way that does not disturb clients. These requirements impose a stricter design style making the conformance to design rules even more important. That is, at least, what most programmers think of library software that is accessible through a welldefined Application Programming Interface (API). DEA is proposed in this paper to test the hypothesis that library software follows certain design principles to a larger extent than application software.
Since the selection and definition of suitable measures depends strongly on specifying clearly a measurement goal, we formulate the goal of this study according to the GoalQuestion-Metric paradigm by Basili et al. (1994) :
Analyze software designs for the purpose of evaluating their conformance with respect to generic API design guidelines Software Qual J (2011) 19:553-578 555 from the perspective of the researchers and developers in the context of 44 open-source software systems. Table 1 presents a number of design principles or design heuristics (first column) along with the reason for believing that the corresponding rule is important in API design (second column). The third column presents a quantitative measure that is strongly or loosely related to the corresponding design principle or heuristic along with a brief explanation.
Obviously, these are not all of the design principles and heuristics related to API design, which is a broad field by itself. Other properties that could be quantified and included in a study of API design quality could be the use of consistent parameter ordering across methods or cautious overloading. A thorough summary of good practices for API design can be found in (Bloch 2006 ). However, it should be borne in mind that the discrimination power of a DEA model (as the one that will be presented next) improves as the number of outputs becomes lower. In other words, a model that would incorporate additional metrics as outputs would not achieve a sharp discrimination among the examined projects.
The selected set of rules and metrics should be regarded as a representative sample to exemplify the use of DEA for benchmarking software systems with a focus on APIs. Emphasis is given in the approach rather than the input/output data values. As an example, it could be the case that one of the projects exhibits a low usage of the final keyword due to a specific design decision. Obviously, such a decision cannot be revealed by analyzing numbers and characterizing the corresponding project, after the application of DEA, as not efficient, might not be fair. Although the study of the reasons that cause a project to deviate from the advisable levels is beyond the scope of our work, the results of DEA might be a good starting point to perform thorough analysis on particular cases.
Statistical comparison
The conventional approach in comparing library and application software by means of metrics would be to treat each kind of software as a different group of data and employ statistical analysis in order to compare these groups for significant differences. Since for each of the selected metrics we have a one scale, numeric dependent variable that follows a normal distribution, divided into two unrelated groups, the primary test of choice is an independent sample t-test . For the data set shown in Sect. 5, the corresponding t-test statistic results are summarized in Table 2 . The first column indicates the corresponding metric, the second column the 2-tailed significance value, and the third column the mean difference between the two groups (for the cases where the significance value is lower than 0.05). The hypothesis being tested can be stated as :
where l Library and l Application is the mean of the corresponding dependent variable for libraries and applications respectively.
As it can be observed, for two of the selected metrics the significance level does not allow us to draw any conclusions, regarding the superiority of library or application software as reflected by the metric values. For the metrics where the significance is lower than 0.05, the fact that the abstraction level and percentage of final fields are higher for APIs and that coupling (MPC) is lower for APIs agrees with our initial belief concerning API design practices. Put in another way, clients (and especially API clients), should code against interfaces, not implementations (Gamma et al. 1995) . The stability of interfaces limits the amount of changes that can be propagated to clients causing maintainability problems.
Conformance to the corresponding principle is expected to be (at least partially) reflected on the system's level of abstraction, that is the number of abstract classes and interfaces over the total number of classes.
Metric:
Abstraction level = Loose coupling is known to reduce effort and the probability of introducing faults when performing adaptive maintenance and as such it is extremely important to minimize coupling in APIs which by definition undergo adaptive maintenance frequently. Moreover, API designers should strive to minimize accessibility to allow modules to be used, understood, built, tested, and debugged independently (Bloch 2006 ). According to (Tulach 2008) , ''Do Not Expose More Than
You Want'', in order to allow future evolution of the API.
A direct consequence of minimized accessibility (which maximizes information hiding) is reduced system coupling.
Conformance to this heuristic is expected to be reflected by lower coupling metric values. Metric: MPC Message passing coupling refers to the number of messages (method invocations) passing from one class to all those with which it is connected (Li and Henry 1993) . Among the import coupling metrics that consider method-method interactions, MPC evaluates coupling employing the total number of method invocations, while the others measure the number of distinct methods invoked. This coupling metric captures both the frequency of connections between classes, as well as the type of dependencies (Briand et al. 1999) . The metric value for a class is the sum of MPC for all methods while the system's metric value is calculated as the average over all classes.
Principle of least privilege Modules should only be given access to the resources and information which are necessary for their purpose.
related to Information hiding, encapsulation (Parnas 1972) and also related to Design by contract (Meyer 2000) Design by contract is a programming methodology that guarantees robust software by declaring formal and verifiable specifications for each component.
Field invariance conforms to the principle of least privilege and can greatly aid in ensuring that objects are in a consistent state. API designs should minimize mutability by making objects immutable (Tulach 2008 ). Classes and members should be immutable offering the advantages of simplicity, testability, thread-safety and reusability (Bloch 2008) . Immutable classes have the inherent property of being safe for simultaneous access from multiple threads. Moreover, when using immutable classes it is easier to build a mental model of the system since there is no associated effort to think about how instances will behave at runtime (immutable fields can only be in a single state).
The first step to design immutable classes is to ensure that all fields in the class are declared final (Tulach 2008) .
Since immutability can be easily enforced by declaring fields as final, the corresponding metric quantifies the extent by which final is employed in the declaration of fields:
Percentage of final fields
Even if comparison by statistical analysis was flawless and not subject to any threat to validity, the results indicate that safe and clear conclusions cannot be drawn. Moreover, even if metrics are normalized over some global system measure (e.g. averaged over all classes), they neglect the fact that some of the systems are significantly larger in terms of functionality compared to others. The system's size and relevant complexity obviously affects all design decisions in unknown ways and cannot be neglected when comparing software systems of unequal dimensions. Comparing and especially benchmarking software systems neglecting their size is similar to comparing the structural quality of a skyscraper and a one-story building simply by measuring the steel fibers per cubic meter of concrete.
Data Envelopment Analysis
Data Envelopment Analysis, initially proposed by Charnes, Cooper and Rhodes (Charnes et al. 1978 ) is a non-parametric approach that can be used to measure the performance of a number of Decision Making Units. Performance evaluation is achieved by constructing a discrete piecewise frontier over the data and by calculating a maximal performance measure for each DMU in relation to all the other DMUs. Let us consider the simplified case of DMUs having a single input and output. Their efficiency can be calculated as the ratio of output over input. In Fig. 1 , a number of sampled DMUs are represented by the 
Input
Output R e g r e s s io n L in e E f f ic ie n t F r o n t ie r DMU with largest output/input corresponding dots, and the slope of the line from the origin through each dot represents the efficiency of each DMU. The line corresponding to the most efficient DMU defines the so-called efficient frontier. This frontier envelops all other DMUs (Cooper et al. 2007) whose efficiency is obtained by their distance to this line. On the contrary, a conventional statistical regression approach identifies a central tendency for the selected DMUs ( Fig. 1) . DMUs in this case are compared to this theoretical baseline rather than to the best performing peer. This signifies the most important difference between DEA and regression approaches. Figure 1 also illustrates the second benefit from employing DEA. An inefficient DMU can be made efficient in several ways (for a multi input-output model). For example, the DMU represented by dot A can be made efficient either by increasing its output or by decreasing its input. Both actions can move the DMU closer to the efficient frontier.
The relative efficiency of any DMU is obtained as the ratio of a weighted sum of m outputs to a weighted sum of n inputs. Weights are selected in a manner that the efficiency measure of each DMU is maximized, subject to the constraint that no DMU can have a relative efficiency score greater than unity (Cooper et al. 2007 ): This can be formulated for a given DMU (e.g. DMU 1) as:
where u is an m 9 1 vector of output weights, v is an n 9 1 vector of input weights, y i is an m 9 1 vector of output values of DMU i, x i is an n 9 1 vector of input values of DMU i, and k the number of DMUs. Usually the above fractional problem is transformed into a linear programming problem (multiplier form) by equating the denominator of the efficiency ratio of the DMU under study to unity. Then, by using the equivalent dual model, the DEA problem takes the following envelopment form:
where h is the efficiency score of DMU 1 (0 \ h B 1), k is a k 9 1 vector of constants, Y is the m 9 k output matrix, X is the n 9 k input matrix.
The above model is the so-called CCR model (CCR stands for the initials of the authors who proposed the model), which assumes constant returns to scale. A production function is said to exhibit constant returns to scale (CRS) if a proportionate increase in all inputs results in the same proportionate increase in output (Coelli et al. 2005) . The assumption of constant returns to scale is only appropriate when all DMUs operate at an optimal scale and there is a proportional relationship between inputs and outputs. If this is not a valid assumption, as occurs in our study, the CCR model should be extended to account for variable returns to scale. The most representative model, which has been proposed so far for variable returns to scale, is the BCC model (Banker et al. 1984 ) (BCC also stands for the initials of the authors). This model has been employed in our study.
In summary, the main advantages of DEA over other approaches are:
• DEA can handle multiple inputs and outputs.
• Inputs and outputs can have varying measurement scales.
• Based on projections of the inefficient DMUs onto the efficient frontier, estimates for improvements in inputs and/or outputs can be produced.
• DMUs are directly compared against a peer or a combination of peers and not against a theoretical baseline, making the approach appropriate for benchmarking.
Application of DEA in order to evaluate and benchmark a purely technological aspect of software development differs from the conventional use of DEA in an economic context regarding the meaning of inputs. Since according to the proposed model the inputs to the software design process refer to the behavior and state that the designer has to implement in the system, they differ from conventional inputs in an economic context. Inputs, such as investments, number of employees or salaries are subject to optimization, whereas the number of methods and attributes that should exist in a software design are not negotiable (considering that a flawless object-oriented analysis has preceded the design phase).
To illustrate this difference between inputs in an economic context and inputs to a software design process, consider the simplified examples with a single input and single output, one from each domain, shown in Fig. 2 .
As already mentioned, in an economic context, the overall goal is to maximize the outputs and at the same time to minimize inputs, i.e. the criterion for benchmarking a simplified company as in Fig. 2 can be stated as Performance ¼ output input . In other words, between two companies with the same output, one would consider as better the smaller one, e.g. the one that achieves this output with the smaller investment (smaller input).
On the other hand, for a software design process, the input is fixed and not subject to optimization. However, to understand the difference in the technological context, consider the following example case: let us assume that two software designs have the same abstraction level (same value for the output). For these systems, we usually regard as better achievement the larger one, in the sense that it achieves the same abstraction level despite the fact that it is larger in size, in terms of operations or any other size measure. To state this mathematically (although inputs are fixed), the criterion for benchmarking software designs can be stated as Performance = input 9 output. Therefore, we model the inputs to DEA for the software products that have been analyzed as 1 input metric , for each one of the two selected input metrics. A reasonable concern regarding the choice of inputs could be that methods and attributes are not the actual inputs of the software design process. Indeed, when the software analysis and design process is viewed as a whole, a set of given requirements can be implemented in several ways, corresponding to varying sets of methods and attributes. In this context, attribute and method selection and allocation is obviously negotiable. However, in the context of Data Envelopment Analysis, it would not make sense to suggest an artificial reduction (or increase) in the number of attributes and methods, just to improve the efficiency of a software project in terms of some of its metrics. The ideal would be to employ as input to DEA measures of functionality that are provided by the system (such as function points). However, in the lack of well-established metrics of functionality that can be extracted from source code, we opted for the alternative of employing the number of methods and attributes as an indicator of the requested functionality and amount of state information. The analogy can be found in an object-oriented analysis and design methodology (e.g. the ICONIX methodology), in which most domainrelated attributes and operations have been extracted with the completion of the preliminary design phase. In this context, it can be assumed (neglecting the iterative nature of current processes) that attributes and methods act as input to the design process where methods are allocated to classes, class relationships are finalized, design principles are followed and design patterns are applied if appropriate. This consideration, which defines the environment in which DEA is applied, is illustrated in Fig. 3 .
For the selected outputs, the designer's goal should be to maximize the abstraction level and the percentage of final classes, methods and fields in the system. However, for MPC, the goal is to minimize its value as it expresses coupling. To be consistent with the other outputs and be able to employ the BCC approach, we model the corresponding output as 1/MPC, i.e. the values fed to DEA analysis are the inverse of MPC metric value.
Inputs and data

Input variables
As already mentioned, there are a number of approaches in the literature that treat the design of an object-oriented system as a multi-objective optimization problem in which the goal is to reassign methods and attributes to classes (either from scratch or by employing stepwise modifications in the form of refactorings) in order to optimize the value of selected metrics, typically coupling and cohesion (O'Keeffe and O'Cinneide 2006; Seng et al. 2006; Bowman et al. 2007 ). The common denominator of these approaches is that the ''independent'' variables of a software design are its behavior, expressed by the methods that provide the functionality and its state, expressed by the attributes holding the system's information. Since the goal is to express the functionality that is required from the system under development, we count only concrete methods that have an implementation. Therefore, we select as inputs to DEA the following two measures: Software Analysis and Design ...
Functional Requirements
Software Design whose quality is assessed by software metrics Analysis Preliminary Design
Part of the process which is being evaluated by DEA Fig. 3 Relaxed view of the software design process forming the context of DEA Number of Concrete Methods: Total number of implemented methods in a class, regardless of access specifier. The metric value for a system is calculated as the sum over all classes.
Number of Attributes (NOA): Total number of attributes defined in a class, regardless of access specifier (Lorenz and Kidd 1994) . The metric value for a system is calculated as the sum over all classes.
Since these two measures are actually extracted from the source code (i.e. after the design has been completed), it could be argued that they are also output metrics, in the sense that the software designer assigns responsibilities and attributes to the classes of the system. However, as already mentioned, in the absence of reliable tools for counting other measures of functionality and considering that for the same methods and attributes numerous alternatives for a software design exist, we can regard them as indicators of the functionality that is requested to be implemented and given supposedly as input to the design team.
Data
To achieve efficiency discrimination among DMUs, DEA requires that the number of DMUs is significantly larger than the number of inputs and outputs. For n inputs and m outputs, a rule of thumb (Cooper et al. 2007) suggests that the number of DMUs should be #DMUs C max {n 9 m, 3 9 (n ? m)}. From the previous analysis, we have 2 inputs and 5 outputs. Therefore, at least 21 DMUs should be included in the analysis. We have analyzed 44 software projects.
The selection of the projects that have been chosen as DMUs was based on the following criteria:
• The projects should be open-source in order to allow the calculation of the corresponding metric values from source code.
• Projects should have diverse size characteristics to evaluate DEA's ability to handle DMUs that have varying mix of inputs/outputs.
• The pool of projects should contain mature projects (e.g. APIs that have been constantly evolving for a number of years) that are expected to have a relatively good performance, as well as immature and possibly poorly structured projects that are expected to have low efficiency. The maturity of each project is estimated considering the date when the project was registered in an open-source repository and the date on which the latest file was committed. A long period between the two dates implies, in most of the cases, a mature and active project.
• Projects should be from several domains to limit the threats to external validity.
• Projects should be written in the same programming language (i.e. Java) to minimize any effect of the programming language on the calculation of metrics.
The projects that have been included in the analysis, along with a brief description, are listed in Table 3 .
An overview of the data for the above referenced projects that have been used as inputs and outputs for DEA along with two size measures (LOC-Lines of Code and NOCNumber of Classes) is given in Table 4 . LOC and NOC are provided only for reference and have not been used as inputs to the DEA analysis since they result from the design process and cannot be considered as inputs to it.
It should be noted that correlated inputs and outputs do not distort the calculated efficiency scores. According to the developers of DEA (Charnes et al. 1995) , high correlation coefficients do not prevent us from running a DEA model because of the non-parametric Software Qual J (2011) 19:553-578 563 nature of DEA, which mitigates this effect. Moreover, DEA remains unaffected when outputs are scaled by inputs as in the presented model where the number of final methods and fields (outputs) is averaged over the total number of methods and fields (inputs), respectively. According to Dyson et al. (2001) , if scale is thought of as the physical size of a unit (as it happens for the aforementioned software metrics), then scaling by input is appropriate. Moreover, a major pitfall would occur if ratios (as the other three outputs) had been mixed with volume measures. This would lead to improper comparisons (we observed this problem initially in our experiments) and is avoided by averaging the two outputs over the corresponding inputs.
6 Results and discussion
Normal DEA model
Data Envelopment Analysis has been performed on the selected projects/metrics employing the DEA-Solver v6.0 software by SAITECH Inc. The results are shown in Table 5 (rows in italics correspond to libraries). The 3rd column corresponds to the overall efficiency score calculated for each project. Projects are ranked (1st column) according to this score.
As it can be observed, 15 projects are considered as fully efficient (i.e. have an efficiency score equal to one and no shortages or excesses in outputs), with nine of them belonging to the group of libraries. Moreover, the average efficiency score for libraries is 0.845, whereas the average efficiency score for applications is 0.629, confirming our initial expectation about the superiority of libraries, in the context of the selected metrics. The difference between the means of the two groups is according to an independent sample t-test statistically significant (p = 0.005).
To provide an overview on what could be improved in each project, the rest of the columns in Table 5 show the differences between the actual and the expected data when each inefficient software design is projected onto the efficient frontier. In other words, these columns indicate the required changes on the selected metrics in order to make the efficiency score of an inefficient project equal to one. Differences for the input metrics are not shown, since the inputs to the design process represented by number of operations and attributes, are considered in the proposed model as not negotiable, as already mentioned.
According to the theory of DEA, the efficient projects are not in need of any improvement, within the context of the examined metrics, since they are placed on the efficient frontier. Having a look at the marginally inefficient projects [with an efficiency score between 0.9 and 1.0 (von Mayrhauser et al. 2000) ], i.e. projects javax.sql, javax.sound and Mango, they show a tremendous hysteresis in the number of final classes, since according to the data they all have zero classes declared as final providing room for subclassing (javax.sql and Mango have also a very small percentage of final methods). Thus, an increase in the corresponding metrics is suggested vividly by the model.
Results should be viewed in light of the assumptions that have been made earlier. For example, if the projections indicate that one of the outputs should be improved (e.g. the percentage of abstract classes and interfaces), this does not necessarily mean that the system suffers from a serious design problem. But in the context of benchmarking, another project with a similar mix of inputs/outputs and a better percentage of abstract classes and interfaces is viewed as more efficient. As already mentioned, in the case where two projects have the same or similar outputs (i.e. the same quality level according to the selected metrics), the approach ranks as better the one with larger inputs, i.e. the one that is larger in terms of functionality and state variables. If the model results are interpreted accurately, the differences provide a form of guidelines on what should be improved in each project, when comparing it to the most efficient projects. For example, library JFreeChart is less efficient (score: 0.405) than javax.xml (score: 1). The projection indicates that in the context of this analysis all of its metrics could be improved. What the model captures is the fact that javax.xml, which is a fully efficient project that is most directly comparable to JFreeChart (because they have a similar mix of inputs and outputs), excels in all of the five output metrics and therefore the model expects from JFreeChart significantly improved outputs in all of the examined aspects. As a result, the information to the designers of JFreeChart is to learn from javax.xml and using it as a baseline to attempt to improve the corresponding design properties of JFreeChart. The information that is provided by the model, combined with other objective or subjective sources of information, can help the design team of any project to establish a golden set of projects, whose best practices should be emulated. For example, the overall high efficiency scores for all java libraries combined with the fact that JDK API is considered to be professionally designed (Tulach 2008 ) strengthens the belief that Java libraries are safe to rely upon and to follow as an example for API design.
As another example, JHotDraw 5.1.4, which is a well-known project widely acknowledged for its proper use of design patterns, is unexpectedly ranked 40th. The projection indicates that in the context of this analysis all of its metrics could be improved. Compared to javax.xml, which is also a project having inputs that are roughly similar, JHotDraw appears to have a significantly lower percentage of abstract classes and interfaces, final classes, final methods and final fields and a larger MPC value (see Table 4 ). This is also confirmed by the reference sets or peer groups that are provided by DEA for each inefficient DMU. The reference set consists of those efficient peers that operate closer to a given DMU considering their mix of inputs and outputs. In other words, it provides for the inefficient DMUs the efficient ones with which they are most directly comparable. It is the existence of these efficient peers that forces a DMU to be inefficient. Table 6 provides the reference sets for the inefficient projects. This is another valuable aspect of DEA, since it provides efficient projects to which a given system can be compared in order to gain insight into what and how much can be improved. As von Mayrhauser et al. (2000) suggest, projects which according to subjective analysis are considered successful and according to a production model like DEA are indicated as efficient are the ones that we would like to learn from. The results concerning the software categories that have been examined might have been affected by the different inherent characteristics of libraries and applications. Recent extensions to basic DEA models attempt to address this issue by the introduction of categorical variables in the analysis and the corresponding modification of the linear programming formulation, forming the so-called system differentiated DEA (SYS-DEA), which allows cross-system comparisons (Cooper et al. 2007) . System differentiated DEA is appropriate when the operating environment of the examined DMUs exhibits systematic differences (Yang 2009 ). In this way, it is not only possible to evaluate the efficiency of each DMU but also to compare the two or more categories by observing the efficiency of DMUs in each system. The results of system differentiated DEA are given in Table 7 . Table 8 presents a summary of the comparison between the results of normal DEA and system differentiated DEA. System differentiated analysis yields a slightly higher average efficiency score for all projects and the same number of efficient projects, while the relative ranking order of the projects presents only minor differences. These observations are in agreement with the remarks by Yang (2009) which applied system differentiated DEA to account for differences between several geographical areas in the assessment of Canadian bank branches' performance.
According to the system differentiated DEA model, the average efficiency score of applications is 0.664, whereas the average score of libraries is 0.853, confirming the conclusions derived so far. To test statistically the difference between the two groups in terms of efficiency and to assess whether differences occur by chance or are statistically significant, an independent sample t-test may be used, since the distribution of the efficiency scores has been tested for normality. The resulting p-value is equal to 0.013. As a result, at the a = 0.05 level of significance, there is enough evidence to conclude that there is a difference in the efficiency scores between the two types of software.
Threats to validity
Threats to internal validity
As threats to internal validity, we consider those factors that may cause interferences regarding the relationships that we are trying to investigate . There are two threats related to internal validity and essentially concern incorrect model specification. First of all, important inputs and most probably outputs might have been ignored in the analysis. Since a limited number of design principles have been analyzed with respect to API design, it cannot be claimed that all aspects of the design quality of the examined systems have been accurately captured by the selected metrics. Second, DEA does not impose weights on any of the outputs, treating all output metrics as equally important. This is obviously questionable for a software system since certain design decisions might put emphasis on some aspects of the design, neglecting others. However, as already mentioned, the proposed analysis does not aim to provide an indisputable ranked list of software projects according to their efficiency but to illustrate how DEA can be used for comparing projects when multiple criteria for analysis are in hand. Finally, software systems from different domains might have fundamental differences in inherent complexity and therefore in the way that functionality and state affect design and implementation (the underlying production function that the model explores). To confront this threat, future research could investigate the use of categorical input variables to allow for further differences, such as the software domain, to obtain more refined evaluations and insights.
Threats to external validity
As threats to external validity, we consider those factors that limit the possibility to generalize the DEA findings beyond the immediate study to other settings. Obviously, a different set of projects would lead to a different ranked list for APIs and applications. This kind of threat is always valid in an empirical study when the number of systems is limited and the criticism is related to possible differences between the projects that have been selected for analysis and other kinds of projects.
Related work
In the literature of software engineering, there is a consensus among researchers that metric values should be combined in order to extract valuable information and several approaches have been proposed in this direction. In the work by Yamashita et al. (2009) concept mapping is proposed as a means to assess software maintainability by incorporating multiple metrics. Concept mapping, whose origin lies in social research, aims at structuring the knowledge for a domain by specifying pertinent entities and the relations between them. The final outcome is a conceptual representation of the elements under analysis where logical groups of concepts form clusters. The approach is in line with Arisholm and Sjøberg's observation (Arisholm and Sjøberg 2004 ) that metrics may be more practical when used in combination than when interpreted individually, a view which is also shared by the proposed DEA approach. Conceptual mapping has several inherent benefits, including the fact that the involved mapping criteria are made explicit and that a contextspecific quality model can be derived for each setting. However, in comparison with DEA, conceptual mapping does not aim directly at benchmarking different systems or projects, since there is no systematic way of combining several factors which might have different measures or scales. A cluster map generated by conceptual mapping requires further analysis by means of visual interpretation that prohibits the automation of the approach. The fact that the approach relies on expert judgment on one hand is an advantage in the sense that prior knowledge and experience is exploited but on the other makes the approach dependent on the availability of sufficiently qualified experts.
In the work by Anda (2007) , it is acknowledged that the maintainability of software is affected by a large number of factors, including several code properties but also qualifications of developers, maintenance tasks and tools. Moreover, it is claimed that assessment models focus mainly on individual modules, while the maintainability of complete software systems has received relatively little attention. Therefore, the paper suggests the assessment of maintainability combining structural measures and expert assessments. Two concepts are involved in the interpretation of several metrics (Benestad et al. 2006) : Combination, which is the process of providing a combined view of the selected metric values, employs techniques such as the weighted sum or profile comparison. However, combination approaches require the specification of weights, thresholds or coefficients, implying the need for a calibration phase before application. Aggregation refers to the creation of a system-level measure based on class-level measures employing summary statistics such as sums, mean or median values, dispersion or outliers. However, depending on the aggregation approach, different aspects of the underlying information might not be retained. Measures may be combined at the class level and then aggregated to the system level or alternatively, class-level measures may be aggregated before combination.
Significant research work has been devoted to the application of DEA to measure efficiency within an economic or business-related context and even to the software engineering industry (Asmild et al. 2006; Stensrud and Myrtveit 2003) . von Mayrhauser et al. (2000) applied DEA to assess the efficiency of 46 software projects from the NASA-SEL database. In this study, outputs also reflect characteristics of the produced software (mainly different types of LOC such as new and modified lines) but inputs are indicators of labor and computer resources (such as technical and management effort, and CPU hours). The model identified which development activities were efficient, defined by the ability of the corresponding organization to produce outputs given input resources. This conforms to the standard definition of efficiency, which refers to the amount of effort that it takes to accomplish a certain task or operation, commonly measured as output/input. In this paper, we illustrated the application of DEA on a software design-related context to investigate whether APIs exhibit improved quality properties compared to applications. The production model in this case identified efficient projects according to a different perspective of efficiency, which refers to the quality of a software system (as captured by software metrics) given the system's functionality and state (as inputs).
DEA can deal with a particularly wide range of problems, some of which have nothing to do with the economic efficiency which has been originally the target of DEA. Some characteristic examples, where inputs and outputs do not have the usual, economic-related meaning, are given next. In a study recommending the relocation of the Japanese capital to a new site, inputs such as ''susceptibility to earthquakes'' and outputs such as ''ability to recover from earthquakes'' have been used (Cooper et al. 2005 ). There are also various innovative engineering applications of DEA, as for instance, the maintenance of highways. One application took into account inputs, such as the climate factor, and outputs, such as the accident prevention factor (Cook et al. 1995) . DEA has also been used for the evaluation of a large-scale solar power system compared to fossil, thermal, and nuclear technologies (Criswell and Thompson 1996) . A rather unconventional application of DEA was the comparison of baseball players. The only input used was plate appearances, which represent the number of opportunities that the batter had to attempt to produce a walk or a hit. The outputs were the number of walks, singles, doubles, triples, and home runs that the batter produced in those plate appearances (Anderson 2004) . A domain which has also attracted the interest of decision makers and researchers is education. In an effort to evaluate the efficiency of school districts, the only input to DEA was the expenditure per pupil, whereas outputs such as pass rates on standardized tests were used (Ruggiero 2004) . As it can be observed, there are no limitations in the uses of DEA. What is actually needed is to define efficiency according to the requirements of the specific problem.
Conclusions
In this paper, we have attempted to approach the problem of benchmarking object-oriented designs by transferring a tool for performance measurement that is extensively employed in economics. In particular, we have employed Data Envelopment Analysis to obtain relative efficiency scores for a number of open-source libraries and applications. The advantage of DEA is that benchmarking is performed by comparing each software design to its best performing peers rather than a theoretical baseline and that efficiency is estimated by considering all input and output items enabling the comparison of projects with diverse size characteristics.
The vehicle for illustrating the applicability of DEA in the context of software design is the investigation of whether libraries exhibit a superior design quality compared to applications. To this end, a set of widely acknowledged design principles that are expected to underlie the design of libraries has been analyzed. Metrics that reflect the conformance to these principles have been used as outputs in DEA. The results of the application of DEA on twenty-two open-source libraries and twenty-two open-source applications confirm the belief that libraries excel, at least within the context of our study, since their average efficiency score is higher than that of applications. Although the set of inputsoutputs that has been employed refers to particular aspects of design quality, limiting the possibility to generalize these findings, DEA appears to be a promising approach for benchmarking software designs, a task which is not possible when simply examining metric values in isolation.
Further empirical research could focus on investigating the relation of the produced rankings to high-level quality attributes of the examined systems. Moreover, the application of DEA to projects from a single domain in combination with other means of qualitative evaluation could reveal particular projects exhibiting best practices in design.
