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Abstract
The methods of statistical physics are increasingly being employed in a range of
interdisciplinary areas. In particular, aspects of complex biological processes have been
elucidated by bringing the problems down to the level of simple interactions studied
in a statistical sense. In nonequilibrium statistical physics, a one dimensional lattice
model known as the totally asymmetric simple exclusion processes (TASEP) has become
prominent as a tool for modelling various cellular transport processes. Indeed the context
in which the TASEP was first introduced (MacDonald et. al., 1968) was to model ribosome
motion along mRNA during protein synthesis. In this work I study a variation of the
TASEP in which particles hop along a one dimensional lattice which extends as they
reach the end. We introduce this model to describe the unique growth dynamics of
filamentous fungi, whereby a narrow fungal filament extends purely from its tip region
while being supplied with growth materials from behind the tip. We find that the steady
state behaviour of our model reflects that of the TASEP, however there is an additional
phase where a dynamic shock is present in the system. I show through Monte Carlo
simulation and theoretical analysis that the qualitative behaviour of this model can be
predicted with a simple mean-field approximation, while the details of the phase behaviour
are accurate only in a refined approximation which takes into account some correlations.
I also discuss a further refined mean-field approximation and give a heuristic argument
for our results. Next I present an extension of the model which allows the particles to
interact with a second lattice, on which they diffuse in either direction. A first order mean-
field continuum approximation suggests that the steady states of this system will exhibit
some novel behaviour. Through Monte Carlo simulation I discuss the qualitative changes
that arise due to the on-off dynamics. Finally I study a model for a second biological
phenomenon: the length fluctuations of microtubules. The model describes stochastic
polymerisation events at the tip of a microtubule. Using a mean-field theory, we find a
transition between regimes where the microtubule grows on average, and where the length
remains finite. For low rates of polymerisation and depolymerisation, the transition is in
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The force that through the green fuse drives the flower, drives my green age;
that blasts the roots of trees...
Dylan Thomas
From the times of the Greek philosophers, until the early 20th Century, conventional
wisdom held that even the lowliest of living cells must be stirred by a force unique to
life; something above and beyond the forces and energies of the inorganic universe. In the
last century, the concept of ‘vital forces’ has largely been replaced in the scientific realm,
with the belief that even in something as mysterious and astounding as a living organism,
what goes on inside can be described within the laws of physics. Biology, thus provides a
limitless playground for the physicist.
The challenge of biophysics is to use the tools and concepts developed in physics to
gain insight into biological processes. With the help of massive advances in computing
power and microscopic imaging techniques, the field has developed rapidly in the last
thirty years [Egelman 07]. However, in the study of complex and little-understood living
systems, physicists are constantly coming up against the frontiers of our understanding of
physics itself. Biophysics thus goes hand-in-hand with the development of new analytical
techniques, and the pursuit of a deeper understanding of the origins of some of the more
subtle physical phenomena.
Of special relevance to biological systems, (and the topic of this thesis) is the physics
of systems which are out of equilibrium [Stinchcombe 01]. Most systems in nature are
indeed just that. This means, for example, that the methods of statistical physics, which
were developed for dealing with systems comprising a very large number of particles
[Feynman 98], and which so elegantly allow us to make predictions about the macroscopic
properties of equilibrium systems, are not in general applicable. A unified framework
for nonequilibrium physics, like that of the Gibb’s free energy formalism in equilibrium
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statistical physics [Huang 87], is still highly sought after [Crooks 99, Derrida 01, Blythe 01,
Ruelle 03, Kurchan 07].
One of the standard practices of statistical physics is to envisage the dynamics of
a system that is made up of very many parts as a series of stochastic transitions from
one microscopic configuration (i.e. a set of positions, velocities and accelerations for
each particle) to another, where the next configuration depends only on the present
configuration and not on the history of the system. This type of chain of events is called
a Markov chain. In order to distinguish between an equilibrium and a nonequilibrium
system, it is useful to consider whether the Markov chain is reversible according to a
principle known as detailed balance. Detailed balance is characteristic of an equilibrium
system and hails from the intrinsic time reversal symmetry of classical mechanics. It
states that for every pair of configurations C and C ′, the probability of the system being
in configuration C and transforming into configuration C ′ is equal to the probability of
the converse. Every transition is balanced in probability with its reverse transition. For a
nonequilibrium system, detailed balance is not necessarily present. For example, it may be
that a driving force such as an electric current or a difference in chemical potential causes
particles to flow preferentially in a particular direction through the system. This can
cause the emergence of a rich spectrum of complex behaviours that are neither observed
in equilibrium systems nor explained with equilibrium physics.
Because of the lack of a general theory, one of the primary tools for unearthing the
fundamental principles of nonequilibrium systems is through the study of the behaviour
of simple models, often based on low dimensional lattices. A large number of simple
models have been introduced and studied intensively over the past two or three decades.
See e.g. [Privman 97] for an overview. Of these, many have found relevance in, and
indeed been motivated by, a variety of problems outside of pure theory; not least in the
area of biophysics. It thus becomes apparent that there is something of a symbiotic
relationship between nonequilibrium statistic physics and biophysics. In our attempt to
explain biological systems using physics, we are forced to recognise that while existing
tools are useful, they are not complete. It is therefore important to develop our ideas in
nonequilibrium physics, and we may do so by studying models motivated by biological
problems. As such, the two fields are developing simultaneously.
The combination of nonequilibrium physics and biology is today a broad and active area
of research [Physbio 07], encompassing a great number of fascinating and diverse problems.
At a glimpse, these include topics such as the physics of gene regulation [Lässig 07],
the statistics of RNA conformations [Bundschuh 05], the theory of complex natural net-
works [Palla 05], cellular mechanics, motility and the cytoskeleton [Kruse 05, Nishinari 05],
the hydrodynamics of collections of bacteria [Stark 06] and aspects of pattern formation
in biology [Deutsch 05]. The work in this thesis, also, sits on the interface between these
two subjects.
Let us look now at the contents of the thesis. This work is primarily a theoretical
study of two models, which were constructed with the aim of capturing the essential
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features of two different systems appearing in biology, namely the growth of narrow fungal
filaments known as hyphae, and the dynamic instability of microtubules, which perform
important roles within a cell. The techniques employed in the construction and analysis of
these models hail from statistical nonequilibrium physics, and the models, while helping
us to gain some physical insight into these biological processes, also serve to further our
understanding of nonequilibrium behaviour in general.
I begin (in Chapter 2) by reviewing the totally asymmetric simple exclusion process
(TASEP). This is a one-dimensional model for a driven, diffusive system: one of the
paradigms of nonequilibrium statistical physics. It is this model that forms the basis of
the following work, and as such, I proceed by using it as an example to introduce some of
the techniques used for studying models of this type. The techniques include mean-field
approximation, kinematic wave theory and Monte Carlo Simulation.
The TASEP model was originally introduced to describe a biological transport process,
and it remains an important player in the field of biophysics. I review some of the
biological studies that have been made using models based on the TASEP, before going on
to introduce a novel biological system to which the TASEP can be applied: that of fungal
hyphal tip growth.
Fungal hyphal tip growth has been a source of great intrigue to biologists for many
years. To a fungus, the ability to form polarised tubes, which grow into its surroundings
is of key importance to its survival and to its role within the ecosystem. The scenario
sounds simple enough: a tube that is filled with cytoplasm extends from one end. Yet
the questions of how the tip maintains its polarity and a steady growth velocity remain
central and largely unanswered.
Our present understanding of the growth mechanism of a fungal hypha is based
on studies of the detailed infrastructure of the hyphal tip, which I overview (in
Subsections 2.2.1–2.2.2). I discuss several of the models which have been proposed to
explain the observations, before presenting (Subsection 2.2.3) a new model, based on the
TASEP, which incorporates an extending system size. We argue that this can serve as a
coarse grained model for the growing hyphal tip. The analysis of this model is the topic of
Chapter 3, where we determine through mean-field approximation techniques and Monte
Carlo simulations, the stationary state properties of the model and its phase diagram.
After characterising the basic model, we discuss (in Chapter 4) a more detailed picture
of the dynamical process leading to fungal hyphal tip growth, and we extend the model
of Chapter 3 to encompass this extra detail. The new model has some extra degrees
of freedom and we therefore expect that the qualitative behaviour may be different
from that of the original model. We carry out a qualitative analysis (Section 4.3), in
order to determine the new stationary behaviour, again appealing to techniques of mean-
field approximation. The results are explored with the aid of Monte Carlo simulation
(Section 4.4).
The second subject of interest in this work concerns a microscopic model for the
phenomenon of dynamic instability of microtubules. Dynamic instability is the name given
13
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to the process whereby a microtubule within a cell undergoes a series of polymerisation and
depolymerisation events, resulting in large fluctuations in the length of the microtubule.
These fluctuations are vital to the functions performed by microtubules within a cell, and
as such much research effort has been directed towards the modelling and understanding
of this dynamic system.
One of the challenges in modelling microtubule dynamic instability has been to use the
least detail to reproduce the observed types of stochastic growth patterns. Prevalent in the
literature, is the concept of a so-called GTP-cap which stabilises the tip of the microtubule
and thus has a central role in the dynamics of the length fluctuations. A microscopic model
which encompasses the role of a GTP-cap in the dynamic instability of microtubules has
previously been found to be successful in predicting periods of microtubule growth and
decay that are in keeping with observation. We are interested to discover whether one
can identify a phase transition for this model, between a regime where a microtubule is
growing unbounded and one where the microtubule ultimately remains of finite length.
We approach the problem using techniques that have been developed in Chapter 3, and
arrive at a new result, which we probe with Monte Carlo simulations of the model. The
simulation results reveal the successes and limitations of our approach.
In summary, the thesis is organised as follows: Chapter 2 contains the background
to all the work, including both an introduction to the relevant topics of theoretical
nonequilibrium statistical physics, and a full biological background to both of our problems
of interest. The next two chapters, Chapter 3 and Chapter 4, are devoted to the theoretical
analysis of the model which we develop to describe fungal hyphal growth in the framework
of nonequilibrium statistical physics. In Chapter 5, we move on to the study of a model





The work in this thesis is of an interdisciplinary nature and as such, I must introduce in this
chapter both the relevant theory of nonequilibrium statistical physics and the biological
background to our problems of interest.
I begin with the theory, which is the backbone of our subsequent work. The focus
here is on one of the fundamental models of nonequilibrium statistical physics, the totally
asymmetric simple exclusion process (TASEP). This model has found broad application
in the field of biophysics, while also playing an important role in the theoretical study of
nonequilibrium phenomena. After introducing the model, I outline some of the techniques
used to study it (which we shall be employing later in our study of a related model). I
then go on to discuss its history of application to biophysical problems.
In the next section, I give a detailed discussion of the current understanding of a very
interesting nonequilibrium problem in biology: the growth and maintenance of growth of a
fungal hypha. This problem has been studied within the biological sciences for many years,
and some of the features of growth have been described with the help of mathematical
theories. It has not, however, been approached from the perspective of nonequilibrium
statistical physics. After reviewing the complex structures and processes believed to be
involved in the growth mechanism, I propose a novel model for fungal growth, based on
the TASEP.
The final section in this chapter is an introduction to a second biological problem, not
entirely unrelated to the first one: the dynamic instabilities of microtubules. In common
with a fungal hypha, this system has a non-conserved system size. I discuss the current
biological understanding of this phenomenon, and review a recent study of a microscopic
model based on these ideas. Finally, I pose an open question regarding this microscopic
model.
This provides the context and tools required for progressing to the analytic Chapters 3–
5, where we explore in depth our model for fungal hyphal tip growth, and address our
question on the topic of dynamic instability.
2.1 Nonequilibrium physics: models and methods
A major branch of nonequilibrium statistical physics is concerned with the study of simple
models which are designed to embody the essential dynamics of the system’s constituent
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parts. It has been discovered through the study of these simple models that even in one-
dimension, a system through which particles are driven by an external force (a driven
diffusive system) is capable of exhibiting non-trivial behaviour such as phase ordering
and phase separation [Evans 00]. The interest in such phenomena is equally motivated
by a desire to understand the dynamic principles behind nonequilibrium macroscopic
behaviour, as it is by a diverse range of possible applications across biology, chemistry
and physics [Privman 97].
2.1.1 Asymmetric simple exclusion processes and the TASEP
I begin by introducing a one dimensional model known as the asymmetric simple exclusion
process (ASEP). This is one of the simplest models of a driven diffusive system and has
thus provided a starting point for those wishing to understand some of the behaviours
peculiar to nonequilibrium systems [Evans 02]. This type of model has also been a popular
choice for studying transport problems in biology, because it naturally lends itself to the
description of transport processes associated with molecular motor motion within cells
(See Subsection 2.1.5 later, for a discussion).
The ASEP consists of a one dimensional lattice along which particles can hop, with
some bias in direction. The only constraint on the particles is that they are mutually
exclusive, i.e. no more than one particle can occupy the same lattice site. It describes in a
simple sense a system which is held far from equilibrium, i.e. particles moving subject to
an external force such as charged particles in an electric field; or particles moving between
two differing potentials such as when transferring between reservoirs of different chemical
potential. Although the ASEP is now widely considered one of the fundamental models
for simple nonequilibrium systems [Blythe 07], its history is rooted in biological physics.
The concept was originally introduced by MacDonald [MacDonald 68] in 1968 to model
ribosome motion along messenger RNA during the synthesis of proteins. Many variations
on the ASEP theme have since been introduced to describe different biological systems, for
example exclusion processes with modified boundary conditions, multiple particle types
with different hopping probabilities, ‘defective’ lattice sites where the particle dynamics
are altered and long range hopping dynamics, amongst others. Some of these models will
be discussed in 2.1.5.
For now, we shall consider a special case of the ASEP: the open boundary totally
asymmetric simple exclusion process (TASEP). In this model particles hop along the one-
dimensional lattice in a single direction only. At the lattice boundaries particles are
injected at one end and extracted from the other end with rates α and β respectively,
which are the only control parameters for the model. In the bulk of the lattice, the
hops occur with uniform rate 1. Figure 2.1.1 illustrates the TASEP schematically. The
particle transitions occur stochastically, with transition rates defined as the probability per
infinitesimal time interval of a transition occurring. Since the TASEP particle hopping rate
is unity, in an infinitesimal time interval dt, a hop will be attempted with probability dt.
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  1              2            3             4         ....          N
βα p = 1
Figure 2.1: A schematic of the TASEP. Particles enter at the left with rate α, hop forward
one site with rate 1 and are extracted from the right-most site with rate β. Particle
transitions can occur only when the target site is vacant.
The behaviour of the system is categorised in terms of its steady state phases. A steady
state is reached when the ‘density’ of each site, that is the time-averaged occupancy, no
longer changes with time. Equivalently, when the system is in a steady state, the current of
particles hopping along the lattice is the same everywhere. The phases are distinguished by
the system’s macroscopic properties in the large system limit i.e. the density profile across
the lattice and the particle current between any two neighbouring lattice sites. Phase
transitions are induced by varying the boundary conditions, controlled by parameters α
and β.
The exact phase behaviour of the TASEP is well understood from an exact analytical
solution [Derrida 93, Schütz 93] as well as mean-field [Derrida 92] and other approaches
[Blythe 07]. Three distinct steady state phases exist. For low input, α < 0.5, and α < β,
the system is in a low density phase, where the bulk of the lattice is equal to α and the
current is equal to α(1 − α). At α = β, there is a discontinuous phase transition and the
system enters a high density phase, now limited by a low output rate β < 0.5. The bulk
of the lattice in this phase is at a high density equal to 1 − β and the current is equal to
β(1−β). When α and β are both > 0.5, the system enters a phase of maximal current. The
transition to this phase is continuous. Here the system is no longer controlled by the input
and output rates, instead the bulk density is 1/2 and the current is 1/4. Furthermore, the
density profile decays algebraically from the boundaries towards the bulk value 1/2. The
results are summarised in the phase diagram of Figure 2.1.1.
2.1.2 Time evolution equation and the mean-field approximation
The analysis of the TASEP requires first a mathematical description of the particle
dynamics. This can be formulated as follows: Consider the expectation that a particular
lattice site i is occupied by a particle. We denote this 〈τi〉, where τi is occupancy and can
take a value 0 or 1, and the angle brackets denote the statistical average. Correspondingly,
the expectation that a site i is not occupied is 〈1 − τi〉. These expectation values are
functions of time, and we are interested in how they evolve towards a steady state where
d〈τi〉
dt
= 0 ∀i .
Now to find an expression for d〈τi〉
dt










Figure 2.2: The phase diagram of the TASEP, deduced from exact results, mean-field
approximation and other methods. Three phases are present: high density phase (lower
right portion), low density phase (left-most portion) and maximal current phase (top right
portion). Schematic density profiles in the respective phases are also indicated.
transition occurs. Denoting the original occupancy τi and the occupancy after the
transition τ ′i , we have:
τi → τ ′i = τi + τi−1[1 − τi] − τi[1 − τi+1] . (2.1)
i.e. If τi = 0 and τi−1 = 1, then site i gains a particle from neighbouring site i − 1; if
τi = 1 and τi+1 = 0, site i loses a particle to neighbouring site i + 1. Now let us consider
how the occupancy changes with time. In a discrete time step dt, a transition occurs with
probability dt, thus the expectation value for the occupancy at time t + dt can be written
as:
〈τi(t + dt)〉 = 〈τi(t)′〉dt + 〈τi(t)〉(1 − dt) , (2.2)
which simply states that with probability dt, the occupancy transforms to τ ′i , while with
probability 1 − dt it remains unchanged. Equation 2.2 along with (2.1), and taking the
limit dt → 0, gives us the exact equation for the time evolution of 〈τi(t)〉:
d〈τi〉
dt
= 〈τi−1(1 − τi)〉 − 〈τi(1 − τi+1)〉 (2.3)
Note however that solving (2.3) is not a trivial matter. The right hand side contains both
one-point and two point correlation functions. One must therefore first find the two point
correlations, which in turn require higher order correlation functions, and so on, until
every correlation in the system is included in the equation. At this point we may find we
wish to make some simplifying approximations.
A standard approach is to simply assume that the correlations are small and can be
neglected. In this case, we may make the factorisation:
〈τiτj〉 = 〈τi〉〈τj〉 (2.4)
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This is generally understood as a mean-field approximation. The master equation
becomes a function of one-point correlations only, and along with the boundary conditions
forms a closed system of equations. In a few special cases, including the TASEP
[Mukamel 00], the mean field approximation leads to the exact phase diagram.
2.1.3 Kinematic wave theory
A concept which proves very useful when considering the solutions to equations of the
type (2.3), is that of kinematic wave theory. This formulation was introduced by Lighthill
and Whitham in 1955 [Lighthill 55] as a means of understanding one dimensional flow
problems. They postulate that if there exists an approximate functional relationship
between the particle current J and the particle density ρ at each point in some flowing
system, then points of constant density propagate through the system with a velocity
given by ∂J/∂ρ. The evolution of the density can thus be described as a travelling wave,
which the authors coin a kinematic wave.






= 0 . (2.5)












This first order nonlinear partial differential equation is solved with the arbitrary wave
function:
ρ = f(x0 − ct)
i.e. ρ is constant at points in space that are travelling with velocity c.
Since the wave velocity c is a function of ρ, points of different density propagate
through the system with different velocities. The kinematic waves can thus collide and
amalgamate. When this occurs, the solution to 2.5 is multi-valued 1, and a discontinuity
in the density arises. The discontinuity, sometimes referred to as a shock or domain wall,
propagates through the system with a velocity derived from mass conservation. If we






Kinematic waves provide us with a useful phenomenological description of how




information propagates through a one dimensional flowing system. In the case of an open
boundary problem such as the TASEP, we may understand it as a mechanism by which
information from the boundaries of the system can penetrate its bulk. The dynamics of
the shock can be thought of as the result of a competition between the effects of the two
boundaries, with the dominant boundary condition driving the shock toward the opposing
boundary.
Kinematic wave theory and the TASEP phase diagram
We can use the theory of kinematic waves to explain the phase behaviour of the TASEP.
By considering the shock dynamics, controlled by the boundary rates α and β, one can
identify all of the phases described above, in Subsection 2.1.1.
We start by expressing Equation (2.3) in terms of particle current J :
d〈τi〉
dt
= 〈τi−1(1 − τi)〉 − 〈τi(1 − τi+1)〉 = Ji−1,i − Ji,i+1 . (2.7)
Taking a mean-field approximation and assuming that the density is varying slowly enough
that we may denote 〈τi〉 = 〈τi+1〉 = ρ, we deduce an approximate current-density relation:
J = ρ(1 − ρ) (2.8)
From this, we find the kinematic wave velocity associated with a particular density,
c = 1 − 2ρ ,
and the velocity of the shock:
vshock = 1 − ρ1 − ρ2
where subscripts 1 and 2 denote regions to the left and right of the shock respectively.
To meet the boundary conditions, the density at the site furthest to the left is α, and at
the other boundary it is 1 − β. If the input and output rates are less than 0.5, then the
kinematic waves associated with each boundary will move into the bulk of the system.
The resulting shock wave will travel with a velocity v = β −α, which tells us immediately
that the direction of the shock changes when α = β. For α > β, the shock travels to the
left boundary and the density in the bulk of the system is 1 − β. For α < β, the shock
travels to the right boundary and the bulk density is α. When α > 0.5, the kinematic wave
does not penetrate the system from the left boundary. A wave originating from the right
boundary will thus travel unimpeded to the left. Conversely, if β > 0.5 a kinematic wave
originating from the left boundary will travel all the way to the right boundary. For both
α and β greater than 0.5, the kinematic wave velocity associated with each boundary is
directed out of the system, and no shock forms. Here the density profile evolves according
to second order terms which were neglected in this theory. The resulting phase diagram
is the same diagram exactly as was presented in Figure 2.1.1.
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2.1.4 Monte Carlo simulation
Numerical simulations are an invaluable tool for studying the problems of statistical
physics, which by nature consist of very many particles and degrees of freedom. Not
only are they useful for testing the validity of our theories, but also for guiding us in
our analytics and for providing answers when analytic solutions are impossible to come
by. The most prominent numerical technique in the field of statistical physics is Monte
Carlo simulation. The key idea of the Monte Carlo simulation is to simulate the random
fluctuations of a system by employing random numbers to explore the set of microstates.
Much of the emphasis in developing Monte Carlo simulations is on how to map a
physical system onto a lattice model, which can then evolve according to some dynamic
rules, leading ultimately to a correct probability distribution [Newman 99]. In the case
of nonequilibrium statistical physics, many of the models are already defined on a lattice,
and as such, the Monte Carlo simulations are fairly straightforward to implement.
As an example, consider the TASEP. Provided rates α and β are less than 1, this can
be implemented simply as follows:
1. Construct an array of N Boolean values τi i = 0..N − 1
2. Select an element i from the array at random
3. Attempt to update the element:
• if i = 0 and τ0 = 0 : τ0 → 1 with probability α
• else if i = N − 1 and τN−1 = 1 : τN−1 → 0 with probability β
• else if i = 0..N − 2, τi = 1 and τi+1 = 0 : τi → 0 and τi+1 → 1 with
probability 1
• else do nothing.
4. For each Monte Carlo time step, repeat steps (2 − 3) N times.
Typically, the system will take several thousand time steps to relax to a steady state
(depending of course on the system size N), after which one may begin measurements on
the steady state properties of interest.
Note that in this type of algorithm, known as a discrete time algorithm, the success
rate of transitions is sometimes extremely low. For example if the lattice is very
highly populated, the majority of sites chosen will not be eligible for update since their
neighbouring site is already occupied. In this case, one can sometimes greatly increase the
efficiency of a simulation by considering instead a continuous time algorithm, such as the
Gillespie algorithm [Gillespie 77]. Rather than choosing a site at random, the continuous
time algorithm chooses from a list of possible update events. In this way, one update is
performed at every time interval ∆t. The choice of event is random, but weighted by the
relative rates of the different transitions. The time increment ∆t is calculated according
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where p(µ → ν) indicates the transition rate from configuration µ to configuration ν.
Although this algorithm has the advantage of eliminating all null transitions, it has
added complexity in that it requires at all times the knowledge of all the possible moves
out of the current configuration. Depending on the system, the extra computational time
required to keep a list of possible transitions up to date can outweigh the advantages of
this algorithm over the discrete time algorithm.
2.1.5 Exclusion process models in biophysics
Over the years the application of the TASEP has been wide and varied, but in particular
it has been shown to lend itself to the modelling of transport phenomena in biology, for
example the motion of molecular motors along microtubule filaments, and on a larger
scale, the motion of ants along a pheromone trail [Hinsch 05, Chowdhury 05].
In order to capture the essence of specific biological processes, the TASEP has been
augmented with many additional features. While the added complexity often makes
model analysis considerably more involved, many variations have been tackled successfully,
resulting in the emergence of some interesting and novel behaviour.
Here I give a brief tour of some of the biophysical problems which have been approached
with models of TASEP inspiration in recent years. In collating the key results of these
models, I build up a general picture of the behaviour of the exclusion processes, and
illustrate the extent to which the TASEP phase behaviour is robust to variations in the
details of the model mechanics.
The first application of an exclusion process in biology was in 1968 [MacDonald 68].
The aim of this seminal work was to study the procession of ribosomes, which move along
a strand of messenger RNA (mRNA) to synthesise a protein. They argue that since several
ribosomes move along a single strand of mRNA at once, the effects of collective motion
of the ribosomes would have significant effects on protein synthesis rates. Furthermore,
ribosomes are unable to overtake each other or simultaneously occupy the same mRNA
site, suggestive of exclusive dynamics on a one dimensional track. The model they devised
was exactly the TASEP. The ribosomes are identified with the particles and the lattice
sites are identified with the mRNA subunits (codons). It is in this paper that the phase
diagram presented in Section 2.1.1 was first derived, using a mean-field approximation.
The idea of the TASEP as a model for protein synthesis was carried forward in
[Lakatos 03] and [Shaw 03], where the effect of allowing particles of larger spatial extent
on the lattice was studied. This extension to the model was to mimic more closely the
ribosomes, which are known to cover more than one site at a time as they progress along
the mRNA. In [Lakatos 03], the generalised properties of the TASEP dynamics such as
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the steady state current and phase diagram for particles of arbitrary size d are derived.
Qualitatively similar phases to the TASEP are present in this model, but the phase
boundaries are shifted significantly for different values of d. The phase diagram remains
symmetric in α − β, while the transition to the maximum current phase is shifted to a
lower value of α and β. This is rather intuitive result, as the larger particle size means that
less particles are required in the bulk of the system before their collective effects become
significant. In the case of d = 1, the properties of the TASEP are recovered.
Also related to the synthesis of proteins is a work [Szavits-Nossan 06], which allows
the particles to make long range hops. The idea here is that before beginning the protein
translation process, ribosomes search for a target site on the mRNA by temporarily
disassociating from it and rebinding at a different site. If the ribosome remains within the
electrostatic potential of the mRNA, then the new site will be spatially correlated to the
old one. In this model the hopping distances are hence selected with a probability that
decays as a power law with distance. For a strong power law decay, the phase diagram is
found to be unmodified from the TASEP, while the current is altered by a factor depending
on the power law exponent. The character of the phase transitions however was found to
be affected, since here long range correlations are important. One effect is the localisation
of the domain wall at the phase transition between high and low density phases.
A great many works have been motivated by the study of the collective motion of
molecular motors such as kinesin, myosin and dynesin along microtubules and actin
filaments. Molecular motors are biological structures which are able to convert chemical
energy from the organic compound adenosine triphosphate (ATP) into mechanical energy
[Howard 02]. They are a vital component of all eukaryotic cells as they are involved in the
transport of materials and organelles from one part of a cell to another, in chromosome
positioning during cell division and also in organism locomotion itself, e.g. through the
contraction of muscle fibres. The motors process by interacting with associated polymer
filaments (microtubules for kinesin and dynesin, and actin microfilaments for myosin).
The polymer filaments act as tracks, on which the motors perform a directed motion of
discrete steps. That many motors can process along a single polymer filament is what
makes the TASEP a natural choice for modelling this traffic-like phenomenon.
In [Chowdhury 08], the authors use TASEP based models to treat the motion of various
molecular motors with an analysis inspired by traffic science. They suggest that many of
the features of vehicular traffic also apply to molecular motor traffic. The quantities they
discuss are the current-density relation and the distance and time head-way distributions.
In this work and several others, the biochemical processes involved in the motor motion are
also incorporated. The authors argue that the stochastic motion of the motors depends on
a pathway of chemical reactions, which they include in the models by introducing further
particle states. Their results show promising quantitative agreement with experimental
imaging of real motor distributions on microtubules [Greulich 07]. Some of the theoretical
results however, such as the distance head-way distribution, are found to be independent
of the particular biochemical process.
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The inclusion of further particle states was also studied in [Reichenbach 06] which
allows a particle to be in one of two states, and allows multiple occupancy of a single site
provided the particles are in different states. The model is proposed for several applications
including the representation of hydrolysed and unhydrolysed motors on filament tracks.
Particles on the lattice can switch between states or move to an adjacent site with different
rates. The resulting behaviour is very interesting. The authors find a large region of the
α − β phase diagram in which there is phase coexistence. Here a domain wall separates
regions of different densities. The wall’s position is localised in space and depends on
the three model parameters of input rate, extraction rate and state switching rate. This
two-state scenario was found to be equivalent to a two lane TASEP, studied in [Helbing 01].
The multilane TASEP is relevant to biological transport phenomena since cells often
contain several filament tracks, which the motors are free to transfer between. This leads
us to a consideration of utmost importance when studying molecular motor transport; that
during a typical transport process, a molecular motor will progress along a microtubule for
a short time only, before unbinding from it and diffusing into the surrounding cytoplasm.
At a later time the motor may reattach to the microtubule, or to another microtubule and
continue along its directed path. A motor will thus only reach the end of a microtubule
after a series of unbinding and binding events. This feature is known as ‘processivity’ and
has been incorporated into the TASEP dynamics in several works.
In [Parmeggiani 03, Parmeggiani 04], a model is studied which combines the TASEP
with Langmuir kinetics. It is assumed that the concentration of molecular motors in the
cytoplasm is large, and can be represented by a reservoir with which particles on the lattice
are able to exchange. Two new parameters are introduced to control the rate at which a
particle can leave the lattice, and the rate at which a particle from the bulk reservoir may
attach to a vacant site of the lattice. The transfer of particles between this bulk reservoir
and the lattice is an equilibrium Langmuir process, while on the lattice the nonequilibrium
driven dynamics of the TASEP remain. It was found that when the rates of attachment
and detachment are small, so that a particle processing from one end of the lattice to
the other will only leave the lattice with a rate comparable to the boundary rates, there
is a competition between the bulk Langmuir kinetics and the normal boundary effects
of the TASEP. As in the previous two-state/two-lane case, the resulting phase diagram
includes whole regions where the density profiles exhibit a domain wall or shock, between
two coexisting phases. This is in contrast to the TASEP, which only has a shock solution
on the transition line between the high and low density phases, α = β.
Another attempt to integrate the on-off dynamics of motors was taken in [Klumpp 03].
In this work the unattached motors are explicitly taken into account by coupling a second
lattice to the TASEP, which represents the unattached motors. Since the unattached
motors are freely diffusing, they can hop in either direction with equal rates. These
dynamics describe a symmetric simple exclusion process (SSEP). The outcome of this
model was a modified phase diagram, but qualitatively unaffected phases. Later it was
shown that a TASEP coupled to a SSEP in the limit of strong symmetric coupling is
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equivalent to a so-called partially asymmetric simple exclusion process (PASEP), while
weak couplings revert the model to TASEP like behaviour [Tsekouras 08]. In all cases
studied, the phases of the TASEP are present, with phase boundaries controlled by the
strength and symmetry of the couplings.
The above review is in no way extensive, but serves as an introduction to the role that
TASEP type models are currently playing in the field of biophysics. Many other important
contributions have been made in recent years [Campás 06, Evans 03, Klein 05], some of
which are reviewed in [Chowdhury 05]. The many variations from a common base model
are helpful in providing a broad picture of the effects of different model components on
the overall TASEP behaviour.
2.2 Fungi
The inspiration for the main body of our work comes from a problem in fungal biology that
has been a topic of intense research for many years: the growth mechanism of filamentous
fungi. Fungi form a hugely important biological group which includes, amongst the lesser
known organisms, mushrooms, moulds and yeasts. As a taxonomic group, they are distinct
from both plants and animals and there are an estimated 1.5 million species of fungus in
the world [ToL ]. For a comprehensive introduction to the kingdom of fungi and its human
significance see e.g. [Deacon 06].
The importance of fungi within the environment cannot be underestimated. While
many species form mutually beneficial symbiotic relationships with plants and animals,
fungi are also powerful pathogens. Dutch elm disease, chestnut blight and corn smut are
all examples of the destructive capabilities of fungi. Their role within the environment is
also as decomposer of organic matter; a vital part in the cycle of nutrients.
To man, fungi also have direct importance [Kavanagh 05]. Species of fungus are used
extensively in medicine (antibiotics i.e. penicillin), food manufacture (yoghurt, beer,
bread) and industry (lactic acid, enzymes, detergents). On top of this, fungi are of great
interest genetically as they have many shared physiological properties with animal cells.
For this reason they are important model organisms for the study of gene function. Indeed,
the fungal species Neurospora crassa was one of the first species to have its genome fully
sequenced [Galagan 03].
Most species of fungus are made up of a fruiting body, e.g. mushroom, along with a
network (often hidden underground) of fine filaments called the mycelium. The mycelium
is responsible for exploring the environment and uptaking nutrients. (And explore it does:
the mycelium of one fungus of the Armillaria ostoyae species has been recorded to have
reached a size of 2200 acres, qualifying it as the largest known organism! [Ferguson 03])
The filaments of the mycelium, or hyphae, grow in such a way that they are able to
penetrate even hard organic matter, and it is largely this ability that gives fungi their




Figure 2.3: From left to right: Rhizopus stolonifer, a common bread mould, showing the
interwoven hyphae of the mycelium; Hyphae of Penicillium chrysogenum, widely found in
nature and the source of several antibiotics including penicillin.; Candida albicans, a type
of yeast found in the human gut that can cause dangerous infections. (Images L-R from
www.encarta.msn.com, www.biology.iastate.edu, www.natureasia.com: c©Indragit Sinha.)
2.2.1 Fungal hyphal tip growth
Because of its fundamental role in the specialist functions of fungi, the growth mechanism
of fungal hyphae has attracted a great deal of attention [Gow 95]. The defining feature of
this growth is that it is highly polarised, occurring primarily at the tips of the hyphae. It
is this essential physiological trait, known as apical growth, that gives the hypha tip the
ability to apply enough force to penetrate hard matter.
In the very simplest sense, a fungal hypha is an extending tube between 1 − 10µm
in diameter, that is filled with cytoplasm, organelles, enzymes and proteins moving
continuously towards the tip [Riquelme 07]. At the site of growth, the enzymes and
materials required for cell building interact with the cell wall, causing the local elongation
of the hypha tip. The result is the rapid and polarised growth of the hypha into its
surrounding environment. Figure 2.4 shows a hyphal tip of the fungus Neurospora. crassa,
captured over the course of approximately five minutes, illustrating the rapid extension
achieved within short periods of time.
The full description of fungal hyphal growth however, necessarily involves an extremely
complex interplay of biophysical processes including cytoskeletal dynamics and organisa-
tion, intracellular transport processes, turgor pressure, endo- and exocytosis, lysation of
the cell wall, and precise intracellular organisation. Indeed, determining the exact roles
of each of these components in the apical growth of fungal hyphae is still a very active
area of research [Bartnicki-Garćıa 02, Bezzi 03, Harris 05]. Many of the current ideas and
progress in the biology of fungal cell growth have been reviewed recently in [Steinberg 07a].
The essential points are summarised below.
Tip infrastructure and growth
The exact biochemical make-up of the hyphal tip is still under investigation, though many
elements have been identified in studies employing electron microscopy [Vargas 93] (See
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Figure 2.4: The apical growth of Neurospora crassa hyphae, captured at approximately
1.25 minute intervals. Each hypha is of approximately 10 µm diameter.
e.g. Figure 2.5, discussed later). Inside the cytoplasm are small sacs known as vesicles.
These are of varying sizes and are thought to contain the cell wall building materials.
Microtubules and actin filaments are also observed, along with their associated motor
proteins. These are organised in a variety of configurations depending on the species.
Ribosomes responsible for protein synthesis, and protein processing centres known as golgi
apparatus are also present, but the area directly behind the tip is dominated by vesicles.
Enclosing it all is the cell wall, which is tubular, with a parabolic dome shape at the
tip and an increasing degree of plasticity as the apex of the tip is approached [Wessels 94].
The wall is made up of a matrix of fibres such as chitin and glucan chains. In order to
expand in a polarised fashion, fibres at the tip must be soft and susceptible to pressure,
while those at the sides must solidify into the final tubular shape. The expansion during
growth has been shown to be orthogonal across the growth area [Bartnicki-Garćıa 02],
implicating turgor as a provider of the physical force for the expansion.
Directly behind the hyphal tip of many species of filamentous fungi is a conspicuous
accumulation of vesicles, known in the literature as the Spitzenkörper. First discovered
in [Girbardt 57], this dense vesicle cloud has attracted a great deal of attention in the
search for understanding the mechanism of fungal growth [Löpez-Franco 96]. Its position
has been shown to be inextricably linked to the direction of growth and shape of the
tip: most convincingly in experiments where optical tweezers are used to manipulate
the Spitzenkörper position, revealing its direct influence on the direction of tip growth
[Bracker 97, Wright 07].
Mounting evidence exists in support of the importance of the cytoskeleton in
maintaining polarised growth of hyphae [Schuchardt 05, Steinberg 07b]. The cytoskeleton
consists of actin microfilaments, microtubules and their associated motor proteins. It
is of structural importance to cells as well as being the basis for intracellular transport
processes [Seiler 97, Seiler 99]. Both actin microfilaments and microtubules are present in
fungal hyphae, and experiments inhibiting either structure result in dramatic disruption
to normal apical growth and hyphal tip shape [Torralba 98, Horio 05]. Inhibition of the
motors associated with microtubules, namely kinesin [Wu 98] and dynein [Riquelme 00]
have also resulted in a reduced growth rate, and the loss of polarity. Given the importance
of the Spitzenkor̈per in determining growth direction, these findings suggest that the
cytoskeleton is also involved in the positioning of the Spitzenrkor̈per [Riquelme 98].
The actin filaments have been shown to have a vital role in the initial emergence of a
27
Chapter 2. Background
Figure 2.5: (a to d) Live-cell imaging of growing hyphal tips of N. crassa (a to c) and
A. nidulans (d) treated with various dyes. The Spitzenkörper is clearly visible, composed
of a cloud of secretory vesicles (arrows) and a bright core (arrowheads). Microtubules
(black arrows) can be seen extending into the Spitzenkörper. Scale bars = 2.5 µm. (e
to g) Transmission electron micrographs of a hyphal tip of A. nidulans. These images
show a cluster of microvesicles within the Spitzenkörper core (asterisks) surrounded by
apical vesicles (white arrows), electron dense spheres (white arrowheads), and microtubules
(black arrows). (g) Is a model of image (f), showing the 3D distribution of cytoplasm
through an ≈ 170 nm thick section. Scale bar = 250 nm. (Image from [Harris 05].)
hypha from a germtube [Harris 99] and are believed to be primarily involved in the short
distance transport of materials from the region of the Spitzenkörper to the apical wall.
Microtubules on the other hand are believed to be important for the long range transport
of vesicles to the growth zone [Fischer 08]. In [Mourińo-Pérez 06], confocal microscopy
provides clear images of the distribution of microtubules within the model species N.
crassa (See Figure 2.5(c)). The microtubules are visible as dynamic populations of loosely
entwined filaments, which extend into the hyphal tip and associate with the Spitzenkörper,
consistent with their proposed role.
The key physiological features of a typical growing fungal hypha can be seen in the
live imaging and electron microscopy images of Figure 2.5, including the Spitzenkörper,
microtubules and vesicles.
2.2.2 Theoretical models for a growing fungal hypha
Drawing from the observations discussed above, several biological hypothesis for the
mechanism of fungal hyphal tip growth have emerged in the modelling literature. These
are summarised below:
Steady state model
[Wessels 86] This model aims to explain the mechanism of cell wall expansion at the tip.
It assumes that polymer chains are delivered to the growing region of the hyphal apex in
a plastic state and that the hyphal tip grows as a result of pressure from the cytoplasm,
coupled with a gradual rigidification of the new cell wall. The ‘steady state’ refers to the
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balance between the rates of deposition and ridigification of the new wall building material,
allowing for the constant expansion of a uniformly shaped tip. This model however does
not provide a quantitative explanation for the particular shape of the tip.
Vesicle supply centre model
[Bartnicki-Garcia 89, Gierz 01, Tindemans 06] This model is based on the belief that the
softening and building of the hyphal apex is the result of vesicles fusing with the cell
wall [Grove 70, Howard 81, Koch 82], and recognises that the controlling apparatus of
hyphal tip growth must therefore be that which delivers the vesicles to the growth zone.
The model proposes that vesicles are dispatched from a distribution centre, or vesicle
supply centre, located behind the apex. Indeed, a prime candidate for the job of vesicle
supply centre is the Spitzenkörper, due to its positioning in the hyphal tip and its evident
involvement in the tip growth [Bartnicki-Garcia 95].
Amoeba model
[Heath 99] The amoeba model emphasises the importance of the cytoskeleton over the cell
wall formation process. It has been observed that mutant specimens lacking a cell wall
express some amoeboid behaviour, including the ability to form tendrils, or pseudopodia,
and ‘crawl’ [Steinberg 93]. It is thus proposed that the cytoplasm of the hypha is an
amoeba encased in a cell wall. The force propelling the tip forwards is thought to be the
result of cytoskeletal forces.
There have been many attempts to quantify these ideas using mathematical approaches.
These are reviewed extensively in [Gow 95] and some of the more recent mathematical
studies are discussed in [Davidson 07].
Most of the models for fungal hyphal tip growth have an emphasis on the biomechanics
at the cell wall and in its immediate vicinity. Although this has led to some very
striking theoretical results (such as a mathematical model based on the vesicle supply
centre idea which produces convincing replications of the exact shape of the hyphal
tip [Bartnicki-Garcia 89]), some fundamental questions remain unanswered. Of foremost
interest are questions concerning the role of long distance mass transport in the hypha.
Does this affect the formation and maintenance of the Spitzenkor̈per? How is the velocity
of the tip, and therefore the velocity of a so-called vesicle supply centre, affected by the
supply of vesicles from distant parts of the hypha?
In [Regalado 97], a mathematical model is proposed to address some of these
questions. Here the cytoplasm, vesicles and cytoskeleton within the hypha are modelled
as a visco-elastic fluid. It is found that visco-elastic forces in the fluid can cause an
increase in concentration of vesicles near the hyphal tip, suggesting a connection between
the perceived interactions of vesicles with the cytoskeleton, and the formation of the
Spitzenkor̈per. This work, however, assumes a priori a steady state of hyphal growth, and
the tip velocity is not explicitly taken into account in the model.
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Figure 2.6: A simplified diagram of the process of polarised secretion resulting in tip
growth in a fungal hypha. Secretory vesicles are transported by kinesin molecular
motors (not to scale) along microtubules towards their growing “plus” ends. The vesicles
accumulate within the so-called Spitzenkörper at the hyphal tip before fusing with the
apical plasma membrane. The secretory vesicles deliver membrane proteins and lipids,
cell wall synthesising enzymes and possibly cell wall precursors to the growing fungal tip.
Hyphal widths typically vary between 5 and 15 µm.
We also wish to develop a model which makes a connection between the long distance
transport of vesicles and some of the macroscopic properties of a growing fungal hypha.
Our approach, however, is to draw from our experience of nonequilibrium driven diffusive
systems (and particularly our knowledge of one-dimensional models such as the TASEP,
reviewed above); and to study hyphal tip growth as a nonequilibrium transport problem.
We shall make a direct connection between the supply of materials from distant parts of
the hypha, their transport through the hypha and the resulting extension of the hypha as
they reach the tip. Since we shall assume that mass reaching the hyphal tip is responsible
for the extension of the hypha, our model is consistent with the vesicle supply centre model
of [Bartnicki-Garcia 89]. We wish to address some simple physical questions about the
particle distribution inside a growing hypha and its effect on the growth velocity.
2.2.3 The DEEP; a statistical physics model for hyphal growth
Our model is based on the picture of fungal growth illustrated in 2.6. Inside the hypha
is an array of continuous microtubule tracks along which vesicles are transported to the
site of growth. Once directly behind the tip, the vesicles fuse with the cell wall, resulting
in the local elongation of the hypha. This is obviously a very simplified picture of the
hypha infrastructure and growth dynamics, but it nonetheless serves to embody the
fundamental growth mechanism in which we are interested: that of mass being driven
towards a continuously advancing tip.
Note that in a real fungal hypha, rather than continuous microtubules running toward
the tip, there is a complex mesh of microtubules (See Figure 2.5). The continuous
microtubules that we envisage can be understood as a coarse-grained description, which
simply describes the average effect of motor transport through the hypha.
In the spirit of the models outlined in section 2.1.5, we propose a simple, one
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dimensional lattice model with hopping particles and TASEP dynamics to describe the
process of vesicle transport through the hypha. The vesicles are represented by the
particles, while the microtubule is represented by the lattice. In this system however,
the hypha and therefore the lattice itself, is extending as a direct result of the arrival
of particles at its ‘dynamic’ end. Our model is thus coined the dynamically extending
exclusion process or the DEEP. The whole hypha is envisaged as an array of such DEEPs.
As in the open boundary TASEP, particles are injected at one end and extracted at the
other with rates α and β respectively; hopping along the intermediate lattice in a single
direction only with rate 1. The DEEP however necessarily includes a further mechanism,
by which the lattice can increase in size. The process of growth is incorporated into the
model with the inclusion of a third parameter γ. This is the rate at which a particle
reaching the final lattice site will act to extend the lattice, through a transformation:
particle → new site. Biologically, γ represents the rate at which secretory vesicles fuse
with the hyphal tip, α represents the vesicle density far from the tip and β allows vesicles
to reach the tip without contributing directly to growth.
We justify our model with a simple order of magnitude test. We first identify the
lattice repeat with the step size of a typical kinesin molecular motor: 8 nm [Bray 01]. In
the model organism N. crassa, a 10 µm wide hypha growing at 25◦ C has as extension
rate of ∼ 0.5 µm per second. It has been estimated that ∼ 600 vesicles per second must
fuse with the tip to provide enough plasma membrane and other materials to maintain
this hyphal extension rate [Collinge 74]. Thus, the extension of a hypha by one model
lattice unit (∼ 10 nm) is equivalent to the arrival of the order 10 vesicles. If each particle
delivered to the end contributes to lattice extension (β = 0), we require ∼ 10 equivalent
effective microtubules in a typical hyphal cross section. This is acceptably within an order
of magnitude of the number of microtubules observed near the Spitzenkor̈per within the
growing hyphal tip of N. crassa [Mourińo-Pérez 06].
The DEEP is clearly a highly idealised model, neglecting all of the complexities
of the real biological interactions occurring inside the cytoplasm and at the cell wall.
In particular, the model coarse-grains the trajectories of the motors, which as with
most molecular motor transport processes, likely involve transfer between a number of
microtubules before reaching the hyphal tip. What the model provides however, is a very
simple framework within which we may address some physically relevant questions. For
example, we may ask: Can a fixed supply of vesicles originating far from the tip support
a steady state growth velocity? And if so, how does this velocity depend on the density
far from the tip and the growth parameters at the tip?
In constructing the model, we also introduce a novel feature into the TASEP; that the
system size is determined by the dynamics of its microscopic constituents. The study of




2.3 Microtubule dynamic instabilities
2.3.1 Introduction
The second biological problem we shall explore concerns the dynamics of microtubules.
Microtubules are polymer filaments found within the cytoplasm of cells. They are hollow
cylindrical structures, composed of bundled linear protofilaments. The protofilaments
in turn consist of polymerised tubulin dimers. A microtubule is typically composed of
between 10 and 15 protofilaments [Desai 97].
We have already encountered (in Subsection 2.1.5) one of the roles performed by
microtubules inside cells: that of providing the tracks on which molecular motors can
process during cellular transport processes. The functions of microtubules however go
far beyond this single example. They are a part of the scaffolding of a cell, and provide
structural support as well as in some cases motility, in the form of cilia or flagella. They
are also involved in the positioning of chromosomes during mitosis. Importantly, the
microtubules are capable of generating forces [Dogterom 05], which are exploited by the
cell in many different ways.
In order to perform their various functions, microtubules are often highly dynamic
structures, which undergo growth and decay through polymerisation and depolymerisation
at either end. Large fluctuations in the length of a microtubule are known as dynamic
instabilities and are characterised by prolonged periods of growth alongside periods
of sudden drastic decay (‘catastrophe’), all on the timescale of seconds and minutes
[Mitchison 84]. Among other functions, this particular characteristic has been identified
as a vital component in the mechanism by which a cell is able to locate its centre prior to
division [Howard 09].
2.3.2 Microtubule growth and decay
The growth of a microtubule is by the addition of GTP-tubulin. This is a protein dimer
bound to a molecule of the energy carrier guanosine triphosphate (GTP). The tubulin
dimers are incorporated into the linear protofilaments, which associate laterally to form
the hollow cylindrically shaped microtubules. Some time after its incorporation into the
microtubule, the GTP-tubulin is hydrolysed to form GDP-tubulin. The structure of GDP-
tubulin protofilaments are such that their stable configuration is curved. While integrated
into the microtubule, they are forced into a straight configuration, however, if the end
of the microtubule becomes unstable, the GDP-tubulin protofilaments can be released,
splaying out and causing a rapid shortening of the microtubule. (See Figure 2.7).
In [Cassimeris 88], real time observations were made of microtubule dynamics within
living cells. Figure 2.8 shows a plot from this study, which shows the length of an individual
microtubule measured over the course of several minutes. One can see random switching
between periods of growth and decay. Within both phases the velocity is roughly constant
and the velocity of decay is greater than the velocity of growth.
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Figure 2.7: The tip of a microtubule in a growing (A) and shrinking (B) state.
Microtubules grow by addition of GTP-tubulin subunits (red). Subunits are subsequently
hydrolysed to become GDP-tubulin (green). In its unbound state, GDP-tubulin has a
curved configuration. If released from the structure of the microtubule, it splays out,
causing rapid shrinkage. (C,D) show cryo-electron micrograph images of microtubules in
growing (C) and shrinking (D) states. (Image from [Burbank 06].)
Figure 2.8: The assembly dynamics of an individual microtubule. The microtubule length
is measured at ≈ 0.5s time intervals. Microtubules exist in phases of either elongation
or rapid shortening, with each phase proceeding at relatively constant velocity. The
transitions between phases are abrupt. (Image from [Cassimeris 88].)
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2.3.3 The GTP-cap model
The first models for microtubule growth and decay were based on an assumption of
equilibrium between the microtubule and the surrounding concentration of tubulin dimers.
Extensive experimental work on the phenomenon however revealed that there is a more
detailed structure to the process (see e.g. Figure 2.8) than a simple equilibrium exchange
of dimers between the microtubule end and its environment. In 1984, the current model
for explaining the growth and decay dynamics was proposed by Mitchison and Kirscher
[Mitchison 84]. Their model is known as the GTP-cap model.
The essence of the GTP-cap model is that GTP-tubulin dimers at the end of the
microtubule form a stabilising ‘cap’ that prevents the microtubule from shrinking. A
microtubule with a GTP ‘cap’ is thus in a growing phase. Only in the event that the
GTP cap is lost completely are the GDP-tubulin protofilaments exposed, and free to peel
apart and depolymerise. When this happens, the microtubule switches from a growing to
a rapidly shrinking phase. The relative rates of GTP-tubulin addition, hydrolysis from
GTP→GDP, and GDP-tubulin degradation thus determine the dynamics of a microtubule.
A GTP-cap is maintained when the rate of hydrolysation is less than the rate at which
new GTP-tubulins are added. In high concentrations of tubulin, the rate of addition is
high and the GTP-cap will only be lost through very rare fluctuations. However, as the
tubulin concentration decreases, the average size of the GTP-cap decreases and the chance
of a cap loss become larger. Once in the shrinking phase, the microtubule will continue
to depolymerise until it is degraded entirely, or until a new GTP-cap forms and regrowth
begins. The latter is a rare event, termed ‘rescue’.
2.3.4 A microscopic study of the GTP-cap model
In [Antal 07a] an idealised realisation of the GTP-cap model, first introduced in [Zong 06],
is studied. This model makes an explicit connection between the dynamics of the
microscopic constituents of a microtubule (i.e. the GTP and GDP tubulin subunits),
and their effect on the macroscopic microtubule growth and decay dynamics. The model
is constructed very simply from the assumptions of the GTP-cap model. A microtubule
is represented as a one dimensional array of GTP and GDP monomers. The microtubule
polymerises from one end through the addition of GTP monomers, which form the
stabilising GTP-cap. While GTP remains at the end of a microtubule, there can be no
depolymersation. GTP decays to GDP at the fixed rate of hydrolysis. If the microtubule
tip decays to GDP, then depolymerisation can occur.
Note that this simplistic model treats the growth of a microtubule as a single
polymerisation event, whereas in reality the growth by one unit of length involves the
polymerisation of up to 15 GTP-tubulin subunits, depending on how many protofilaments
compose the microtubule, as illustrated in Figure 2.7. This minimalistic model is not
supposed to capture any of the (still not well understood) detail of the polymerisation
process at the tip, but rather to allow us to study general dynamic properties of growth
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and decay in a statistical sense.
The dynamics of the model are controlled by 3 parameters; the rate of polymerisation
of GTP at the tip (λ), the rate of depolymerisation of GDP from the tip (µ), and the rate
of hydrolysis, which causes the decay from GTP→GDP (1). An additional parameter p
can be included, which alters the rate of growth should the last monomer be GDP i.e. the
rate of growth in this case is pλ. Denoting GTP +, GDP −, GTP/GDP · and the dynamic
microtubule end 〉, the microtubule thus evolves according to the following transitions:
| · ·+〉 → | · · + +〉 (2.9)
| · ·−〉 → | · · − +〉 (2.10)
| · · + ··〉 → | · · − · ·〉 (2.11)
| · · · ·−〉 → | · · · ·〉 (2.12)
where (2.9) occurs with rate λ, (2.10) occurs with rate pλ, (2.11) occurs with rate 1 and
(2.12) occurs with rate µ.
The behaviour resulting from these simple dynamics is a rich interplay between growth
and decay events which can lead to drastic fluctuations in the length of the microtubule.
Depending on the parameters, a microtubule’s length can grow indefinitely, or remain
finite in the long time limit and a phase transition between these two regimes is proposed.
2.3.5 Analysis of the idealised GTP-cap model
Due to the simplicity of the idealised GTP-cap model, significant analytic progress was
possible [Antal 07b], including the derivation of many statistical properties of the system,
such as the exact microtubule and GTP-cap length distributions, and distributions for
the length of the GTP and GDP islands found within the bulk of the microtubule. A
scaling law was also found for the time between catastrophes, where the microtubule
length shrinks to zero. And a phase transition was proposed to exist between parameter
regions where the microtubule is growing unbounded and where it remains of finite size.
We are interested in whether one can map the GTP-cap model onto a dynamic lattice
model such as the one introduced in Subsection 2.2.3, and study the growth and decay
dynamics using a mean-field analysis, such as that which has been successful in treating
the TASEP (Subsection 2.1.1). In particular we would like use this approach to see if one
can find an analytical expression for the phase transition, for general parameter values.
This is in contrast to the work of [Antal 07b], where a phase transition was approximated
by piecing together the behaviour of the system for different extremes of the parameter





The dynamically extending exclusion
process
3.1 Introduction
We now move on to the central theme of the thesis: the development and analysis of the
dynamically extending exclusion process, introduced in Chapter 2 as a model for fungal
hyphal growth. Our aim is to ascertain, with the aid of mean-field treatments and Monte
Carlo simulation, the dynamic behaviour of this simple one-dimensional system; and to
characterise the structure of its phase diagram with respect to the three parameter phase-
space of the model. We shall also discuss the model in relation to other exclusion processes
and ultimately how it might fare against observation in fungal biology.
The chapter is organised as follows. I begin by defining the model precisely. This is
made rigorous with a set of exact equations defining the dynamics of the system. The
moving boundary conditions are discussed as a point of particular interest in this model.
I shall then begin the analysis with a simple mean-field approximation. This is the first
port of call and gives us a prediction of the sort of steady states that our system can
support. However, as with all mean-field theories, we do not expect that this basic analysis
is quantitatively precise. I shall then show that with a straightforward refinement of the
simple mean-field theory, one obtains results which are in very good agreement with Monte
Carlo simulations. I show that interestingly, a logical progression of our refined mean-field
approximation to a ‘further refined theory’ does not improve on the results of the previous
approximation. A heuristic argument for the DEEP phase structure is also given, with
some remarks on the relation of this model to another of the exclusion processes discussed
in Section 2.1.5; I conclude the chapter with a summary of results and some comments on
the suitability of the DEEP in the context from which it was born.
3.1.1 The model
The dynamically extending exclusion process (DEEP) is defined on a one-dimensional
lattice. Particles progress stochastically along the lattice according to a set of dynamic
rules. These rules are expressed in terms of the rates at which the following processes
occur: particles in the bulk hop to the left with rate 1; particles enter the lattice from
the right with rate α; and at site 1 two processes may occur: particles detach from site 1
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αβ p = 1
γ
  1              2            3             4         ....          N
Figure 3.1: The dynamically extending exclusion process. Particles enter the lattice at
the right with rate α, progress to the left in single hops of rate 1, leave the left-most site
with rate β and transform into a new lattice site with rate γ. The left-most site is defined
as site 1.
with rate β and particles may transform into a new lattice site with rate γ. The model
is illustrated schematically in Figure 3.1. Thus γ is the parameter controlling the lattice
growth, β allows particles to leave the end of the lattice without extending it and ratio
γ/β controls the efficiency with which the lattice extends.
Indicating the presence of a particle by 1 and an empty lattice site by 0 the stochastic
dynamics is
01 → 10 with rate 1 , (3.1)
at site 1 1 → 0 with rate β (3.2)
at site 1 1 → 00 with rate γ , (3.3)
at the rightmost site 0 → 1 with rate α . (3.4)
Note that the leftward direction of particle hopping is chosen for reasons which will soon
become apparent.
This stochastic model may be realised with random sequential dynamics. This means
that in a time interval ∆t, on average each site attempts one probabilistic update, though
the order in which the updates are attempted are random. The random sequential
dynamics allows that in some instances a site will attempt more than one update while in
others it will attempt none, however when averaged over a large ensemble or a large time
interval, the rates at which the updates occur correctly converge to those stipulated by
the model. To demonstrate this process, a realisation of the model dynamics for a system
of initial size N = 10 is illustrated in Figures 3.2 and 3.3. In Figure 3.2, the dynamics
during a single time interval is plotted. Each transition is shown in the order in which
they occur within one ∆t. Figure 3.3 shows the configuration of the same lattice at each
time interval between t = ∆t and t = 500∆t. During this time the lattice grows from
N = 12 to N = 94. We shall see in Section 3.2 how the growth velocity can be accurately
predicted using a simple mean-field theory.
3.1.2 Exact correlation equations
Following the prescription outlined in Chapter 2, Section 2.1.2, we now construct some










site 1 site N
initial lattice
final lattice
Figure 3.2: The evolution of the DEEP during a single time interval. The initial
lattice configuration (top) comprising particles (black circles) and vacant sites (x) evolves
stochastically to the final lattice (bottom). The parameters used in this realisation are
α = 0.4, β = 0.1, γ = 0.8. During this particular time interval all of the particles perform
at least one hop to the left, two growth events occur, no particles enter and no particles
leave without contributing to the growth.
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Figure 3.3: The DEEP particle dynamics during 500∆t, with parameters α = 0.4, β = 0.1,
γ = 0.8. Each horizontal array of particles (black circles) and vacant sites (grey dots)
represents the lattice at the end of a time increment ∆t. The initial lattice (top) grows
from N = 12 to a final length of N = 94 (bottom). The trajectory of a particle added at




choose a reference frame in which to do this. Our choice is to consider the reference frame
of the tip. In this way we explicitly take into account the special dynamics occurring at
the site of growth. The leftmost site is thus identified with the tip and always labelled as
site 1.
Consider now the change in the average occupancy of a given site, with time. We
denote the occupancy at site i, τi, which can take on a value 1 or 0. Using angle brackets
to denote a statistical average, we have for site 1 the following correlation equation:
d〈τ1〉
dt
= 〈[1 − τ1]τ2〉 − (γ + β)〈τ1〉 (3.5)
The first term is the average flow of particles into site 1 given it was initially empty and
site 2 was occupied. The second term describes the loss of particles out of site 1 given it
was initially occupied, due to lattice growth with rate γ and particle disassociation from
the lattice with rate β.
For site 2, we have the following equation:
d〈τ2〉
dt
= 〈[1 − τ2]τ3〉 − 〈[1 − τ1]τ2〉 − γ〈τ1τ2〉 , (3.6)
Here, the first term is the flow in as described above. The second term is flow out due to
particles hopping from site 2 into an unoccupied site 1. The third term describes a loss
of particles from site 2 due to the growth of the lattice. This is an effect of the reference
frame: when a growth event occurs (3.3), it is necessary to relabel all sites i → i + 1 so
that the new lattice site is labelled site 1. A particle from site 2 is thus now found in site
3.
For sites i ≥ 3, all the equations have the same form:
d〈τi〉
dt
= 〈[1 − τi]τi+1〉 − 〈[1 − τi−1]τi〉 + γ〈τ1[τi−1 − τi]〉 i ≥ 3 . (3.7)
Again, the final term describes the transfer of particles to the right due to site relabelling.
Here in the bulk of the system a particle may be gained from site i− 1, or lost from site i
when the labels are updated.
3.1.3 Boundary conditions
In the DEEP, the system size continually increases, therefore special care must be taken
when considering the conditions at the lattice boundaries. As we shall be solving with
respect to a stationary tip, it is the far boundary that will be receding as the lattice grows.
We may consider the far boundary to be connected to a reservoir of density α from which
particles enter the lattice. As time t → ∞ the system size N(t) → ∞, therefore we may
write a boundary condition far from the tip:
α = lim
N→∞
〈τN 〉 . (3.8)
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The boundary condition at site 1 is simply controlled by the growth rate and the tip
velocity:
v = γ〈τ1〉 . (3.9)
3.1.4 Steady state
The steady state is defined as the state in which the statistical average of the occupancy




This means that the flow of particles through the system is equal everywhere. In our
growing system a steady state is categorised by the stationary values of 〈τi〉. Steady
states with different macroscopic properties, such as tip velocity and bulk density are said
to be in different phases.
3.1.5 Particle current
Equations 3.5–3.7 may be understood in terms of the particle flow through the system,
or particle current, J . One may separate the terms into those representing the current of
particles crossing between sites i − 1 and i, and those representing the current crossing
between sites i and i + 1 (see Figure 3.4). Since in the steady state, the particle flow is
equal everywhere, we obtain the following system of exact equations for J .
J1,tip = J = (γ + β)〈τ1〉 , (3.10)
J2,1 = J = 〈τ2[1 − τ1]〉 , (3.11)
Ji+1,i = J = 〈τi+1[1 − τi]〉 − γ〈τ1τi〉 i ≥ 2 . (3.12)
The rate of lattice extension, or tip velocity, was given by Equation 3.9:
v = γ〈τ1〉 ,
which leads us to a relation between the current and velocity:




Our approach will be to solve this system of equations (3.10–3.12) in the steady state.
3.2 Simple mean-field theory
We now begin our analysis of the exact correlation equations, starting with the simplest
mean-field prescription described in Section 2.1.2. We make the replacement:
〈τiτj〉 = 〈τi〉〈τj〉 ∀i, j (i 6= j) , (3.14)
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Figure 3.4: One can understand the terms of (3.5–3.7) as currents crossing the boundaries
between sites. a) The particle flow into and out of site 1. b) The particle flow into and out
of site i, in the bulk. Since the current is a constant, J , everywhere in the steady state,
we obtain three unique expressions for J .
thus ignoring all correlations between the occupancies at different sites. We define a
‘density’ ρi to denote the uncorrelated average occupancy at site i, so that
〈τi〉〈τj〉 = ρiρj . (3.15)




i ≥ 2 . (3.16)










γ + β − J . (3.18)
The recurrence (3.16) together with the initial condition (3.18) determine all ρi in terms
of J (or v). It remains to fix J self-consistently to determine the various phases.
3.2.1 Low density phase
The recurrence (3.16) has two fixed points
ρ± =
1 − v ±
√
(1 − v)2 − 4J
2
. (3.19)
The lower of the fixed points is stable, so for ρ2 within the basin of attraction, the density
iterates to this value and the density profile converges rapidly to a constant density in the
bulk of the lattice. See Figure 3.5 for a graphical representation of the iterative solutions
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to (3.16). To meet boundary condition (3.8), we define the lower fixed point:
ρ− = α . (3.20)
It follows from (3.19) that the upper fixed point is then:
ρ+ = 1 − v − α . (3.21)
The boundary condition (3.8) fixes v using (3.13) and (3.16):
vld =
α(1 − α)
1 + α + β
γ
, (3.22)
and the corresponding current is Jld = (1 + β/γ)vld.
The condition for this phase is that ρ2 < ρ+ so that ρi → ρ− as i → ∞. Using (3.21)





This relation defines the phase boundary for the low density phase.
The density in the bulk of the low density phase is limited by a low input rate α. At
the tip there is a decay to the boundary condition (3.20) determined by rates β and γ. The
low density region is split into two subregions distinguished by whether the tip density is
above or below α. For ρ2 < α, the tip density is less than α and for α < ρ2 < 1 − v − α,
the tip density is greater than α.
3.2.2 High density phase
Another possible solution to (3.16) and (3.8) is that ρ2 = ρ+. In this case the recurrence
(3.16) yields ρi = ρ+ for i ≥ 2. The phenomenological interpretation is that when (γ +β),
the rate of release of particles at the growing end, is no longer large enough to control the
input rate; the particle density near the tip reaches a maximum value ρ+ that extends back
through the lattice. The high density in the bulk ρ+ is then connected to the density at
the input boundary α, with a discontinuous shock. Mass conservation (see Section 2.1.3)
implies a speed for the shock vs, given by:
vs = 1 − ρ+ − α . (3.24)
The shock solution is illustrated schematically in Figure 3.6.
Defining ρ2 = ρ+, we obtain from (3.13), (3.18) and (3.19), the tip velocity in this
phase:
vhd =
γ(1 − 2γ − β)
1 − γ , (3.25)
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Figure 3.5: A graphical representation of the solutions to the recurrence relation (3.16).














Figure 3.6: A shock is set up between regions in the lattice with a high density (next to
the tip) and low density (far from the tip). The shock travels with a velocity fixed through
mass conservation, which may be different to the velocity of the lattice tip.
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and from this and (3.21), we have an expression for the density at site 2 and throughout
the rest of the high density region:
ρ+ = 1 − 2γ − β . (3.26)
From (3.23), one can see that this phase is entered when:
γ = (α − β)/(1 + α) . (3.27)
Due to the high density structure in the tip region we refer to the phase as the ‘jammed’
or high density phase. Note, however, that only on the phase boundary where vs = v, is
the shock, and therefore the density profile, stationary in the reference frame of the tip.
In the rest of this phase vs < v, and the shock moves away from the tip, resulting in an
expanding high density region. Provided vs > 0, the shock will also be moving away from
the right boundary and the expanding high density region will never occupy the whole







In order to fulfil our criterion for a steady state (stationary densities in our frame of
reference as t → ∞) we should be in the reference frame of the shock. Then the density
in front of the shock is given by 1 − 2γ − β and the density behind is given by α.
On the other hand if vs < 0, then the shock moves backwards through the system until
it reaches the right boundary. In this region a high density is maintained throughout the
length of the lattice except for a boundary region next to the right boundary. The system
may be considered to be in a high density steady state with the reference frame being the





3.2.3 Maximal current phase
Both the high and low density phases are bounded by the condition that the roots ρ± of
(3.16) are real. Clearly, the roots (3.19) are real provided (1 − v)2 > 4J , which implies
using (3.13), that v < vmax, where the maximum velocity satisfies
vmax =
2β + 3γ − 2
√
β2 + 3γβ + 2γ2
γ
, (3.30)
and the corresponding maximum current is Jmax = (1 + β/γ)vmax.
When J = Jmax, we have a single root of (3.16) and from (3.19) we deduce that the
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We refer to this phase as the maximal current phase; the flow is no longer controlled by
the boundary condition α, rather it has saturated at a maximal flow rate, Jmax. Note
that ρmax < 1/2 and Jmax < 1/4.
On a finite system of size N , in order to fix the boundary conditions, one takes J =
Jmax + O(1/N
2) [Derrida 92, Blythe 07]. The iterative solution of (3.16) then yields a
density profile decaying smoothly between both boundaries with an algebraic rather than
an exponential decay of the density from the boundaries. Note that there is thus no
natural reference frame in which we may define a steady state. Rather, the density at
each site evolves as the system grows and we characterise this phase as quasi-stationary.
We find the phase boundaries by considering the transitions to the maximal current phase
from the low density phase, and from the high density phase: Jld = Jmax when
γ =
β − 2αβ
α2 − 1 + 2α , (3.32)
and Jhd = Jmax when
β =
4γ − 2γ2 − 1
γ − 2 . (3.33)
3D Phase diagram: In order to visualise the phase structure of the DEEP, we may construct
a 3-dimensional phase diagram from the results of the simple mean-field theory. Figure 3.7
is a schematic representation of the three phase regions, joined by the phase boundary
surfaces described above. On the diagram, one can see that in the limit of no growth
(γ = 0), the phase boundaries reduce to those of the TASEP (see Figure 2.1.1).
3.2.4 Mean-field density profiles
The mean-field density profiles across the lattice during the various phases described above
can be computed numerically, using Equations 3.5–3.61. We take the simple mean-field
approximation (3.14–3.15), and express (3.5–3.61) as discrete update equations:
ρ1(t + ∆t) = ρ1(t) + ∆t[ρ2(t)(1 − ρ1) − ρ1(t)(γ + β)] ,(3.34)
ρ2(t + ∆t) = ρ2(t) + ∆t[ρ3(t)(1 − ρ3) − ρ3(t)(1 − ρ2(t)) − γρ1(t)ρ2(t)] ,(3.35)
ρi(t + ∆t) = ρi(t) + ∆t[ρi+1(t)(1 − ρi) − ρi(t)(1 − ρi−1(t)) − γρ1(t)(ρi−1(t) − ρi(t))] .(3.36)
We may use these equations to update an array of double values representing the particle
density at each lattice site. We choose a parallel update scheme whereby a new lattice of
values ρi(t + ∆t) is constructed from the ρi of the original lattice using Equations 3.34–
3.36. Once computed, the original lattice is discarded and the process is repeated. After
enough repeats (e.g < 100000 for a system size of 300 and ∆t = 0.1), the ρi converge
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Figure 3.7: A schematic representation of the phase diagram in 3-D α, β, γ parameter
space for the simple mean-field approximation. Three phases are shown (without
subregions). The γ = 0 plane corresponds to the well known TASEP phase diagram.
to a stationary state. Note that we are solving (3.5–3.61) for a fixed number of sites,
in the stationary frame of the tip. This requires enforcing a boundary condition at site
N , which in reality would be receding as the lattice grows. One can verify whether the
density profiles are affected by this artificial boundary by comparing profiles generated
using lattices of different sizes.
Figures 3.8–3.12 give a representative illustration of the behaviour predicted by the
simple mean-field theory. Figure 3.8 shows the 2D phase diagram in α–γ phase space, for
β = 0.1. Marked on the phase diagram are a selection of points sampling the different
phases. Density profiles corresponding to these parameter values are shown in Figures 3.9–
3.11. The low density profiles converge rapidly to α. The high density profiles are constant
after lattice site 2, while in the shock region the high density at the tip is separated from
the low density far from the tip by a travelling shock. The maximal current phase is
characterised by a decay at both ends of the lattice. As noted in the previous section, this
is only a quasi-stationary state and the density profiles are thus dependent on the lattice
size.
By plotting the density profile at successive time intervals, one can also visualise the
evolution of the densities as they relax to a steady state. Figure 3.12 shows density profiles
from each of the phases, evolving from an initial random configuration of densities, towards
a steady state at intervals of 2000∆t. One can see the formation of shocks in the system.
In the case of the high and low density phases, the shock propagates to the boundary. In
the shock phase it localises in the bulk of the system. The Maximal current phase does
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Figure 3.8: The 2D phase diagram for β = 0.1. The symbols indicate the sets of points
for which density profiles are computed in Figures 3.9 (stars), 3.10 (diamonds) and 3.11
(circles).















Figure 3.9: Profiles in the low density region of the phase diagram. The density converges
rapidly to the input α. For γ < α(1 − α − β)/2α the profiles decay from above α while
for γ > α(1 − α − β)/2α they decay from below.
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Figure 3.10: A sample of density profiles spanning the shock and high density region of
the phase diagram. In the high density region the density profiles are flat with ρbulk =
1 − 2γ − β. In this reference frame, dynamic shocks in the shock region are travelling to
the right. A low density profile immediately beyond the phase boundary is also shown.















Figure 3.11: The maximal current profiles of four sample parameter points are shown. In
this phase the dynamics are limited by the bulk hopping rate, thus profiles overlap except
at the boundaries. These are only quasi-stationary states, as the density decays from both
boundaries which are recede from each other.
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shock travelling right stationary shocka) b)
c) d)
Figure 3.12: The time evolution of densities for representative parameter values from
each part of the β = 0.1 phase diagram. The grey lines indicate initial (dashed) and
intermediate (solid) profiles at time intervals given. The black and brown lines indicate
the relaxed profiles. (a) α = 0.35, γ = 0.1: A high density profile is formed due to the
shock propagating all the way to the right boundary. (b) α = 0.35, γ = 0.185: The phase
boundary between high and low density phases. Here the shock localises to a position in
the bulk. (c) α = 0.8, γ = 0.5: The maximal current profile with no shock formation. (d)
α = 0.2, γ = 0.2: A low density phase formed as the shock propagates all the way to the
left boundary.
not form shocks.
It should be noted that the rich phase behaviour of the DEEP arises primarily from
the exclusion dynamics of the particles. The property that no more than one particle can
occupy a single site causes the particles to ‘jam’ when the density becomes high. The
system has a characteristic high (jammed) density, which corresponds to the upper fixed
root of the recursion (3.16). If one was to remove the exclusion reaction from the DEEP,
then the solution structure becomes somewhat less interesting. By removing all (1 − ρi)
factors from the correlation equations (3.5–3.7), one can deduce that the recursion relation
is just a linear function:
ρi+1 = v(1 + ρi) (3.37)
For v < 1, this relation has only one fixed point, which must correspond to α. One type
of steady state solution is permitted, corresponding to a power law convergence of (3.37)
from below α, to α.
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3.2.5 The case β = 0
We may greatly simplify the equations of the DEEP, by considering the case β = 0. This
is the limit of no extraction from the tip and every particle reaching site 1 now contributes
to the lattice growth. The current and velocity are therefore equal (J = v). We now have
in the steady state:




i ≥ 2 . (3.39)
The condition for the low density phase (3.23) reduces to γ > α/(1 + α) and the tip
velocity is given by




Then, the condition that ρ± be real becomes
J = v < 3 − 2
√
2 , (3.41)
which, with (3.40), implies
α <
√
2 − 1 . (3.42)
In the high density phase, where γ < α/(1 + α), the tip velocity (3.25) is
v = J =
γ(1 − 2γ)
1 − γ . (3.43)
For α/2 < γ < α/(1 + α) a dynamic shock exists in the system.
In the high density phase condition (3.41) together with (3.43) imply
γ < 1 − 1√
2
. (3.44)
Therefore for the region bounded by α >
√
2 − 1, γ > 1 − 1/
√
2, the system is in the
maximal current phase, where the bulk density is ρmax =
√
2 − 1 and the current is




With the basic mean-field scheme of replacing all correlation functions with uncorrelated
densities (〈τiτj〉 = ρiρj), we have characterised the qualitative behaviour of the DEEP,
and constructed a preliminary phase diagram in the three-dimensional parameter space
of the model. We have identified three distinct phases, which reflect those of the TASEP,
namely a high density phase, low density phase and maximal current phase. However,
the nature of the moving boundary conditions in this model (Section 3.1.3) means that
the steady states must be defined with respect to a particular reference frame. The low
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density phase is stationary with respect to the tip; the high density phase is stationary
with respect to the input; and the maximal current phase is not stationary with respect
to any reference frame since the profile decays smoothly between both boundaries. In
addition to the three phases, we have also identified a sub-phase which we refer to as the
‘shock region’. Here, the extending system size introduces the novel scenario that a shock
appearing in the bulk of the system can propagate forward with a velocity less than that
of the tip. It thus remains in the system, unable to reach either boundary. In this case
the density profile is stationary only in the reference frame of the shock.
The simple mean-field theory is, however, a crude analysis, and we do not expect it to
provide us with quantitatively correct predictions. The shortfall of the approximation is
that it does not account for correlations in the system, some of which are not insignificant,
as we shall see in the following Subsection. In order to accurately predict the details
of the phase structure, we now develop a refined mean-field theory which retains some
information about the correlations.
3.3 Refined mean-field theory
As we have seen, the simple mean-field theory presented in the Subsection above relies
on the assumption that all correlations between the occupancies at different sites can be
neglected. While this is a safe assumption in the bulk of the system, we might expect that
this is not the case close to the boundaries. In particular, the dynamics at the tip of the
growing lattice dictate that the correlations here are especially important. In this section
we aim to refine the theory by taking account of the correlations close to the tip. We
construct a new set of mean-field equations and use these to rederive the phase diagram.
We find that the phase boundaries are shifted significantly under this scheme, and we
expect that the new phase diagram more accurately represents the exact behaviour of our
model.
We begin our refinement of the mean-field theory by considering the two-point
correlations in the model, i.e. 〈τiτj〉. If these correlations are strong, then
〈τiτj〉 6= 〈τi〉〈τj〉 , (3.45)
and the factorisations made in order to arrive at Equations 3.16–3.18 necessarily introduce
some errors. In order to evaluate the error inherent in the simple mean-field approximation,
we examine the two-point correlations between the first 100 pairs of sites in the DEEP
lattice. The function plotted in Figure 3.13 is the difference between average correlated
occupancies at neighbouring sites i and j (i.e. site i and site j are occupied simultaneously),
and the product of the uncorrelated average occupancies at the same sites. These
quantities were calculated using a Monte Carlo simulation (see Section 3.6) and provide
us with a measure of the two-point correlation strength. On this plot one can see an
exponential increase in correlation strength close to the tip, however between sites 1 and
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Figure 3.13: Normalised two-point correlation functions between pairs of neighbouring
sites (i, i + 1) on the lattice of a DEEP, 〈τiτi+1〉−〈τi〉〈τi+1〉〈τi〉〈τi+1〉 . The large correlation strength
between sites 1 and 2 can be attributed to correlated dynamics during a growth event.
2 there is an anomalously large correlation strength. This sharp increase might have been
expected due to the correlated dynamics at the tip during a growth event: when the lattice
grows, the result is that both site 1 and site 2 are vacated (See growth dynamics (3.3)).
With this consideration, we propose that our mean-field theory can be improved
significantly by preserving the strongest two-point correlation, between sites 1 and 2. We
introduce a refined mean-field theory which retains this correlation 〈τ1τ2〉 in (3.5-3.10).
The factorisation scheme of (3.2) is replaced with the factorisation:
〈τ1τ2τi〉 = 〈τ1τ2〉ρi i ≥ 3 , (3.46)
〈τiτj〉 = ρiρj i or j ≥ 3 (i 6= j). (3.47)
As before, we wish to use the recurrence (3.16) to analyse the phase behaviour. Since
(3.16) involves 〈τ1τi〉, we must now begin the iteration at i = 3 rather than i = 2. We






〈τ2〉 = J + 〈τ1τ2〉 .
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Combining these two relations gives
〈τ1τ2〉 =
ρ3[1 − J ] − J
γ + ρ3
. (3.48)
We have a new unknown, 〈τ1τ2〉, and so must introduce one further relation into the
set of simultaneous equations (3.5-3.10). We consider the steady state rates into and out
of the configuration in which site 1 is vacant and site 2 is occupied:
d〈τ2[1 − τ1]〉
dt
= 0 = 〈τ3[1 − τ2][1 − τ1]〉 − 〈τ2[1 − τ1]〉 + β〈τ1τ2〉 . (3.49)
We can identify the second term as the exact current from (3.11). Thus we obtain another
exact expression for the steady state current:
J = 〈τ3[1 − τ2][1 − τ1]〉 + β〈τ1τ2〉 . (3.50)
Under the refined mean-field scheme (3.47), we may factorise this expression beyond site
2. Using (3.11) to simplify, we thus obtain a new expression for ρ3:
ρ3 =
J − β〈τ1τ2〉
1 − J − J
γ+β
, (3.51)
which along with (3.48), gives us a quadratic equation for ρ3
ρ23[1 − J −
J
γ + β
] + ρ3[(γ + β)(1 − J) −
γJ
γ + β
− J ] − (β + γ)J = 0 . (3.52)
This may be solved straightforwardly and the new three-dimensional phase surfaces are
determined as in Section 3.2, by solving:
ρ3 < α , (3.53)
α < ρ3 < 1 − v − α , (3.54)
0 < vshock < vtip . (3.55)
We present here, the detailed results only for the simple case of β = 0.
3.3.1 The case β = 0
In the simple case of β = 0, (3.51) reduces to
ρ3 =
J
1 − J − J
γ
(3.56)
The condition for a low density phase, ρ3 < 1 − v − α, is now
α < γ (3.57)
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and the velocity as before is v = α(1 − α)/(1 + α). In the high density phase, γ < α and
the velocity is v = γ(1−γ)/(1+γ). For α/(2−α) < γ < α a dynamic shock exists between
the high density tip region ρ = ρ+ = (1 − γ)/(1 + γ) and low density region ρ = α far
from the tip. The maximum current phase is attained when α >
√




One might expect that by taking into account more of the correlations near the tip, we
will improve the approximation further; after all, an exact theory is one which takes
into account all correlations. It is of interest then to repeat the refinement scheme of
the previous section, and introduce a ‘further refined’ mean-field theory which keeps
correlations between the first three sites. This means that now we factorise for example:
〈τ1τ2τ3τi〉 = 〈τ1τ2τ3〉ρi i ≥ 4 , (3.58)
and we do not factorise any of the correlations 〈τ1τ2〉, 〈τ1τ3〉, 〈τ2τ3〉 or 〈τ1τ2τ3〉.
To keep the equations manageable, we keep to the limit β = 0. Under this scheme,
we already we have 8 unknowns: τ1, τ2, τ3, τ4, 〈τ1τ2〉, 〈τ1τ3〉, 〈τ2τ3〉, 〈τ1τ2τ3〉. We must
therefore solve 8 simultaneous equations in order to find ρ4(α , γ).
We start by identifying a set of exact equations from which to construct the mean-




= 〈τ2[1 − τ1]〉 − γ〈τ1〉 , (3.59)
d〈τ2〉
dt
= 〈τ3[1 − τ2]〉 − 〈τ2[1 − τ1]〉 − γ〈τ1τ2〉 , (3.60)
d〈τ3〉
dt
= 〈τ4[1 − τ3]〉 − 〈τ3[1 − τ2]〉 − γ〈τ1[τ3 − τ2]〉 , (3.61)








= 〈τ3[1 − τ2][1 − τ1]〉 − 〈τ2[1 − τ1]〉 . (3.62)
We construct a further three exact expressions, by considering correlation equations at
the first three sites:
d〈τ1τ2τ3〉
dt
= 〈τ4[1 − τ3]τ2τ1〉 − γ〈τ1τ2τ3〉 , (3.63)
d〈τ3[1 − τ2][1 − τ1]〉
dt
= 〈τ4[1 − τ3][1 − τ2][1 − τ1]〉 − 〈τ3[1 − τ2][1 − τ1]〉 + γ〈τ1τ2〉 , (3.64)
d〈τ3[1 − τ2]〉
dt
= 〈τ4[1 − τ3][1 − τ2]〉 − 〈τ3[1 − τ2]〉 + γ〈τ1τ2〉 − γ〈τ1[1 − τ2]τ3〉 . (3.65)
Equation 3.63 gives the rate change of the configuration in which the first three lattice
sites are occupied. Equation 3.64 gives the rate change of the configuration in which site
56
3.3. Refined mean-field theory
3 is occupied and sites 2 and 1 are unoccupied. Equation 3.65 gives the rate change of the
configuration in which site 3 is occupied and site 2 is unoccupied. In the steady state, all
of the above (3.59–3.65) are equal to zero. We saw in Section 3.1.5, that one may identify
terms in the correlation equations with the particle current J , which in the steady state
is constant everywhere. From (3.59–3.62), we have four independent exact expressions for
the current:
J = γ〈τ1〉; , (3.66)
J = 〈τ2[1 − τ1]〉 , (3.67)
J = 〈τ3[1 − τ2]〉 − γ〈τ1τ2〉 , (3.68)
J = 〈τ3[1 − τ2][1 − τ1]〉 . (3.69)
By setting the left hand side of (3.63–3.65) equal to zero, we obtain four more independent
equations:
〈τ4[1 − τ3]〉 = 〈τ3[1 − τ2]〉 + γ〈τ1[τ3 − τ2]〉 , (3.70)
〈τ4[1 − τ3][1 − τ2]〉 − 〈τ3[1 − τ2]〉 + γ〈τ1τ2〉 = γ〈τ1[1 − τ2]τ3〉 , (3.71)
〈τ4[1 − τ3][1 − τ2][1 − τ1]〉 = 〈τ3[1 − τ2][1 − τ1]〉 − γ〈τ1τ2〉 , (3.72)
〈τ4[1 − τ3]τ2τ1〉 = γ〈τ1τ2τ3〉 . (3.73)
We now have 8 exact equations, forming a closed system of equations for our 8 unknowns.
We factorise according to (3.58), and using Equations (3.66–3.69), we can eliminate τ1,











1 − 2J − J/γ , (3.76)
ρ4 =
(1 + γ)γ〈τ3〉 − γ2〈τ1τ2〉
〈τ1τ2〉 − 〈τ1τ3〉
. (3.77)
Note that now we have two equations, 3.75 and 3.76, containing only two variables. We
rewrite 3.75:
〈τ1τ2〉 =
ρ4[1 − 2J ] − J
γ2 + ρ4[1 + γ]
(3.78)
which with 3.76 finally gives a quadratic for ρ4, with positive solution
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ρ4 =
γ[4J − 1] + γ2[2J − 1]
2[γ − J − 3γJ − γ2 + 2Jγ2]
− γ
√
4γ4J [J − 1] + 2γ3[1 − 4J + 4J2] + γ2[1 − 2J ] + 2γ[J − 4J2] − 3J2
2[γ − J − 3γJ − γ2 + 2Jγ2] . (3.79)
We now compare this result with ρ4 calculated under the refined mean-field approximation
scheme of Section 3.3. In the event of these theories being exact, the ρ4 from both
approximation schemes should be the same. Under the refined mean-field theory, ρ4 can







We have from Equation 3.12
J = 〈τ4[1 − τ3]〉 − γ〈τ1τ3〉 ,
which factorises according to (3.47) to become:
J = ρ4(1 − ρ3) − γρ1ρ3 .









One can see that 3.79 and 3.80 are not identical, however plotting the functions side
by side reveals that they are rather similar. Figure 3.14 shows the two functions plotted
for comparison. The plot is calculated in 3D α and γ parameter space, with J = α(1 −
α)/(1 + α). This corresponds to the low density current (3.40) which holds irrespective of
which mean-field approximation is used (since it can be calculated in the bulk where all
correlations are small). That the two functions are not identical tells us that the theories
have not converged to a common solution.
The phase boundaries can be calculated by solving e.g. ρ4 < 1 − J − α, ρ4 < α,
Jl.d = Jmax and Jh.d. = Jmax.
3.4 The phase diagrams and a comparison of theories
For comparison of the mean-field theories, the basic 2-D phase diagrams for β = 0, showing
transitions between the high and low density phases; the high and maximal current phases;
and the subregions of the low density phase; for the simple, refined and further refined
mean-field theories are plotted in Figure 3.15.
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Figure 3.14: Comparison of ρ4 calculated from the refined mean-field and the further
refined mean-field theories. The vertical axis is ρ4. The functions plotted are Equation 3.80
(yellow) and Equation 3.79 (black). Both functions are evaluated using the low density
current relation (3.40) and are thus valid for ρ4 only in the region α < γ (low density
phase).
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The theories of Sections 3.2–3.3.2 concur on the qualitative phases of the DEEP, but
the phase boundaries predicted by each theory differ. The transition between the low
density and the maximal current phases (3.32) is the only transition that is the found to
be the same in each theory. This is because it comes from the condition that the roots of
the recursion (3.16) are real, which reduces to a condition relating the tip velocity to the
steady state current. In the low density phase, both of these quantities can be calculated
in the bulk, where the density quickly converges to a constant value (α) and we can safely
assume in any of the approximation schemes that ρi = ρi+1 = α.
The other transitions vary significantly. In particular, a large difference is seen between
all three mean-field theories in the line separating subregions in the low density phase
where decay to the bulk value (α) starts from above or below α. This line warrants some
comment. We note that on the phase diagram of the TASEP (Figure 2.1.1), there is an
equivalent line in α–β space, (α = 1−β) on which the left boundary and the right boundary
are equal, and the whole density profile is flat. On this line, the mean-field theory is exact.
In the DEEP, however, due to the growth dynamics at the tip, there is always some density
structure across the first few sites. We thus do not expect an equivalent line to exist in
the α–γ space of the DEEP phase diagram, where density profile is flat and the mean-field
approximations are exact. One can see, for example, by substituting τi = α ∀α into the
exact correlation equation for site 2 (3.6) that a flat density profile is not a steady state
solution for the DEEP.
In the refined and further refined mean-field theories, the transition line between high
and low density phases is not identical, but it is rather close, especially for small α and γ.
This transition line is, however, predicted to lie significantly lower in the simple mean-field
theory. The position of this line is again dependent on the starting value for the recursion.
The simple mean-field theory has a smaller high density region than the other theories,
telling us that ρ2 calculated in this theory is lower than ρ3 and ρ4 calculated in the refined
and further refined theories respectively.
The transition out of the high density, into the maximal current phase is dependent on
the form of the current and velocity in the high density phase. In turn, these quantities
can be determined from their low density counterparts at the phase transition between
high and low density phases. Thus the difference in the high density to maximal current
phases.
3.5 Heuristic argument: a discussion of symmetry
Given the differing conclusions of each of the three mean-field theories presented above,
we now stop to consolidate the model with a heuristic argument. Rather than examining
the details of the correlation functions, we ask; does our model have any symmetries which
can help us understand its behaviour? And how might we expect the phase structure of
the DEEP to reflect that of other exclusion processes?
An important feature which allows us to understand the phase behaviour of the TASEP
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Figure 3.15: Comparison of three mean-field approximations in the case β = 0. The
transition from the low density phase to the maximal current phase occurs at α =
√
2− 1
for all three theories. The other transition lines vary for the different theories.
(see Figure 2.1.1) is the presence of a symmetry between particles hopping in one direction
and ‘holes’ hopping in the opposite direction. The high density particle phase can therefore
be understood as a low density hole phase and vice versa. Due to the moving boundary
condition and the transition during growth (3.3), there is no exact microscopic symmetry
between particles and holes in the DEEP dynamics. However, it is true that particles
leave and holes enter at the tip whereas particles enter and holes leave at the right end.
It is plausible then that there exists some symmetry between the high density phase (low
density of holes) and the low density phase (high density of holes). Indeed, the phase
boundaries between the high, low and maximal current phases predicted by the refined
mean-field theory in the limit of β = 0 display a symmetry under the interchange α ↔ γ.
But while the velocities in the two phases, α(1 − α)/(1 + α) and γ(1 − γ)/(1 + γ), are
also symmetric under the interchange α ↔ γ, the bulk densities in these phases, α and
(1 − γ)/(1 + γ), are not symmetric.
In the case of β 6= 0, the refined mean-field approximation no longer displays a particle
hole symmetry. However, the heuristic argument which we now describe leads to a 3D
phase transition between the high and low density phases which does maintain a symmetry
between input rate α and output rate β + γ.
If we ignore the density structure near the tip and assume that in the high density
phase there exists a single high density value associated with the tip: ρ1 = ρbulk, in the
same way that in the low density phase, we have a single density α associated with the
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input end of the lattice, then from (3.12-3.13) we have the following:
v = γρ1 =
ρ1(1 − ρ1)




This is solved to give the bulk density:
ρ1 = ρbulk =
1 − γ − β
1 + γ
, (3.82)
and associated high density velocity:
v =
γ(1 − γ − β)
1 + γ
. (3.83)
As before we appeal to the concept of a shock discontinuity in the system. The low
density phase is reached when the shock velocity (1 − ρ+ − α) is greater than the tip
velocity (3.83), which corresponds to a phase transition at:
α = β + γ , (3.84)
suggesting an exact correspondence between the balancing of input and output rates and
the transition between high and low density phases. In the limit β = 0, this boundary
is the same as that derived by the refined mean-field theory, and is in fact very close to
that derived in the case β 6= 0 (see Figure 3.20 in the next Section). The remaining phase
boundaries are derived as in Section 3.2.
When considering the DEEP in terms of holes entering the lattice from the left, we note
with interest an apparent similarity between the DEEP, and the model of [Lakatos 03].
In this work (see Section 2.1.5), the TASEP is generalised to admit particles of arbitrary




1 + (d − 1)α , (3.85)
in the low density phase, and:
J =
β(1 − β)
1 + (d − 1)β , (3.86)
in the high density phase. One can see immediately that there is an exact symmetry
between input rate α and output rate β. Appealing to this symmetry, the second
expression (3.86) can be understood as the current of holes in a low hole density phase,
where holes of length d are inserted into the lattice with rate β.
Now notice that if we set d = 2, and swap β → γ, then (3.85 and 3.86) are exactly
the expressions found in Section 3.3 for the low and high density currents in the limit of
β = 0. Indeed, if we consider a growth event of the DEEP (3.3) in terms of holes, we see
that the growth of the lattice by one site is equivalent to admitting two holes at the left
boundary, i.e. a hole of length d = 2, with rate γ. With this reasoning one can envisage
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Figure 3.16: The current generated in the bulk of a DEEP lattice due to the updating of
indices during a growth event in which the lattice extends by two lattice sites. A particle
from site i − 1 passes through site i completely.
some correspondence between the two models.
The analogy between the DEEP and the model of [Lakatos 03] can be taken further by
considering a DEEP in which the lattice extends by an arbitrary number of sites. Consider
for example that one particle at site 1 can transform into 2 new lattice sites, i.e.
1 → 000 . (3.87)
We now have a new site 1 and site 2; and in order to keep the left-most site labelled as
site 1, the transformation (3.87) requires updating all sites i → i + 2. The effect on the
current is best understood by considering what happens at site a i in the bulk during a
growth event. The particle at site i − 1 is shifted into site i with the first added lattice
site, then with the second added lattice site this particle leaves site i and is shifted into
site i + 1. Thus, in addition to gaining the particle from site i − 2, site i experiences the
current due to the particle from site i − 1 passing completely through it. This process
is illustrated diagrammatically in Figure 3.16. We can construct the expression for the
current between sites i + 1 and i by considering, as before, the flow of particles into site i
from site i + 1, due to hopping events, and the flow out of site i and into site i + 1 due to
the update of indices described above;
J = 〈τi+1[1 − τi]〉 − v〈τi + τi−1〉 . (3.88)
If we assume that a low density steady state exists as before, where the bulk density is





which is in agreement with (3.85), with d = 3. The implications of this analogy are rather
interesting. Clearly in the DEEP, once the holes move away from the boundary they
progress as single holes, whereas in [Lakatos 03] the particles continue to occupy d lattice
sites, yet the above argument suggests that the bulk current is unaffected by this difference.
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Perhaps one can gain some insight into the model of [Lakatos 03], by considering the effect
of particles of large spatial extent on the current to be analogous to a shift in reference
frame.
We now have several theories for predicting the behaviour of the DEEP, but it
remains to verify their accuracy. Quantities such as the precise positions of the phase
transitions and the functional forms of the current and velocity in the different phases are
all verifiable, by simulating the stochastic dynamics of the DEEP. Using results calculated
from simulations, we can compare the various mean-field approaches with exact results
and determine the merits and shortfalls of each approximation scheme. To this end, we
now determine the true colours of the DEEP, with a numerical Monte Carlo approach.
3.6 Monte Carlo simulation
Whereas the approaches of Sections 3.2–3.3.2 all require solving for the DEEP dynamics in
a particular reference frame, and making assumptions about the correlations and boundary
effects; a Monte Carlo method (see Section 2.1.4) provides the opportunity to realise the
full dynamics of the DEEP, across the entire lattice, without these limitations. In this
Section we shall introduce the Monte Carlo algorithm, and compare the results generated
from simulation with those of the analyses above. For simplicity, we work primarily in the
β = 0 limit. Note that in this limit the refined mean-field theory of Section 3.3 and the
heuristic argument of Section 3.5 are in agreement.
3.6.1 The algorithm
Simulations were carried out using discrete time random sequential updates on an array of
binary values representing τi. For an array of size N , the update algorithm was as follows:
• select a site at random [1..N ]
• attempt a transition with the prescribed probability
• update time t → t + dt/N
Thus one ‘time step’ dt consists of N updates and on average each site has one update
attempt per time step. Note that during a single time step the system may increase in
length. In principle, this would affect our unit of time, however, such an increase, typically
of one lattice unit, will be insignificant in the large N limit.
The probabilities, P , for the stochastic dynamics are calculated such that the efficiency
of the algorithm is maximised while the rates (3.1-3.4) are preserved, i.e.
Pα = αdt
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To account for rates which are greater than 1, they are normalised to the greatest escape
rate for any particle, for example, if α > (β + γ) > 1,

















Our aim is to allow the system to reach a steady state, and calculate quantities such
as site densities, particle flux and rate of change in lattice length.
Note that this algorithm has the inherent problem that as N → ∞, the computational
cost for each time-step increases. If we wish to reduce computational time, we may get
around this problem by considering a fixed length portion of the lattice in a particular
frame of reference. For example, in the low density phase we expect that the density tends
exponentially to α, so we may truncate the lattice at site M < N and set 〈τM 〉 = α, thus
simulating only the M sites nearest the tip. This method will only work for the steady
state phases which are clearly defined in some reference frame, which we may wish to
determine first on a simulation of the entire lattice. For the maximal current phase and
shock region, which do not have clearly defined reference frames, we must still in general
consider the whole system.
3.6.2 Density profiles
The density at a given site can be calculated in one of two ways: a time averaged occupancy
calculated during the simulation of a single lattice; or an ensemble averaged occupancy
calculated over an ensemble of many lattices at a fixed length and thus fixed time. To
find density profiles which are stationary in time, the former method can be used, while
for profiles which are dynamic, the latter is more appropriate.
An example of each type of density profile is plotted in Figure 3.17. We see the four
phases described by the mean-field theories. In the low density phase, the steady state
densities are calculated in the reference frame of the tip. In the high density phase, they
are calculated in the reference frame of the input. For profiles in the dynamic shock region
and the maximal current phase, ensemble averages are used since the system is never in a
truly stationary state.
3.6.3 Tip velocity and location of phase transitions
We can locate the exact positions of the phase transitions by considering the lattice tip
velocity, which is given by a simple function of the parameters and changes form across
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Figure 3.17: Density profiles from the different phases of the dynamically extending
exclusion process. From top left: low density, shock profile, high density and maximal
current phase. Note that since the high density profile is calculated in the reference frame
of the input, the sites are labelled from N − 1000..N . The particles are injected at site N
and the tip is progressing forward with a constant high density.
the phase boundaries. (See Equations 3.22, 3.25, 3.30 ). We find from the velocity of the
simulated lattices, that the refined mean-field theory appears to predict the correct form
for the tip velocity and the correct phase transitions. Figure 3.18 shows the velocity of a
simulated lattice plotted for different values of γ, against the refined mean-field expression
for the velocity. The velocities closely follow the predicted curve (3.40) and as expected, a
phase transition takes place at α = γ, where the velocity becomes independent of α. The
maximum velocity is reached when α =
√
2 − 1 and γ ≥
√
2 − 1.
Further evidence in support of the refined mean-field theory can be found by exploring
the density profiles of the low density region, where the three theories predict different
transitions between profiles which decay at the tip from below and above α. In Figure 3.19,
we see that the transition appears to agree with that predicted by the first refined theory,
while being at odds with both the further refined and the simple approximations.
For completeness, we consider now the case of non zero β. In Figure 3.20 the simulated
growth velocities are compared to the refined mean-field theory velocity functions for the
high and low density phases for β 6= 0. The high density velocity obtained from the
heuristic argument is also shown and one may see that this coincides rather closely with
the refined mean-field result. In this case it is simpler to work with the velocity as a
function of γ (due to the nature of Equation 3.52 and inequality ρ3 < 1 − v − α, which
must be solved simultaneously). Therefore, simulations were carried out with fixed values
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Figure 3.18: The tip velocity plotted against α for γ = 0.15..0.45 and β = 0. For γ <√
2−1, a clear phase transition occurs when α ≈ γ. This transition is from the low density
phase where v = α(1−α)1+α (dashed line) to the high density phase, where the velocity is α
independent. For clarity, dotted lines are used to indicate α = γ. When γ = 0.45 >
√
2−1,





















Figure 3.19: In the left-hand plot, the simple (solid line), refined (dashed line) and further
refined (dotted line) phase boundaries are shown. Simulations were carried out in the low
density phase, across the predicted boundary between profiles with a decay from above and
below α (parameter values indicated with symbols). The resulting profiles, shown in the
right-hand plot, display a transition that is in best agreement with the refined mean-field
transition line.
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simulated velocities β=0.2, α=0.4
refined MF low density velocity
refined MF high density velocity
heuristically deduced high density velocity
Figure 3.20: Theoretical and simulation results for the tip velocity as a function of γ, given
for fixed values of α and β > 0. The data points show simulation results, fitted to the
heuristic and refined mean-field functions for the tip velocity in the high and low density
phases. The low density velocity is the same for heuristic and mean-field approaches and
is given by (3.22). The high density velocity function is found in the refined mean-field
theory by solving Equation 3.52 and inequality ρ3 < 1− v −α (explicit expression for the
high density velocity is not presented here). The heuristic high density velocity is given
by (3.83). The phase transition occurs at approximately vld = vhd
α = 0.4 and β = 0.2, in the range close to the phase transition γ = 0.14..0.28. We see a
good agreement of the simulation data points with the high density and the low density
velocity functions predicted by the refined mean-field theory. Note however, that in the
high density phase the simulation results appear after all to be in best agreement with the
heuristic result for the velocity (3.83). The phase transition occurs at the point where the
high and low velocity functions meet.
3.7 Summary of results and conclusion
The DEEP model defined in Subsection 3.1.1 is a generalisation of the TASEP to a system
with a dynamic system size. The particles themselves provide the mechanism by which the
lattice extends: as particles reach the end of the lattice, they are able to transform into a
new site which is added onto the end of the lattice. In the analyses of this chapter we have
shown that the well known phases of the open boundary TASEP (see Subsection 2.1.1
and figure therein) are reflected in the phase diagram of this model (Figure 3.15). There
is a low density phase which is limited by a slow input rate far from the tip (Figure 3.9),
and a high density phase where the limitation is a slow growth rate (see Figure 3.10).
Intermediate between these phases is a dynamic shock region (Figure 3.10), which arises
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as a result of the unique boundary conditions of this model. In the dynamic shock region
a shock exists in the system between a high density plateau at the tip and a low density
plateau matching the input rate far from the tip. The velocity of the shock can be derived
from the conservation of mass (Subsection 2.1.3). In the case of the low and high density
phases, a shock forming in the bulk of the system travels with a velocity that is adequate
to drive it completely to one of the boundaries (see Figure 3.12). In the shock region
however, the shock moves with a velocity between zero and vtip and thus moves away from
both boundaries. The result is that in this region of the phase diagram, a shock persists
in the system. In the DEEP an analogue of the maximal current phase of the TASEP
also exists, though in this system it does not constitute a steady state, since the density
decays from both boundaries (Figure 3.11) and thus evolves continuously as the system
increases in size.
Our analysis of the DEEP consists of several mean-field approaches (Sections 3.2–
3.3.2) to solving the correlation functions for this system (Equations 3.5–3.7), and the
use of Monte Carlo simulations to verify them (Section 3.6). We have found that while
the simplest mean-field approach (which assumes that all correlations can be ignored)
successfully predicts the qualitative behaviour of the phases, the phase boundaries are
not accurately predicted. Our refined mean-field approximation which preserves the
correlation between the first two sites (Section 3.3) predicts a phase diagram which appears
to coincide very closely with simulation results. A heuristic argument leads us to a phase
diagram which agrees exactly with that of the refined mean-field theory for the case β = 0,
and also remains close for the case β 6= 0. We find that a further refined mean-field theory
(Section 3.3.2) which preserves the correlations between the first three sites predicts a
phase diagram which, although closer to the simulation results than the simple mean-
field theory, does not improve upon the predictions of the first refined mean-field theory.
One might expect that with further refinements, made by taking more correlations into
account, the theories would converge to the correct phase diagram. Our findings appear
to indicate, however, that the correlations of singular importance in the DEEP are those
between sites 1 and 2. This is likely a direct result of the growth dynamics, which entail
the simultaneous vacation of both of these sites.
The results of the most successful of our mean-field theories, the refined mean-field
theory in the limit β = 0, are summarised in the detailed 2-D phase diagram shown in
Figure 3.21. The diagram is split into the three distinct phases: high, low and maximal
current. The low density phase is split into two subregions I and II, where the tip decays
to the bulk density from above and below respectively. The shock region, where the shock
recedes from both boundaries, is indicated within the high density phase. We believe this
to be, at least, an accurate approximation to the exact phase structure of the DEEP.
This model was introduced initially to describe the growth process of fungal hyphae.
The presence of a steady state where the density remains constant with respect to the tip
and the tip advances with a constant velocity is the first requirement for this model to be
applicable in the context for which it was intended. We thus take particular interest in the
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Figure 3.21: The phase diagram obtained from the refined mean-field approximation in
the limit β = 0. Three phases are shown. The low density phase is split into subregions I
and II, indicating regions where the density profile decays from above and below the bulk
density respectively. The shock region is indicated within the high density phase.
low density phase, which is a steady state defined in the reference frame of the tip. Here,
within the mean-field approximations, the tip velocity is given by a simple function of the
input rate, α, far from the tip, and the efficiency with which particles contribute to the
growth (β/γ). This relation is one that could be tested experimentally, for example by live-
cell imaging the dynamics of the motor proteins or vesicles fused with the green florescent
protein [Schuchardt 05]. It is also interesting to note that, due to the exclusion dynamics,
particles can undergo ‘jamming’ as they exit the lattice and that density profiles in the
low density phase can therefore have a peak in the density close to the tip (Figures 3.9
and 3.17). We speculate that this peak could be associated with the formation of the
high density region of the Spitzenkörper (Section 2.2.1, Figure 2.5) at the tip of a real
growing hypha. It would be of interest to investigate the relationship between our model
parameters and Spitzenkörper formation experimentally. For example, one could alter the
rate at which vesicles fuse with the tip with chemical inhibitors or temperature variations,
and the vesicle supply could be disrupted by inhibiting microtubule formation far from
the tip. The effect of these disruptions on the Spitzenkörper could then be observed using
live-cell imaging techniques [Hickey 05].
In terms of describing the actual internal dynamics of a growing fungal hypha, however,
the dynamics of the DEEP are, of course, very crude. While our model’s lack of complexity
allows us a transparent analysis and intuitive understanding of the system, we note that
it may be of interest to study extensions to this model which capture more of the details
of the growth mechanism. One possible extension would be to model more explicitly
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the complex distribution of microtubules inside the hypha. The discontinuity of the
microtubule segments could be taken into account, for example, by introducing ‘defective’
sites, where the hopping rates differ from the rest of the lattice, to mimic gaps between
adjacent microtubules. In studies of the TASEP, the introduction of defective sites,
has been found to cause discontinuities in the density profiles and to affect the particle
current [Dong 07, Chou 97].
Another clear extension to the model is to continue using a mean-field description of
the microtubules, but to introduce a mechanism by which particles can detach from the
microtubule track and diffuse freely for some time. This serves to mimic the real situation
whereby vesicles only process along a microtubule for a limited amount of time before
disassociating, and then reassociating some time later. A vesicle may undergo many such
transitions on and off the microtubule during their progression toward the site of growth,
and it is of interest to study the effect that this extra degree of freedom has on the possible
density profiles of our model. We shall explore this question in the following chapter.
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Chapter 4
The DEEP coupled to a SSEP
4.1 Introduction
In Chapter 3, we saw the analysis of a dynamically extending exclusion process, introduced
in Chapter 2 to provide a coarse-grained model for the transport of materials through a
fungal hypha and its subsequent growth. The key assumption of this model is that the
presence of molecular motors coupled to microtubule tracks generates a net directed motion
of mass inside the hypha; and that the materials delivered to the hyphal tip contribute
to its extension. This assumption, however, omits a rather marked feature of molecular
motor transport dynamics. As discussed in Section 2.1.5, we know from studies which
image the dynamics of individual molecular motors, that in reality the motion of a motor
does not consist simply of a continuous progression from one end of a microtubule to the
other. The journey of a molecular motor involves, rather, short intervals of progression
along a microtubule interspersed with periods of disassociation from the microtubule and
diffusion in the surrounding cytoplasm. In this way, a motor may interact with several
different microtubules before it reaches its destination.
In the following chapter we shall explore an extended version of the DEEP model
for fungal hyphal growth, which accounts for the additional dynamics of motor exchange
between the microtubules and the cytoplasm.
The chapter is organised as follows: we begin by constructing the new extended
model, which incorporates a second lattice representing the cytoplasm surrounding the
microtubule. The motors on this second lattice are referred to as ‘unbound particles’
and the lattice is referred to as the ‘unbound lattice’. We define the full dynamics of
the model, which now includes three new parameters. We then show, through a simple
mean-field continuum approximation, that some qualitative changes in the behaviour of
the DEEP are implied. The behaviour includes new possibilities for the formation of
stationary shock solutions. Our findings are illustrated with numerical iteration of the
mean-field equations, and then the full dynamics are investigated with the application
of Monte Carlo simulations. We show, through simulation results, some of the novel
behaviour that emerges from the DEEP with attachment and detachment dynamics. The
chapter is concluded with a summary of the results and some suggestions for further work
in this area.
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Figure 4.1: The dynamics of the DEEP coupled to a symmetric simple exclusion process.
Particles on the ‘unbound’ lattice (top) can hop in either direction, with rate D. Particles
on the ‘bound’ lattice (bottom) hop to the left with rate 1. The exchange of particles
between bound and unbound lattices occurs with rates a and d, as indicated. Growth
is controlled only by particles on the bound lattice and occurs from site 1 with rate γ.
Injection is only into the bound lattice and occurs with rate α.
4.2 The DEEP with attachment and detachment
The on-off dynamics of motors is incorporated into the DEEP, by coupling it to a second
lattice which contains the unbound particles. On the unbound lattice, particles may
hop in either direction. This is essentially a symmetric simple exclusion process (SSEP)
[Derrida 02], and represents the free diffusion of the motors in the cytoplasm. The two
lattices interact with each other through the exchange of particles. In addition to the three
parameters of the DEEP (α, β and γ), we include three new parameters in the model: the
rate of attachment from unbound to bound lattices, a, the rate of detachment from bound
to unbound lattices, d, and the rate of diffusion on the unbound lattice, D. Since we now
have three new degrees of freedom, we choose to reduce the complexity of our problem
somewhat, by working in the limit of β = 0. This construction is similar to that used in
[Lipowsky 01], where motor dynamics were studied in open tubes of fixed length.
The model now has the following dynamics: Particles on the bound lattice are injected
at the right with rate α; hop to the left with rate 1, extend the lattice with rate γ, and
detach with rate d (entering the corresponding site of the unbound lattice). Particles on
the unbound lattice hop to the right and to the left with rate D and attach to the bound
lattice with rate a. As before, exclusion applies, meaning e.g. that a particle can only
exchange lattices if there is a vacancy in the reciprocal site. The model dynamics are
illustrated schematically in Figure 4.1.
4.3 Qualitative analysis
We can largely determine the qualitative behaviour of this system from the two correlation
equations which describe the particle dynamics in the bulk of the bound and the unbound
lattices. By simply examining the structure of these equations, we are able to determine




4.3.1 Exact correlation equations
We begin then, by constructing the exact correlation equations for the bound and unbound
lattices in the bulk. Again, our lattices are defined so that site 1 corresponds to the site
furthest to the left, which is where the growth events are occurring (see Figure 4.1). The
equations are constructed in the same way as in Subsection 3.1.2, by considering the change
in the statistical average of the occupancy at lattice site i, due to the flow of particles into
and out of that site.




= 〈τi+1[1− τi]〉− 〈τi[1− τi−1]〉+ γ〈τ1[τi−1 − τi]〉+ a〈σi[1− τi]〉− d〈τi[1−σi]〉 . (4.1)
The dynamics of the particles confined to this lattice are the same as those of the DEEP.
The first three terms in the correlation equation for the bound lattice are thus identical
to Equation 3.7. The last two terms describe the additional dynamics of loss and gain of
particles due to the exchange occurring between bound and unbound lattices.
For the unbound lattice, we have:
d〈σi〉
dt
= D〈σi+1 + σi−1 − 2σi〉 + γ〈τ1[σi−1 − σi]〉 − a〈σi[1 − τi]〉 + d〈τi[1 − σi]〉 . (4.2)
The first term describes the symmetric hopping dynamics. With rate D, particles enter
from site i − 1 and from site i + 1. A factor 2 is present in the first loss term because
particles depart site i to both sides. The final two terms are the same as the final two terms
of Equation 4.1, but of opposite sign, describing the particle exchange between lattices.
4.3.2 Coupled mean-field equations
We found in Section 5.9 of the previous chapter, that a simple mean-field analysis provided
an adequate framework for deriving the qualitative phase structure of the DEEP. Here
again we shall appeal to this simple approximation in order to determine the effects arising
from the additional motor attachment and detachment dynamics.
According to the simple mean-field approximation (3.14), we ignore all correlations,
and factorise every term. Denoting 〈τi〉 = ρi and 〈σi〉 = σi, the dynamics of the bound and
unbound lattices are given in this approximation by the following mean-field equations:
dρi
dt
= ρi+1[1 − ρi] − ρi[1 − ρi−1] + γρ1[ρi−1 − ρi] + aσi[1 − ρi] − dρi[1 − σi] , (4.3)
dσi
dt
= D[σi+1 − 2σi + σi−1] + γρ1[σi−1 − σi] − aσi[1 − ρi] + dρi[1 − σi] . (4.4)
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4.3.3 First order continuum approximation
We deal with the coupled mean-field equations (4.3–4.4) by considering a continuum
approximation. In the continuum, the densities at the discrete sites i, become functions
of a continuous variable, x, which denotes their position in the lattice. Taylor expanding
about x, we can thus make the replacement,
ρi = ρ(x) = ρ , (4.5)




ρ′′ + ... , (4.6)
ρi−1 = ρ(x − h) = ρ − hρ′ +
h2
2
ρ′′ + ... . (4.7)
We begin with the simple first-order approximation, which ignores those terms of order











− aσ(1 − ρ) + dρ(1 − σ) , (4.9)
where we have arbitrarily set h = 1 and used γρ1 = v. Note that in this approximation
the diffusion coefficient drops out.
We are interested in the properties of a steady state, i.e. when the particle densities






= 0 . (4.10)
We may thus add Equations 4.3 and 4.4 in the steady state, to obtain:
d
dx
[ρ(1 − ρ) − v(ρ + σ)] = 0 . (4.11)
This expression is a continuity equation, describing the conservation of mass in the system.
The expression in the square brackets is thus the total current, J , of particles flowing from
right to left, through both bound and unbound lattices:
Jρ+σ = ρ(1 − ρ) − v(ρ + σ) . (4.12)
Note the similarity between this expression and the current–density relation of the DEEP
(Equation 3.16). The contribution to the total current due to particles on the unbound
lattice arises solely from the displacement of the reference frame, which gives a backwards
current proportional to the velocity of the lattice growth v. The current due to the hopping
dynamics on the unbound lattice equates to zero due to the symmetry of the hops.
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4.3.4 Steady state current and tip velocity
Now assume that a steady state for (4.8) and (4.9) exists, where the total current
everywhere is equal. Since the current of particles across the boundary of site 1 is equal
to the velocity of the tip v, we have from (4.12):
J =
ρ(1 − ρ)
1 + ρ + σ
. (4.13)
If we assume that in this steady state, there exists a local equilibrium between the bound
and unbound lattices,
aσ(1 − ρ) = dρ(1 − σ) , (4.14)
then we have the following constraint on the unbound density:
σ =
ǫρ
1 − (1 − ǫ)ρ , (4.15)
where ǫ = d
a
. Substituting this into (4.13), we find J in terms of only ρ and ǫ:
J =
ρ(1 − ρ)
1 + ρ + ǫρ1−(1−ǫ)ρ
. (4.16)
One can rearrange (4.16), to find a cubic in ρ:
ρ3 + ρ2[J − 1 − 1
1 − ǫ ] + ρ
1 − 2ǫJ
1 − ǫ −
J
1 − ǫ = 0 . (4.17)
That the current, J , is cubic in ρ, tells us that for any J and ǫ, there are three solutions
for ρ while local equilibrium between bound and unbound lattices holds.
Far from the tip, particles enter the bound lattice with rate α. One might expect that
a steady state will exist that is limited by a low rate of input, as it did in the case of the
DEEP with no attachment and detachment dynamics. In this case, one of the roots of
4.17 is
ρ = α , (4.18)
with the other two given by:
ρ =









ρ = 1 − α − J + 1
1 − ǫ − ρ1 . (4.20)
4.3.5 The solution structure
To determine the solution structure of the steady states, we consider again Equation 4.8.
Assuming the conditions for a steady state, where the current is equal everywhere and
equal to the tip velocity, we may rearrange (4.13) to find an expression for σ in terms of
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ρ and v:
σ =
ρ(1 − ρ) − v(1 + ρ)
v
. (4.21)
Using this, we can eliminate σ from Equation 4.8, giving finally:
dρ
dx





[(a − d)ρ3 − (2a − va − d(1 − v))ρ2 + (a − 2dv)ρ − v] , (4.22)
which is satisfied everywhere in the bulk. Finding the exact solution to Equation 4.22 is
not our aim here. We are able, however, to make some progress by analysing the solution





v(2ρ − 1 + v) [ρ




1 − ǫ ρ −
v
1 − ǫ ] , (4.23)
where again ǫ = d
a
. Note that this approach has led us to the same cubic on the right-hand
side of (4.23) as was obtained in the previous subsection (Equation 4.17), so that at the
roots, we know that local equilibrium holds and that Jρ and Jσ are both constant.





We define the three roots to the cubic on the right-hand side of (4.23); ρ1, ρ2 and ρ3, and








[ρ − ρ1][ρ − ρ2][ρ − ρ3] . (4.25)
One can see from (4.25) that the value of ρ relative to these roots and ρa determines the
gradient of the local change in density, allowing us to construct the density profile solution
structure. What remains is to find expressions for the roots and the asymptote in terms
of the model parameters, and to determine their ordering. The sign of the gradient also
clearly depends on the value of ǫ.








[ρ3 − (ρ1 + ρ2 + ρ3)ρ2 + (ρ1ρ2 + ρ2ρ3 + ρ3ρ1)ρ − ρ1ρ2ρ3] , (4.26)
and equate the above coefficients with those in Equation 4.23, to obtain the following:
v = (1 − ǫ)ρ1ρ2ρ3 , (4.27)
1 − v + 1
1 − ǫ = (ρ1 + ρ2 + ρ3) , (4.28)
1 − 2ǫv
1 − ǫ = (ρ1ρ2 + ρ2ρ3 + ρ3ρ1) . (4.29)




ρ1 > ρ2 > ρ3 . (4.30)
4.3.6 The limit ǫ → 0
As an illustrative example, let us start in the simplest limit, of ǫ = d
a
→ 0. This corresponds
to the case of no attachment or detachment, i.e. d = 0, a = 0, though we argue that the
basic solution structure implied by (4.25) in this limit will remain for arbitrary ǫ < 1. In





Now let us assume that one of the roots of (4.25) corresponds to the far boundary condition,
where particles are injected with rate α:
ρ3 = ρN = α . (4.32)





We thus obtain from (4.33), (4.27) and (4.28):
α(1 − α)
1 + α
= αρ1ρ2 = 2 − α − ρ1 − ρ2 . (4.34)
This can be solved to give us roots ρ1 and ρ2:










The roots α and ρ2 and asymptote ρa are plotted against α in Figure 4.2. One can see
that in this range they are all between zero and 1, and that they collapse to a single value
for α =
√
2 − 1. This value for α corresponds to the point at which, given (4.33), the
solution for ρ of (4.31) becomes imaginary, i.e. (1 − v)2 = 4v.
In Figure 4.3 we deduce from (4.25), the solution curves for α <
√
2 − 1, with
ρ1 > ρ2 > ρa > α > 0 . (4.38)
This simple approximation provides a preliminary guide to the sorts of behaviour one
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Figure 4.2: Roots ρN and ρ2, and asymptote of Equation 4.25 in the limit ǫ = 0, plotted
against α. All three converge at α =
√
2− 1. For α <
√
2− 1, the order, in magnitude, of
the functions are ρ1 > ρ2 > ρa > α.
might expect to observe in our system. We already see the emergence of a solution space
with a more interesting structure than the case where we include no attachment and
detachment terms in the equations. Now there are two attractors, ρ2 =
1−α
1+α and ρα = α.
This second attractor in principle can give rise to stationary shocks in any region of the
parameter space where the solution converges to ρ2, since from here the current on both
the bound lattice (and the unbound lattice) is continuous across a discontinuous shift in
density to the other stable solution, where it meets the boundary condition ρN = α. Such
shock solutions are illustrated schematically in Figure 4.4. Previously this type of solution
was only possible if the density at the tip was exactly equal to the upper fixed point of
the recursion relation (3.16). The extra degrees of freedom introduced by the exchange of
particles between lattices allows the stationary shock region of the DEEP phase diagram
to be expanded from a single line in the α–γ phase space to a larger region in which
stationary shocks are in possible.
4.3.7 The case ǫ > 1
For a general picture of the behaviour of this coupled system, we also consider the case
when the detachment rate exceeds the attachment rate, i.e. ǫ > 1. From (4.27), we see
that now at least one of the roots must be negative. There are two possibilities; either
ρ3 < 0 , ρ2 , ρ1 > 0 ,
or















Figure 4.3: Schematic solution curves for the density. The density gradient converges to
zero as ρ → ρ1, ρ2 and ρN . As ρ → ρ3, the gradient tends to ∞. The density gradient is
positive in regions ρ3 < ρ < ρ2 and 0 < ρ < α, and negative in regions α < ρ < ρ3 and












Figure 4.4: Schematic shock solutions of the bound density, for the case ǫ < 1. The density
converges on the upper stable fixed point, then jumps discontinuously to the lower fixed
point, meeting the far boundary condition. The shock is stable since the current Jρ is
equal either side of it.
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Figure 4.5: Schematic solutions for the case ǫ > 1. Low density solutions are present,
where the density converges to α, meeting the boundary condition at the input. Shock
solutions are also possible, where the density converges on the upper stable fixed point,
then jumps discontinuously to α.
For a physically relevant solution, we choose the former condition. Now since the maximum
velocity (from 4.13) is less than 1, we know from (4.24), that the asymptote of (4.25) (ρa)
must be greater than zero. We choose
ρ1 > ρa > ρ2 > 0 > ρ3 .
This results in an unstable asymptote, which is physical. The schematic solution curves
are illustrated for this case, in Figure 4.5.
4.3.8 Numerical mean-field solutions
The mean-field solutions can be illustrated by numerically iterating the mean-field
equations (4.3) and (4.4). We iterate two arrays of double precision real numbers between
zero and one, which represent ρi and σi. The iterations are carried out according to the
update equations:
ρi(t + ∆t) = ρi(t)
+ ∆t(ρi+1[1 − ρi] − ρi[1 − ρi−1] + γρ1[ρi−1 − ρi] + aσi[1 − ρi] − dρi[1 − σi]) ,
σi(t + ∆t) = σi(t)
+ ∆t(D[σi+1 − 2σi + σi−1] + γρ1[σi−1 − σi] − aσi[1 − ρi] + dρi[1 − σi]) ,
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where with each update two new arrays are created from, and then replace, the previous
two. The system is initialised as an array of random densities, and then allowed to evolve
towards a steady state.
As in the numerical computation of the mean-field theory in Subsection 3.2.4, this
approach does not respect the moving boundary condition of our system, as it is carried
out on an array of fixed length. This imposes an artificial boundary at site N , and some
of the results may exhibit artifacts of the restricted system size.
A representative set of density profiles obtained numerically are illustrated in
Figure 4.6. One can identify some of the solutions which were predicted above. In the
first panel, we see that for low α, the system is in a low density phase, similar to the low
density phase of the DEEP. The bound density is equal to α in the bulk, with a small
decay at the tip, caused by the boundary condition there. In the next two panels we see
behaviour distinct from that seen in the DEEP with no attachment and detachment. The
second panel shows a stationary shock, where the density appears to converge from the
tip, toward a high density plateau, before discontinuously jumping to meet the boundary
condition α. This is in contrast to the mean-field results of the simple DEEP, which only
exhibit shock solutions when the density at the tip is exactly equal to the upper root of
the recursion relation (Equation 3.16), and the high density region is therefore completely
flat from the tip to the shock. The third panel also illustrates a convergence toward a
high density plateau, though in this case the shock has been driven to the right boundary
and the density profile thus appears to be in a high density phase. The final panel is in
the regime of high α and high γ. The resulting density profile is similar to the maximal
current profiles of the previous chapter. The density decays from both boundaries, and
the growing system does not reach a steady state.
The parameter space of this model is rather large. A broad understanding of the effect
of the parameters on the macroscopic model behaviour can be achieved by varying each
parameter individually from a set of ‘control’ values, and observing the changes in the
resulting density profiles. The control parameter values were chosen to lie in a region
where shocks were observed, namely: α = 0.15, γ = 0.1, a = 0.0001, d = 0.0005, D = 0.5,
N = 200. The effects of the variation of individual parameters can be seen in Figure 4.7,
and are outlined below:
Input rate α An increase in α results in the shock on the bound lattice moving to the
right. The bound density to the right of the shock increases to meet the new boundary
condition far from the tip (α). The unbound density increases correspondingly. The tip
densities on both lattices remain unchanged.
Growth rate γ Increasing γ results in the shock position moving towards the tip. Far
from the boundary the densities are unaffected. The height of the density plateaus next
to the tip is reduced on both lattices.
Attachment rate a As attachment rate increases, the shock moves to the right. The
density on the unbound lattice to the left and right of the shock is decreased. The density
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α=0.55, γ=0.1 α=0.7, γ=0.5
Figure 4.6: Density profiles on the bound lattice, generated by iterating the mean-field
equation (4.3). Four distinct behaviours can be seen (discussed in the text), as the
parameters α and γ are varied.
on the bound lattice is still fixed at α to the right of the shock, but is increased to the left.
Detachment rate d Converse to increased attachment rate, as detachment rate increases,
the shock moves towards the tip. Unbound density is increased and bound density is
decreased to the left of the shock.
Diffusion rate D The diffusion constant controls the efficiency with which changes in
density are propagated through the unbound lattice. A high diffusion constant results in
a smoother variation of the density on both lattices, though the effect is slight.
Note that in general, away from the boundary and the shock regions, the density
profiles are flat. It is clear from Equations 4.3 and 4.4 that in these regions the local
equilibrium condition (4.14) is satisfied.
4.4 Monte Carlo simulation
Using Monte Carlo simulations1, we now explore the exact dynamics of the model, to
determine whether the new behaviour predicted by the simple mean-field continuum
approximation of Section 4.3 manifests itself in a fully simulated system.
The algorithm we employ is similar to that described in Subsection 3.6.1, only now
1This work made use of the resources provided by the Edinburgh Compute and Data Facility
(ECDF). (http://www.ecdf.ed.ac.uk/). The ECDF is partially supported by the eDIKT initiative
(http://www.edikt.org.uk)
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Figure 4.7: The effect of varying different parameters on the macroscopic behaviour of
the mean-field equations. The first panel shows the ‘control’ profiles, with parameters:
α = 0.19, γ = 0.1, β = 0.0, a = 0.0001, d = 0.0005, D = 0.5. In the panels that follow,
the parameter being varied is indicated. The bound lattice densities (solid lines) and the
unbound densities (dashed lines) are shown in grey for the control profiles, and black for
the varied profiles.
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extended to include a second Boolean array, which represents the unbound particles2.
Each Monte Carlo time step now consists of 2N stochastic update attempts, carried out
at sites chosen at random from either one of the two lattices. Again, the probabilities for
the updates of this algorithm are normalised to the greatest escape rate from any given
configuration, for example an unbound particle with no neighbours and no particle on the
reciprocal bound lattice may carry out one of three possible updates: a forward hop (rate
D), a backward hop (rate D), or an attachment to the bound lattice (rate a). If the sum
of these rates exceeds the sum of the rates out of any other configuration then all rates
for the simulation are normalised by 2D + a. See e.g. Equations 3.90–3.94.
The boundary conditions, which were not explicitly defined in the analysis above, are
chosen such that attachment and detachment occurs at any site, including the tip and
the site at the far boundary, while injection and growth events occur on the bound lattice
only.
4.4.1 Tip velocity
We begin by looking at the growth velocity. In Subsection 3.6.3, we saw that a change
in the functional form of the growth velocity was an indication of a phase transition. In
Section 4.3, it was predicted that for small values of α, a low density phase will exist, as
illustrated in the first panel of Figure 4.6. In the case of a low density phase, we can find
the tip velocity as simple relation depending only on α and ǫ, from Equation 4.16:
v =
α(1 − α)
1 + α + ǫα1−(1−ǫ)α
. (4.39)
Figure 4.8 compares the predicted velocity to Monte Carlo results. The velocity of the
simulated lattice agrees very closely with the theory, and it is clear that a phase change
takes place at α ≈ 0.16. Beyond this point, the velocity is no longer dependent on α and
stays constant (aside from statistical fluctuations), with a value that appears to coincide





In Figure 4.9, we look more closely at the effect of attachment and detachment rates
and their ratio, on the position of the phase transition, and on the value of the high
density velocity. One can see that despite the high density velocity appearing to be very
close in value to (4.40) for low values of a and d, there is nonetheless a weak dependence
of the velocity on attachment and detachment rates. For high rates of attachment and
detachment the high density velocity is reduced from the case of zero attachment and
detachment, while for rates of attachment and detachment approximately one order of
magnitude smaller, the effect on the high density velocity appears negligible. Before the
2A continuous time algorithm (Subsection 2.1.4) was also implemented, however, it was found to have
a longer running time than its discrete time counterpart.
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Figure 4.8: A plot of the tip velocity measured from Monte Carlo simulations, for varying
α. The plot clearly illustrates the phase transition at α ≈ 0.16, where the functional
form of the velocity becomes independent of α. The parameter values for the simulation
are a=0.0001, d=0.0005, gamma=0.1. Mean-field theoretical velocities are also shown for
these parameters and for the case of no attachment or detachment, for comparison. One
can see that the velocity after the phase transition agrees closely with the high density
velocity predicted by the refined mean-field theory, with no attachment and attachment.
phase transition, there is an evident dependence on ǫ, with large ǫ resulting in a reduced
velocity. After the phase transition, the dependence on ǫ is less apparent. For ǫ < 1, the
effect on the low density velocity is rather small.
4.4.2 Monte Carlo density profiles
Density profiles generated from Monte Carlo simulation, with various values of α are shown
in Figure 4.10, illustrating some of the phases present in this system. The first panel shows
a low density phase where the density is equal to α in the bulk. The second panel shows
what appears to be a shock close to the left boundary. As α is increased, we see in the
third panel, a clear shock which coincides with the theoretical shock solutions illustrated
in Figure 4.3. The fourth panel also exhibits a shock, however the non-localised position of
the discontinuity suggests that in this case the shock is not stationary with respect to the
tip. This profile is probably in a phase analogous to the dynamic shock phase discussed in
the previous Chapter, where the shock is travelling forward, but with a velocity less than
the tip velocity. The penultimate panel shows profiles in the high density phase, when α
is large. Here the bulk bound density converges from the tip, to a constant high density
which extends to the far boundary (not shown in the Figure). In the final panel, both α
and γ are high, and the density profiles appear analogous to the maximal current phase
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Figure 4.9: An illustration of the dependence of velocity on rates of attachment and
detachment, and on their ratio, ǫ. The mean-field low density velocity function (4.39) is
shown for different ǫ (bold dotted lines). Solid lines show the results from Monte Carlo
simulation. It is evident that while the low density velocity is dependent on the ratio of
a and d (ǫ), the high density velocity is more strongly dependent on the magnitudes of a
and d. Low a and d result in a high density velocity close to that for zero attachment and
detachment (γ(1 − γ)/(1 + γ)), irrespective of ǫ.
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of the previous Chapter.
The Monte Carlo results are presented again in Figure 4.12, alongside the mean-
field results for the same parameters. The comparison between theory and simulation
is illustrated over the first 500 sites. This means that although the Monte Carlo results
are gathered from a simulation of the whole system, the mean-field results are calculated
on a system of fixed size 500 (1000 for the final panel). The effects of the finite system
size can be seen in the position of the shock in panels two, three and four. However,
the general trends in behaviour of the profiles appear to be fairly well predicted by the
mean-field theory. The profiles in the penultimate panel in particular are in rather close
agreement with the mean-field results.
In Figure 4.11, we examine in some detail one of the shock profiles. This density profile
was obtained by running a full simulation, using the parameters α = 0.175, γ = 0.1,
d = 0.005, a = 0.001, D = 0.5. The system was first allowed to relax for 500000 time
steps. Over the next 100000 time steps, the occupancy at sites near the tip were counted
and averaged. The result is the exact particle density distribution in the region close to
the tip. This choice of parameters puts our realisation into the regime of ǫ > 1. We
thus compare it with the theoretical predictions of Subsection 4.3.7. One can see that on
the right, the density matches the input boundary condition α. A clear shock appears
between this density and high density plateau. The high density plateau at the left of the
shock corresponds to the upper stable root ρ1. The upper stable root can be calculated
for these parameters using Equations 4.39 and 4.19. The theoretical upper root and the
lower root α are indicated with dotted lines in Figure 4.11. One can see that the high
density plateau to the left of the shock is rather close to the theoretical result, though
slightly below. The discrepancy may be an artifact of the approximation scheme (4.3–4.9),
or it could indicate that the shock in the particular case illustrated is not in fact truly
stationary with respect to the tip. In the latter scenario, the current in the region to the
left of the shock is not equal to the current in the region to the right of the shock, and the
difference in current is balanced with a moving shock (the velocity of the shock given, as
before, by Equation 2.6). The velocity relation (4.39) therefore does not hold, and cannot
be used to calculate the correct roots. Note that if one inserts the velocity measured from
simulation into Equation 4.23, and solve for dρ
dx
= 0, the correct upper root is obtained,
while it is apparent that the lower root lies beneath α. These results are indicated on
Figure 4.11 with dashed lines.
4.5 Summary, discussion and open questions
To summarise; in this chapter, we have seen the introduction of a more involved model
for fungal hyphal tip growth, developed from the DEEP model of Chapter 3. In addition
to the dynamics of the DEEP, this new model accounts for the stochastic exchange of
particles between a confining microtubule track, and the surrounding cytoplasm. The
extended model more closely resembles the true dynamics of particles involved in the
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Figure 4.10: Density profiles generated from Monte Carlo simulations, showing the
different phase behaviours. The parameters used were γ = 0.1, a = 0.0001, d = 0.0005,
(ǫ = 5). The first panel shows a low density phase. In the second panel, a shock has
appeared, close to the tip boundary. The third panel shows what appears to be shock
which is stationary and removed from the tip. In the fourth panel, the shock is no longer
localised and is instead smeared out over several hundred sites. This is an indication that
the shock is no longer stationary in the reference frame of the tip. The smearing of the
shock is an artifact of our averaging procedure. The bottom left panel shows a high density
phase, and the final panel shows a maximal current phase.
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Figure 4.11: Density profiles exhibiting an approximately stationary shock, between a high
density plateau at the tip, and a low density bulk which meets the boundary condition α.
The solid lines show bound (black) and unbound (turquoise) densities obtained from Monte
Carlo simulation. Various theoretical results are also indicated. The black dotted lines
indicate the roots calculated from (4.19), with the velocity given by Equation 4.39. The
black dashed lines show the roots calculated directly from (4.23), using the high density
velocity from simulation (given to an accurate approximation by Equation 4.40). Turquoise
dashed lines indicate the equilibrium unbound density calculated from the Monte Carlo
results and Equation 4.15.
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Figure 4.12: A comparison of the Monte Carlo results of Figure 4.10 (solid lines) with
mean-field density profiles (dashed lines) for the first 500 sites of the lattice. The general
trend of the profiles are predicted with some accuracy, however artifacts of the confined
system size of the mean-field results, such as the position of the discontinuity, can be seen.
molecular motor transport processes within a fungal hypha, where motors only spend
finite periods bound to the microtubule and the rest of the time diffusing, unbound, in
their surroundings.
The unbound motors are incorporated into the model by coupling the DEEP to a
second one-dimensional lattice, which represents the cytoplasm. On the ‘unbound’ lattice,
particles hop in either direction, since in the cytoplasm motors undergo unbiased diffusion.
We assume this to be a mean-field description of the unbound motors. That is to say that
although in reality the motors diffuse through a 3-dimensional space, we can model the
motors using a one dimensional lattice, where the density at each site on the lattice
represents the average density across the breadth of the cytoplasm, at that longitudinal
point along the hypha.
One might argue that a more biologically relevant picture is one which assumes a
reservoir of unbound particles, such as was done by [Parmeggiani 03] in their study inspired
by cellular transport phenomena. Indeed, since the cytoplasm is large compared to the
microtubules, and the unbound motors out-number the bound motors, one might expect
that traffic phenomena is not important off the microtubule, and that the unbound motors
in the cytoplasm can be adequately represented by a reservoir. Interestingly however, we
find that both our approach and that of [Parmeggiani 03] result in a similar phenomenon;
that of shocks arising in the density profiles. This suggests that the significant dynamics
of these coupled models are those of the motor exchange between lattices, rather than the
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distribution and dynamics of the unbound particles. Indeed, if one increases the diffusion
constant of the unbound particles of our model (Figure 4.7), we do not see a qualitative
change in the density profile on the bound lattice.
The steady state behaviour of our extended model is studied in continuous space, with
a first order mean-field approximation. Despite the simplicity of the approximation, we are
able to identify the qualitative steady state behaviours, including some behaviour which
is distinct from the simple DEEP with no attachment or detachment. The theoretical
results are confirmed by Monte Carlo simulation in Section 4.4. The phases present are not
dissimilar to those of the simple DEEP. One sees phases resembling the high density, low
density, maximal current, and shock solutions of the DEEP. There are however differences
in the details of the profiles. Previously, high density and shock solutions existed only when
the density at the tip was exactly equal to the upper root of Equation 3.16. Profiles were
thus flat from the tip to the shock, and the shock was stationary only on the transition line
between the low density and dynamic shock phases. With the introduction of attachment
and detachment dynamics, the high density phase exhibits a smooth convergence of the
bound density from the tip to a high plateau (the height of which is controlled by γ).
The significance result is a widening of the region where stationary shocks may occur.
For whole ranges of α and γ, a convergence to a high plateau is now apparently possible,
with the position and dynamics of the shock controlled by the attachment and detachment
rates.
The particulars of the phase diagram for this model are not discussed in this chapter,
though it should be a straight-forward matter to apply the same principles of Section 3.2
here, in order to arrive at the mean-field phase boundaries. Our analysis has been,
rather, to focus on the qualitative changes brought about with the additional dynamics
of attachment and detachment. A number of open questions remain. For example, the
particular dynamics of the shock with respect to the large parameter space of this model
are yet to be characterised. It would be of interest to deduce in which regions the shock
becomes localised and how the parameters control the size, position and dynamics of the
shock. Another open question is whether the shock remains localised in the large time
limit. In [Parmeggiani 03] and [Evans 03] it is found that the stationary shocks only exist
in the system when the rates of attachment and detachment scale appropriately with
system size. For fixed values of attachment and detachment, the shock phenomenon thus
disappears as the size of the system is increased. The pertinent question here is: does
the shock behaviour we have observed in our growing system have a dependence on the
system size?
The presence of a range of shock solutions clearly has some interesting consequences
biologically. This phenomenon, for example, provides a mechanism by which an arbitrarily
large area of high density could form directly behind the growing tip of a fungal hypha.
Whereas in the DEEP with no attachment and detachment, the stationary shock solution
could only exist for finely tuned parameters (i.e. on the transition between the low
density and dynamic shock phase); the extra degrees of freedom afforded by the presence
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of an exchange between the cytoplasm and microtubule provides a shock stabilisation
mechanism, allowing a stable shock to form across a range of values of α and γ. It would
be of interest to determine, e.g. through further Monte Carlo simulation, the robustness
of the shock solutions to variations in the parameters and in the large time limit, and thus




The final topic to be addressed in this thesis, is the phenomenon of microtubule
instabilities, as introduced and discussed in some detail in Chapter 2. As with the problem
of fungal hyphal tip growth, we are again considering a system which is changing in size
as a result of some internal dynamics of the constituent parts. Rather than processive
motors, the dynamic parts in this problem are the building blocks of the microtubule
itself.
In this Chapter we illustrate the progress that can be made with a simple mean-field
approach based on that which we have developed in earlier chapters. We study the idealised
GTP-cap model of [Antal 07a] (Subsection 2.3.4), with the aim of deducing information
about the phase transition within the general parameter space of the model.
5.1 A mean field approach
Let us first reformulate the GTP-cap model of [Antal 07a] in a manner similar to
the particle–lattice based models of the previous two Chapters. To recap, the model
describes the growth and decay of a single microtubule as the result of the interplay of its
constituent parts: the GTP and GDP dimers (2.9–2.12). For our analysis, we represent the
microtubule with a one dimensional lattice, and the GTP dimers by particles. The GDP
dimers are then simply the empty lattice sites. Rather than hopping along the lattice, the
particles in this model can only carry out a hydrolysis transition, i.e. particles can be lost
from any site of the lattice with rate 1. The rest of the model dynamics occurs exclusively
at the lattice end. Here, a new occupied site can be added with rate λ (if the site next to
the end is occupied), or with rate pλ (if the site next to the end is unoccupied); and an
empty site can be lost with rate µ.
Again, we identify the dynamic end of the microtubule with site 1 of the lattice, and
we make our analysis in the reference frame of this site. Within this framework, the model
transitions are illustrated schematically in Figure 5.1.
5.1.1 Exact steady-state equations
We now consider the GTP ‘density’ at site i on the lattice, given by the statistically
averaged occupancy at that site, which we denote 〈τi〉. By considering the change with
time of the occupancy at a given site, we may construct the exact steady-state equations
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Figure 5.1: Schematic of the microtubule dynamics mapped onto a one dimensional lattice.
Particles (filled circles) represent GTP and empty lattice sites represent GDP.
in the reference frame of site 1. For any site i, in the bulk of the lattice, we have:
d〈τi〉
dt
= λ〈τ1[τi−1 − τi]〉 + 〈[1 − τ1]pλ[τi−1 − τi]〉 + 〈[1 − τ1]µ[τi+1 − τi]〉 − 〈τi〉 = 0 . (5.1)
The first two terms describe growth events. When the lattice increases in size, all site
labels are updated i → i + 1 in order to have the new site labelled as site 1. As a result,
a particle previously in site i− 1 is now found in site i and a particle from site i is now in
site i + 1. The third term describes the inverse of the above site relabelling, i.e. i → i− 1,
which occurs whenever there is a decay event. The final term is the loss of a particle from
site i with rate 1.
At sites 1 and 2, the dynamics at the lattice end result in different steady state
equations. Here, we have:
d〈τ1〉
dt




= λ〈τ1[1 − τ2]〉 − 〈[1 − τ1]pλ[τ2]〉 + 〈[1 − τ1]µ[τ3 − τ2]〉 − 〈τ2〉 = 0 . (5.3)
Equation 5.3 is identical to the Equation for a general site i (5.1), except that here the
values of τ1 in the first and second terms are predetermined by the conditions for growth.
In the reference frame of the lab, the tip of the lattice (site 1) advances and recedes
as units are added and subtracted. One can derive an expression for the average velocity
at which the lattice tip progresses, from the combined rates of lattice growth and decay.
The rate at which units are added to the lattice is dependent on the occupancy at site 1,
〈τ1〉 and the rates p and λ. It is given by:
vg = λ〈τ1〉 + pλ〈1 − τ1〉 . (5.4)
The condition for units to be subtracted from the lattice is that site 1 is unoccupied. The
rate of decay of an unoccupied site 1 is µ. The total rate at which units are subtracted
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from the lattice is thus given by:
vd = µ〈1 − τ1〉 . (5.5)
The total tip velocity may therefore be expressed:
vT = vg − vd = λ〈τ1〉 + pλ〈1 − τ1〉 − µ〈1 − τ1〉 . (5.6)
For a positive overall velocity, we have from (5.6), the requirement that:
〈τ1〉 >
µ − pλ
λ + µ − pλ . (5.7)
To find the constraints that this requirement imposes on the model parameters µ, λ, and
p, we must first find an expression for 〈τ1〉 in terms of these parameters.
5.1.2 Simple mean-field approximation
As we did in previous Chapters, we take a simple mean-field approximation 〈τiτj〉 = ρiρj .
We have from (5.1):
λρ1(ρi−1 − ρi) + µ(1 − ρ1)(ρi+1 − ρi) + pλ(1 − ρ1)(ρi−1 − ρi) − ρi = 0 , (5.8)
which, using definitions (5.4) and (5.5), we may write as:
vg(ρi−1 − ρi) + vd(ρi+1 − ρi) − ρi = 0 i ≥ 3 . (5.9)
Likewise, Equations 5.3 and 5.2 become:
λρ1 − vgρ2 + vd[ρ3 − ρ2] − ρ2 = 0 , (5.10)
and
vdρ2 + (1 − ρ1)pλ − ρ1 = 0 . (5.11)
5.1.3 Second order recursion relation
We can assume that the second order recursion relation (5.9) has solution:
ρi = Az
i−2 (5.12)
Substituting this into (5.9) with i = 3, we have then a quadratic in z:
vg(1 − z) + vd(z2 − z) − z = 0 (5.13)
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This has solutions:
z± =
1 + vg + vd ±
√
(1 + vg + vd)2 − 4vgvd
2vd
(5.14)
For a physical solution, we require that z < 1. Therefore the lower root is the physical
solution.
5.1.4 A theoretical phase transition
We are interested in using the formulation above to identify the point at which a transition
occurs between a microtubule that is growing with a positive average velocity and one
which remains a finite size. From (5.7), we see that this transition occurs at
ρ1 =
µ − pλ
λ + µ − pλ . (5.15)
Let us consider the simple case of p = 1. This is equivalent to assuming that the
occupancy at site 1 does not affect the rate at which new units are added. Although this
is not in general true for real microtubules, it is of theoretical interest to first solve in
this limit as it allows us to greatly simplify the equations of the previous sections. At the
phase transition, the growth rate and decay rate are equal, and we have from (5.4) and
(5.5):
vg = vd = λ . (5.16)





and using (5.16), we obtain the critical values for ρ2 and ρ3 from (5.11) and (5.10):




− µ − λ
µ
= 0
⇒ µλρ2 + λ2 − µ + λ = 0
⇒ ρc2 =
µ − λ2 − λ
µλ
(5.18)
λρ1 − λρ2 + λ(ρ3 − ρ2) − ρ2 = 0




[λ3 − (3 − µ)λ2 + (2µ − 1)λ + µ] (5.19)
Now from (5.12) we may solve the second order recursion relation using ρ2 = A, ρ3 = Az
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Figure 5.2: The solution for µ as a function of λ on the transition line between growing
and finite length regimes (5.21). Note the singularity at λ = 2
and with the critical z from the lower (physical) root in Equation 5.14:
zc =

















This curve is presented in Figure 5.2. Note that a singularity occurs at λ = 2. For λ > 2
the theory predicts that the microtubule will grow regardless of the detachment rate.
This crude analysis has led us rather rapidly to an apparent result, namely a line
in µ–λ space which marks the transition where a microtubule should switch between a
state of finite length fluctuations, and an indefinitely growing state. The presence of an
asymptote in this function at λ = 2, however, is quite counterintuitive and deserves some
careful scrutiny.
5.2 Monte Carlo simulation
A simulation of the full model dynamics is implemented with a straightforward Monte
Carlo algorithm. We use a Boolean array to represent the microtubule, with 1 representing
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Figure 5.3: Microtubule length plotted for different decay rates, illustrating unbounded
growth (squares and circles) for low µ, and bounded fluctuations (triangles) for higher µ.
GTP and 0 representing GDP. The array is extended and reduced stochastically, according
to the GTP–GDP dynamics prescribed above.
The algorithm allows us to investigate the exact particle dynamics of this system. In
particular, we are able to determine the microtubule’s state of growth across the λ–µ
phase space, and make an analysis of the validity of the mean-field prediction of a phase
transition between growing and finite length regimes, presented above.
Figure 5.3 shows three trajectories of a microtubule’s length plotted against time. The
growth is rate low (λ = 0.1), and is the same in each case, while the decay rate is varied
between 0.05–0.15. One can see that for a low decay rate, although there are fluctuations
due to the stochastic nature of the model, the microtubule grows in an approximately
linear fashion. In this parameter regime, the decay of the microtubule is slow when
the GTP-cap is lost, and before any significant decrease in size occurs, the GTP-cap is
reformed and growth resumes. The intermediate microtubule is also in a growing state,
although the growth velocity has reduced due to the higher decay rate. The decay rate is
still not high enough in this case to reduce the length of the microtubule back to zero. The
trajectory for the microtubule with highest µ is in a finite length state. The fluctuations
frequently reduce the microtubule to a length of zero and it never grows beyond a length
of approximately 15 units.
As the rates of growth and decay increase, so too does the scale of the length
fluctuations. For a very high rate of decay, we see in Figure 5.4, a more dramatic structure
to the microtubule dynamics. The microtubule’s length trajectory is now characterised by
distinct periods of growth, interspersed with periods of sudden drastic decay. This bears
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Figure 5.4: The length with time plot of a microtubule for the parameter values within the
unlimited growth regime of the mean-field theory (indicated with a star on Figure 5.7).
The position of GTPs are also shown. One can see that although the conversion rate is
slow compared to the growth and decay, the effect when the GTP cap disappears is drastic
and results in a catastrophe where the microtubule is reduced to a length of zero.
some resemblance to the growth and catastrophe dynamics of experimental observations
(See Figure 2.8 in Chapter 2), although note that in general the growth of a microtubule
will resume before its length has shrunk all the way to zero.
5.2.1 Phase behaviour
Small λ and µ
We first consider simulations of the microtubule dynamics, run over the parameter range
0 < µ < 1, 0 < λ < 1. To identify the transition, we must be able to distinguish between
growing and finite length microtubules. Clearly, a growing microtubule will have increased
in length after a large time interval. However, a finite microtubule fluctuates in length
wildly, so depending on its original length, a measurement after a large time interval
may return a growing or a shrinking verdict. To clarify the distinction then, we start
our simulations with a very large microtubule length (larger than the maximum length
that can be reached from zero within this time interval, for this parameter range). By
effectively removing the lower bound for the microtubule length (zero), we allow for a
downward trend in the length of any microtubule which is not growing.
The results are illustrated in Figure 5.5. Those microtubules which grew on average
during the simulation run are indicated with pluses, while those which did not grow are
indicated with filled circles. One can see that the transition between the growing and finite
101










Figure 5.5: Comparison of simulation results with theory. Growing microtubules are
indicated with pluses, while shrinking microtubules are indicated with crosses. The
theoretical transition between these phases (5.21) is also plotted.
length microtubules follows a smooth curve. The mean-field transition (5.21) is shown on
the plot for comparison and appears to be quite close to the simulation data in this range,
particularly for small λ and µ.
Large λ and µ
For λ > 1 however, the simulation results diverge from the predicted mean-field phase
transition and in particular they do not show any singularity at λ = 2. The results for
0 < λ < 4 are shown in Figure 5.6, where we see that the transition line follows an
exponential curve, rather than the asymptotic curve predicted by the mean-field theory.
This means that in the region where the mean-field theory predicted growth regardless of
decay rate (λ > 2), the microtubule length is in fact still able to remain finite, provided
that the decay rate µ is high enough.
A fit to the data of Figure 5.6 indicates a transition line of:
µ ≈ e 2πλ7.85 . (5.22)
In Figure 5.6, for comparison, we plot the mean-field transition line alongside (5.22), and
the phase transition line for µ → ∞ found in [Antal 07b]. The star in Figure 5.7 indicates
the parameter values for which the trajectory of Figure 5.4 was calculated. One can
see that this data point is well inside the region of unbounded growth predicted by our
mean-field theory. The phase transition predicted in the limit µ → ∞ in [Antal 07b] also
suggests this point is within the growing region of the phase diagram. However, looking
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finite length phase (MF) growing phase (MF)
Figure 5.6: Data points for microtubules in the growing phase are indicated with crosses.
The phase transition appears to follow an exponential curve, shallower than that of the
mean-field prediction. No singularity occurs at λ = 2.
back at Figure 5.4, it is clear that in this region the microtubule remains of finite length.
This is due to the high decay rate (µ), which results in frequent catastrophes that rapidly
return the microtubule length to zero.
5.3 Conclusion
We have extended the analysis of [Antal 07b] to find a general expression for a phase
transition between a growing and a finite length microtubule. Whereas the approximate
phase transition in [Antal 07b] is found by considering the limits µ → ∞ and µ → 0, our
mean-field approach provides a phase transition line for general values of the parameters
µ and γ.
Our approach is similar to that of the previous two chapters, i.e. we use a lattice based
model, and solve correlation equations constructed in the reference frame of the dynamic
end of the lattice. The equations are then treated with a mean-field approximation. By
comparing to Monte Carlo simulation, it is found that the phase transition found in this
manner appears to be accurate for small λ and µ, but it is not good at describing the
‘catastrophes’ which occur at high µ.
The problem in the regime of high µ is slightly subtle, and we believe it lies with
the underlying principle of the mean-field approximation. This type of approximation
naturally describes an average over many instances of the quantity of interest; in this case
the density of GTP on a microtubule. In this way, any occurrence of GTP at the tip, no
matter how infrequent, will result in a non-zero density, and thus the effect of a GTP cap.
103
Chapter 5. Microtubule Instabilities











  [Antal 07b]
MF phase transition




Figure 5.7: The point indicated corresponds to the parameters for a microtubule trajectory
(see Figure 5.4) which was clearly in the ‘finite length’ phase. The mean-field phase
transition is plotted, alongside the result for the limit µ → ∞ of [Antal 07b]. One can see
that both theories predict the point to be well within the growing phase. The mean-field
theory predicts growth because λ is greater than the conversion rate of GTP→GDP, but
it fails to capture the nature of the catastrophes which are the mechanism by which the
microtubules remain at finite length in the regime of high µ. The catastrophes can be
seen for high µ in Figure 5.4.
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At high µ this effective GTP-cap protects the microtubule from the catastrophic decay
that would occur should the tip lose its cap entirely.
The inaccuracy of the mean-field approximation at high µ limits the practical use
of our result, since the reality of microtubule dynamic instability (see, e.g., Figure 2.8)
appears to coincide with the high µ regime of the model. In the regime of high µ it is
necessary to employ a theory which is better suited to describing the rare events which
shape the long term behaviour of the microtubule (i.e. the catastrophes, which keep it
at a finite length). Indeed, the approach taken in [Antal 07b], where an analysis is made
in the limit of µ → ∞ of the statistical ‘waiting time’ between catastrophes provides a
result which is at least qualitatively closer to the actual behaviour than that predicted by
our mean-field theory. Finding an accurate phase transition for general parameter values
however remains an analytical challenge.
Although the success of our result is limited to a small parameter range, this work
on the GTP-cap model serves to illustrate how one can use the techniques developed in
Chapter 3 to probe a quite different problem.
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Let us first summarise what has been studied in this thesis. The primary theme was
a study of how the microscopic constituents inside a fungal hypha contribute to and
control the growth dynamics of the hypha. This study was made with a one-dimensional
lattice model, of the type typically used to study transport phenomena in nonequilibrium
statistical physics. The mass being transported through a hypha by the action of molecular
motors was represented by particles, which performed stochastic hops along a lattice in
a single direction, subject to mutual exclusion: a so-called totally asymmetric simple
exclusion process. The novel feature of this model, that was introduced especially to deal
with this particular problem, was the action of the particles when they reach the end of
the lattice. Here, the particles cause the extension of the lattice, with one particle able
to create a single lattice site. Thus we make an explicit connection between the arrival of
mass to the end of the hypha, and the resulting growth of the hypha.
Our first objective was to characterise the steady state behaviour of this system,
which was done with a mean-field approximation approach. Four qualitative phases were
identified, including three phases observed previously in TASEP based models, and one
phase: a dynamic shock phase, which is unique to this model. The theoretical study then
progressed to a more detailed mean-field analysis, which we call the refined mean-field
theory. This theory recognises that the correlations between the two sites closest to the
lattice tip are significant and therefore the treatment of the exact correlation equations
for the system under this approximation scheme does not require a factorisation of the
correlations between these two sites. The result of the refined mean-field theory is a
new phase diagram with slightly modified phase boundaries. A further refined theory is
explored, which respects the correlations between the first three sites behind the lattice
tip, again resulting in a phase diagram with modified boundaries. The mean-field theories
are compared and discussed with respect to an heuristic argument, which appeals to the
symmetry of the problem and makes a connection between our model and another TASEP-
based model in the literature [Lakatos 03], that has similar macroscopic properties.
The merit of the theoretical approach is put to the test with a numerical analysis of
the model, using Monte Carlo simulations. We are able to confirm the existence of all four
of the predicted phases and, in particular, we find that the phase diagram predicted by
the refined mean-field theory is strikingly close to the results from simulation.
We followed this in Chapter 5, with an extension to the model of Chapter 3, intended
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to more accurately describe the nature of the dynamics occurring within a growing fungal
hypha as mass makes its way toward the tip. The extended model includes a description
of the mass diffusion in the cytoplasm which surrounds the microtubule tracks, as well as
the active transport processes on the microtubules which were already incorporated into
the model. We treat the model as before, with a mean-field analysis, followed by a Monte
Carlo assisted assessment of the theoretical results. In this case, we observe new structure
to the steady state density profiles, including the formation of a stationary shock and
phase coexistence for a range of parameters.
Chapter 6 saw the study of a second problem inspired by biology, also concerning with
microtubules, though this time it is the dynamic growth and decay of the microtubules
themselves that is the focus. Microtubules are highly dynamic structures and a great deal
of attention has been given to the characterisation of the processes which lead to their
observed dramatic changes in length. We do not propose a new model here, but rather
present a brief study of an existing model, drawing from the techniques employed in the
previous chapter. We thus suppose a lattice type representation of the model and again
appeal to a mean-field approximation. We derive a transition line in the phase space
of the model which bounds regions where a microtubule grows indefinitely, and where a
microtubule remains of a finite length in the large time limit. Our result is concise, but
does not succeed in describing the rare but catastrophic decay events that can take place
at high γ and µ. The mean-field theory predicts an asymptotic phase boundary, resulting
in a value for γ above which no finite length microtubules are possible. The asymptote is
not present in simulation results, indicating that accuracy of the mean-field approximation
for this system is limited to cases where the parameters γ and µ are small.
In conclusion, the progress made here has been primarily theoretical in nature. We
have shown that the well-known TASEP can be generalised to a system that is increasing
in length. We have illustrated a technique of solving for the steady state in a reference
frame other than that in which the dynamics are defined and we have developed a refined
mean-field method for dealing with strong correlations between particular sites in the
lattice. Our study of the DEEP also provided us with a new perspective with which to
tackle a second problem: the GTP-cap model for dynamic instability of microtubules, and
here we were able to derive a general and novel result. We have thus provided through
this work, a simple framework which may find application in a broader context. Indeed,
there are many more systems that can be found in nature, where the boundaries are not
spatially fixed, and where an analysis of the type seen in this thesis could be applied. One
example attracting interest recently, is the extraction (by molecular motors) of membrane
nanotubes [Derenyi 07, Campás 08, Tailleur 08].
The present models can also be developed to incorporate more biological detail of the
system they are describing. For example, it could prove fruitful to study the effects of
allowing larger sizes of vesicle in the DEEP dynamics, like was done for the TASEP
in [Lakatos 03] and [Pierobon 06]. One may also find new and interesting effects by
introducing heterogeneity and disorder on the lattice [Evans 04]. Another approach might
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be to incorporate ‘hyphal branching’ into the model for fungal hyphal growth, whereby
new hyphal tips can be initiated from the parent hypha [Prosser 94].
It is important to note however, that for the models studied in this work to be
considered seriously within their respective biological contexts, close cooperation with
experimentalists is required. For example, we may have shown with the DEEP and its
more detailed DEEP-SSEP extension, that the nonequilibrium physics of mass transport,
coupled to system growth, can lead to steady states with an accumulation of mass near
the dynamic end of the system; but to understand whether the observed Spitzenkörper in
a fungal hypha could be the result of such a process, we must be able to obtain measured
quantities corresponding to the parameters of our models. This would allow us to test the
model hypotheses of, e.g., different density and velocity steady state phases controlled by
the vesicle input and fusion rates.
As the methods of physics have great potential for contributing to our biological
understanding, so too can biology contribute to our understanding of physics, by providing
an endless source of fascinating problems that can be brought down on some level to
simple physical interactions. Through the study of simple models for these systems, we
gain both novel perspectives for understanding the biological phenomena, and a broader
understanding of the subtleties of nonequilibrium processes generally. The apparent key
to progress in this interdisciplinary area, is the construction and maintenance of genuine
and tangible links between the biology and the theoretical approaches.
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