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Abstract
We open a new field on how one can define means on infinite sets.
We investigate many different ways on how such means can be con-
structed. One method is based on sequences of ideals, other deals with
accumulation points, one uses isolated points, other deals with aver-
age using integral, other with limit of average on surroundings and one
deals with evenly distributed samples. We study various properties of
such means and their relations to each other.
1 Introduction
In this paper we are going to study the ways of how can one generalize the
arithmetic mean for an infinite bounded subset of R. As well known one can
calculate the arithmetic mean for finite sets and there is a straightforward
generalization for sets with finite positive Lebesgue measure (see Def 1.1).
One may ask if we can extend these methods in between or more generally
in what way one can define (natural) means on infinite subsets of R.
In this paper our aim is to find reasonably good and natural means for
infinite bounded sets. Then study their properties and relations among them.
We are going to present many methods where in some of them we deal with
countable sets only.
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Most of the methods described here can be easily generalized to quasi-
arithmetic means as well or to more general means, however we are not going
to deal such generalizations now. In this paper we focus on arithmetic type
means only.
We are planning a second paper on this topic. While this current paper
mainly deals with constructing means and investigate their properties, the
second paper is going to focus mainly on building and analysing concepts of
this new field.
1.1 Basic notions and notations
Throughout this paper function A() will denote the arithmetic mean of any
number of variables.
Definition 1.1. If H Lebesgue measurable, λ(H) > 0 then
Avg(H) =
∫
H
x dλ
λ(H)
.
For K ⊂ R, y ∈ R let us use the notation
Ky− = K ∩ (−∞, y], Ky+ = K ∩ [y,+∞).
Let Ts denote the reflection to point s ∈ R that is Ts(x) = 2s−x (x ∈ R).
If H ⊂ R, x ∈ R then set H + x = {h + x : h ∈ H}. Similarly αH =
{αh : h ∈ H} (α ∈ R).
cl(H), H ′ will denote the closure and accumulation points of H ⊂ R
respectively. Let limH = infH ′, limH = supH ′ for infinite bounded H .
Definition 1.2. A generalized mean is a function K : C → R where
C ⊂ P (R) consists of some (finite or infinite) bounded subsets of R and
infH ≤ K(H) ≤ supH holds for all H ∈ C. We call K an ordinary mean
if C consists of finite sets only.
In the definition the required condition is an obvious generalization of
internality on finite sets.
In this paper when we use the term ”mean” we always refer to a gen-
eralized mean. Usually K,M will denote means and Dom(K) denotes the
domain of K.
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1.2 Brief summary of the main notions and results
Before we start to construct means we investigate what properties a gen-
eralized mean can have. In this current paper we just define some basic
properties while the second paper deals with a much broader range of at-
tributes. Here we have internality and strong internality that is the value
of a mean has to be between the infimum and supremum of the set that is
a defining relation for being a mean. We may also expect that a mean has
to be invariant under some geometric transformations such that translation,
reflection and contraction/dilation. We deal with one type of monotonicity
and finite-independence that is the mean is invariant under adding or mov-
ing finite sets from the set. Some special properties are convexity and how a
mean is invariant under closure or taking accumulation points.
In the paper we define 6 generalized means (however one is a group of
means, not a single mean). Here we describe them roughly.
A mean can be defined by using the isolated points of a set. If the
isolated points approximate the set in a sense that their arithmetic mean
may approximate a mean - that is the idea behind. This mean is strongly
internal, monotone, convex and closed but not accumulated.
If the set of accumulation points is finite then its arithmetic mean may
function as a mean of the set. If not, then we can take the accumulation
points of the the accumulation points and so on. If any of these is finite then
use that to define a mean. This mean is strongly internal, monotone, convex,
closed and accumulated.
We can use ideals to define a kind of end points of sets, points over which
the remains of the set is in the ideal i.e. small, in other words besides the end
points the set is small. The arithmetic mean of the end points may function
as a mean. This mean is monotone and convex.
There is a natural generalization of Avg using Hausdorff dimension and
measure which somehow lay a bridge between A and the Avg defined in 1.1.
This mean is strongly internal, strong monotone, convex but not closed, not
accumulated.
If we have a set with 0 Lebesgue measure then Avg (1.1) cannot be
applied. However we can take its ǫ surroundings for which Avg can be used
and then take smaller and smaller ǫ-s and see if the limit exists. If yes, then
consider it as a mean. This mean is strongly internal and closed but not
accumulated.
Finally we can take finite sample points from the set and calculate their
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arithmetic mean and we consider it as an approximation for a mean. Then
take better and better samples and see if the limit exits. If yes, we found a
new mean. It is important that the samples have to be evenly distributed.
This mean is strongly internal, monotone and convex.
2 Basic attributes of generalized means
2.1 Expected properties of a generalized mean
Throughout these subsections K will denote a generalized mean.
Usually we expect Dom(K) to be closed under finite union and intersec-
tion. Moreover closed under translation, reflection and contraction/dilation.
Most of our means K will be the extension of A that is for finite sets it
gives the arithmetic mean of the elements. Nevertheless we allow a mean to
have a domain consists of infinite sets only.
Definition 2.1.
• K is called internal if for all H ∈ Dom(K) infH ≤ K(H) ≤ supH.
K is strong internal if for all infinite H ∈ Dom(K)
limH ≤ K(H) ≤ limH.
• K is monotone if supH1 ≤ infH2 implies that K(H1) ≤ K(H1 ∪
H2) ≤ K(H2). K is strong monotone if K is strong internal and
limH1 ≤ limH2 implies that K(H1) ≤ K(H1 ∪H2) ≤ K(H2).
• The mean is shift invariant if x ∈ R, H ∈ Dom(K) then H + x ∈
Dom(K), K(H + x) = K(H) + x.
• K is symmetric if H ∈ Dom(K) bounded and symmetric (∃s ∈
R ∀x s+ x ∈ H ⇔ s− x ∈ H) implies K(H) = s.
• K is homogeneous if H ∈ Dom(K) then αH ∈ Dom(K), K(αH) =
αK(H).
• K is finite-independent if H ∈ Dom(K) is infinite, V is finite then
H ∪ V,H − V ∈ Dom(K) and K(H) = K(H ∪ V ) = K(H − V ).
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A simple example of a mean Mlis on all bounded sets is
Mlis(H) =
{
A(H) if H is finite
limH+limH
2
otherwise.
In subsection 3.3 we will verify that it has all mentioned expected properties.
Proposition 2.2. If K is strong internal and H ′ = {h} then K(H) = h.
Proof. h = limH ≤ K(H) ≤ limH = h.
Proposition 2.3. If K is internal, finite-independent then K is strongly
internal.
Proof. Let H ⊂ R, ǫ > 0. Then K(H) = K(H∩(−∞, limH+ǫ]) ≤ limH+ǫ
because we left out finitely many points. Since ǫ was arbitrary we get that
K(H) ≤ limH . Similar argument can be applied to lim.
2.2 Some other properties
Definition 2.4.
• K is convex if I is a closed interval and K(H) ∈ I, L ⊂ I,H ∪ L ∈
Dom(K) then K(H ∪ L) ∈ I.
• K is called closed if H, cl(H) ∈ Dom(K) then K(cl(H)) = K(H).
• K is called accumulated if H,H ′ ∈ Dom(K) then K(H ′) = K(H).
Obviously property ”accumulated” is equivalent with thatK(H) = K(H ′) =
K(H ′′) = K(H ′′′) = . . . if all sets are in Dom(K).
We will often use the following simple fact.
Lemma 2.5. A is convex.
Proof. Let I be a closed interval, H,L are finite and A(H) ∈ I, L ⊂ I. It is
known that if A,B are disjoint finite sets with cardinality |A| = a, |B| = b
A(A ∪B) = aA(A) + bA(B)
a+ b
=
a
a+ b
A(A) + b
a+ b
A(B)
that is the convex combination of A(A) and A(B) hence it is between A(A)
and A(B).
Now apply this to H and L − H . For both A(H),A(L − H) ∈ I hence
so is A(H ∪ L).
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We could consider a mean as Hausdorff continuous if it was a continu-
ous function according to the Hausdorff pseudo-metric. However it cannot
happen.
Example 2.6. Let C denote the set of all compact sets on R equipped
with the Hausdorff metric, C0 ⊂ C be the finite sets. Let C = {0, 1}, Cn =
{ 1
n
; 1 + 1
n
; 1 + 1
2n
}. Clearly Cn → C in the Hausdorff metric but A(Cn) →
2
3
, A(C) = 1
2
. Hence A is not a continuous function from C0 to R.
If K is not defined on finite sets then we still cannot expect K to be
continuous assuming that it is strongly internal.
Example 2.7. Let H1 = {0, 1n : n ∈ N}∪ {1, 1+ 1n : n ∈ N}. ObviouslyK(H1) ∈ [0, 1]. Let L2k = { 1n : n ≤ k} ∪ {1, 1 + 1n : n ∈ N}, L2k+1 = {0, 1n :
n ∈ N}∪{1+ 1
n
: n ≤ k}. Then Lk → H1 and ∀k K(L2k) = 1,K(L2k+1) = 0.
3 Simple generalized means
3.1 Mean by isolated points
If the isolated points determine the set in the sense that cl(H − H ′) = H
then a mean can be defined by them using that for ∀δ > 0 H − S(H ′, δ) is
finite.
Definition 3.1. If cl(H −H ′) = H then let
Miso(H) = lim
δ→0+0
A(H − S(H ′, δ))
if it exists.
Lemma 3.2. Let (Hn), (Ln) be two infinite sequences of finite sets such
that all sets are uniformly bounded, ∀n Hn ∩ Ln = ∅ and A(Hn) → a.
Moreover limn→∞
|Ln|
|Hn| = 0. Then A(Hn ∪ Ln)→ a.
Proof. Clearly
A(Hn ∪ Ln) =
∑
hi∈Hn
hi +
∑
hj∈Ln
hj
|Hn ∪ Ln| =
|Hn|
|Hn ∪ Ln|A(Hn) +
|Ln|
|Hn ∪ Ln|A(Ln).
A(Ln) is bounded, |Ln||Hn∪Ln| → 0 and
|Hn|
|Hn∪Ln| → 1 give the statement.
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Theorem 3.3. Miso is a generalized mean. Moreover it is finite-
independent, strongly internal, monotone, shift invariant, symmetric, ho-
mogeneous, convex and closed.
Proof. Clearly Miso is internal since H − S(H ′, δ) ⊂ [infH, supH ].
It is also finite-independent because H −H ′ is infinite and removing (or
adding) finitely many new points would not change the limit. In order to
prove that let Hn = H − S(H ′, δ), Ln = {the new points in H − S(H ′, δ)}.
Then apply 3.2.
Strong internality then follows from 2.3.
Let us show monotonicity. If supH1 ≤ infH2 then
H1 ∪H2 − S((H1 ∪H2)′, δ) = (H1 − S(H ′1, δ)) ∪ (H2 − S(H ′2, δ))
which gives that A(H1 − S(H ′1, δ)) ≤ A(H1 ∪H2 − S((H1 ∪H2)′, δ)). When
taking the limit we end up with Miso(H1) ≤ Miso(H1 ∪ H2). The other
inequality is similar.
To prove that Miso is shift invariant, symmetric, homogeneous, it is
enough to refer to the fact that H − S(H ′, δ) and A both have the same
properties.
To verify convexity let I be a closed interval,Miso(H) ∈ I, L ⊂ I, L, L∪
H ∈ Dom Miso. It is known that if A,B are disjoint finite sets with cardi-
nality |A| = a, |B| = b
A(A ∪B) = aA(A) + bA(B)
a+ b
that is the convex combination of A(A) and A(B). If we apply it for Aδ =
H−S(H ′, δ), Bδ =
(
H∪L−S((H∪L)′, δ))−Aδ ⊂ L−S(L′, δ) then A(Aδ)→
p ∈ I, A(Bδ) ∈ I hence in limit (δ → 0+0) we get that A(Aδ ∪Bδ)→ q ∈ I
using that the limit exists because H ∪ L ∈ Dom Miso.
To show that Miso is closed it is enough to mention that H and cl(H)
have the same set of isolated points.
Example 3.4. For H = {0, 1} ∪ { 1
n
: n ∈ N} ∪ {1 + 1
2n
: n ∈ N},
Miso(H) = 0.
Proof. Evidently H ′ = {0, 1}. If δ = 1
k
then
H − S(H ′, δ) = { 1
n
: n < k} ∪ {1 + 1
2n
: 2n < k}.
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If we apply 3.2 for Hk = { 1n : n < k}, Lk = {1 + 12n : 2n < k} then we get
the statement.
Example 3.5. Miso(H) does not exist always.
Proof. Define a set in the following way. Let H1 = {1.7}. If H1, . . . , Hn−1
are already defined then let Hn consists of some finitely many points such
that
Hn ⊂
{(
1
n+1
, 1
n
)
if n is even
1 +
(
1
n+1
, 1
n
)
if n is odd
and A(H1 ∪ · · · ∪Hn) ≤ 14 when n is even, A(H1 ∪ · · · ∪Hn) ≥ 34 when n is
odd. Then let H =
∞⋃
i=1
Hi.
We then ended up with an infinite set H ⊂ [0, 2] such that H ′ = {0, 1}
and A(H − S(H ′, δ)) can be smaller than 1
4
or greater than 3
4
depending on
δ hence the limit does not exists.
Theorem 3.6. Miso(H) is not accumulated.
Proof. It is easy to construct a set H ⊂ [0, 1] such that H ′ = {0} ∪ { 1
n
:
n ∈ N} and ∀δ A({h ∈ H : h > δ}) ≥ 0.5. For that set we get Miso(H) ≥
0.5, Miso(H ′) = 0.
For constructing such set let H1 = {1.5}. If H1, . . . , Hn−1 are already
defined then let Hn consists of some points such that Hn ⊂ S
({ 1
k
: k <
n}, 1
n
)
, ∀k < n Hn ∩ S( 1k , 1n) 6= ∅ and A(H1 ∪ · · · ∪ Hn) ≥ 0.5. Obviously it
can be done since we can add as many points around 1 as we want. Then let
H =
∞⋃
i=1
Hi.
3.2 Mean by accumulation points
Let us recall the classic definition. H(0) = H, H(1) = H ′ where H ′ denotes
the accumulation points of H. Then H(n+1) = (H(n))′ (n ≥ 0).
Assume that H is infinite bounded. Then there are two cases. Either
there is n ∈ N such that H(n) = ∅ or ∀n ∈ N H(n) 6= ∅. We can define a
mean in the first case.
Definition 3.7. Let H ⊂ R. Let lev(H) = n ∈ N if H(n+1) = ∅ and
H(n) 6= ∅. Otherwise let lev(H) = +∞.
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Definition 3.8. Let H ⊂ R, lev(H) = n. Set Macc(H) = A(H(n)).
In this sense we may say that the last level accumulation points determine
the mean and nothing else. Roughly speaking the last accumulation points
store the only ”weights” of the set.
Lemma 3.9. lev(H ∪K) = max{lev(H), lev(K)}.
Proof. It is known that (H ∪ K)′ = H ′ ∪ K ′. From that by induction we
get that (H ∪K)(n) = H(n) ∪K(n). Which implies that (H ∪K)(n) = ∅ iff
H(n) = ∅ and K(n) = ∅.
Now let m = max{lev(H), lev(K)}. Then (H ∪ K)(m) 6= ∅ and (H ∪
K)(m+1) = ∅ which gives the statement.
Lemma 3.10. If lev(H) < lev(K) then Macc(H ∪K) =Macc(K).
Proof. By 3.9 lev(H ∪K) = lev(K). Then (H ∪K)(lev(K)) = K(lev(K)).
Lemma 3.11. lev(H ∩K) ≤ min{lev(H), lev(K)}.
Proof. It is known that if A ⊂ B then A′ ⊂ B′ and then by induction
A(n) ⊂ B(n). Apply it for H ∩K and H and then K.
Theorem 3.12. Macc is strongly internal, finite-independent, shift in-
variant, symmetric, homogeneous, convex, closed and accumulated general-
ized mean.
Proof. First of all we remark that the definition of Macc(H) makes sense
since H(n) is finite when H(n+1) = ∅.
Macc is strongly internal because limH = minH ′, limH = maxH ′. This
gives that Macc is a generalized mean.
Macc is finite-independent since H ′ does not change if remove or add
finitely many points to H .
It is shift invariant, symmetric, homogeneous since the accumulation op-
erator has the same properties.
To verify convexity let I be a closed interval,Macc(H) ∈ I, L ⊂ I, L, L∪
H ∈ Dom Macc. Let lev(H) = n, lev(L) = k. Now we have three cases:
n < k, n > k, n = k. Using 3.10 the first two are obviously implies that
Macc(H ∪ L) ∈ I. For the third 2.5 gives the statement.
Macc is closed because cl(H)′ = H ′.
Macc is accumulated since lev(H ′) = lev(H)− 1 and
H(lev(H)) = (H ′)(lev(H)−1) = (H ′)(lev(H
′)).
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Theorem 3.13. If either lev(H) 6= lev(K) or lev(H) = lev(K) = n
and H(n) ∩K(n) = ∅ then Macc(H ∪K) ∈ [Macc(H),Macc(K)].
Proof. The first case is obvious. For the second case apply
A(A ∪B) = aA(A) + bA(B)
a+ b
when A ∩B = ∅ and a = |A|, b = |B|.
Example 3.14. H ∩ K = ∅ does not imply that Macc(H ∪ K) ∈
[Macc(H),Macc(K)].
Proof. To show that it is easy to construct sets such that H ∩ K = ∅ and
H ′ = {−2,−1, 3}, K ′ = {−1, 1}. Then Macc(H) = Macc(K) = 0 while
Macc(H ∪K) = A({−2,−1, 1, 3}) = 1
4
.
3.3 Means by ideals
Let us recall the definition of an ideal. I ⊂ P (R) is an ideal if A,B ∈ I
implies that A ∪B ∈ I and B ∈ I, A ⊂ B implies that A ∈ I.
Definition 3.15. Let I be an ideal. We call I
shift invariant if H ∈ I, x ∈ R implies H + x ∈ I,
symmetric if H ∈ I, x ∈ R implies {x+ y : x− y ∈ H} ∈ I,
homogeneous if H ∈ I, α ∈ R implies αH ∈ I.
Evidently the regularly used ideals (e.g. finite sets, countable sets, cate-
gory 1 sets, sets with Lebesgue measure 0) all have these properties.
Definition 3.16. Let I be an ideal and H ⊂ R, H /∈ I be bounded.
Set lim
I
H = inf{x : Hx+ ∈ I}. Similarly limI H = sup{x : Hx− ∈ I}.
If I = {∅} then limI = sup, limI = inf. If I = {finite sets} then
lim
I
= lim, limI = lim. If I = {countable sets} then limI , limI are the
minimal/maximal consendation points of H . If I = {sets with Lebesgue
measure 0} then limI , limI are the inf/sup of Lebesgue density points of H .
Proposition 3.17. If I is a σ-ideal, H /∈ I then limI H = min{x :
Hx+ ∈ I}, limI H = max{x : Hx− ∈ I}.
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Proposition 3.18. If I1 ⊂ I2, H /∈ I2 then limI1 H ≤ limI2 H ≤
lim
I2
H ≤ limI1 H.
Definition 3.19. If I is an ideal, H /∈ I thenMI(H) = limI(H)+lim
I
(H)
2
.
Theorem 3.20. Let I is an ideal. Then MI is a monotone, convex
generalized mean. If I is shift invariant, symmetric, homogeneous then the
mean M(I) has all these properties as well. If {finite sets} ⊂ I then it is
finite-independent and strong internal.
Proof. infH ≤ limI(H) ≤ supH, infH ≤ limI(H) ≤ supH gives that MI
is internal i.e. a mean.
If supH1 ≤ infH2 then limI(H1) ≤ limI(H1∪H2), limI(H1) ≤ limI(H1∪
H2) which yields that MI(H1) ≤ MI(H1 ∪ H2). The other part of mono-
tonicity can be handled similarly.
To verify convexity let I be a closed interval, MI(H) ∈ I, L ⊂ I, L, L∪
H ∈ DomMI . Clearly if x > max I then Hx+ ∈ I and because of L ⊂ I we
get that (H ∪ L)x+ ∈ I which gives that limI(H ∪ L) ≤ max I. The other
inequality is similar.
If I is shift invariant, symmetric, homogeneous then so are limI , limI and
then so is MI .
If {finite sets} ⊂ I then evidently MI is finite-independent hence it is
strong internal by 2.3.
If I = {finite sets} then M(I) = Mlis. If I = {∅} then M(I)(H) =
infH+supH
2
that is clearly not strong internal.
Definition 3.21. Let (In) be a sequence of ideals such that I0 = {finite
sets} and I0 ⊂ I1 ⊂ I2 ⊂ . . . . The mean associated to this sequence is
definied by
M(In)(H) =


A(H) if H is finite
limIn H+lim
In
H
2
if H ∈ In+1 − In
limn→∞
limIn H+lim
In
H
2
if H /∈ ⋃∞0 In.
Remark 3.22. (1) Because of Proposition 3.18 the limit in the last
defining line always exists.
(2) The definition works for a finite sequence of ideals as well (simply set
In = Ik if n ≥ k for a certain k).
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(3) We can omit the condition that I0 = {finite sets}. In that case M(In)
remains undefined for infinite sets H ∈ I1.
The next theorem can be proved like 3.20.
Theorem 3.23. Let (In) be a sequence of ideals such that I0 = {finite
sets} and I0 ⊂ I1 ⊂ I2 ⊂ . . . . Then MI is a monotone generalized mean.
If In is shift invariant, symmetric, homogeneous then the mean M(In) has
all these properties as well.
4 Properties of generalized Avg
We can generalize Avg in the following way.
Definition 4.1. Let µs denote the s-dimensional Hausdorff measure
(0 ≤ s ≤ 1). If 0 < µs(H) < +∞ and H is µs measurable (i.e. H is an
s-set) then set
Avg(H) =
∫
H
x dµs
µs(H)
.
If for a given s we restrict Avg for s-sets then we will use the notation Avgs.
Clearly Avg = Avg0 = A for finite sets and we get back the original
definition of Avg1 for sets with positive Lebesgue measure (Definition 1.1).
Theorem 4.2. Avg is shift invariant, symmetric, homogeneous.
Proof. All properties are a consequence of the theorem on integral by sub-
stitution. Let us see them one by one.
We show that Avg is shift invariant: Let h(x) = x+ r (r ∈ R), H be an
s-set (0 ≤ s ≤ 1). Then∫
h(H)
xdµs
µs(h(H))
=
∫
H
x ◦ h(x)dµs
µs(H)
=
∫
H
x+ rdµs
µs(H)
=
∫
H
xdµs
µs(H)
+
∫
H
rdµs
µs(H)
= Avg(H) + r
where we also used the straightforward fact that µs(H + r) = µs(H).
We prove that Avg is symmetric: By shift invariance it is enough to
handle the case when H is symmetric for 0: if H is symmetric for p ∈ R then
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Avg(H−p)+p = Avg(H) and H−p is symmetric for 0 and if Avg(H−p) = 0
then it would give that Avg(H) = p. Let h(x) = −x. Then∫
H0−
xdµs =
∫
h−1(H0−)
x ◦ h(x)dµs =
∫
H0+
−xdµs = −
∫
H0+
xdµs
which implies that Avg(H) = 0.
Now we verify that Avg is homogeneous: Let h(x) = αx (α ∈ R). Then∫
h(H)
xdµs
µs(h(H))
=
∫
h(H)
xdµs
∫
h(H)
1dµs
=
∫
H
x ◦ h(x) · αdµs∫
H
1 ◦ h(x) · αdµs =
α2
∫
H
xdµs
α
∫
H
1dµs
= αAvg(H).
We can show now that Avg is a generalized mean. For that we prove that
it is strong-internal in the following stronger sense.
Proposition 4.3. Let H ⊂ R be a bounded s-set (0 ≤ s ≤ 1). Then
limI H < Avg(H) < lim
I
H where I = {H ⊂ R : µs(H) = 0}.
Proof. By being shift invariant we can assume that limI H = 0. We have to
prove that Avg(H) > 0 that is equivalent with
∫
H
x dµs > 0. Clearly there is
n ∈ N such that µs(H 1n+) > 0. Then 0 < 1
n
µs(H
1
n
+) ≤ ∫
H
1
n+
x dµs ≤ ∫
H
x dµs.
The other inequality can be handled similarly.
Lemma 4.4. If H1, H2 are s-sets and H1 ∩H2 = ∅ then
Avg(H1 ∪H2) = µ
s(H1)Avg(H1) + µ
s(H2)Avg(H2)
µs(H1) + µs(H2)
Proof.
Avg(H1∪H2) =
∫
H1
xdµs +
∫
H2
xdµs
µs(H1) + µs(H2)
=
µs(H1)Avg(H1) + µ
s(H2)Avg(H2)
µs(H1) + µs(H2)
.
Theorem 4.5. Avg is strong monotone for s-sets with s > 0.
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Proof. Let H1 be an s1-set, H2 be an s2-set (0 < s1, s2 ≤ 1) and p = limH1 ≤
limH2 = r. Evidently µ
s1(Hp+1 ) = 0 and µ
s2(Hr−2 ) = 0. Hence Avg(H1) ≤ p
and Avg(H2) ≥ r.
If s1 < s2 then Avg(H1 ∪H2) = Avg(H2) = r ≥ p ≥ Avg(H1).
If s2 < s1 then Avg(H1 ∪H2) = Avg(H1) = p ≤ r ≤ Avg(H2).
If s1 = s2 = s then we can assume that H1, H2 are disjoint because
removing a set with 0 measure does not change Avg i.e. Avg(H1) = Avg(H1−
Hp+1 ) and Avg(H2) = Avg(H2 −Hr−2 ) . Then by 4.4
Avg(H1 ∪H2) = µ
s(H1)Avg(H1) + µ
s(H2)Avg(H2)
µs(H1) + µs(H2)
which implies that Avg(H1) ≤ Avg(H1 ∪H2) ≤ Avg(H2).
Example 4.6. Avg is not closed and not accumulated either.
Proof. Let H = [0, 1] ∪ ([1, 2] ∩ Q). Then Avg(H) = Avg1(H) = 0.5 while
Avg(cl(H)) = Avg1(cl(H)) = 1.
Example 4.7. Symmetry gives Avg(C) = 1
2
where C is the Cantor set.
Theorem 4.8. Avg is convex.
Proof. Let I be a closed interval, Avg(A) ∈ I, C ⊂ I, C, C∪A ∈ Dom Avg.
Let A be an s-set, C be an r-set (0 ≤ s, r ≤ 1).
If s < r then A ∪ C is an r-set and Avg(A ∪ C) = Avgr(A ∪ C) =
Avgr(C) = Avg(C) ∈ I. If r < s then A ∪ C is an s-set and Avg(A ∪ C) =
Avgs(A ∪ C) = Avgs(A) = Avg(A) ∈ I.
Let now s = r. If µs(C − A) = 0 then the statement is obvious. Let us
suppose µs(C − A) > 0. By 4.4
Avg(A ∪ C) = Avg(A ∪∗ (C −A)) =
Avg(A)
µs(A)
µs(A) + µs(C − A) + Avg(C − A)
µs(C −A)
µs(A) + µs(C − A) ∈ I
because it is a convex combination of Avg(A) and Avg(C −A) and both are
in I.
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5 Mean by ǫ-neighbourhoods of the set
We are going to approximate the set by ǫ-neighbourhoods and as they have
positive Lebesgue measure, take Avg of those as an approximation of the
mean of the set.
Let us recall some usual notation first.
If H ⊂ R, ǫ > 0 we use the notation S(H, ǫ) = ⋃x∈H S(x, ǫ) where
S(x, ǫ) = {y : |x− y| < ǫ}. Clearly S(H, ǫ) = {y : ∃x ∈ H |x− y| < ǫ}.
Definition 5.1. Let H ⊂ R arbitrary. Set
LAvg(H) = lim
δ→0+0
Avg(S(H, δ))
if the limit exists.
Proposition 5.2. LAvg(H) = LAvg(cl(H)) i.e. LAvg is closed.
Proof. It follows from the fact that S(cl(H), δ) = S(H, δ).
This shows that Avg(H) 6= LAvg(H) in general since Avg is not closed.
Theorem 5.3. Let H ⊂ R be a finite set. Then LAvg(H) = A(H).
Proof. Let δ < 1
2
min{|x− y| : x, y ∈ H, x 6= y}. Then
AvgS(H, δ) =
∑
xi∈H 2δxi
|H|2δ =
∑
xi∈H xi
|H| = A(H).
Theorem 5.4. LAvg is finite-independent for infinite sets.
Proof. It is enough to prove that for a single point p since from that by
induction we can get the statement. If p is an accumulation point then we
are done by 5.2. Let us assume that p is an isolated point and S(p, δ0) ∩
S(H − {p}, δ0) = ∅. H is infinite and bounded hence contains an infinite
sequence (hn) ⊂ H consisting of distinct points. It is enough to show that
lim
δ→0+0
λ(S(p,δ))
λ(S(H,δ))
= 0 because from that the statement follows since
Avg(S(H, δ)) =
λ(S(p, δ))
λ(S(H, δ))
Avg(S(p, δ))+
λ(S(H − {p}, δ))
λ(S(H, δ))
Avg(S(H−{p}, δ))
whenever δ < δ0 i.e. when S(p, δ) ∩ S(H − {p}, δ) = ∅.
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For that let K > 0. Find L ⊂ H such that |L| = K. Then find δ1 < δ0
such that l1, l2 ∈ L implies that |l1 − l2| < 2δ1. Let δ < δ1. Then
λ(S(p, δ))
λ(S(H, δ))
<
2δ
λ(S(L, δ))
=
2δ
2δK
=
1
K
which gives that we required when K →∞.
Proposition 5.5. LAvg is strongly internal.
Proof. By 2.3 and 5.4 it is enough to show that LAvg is internal.
For that let m = infH, ǫ > 0. If δ < ǫ then Avg(S(H, δ)) > m − ǫ.
Because it is true for all ǫ then LAvg(H) ≥ m. The other inequality is
similar.
Theorem 5.6. LAvg is shift invariant, symmetric and homogeneous.
Proof. Shift invariance comes from S(H + r, δ) = S(H, δ) + r and Avg being
shift invariant (4.2).
Symmetry follows from S(−H, δ) = −S(H, δ) and Avg being symmetric
(4.2).
For proving that LAvg is homogeneous let α ∈ R. Then
Avg(S(αH, δ)) = Avg(αS(H,
1
α
δ)) = αAvg(S(H,
1
α
δ)).
When δ → 0 + 0 then the left hand side tends to LAvg(αH) while the right
hand side tends to αLAvg(H).
Lemma 5.7. Let H ⊂ R be compact. Then ∀ǫ > 0 ∃δ0 > 0 such that
δ < δ0 implies λ(S(H, δ)) < λ(H) + ǫ.
Proof. For ǫ
2
there are open intervals Ii (i ∈ N) such that H ⊂
⋃∞
1 Ii and∑∞
1 λ(Ii) < λ(H) +
ǫ
2
. H being compact yields that finitely many covers
H as well, e.g. H ⊂ ⋃n1 Ii. If we set δ0 = ǫ4n then δ < δ0 implies that
λ(S(H, δ)) ≤∑n1 λ(S(Ii, δ)) < λ(H) + ǫ2 + 2n ǫ4n = λ(H) + ǫ.
Theorem 5.8. Let H ⊂ R be bounded, Lebesgue measurable and λ(H) >
0. Then Avg(H) = LAvg(H) iff λ(cl(H) − H) = 0 or Avg(cl(H) − H) =
Avg(H).
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Proof. Let us assume first that λ(cl(H) − H) = 0 i.e. λ(cl(H)) = λ(H).
Then clearly Avg(H) = Avg(cl(H)) and by 5.2 LAvg(cl(H)) = LAvg(H).
Hence it is enough to prove the statement for compact sets.
Let ǫ > 0 be given. By 5.7 ∀ǫ0 > 0 ∃δ0 > 0 such that δ0 < 1, δ < δ0
implies λ(H) ≤ λ(S(H, δ)) < λ(H) + ǫ0. Let K = supH + 1. Then
|Avg(H)−Avg(S(H, δ))| =
∣∣∣∣∣
∫
H
xdλ
λ(H)
−
∫
S(H,δ)
xdλ
λ(S(H,δ))
∣∣∣∣∣ =
∣∣∣∣∣
∫
H
xdλ
λ(H)
−
∫
H
xdλ+
∫
S(H,δ)−H
xdλ
λ(S(H,δ))
∣∣∣∣∣ ≤∣∣∣∣∫
H
xdλ
∣∣∣∣ ∣∣∣ 1λ(H) − 1λ(S(H,δ)) ∣∣∣+
∣∣∣∣∣
∫
S(H,δ)−H
xdλ
λ(S(H,δ))
∣∣∣∣∣ ≤Kλ(H)
∣∣∣λ(S(H,δ))−λ(H)λ(H)λ(S(H,δ)) ∣∣∣+∣∣∣λ(S(H,δ)−H)Kλ(S(H,δ)) ∣∣∣ ≤
2K
λ(H)
|λ(S(H, δ))− λ(H)| < ǫ if ǫ0 < ǫλ(H)2K .
Now assume that λ(cl(H)−H) 6= 0, Avg(cl(H)−H) = Avg(H). Then
Avg(cl(H)) =
λ(cl(H)−H)Avg(cl(H)−H) + λ(H)Avg(H)
λ(cl(H)−H) + λ(H) = Avg(H).
(1)
Assume now that Avg(H) = LAvg(H). Then apply the first assertion
for cl(H). We get Avg(cl(H)) = LAvg(cl(H)) = LAvg(H) which yields
Avg(cl(H)) = Avg(H). Then (1) gives the statement.
Example 5.9. Let L = { 1
n
: n ∈ N} ∪ {2 + 1
2n
: n ∈ N}. Then
LAvg(L) = 0.
Proof. Let L1 = { 1n : n ∈ N}, L2 = {2 + 12n : n ∈ N}.
Let δ > 0. Let us estimate where the δ surroundings S(x, δ) intersect
each other on points of L1 and L2. They intersect on points of L1 when
1
n−1 − 1n < 2δ. It is n − 1 > 1√2δ . They intersect on points of L2 when
1
2n−1
− 1
2n
< 2δ. It is n > − log2 2δ. Then
∫
S(L1,δ)
x dλ < (
√
2δ + 2δ))
√
δ
2
+ 2δ(1 +
1
2
+ · · ·+ 1
n− 2) <
< (
√
2δ + 2δ))
√
δ
2
+ 2δ(1− log
√
2δ) < 2δ(1− log
√
2δ)
if δ is small enough.
λ(S(L1, δ)) =
√
2δ + 2δ + (n− 1− 1)2δ >
√
2δ + 2δ +
√
2δ − 2δ = 2
√
2δ
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∫
S(L2,δ)
x dλ < (2δ + 2δ)(2 + δ) + 2δ(2 +
1
21
+ · · ·+ 2 + 1
2n−1
) <
< (4δ)(2+δ)+2δ(2(n−1)+1) < (4δ)(2+δ)+2δ(1−2 log2 2δ) < 15δ(1−log
√
2δ)
if δ is small enough.
λ(S(L2, δ)) = 4δ + (n− 1)2δ > 4δ + 2δ(− log2 2δ − 1) > 2δ + 2δ(− log 2δ)
0 <
∫
S(L1,δ)
x dλ+
∫
S(L2,δ)
x dλ
λ(S(L1, δ)) + λ(S(L2, δ))
<
17δ(1− log√2δ)
2
√
2δ + 2δ + 2δ(− log 2δ) =
=
17
√
δ(1− log√2δ)
2
√
2 + 2
√
δ + 2
√
δ(− log 2δ) → 0 if δ → 0 + 0
using that limx→0+0 x log x = 0.
Proposition 5.10. LAvg is not accumulated.
Proof. The example in 5.9 shows that since LAvg(L′) = 1 by 5.3.
Problem 1. Prove or disprove the conjecture that LAvg is an extension
of Miso.
6 Mean by evenly distributed sample
Now we define a mean in a way that we take finite sample points from the set
and calculate their arithmetic mean and we consider it as an approximation
for the mean. It is important that the sample has to be evenly distributed.
Definition 6.1. Let H ⊂ R, a = infH, b = supH. If n ∈ N, 0 ≤ i ≤
n− 1 then set Hn,i = H ∩ [a+ in(b− a), a+ i+1n (b− a)). Let In = {0 ≤ i ≤
n− 1 : Hn,i 6= ∅}.
We say that the mean of H is k =Meds(H) if ∀ǫ > 0 ∃N ∈ N such that
n > N, ξi ∈ Hn,i (i ∈ In) implies that |A({ξi : i ∈ In})− k| < ǫ.
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Theorem 6.2. If H ⊂ R the following statements are equivalent:
(1) Meds(H) = k
(2) ∀n ∈ N we select arbitrary points ξn,i ∈ Hn,i (i ∈ In) then
lim
n→∞
A({ξn,i : i ∈ In}) = k
(3) ∀n ∈ N we select arbitrary points ξn,i ∈ [a+ in(b−a), a+ i+1n (b−a)) (i ∈
In) then limn→∞A({ξn,i : i ∈ In}) = k
(4) limn→∞A({a+ in(b− a) : i ∈ In}) = k.
Proof. (1)⇔(2), (3)⇒(4) are obvious. Proving (2)⇔(4)⇔(3) at the same
time observe that |A({a+ i
n
(b− a) : i ∈ In} − A({ξi : i ∈ In})| ≤ 1n .
The following theorem verifies that Meds is a mean.
Theorem 6.3. Meds is strongly internal.
Proof. Let ǫ > 0. Then H∩(−∞, limH−ǫ) is finite. H being infinte implies
that limn→∞ |{Hn,i : Hn,i 6= ∅, Hn,i ⊂ (limH − ǫ,+∞)}| = ∞. This gives
Meds(H) ≥ limH−ǫ by Lemma 3.2. Since ǫ was arbitraryMeds(H) ≥ limH .
Similar argument works for lim.
Proposition 6.4. If H is finite then Meds(H) = A(H).
Proof. If n is big enough then each interval contains only one point.
Theorem 6.5. Meds is shift-invariant, symmetric and homogeneous.
Proof. Shift-invariance follows from that inf, sup and A are shift-invariant.
For symmetry it is enough to show that if 0 ≤ infH then Meds(−H) =
−Meds(H). For that we can choose corresponding points in the way that
ξ′n,i = −ξn,i and then we can refer to that A is symmetric.
For being homogeneous let f(x) = αx (α ∈ R+). Note that f takes parti-
tion of [a, b] into partition of [αa, αb] and also it takes associated points into
associated points of the other partition. Similarly for f−1. For completing
the proof we need also that A is homogeneous.
Proposition 6.6. Meds is monotone and convex.
Proof. Both statement is a straightforward consequence ofA being monotone
and convex.
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Proposition 6.7. If H = H1 ∪∗ H2 where λ(cl(H1)) > 0 and λ(H2) =
0, H2 is compact then Meds(H) =Meds(H1).
Proof. Let Ijn = {0 ≤ i ≤ n − 1 : Hn,i 6= ∅, Hn,i ⊂ Hj} (j ∈ {1, 2}). Then
by 5.7 limn→∞ 1n |I2n| = 0. While inf{ 1n |I1n| : n ∈ N} > 0 which gives the
statement using Lemma 3.2.
The next example shows that we cannot omit compactness.
Example 6.8. Meds([0, 1]⋃(Q ∩ [1, 2])) = Meds([0, 2]) = 1 hence
Avg 6=Meds.
Example 6.9. Let L = { 1
k
: k ∈ N} ∪ {2 + 1
2k
: k ∈ N}. Then
Meds(L) = 0.
Proof. Let a = 0, b = 2.5, n ∈ N. Let us estimate |{i ∈ In : i+1n (b− a) ≤ 1}|
i.e. at least how many points ξn,i we get that are smaller than 1. We want a
lower bound. We can get that if 1
k−1 − 1k > 1n . For that it is sufficient that
k <
√
n hence there are at least
√
n such points.
Now let us estimate |{i ∈ In : in(b − a) ≥ 2}| i.e. how many points ξn,i
we get that are greater than 2. We want an upper bound. We can get that
if 1
2k−1
− 1
2k
= 1
2k
> 1
n
that is k < log2 n.
Now lim
n→∞
log2 n√
n
= 0 completes the proof by Lemma 3.2.
Theorem 6.10. Meds(H) 6=Miso(H).
Proof. Let H = { 1
2k
: k ∈ N} ∪ {2 + 1
2k
; 2 + 1
2k
+ 1
22k
: k ∈ N}.
Clearly Miso(H) = 0+2+2
3
= 4
3
.
Let us calculateMeds(H). If we divide [infH, supH ] into 2n subintervals
then what is required in order to see points 2 + 1
2k
, 2 + 1
2k
+ 1
22k
in separate
intervals? It is 1
22k
> 1
2n
that is k < log2 n. Therefore we get n + 1 points
smaller than 1 (converging to 0) and at most n + 1 + log2 n points greater
than 2 (converging to 2). This gives that Meds(H) = 1 by Lemma 3.2.
Similar example could show that Meds 6<Miso in general.
Problem 2. Provide example that shows that Meds 6= LAvg.
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