We discuss the existence and uniqueness of solutions for a Caputo-type fractional order boundary value problem equipped with non-conjugate Riemann-Stieltjes integro-multipoint boundary conditions on an arbitrary domain. Modern tools of functional analysis are applied to obtain the main results. Examples are constructed for the illustration of the derived results. We also investigate different kinds of Ulam stability, such as Ulam-Hyers stability, generalized Ulam-Hyers stability, and Ulam-Hyers-Rassias stability for the problem at hand.
Introduction
Fractional calculus played a pivotal role in improving the mathematical modeling of many real-world problems. The extensive application of fractional order (differential and integral) operators indeed reflects the popularity of this branch of mathematical analysis. In contrast to the integer order operators, such operators are nonlocal in nature and do have the capacity to trace the history of the phenomenon under investigation. A detailed account of the use of fractional calculus tools can be found in several scientific disciplines such as, chaos and fractional dynamics [1] , evolution in honeycomb lattice via fractional Schrödinger equation [2] , financial economics [3] , ecology [4] , bio-engineering [5] , etc. For theoretical development and further application of the topic, see the texts [6] [7] [8] [9] .
During the past two decades, the study of fractional order boundary value problems has been one of the hot topics of scientific research. Several researchers contributed to the development of this class of problems by producing a huge number of articles, special issues, monographs, etc. Now the literature on the topic contains a variety of existence and uniqueness results, and analytic and numerical methods of solutions for these problems. In particular, there has been shown a great interest in the formulation and investigation of fractional order boundary value problems involving non-classical (nonlocal and integral) boundary conditions. The nonlocal boundary conditions are found to be of great utility in modeling the changes happening within the domain of the given scientific phenomena, while the concept of integral boundary conditions is applied to model the physical problems, such as blood flow problems on arbitrary structures and ill-posed backward problems. For some recent works on fractional order differential equations involving Riemann-Liouville, Caputo, and Hadamard type fractional derivatives, equipped with classical, nonlocal, and integral boundary conditions, we refer the reader to a series of papers [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] and the references cited therein.
In this paper, we study the existence of solutions for a nonlinear Liouville-Caputo-type fractional differential equation on an arbitrary domain:
supplemented with non-conjugate Riemann-Stieltjes integro-multipoint boundary conditions of the form:
where c D q denotes the Caputo fractional derivative of order q, a
A is a function of bounded variation, and
The main emphasis in the present work is to introduce non-conjugate Riemann-Stieltjes integro-multipoint boundary conditions and develop the existence theory for a Caputo-type fractional order boundary value problem equipped with these conditions on an arbitrary domain. Conjugate conditions on the body/fluid interface provide continuity of the thermal fields by specifying the equalities of temperatures and heat fluxes of a body and a flow at the vicinity of interface. The results obtained in this paper may have potential applications in diffraction-free and self-healing optoelectronic devices. Moreover, propagation properties for fractional Schrödinger equation similar to our results are well known theoretically [29] .
The rest of the paper is organized as follows. An auxiliary result related to the linear variant of the problems (1) and (2), which plays a key role in the forthcoming analysis, is presented in Section 2. Some basic ideas of fractional calculus are also given in this section. In Section 3, we obtain some existence results for the given problem, while Section 4 contains a uniqueness result for the problem at hand. Ulam stability of different kinds for the problem (1) and (2) is studied in Section 5.
Preliminary Material
We begin this section with some basic definitions of fractional calculus [6] . Later we prove an auxiliary lemma, which plays a key role in defining a fixed-point problem associated with the given problem. 
, Γ denotes the Euler gamma function. 
where
Lemma 2. Let
For f ∈ C([a, b], R), the unique solution of the linear equation
supplemented with the boundary conditions (2) is given by
Proof. Applying the integral operator I q to both sides of (4) and using Lemma 1, we get
where c i ∈ R, i = 0, 1, 2, 3 are unknown arbitrary constants. Differentiating (10) with respect to t, we have
Using the boundary conditions (2) in (10) and (11), we obtain c 1 = 0 and
where A i (i = 1, 2, 3) are given by (9) and
Solving (12) and (13), for c 0 and c 3 in terms of c 2 , we get
Substituting (16) and (17) in (14) yields
where γ 1 and γ 2 are defined by (3) and (7) respectively. Using (18) in (16) and (17), we find that
Inserting the values of c 0 , c 1 , c 2 and c 3 in (10) together with notations (6), we obtain the solution (5). The converse of the lemma can be proved by direct computation.
Existence Results
|g 3 (t)|. By Lemma 2, we transform the problems (1) and (2) into an equivalent fixed-point problem as
where g 1 (t), g 2 (t) and g 3 (t) are given by (6) .
Evidently, the existence of fixed points of the operator J will imply the existence of solutions for the problems (1) and (2) . Now, the platform is set to present our main results. The following known fixed-point theorem [30] will be used in the proof of our first result. Theorem 1. Let X be a Banach space. Assume that G : X −→ X is a completely continuous operator and the set P = {x ∈ X|x = βG x, 0 < β < 1} is bounded. Then G has a fixed point in X.
Theorem 2. Suppose that there exists
. Then the problems (1) and (2) has at least one solution on [a, b].
Proof. Observe that continuity of the operator J follows from that of f . Let Φ ⊂ E be bounded. Then, ∀x ∈ Φ together with the given assumption | f (t, x(t))| ≤ (t), we get
which shows that J is bounded. Next, for a < t 1 < t 2 < b, we have
which tends to zero as t 2 −→ t 1 independent of x. Thus, J is equicontinuous on Φ. Hence, by Arzelá-Ascoli theorem, J is relatively compact on Φ. Therefore, J (Φ) is a relatively compact subset of E . Now we consider a set P = {x ∈ E |x = βJ x, 0 < β < 1}, and show that the set P is bounded. Let x ∈ P, then x = βJ x, 0 < β < 1. For any t ∈ [a, b], we have
where Λ given by (19) . Thus, x ≤ Λ for any t ∈ [a, b]. Therefore, the set P is bounded. In consequence, the conclusion of Theorem 1 applies and that the operator J has at least one fixed point. Thus, there exists at least one solution for the problems (1) and (2) 
where q = 11/3, a = 1, b = 2,
+ t 3 + 6 = (t) > 0. Therefore, there exists at least one solution for the problem (22) on [1, 2] by the conclusion of Theorem 2.
Our next existence result is based on the following fixed-point theorem [30] .
Theorem 3.
Let Ω be an open bounded subset of a Banach space X with 0 ∈ Ω and the operator F : Ω −→ X is completely continuous satisfying F x ≤ x , ∀ x ∈ ∂Ω. Then the operator F has a fixed point in Ω. Theorem 4. Let | f (t, x)| ≤ ξ|x| for 0 < |x| < τ, where τ and ξ are positive constants. Then the problems (1) and (2) has at least one solution for small values of ξ.
Proof. Let us choose ξ such that
Λξ < 1,
where Λ given by (19) . Define B r 2 = {x ∈ E ; x ≤ r 2 } and take x ∈ E such that x = r 2 , that is, x ∈ ∂B r 2 . As we argued in Theorem 2, it can be shown that J is completely continuous and
Using (23) |x(t)|, we get J x ≤ x , x ∈ ∂B r 2 . Therefore, conclusion of Theorem 3 applies and hence the problems (1) and (2) has a solution on [a, b].
Example 2.
Consider the fractional boundary value problem.
where q = 27/7, a = 0, b = 1, (19) . Clearly the hypothesis of Theorem 4 is satisfied with ξ = 2 5 . Also ξΛ ≈ 0.097458 < 1. Therefore, the problem (24) has at least one solution on [0, 1].
In the next result, we apply a fixed-point theorem due to Krasnoselskii [31] to establish the existence of solutions for the problems (1) and (2). [31] ) Let M be a closed, convex, bounded and nonempty subset of a Banach space X and let F 1 , F 2 be the operators defined from M to X such that: (i) F 1 x + F 2 y ∈ M wherever x, y ∈ M; (ii) F 1 is compact and continuous; (iii) F 2 is a contraction. Then there exists z ∈ M such that z = F 1 z + F 2 z. 
Theorem 5. (Krasnoselskii
Then the problems (1) and (2) has at least one solution on [a, b] if
where Λ is defined by (19) .
Proof. Consider a closed ball B r = {x ∈ E : x ≤ r} with r ≥ Λ µ , sup t∈ [a,b] |µ(t)| = µ , and Λ is given by (19) . Define operators J 1 and J 2 on B r as
Please note that J = J 1 + J 2 . For x, y ∈ B r , we have
where we have used (19) . Thus, J 1 x + J 2 y ∈ B r . Next we show that J 2 is a contraction. For x, y ∈ B r , we have
x − y , which shows that J 2 is a contraction by the condition (25) . Continuity of f implies that the operator J 1 is continuous. Also, J 1 is uniformly bounded on B r as
Next, we establish that the operator J 1 is compact. Setting S = [a, b] × B r , we define sup
independent of x. Thus, J 1 is equicontinuous on B r . Hence, by Arzelá-Ascoli theorem, J 1 is compact on B r . Therefore, the conclusion of Theorem 5 applies to the problems (1) and (2).
Remark 1.
By interchanging the role of the operators J 1 and J 2 in Theorem 6, the condition (25) becomes:
Example 3. Consider the fractional differential equation:
subject to the boundary conditions of Example 1.
Let us take A(s) = (s−1) 2 2
Using the given data (from Example 1), it is found that
This shows that J x ∈ B r 1 for any x ∈ B r 1 . Therefore, J B r 1 ⊂ B r 1 . Now, we show that J is a contraction. For x, y ∈ E and t ∈ [a, b], we obtain
By the condition (27), we deduce from the above inequality that J is a contraction. Thus, by the conclusion of Banach fixed-point theorem, the problems (1) and (2) Example 4. Let us take the problem considered in Example 1, and note that LΛ < 1 for δ < 11.023738. Clearly the hypothesis of Theorem 7 is satisfied. Hence it follows by the conclusion of Theorem 7 that the problem (22) has a unique solution on [1, 2] .
Ulam Stability
In this section, we discuss the Ulam stability for the problems (1) and (2) by means of integral representation of its solution given by
Here 
is continuous.
Definition 3.
For each > 0 and for each solution y of (1) and (2) such that
the problems (1) and (2) is said to be Ulam-Hyers stable if we can find a positive real number ν and a solution x ∈ C([a, b], R) of (1) and (2) satisfying the inequality:
where * is a positive real number depending on .
Definition 4.
Let there exists κ ∈ C(R + , R + ) such that for each solution y of (1) and (2), we can find a solution x ∈ C([a, b], R) of (1) and (2) such that
Then the problems (1) and (2) is said to be generalized Ulam-Hyers stable Definition 5. For each > 0 and for each solution y of (1) and (2), the problems (1) and (2) 
and there exist a real number ν > 0 and a solution x ∈ C([a, b], R) of (1) and (2) such that
Theorem 8.
Let the assumption (H 1 ) hold with LΛ < 1, where Λ is defined by (19) . Then the problems (1) and (2) is both Ulam-Hyers and generalized Ulam-Hyers stable.
Proof. Let x ∈ C([a, b], R) be a solution of (1) and (2) satisfying (21) by Theorem 7. Let y be any solution satisfying (29) . Then by Lemma 2, y satisfies the integral equation (28) . Furthermore, the equivalence in Lemma 2 implies the equivalence between the operators Q and J − I (where I is identity operator) for every solution y ∈ C([a, b], R) of (1) and (2) satisfying (27) . Therefore, we deduce by the fixed-point property of the operator J (given by (21) ) and (29) that
where > 0 and LΛ < 1. In consequence, we get
Fixing * = 1−LΛ and ν = 1, we obtain the Ulam-Hyers stability condition. In addition, the generalized Ulam-Hyers stability follows by taking κ( ) = 1−LΛ .
Theorem 9.
Assume that (H 1 ) holds with L < Λ −1 (where Λ is defined by (19) ), and there exists a function σ ∈ C([a, b], R + ) satisfying the condition (30) . Then the problems (1) and (2) 
subject to the same data and the boundary conditions given in Example 1 with f (t, x(t)) = 3 t 2 + 16 cos (31) is Ulam-Hyers-Rassias stable with the given value of f (t, x).
Conclusions
We have obtained several existence results for a new class of Caputo-type fractional differential equations of order q ∈ (3, 4], supplemented with non-conjugate Riemann-Stieltjes integro-multipoint boundary conditions on an arbitrary domain by imposing different kinds of conditions on the nonlinear function involved in the problem. The existence results, relying on different fixed-point theorems, are presented in Section 3. The uniqueness of solution for the given problem is studied in Section 4 with the aid of Banach fixed-point theorem. Section 5 is concerned with different kinds of Ulam stability for the problem at hand. Some new results follow as special cases of the ones presented in this paper. 
