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Perspective-aware texture analysis and synthesis
Abstract This paper presents a novel texture synthesis scheme
for anisotropic 2D textures based on perspective feature anal-
ysis and energy optimization. Given an example texture, the
synthesis process starts with analyzing the texel (TEXture
ELement) scale variations to obtain the perspective map (scale
map). Feature mask and simple user-assisted scale extrac-
tion operations including slant and tilt angles assignment
and scale value editing are applied. The scale map represents
the global variations of the texel scales in the sample texture.
Then, we extend 2D texture optimization techniques to syn-
thesize these kinds of perspectively featured textures. The
non-parametric texture optimization approach is integrated
with histogram matching, which forces the global statics of
the texel scale variations of the synthesized texture to match
those of the example. We also demonstrate that our method
is well-suited for image completion of a perspectively fea-
tured texture region in a digital photo.
Keywords Texture synthesis ⋅ Perspectively-featured
texture ⋅ Scale map
1 Introduction
Texture synthesis is defined in [1] as ”a texture synthesis
method starts from a sample image and attempts to produce
a texture with a visual appearance similar to that sample”.
The visual appearance of an example can be analyzed by the
local continuity of the texels(TEXture ELement), and global
perspective features for example texel scale variation. These
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features are due to environmental changes, e.g. perspective
view-point, luminance, object distributions and geometry of
the underlying surface.
Traditional approaches analyze local properties of a given
example and create visually similar images by comparing
local neighborhoods. Therefore, they could nicely preserve
the local continuities of the texels. Nevertheless, these ap-
proaches are not sensitive to the global perspective features
and hence limited to relatively isotropic examples.
In this paper, we present a new energy optimization-based
texture synthesis algorithm for perspectively featured tex-
tures (PFTs). The proposed algorithm has the ability to ex-
tract the perspective scale variations of the texels in the ex-
ample, and hence preserve the example visual property in the
output results. As shown in Fig. 1, from an example texture,
our technique can inherit the global texel scale variations in
the output, either from an automatic method (the sub-brunch
using feature mask) or interactive method (the sub-brunch
using user-given slant and tilt angles). The main contribu-
tions of our work consist of the three following aspects:
– A novel scheme for synthesizing a large variety of PFTs
by integrating the techniques of 1) texture synthesis, 2)
shape-from-texture, 3) interactive image editing, and 4)
energy optimization.
– An effective texel scale evaluation method based on the
texture feature mask and user-given slant and tilt angles.
– A new energy optimization based algorithm for synthe-
sizing textures with perspective variations.
In the rest of the paper, we first introduce the related work
on texture synthesis and shape-from-texture in Sec. 2. Then,
in Sec. 3, we discuss the details of our texel scale evaluation
methods, with feature mask or user-given slant and tilt an-
gles. The extension of the texture optimization algorithm for
synthesizing PFTs is described in Sec. 4. After showing the
experimental results in Sec. 5, we conclude the paper and
show some directions for future work in Sec. 6.
2 Weiming Dong et al.
Fig. 1 Our perspective-aware texture synthesis algorithm. The scale
map could be generated in two ways: extracted from the feature mask,
or directly calculated from the user-given slant and tilt angles.
2 Related Work
A number of works has been presented on synthesizing 2D
textures from input examples. Local region-growing tech-
niques generate textures one pixel or one patch at a time.
Pixel-based synthesis algorithms [9,22,1,10] grow an out-
put texture pixel by pixel, normally using spatial neighbor-
hood comparison to match across different frequency bands.
These approaches are fit for stochastic textures, but usually
fail on textures with more coherent structures. Patch-based
methods [16,8,13,24,26,12] copy selected source regions
into the output instead of single pixels. Recently, efficient
GPU-based texture synthesis techniques [14,15] have also
been proposed. Another category is to pre-compute correla-
tive tiles [3,7] or similarity sets [25] for runtime references.
They usually achieve real-time performance while sacrific-
ing some result qualities. Above techniques always assume
the input examples as isotropic (while most of them do not
strictly match this demand), so some global features of the
inputs could be lost if no special treatment is employed dur-
ing the synthesis process.
Existing work on analyzing and manipulating input samples
has yielded impressive results for texture synthesis. Dischler
et al. [5] decompose textures into elementary components
and recompose similar textures by taking into account the
previously computed arrangements. Liu et al. [18] develop
a multi-modal framework to define and capture deforma-
tion fields from near-regular textures. Using their formula-
tion, simple parametric models could be constructed from
input texture samples to purposefully manipulate the reg-
ularity of near-regular textures. The techniques of synthe-
sizing and editing structured textures have also been pre-
sented [6]. They assimilate texture images to corresponding
2D geometric meshes, while synthesis is then based on the
creation of new vertex/polygon distributions matching some
arrangement map. However, all the techniques will have dif-
ficulties in getting a feasible lattice or mesh when the texels
are too complex to be segmented, or even when there is no
clear texel shape in the example, especially for some natural
textures [1]. Our method does not require the segmentation
of texels, but use some very simple user assistance instead
to evaluate the exemplar perspective features.
To preserve the texel scale variations in output images (Fig. 1),
we need to extract the scale field from the example. This ap-
proach is concurrent with the research work in shape-from-
texture. A wide variety of sophisticated shape-from-texture
algorithms exist for recovering the shape and orientation of
a surface through measuring the distortion of the texels on
it [17,20,2,23]. These methods usually treat shape-from-
texture as a statistical estimation problem and measure rela-
tive metric changes between the surface and the image plane.
The results are 3D coordinates of the surface or slant and tilt
angle for a plane. The texel scales are also evaluated during
the recovery process.
3 Texel scale evaluation
In our approach, we assume that the texture image captured
from the real 3D surface is locally planar, so that the texture
variations are only produced by the projective geometry. We
do not deal with the geometric deformation as in [18] for
near-regular textures. The same method could be employed
if necessary. For visually plausible texture synthesis, we do
not need to find a strictly consistent scale and transform an-
gles. Instead we will evaluate some visual properties of the
texture to compute the relative scale differences among the
texture elements, and perform texture synthesis according to
the constraint of the scale map.
The texel scale variation in a texture is directly affected by
the surface orientation [19]. Here we represent surface ori-
entation using a viewer centered spherical coordinate sys-
tem that is parameterized in terms of slant (σ ) and tile (τ).
We consider the possible optical projections of a circular
disk at varying orientations relative to the line of sight (see
Fig. 2(a)). The optical projection of a circle is always an
ellipse. The slant of the circle in 3D space determines the
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(a) (b)
Fig. 2 Illustration of texture scale variation. (a) A set of circular
patches arranged on a sphere to illustrate the slant and tilt components
of surface orientation. The line at the center of each patch is aligned in
the direction of the surface normal. Note that the slant and tilt compo-
nents are from a spherical coordinate system, in which lines of latitude
have constant slant, and lines of longitude have constant tilt. (b) A cir-
cle texture image with slant = 45∘ and tilt = 30∘.
aspect ratio of its projected ellipse, whereas the tilt compo-
nent determines the orientation of the ellipse within the im-
age plane. We are able to see the shape and scale variations
of different circles in one image caused by the perspective
projection in Fig. 2(b). Note that in this paper, we use a 90∘-
rotated version for the slant definition in [19]. We call these
kinds of textures which possess perspective deformation fea-
tures perspectively featured textures (PFTs).
3.1 Scale recovery from feature mask
For any PFT tp, there exists an underlying mapping principle
Msca that illustrates the scale distortion of each point from
an isotropic texture ti. Clerc and Mallat [2] give the formula-
tions for recovering the normals and projective angles from a
textured image through the texture gradient equations. With
these pieces of information the scales could be evaluated.
Unfortunately, their algorithm is very complicated and dif-
ficult to be implemented in small time. And we find the
following feature mask-based model works very well with
many examples to calculate the scale maps.
(a) (b) (c) (d)
Fig. 3 Extract scale map through binary feature mask. (a) Input tex-
ture. (b) Binary feature mask. (c) Original noisy scale map. (d) Final
smoothed scale map.
Wu and Yu [24] introduce the notion of feature mask to help
guide the synthesis process. Their idea can be simply used in
our scheme. Given a binary feature mask of the input texture
tp (Fig. 3(b)), for each point p, we compute the quantity of
the feature pixels in the mask within its user-assigned n×n
(a)
(b) (c) (d)
Fig. 4 Calculate texel scales from given slant and tilt angles. (a) Input
texture. (b) Scale map calculated from given projective angles with
slant = 46∘ and tilt = 0∘. (c) Synthesis result with our algorithm. (d)
Synthesis result with texture optimization [12].
neighborhoods (n = 32 for Fig. 3(c)). We denote the point
with minimum feature pixel count amin as the largest scaled
point, while the point holding maximum amax feature pix-
els has the smallest scale. We consider the point with the
medium count amid = (amin + amax)/2 as the non-distorted
point which has the scale of 1. Then the scale S(p) of each
point is calculated as
S(p) = a(p)/amid (1)
where a(p) is the number of feature pixels within the neigh-
borhood of p. Now we can get a very noisy scale map through
Equation (1) (Fig. 3(c)). The reason is that the neighbor-
hoods of some points might not contain the proper quantity
of feature pixels that can be mapped to its real scale. We
use a simple but very effective method to smooth this map.
For each point in the scale map, we calculate the average
scale value Savg(p) and the middle scale value Smid(p) in its
neighborhood, and set the scale value of p as
S(p) = α ⋅Savg(p)+(1.0−α) ⋅Smid(p) (2)
where α ∈ (0,1). In this paper, we set α = 0.8. The result
can be seen in Fig. 3(d), we smooth the scale map in a 9×9
neighborhood for each point. Usually the user could adjust
the size of the neighborhood according to the noisy degree
of the original map. Note that we visualize the scale map
as a gray image. A gray value of 128 means the original
scale (S(p) = 1), and the increase of white value means a
magnification on the original texel scale.
3.2 Scale recovery from angles
The feature-mask-based texel scale evaluation method could
not get feasible scale maps for some textures. For example
in Fig. 4, the texel shapes of the sea texture are blurred when
the waves are far from the viewpoint, so it is difficult to
automatically compute the scale map through the statistical
model in Sec. 3.1.
On the assumption that the texel distortion of a locally pla-
nar texture image is only due to the perspective projection,
we build an approximate scale map generation algorithm
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(a) Image coordinate (b) Slant and tilt representation
Fig. 5 Geometric illustration for recovering scale map from projective
angles. In (b), XY : the image plane; Z: the normal of image plane; π:
the texture plane; Z′: the normal of texture plane; Z′p: the projection of
Z′ on XY ; σ : the slant angle (angle between Z and Z′); τ : the tilt angle
(angle between Y and Z′p)
(a) (b) (c) (d)
Fig. 6 Calculate texel scales from given slant and tilt angles. (a) Input
texture. (b) Binary feature mask. (c) Scale map calculated from the
feature mask. (d) Scale map calculated from given projective angles
with slant = 60∘ and tilt = 18∘.
based on the user-provided slant and tilt angles. As shown
in Fig. 5(a), we set the origin of the image plane to the left-
bottom corner of the input sample. And we always transform
the texel with the largest scale to the origin while the small-
est is on the right-top, through mirroring or flipping opera-
tions. Fig. 5(b) shows the definitions of the slant angle and
tilt angle in 3D space. They are the only required user-input
parameters in our algorithm.
We assume that the maximum and minimum scale values are
determined only by the slant angle σ , which can be calcu-
lated as
Smax = 1.0/cosσ , Smin = cosσ , Sdi f = Smax −Smin
where Smax is the maximum scale value and Smin is the min-
imum one, and Sdi f is the difference. Let (w,h) indicate the
width and height of the texture image, then the point coor-
dinates on the image plane are varying from (0,0) to (w−
1,h−1). We compute the maximum Y -coordinate value Ymax
and the minimum one Ymin of the image plane points on the
texture plane as
Ymax = (w−1−w/2) ⋅ sinτ +(h−1−h/2) ⋅ cosτ
Ymin =−Ymax
Ydi f = Ymax −Ymin
(3)
where Ydi f is the difference value between Ymax and Ymin.
Apparently Equation (3) is based on the assumption that the
focus of the camera is on the center of the texture plane.
Then the local scale S(p) of each point on the image plane
is specified by
p(Ypro j) = (p(x)−w/2) ⋅ sinτ +(p(y)−h/2) ⋅ cosτ
S(p) = Ymax − (p(Ypro j)−Ymin)∗Sdi f /Ydi f (4)
where p(x) and p(y) are the coordinates of image point p,
p(Ypro j) evaluates the Y -coordinate value of an image point
when it is projected back onto the texture plane. The scale
map computed for the texture image in Fig. 4(a) is shown
in Fig. 4(b). We always get a smooth scale map with this
method. By comparison of the scale maps generated by fea-
ture mask and perspective angles in Fig. 6, we could see that
for the texture with a clear texel shape, the scale map cre-
ated from the feature mask could better represent the real
texel scale variations in the example. Compared with pre-
vious work on shape-from-texture in [20], our method does
not require the camera local length and the distance between
the inclined plane and the camera to be known.
3.3 Interactive Scale Editing
The scale feature field recovered from the feature mask of a
texture or user-provided projective angles is sometimes un-
satisfying due to various reasons: random texel shape for-
mation, non-uniform texel distributions and different tex-
ture types etc... Moreover, the lighting conditions (shadows,
caustics) sometimes also affect the texel appearances. In-
stead of attempting to handle these complications automati-
cally, we develop several intuitive tools for tuning the result
interactively.
Visualizing the scale feature field as a gray-valued image,
the user can magnify or minify the scale values by increasing
white or black values of the pixels. The user can also dupli-
cate some values from one area to another. Finally, the vari-
ation of scales over a region can be manipulated, as demon-
strated in Fig. 7.
(a) (b) (c) (d)
Fig. 7 Points value variations of the scale feature field in Fig. 3(d) is
magnified (a), minified (b) and duplicated (c). (d) is the final scale map
after editing.
4 Scale-preserved optimization
We include the scale value as an additional image channel
in the texture synthesis process. To produce a similar global
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(a) Output scale map (b) Our Result (c) Result of [12]
Fig. 8 Re-sample the input scale map (Fig. 7(d)).
appearance in the synthesized image as input, we first re-
sample the input feature maps according to the required out-
put size (Fig. 8(a)). The re-sampled scale map is set to be the
initial value of the scale channel of the output image. The
scale-preserved optimization process for synthesizing PFTs
begins with an image where the value of each point is ran-
domly chosen according to the scale channel, i.e. the point
is chosen from the points which have the same scale value
in the input example.
4.1 Optimization phase
Denoting by e the input example, and by x the synthesized




∥xp − ep∥r (5)
Here xp and ep refer to the neighborhoods centered around
pixels. In the texture optimization algorithm, ep is the clos-
est neighborhood to xp (in L2 norm). The exponent r = 0.8
causes the optimization to be more robust against outliers.
We use iteratively re-weighted least squares (IRLS), simi-
larly to [12] and [11], to minimize the energy. To this end,
we rewrite the terms of the energy functional (5) as follows:
∥xp − ep∥r = ∥xp − ep∥r−2∥xp − ep∥2 = ωp∥xp − ep∥2 (6)
and minimize the following quadratic functional:
Et(x;e) = ∑
p
ωp∥xp − ep∥2 (7)
4.2 Search phase
In this phase we optimize Equation (5) with respect to ep by
finding the best matching exemplar window for every neigh-
borhood xp. This is a standard nearest neighbor search in a
high-dimensional space, and it dominates the running time
of our optimization.
We speed this step up in a number of ways. First, we ap-
ply a PCA projection to the neighborhood vectors in the ex-
ample [10,16,15,11]. We keep only the number of coeffi-
cients sufficient to preserve 95% of the variance. For RGBS
(S represents the scale channel) textures with 8× 8 neigh-
borhoods the dimensionality is usually reduced from 256 to
about 15− 40 dimensions, depending on the size and rich-
ness of the example. Thus, performance is drastically im-
proved. We can also apply PCA projection separately to the
color channels and scale channel, and keep more informa-
tion of the scale channel. This operation could improve the
similarity between the output and the example on the global
texel scale variations.
4.3 Histogram matching
For some textures the optimization process could converge
to a wrong local minimum, because the energy function mea-
sures only the similarity of local neighborhoods, without
accounting for any global statistics. Especially for our ap-
proach of PFT synthesis, we should keep the global perspec-
tive feature of the example in the output, so the result should
reflect the full richness of the example.
Similarly to [11], we solve this problem by using a re-weighting
scheme designed to make certain global statics of the re-
sulting texture remain close to those of the example. More
specifically, we carefully adjust the weights in Equation (7)
so as to effectively ensure that certain histograms of the syn-
thesized texture match the example. Like the method in [11],
we modify the weight for Equation (7) in the following way:
ωp =
ωp
1+∑kj=1 max[0,Hx, j(b j(ep))−He, j(b j(ep))]
(8)
where k is the number of bins in the histogram, Hx, j and
He, j denote the j-th histogram of the synthesized result and
the example, respectively, and H(b) denotes the value of bin
b in a histogram H. For a color c, b j(c) specifies the bin
containing c in the histograms Hx, j and He, j.
Histogram matching causes the global statistics of the tex-
ture to match the example, while the neighborhood matching
terms of the optimization enforce local similarities. The in-
tegrated approach automatically adapts itself to the current
situation: If the synthesis histograms are far off the example
ones we effectively prevent bad texels from contributing to
the synthesized value, whereas if the histograms are close,
the weights are largely unaffected and the synthesis turns to
neighborhood-matching only.
5 Results and Discussions
The perspective-aware texture synthesis results which use
scale maps extracted from feature masks are shown in Fig. 1,
Fig. 8(b) and Fig. 9. Compared with the corresponding tex-
ture optimization [12] results, our images successfully pre-
serve the global texel scale variation trends. Fig. 8 and Fig. 10
show the synthesis results from the use of edited scale maps.
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Fig. 9 Perspective-aware texture synthesis which could preserve the texel scale variations of the input examples in the results. For each row,
from left to right: the input example, the feature mask, the scale map, our result, texture optimization [12] result.
Fig. 10 Perspective-aware texture synthesis. From left to right: the input example, the feature mask, the scale map, the scale map after interactive
scale editing, our result, texture optimization [12] result.
Fig. 11 Perspective-aware texture synthesis. The scale maps are generated according to user-given slant and tilt angles. For all the groups, from
left to right, the slant and tilt angles are: (slant = 45∘, tilt = 5∘); (slant = 38∘, tilt = 10∘); (slant = 55∘, tilt = 0∘).
Fig. 12 Comparison of perspective-aware texture synthesis results using different user-given slant and tilt angles. From left to right: the example,
our result of (slant = 30∘, tilt = 5∘), our result of (slant = 45∘, tilt = 5∘), our result of (slant = 60∘, tilt = 5∘), the texture optimization result.
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(a) Texture
(b) Scale (c) Scale-preserved synthesis (d) User-specified output map (e) User-specified synthesis (f) User-specified synthesis
Fig. 13 Scale-aware texture synthesis. (f) is generated from the stones texture example in Fig. 1.
(a) Input image (b) Unknown region (c) Scale map (d) Our result (e) EBI result
Fig. 14 Image completion for textured region by perspective-aware synthesis.
In Fig. 11 we show some perspective-aware texture synthe-
sis results using scale maps generated from user-given slant
and tilt angles. Note that for these examples, it is difficult to
extract feasible scale maps directly from the feature masks.
We compare the results using different input scale maps in
Fig. 12. We can see that the appearance of the output result
could be controlled by setting different slant and tilt angles.
We show user-specified perspective-aware synthesis results
in Fig. 13(e) and Fig. 13(f), we synthesize these two images
by following the given output scale pattern in Fig. 13(d).
Compared with previous works which can generate results
with similar appearances, such as [13], [26] and [21], our
technique is more flexible and effective. In [13], the graph-
cut method could only expand the example in one direction,
the output image must have the same height or same width as
the input. While with our method, we can generate arbitrary
size of output images. In [26], the input must be isotropic or
treated as isotropic (no scale variations among the texels), so
the concept of their scheme is totally different to our work.
For the texture design approach in [21], the result is gener-
ated by hand and could not assure to exactly keep the global
appearance of the input example. On the other hand, the ap-
proaches which simply use color value as the reference for
user-controlled image synthesis [1,10] are also not fit for the
synthesis of PFTs, especially for the examples without ap-
parent color variations, like the sand texture in Fig. 10 and
the sea texture and cloud texture in Fig. 11.
We have extended our perspective-aware texture synthesis
technique to image completion where textured regions are
required as completed. As shown in Fig. 14, we recover
the scale map from the background and then synthesize the
unknown region by treating the other area to be the exam-
ple texture. Compared with the Exemplar-Based Inpainting
(EBI) method [4], our method successfully preserves the
texel scale variations in the resulting image.
6 Conclusion and Future Work
We have presented a method that allows performing perspective-
aware texture synthesis for examples with perspectively global
appearances. Our method is guided by scale maps that roughly
mask the perspective features in the texture images; the syn-
thesis results produced by our algorithm then preserve the
appearances of those features or present user-defined fea-
ture constraints. These results would be difficult or at least
cumbersome to achieve with current software.
Automatic feature analysis for a given PFT is a very compli-
cated problem. In our current implementation, a little simple
user assistance is employed to help to extract feasible scale
maps, including (1) scale map editing; (2) slant and tilt angle
adjustment for texel scale estimation. The perspective-aware
technique is also useful in many applications involving tex-
ture synthesis, for example the image completion approach
in this paper.
In our future work, we plan to add the information of texel
directions and texel color variations to the synthesis process.
And how to extract a scale map from non-planar textures is
also a challenging problem.
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