x1. Introduction Given a regular triangulation 4, let S r d (4) := fs 2 C r ( ) : sj T 2 P d for all triangles T 2 4g; where P d is the space of polynomials of degree d, and is the union of the triangles in 4. Such spline spaces have been heavily studied, cf. e.g. 1{10] and references therein.
Of particular interest for applications are spline spaces that possess a basis where every spline is supported only on the star of a vertex. (The star of a vertex is the set of triangles sharing that vertex.) Using such bases in applications leads to sparse linear systems. We call such splines star-supported. In 1] they are referred to as minimally supported, while in 5] they are called vertex splines. It is easy to see that for all d 1, the spaces S 0 d (4) have star-supported bases. In addition, for r 1, it is known 6, 7] that the spaces S r d (4) possess bases of star-supported splines for all d 3r+2. The following complement to this result is the main result of this paper. S r d (4) is less than the dimension of the space. Clearly, it su ces to work with an upper bound on the number of linearly independent star-supported splines, and a lower bound on the dimension. Here V I is the set of interior vertices, and e v is the number of edges of di erent slopes attached to the vertex v.
To help simplify the proof, we shall work with uniform type-I triangulations. Such a triangulation is obtained by starting with a rectangular grid, which we may assume is generated by the lines x i = i=L and y j = j=L for i; j = 0; : : : ; L, and then drawing in all diagonals in the northeasterly direction. For a uniform type-I triangulation, the number of edges attached to each interior vertex v is six, and the number of edges with di erent slopes is three. Thus, Moreover, for this type of triangulation, the number of interior vertices is signicantly larger than the number of boundary vertices when L is large, and the term involving V I dominates in (1.1). In view of this, to prove Theorem 1.1 it su ces to establish Theorem 1.2. Let We conclude this section with an example to illustrate the basic ideas. Figure 1 shows the B-net of a typical spline in the space V , not all of these coe cients can be set independently, since the smoothness conditions coupled with the boundary conditions imply that certain coe cients in the second ring must be automatically zero. In particular, the C 1 conditions indicated by the quadrilaterals in Figure 1 force the coe cients in the centers of the interior edges to vanish. We see that ve coe cients associated with points in the minimal determining set of S 1 2 (4 H ) must vanish. These are marked with boxes containing dots. Thus the dimension (1) i alluded to in the proof are marked with a plus sign in a box. The boundary conditions imply that the coe cients associated with points on R 4 (v) are zero. Then carrying out the rst step of the proof, we see that the coe cients associated with the rings R 1 (w (1) i ) and R 2 (w (1) i ) are zero. These are marked with open triangles and with lled triangles, respectively. In the second step of the proof we get the coe cients in the rings R 2 (w (2) i ) to be zero | these are marked as boxes containing a dot. Finally, in the third step, we nd that the coe cient associated with the point at v (marked with an open circle) is also zero.
The following restatement of Lemma 3.3 of 7] was used in the proof of Theorem 2.1, and will also be used again later. Here we are assuming that the coe cients associated with the small dots are all zero, and that the four coe cients associated with the points marked with a plus sign are also zero. Then the lemma asserts that the three points associated with the large dots must be zero. . Suppose n?e+1 < < n = n+1 are such that the associated edges are pairwise noncollinear, and let 1 ( 1 ) = 0 for j = 1; : : : ; m, we conclude that p 0.
We will apply Theorem 3.1 to the hexagonal triangulation 4 H where n = 6 and e = 3. In this case we take M = f2; 3; 4; 5; 6; 1g. To get an upper bound on dim V r d (4 H ), we proceed as in the example V Table 1 ? is a determining set.
To compute the cardinality of e ?, rst we note that 1 is the same as in Case 1. Table 2 which lists the true dimension D r := dim V r 3r+1 (4 H ), the value of our upper bound on n r := n r;3r+1 , and the value of the coe cient N r := N r;3r+1 de ned in (1.4 Remark 5.4. The gures for this paper were generated using a Java applet which can be found at http://www.math.utah.edu/ alfeld/MDS/.
