In this paper we propose the Graduated NonConvexity and Graduated Concavity Procedure (GNCGCP) as a general optimization framework to approximately solve the combinatorial optimization problems on the set of partial permutation matrices. GNCGCP comprises two sub-procedures, graduated nonconvexity (GNC) which realizes a convex relaxation and graduated concavity (GC) which realizes a concave relaxation. It is proved that GNCGCP realizes exactly a type of convex-concave relaxation procedure (CCRP), but with a much simpler formulation without needing convex or concave relaxation in an explicit way. Actually, GNCGCP involves only the gradient of the objective function and is therefore very easy to use in practical applications. Two typical NP-hard problems, (sub)graph matching and quadratic assignment problem (QAP), are employed to demonstrate its simplicity and state-of-the-art performance.
I. INTRODUCTION
The recently proposed Path following and extended Path following algorithms exhibited state-of-the-art performances [1] , [2] on equal-sized graph matching problems. As a typical NP-hard problem, equal-sized (with size N) graph matching under the one-to-one constraint can be formulated as follows, min X F (X), s.t.X ∈ P, P := {X|X ij = {0, 1},
where P denotes the set of (N ×N) permutation matrices, F (X) is given later by (14) or (16) . By relaxing P to its convex hull, i.e., the set of (N × N) doubly stochastic matrices denoted by D, the (extended) 1 Path following algorithm proposed the convex and concave relaxation procedure (CCRP) formulated by a weighted linear combination of a convex relaxation F v (X) and a concave relaxation F c (X) of F (X) as follows [1] , [2] , [3] ,
In implementation, η increases gradually from 0 to 1, making F η (X) become gradually from F v (X)
to F c (X), whose minima locate exactly in P. Similar to the graduated nonconvexity [4] algorithm, the (extended) Path following is a deterministic annealing method which usually finds a good suboptimal solution, but at a much less computational cost than stochastic simulated annealing techniques. As a stateof-the-art optimization algorithm, the (extended) Path following showed superior performance but has difficulties in finding convex or concave relaxation, which thus greatly hinders its practical applications.
For instance, neither the convex nor concave relaxation proposed by (extended) Path following [1] , [2] on equal-sized graph matching is applicable on the subgraph matching defined on the set of partial permutation matrices.
In this paper we will propose the Graduated NonConvexity and Graduated Concavity Procedure (GNCGCP)
to equivalently realize the CCRP in (2) on partial permutation matrix (with permutation matrix as a special case), but in a much simpler way without involving the convex or concave relaxation explicitly. Actually, GNCGCP needs only the gradient of the objective function, making it very easy to use in practical applications. Two case studies on (sub)graph matching and quadratic assignment problem (QAP) witness the simplicity and state-of-the-art performance of GNCGCP. The GNCGCP is proposed in the next Section, followed by the (sub)graph matching and QAP problems discussed in Sections III and IV respectively, and finally Section V concludes this paper.
II. GRADUATED NONCONVEXITY AND GRADUATED CONCAVITY PROCEDURE

A. Formulation and Algorithm
In this paper we consider the optimizations on the set of (M × N) partial permutation matrices Π as,
Such a formulation covers a wide range of important problems, such as correspondence, assignment, matching, and traveling salesman problem (TSP). Specific to graph matching, it defines a subgraph matching problem where each node in the smaller graph has to match exactly one node in the bigger one,
while X not converged do ⊲ Frank-Wolfe algorithm 4 :
end while 8: ζ ← ζ − dζ and each node in the bigger graph can match at most one node in the smaller one. It obviously includes
(1) as a special case when M = N.
To approximate the integer program (3) by a relaxation technique, Π is firstly relaxed to its convex hull, i.e., the set of (M × N) doubly sub-stochastic matrices Ω [5] ,
Then, we propose the Graduated NonConvexity and Graduated Concavity Procedure (GNCGCP) to approximately solve it as follows,
In GNCGCP, ζ decreases gradually from 1 to -1, implying that the objective function F ζ (X) becomes gradually from trX ⊤ X to F (X) (graduated nonconvexity) and finally to −trX ⊤ X (graduated concavity).
For each currently fixed ζ, F ζ (X) is minimized by the Frank-Wolfe algorithm [6] , using the minimum of the previous F ζ (X) as the starting point. Here and hereafter, F (X) is assumed to be neither convex nor concave, or otherwise, (5) is further simplified accordingly. That is, the equation on 1 ≥ ζ ≥ 0
The algorithmic framework of GNCGCP is given by the algorithm in Figure 1 . In the algorithm, the gradient ∇F ζ (X) takes the form
The linear program Y = arg min Y tr∇F ζ (X) ⊤ Y, s.t.Y ∈ Ω can be solved by the non-square Hungarian algorithm [7] , and line search α = arg min α F ζ (X+α(Y−X)) can be efficiently solved by the backtracking algorithm [8] . The convergence of X is confirmed by checking whether
Once X becomes discrete, the algorithm is terminated, even if ζ has not reached -1.
Without considering sparsity (of the adjacency matrix), storage complexity of the algorithm is O(N 2 ), and the computational complexity is roughly O(N 3 ) resulting from matrix multiplication. Both complexities are comparable with those of the (extended) Path following algorithm [1] , [2] .
B. Discussions and Interpretations
1) GNCGCP realizes a type of CCRP:
Theorem 1: GNCGCP (5) realizes a convex and concave relaxations procedure (2), with the convex and concave relaxations respectively given by
where J := 1 N ×M denotes the unit matrix consisting of all 1s, λ min and λ max denote the minimal and maximal eigenvlaues of the Hessian matrix of F (X), respectively.
To prove Theorem 1, we derive F ζ (X) by adding a constant −ζM as follows,
Therefore, F ζ (X) can be equivalently rewritten byF ζ (X) aŝ
To prove that (10) realizes exactly a CCRP, two Propositions were firstly given as follows.
Proposition 2.1:
There always exists a ζ u = λ min λ min −1
where λ min denotes the smallest eigenvalue of the Hessian matrix H X of F (X).
Proof: The Hessian matrixĤ X ofF ζ (X) takes the form (1 − ζ)H X + ζI. To makeĤ X positive definite,
. As F (X) is neither convex nor concave, λ min is a negative number, which
, any ζ satisfying 1 ≥ ζ ≥ ζ u will makeĤ X positive definite and consequentlyF ζ (X) convex.
Proposition 2.2:
There always exists a ζ l = −λmax λmax+1
where λ max denotes the biggest eigenvalue of the Hessian matrix of F (X).
Proof:
The proof can be accomplished in a similar way as that of Proposition 2.1.
Then, based on the above two Propositions, we get the following two Lemmas.
Lemma 2.1:
The value range 1 ≥ ζ ≥ 0 in (10) can be equivalently shrunk to ζ u ≥ ζ ≥ 0 with ζ u given by Proposition 2.1.
Proof:F ζu (X) is a convex function, whose global minimum is obtainable without depending on the previous results gotten on 1 ≥ ζ > ζ u . Thus, the value range of 1 ≥ ζ ≥ 0 can be equivalently shrunk to
Lemma 2.2:
The value range 0 > ζ ≥ −1 in (10) can be equivalently shrunk to 0 > ζ ≥ ζ l with ζ l given by Proposition 2.2.
Proof:F ζ l (X) is a concave function, implying that minimization ofF ζ l (X) will result in a discrete solution X ∈ Π. As ζ decreases further from ζ l to −1,X will keep unchanged because it remains to be a local minimum ofF ζ (X). Thus, the value range of 0 > ζ ≥ −1 can be equivalently shrunk to 0 > ζ ≥ ζ l for (10).
Comments: Actually, once ζ reaches ζ l , the GNCGCP will terminate according to the algorithm in Figure   1 . Therefore, Lemma 2.2 holds naturally in the context of GNCGCP.
Finally, we prove Theorem 1.
Proof of Theorem 1:
Based on Lemmas 2.1 and 2.2,F ζ (X) in (10) (or F ζ (X) in (5)) is equivalently rewritten asF
Then, for each fixed ζ,F ζ (X) is normalized by a constant 1 − ζ or 1 + ζ, makinĝ
where λ min and λ max are defined in propositions 2.1 and 2.2, respectively.
On the other hand, based on the convex and concave relaxations given by (8), a CCRP is constructed as follows,
By defining γ = (1 − η)λ min + ηλ max , 0 ≤ η ≤ 1, F η (X) above can be equivalently written as
Exact (11)! Therefore, the GNCGCP realizes a CCRP with the convex and concave relaxations given by
It is worth discussing the case of F (X) being non-quadratic (such as a quartic function like (14)) where λ min and λ max are in general dependent on X. If X is unconstrained/unbounded, λ min and λ max might become −∞ and +∞ respectively, implying that any −1 < ζ < 1 will result in F ζ (X) neither convex nor concave (see Propositions 2.1 and 2.2). Fortunately, because X here is constrained as a doubly substochastic matrix, i.e., each element is bounded by 0 ≤ x ≤ 1, both λ min and λ max must be some finite numbers, meaning that we can always get a convex relaxation by some ζ < 1 and a concave relaxation by some ζ > −1. The point here is that GNCGCP does not need to figure out the number (λ or corresponding ζ) explicitly, which is realized in an implicit way.
A simple illustration of the convex and concave relaxations in (8) is shown in Figure 2 (the sub-figure on the left-hand side). 2) GNCGCP versus CCRP: Basically, without involving convex or concave relaxation explicitly, GNCGCP provides a very simple way to construct a CCRP algorithm; by contrast, the problem specific relaxation is typically difficult to construct. A typical example is the complicated concave relaxations used by (E)PATH [1] , [2] , which are applicable only on equal-sized graph matching. Similarly, it is also usually difficult to calculate λ max or λ min in (8), especially on non-quadratic functions.
Another interesting difference between GNCGCP and CCRP lies in the construction of relaxation functions. A convex or concave relaxation will certainly reshape the original relaxed function when X ∈ Ω or ∈ D. By introducing the simple quadratic function ζtrX ⊤ X, GNCGCP reshapes the relaxed function in a symmetric way, and meanwhile, as ζ → 0, GNCGCP approaches the original relaxed function. By contrast, other types of relaxations in general have no chance to directly optimize it. This is probably the main reason GNCGCP exhibited a better or at least a no worse performance than some other types of CCRP, especially on the QAP discussed in Section IV.
A simple comparison between the convergence of CCRP and GNCGCP is given by Figure 2 , where it is observed that CCRP starts with a convex relaxation and ends with a concave relaxation but GNCGCP starts with trX ⊤ X and ends with −trX ⊤ X, with the convex and concave relaxations realized implicitly during the process (see Lemmas 2.1 and 2.2).
Based on the GNCGCP algorithm in Figure 1 , to utilize GNCGCP the only thing we need to do is to find the gradient of the objective function. Thus, any optimization problems on Π with a differentiable objective function can be directly approximated by GNCGCP. Below we use (sub)graph matching and quadratic assignment problem to demonstrate this simple process.
III. CASE STUDY 1: (SUB)GRAPH MATCHING
A. Problem Formulation
(Sub)Graph matching as a fundamental problem in theoretical computer science finds wide applications in computer vision and machine learning [9] , [10] , [11] , [12] , [1] , [2] , [13] . Given two graphs G D and G M to be matched, the (sub)graph matching problem is formulated as follows,
where To use GNCGCP to approximate it, we need just to relax Π to Ω and find ∇F (X) as,
Below we denote by GNCGCP SGM the above (sub)graph matching algorithm, which is applicable on both equal-sized and subgraph matching problems, and is applicable on any types of graph provided that it can be represented by an adjacency matrix.
In case the two graphs take exactly the same size N which implies that Π degenerates to P, the objective function in (14) can be derived as [1] ,
Then, by relaxing P to D, GNGGCP is implementable by finding
Because F (X) with X ∈ D in (16) 
B. Experimental Results
1) overview:
Both synthetic and real data were employed to evaluate the GNCGCP algorithms.
On equal-sized graph matching, six algorithms including 1:) Umeyama's spectral decomposition (U for short) [9] , 2:) graduated assignment (GA) [10] , 3:) path following algorithm (PATH, for undirected graph only) [1] , 4:) extended path following (EPATH, for directed graph only) [2] , 5:) GNCGCP SGM, and 6:) GNCGCP GM were experimentally compared. Considering space limit we are not to compare their complexities in detail. Actually, in all the following experiments, the time-cost of GNCGCP is comparable with that of (E)PATH.
On subgraph matching, four algorithms including GNCGCP SGM, GA, spectral relaxation matching (SM for short) [14] , and probabilistic spectral matching (PSM) [15] were experimentally compared.
All of the algorithms were implemented by Matlab 1 , and for GNCGCP SGM, GNCGCP GM and (E)PATH, the same parameter settings were used as follows: the learning step dζ = dη = 0.001 and the stopping parameter ε = 0.001 in (7).
2) on synthetic data: Synthetic graphs were generated according to three options:
• directed (abbreviated by D) or undirected (U);
1−k (with p = 0.5) or a power (P) (P (k) ∝ k −α ) law (scale-free graph with a fixed α = 1.5 in all of the experiments);
• weight distribution: a standard log-normal (L) (p(w) = Therefore, there are totally eight types of graphs, each of which is abbreviated by a sequential threecharacter notation. For instance, DBL denotes the directed graphs with a binomial degree distribution and a log-normal weight distribution.
Two experiments were conducted on equal-sized graphs, with the first one to evaluate the noise resistance ability of the algorithms, and the second one to evaluate their scalabilities with respect to graph size. In the first experiment, the graph size N was fixed at 8, and for each graph pair, G M was generated by adding β|E D | edges into G D , where |E D | denotes the number of edges of G D , and β is the parameter that controls the noise level. In the experiment β was increased from 0 to 1 by a step size 0.1, and on each noise level, 50 graph pairs were randomly generated. The experimental results on the eight types of graphs are shown in Figure 3 , where OPT denotes the optimal result obtained by an exhaustive search. In the second experiment, 10 groups of graph pairs were generated for each of the eight types, with the graph size increasing from 5 to 50 by a step size 5. For each group 50 graph pairs were randomly generated in the same way as the first experiment with a fixed noise level 0. Two observations could be summarized from the above experimental results. First, (E)PATH, GNCGCP GM and GNCGCP SGM outperformed significantly U and GA. This witnessed the superiority of CCRP and also GNCGCP. Second, GNCGCP SGM exhibited a slightly better or at least a no worse performance than GNCGCP GM and (E)PATH (see for instance UPL and DPL in Figure 4) , and meanwhile GNCGCP GM exhibited a comparable performance with (E)PATH, echoed by the discussions in Section II-B2.
On subgraph matching, G D and G M were generated in the following way. The bigger graph G D with N D = 20 was firstly randomly generated, then a smaller graph GM with N M = 10 was randomly extracted out from G D , and finally G M was generated by adding some noises to GM in the same manner as the first experiment by setting β = 0.5. The experimental results are shown in Figure 5 , where GNCGCP SGM achieved the best performance on all of the eight types of graphs.
3) on real data:
The real data experiments were conducted on the 6 eiffel and 6 revolver samples shown in Figure 6 , which were fetched from the Caltech-256 Database [16] . The first one and first five leftmost samples of eiffel and revolver in Figure 6 were chosen as the model samples to match the rest five and one samples, respectively. Total 35 and 20 feature points (typically corner points) were marked manually for the eiffel and revolver models respectively, and all of the points are linked each other to construct their undirected graph representation. The edge attribute comprises two parts, i.e., the normalized distance and direction, and the unary term or appearance cue was not incorporated into the model.
The equal-sized graph matching results are shown in Figure 7 (the upper row), including both the matching error and summed number of correct matchings (whole numbers are 175 and 100 for eiffel and revolver respectively), and some typical matchings are shown in Figure 8 (the upper row). It is observed that on eiffel GNCGCP SGM got slightly better results, and on revolver all the four algorithms got quite good results, with the number of correct matchings being 100, 100, 98, and 100 respectively.
We then conducted subgraph matching on the data, by taking the one eiffel and five revolver model samples as smaller models, and randomly adding some outlier points to the rest samples to get the larger one. The algorithms were evaluated on five levels of the number of added outliers, i.e., 4, 8, 12, 16 , and 20 respectively. The experimental results are shown in Figure 7 (the lower row), and some typical results by adding 12 outliers are shown in Figure 8 (the lower row). We can observe that GNCGCP GCP got the best results on both criterions, and meanwhile, though the performance became in general worse as the number of outliers became bigger, the decline of GNCGCP SGM was the slowest one. 
IV. CASE STUDY 2: QUADRATIC ASSIGNMENT PROBLEM
The quadratic assignment problem (QAP) is a well-known combinatorial optimization problem in operations research and discrete optimization [17] , [18] , [19] , and is closely related to the equal-sized graph matching problem. Given two equal-sized matrices A, B, and without considering the linear term, QAP formally takes the following form,
By relaxing P to D, the GNCGCP is applicable by finding
The algorithm is denoted by GNCGCP QAP.
GNCGCP QAP was compared with PATH and EPATH on both the symmetric and asymmetric QAPLib benchmark datasets [20] used respectively in [1] and [2] . GNCGCP SGM and GNCGCP GM were also included in the experiments. The parameter settings of different algorithms were the same as those in the previous (sub)graph matching experiments. The experimental results are listed in Tables I and II respectively, where the results except for the three types of GNCGCP algorithms are directly fetched from [1] and [2] respectively, OPT denotes the currently known best result, and for each algorithm, 'awar(%)' (average wrong assignment ratio) = 1 n n i=1 (cost i − opt i )/opt i indicates its average deviation from OPT. It is observed that GNCGCP QAP exhibited the best performance. Specifically, it achieved the best results on 27 out of the 31 datasets, and in average, GNCGCP QAP outperformed all of the competitors on both the symmetric and asymmetric datasets. It is also interesting to observe that GNCGCP SGM outperformed (or achieved the same best results on some asymmetric datasets) both (E)PATH and GNCGCP GM on all of the 31 datasets.
Actually, by setting A M := −A ⊤ and A D := B ⊤ , to utilize GNCGCP SGM to solve (18) , one needs to add the term
into (14) to get (18) . Similarly, the term
has to be added into (16) to get (18) . Both F 1 (X) and F 2 (X) become constant when X ∈ P, implying that all of the GNCGCP SGM, GNCGCP GM and (E)PATH implement a CCRP algorithm to solve QAP.
But when X ∈ D, F 1 (X) and F 2 (X) will certainly reshape or provide some biases on the original relaxed function; as discussed in Section II-B2, this is probably the main reason GNCGCP QAP achieved the best results. Meanwhile, it seems that F 1 (X) which involves only A D has less impact than F 2 (X) which involves both A M and A D , and therefore GNCGCP SGM achieved better results than both (E)PATH and
V. CONCLUSIONS
The GNCGCP is proposed as a general optimization framework for the discrete optimization problems on the set of partial permutation matrices, including a wide range of classic discrete optimization problems as its special cases, matching, assignment, and traveling salesman problem (TSP), to name a few. GNCGCP has its root in the CCRP, but it does not need to figure out the convex or concave relaxation explicitly, and is thus very easy to use in practical applications. Two case studies on (sub)graph matching and QAP witness the simplicity as well as state-of-the-art performance of GNCGCP.
