Laser ablation inductively coupled plasma mass spectrometry (LA-ICP-MS) is becoming a widespread technique for analyzing elemental ratios in foraminiferal calcite. Here we focus on optimizing LA-ICP-MS for high-resolution depth profiling of elemental ratios through shell walls. This application reveals intrashell variability and provides a unique opportunity to quantify trace element incorporation over short time scales of calcification by an individual foraminifer. High-resolution depth profiling requires careful consideration of both ablation and analytical conditions required to resolve differences in shell chemistry across sub-micron shell thickness. We present laser ablation profiles of NIST SRM 610 standard glass data (in cps) and elemental/Ca ratios (in mmol/mol) from foraminiferal calcite obtained over a range of operating conditions using a Photon Machines 193 nm UV excimer laser-ablation system, equipped with a dual-volume ANU HelEx chamber, coupled to an Agilent 7700x quadrupole ICP-MS. Different combinations of energy density, repetition rate, and mass spectrometer cycle time can yield varying elemental profiles. This variability can mimic and/or mask real intrashell trace element heterogeneity in foraminifer shells. At low (b 3 Hz) laser repetition rates, real intrashell element variation can be obscured depending on the laser energy, whereas using moderate (≥3 Hz) laser repetition rates and/or a signal-smoothing device improves the accuracy and precision of intrashell trace element profiles. Shell material is ablated rapidly when using a 5 Hz or greater repetition rate and an energy density of 3 J/cm 2 or greater, resulting in reduced spatial resolution.
Introduction
Analyses of the elemental composition of foraminifera shells is a fundamental component of paleoceanographic studies of past ocean temperature and chemistry. Paleoenvironmental reconstructions of seawater temperature (Mg/Ca) (Lea et al., 1999; Nurnberg et al., 1996) , pH and carbonate chemistry (U/Ca, Mg/Ca, B/Ca, Zn/Ca, Li/Ca) (Allen et al., 2012; Marchitto et al., 2005; Russell et al., 2004; Yu and Elderfield, 2007) , and nutrients (Cd/Ca, Ba/Ca, Zn/Ca) (Boyle, 1988) rely on measurements of trace element/Ca (TE/Ca) ratios in fossil foraminifera (for a thorough review see (Katz et al., 2010) and references therein). TE/Ca ratios have traditionally been measured on multiple shells in solution via inductively coupled plasma (ICP) mass spectrometry (-MS) or atomic emission spectrometry (-AES) (Anand et al., 2003; Barker and Elderfield, 2002; de Garidel-Thoron et al., 2007; de Villiers, 2003; Fehrenbacher et al., 2006; Lea et al., 2000; Lea et al., 1999; Martin et al., 2002; McConnell and Thunell, 2005; Nurnberg and Groeneveld, 2006; Regenberg et al., 2006; Rosenthal and Lohmann, 2002; Rosenthal et al., 1999; Russell et al., 2004; von Langen et al., 2005) . TE/Ca ratios yield average environmental conditions experienced by the population of shells analyzed. However, additional ecologic, physiologic, environmental, and/or diagenetic information is recorded in the TE/Ca ratios of individual shells and intrashell TE/Ca patterns (particularly Mg/Ca), which can be measured in individual foraminifera using highresolution techniques, such as laser ablation (LA-) ICP-MS or electron microprobe analysis (EMPA) (e.g. Eggins et al., 2003; Eggins et al., 2004; Sadekov et al., 2009; Fehrenbacher and Martin, 2010) . Wu and Hillaire-Marcel (1995) were the first researchers to use LA-ICP-MS to analyze the trace element composition of foraminifera (Wu and Hillaire-Marcel, 1995) , and over the last decade quantification of average and intrashell TE/Ca variability using LA-ICP-MS has expanded rapidly (e.g. Bolton et al., 2011; Creech et al., 2010; Duenas-Bohorquez et al., 2009; Eggins et al., 2003; Hathorne et al., 2009; Hathorne et al., 2003; Raitzsch et al., 2010; Raitzsch et al., 2011; Sadekov et al., 2009; Sadekov et al., 2010; Wit et al., 2010; Wit et al., 2012) . For example, recent studies explored Mg/Ca ratios in single foraminifera shells and individual chambers to develop temperature calibrations (Marr et al., O analyses (Wit et al., 2010) , detailed how to examine and identify pristine portions of calcite in diagenetically altered shells (Creech et al., 2010) , and examined mechanisms of foraminifera biomineralization using living foraminifers grown in controlled laboratory experiments (Spero et al., 2015; Vetter et al., 2013a) . The potential for future paleoceanographic applications is only beginning to be fully appreciated.
Generating high-resolution depth profiles of intrashell TE/Ca variability in foraminifera shells that display variation on b1 μm spatial scales requires using 1) low laser energy density, 2) low laser repetition rates, and 3) a deep UV laser (ideally 193 nm (Eggins et al., 2003 (ideally 193 nm (Eggins et al., , 2004 , although 213 nm has also been shown to couple reasonably well with calcite (Hathorne et al., 2009; Jeffries et al., 1998) ). Under these conditions the laser removes a thin layer of calcite during each laser pulse (b a few hundred nm), thereby allowing the user to produce data with sub-micron spatial resolution. However, user-defined parameters such as laser repetition rate and mass spectrometer cycling time (dependent on the isotopes of interest) can have a significant effect on the quality of TE/Ca data. Interference between repetition rate and cycling time can result in harmonic interference patterns (referred to as spectral skew) (Müller et al., 2009; Pettke et al., 2000) . These interferences can obscure real intrashell TE/Ca patterns and render intrashell variations difficult or impossible to evaluate. Interpretation is particularly problematic when the data are normalized using an internal standard, because the timing of the interference patterns is shifted for each isotope (Fig. 1) .
In this study, we present data that illustrate how the LA-ICP-MS operational parameters influence the quality and spatial resolution of the data produced. We present data from a NIST SRM 610 glass standard using different mass spectrometer cycle times and repetition rates, both with and without a 10-path distributed delay manifold (a 'squid') (Eggins et al., 1998a) , to illustrate how different repetition rates, cycle times, and the use of a squid affect the relative standard deviations (RSDs) of the isotopes analyzed. The 'squid' attenuates the effect of using a low laser repetition rate with an ablation cell that has a rapid washout time.
We then document the influence of repetition rate, energy density, and the presence or absence of a squid on the precision and reproducibility of intrashell Mg/Ca depth profiles through foraminiferal calcite by generating repeat ablation profiles on a single Orbulina universa shell. O. universa is an ideal species to use because the shell is composed of a single spherical chamber that displays significant intrashell Mg/Ca variation (Mg/Ca 'banding') that is evenly distributed around the entire test ( Figure S1 ) (cf. Eggins et al., 2003) . Specimens of O. universa can be broken into multiple fragments that permit the user to repeat depth profile analyses on a single O. universa shell and many profiles can be generated on the same shell without distortion due to curvature of the shell wall. We present data from numerous analytical sessions in our laboratory that demonstrate the reproducibility of this intrashell variability, thereby permitting us to directly compare ablation results from multiple depth profiles obtained using different instrument conditions across different analytical sessions. While we focus here on optimizing depth profiles through shell walls of foraminifera, our approach can be adapted for high-resolution depth profiling through any material.
2. LA-ICP-MS methods, experimental procedures, and samples
Methods
Trace element profiles were obtained using a Photon Machines 193 nm ArF UV excimer laser with an ANU HelEx dual-volume laser ablation cell coupled to an Agilent 7700x quadrupole-ICP-MS (non-varying parameters are summarized in Table 1; experimental parameters  are detailed in Table 2 ). Ablated material flows to the ICP-MS in a He gas mixture. When the squid is installed, we inject Ar into the He stream between the ablation cell and the squid to improve transmission of ablated material. Gas composition and flow rate are determined by adjusting the flow of Ar and He as necessary to achieve high count rates on the sample/standard while maintaining ThO
Fig. 1. Ablation profiles generated on a NIST SRM610 glass standard using laser energy density set at 3 J/cm 2 , a repetition rate of 5 Hz, and a 40-μm spot size. (A) Profile generated without a squid installed. Note difference in the timing of the harmonic-like patterns in the different isotopes caused by spectral skew. This offset in timing produces large oscillations in the TE/Ca ratios when using a 
Glass standard analytical procedure
To explore the interactions between laser repetition rate and mass spectrometer cycle time, both with and without a squid, we analyzed NIST SRM 610 glass using four different isotope menus (Methods 1-4, Table 2 ). The total acquisition (cycle/sweep) time varied between 96 ms and 816 ms depending on the isotope menu and dwell times ( Table 2) . We use an energy density of 4.5 J/cm 2 for all glass analyses and vary the repetition rate of the laser between 1 and 8 Hz. Note that low repetition rates incur corresponding lower signal intensities that can compromise the analysis. However, we include low repetition rates here for comparison to data obtained on a different laser ablation system (Resonetics RESOlution M50 system (Müller et al., 2009 ); See Section 3.1). We collect~50 s of background intensities and then ablate the glass standard for 90 s at each repetition rate (1-8 Hz). Between each increase in repetition rate, we separate analyses with a 10-second period with the laser off to allow counts to return to background levels. We observe that on our system, a 99% signal washout occurs within~1.5 s without the squid attached (effectively complete withiñ 2 s) and a 99% signal washout occurs within 2 s with the squid attached (effectively complete within 3.5 s) ( Figure S2 ). The complete washout time using the ANU HelEx cell with the squid attached is faster than that reported by Müller et al., 2009 using a Resonetics RESOlution M50 system (cf. 99% signal washout within 3.5 s, complete washout in 9 s) (Müller et al., 2009 For the foraminifer analyses we use a single O. universa shell obtained from the N 500 μm size fraction of the 18-20 cm interval in core MW91-9 6GGC (2°12.54′S, 156°57.9′E, 1.6 km water depth, Ontong Java Plateau, western equatorial Pacific). This interval corresponds to the early Holocene (~8.5 ka) (Fehrenbacher and Martin, 2011) . The spherical chamber of O. universa contains measurable quantities of all the cations currently used for paleoceanographic analyses (e.g. B, Mg, Ca, Ba, Sr, Zn). We also show depth profiles from a cultured Neogloboquadrina dutertrei shell that was previously analyzed via electron microprobe image mapping (Fehrenbacher et al., 2011 ) (see Fehrenbacher and Martin, 2010 for EMPA methodology). EMPA results on one (F-1) and two (F-2) chambers before the final (F) chamber show this shell has lower intrashell Mg variation in comparison to O. universa. Mg/Ca banding is present but of lower amplitude compared to O. universa. Here, we analyze the final chamber from the remaining portion of the shell using the optimized laser ablation settings determined in this study (Section 3.2.2).
The foraminifer shells were cleaned prior to analysis. For O. universa, the shell was gently split open after placing it in a drop of water on a large rubber stopper and cracking the shell with a scalpel. The rubber stopper provides an elastic surface that gives under the pressure of the scalpel and the water helps keep the shell from shattering (Shuxi and Shackleton, 1990) , thereby yielding the largest recoverable fragments. The fossil O. universa fragments were subsequently cleaned to remove finely adhering clays by repeat rinses (3×) in ultra-pure water (N18 MΩ), followed by a methanol rinse that included a brief ultrasonication (2-5 s) and a final ultra-pure water rinse. Cleaned fragments were inspected under a microscope and fragments that appeared dirty were rinsed again. We did not subject the fossil foraminifer to the full cleaning method that includes oxidative and reductive cleaning steps because initial analyses indicated the foraminifers subjected to the rinse step only did not contain high levels of manganese, aluminum, or barium, which would have indicated further cleaning steps were necessary (Vetter et al., 2013b) . The cultured N. dutertrei shell was subjected to an oxidative cleaning in a buffered hydrogen peroxide solution (1:1 mixture of 30% H 2 O 2 and 0.1 N NaOH) for 30 min at 65°C to remove remnant organic matter, followed by 3 rinses in ultra-pure water (N18 MΩ). O. universa shell fragments were placed on double-sided carbon tape on glass slides, with the inside of the shell facing up, to enable high resolution profiling of O. universa (Eggins et al., 2003; Eggins et al., 2004) . In contrast, the fragment of the N. dutertrei shell was ablated with the inside of the shell facing down to analyze the most recent calcite that was added to the outside of the shell in culture.
Foraminifer laser ablation methods
We analyzed the foraminifers using mass spectrometer Method 5 (Table 2 ) and only report Mg/Ca ratios. In many samples, the U concentration was below our detection limit (5 ppb) and shell Ba content is invariant through the shell of this species (Vetter et al., 2013b) . The Mg/Ca ratios for the foraminifera were calculated offline in MS Excel, following data reduction protocols detailed in Longerich et al. (1996) , that include screening for outliers, drift correcting by bracketing samples with NIST SRM 610 analyses, and subtracting background count rates from each data point. Mg/Ca ratios were calculated by normalization to the known trace element concentrations in the drift-corrected bracketed analyses of the NIST SRM 610 standard (Mg = 432 μg/g, Ca = 81,830 μg/g (Jochum et al., 2011) Mn are monitored to identify surface contamination and as an indicator of shell profile analysis completion and subsequent ablation of the carbon tape (which yields a diagnostic signal at 27 Al). We obtain the integrated average Mg/Ca ratio after excluding an initial elemental spike that could be surface contamination or excess ablated material from the shell surface (see Figure S3 ). A single randomly selected O. universa shell (N 600 μm diameter), cleaned as described above, is analyzed 1-5 times during each analytical session to assess reproducibility during and between analytical sessions. This shell is used as a consistency standard for depth profiling (Section 3.3) and is not the same specimen used to generate Figs. 3 and 4 below.
Results and discussion

NIST SRM 610 analyses
Laser ablation line analyses (lateral tracks on the surface of the glass) are detailed in Figures S4-S8 . The relative standard deviations for all methods with and without the squid are detailed in Fig. 2 (data reported in Table S1 ).
Analyses without a squid
The relative standard deviations (RSDs, an indicator of the noisiness of the signal) are high at 1 Hz laser repetition rate, decrease between 2-4 Hz, and begin to stabilize when the repetition rate exceeds 4 Hz, (Fig. 2 , blue symbols, Figure S4 , Table S1 ). Using a repetition rate of 1 Hz, the signal is highly variable regardless of mass spectrometer cycle time ( Figure S4 ). RSDs are highest (Table S1 , 47-60%) when the mass spectrometer dwell time per element is short (10 ms, Method 1, Fig. 2A , cycle time 96 ms) and decrease to 1-2% as the dwell times approach 100 ms and the counting statistics improve, thereby leaving only the component of noise related to signal variability. The MS cycle times in Methods 2 and 3 (226 ms to 416 ms, Fig. 2B and C) represent MS cycle times typical of foraminifer analyses in other studies. Method 3 includes isotopes that require longer dwell times owing to their low abundances in foraminifers (50 ms for each isotope). The RSDs using Method 2 level off to~4-5% when the laser repetition rate is ≥ 4 Hz (Fig. 2B, blue symbols) . Using the longer MS cycle time in Method 3, the RSDs do not level off until the laser repetition rate is ≥ 5 Hz (Fig. 2C, blue symbols) . The smoothest signal is achieved when the dwell time is longest (100 ms, Method 4, total cycle time 816 ms, Fig. 2D ). However, this MS cycle time is too long to fully resolve transitions in intrashell foraminiferal Mg/Ca because these transitions occur over short spatial scales. Figures S5-S8 (expanded portions of Figure S4 ) highlight the variable nature of the pulsed signal at lower repetition rates (2 and 3 Hz) and the improvement in the signal at higher repetition rates (5 Hz). These figures also illustrate how the signal can vary depending on the isotope of interest (compare Figures S5 and S6 to Figures S7 and S8) .
Analyses with a squid
A visual comparison of data with and without the squid demonstrates the reduced RSDs obtained when the squid is installed (Fig. 2 , black vs. blue symbols). Nevertheless, the RSDs still exceed 15% at 1 Hz ( Figure S4 , Table S1 ). This result contrasts with data by Müller et al. (2009) who demonstrated a smooth signal at repetition rates as low as 1 Hz. These differences could be linked to the slower washout times of their squid and/or longer residence time of their ablation cell design. In the Photon Machines system, the signal RSDs decrease rapidly between 2 and 3 Hz when the squid is installed, depending on the cycle time, the isotope of interest, and ICP-MS sensitivity (e.g., 25 Mg, 66 Zn, 111 Cd have higher RSDs). Similar to the results obtained without the squid, the RSDs are highest when the dwell times are short (10 ms) and lowest as the dwell times approach 100 ms. RSDs range from 2 to 4% when the dwell times are similar to those used in foraminifer analyses with little improvement in the RSDs with repetition rates that exceed 4 Hz. The expanded portions of the Mg/Ca (cps/cps) and Sr/Ca
Relative standard deviations (RSDs) versus repetition rate for the isotope data presented in Figure S1 . The RSDs are shown for each isotope at each corresponding repetition rate both with (black symbols) and without (blue symbols) the installation of a squid for the four mass spectrometer cycle methods detailed in Table 1 (cps/cps) from Figure S4 demonstrate the benefit of using a squid ( Figures S5-S8 ). For example, at low repetition rates and short dwell times (10 ms), a smooth signal can be achieved for 24 Mg (e.g. 2 or 3 Hz; Figure S5D -E) with only a moderate improvement in the RSD at higher repetition rates (S5F). Increasing the dwell times slightly (to 20 ms) yields an even smoother signal ( Figure S5J-L) . However, this does not apply to Sr/Ca data where a much more rapid repetition rate and longer dwell time are needed to provide a smooth signal (compare Figures S5 and S6 to Figures S7 and S8 ).
O. universa analyses
In Figs. 3 and 4 below, the time resolved analyses were converted to depth (i.e. shell thickness) by calibrating the pit depth vs. laser pulse relationship. We generated 9 laser ablation 'pits' in a fossil O. universa using 1, 2, and 3 J/cm 2 each and 200 laser pulses (3 replicate ablation pits at each energy). Pit depths were then measured on an SEM to calibrate the depth/laser ablation rates to convert laser ablation rate into shell thicknesses.
Depth profiles without a squid
Depth profile data collected from O. universa without a squid contain high-amplitude, high-frequency oscillations in the Mg/Ca ratios in nearly all ablation profiles, with the exception of those generated with a 5 Hz repetition rate (the maximum pulse rate tested on foraminifers in this study) (Fig. 3) . These oscillations are not due to real intrashell Mg/Ca variability. Rather, they arise from spectral skew due to the interplay between the transient signal produced by the laser (laser repetition rateinduced) and the cycle time of the ICP-MS (~300 ms), which reflects the interference (beat pattern) between the laser pulse and mass spectrometer cycle frequencies. In this experiment, the amplitude of these high-frequency Mg/Ca oscillations, which can exceed 14 mmol/mol, is largest when the energy density is 1 J/cm 2 and the repetition rate is ≤4 Hz (Fig. 3A-C) . Natural intrashell Mg/Ca variation in foraminifera has a much longer wavelength and the amplitude is typically lower than the magnitude of these oscillations (Eggins et al., 2004; Spero et al., 2015) . Note that the Mg/Ca range encompassed by these high amplitude oscillations can vary among depth profiles generated on the same sample, even using identical settings, because the operatordependent offset between the start of the mass spectrometer cycle and the start of laser pulsing is different for each ablation depth profile. The amplitude of the oscillations is largest when the repetition rate is 3 Hz, regardless of the energy (Fig. 3B, F, and J) . We attribute this to the generation of a beat effect when we use a repetition rate that is nearly the same as the mass spectrometer cycle time. To further illustrate how the repetition rate and cycle time coherence can be problematic, we analyze the same fragment using a repetition rate of 6 Hz. At the higher repetition rate of 6 Hz, oscillations are similar to the repetition rate at 3 Hz because the pulse rate is a multiple of the cycle time (~300 ms) ( Figure S9 ). However, when pulse rate is 5 Hz (Fig. 3L) , the high-amplitude oscillations are absent.
A smooth signal that accurately captures intrashell variation is achieved at 5 Hz and 1-2 J/cm 2 energy density. Using this combination, the measured signal intensities are greater, the repetition rate exceeds the cycle time of the mass spectrometer, and the supply of ablated material is more uniform, thereby producing a smoother signal ( Fig. 3D and H) . At higher energy (3 J/cm 2 ) the spatial resolution of features within the depth profile decreases, as each Fig. 3 . Matrix of LA-ICP-MS results (without a squid) for a single O. universa using different energies and laser repetition rates. Shell was ablated from the interior surface to the exterior surface. MS sweep time:~300 ms. Average Mg/Ca ratio is noted in the lower right corner of each plot.
laser pulse ablates more material than at lower energies, thereby averaging more of the fine-scale variability within the shell wall (e.g. Fig. 3L ).
Depth profiles generated with a squid
The use of a squid within the sample gas flow path dampens the transient signal produced by the laser harmonics (Fig. 4) . With the squid installed, high frequency Mg/Ca oscillations still occur as an artifact at various combinations of low energies (1-2 J/cm 2 ) and low repetition rates (2-4 Hz), but the amplitude (b5 mmol/mol) is lower than in the profiles produced without the squid. These oscillations are most pronounced when the laser energy is low (1 J/cm 2 ) and the repetition rate is ≤ 4 Hz (Fig. 4A-C) . At intermediate repetition rates (3-5 Hz) and a moderate energy density (2-3 J/cm 2 ), such oscillations are virtually absent when the squid is installed (Fig. 4F-H, and J) . Note that the decrease in the signal noise at higher repetition rates is not solely due to improved counting statistics (e.g. more material supplied to the mass spectrometer at higher repetition rates). As detailed in the supplement, increasing the counting statistics by using a larger spot size (additional ablated material/pulse) does not eliminate the beating effects that occur at lower repetition rates ( Figures S10 and S11 ). Similar to results collected without the squid, we observed a decrease in spatial depth resolution when the laser energy density is 3 J/cm 2 (e.g., Fig. 4K and L).
The experiment described above utilizes O. universa shells, which are known to contain bands of high and low Mg/Ca ratios that can differ by N8 mmol/mol (Eggins et al., 2003) . By optimizing laser ablation and ICP-MS settings, we are able to resolve more subtle intrashell Mg/Ca variation in shells where the amplitude of the Mg/Ca banding is lower (e.g. 3 mmol/mol). For example, N. dutertrei shells can contain alternating bands of high and low Mg/Ca calcite that are of lower amplitude than other planktic species (Fehrenbacher and Martin, 2010) . Using a 5 Hz repetition rate, a moderate energy density (1.5 J/cm 2 ), and a~300 ms cycle time, we are able to resolve these lower amplitude Mg/Ca variations in a specimen of N. dutertrei (Fig. 5) . The optimized laser ablation settings were necessary to resolve these intrashell Mg/Ca variations. Based on the results detailed in Figs. 3 and 4, we find that the operating parameters that produce the highest spatially resolved depth profiles with minimal harmonic oscillations is an ablation rate between 3-5 Hz and energy density greater than 1, but less than 3 J/cm 2 when the ICP-MS cycle time is~300 ms. These optimized settings are a function of the cycle time we used for our particular analyses (Table 2, Method 5). A different ICP-MS cycle time with different analytes would likely require a different optimized repetition rate and/or energy density in order to minimize interferences between the repetition rate and MS cycle time. Note that we have also been able to produce high-resolution profiles using a longer cycle time with these same laser settings (Vetter et al., 2013b) . Reasonable depth profiles can be generated without using a squid when using higher repetition rates (5 Hz) and moderate laser energies (N1, but b 3 J/cm 2 ) (e.g. Fig. 3H ), however, using the squid minimizes harmonic oscillations of varying amplitude in the Mg/Ca ratios (e.g. compare Figs. 3G and 4G; 3H and 4H). Our results show that one should avoid using repetition rates and cycle times that have a similar temporal beat (e.g. a 250 ms cycle time with a 4 Hz repetition rate) in order to avoid harmonic artifacts. This issue is particularly problematic if dwell times are similar for all masses.
Foraminifera 'reference material' and inter-laboratory comparisons
In order to generate reproducible high-resolution depth profiles and compare data and instrument performance within and between
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Thickness (µm) Thickness (µm) analytical sessions it is desirable to use a reference material that is matrix-matched with foraminifera and yields measurable elemental variation that is reproducible. At UC Davis, we use randomly selected fossil O. universa shells for this purpose. O. universa fragments from the same shell can be used as a reference material for assessing reproducibility within and between analytical sessions especially when analyzing specimens for which replicate ablations are not possible (e.g. very small foraminifers such as Neogloboquadrina pachyderma) ( Figure S1 ). A second potential use for O. universa fragments could be in cross calibration studies between laboratories, where material from different shells could be distributed and used to bridge interlaboratory standardization for depth profile analyses. To our knowledge, no other species of foraminifera or matrix-matched material is widely available for such an application. Our within-fragment Mg/Ca precision (2σ), based on 6 fragments analyzed between 2 and 5 times each over a 5 month period, ranged from 0.1-0.6 mmol/mol, or 1-7% of the mean shell ratio. Repeat profiles from closely spaced regions in a shell have the most similar Mg/Ca profiles, but all profiles from the same shell display the same distinct minima and maxima ratios and patterns ( Figure S1 ). Reproducibility (2σ) of the mean whole-shell Mg/Ca ratio, based on all measurements (multiple profiles on all fragments; N = 30), is~0.8 mmol/mol Mg/Ca (~8%).
Concluding remarks
In this study, we illustrate how the quality, clarity, and spatial resolution of laser ablation depth profiles can be markedly improved by modifying the repetition rate of the laser, the total cycle time of the ICP-MS, and/or by using a squid. For assessing intrashell Mg/Ca variation, we find that a combination of a moderate repetition rate (4-5 Hz), low energy density between 1 and 3 J/cm 2 , and use of a squid produces high-resolution laser ablation profiles with little to no spectral skew. High-amplitude, high-frequency oscillations in Mg/Ca profiles are generated when the laser repetition rate is similar to or less than the cycle time of the mass spectrometer, regardless of whether or not a squid is used. However, the use of a squid reduces the amplitude of these oscillations. Careful optimization of analytical conditions using the approach presented here can improve the resolution of depth profiles and produce spatially resolved data that reflect real TE/Ca variability. Our results confirm that if only average whole-shell TE/Ca ratios are desired and intrashell variation is not needed, then a range of repetition rates and energy densities can be used to produce accurate average ratios. However, important intrashell variability could go undetected if LA-ICP-MS optimization is not established before generating elemental depth profiles in foraminiferal shells.
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Appendix A. Supplementary data
Supplementary data to this article can be found online at http://dx. doi.org/10.1016/j.chemgeo.2015.04.007. B. An electron microprobe image map of Mg counts generated on the F-1 and F-2 chamber of the same specimen. Note that the Mg bands within the shell wall are resolvable using both analytical techniques (EMPA and LA-ICP-MS). The elevated Mg/Ca on the outer surface of the shell is from calcite precipitated in the laboratory at 18°C. We estimate the pre-culture temperature in which the specimen grew was~10°C. This specimen completed its lifecycle and underwent gametogenesis in the laboratory. Profiles through the same fragment (i.e. laser pits that are in closest proximity to one another) have the most similar Mg/Ca profiles. Average ratios are calculated by integrating all measurements between the black arrows, which mark the beginning of the shell analysis and an ending point that is similar for each profile. We attribute the increased variability at the end of the profiles to possible wall effects and decreased beam focusing as the depth of the laser ablation hole increases [Eggins et al., 1998 , Eggins et al., 2003 . Note the ablation profiles do not end at the same time because of variability in the exact time that the laser breaks through the shell fragment. Circle symbols identify the average Mg/Ca ratio calculated at the Mg/Ca maxima and minima in the shell profiles as calculated by averaging 3 seconds of analyses time on each side of the maximum/minimum peak). The error bars denote 2σ standard deviation of the mean. washout occurs within 2 seconds without a squid. The washout time increases to ~3.5 seconds when the squid is installed. Note the delay from background to peak counts is also longer when the squid is installed. Figure S3 : Example ablation profile through an Orbulina universa shell. Data integration begins after the initial spike in the counts stabilizes (potentially due to surface contamination). The rapid decrease in the Ca counts that is coincident with the rise in 27 Al is due to ablation of the carbon tape, and marks the end of data collection. Elemental ratios decrease abruptly when the laser is turned off. Gas blank Laser on Figure S4 : Laser ablation line scans on NIST 610 generated without (left panels) and with (right panels) a squid installed. Repetition rates range from 1 to 8 Hz and the mass spectrometer isotope menus as described in 
