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Sommario
Il lavoro svolto in questa tesi si concentra sull'analisi dei sistemi di repu-
tazione e quelli di raccomandazione, ossia due tipi di sistemi di supporto
alle decisioni che sono in grado di fornire agli utenti delle informazioni
utili nei processi decisionali. Vengono studiati i tipi di sistemi pi u diu-
si, descritti nella letteratura, facendo attenzione a quali sono i loro pro
e contro in modo da poter delineare come questi potrebbero essere mi-
gliorati. A questo scopo viene anche descritto un metodo utilizzato per
integrare i sistemi di reputazione e raccomandazione con il quale si pos-
sono ottenere dei risultati molto pi u accurati. L'obiettivo risulta quindi
essere quello di presentare una panoramica dell'attuale stato dell'arte di
questo settore, fornendo degli spunti per migliorare i sistemi dell'odierna
generazione.2Capitolo 1
Introduzione
I sistemi di reputazione, cos  come quelli di raccomandazione, hanno
avuto un forte sviluppo in quest'ultimo decennio, in seguito alla riuscita
integrazione di tali sistemi in applicazioni commerciali, soprattutto nel
mondo dell'E-commerce. Il motivo del loro successo risiede nel fatto
che sono in grado di aiutare un utente a decidere con chi eettuare una
transazione e cosa acquistare.
In questa tesi vengono analizzati tali sistemi ponendo particolare at-
tenzione ai loro vantaggi e alle loro limitazioni, con lo scopo di determi-
nare in che modo questi potrebbero essere migliorati.
Un sistema di reputazione [15] ha la potenzialit a di orire le basi per
prendere una decisione in modo pi u consapevole, fornendo ai membri
del sistema delle informazioni riguardanti l'adabilit a degli altri utenti.
L'idea di fondo di questo tipo di sistemi consiste nel permettere agli
utenti coinvolti in una transazione di valutare la propria controparte,
fornendo un giudizio che ri
ette in che misura quell'utente  e adabile.
In questo modo si possono utilizzare tutti i voti assegnati dai membri
del sistema per calcolare il punteggio di reputazione di un dato utente,
reso disponibile a tutta la comunit a o che si pu o consultare su richiesta.
Cos  facendo gli utenti possono sfruttare questo punteggio per decidere
se eettuare la transazione che avevano previsto, oppure per scegliere
con chi eettuare una futura transazione. Quindi queste applicazioni
hanno un eetto positivo nel contesto in cui vengono inserite anche perch e
inducono gli utenti a comportarsi nel miglior modo possibile, per non
veder intaccata la loro reputazione.
I sistemi di reputazione possono essere classicati in sistemi centra-
lizzati e sistemi distribuiti in base alla loro architettura e si dierenziano
per il modo in cui i voti e i punteggi di reputazione vengono raccol-
ti e distribuiti agli utenti. Nei sistemi centralizzati, in seguito ad ogni
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transazione, gli utenti forniscono un voto per dare un'informazione sul-
l'adabilit a dell'altro utente. Questi voti vengono raccolti da un centro
di reputazione e vengono usati per calcolare dei punteggi di reputazio-
ne da attribuire ai vari utenti. In un sistema distribuito invece i voti
vengono memorizzati dai singoli utenti, che possono essere visti come
dei nodi all'interno di una rete. Quando un utente vuole eettuare una
transazione con qualcun altro deve prima cercare i nodi che contengono
le informazioni relative all'utente desiderato e poi richiedere il suo pun-
teggio di reputazione, calcolato dai singoli nodi. Per calcolare i punteggi
di reputazione esistono varie metodologie, la pi u semplice delle quali  e
la somma dei voti (adottata nel feedback forum di eBay) [20]: tenen-
do traccia del numero di voti positivi p e il numero di voti negativi n
assegnati all'utente u, il punteggio di reputazione per u viene calcolato
come dierenza tra p e n, cio e p   n. Le altre tecniche pi u usate so-
no: la media dei voti, sistemi Bayesiani [14], modelli discreti [1] (dove
la reputazione di un utente pu o assumere solo dei valori prestabiliti, ad
esempio \molto adabile", \adabile", \inadabile", o \molto ina-
dabile" attribuiti all'utente utilizzando delle tabelle di ricerca), modelli
di belief [11, 12, 25] (che utilizzano la teoria del belief per determinare
in che misura si crede che un utente sia adabile) e modelli di 
usso
(che calcolano iterativamente la reputazione, come nel caso di Google
PageRank) [17].
Per quanto riguarda i sistemi di raccomandazione [3] invece, di cui
l'esempio probabilmente pi u famoso  e Amazon, sono in grado di sugge-
rire agli utenti gli oggetti che presumibilmente saranno di loro interesse.
In pratica utilizzano le informazioni ricevute direttamente dall'utente, ri-
guardo ai prodotti ai quali  e interessato, per capire quali sono i suoi gusti
e raccomandare l'oggetto che pi u si adatta alle sue necessit a. Altrimenti
il sistema costruisce un database di tutti i clienti e le loro preferenze, per
poi determinare quali sono le persone pi u simili (neighbors) all'utente al
quale si vuole fornire la raccomandazione, cio e quelle che hanno dei gusti
simili. Quindi vengono raccomandati gli oggetti che piacciono ai neigh-
bors, poich e molto probabilmente questi piaceranno anche all'utente. I
sistemi di raccomandazione sono usati non solo in siti di E-commerce,
ma anche in altri tipi di applicazioni, come ad esempio sistemi che racco-
mandano notizie nei newsgroups, oppure sistemi che raccomandano libri
o lm.
Per fornire una raccomandazione il sistema deve stimare il voto che
presumibilmente l'utente darebbe ad un particolare oggetto e poi deter-
minare l'oggetto che ha ottenuto il punteggio stimato pi u alto. In base
all'approccio usato nel derivare la stima dei voti i sistemi di raccoman-5
dazione si possono classicare in: sistemi basati sul contenuto (content-
based), sistemi collaborativi e sistemi ibridi. Nei sistemi del primo tipo
i voti stimati per l'utente u vengono calcolati sulla base dei voti forniti
dallo stesso utente u per oggetti simili a quello che si vuole raccoman-
dare. Nei sistemi collaborativi, detti anche di ltraggio collaborativo, la
stima avviene sulla base dei voti che altri utenti della comunit a hanno
fornito per lo stesso oggetto che si vuole raccomandare. I sistemi ibridi
invece combinano i sistemi sopra citati allo scopo di evitare alcune pro-
blematiche che aiggono i primi due sistemi. Tra queste si pu o citare il
problema dei nuovi utenti: poich e il sistema formula le raccomandazioni
sulla base delle preferenze assegnate dall'utente, non  e in grado di fornire
raccomandazioni accurate ad un utente che  e appena entrato a far parte
del sistema e quindi non ha ancora espresso le sue preferenze.
Nonostante il loro forte sviluppo i sistemi di reputazione e quelli di
raccomandazione necessitano ancora di miglioramenti. Si stanno infatti
cercando dei metodi per rendere i sistemi di raccomandazione pi u accurati
e meno invasivi, per applicarli anche a sistemi pi u complessi (ad esempio
un sistema di raccomandazione per viaggi, nel quale oltre alle preferenze
dell'utente si possono considerare altre informazioni variabili come la
situazione metereologica o anche la situazione economica e politica della
localit a che si vuole raccomandare). In quest'ottica si inserisce un metodo
di integrazione dei sistemi di reputazione e raccomandazione [13] con il
quale si possono produrre delle raccomandazioni molto pi u accurate. Con
questo metodo vengono raccomandati gli oggetti ai quali gli utenti sono
potenzialmente interessati (utilizzando il sistema di raccomandazione)
privilegiando per o gli oggetti che hanno una alta reputazione, ottenendo
cos  delle raccomandazioni pi u adabili.
Inoltre si sta cercando di rendere pi u robusti i sistemi di reputazione,
in modo da mitigare i possibili attacchi da entit a esterne per modicare
a proprio vantaggio i punteggi di reputazione.
In questa tesi vengono descritti i metodi che possono essere utilizzati
per calcolare i punteggi di reputazione e vengono anche analizzate alcu-
ne delle applicazioni pi u comuni che fanno uso di questi sistemi (come
eBay, Amazon, Google PageRank). Inoltre viene fornita una panoramica
sullo stato dell'arte dei sistemi di raccomandazione, facendo attenzione
alle loro limitazioni e cercando di fornire alcune soluzioni per superarle.
Viene anche illustrato un metodo recentemente studiato per integrare i
sistemi di reputazione e raccomandazione in modo da poter ottenere delle
raccomandazioni molto pi u accurate e adabili.6 CAPITOLO 1. INTRODUZIONE
La tesi  e strutturata nel seguente modo: nel Capitolo 2 vengono de-
scritti i sistemi di reputazione e i metodi comunemente utilizzati per
denire i punteggi di reputazione per gli utenti del sistema; nel Capito-
lo 3 vengono presentati i sistemi di raccomandazione, classicandoli in
base all'approccio usato per formulare la raccomandazione in tre clas-
si diverse: sistemi basati sul contenuto, sistemi collaborativi e sistemi
ibridi. Vengono inoltre descritte le problematiche che questi sistemi de-
vono arontare, cercando di presentare alcune soluzioni per superarle.
Nel Capitolo 4 viene introdotto un metodo da poco sviluppato che per-
mette di integrare i sistemi di reputazione e quelli di raccomandazione
allo scopo di formulare delle migliori raccomandazioni nei servizi online.
Inne i Capitoli 5 e 6 contengono rispettivamente le conclusioni e alcuni
potenziali sviluppi futuri di questo tipo di sistemi.Capitolo 2
Sistemi di Reputazione
Un sistema di reputazione  e una struttura in grado di raccogliere informa-
zioni che gli utenti forniscono riguardo alle interazioni avvenute con altri
utenti, e di utilizzarle per calcolare un punteggio che determina la repu-
tazione di questi utenti. Tali punteggi possono quindi essere consultati
da tutti per decidere se darsi di un determinato utente ed intraprendere
una transazione con lui, oppure per determinare chi  e l'utente pi u atten-
dibile per eettuare la transazione desiderata.
Per descrivere un sistema di reputazione  e necessario prendere in con-
siderazione le nozioni di ducia e reputazione, risulta perci o conveniente
dare una denizione per questi concetti che verranno poi utilizzati.  E
possibile denire il concetto ducia in due modi dierenti [15].
1. Considerati due individui A e B, la ducia  e la probabilit a con cui
A si aspetta che B compia una determinata azione, dalla quale A pu o
beneciarne.
Questa denizione venne fornita da Gambetta [9] e pu o essere inter-
pretata come adabilit a, riferita ad una persona o una cosa.
2. La ducia  e la misura in cui una persona  e disposta a dipendere da
qualcosa o qualcuno in una data situazione, con una sensazione di relativa
sicurezza, nonostante possano esserci delle conseguenze negative.
Questa  e la denizione che verr a adottata nel resto della tesi e risulta
essere una nozione pi u generale che introduce dei nuovi concetti, tra
i quali: dipendenza dall'entit a in cui si ripone la propria ducia, utilit a
(nel senso che una relazione tra due utenti pu o avere esiti positivi o anche
negativi), e attitudine al rischio ossia il fatto che un utente  e disposto ad
accettare una situazione che per lui pu o essere svantaggiosa.
Un altro concetto legato alla nozione di ducia  e quello di reputazio-
ne: la reputazione di un soggetto (persona, istituzione, azienda etc)  e la
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considerazione o la stima di cui questo soggetto gode nella societ a.
Quindi i due concetti di ducia e reputazione sono tra loro dierenti:
il primo infatti  e un concetto pi u soggettivo, basato principalmente sul-
l'esperienza personale, mentre il secondo viene derivato dalla comunit a
appartenente ad una rete sociale, e pu o essere considerato come una
misura collettiva della ducia. La dierenza tra i due termini si pu o
comprendere nelle seguenti frasi:
(1) \Mi do di te per la tua buona reputazione".
(2) \Mi do di te nonostante la tua cattiva reputazione".
Nella prima frase l'utente basa la sua ducia sulla reputazione che
l'altro utente ha, mentre nella seconda l'utente dimostra di avere qualche
conoscenza personale riguardo l'altro utente, ad esempio ottentuta per
esperienza diretta, e questa viene ritenuta dominante rispetto alla repu-
tazione che una persona pu o avere. Questo ri
ette il fatto che la ducia
fondamentalmente  e incentrata su un giudizio personale e soggettivo, ba-
sato su molti fattori, alcuni dei quali hanno una maggiore importanza.
Ad esempio, solitamente l'esprienza personale  e piu importante rispetto
alle raccomandazioni fatte da altri utenti, ma nel caso in cui l'utente non
abbia mai avuto esperienze dirette la ducia pu o basarsi esclusivamente
su queste raccomandazioni.
Gli obiettivi che la ricerca nei sistemi di reputazione cerca di soddisfare
sono principalmente i seguenti:
 trovare nuove informazioni ed elementi che possono essere utiliz-
zati nelle applicazioni online per calcolare una misura di ducia e
reputazione;
 creare dei sistemi ecienti per raccogliere queste informazioni e
aiutare gli utenti a prendere decisioni sulle future transazioni, mi-
gliorando cos  la qualit a delle applicazioni commerciali online.
Secondo ci o che aerma Resnick et al. [21] un sistema di reputazione
deve avere le seguenti propriet a:
 gli elementi di tale sistema (gli utenti che ne fanno parte) devono
essere longevi, nel senso che devono essere presenti nel sistema da
molto tempo, in modo da poter sempre avere delle future interazioni
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 i voti riguardanti le interazioni correnti devono essere raccolti e poi
resi pubblici ai membri del sistema,
 i voti riguardanti le interazioni precedenti devono in
uenzare e
guidare le interazioni correnti.
La prima propriet a serve per evitare i cambiamenti di identit a, con i quali
un utente pu o eliminare tutte le connessioni con le sue passate transazio-
ni, allo scopo di cancellare la propria reputazione. La seconda propriet a
principalmente riguarda il modo in cui il sistema acquisisce i voti asse-
gnati dagli utenti, e dipende anche dalla volont a degli stessi utenti di
fornire tali voti, in quanto un utente potrebbe anche non volere esprime-
re la propria opinione (per questo motivo  e utile introdurre una qualche
forma di incentivo). Invece la terza propriet a riguarda fondamentalmente
l'ecienza del sistema e la sua utilizzabilit a da parte degli utenti.
Principalmente i sistemi di reputazione possono essere classicati in
due categorie, in base alla loro architettura, e dieriscono per il modo
in cui i voti e i punteggi di reputazione vengono raccolti e distribuiti
tra i vari utenti. Queste due categorie sono: architetture centralizzate e
architetture distribuite.
2.1 Sistemi di Reputazione Centralizzati
In un sistema di reputazione centralizzato, le informazioni riguardanti
le transazioni eettuate con un certo partecipante vengono raccolte sot-
to forma di voto (un punteggio) fornito dagli utenti della comunit a che
hanno avuto un'esperienza diretta con questo partecipante. Questi voti
vengono raccolti da un'autorit a centrale (il centro di reputazione) che
poi genera un punteggio di reputazione da attribuire ad ogni utente, ren-
dendolo pubblicamente visibile ai membri del sistema. A questo punto
gli utenti possono utilizzare tali voti per decidere se e con chi eettuare
una transazione. L'idea alla base di ci o  e che una transazione con un
partecipante con una buona reputazione tender a ad essere favorevole per
entrambe le due parti, ossia acquirente e venditore, mentre una tran-
sazione con un utente caratterizzato da una bassa reputazione potrebbe
avere delle conseguenze negative. La Figura 2.1 illustra schematicamente
la struttura di un possibile sistema di reputazione centralizzato, in cui
gli utenti A e B sono intenzionati ad eettuare una transazione tra loro.
Il centro di reputazione raccoglie i voti degli utenti A, B, C, D, E, F,
G in seguito ad ogni transazione, ad esempio quella tra A e C oppure D10 CAPITOLO 2. SISTEMI DI REPUTAZIONE
Figura 2.1: Struttura di un sistema di reputazione centralizzato.
e B. Questi voti vengono poi utilizzati per calcolare i punteggi di repu-
tazione da attribuire ai vari utenti, aggiornandoli dopo ogni transazione
in funzione dei voti ricevuti. A questo punto, supponendo che gli utenti
A e B vogliano eettuare una transazione tra loro, questi possono uti-
lizzare il centro di reputazione per ottenere il punteggio di reputazione
associato all'altro utente, derivando cos  un'informazione relativa alla sua
adabilit a.
In un sistema di reputazione centralizzato si possono distinguire prin-
cipalmente due aspetti fondamentali [15]:
 Un protocollo di comunicazione centralizzato con il quale l'autorit a
centrale  e in grado di raccogliere i voti forniti dagli utenti a segui-
to di una transazione, oltre a permettere ai membri di ottenere i
punteggi di reputazione dell'utente desiderato,
 Un motore di calcolo della reputazione, cio e un metodo utilizzato
dall'autorit a centrale per calcolare i punteggi di reputazione, ba-
sandosi sui voti che gli utenti hanno fornito, e in alcuni casi anche
su altre informazioni, come ad esempio la reputazione degli altri
utenti.
Ad esempio, supponendo di avere tre utenti A, B e C e di voler calco-
lare la reputazione di A, i voti forniti dagli altri membri possono essere
pesati tenendo conto della reputazione di questi ultimi. In questo modo
se l'utente B, con una bassa reputazione, fornisce un voto molto basso
per A (che quindi verosimilmente non rispecchier a la vera adabilit a di
A) mentre C, con alta reputazione, fornisce un voto alto, il voto di B
verr a considerato con un peso minore a quello di C, perci o la reputazione
di A risulta essere comunque alta, nonostante il voto molto basso fornito
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2.2 Sistemi di Reputazione Distribuiti
In alcuni casi pu o essere conveniente avere un'architettura di tipo distri-
buito, cio e una struttura in cui non c' e un'autorit a centrale che raccoglie
voti e rende disponibili i punteggi. Questa struttura  e come una rete
in cui ci sono vari nodi che fungono da centro di raccolta, ai quali si
possono fornire i voti riguardanti le transazioni eettuate; oppure ogni
membro costituisce un nodo all'interno della rete, e raccoglie e registra
le proprie opinioni sulle interazioni avvenute con gli altri utenti, per poi
fornire queste informazioni su richiesta a coloro che desiderano conoscere
la reputazione di un particolare utente. Quindi l'utente che vuole eet-
tuare una transazione con un determinato membro, deve in primo luogo
trovare l'utente (nodo della rete) o il maggior numero possibile di uten-
ti che hanno avuto un'esperienza diretta con quel membro, che quindi
hanno raccolto delle informazioni relative ad esso, e poi richiedere queste
informazioni sotto forma di punteggio di reputazione. Questo tipo di
struttura pu o essere rappresentato come nella Figura 2.2: a seguito delle
transazioni avvenute tra gli utenti A e C, D e B, A e E, F e B, A e G,
ogni nodo (utente) memorizza la propria opinione (voto) relativa all'altro
utente coinvolto nella transazione (ad esempio A memorizza i voti che lui
ha attribuito a C, E e G). Se a questo punto A  e interessato ad eetuare
una transazione con B, A dovr a richiedere agli utenti che hanno avuto
un'esperienza diretta con B (cio e D e F) le loro opinioni (punteggi di
reputazione) e allo stesso modo B richieder a a C, E e G i punteggi di
reputazione che loro hanno assegnato ad A.
Figura 2.2: Struttura di un sistema di reputazione distribuito.
Come per un sistema di reputazione centralizzato, si possono denire
due aspetti fondamentali di un sistema di reputazione distribuito:
 Un protocollo di comunicazione distribuito necessario per ottenere
i voti dagli altri utenti del sistema,12 CAPITOLO 2. SISTEMI DI REPUTAZIONE
 Un metodo di calcolo della reputazione con il quale ogni singolo
utente del sistema pu o calcolare i punteggi di reputazione degli
altri membri, basandosi sui voti che sono stati ricevuti.
In un sistema distribuito ogni membro deve sia raccogliere i voti, sia
determinare i punteggi di reputazione per gli altri membri. Poich e pu o
risultare molto dispendioso, o addirittura impossibile, considerare i voti
derivati da tutte le interazioni con un particolare utente, spesso il punteg-
gio di reputazione viene calcolato basandosi solamente su un sottoinsieme
di voti.
Un sistema che rappresenta bene questa struttura  e una rete Peer-to-
Peer (P2P) [15]. In una rete di questo tipo ogni nodo (utente) svolge sia
il compito di client sia quello di server, per questo viene anche chiamato
servent. Nell'utilizzo di una rete P2P si possono distinguere due fasi:
la fase di ricerca e la fase di download. La prima consiste nella ricerca
del servent nel quale risiede la risorsa voluta. Questa fase pu o essere
implementata con funzioni distribuite o anche centralizzate, ad esempio
utilizzando un server di ricerca che tiene traccia di tutti i nodi della rete
e delle informazioni che questi hanno raccolto. Dopo aver trovato il ser-
vent che contiene le informazioni volute si passa alla fase di download,
con la quale queste informazioni vengono trasferite da un nodo all'altro.
Con questo tipo di reti per o vengono introdotte delle nuove problema-
tiche relative alla sicurezza degli utenti. Infatti una rete P2P pu o essere
utilizzata per mettere in circolazione dei software dannosi (ad esempio
un virus) tra i vari membri della rete.
Introducendo un sistema di reputazione all'interno di una rete P2P
si pu o mitigare questo problema. Infatti condividendo informazioni ri-
guardo agli altri utenti della rete si pu o determinare quali sono i servents
pi u adabili e che orono le risorse di miglior qualit a e allo stesso modo
rintracciare anche gli utenti inadabili e quelli sospetti.
2.3 Motori di Calcolo della Reputazione
I punteggi di reputazione possono essere calcolati in diversi modi, e ba-
sandosi su molteplici fattori, ad esempio sull'esperienza personale o su
raccomandazioni di altri utenti. Adottando le denizioni utilizzate nelle
teorie economiche, le informazioni derivate dall' esperienza personale ven-
gono indicate con il termine informazioni private (private informations),
mentre per quelle pubblicamente disponibili, ottenute da altri utenti, si
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mente un sistema di reputazione  e basato sulle informazioni pubbliche,
dato che lo scopo  e quello di ri
ettere le opinioni dei vari utenti di una co-
munit a. I metodi per ottenere un puteggio di reputazione sono numerosi;
di seguito verranno elencati quelli piu usati nel settore delle applicazioni
commerciali e di maggiore importanza.
2.3.1 Somma Semplice dei Voti
Il metodo pi u semplice usato per calcolare i punteggi di reputazione  e
utilizzare la somma semplice dei voti: considerato un utente che ha ri-
cevuto \p" voti positivi e \n" voti negativi, il punteggio di reputazione
attribuito a questo utente si ottiene calcolando la dierenza tra i voti
positivi e quelli negativi, cio e \ p - n " .
Questo metodo di calcolo  e stato adottato dal forum di reputazione di
eBay (Feedback Forum) [20], con il quale venditori e acquirenti possono
esprimere un voto positivo, neutro, o negativo (+1, 0, -1) dopo aver
terminato una transazione, oltra ad avere la possibilit a di lasciare un
commento riguardante la qualit a dell'operazione. Questo forum  e un
sistema di reputazione centralizzato con il quale vengono raccolti tutti
i voti assegnati dai vari utenti e viene reso disponibile il punteggio di
reputazione (Feedback) di ogni utente sotto forma di somma totale dei
voti ricevuti (numero di voti positivi meno numero di voti negativi).  E
inoltre possibile vedere i voti positivi e negativi separatamente relativi a
tre diverse nestre temporali: 1) ultimi sei mesi, 2) ultimo mese, 3) ultima
settimana, allo scopo di fornire agli utenti delle informazioni relative al
comportamento pi u recente dell'utente in questione.
Il vantaggio di questo metodo di calcolo consiste nella sua semplicit a:
oltre ad essere semplice da implementare, ogni utente  e in grado di com-
prendere il principio alla base del calcolo del punteggio di reputazione.
Ci sono per o anche alcuni svantaggi: in primo luogo fornisce una scarsa
indicazione sulla reputazione dei partecipanti, ad esempio un utente con
100 voti positivi e 10 negativi viene reputato allo stesso modo di un'altro
utente con 90 voti positivi e 0 negativi, mentre intuitivamente dovreb-
be essere considerato meno adabile. Un altro problema che sistemi di
questo tipo devono arontare  e quello dei voti fraudolenti, ad esempio
quando qualcuno vota ripetutamente in modo positivo un utente allo
scopo di aumentare il suo punteggio di reputazione. Infatti si possono
creare delle nte transazioni con il solo intento di dare un voto positi-
vo alla controparte, problema che  e stato risolto da eBay introducendo
una tassa da pagare per ogni inserzione eettuata nel sito. Tuttavia  e
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un voto ingiusto (ad esempio un voto negativo anche se la transazione
 e stata di ottima qualit a), e questo  e un problema che non pu o essere
evitato.
2.3.2 Media dei Voti
Un metodo di calcolo della reputazione leggermente pi u avanzato con-
siste nella media dei voti: il punteggio di reputazione di un particolare
utente viene calcolato come voto medio di tutti i voti che quell'utente ha
ricevuto.
Anche questo  e un metodo utilizzato in molti siti web commerciali,
tra i quali si pu o citare Amazon. Inizialmente Amazon era una libreria
online, ora diventata una compagnia di commercio elettronico nella quale
i membri possono recensire i prodotti presenti, ad esempio libri, e fornire
un voto, compreso nel range da 1 a 5. Il voto complessivo attribuito a
quel prodotto  e dato dalla media di tutti i voti che sono stati forniti. Si
possono dare delle informazioni anche sulle recensioni lasciate dagli altri
utenti, votandole come utili (voto positivo) o non utili (voto negativo).
Queste informazioni contribuiranno poi a determinare il rank del recenso-
re, che  e in
uenzato anche da altri fattori, come il numero di altri utenti
che hanno votato il recensore come favorito. Questo sistema di recensioni
per o risulta essere poco sicuro, infatti  e facilmente soggetto ad attacchi
esterni: ad esempio un editore potrebbe essere interessato a fornire degli
incentivi (anche economici) ad alcuni utenti del sistema, per pubblicare
delle recensioni favorevoli per i suoi libri. Inoltre anche questo sistema
 e aitto dal problema dei voti fraudolenti, in quanto qualsiasi utente
pu o votare senza diventare membro (essere registrato nel sito), per cui si
pu o articialmente modicare la reputazione di un altro utente fornendo
dei voti favorevoli o sfavorevoli. Ad esempio votando in modo negativo
le recensioni eettuate da un utente, la reputazione di questo viene ab-
bassata. Contrariamente se si votano positivamente le sue recensioni la
reputazione aumenta.  E perci o evidente che la reputazione di un utente
pu o essere modicata a proprio piacimento, votando ripetutamente le sue
recensioni in modo positivo o negativo. Per cercare di risolvere questo
problema, Amazon tiene traccia dei cookies dei vari recensori e permette
a questi ultimi di eettuare un solo voto per cookie registrato. Tuttavia
cancellando i cookies o utilizzando un'altro computer, lo stesso utente
pu o votare nuovamente lo stesso prodotto.
Ci sono anche modelli di calcolo di questo tipo pi u avanzati, come ad
esempio una media pesata dei voti, dove i singoli voti dati dagli utenti
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cui il voto  e stato dato, oppure alla dierenza tra il voto fornito e il pun-
teggio corrente. Ad esempio se l'utente B fornisce un voto per l'utente A
che  e molto minore all'attuale reputazione di A, questo voto verr a consi-
derato con un peso minore rispetto agli altri voti, poich e verosimilmente
quel voto non ri
ette la reale adabilit a di A.
2.3.3 Sistemi Bayesiani
Un altro metodo che permette di calcolare i punteggi di reputazione con-
siste nell'utilizzo di un sistema Bayesiano. Prendendo in ingresso dei
voti di tipo binario, ad esempio positivi o negativi, i punteggi si posso-
no calcolare basandosi sulla funzione di densit a di probabilit a (PDF) di
una distribuzione beta B. Si tratta di una distribuzione di probabilit a
continua denita su di un intervallo unitario [0, 1] da due parametri 
e . Questa distribuzione  e in grado di governare la probabilit a p di un
processo Bernoulli a posteriori dell'osservazione di  1 successi e   1
fallimenti, sapendo che p  e a priori uniformemente distribuito in [0, 1].
Il punteggio di reputazione a posteriori pu o essere calcolato combinando
il punteggio a priori con i nuovi voti assegnati.



















con 0  p  1 , ,  > 0 , e aggiungendo le seguenti condizioni:
 p 6= 0 se  < 1 ,
 p 6= 1 se  < 1 .
Quindi, denita una PDF beta con parametri  e , che rappresen-
tano rispettivamente il numero di voti positivi e negativi, il punteggio
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questa PDF, eventualmente accompagnato anche dalla sua varianza. Il








Per convezione, quando non si hanno informazioni riguardo al punteggio
di reputazione di un particolare utente, si assume che la distribuzione a
priori  e rappresentata da una beta PDF unforme con parametri  = 1
e  = 1 , mentre, dopo aver osservato n voti positivi e m voti negativi,
la distribuzione a posteriori  e data da una beta PDF con  = n + 1 e
 = m + 1 . A titolo di esempio, nella Figura 2.3 illustrata di seguito
si possono vedere le PDF relative ad una distribuzione beta uniforme
(Beta(pj1,1) ) e ad una beta PDF a posteriori dopo aver osservato 7 voti
positivi e 1 voto negativo ( Beta(pj8,2) ).
Figura 2.3: Funzione di densit a di probabilit a beta.
Applicando questa teoria statistica ai sistemi di reputazione [14] si
ottiene che la beta PDF rappresenta la probabilit a con cui una prossima
transazione con l'utente a cui fa riferimento la PDF considerata, abbia un
esito positivo. Inoltre il punteggio di reputazione viene calcolato come
valore atteso di questa PDF (nell'esempio fornito in precedenza si ha
E(p) = 0.8), e questo pu o essere interpretato come la frequenza con cui
le transazioni hanno esiti positivi: non si sa con certezza quante saranno
le transazioni positive future, ma si pu o assumere che mediamente si avr a
una percentuale di successo pari a E(p). Nell'esempio precedente, si ha
che in media 8 transazioni su 10 avranno un esito positivo.
Il vantaggio dei sistemi Bayesiani consiste nel fatto che forniscono
una solida base per il calcolo dei punteggi di reputazione, in quanto
possono essere calcolati in modo univoco applicando delle espressioni
matematiche; uno svantaggio invece risiede nel fatto che questo sistema
potrebbe risultare dicile da comprendere per gli utenti che lo utilizzano.2.3. MOTORI DI CALCOLO DELLA REPUTAZIONE 17
2.3.4 Modelli Discreti
Questo sistema, anzich e basarsi su misure di tipo continuo,  e denito su
un dominio di tipo discreto. Basandosi sul modello formulato da Abdul-
Rahman & Hailes (2000) [1] la reputazione di un certo utente x pu o
assumere uno dei seguenti quattro valori:
 molto adabile (very trustworthy),
 adabile (trustworthy),
 inadabile (untrustworthy),
 molto inadabile (very untrustworthy).
Per calcolare la reputazione di questo utente si utilizzano delle tabelle
di ricerca (look-up tables). Nel caso in cui un utente abbia avuto un'e-
sperienza diretta con x, questa pu o essere utilizzata per determinare la
reputazione di tale utente, assumendo che l'esperienza personale ri
etta
la reale adabilit a di x, mentre le raccomandazioni riguardanti x che
dieriscono dalla propria esperienza indicano se x  e sovrastimato o sot-
tostimato e vengono quindi utilizzate per aggiornare il suo punteggio di
reputazione. Le raccomandazioni che provengono da un utente il quale
tende a sovrastimare x (fornisce un voto di reputazione pi u alto di quello
reale) verranno declassate, e vice versa.
Ad esempio considerando che una grande quantit a di utenti ha asse-
gnato un punteggio di reputazione pari ad adabile all'utente x, se un
altro utente y aerma che x  e molto inadabile, l'opinione di y viene
considerata poco rilevante rispetto a quelle degli altri utenti e quindi la
reputazione di x rimane comunque adabile.
Il vantaggio di questo tipo di modello  e che risulta essere molto sem-
plice da usare per gli utenti, i quali al termine di una transazione devono
fornire un voto sull'adabilit a della controparte scegliendo tra un insie-
me nito di possibilit a; il suo svantaggio per o consiste nel fatto che le
misure di tipo discreto non si prestano ad essere dei solidi principi di
calcolo, poich e comportano l'utilizzo di altre tecniche, come le tabelle di
ricerca, dicili da applicare a grandi quantit a di dati.
2.3.5 Modelli di Belief
La teoria del belief  e correlata con la teoria della probabilit a, a dierenza
di quest'ultima per o la somma di tutte le possibili probabilit a relative
ad un determinato evento non necessariamente sommano a 1, questa
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Jsang [11, 12] ha proposto un metrica basata sulla credenza/ducia
che prende il nome di opinione. Questa viene rappresentata con una tupla
!A
x = (b, d, u, a) la quale esprime la credenza dell'utente A riguardo alla
verit a dell'evento x . I termini b, d e u rappresentano rispettivamente
la credenza (belief), didenza (disbelief) e incertezza (uncertainty),
con b, d, u 2 [0, 1] tali che b + d + u = 1 . Invece il parametro a 2
[0,1] viene detto atomicit a relativa, ed  e il tasso di probabilit a di base in
assenza di prove. Tipicamente viene denito a = 0:5 poich e l'atomicit a
relativa viene interpretata come la probabilit a in assenze di prove che
l'utente con il quale viene intrapresa una transazione sia adabile e cio e
la probabilit a che la transazione vada a buon ne.
Il valore atteso dell'opinione  e calcolato come: E[ !A
x ] = b + au .
Se l'enunciato x viene denito come \l'utente Y  e adabile e one-
sto", possiamo applicare questo modello e interpretare l'opinione come
l'adabilit a dell'utente Y.
In assenza di prove la probabilit a che l'utente Y sia onesto, cio e la
probabilit a che una transazione vada a buon ne,  e 0.5 e quindi sar a
a = 0:5. Considerando ora un totale di 10 utenti e supponendo che tra
questi 7 aermano che Y  e adabile mentre i rimanenti 3 lo ritengono
inadabile allora l'utente Y sar a ritenuto adabile al 70%. Se poi ci si
da solamente di 2 tra i 3 utenti che ritengono Y inadabile (su un to-
tale di 10 utenti) allora Y sar a ritenuto inadabile al 20%. Sar a quindi
b = 0:7 e d = 0:2 . La rimanente probabilit a, cio e 0.1,  e l'incertezza:
u = 0:1. In questo modo la tupla che rappresenta la credenza dell'utente
A riguardo la verit a dell'enunciato x  e !A
x = (0:7;0:2;0:1;0:5). Il valore
atteso dell'opinione di A riguardo all'adabilit a di Y risulta quindi esse-
re E[ !A
x ] = b + au = 0:7 + 0:5  0:1 = 0:75 e pu o essere utilizzato come
punteggio di reputazione per Y.
Anche Yu & Singh (2002) [25] hanno proposto un modello che calcola
i punteggi di reputazione basandosi su queste teorie. In questo modello,
considerato un utente A, questo pu o essere adabile (TA) o non adabi-
le (:TA) e vengono considerate le credenze relative all'adabilit a di A,
m(TA), e alla sua inadabilit a, m(:TA). A questo punto si pu o denire
il punteggio di reputazione   dell'utente A come:
 (A) = m(TA)   m(:TA); (2.5)
dove m(TA) , m(:TA) 2 [0, 1] e  (A) 2 [-1, 1] .  (A) =  1 signica
che l'utente A  e ritenuto completamente inadabile, mentre  (A) = 1
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I punteggi forniti dai singoli utenti sono delle misure di credibilit a,
che possono essere adabile (TA) o non adabile (:TA). Queste singole
misure vengono poi combinate per ottenere i valori della credibilit a m(TA)
e m(:TA), e vengono usate nell'equazione (2.5) per calcolare il puteggio
di reputazione.
Riprendendo l'esempio fornito in precedenza, se su un totale di 10
utenti 7 di questi reputano A adabile (TA), e i rimanenti 3 lo reputano
inadabile (:TA), ma ci si da solamente di 2 tra questi 3, la credenza
riguardante l'adabilit a di A sar a m(TA) = 0:7, mentre quella relativa
alla sua inadabilit a sar a m(:TA) = 0:2. Si pu o quindi calcolare il
puteggio di reputazione per l'utente A come  (A) = m(TA) m(:TA) =
0:7   0:2 = 0:5.
2.3.6 Modelli di Flusso
I modelli di 
usso (
ow models) sono dei sistemi che calcolano la repu-
tazione in modo iterativo, tramite delle catene arbitrariamente lunghe.
Alcuni di questi modelli considerano un peso di reputazione costante
per tutta la comunit a formata dagli utenti appartenenti al sistema (anche
se questa non  e una condizione necessaria), e lo distribuiscono tra i vari
membri. Vale a dire che la somma totale dei pesi associati a tutti gli
utenti rimane costante, e se un utente aumenta la sua reputazione allora
quella di tutti gli altri utenti viene diminuita. Inoltre la reputazione di un
utente aumenta in funzione dei 
ussi in ingresso, e diminuisce in funzione
dei 
ussi in uscita.
Un esempio di un modello di questo tipo  e Google PageRank [17]: un
algoritmo di analisi che assegna un peso numerico ad ogni elemento di
un collegamento ipertestuale (hyperlink) in un insieme di documenti, ad
esempio pagine web, allo scopo di determinare la sua importanza all'in-
terno di questo insieme. Questo peso numerico viene detto PageRank e
viene calcolato in base al numero di hyperlinks che puntano alla pagina
presa in considerazione. Il PageRank pu o essere visto come il punteggio
di reputazione di una pagina, e ogni singolo hyperlink rappresenta un
voto positivo.
La denizione che Page ha fornito per il PageRank  e la seguente:
Sia u una pagina web appartenente all'insieme P (un insieme di pagi-
ne web con degli hyperlinks), e sia Pu un sottoisieme di P contenente le
n pagine che hanno almeno un hyperlink che punta a u. Siano pk gli
elementi di Pu, e sia E(u) un vettore su P corrispondente ad un rank
di base per la pagina u. Allora il PageRank della pagina u sar a PR[u]20 CAPITOLO 2. SISTEMI DI REPUTAZIONE
dato da:







 PR[pk]  e il valore del PageRank della pagina pk,
 C(pk)  e il numero complessivo di link contenuti nella pagina pk,
 c  e scelto in modo che
P
u2P PR[u] = 1 ,
 E(u)  e un termine deciso da Google, con il quale si pu o decidere
il valore minimo di PageRank che pu o avere una pagina e la per-
centuale di PageRank che viene distribuita tra le varie pagine ( e
preferibile scegliere E tale che
P
u2P E(u) = 0:15) [17].
Si pu o notare quindi che, all'aumentare dei link che puntano alla
pagina u, il suo PageRank aumenta. Infatti, mentre il primo termine
dell'equazione fornisce un valore basato su un rank iniziale, di base, il se-
condo termine rappresenta il valore del rank in funzione degli hyperlinks
che puntano a u.
In base alla denizione fornita sopra il PageRank  e un valore compre-
so nell'intervallo [0, 1], ma in realt a nel sistema di PageRank utilizzato
da Google il punteggio  e scalato all'interno dell'intervallo [0, 10], e ven-
gono presi in considerazione anche altri elementi, con lo scopo di rendere
dicile l'alterazione del PageRank.
In conclusione il PageRank pu o essere visto come un sistema di re-
putazione in cui il punteggio di reputazione  e rappresentato proprio dal
PageRank, gli hyperlink corrispondono ai voti positivi, mentre non sono
presenti i voti negativi.
Nella Tabella 2.1 fornita nella pagina successiva si vede una possibile
classicazione dei sistemi di reputazione in base al metodo utilizzato per
il calcolo dei punteggi di reputazione e vengono brevemente illustrati
quali sono i loro pro e contro.
2.4 Sistemi di Reputazione nella Compu-
ter Security
Nel contesto odierno un problema che richiede sempre pi u attenzione  e
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PRO CONTRO
Somma semplice dei voti - semplice da usare - scarsa indicazione della
(eBay) e comprendere reputazione
- voti fraudolenti
Media dei voti - semplice da usare - voti fraudolenti
(Amazon) e comprendere
Sistemi Bayesiani - solida base per il - dicile da comprendere
calcolo dei punteggi per gli utenti
Sistemi discreti - semplice da usare - non solido principio
per gli utenti di calcolo
Modelli di belief - semplice da usare - dicile da implementare
per gli utenti su una comunit a molto
numerosa
Modelli di 
usso - indicazione precisa - dicile da implementare
(PageRank) della reputazione su una comunit a molto
numerosa
Tabella 2.1: classicazione dei sistemi di reputazione.
quello di garantire agli utenti una protezione per le loro apparecchiature,
informazioni o servizi contro altri utenti maligni. Un modo per proteg-
gere le informazioni  e limitare l'accesso alle risorse solamente agli utenti
autorizzati (access control). In alcuni casi per o il problema  e contrario:
si deve proteggere l'utente da chi ore delle risorse maligne (software
dannosi, come virus). In questo caso i tradizionali sistemi di sicurezza
non sono adatti, poich e ad esempio non sono in grado di determinare se
un utente fornisce informazioni false. In questo contesto si possono in-
trodurre i sistemi di reputazione: condividendo informazioni riguardanti
gli utenti del sistema si possono distinguere quali utenti sono adabili e
quali invece agiscono in modo disonesto.
Si possono quindi distinguere due tipi di sicurezza: hard security che
indica le tecniche tradizionali di sicurezza (come l'accesso controllato),
e soft security che invece  e formata da quei meccanismi di controllo che
si basano sulla condivisione di informazioni da parte di una comunit a. I
sistemi di reputazione vanno perci o inseriti nell'ambito della soft security
[15].
Ultimamente i sistemi di reputazione hanno iniziato ad avere un pi u largo
impiego in questo campo, con l'eetto di introdurre il concetto di ada-
bilit a e attendibilit a come misura di sicurezza, anche se per determinare
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[15]. Questo concetto pu o esere interpretato come la resistenza che un
sistema ha nei confronti di attacchi maligni, o pi u informalmente come
il livello di adabilit a che la comunit a gli attribuisce.
Un altro ambito nel quale la sicurezza ha un ruolo importante  e quello
delle comunicazioni: vengono utilizzate delle tecniche di crittograa sui
canali di comunicazione e sull' autenticazione dell' identit a degli utenti
per garantire la condenzialit a dei dati. Per descrivere la Certication
Autority (CA) che fornisce i servizi usati per determinare le identit a dei
membri, si utilizza il termine \trust provider", dimostrando cos  l'in
uen-
za che i sistemi di reputazione hanno nel settore. Dal momento che gli
utenti sono anche interessati a conoscere l'adabilit a del resto degli uten-
ti o la qualit a dei servizi, si devono introdurre dei sistemi di reputazione
con i quali si pu o calcolare la cosiddetta provision trust, cio e la ducia
che un utente ha in un servizio o una risorsa fornita da un altro utente.Capitolo 3
Sistemi di Raccomandazione
I sistemi di raccomandazione hanno trovato applicazione principalmente
nei siti di E-commerce, dove vengono utilizzati per raccomandare agli
utenti oggetti che non hanno ancora visto. Questo avviene facendo una
stima del voto che l'utente potrebbe dare ad un determinato oggetto,
basandosi principalmente sui precedenti voti che l'utente ha fornito per
altri oggetti simili e sulle sue preferenze. Una volta calcolate queste
stime, si possono raccomandare all'utente gli oggetti che hanno ottenuto
dei punteggi (stimati) pi u alti.
Formalmente: sia C un insieme di utenti, e sia S l'insieme dei possibili
oggetti che possono essere raccomandati. Sia u una funzione di utilit a,
che misura quanto un oggetto s pu o essere utile all'utente u, cio e una
funzione del tipo: u : C  S  ! R. Allora il problema di un sistema
di raccomandazione  e quello di scegliere per ogni utente c 2 C l'oggetto
s0 2 S tale che massimizza la funzione di utilit a per l'utente u:




La funzione di utilit a pu o essere una funzione arbitraria, che dipende
anche dall' applicazione nella quale deve essere implementata, ma tipi-
camente viene rappresentata dai voti degli oggetti, e indica quanto ad
un particolare utente  e piaciuto un determinato oggetto. Nel caso pi u
semplice, gli elementi dello spazio C (gli utenti), cos  come quelli dello
spazio S (gli oggetti), sono deniti da un solo parametro, l'ID usato per
identicare l'elemento; ma in realt a ad ogni elemento si possono associa-
re molti parametri. Ad esempio nel caso di un utente si pu o creare un
prolo che contiene informazioni riguardanti l'et a, il genere e altri ele-
menti che poi si possono usare per formulare le raccomandazioni, come
per esempio il luogo in cui vive l'utente o le sue preferenze. Il problema
maggiore dei sistemi di raccomadazione  e che la funzione di utilit a non  e
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denita in tutto lo spazio CS, ma solo in un suo sottoinsieme, formato
dalle coppie di utenti e oggetti in cui i primi hanno fornito un voto per i
secondi. Si tratta quindi di dover stimare i voti per tutti gli altri oggetti
non ancora votati dall'utente.
In base all'approccio utilizzato per stimare questi voti, i sistemi di
raccomandazione possono essere classicati in queste tre categorie:
 Raccomandazioni basate sul contenuto (Content-based Recommen-
dations): raccomandano all'utente gli oggetti simili a quelli che ha
gi a votato e preferito in passato,
 Raccomandazioni collaborative (Collaborative Recommendations):
raccomandano all'utente gli oggetti che altri utenti con gusti simili
hanno votato in passato,
 Approcci ibridi (Hybrid Approaches): sistemi che combinano i due
metodi sopra citati.
In aggiunta, oltre a questi sistemi di raccomandazione in cui vengono
predetti in modo assoluto i valori dei voti che un individuo darebbe agli
oggetti non ancora visti, ci sono altri sistemi che formulano le predizioni
per le preferenze relative dell'utente, si parla di ltraggio basato sulle
preferenze. In questo tipo di sistemi nel formulare una raccomandazione
invece di considerare tutti gli oggetti appartenenti al sistema, si consi-
derano solamente gli oggetti non ancora visti dall'utente ma che sono in
linea con le sue preferenze.
3.1 Metodi Basati sul Contenuto
Nei metodi di questo tipo, la funzione di utilit a u(c;s) dell'oggetto s per
l'utente c viene calcolata basandosi sui valori di utilit a u(c;si) forniti
dallo stesso utente c per altri oggetti si 2 S simili a s.
Principalmente questi metodi vengono utilizzati in sistemi in cui gli
oggetti da raccomandare contengono informazioni di tipo testuale, come
documenti o pagine web. Nel caso di un documento (o di qualsiasi altro
elemento di tipo testuale), si pu o denire Content(s) come il prolo del
documento s, costituito da un insieme di parole chiave di s. L'importanza
di una parola ki in un documento dj si pu o calcolare con delle misure di
peso wij, basandosi sui metodi dell' Information Retrieval come il TF-
IDF (term frequency/inverse document frequency). Assumendo che N
sia il numero totale di documenti che possono essere raccomandati ad
un utente, e che la parola ki compaia in ni di questi, con fi;j uguale al3.1. METODI BASATI SUL CONTENUTO 25
numero di volte che la parola ki compare nel documento dj, allora la term





dove maxzfz;j rappresenta la massima frequenza tra tutte le parole kz
che appaiono nel documento dj.
Invece la misura della inverse document frequency (IDFi) della parola





A questo punto si pu o denire il peso wi;j TF-IDF per la parola ki
nel documento dj, e il contenuto del documento dj, Content(dj) come:
wi;j = TFi;j  IDFi (3.4)
Content(dj) = (w1j;:::wkj) (3.5)
Considerato il prolo dell'utente c, contenente i suoi gusti e preferen-
ze, questo pu o essere denito come un vettore di pesi
ContentBasedProfile(c) = (w1c;:::wkc), dove ogni peso wxc rappresenta
l'importanza della parola chiave ki per l'utente c, e si pu o calcolare ba-
sandosi sulle preferenze e i voti forniti direttamente dall'utente. Si pu o
quindi denire generalmete la funzione di utilit a u(c;s) come:
u(c;s) = score(ContentBasedProfile(c);Content(s)): (3.6)
I due proli, dell'utente u e dell'oggetto s, possono essere rappresen-
tati da dei vettori, rispettivamente ~ wc e ~ ws. Quindi la funzione di utilit a
pu o essere calcolata proprio in funzione di questi due vettori, ad esempio
utilizzando la misura di somiglianza del coseno:
u(c;s) = cos( ~ wc; ~ ws) =
~ wc  ~ ws










dove k  e il numero totale di parole chiave presenti nel sistema.
Ad esempio se l'utente c preferisce leggere articoli riguardanti la fo-
tograa, un sistema di raccomandazione del tipo content-based sar a in
grado di fornire a questo utente altri articoli pertinenti a questo cam-
po. Infatti, specicando nel pro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della fotograa, tutte le parole presenti in un articolo che si riferisco-
no a questo ambito (ad esempio termini tecnici) verranno pesate con
un valore superiore rispetto alle altre parole. Quindi usando la misura
di somiglianza del coseno, a questi articoli verr a attribuita una misura
di utilit a maggiore, poich e questi conterranno molte parole che hanno
un peso elevato, mentre gli articoli relativi ad altri argomenti avranno
un'utilit a inferiore.
Se ad esempio si considera il documento j che contiene 100 parole e
nel quale la parola fotograa (i) compare 5 volte, il fattore TFi;j per tale
parola  e TFi;j = 5
100 = 0:05. Considerando ora una collezione di 1000
documenti all'interno della quale la parola fotograa compare in 10 di
questi, il termine IDFi sempre per tale parola  e IDFi = log 1000
10 = 2.
A questo punto si pu o calcolare il termine TF-IDF come wi;j = TFi;j 
IDFi = 0:05  2 = 0:1.
Per quanto riguarda la misura di somiglianza del coseno, per sempli-
cit a, ci si pu o limitare al caso bidimensionale, ad esempio considerando
solamente l'importanza che possono avere le due parole video e fotograa.
Supponendo che i proli dell'utente c e dell'oggetto s siano rispettivamen-
te ~ wc = (0:6;0:8) e ~ ws = (0:8;0:7), (dove gli elementi di ~ wc rappresentano
l'importanza delle due parole per l'utente c e quelli di ~ ws l'importanza
delle parole all'interno dell'oggetto s), applicando la formula (3.7) risul-
ta essere circa u(c;s) = 0:9. In base alla denizione di u(c;s) fornita
in (3.7), dati due vettori se si ottiene un valore pari a 1 allora i due
proli (utente e oggetto) hanno la massima somiglianza, e quindi quasi
certamente se si raccomanda l'oggetto s a c l'utente lo apprezzer a.
Esistono anche altri metodi di calcolo dell'utilit a, tra i quali i clas-
sicatori Bayesiani [16] e varie tecniche nell'ambito dell'apprendimento
automatico (machine learning) (come alberi di decisione e reti neurali ar-
ticiali) [19]. Queste tecniche dieriscono dalla misura di somiglianza del
coseno in quanto anzich e calcolare l'utilit a tramite una formula euristica,
si basano sull'apprendimento di un modello ottenuto con l'osservazione
di dati.
I sistemi di raccomandazioni content-based hanno per o alcune limita-
zioni: in primo luogo questi sistemi sono limitati dalle caratteristiche
degli oggetti che vengono considerate nella formulazione delle raccoman-
dazioni. Ad esempio un sistema che raccomanda articoli da leggere non
pu o essere usato direttamente per raccomandare materiale elettronico,
ma deve essere modicato e adattato. Bisogna quindi fare in modo che
il contenuto degli elementi del sistema sia formulato in modo da poter
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gnare manualmente le caratteristiche degli oggetti. Inoltre se due oggetti
diversi vengono rappresentati allo stesso modo (con lo stesso insieme di
attributi) questi risultano essere indistinguibili. Un'altra limitazione con-
siste nella iperspecializzazione, cio e il sistema  e in grado di raccomandare
solamente oggetti che si abbinano con il prolo dell'utente (in termini di
misura di utilit a) e quindi all'utente verranno raccomandati solo oggetti
simili a quelli che lui ha gi a votato. Il problema maggiore per o  e rappre-
sentato dai nuovi utenti: il sistema  e in grado di fornire raccomandazioni
accurate solo se l'utente ha votato un suciente numero di oggetti, in mo-
do da riuscire a determinare le sue preferenze. Un metodo per risolvere
questo problema consiste nel far votare ai nuovi utenti una lista di ogget-
ti predeniti, in modo da ottenere le informazioni necessarie riguardanti
quegli utenti prima che il sistemi inizi a fornire le varie raccomandazioni.
3.2 Metodi Collaborativi
A dierenza dei sistemi di raccomandazione \content-based", i sistemi
collaborativi, detti anche sistemi di ltraggio collaborativo, stimano il
valore della funzione di utilit a di un particolare oggetto per un determi-
nato utente basandosi sugli oggetti simili precedentemente votati dagli
altri utenti con gusti simili a lui. Detta u(c;s) l'utilit a dell'oggetto s per
l'utente c, questa viene stimata combinando i valori dell'utilit a u(ci;s)
assegnati all'oggetto s da un insieme di utenti ci 2 C che risultano essere
simili a c, cio e utenti che hanno dei gusti simili a c.
Secondo Balabanovic e Shoham [6] gli algoritmi dei sistemi di racco-
mandazione collaborativi possono essere divisi in due classi:
 algoritmi basati sulla memoria (o sull'euristica),
 algoritmi basati sui modelli.
3.2.1 Algoritmi Basati sulla Memoria
Negli algoritmi basati sulla memoria (memory-based) le predizioni ven-
gono fatte basandosi su una collezione di oggetti precedentemente votati
dagli utenti. Il valore di un voto sconosciuto rc;s di un oggetto s per
l'utente c viene calcolato come un aggregato dei voti di altri utenti (ad
esempio i pi u simili a c) forniti per lo stesso oggetto s:
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dove ^ C  e l'insieme degli N utenti pi u simili a c, i quali hanno gi a vota-
to l'oggetto s. Alcuni esempi della funzione di aggregazione rc;s sono i
seguenti:
 rc;s = 1
N
P
c02 ^ C rc0;s
 rc;s = k
P
c02 ^ C sim(c;c0)  rc0;s
 rc;s =  rc + k
P
c02 ^ C sim(c;c0)  (rc0;s    rc0)
dove k  e un fattore di normalizazione, tipicamente viene scelto come
k = 1=
P







rc;s , con Sc = fs 2 Sjrc;s 6= ;g: (3.9)
Il primo esempio  e il caso pi u semplice, dove la funzione di aggregazione  e
calcolata come media di tutti i voti forniti dagli utenti c0 2 ^ C, cio e quelli
pi u simili a c. Nei secondi due casi viene utilizzata una media pesata
dei voti, nella quale i voti vengono pesati con la funzione di somiglianza
sim(c;c0), che tipicamente  e una misura di distanza. Pi u i due utenti sono
simili maggiore sar a il peso attribuito al voto rc0;s nella predizione di rc;s.
Questa funzione viene usata per dierenziare vari livelli di somiglianza.
Per calcolare la somiglianza ci sono vari approcci, tutti comunque
basati sui voti degli oggetti votati da entrambi gli utenti. Gli approcci
pi u usati sono la correlazione e il coseno di somiglianza. Denendo Sx;y
come l'insieme degli oggetti che entrambi gli utenti x e y hanno votato,




s2Sxy(rx;s    rx)(ry;s    ry)
qP
s2Sx;y(rx;s    rx)2(ry;s    ry)2
(3.10)
Il coseno di somiglianza invece viene denito come nel caso della fun-
zione di utilit a in un sistema di raccomandazione content-based, conside-
rando gli utenti come dei vettori ~ x e ~ y all'interno di uno spazio vettoriale
di dimensione m, con m = jSxyj:
sim(x;y) = cos(~ x;~ y) =
~ x  ~ y











Ad esempio considerando l'utente x il quale non ha ancora votato
l'oggetto s, si pu o stimare il voto che presumibilmente lui darebbe a que-
sto oggetto usando la media dei voti forniti per l'oggetto s dagli N utenti3.2. METODI COLLABORATIVI 29
pi u simili a x. Assumendo che il voto di utilit a che gli utenti possono
fornire sia un numero nel range da 0 a 1 e che i quattro utenti pi u simili
ad x (cio e gli utenti c0 2 ^ C) abbiano fornito i seguenti voti 0.6, 0.8, 0.7
e 0.9 allora la stima risultante  e rx;s = 1
4
P
c02 ^ C rx0;s = 0:75. Inoltre sup-
ponendo che l'utente x abbia votato un totale di cinque oggetti (s 2 Sx)
assegnando i seguenti voti 0.4, 0.9, 0.8, 0.8, e 0.7 allora si pu o calcolare
il voto medio fornito da x come  rx = 1
5
P
s2Sx rx;s = 0:72 . Se invece si
vuole calcolare la somiglianza tra l'utente x sopra descritto e un utente y
che ha votato gli stessi oggetti di x con i seguenti punteggi 0.6, 0.9, 0.7,
0.8 e 0.7, quindi con punteggio medio  ry = 0:76, si pu o usare il coseno di
somiglianza descritto nell'equazione (3.11) ottenendo il seguente risulta-
to: sim(x;y) = 0:98 .
La dierenza tra la misura del coseno di somiglianza usato nel caso di
un sistema di raccomandazione content-based e in uno di tipo collabo-
rativo consiste nel fatto che nel primo caso viene usato per misurare la
somiglianza tra vettori di pesi TF-IDF, mentre nel secondo misura la
somiglianza tra vettori di voti forniti dagli utenti.
Esistono anche altri approcci per il calcolo della somiglianza [22], e
solitamente ogni sistema di raccomandazione usa degli approcci diver-
si, in modo da calcolare la somiglianza nel modo pi u eciente possibile.
Tipicamente si calcolano i valori di somiglianza di tutti gli utenti e poi
vengono ricalcolati di tanto in tanto, ad esempio quando un utente richie-
de questi valori, poich e le caratteristiche degli utenti non cambieranno
drasticamente in un breve periodo.
Queste stesse tecniche possono essere utilizzate anche per calcolare la
somiglianza tra gli oggetti, anzich e tra gli utenti.
3.2.2 Algoritmi Basati sui Modelli
Gli algoritmi basati sui modelli invece utilizzano le collezioni di voti per
apprendere un modello usato poi per predire i voti non conosciuti.
Ad esempio [7] ha proposto un approccio di tipo probabilistico al l-
traggio collaborativo, dove i voti sconosciuti vengono stimati come valore
atteso:
rc;s = E(rc;s) =
n X
i=0
i  Prob(rc;s = i j rc;s0;s
0 2 Sc) (3.12)
assumendo che i valori che i voti possono assumere siano dei numeri interi
compresi in [0, n] e la funzione di probabilit a esprima la probabilit a che
l'utente c attribuisca il voto i al particolare oggetto s dati i valori dei30 CAPITOLO 3. SISTEMI DI RACCOMANDAZIONE
precedenti voti forniti da c per gli oggetti s0 (gli oggetti simili a s). Questa
probabilit a pu o essere stimata in diversi modi tra i quali i pi u importanti
sono :
 modelli a gruppi (cluster models)
 reti Bayesiane
Nel primo modello gli utenti vengono raggruppati in classi, mentre nel
secondo vengono rappresentati come nodi all'interno di una rete Bayesia-
na [3]. In entrambi i casi le strutture vengono apprese con delle tecniche
di machine learning osservando una certa quantit a di dati.
Quindi la dierenza tra i sistemi basati sulla memoria e quelli basati
sui modelli  e che i primi formulano le predizioni calcolando l'utilit a de-
gli oggetti tramite formule euristiche, mentre i secondi si basano su un
modello appreso osservando i dati collezionati.
3.3 Problematiche dei Sistemi Content-based
e Collaborativi
I problemi principali che un sistema di raccomandazione deve arontare
sono:
 problema dei nuovi utenti,
 problema dei nuovi oggetti,
 scarsit a dei voti.
Il primo  e un problema che aigge sia i sistemi collaborativi sia i
sistemi basati sul contenuto: prima di fornire raccomandazioni adabili
a un utente il sistema deve collezionare un numero suciente di voti,
in modo da apprendere le preferenze degli utenti. Dal momento che un
sistema collaborativo usa unicamente le preferenze degli utenti, quando
viene aggiunto un nuovo oggetto, prima che questo possa essere racco-
mandato deve essere votato da altri utenti. Il numero di voti che vengono
collezionati dal sistema solitamente  e molto minore rispetto a quello dei
voti che devono essere predetti. Inoltre ci possono essere molti oggetti che
vengono votati solo da pochi utenti, ad esempio in un sistema di racco-
mandazione di libri, ci saranno alcuni libri che vengono votati raramente.
Per di pi u per gli utenti che hanno dei gusti particolari, insoliti rispetto a
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simili a questi, e perci o le raccomandazioni per questi utenti risulteranno
essere poco accurate. Per cercare di risolvere questo problema si possono
prendere in considerazione le informazioni fornite dal prolo degli utenti.
In questo modo due utenti saranno simili non solo se hanno gli stessi
gusti, ma anche se i due proli si assomigliano, ad esempio hanno circa
la stessa et a, vivono in aree vicine etc. Questa estensione dei sistemi
collaborativi tradizionali prende il nome di demographic ltering [18].
Invece le prime due problematiche che riguardano i nuovi utenti e
oggetti possono essere risolte utilizzando dei metodi ibridi che utilizza-
no contemporaneamente dei metodi collaborativi e basati sul contenuto.
Questi metodi vengono descritti di seguito.
3.4 Metodi Ibridi
I sistemi di raccomandazione ibridi combinano i metodi collaborativi e
quelli basati sul contenuto per cercare di evitare alcune problematiche
caratteristiche di questi, come il problema dei nuovi utenti per quelli
basati sul contenuto o quello dei nuovi oggetti per i sistemi collaborativi.
I metodi collaborativi e basati sul contenuto possono essere combinati in
modi dierenti:
1. implementando i metodi collaborativi e basati sul contenuto sepa-
ratamente per poi combinare le loro predizioni,
2. includendo alcune caratteristiche dei metodi basati sul contenuto
all'interno di un sistema di tipo collaborativo,
3. includendo alcune caratteristiche dei metodi collaborativi all'inter-
no di un sistema basato sul contenuto,
4. costruire un modello unicato che fonde le caratteristiche sia dei
modelli collaborativi sia di quelli basati sul contenuto.
Nel primo caso ci sono due possibili soluzioni: combinare i risultati,
cio e i voti predetti, ottenuti dai singoli sistemi, in un unico risultato na-
le, ad esempio eettuando una combinazione lineare dei due voti ottenuti,
oppure scegliere di usare individualmente uno dei due sistemi implemen-
tati, scegliendo il sistema che in quella situazione  e in grado di fornire
la migliore raccomandazione, basandosi su delle metriche di qualit a delle
raccomandazioni [3].
Se ad esempio con il sistema collaborativo si ottiene una stima per il
voto che l'utente c darebbe all'oggetto s pari a r1
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il sistema content-based si ottiene r2
c;s = 0:79, allora si pu o pensare di
combinare i due voti eettuando una media tra questi, ottenendo una
stima totale pari a rc;s = 1
2(0:85 + 0:79) = 0:82 .
Nel secondo caso si ottiene un sistema con le tradizionali tecniche dei
sistemi collaborativi che per o mantiene i proli degli utenti descritti per
i sistemi basati sul contenuto. In questo modo per calcolare la somiglian-
za tra due utenti vengono usati non solo gli oggetti che sono stati votati
da entrambi, ma anche i loro proli. Cos  facendo si riesce ad evitare il
problema della scarsit a dei voti, inoltre all'utente possono essere racco-
mandati non solo gli oggetti altamente apprezzati dagli utenti simili, ma
anche quegli oggetti che si abbinano al prolo dell'utente.
Nel terzo caso l'approccio pi u usato  e quello di far ricorso a delle
tecniche di riduzione della dimensionalit a su un gruppo di proli content-
based. Ad esempio partendo da una collezione di proli di utenti (che
contengono molte caratteristiche e sono perci o multidimensionali) questi
vengono rappresentati come dei vettori di dimensione inferiore sui quali
poi si applicano le tecniche tipiche di un sistema content-based [23].
L'ultimo caso invece unica le varie caratteristiche dei due metodi in
un modello generale. Un esempio di questi sistemi ibridi  e stato proposto
da [5], il quale utilizza le informazioni degli utenti e degli oggetti in un
unico modello statistico che stima i voti sconosciuti rij per l'utente i e
l'oggetto j:
rij = xij + zi
j + wji + eij; (3.13)
eij  N(0;
2); (3.14)
i  N(0;); (3.15)

j  N(0; ); (3.16)
dove i = 1;:::;I e j = 1;:::;J sono rispettivamente gli utenti e gli ogget-
ti. eij;i e 
j sono delle variabili aleatorie che rappresentano il rumore,
sorgenti di eterogeneit a degli utenti ed eterogeneit a degli oggetti. xij  e
una matrice che contiene le caratteristiche di utenti e oggetti, zi  e un
vettore di caratteristiche dell'utente, wj  e un vettore di caratteristiche
dell'oggetto [3]. I parametri incogniti in questo modello sono ;2; e  
i quali vengono stimati tramite i voti gi a conosciuti. Quindi si utilizzano
gli attributi dell'utente fzig (che fanno parte del prolo dell'utente), gli
attributi dell'oggetto fwjg (che fanno parte del prolo dell'oggetto), e le
loro interazioni per stimare il voto sconosciuto di un oggetto.
In conclusione i sistemi di raccomandazione vengono classicati in base
all'approccio usato per la raccomandazione in sistemi basati sul conte-
nuto, collaborativi o ibridi e in base alle tecniche utilizzate per calcolare3.4. METODI IBRIDI 33
Basati sull'euristica Basati sui Modelli
Content-Based Tecniche usate: Tecniche usate:
- TF/IDF (term frequency - classicatori bayesiani
inverse document frequency) - alberi di decisione
- reti neurali articiali
Collaborativi Tecniche usate: Tecniche usate:
- utenti pi u simili - reti bayesiane
- coseno di somiglianza - reti neurali articiali
- correlazione - modelli probabilistici
- teoria dei gra
Ibridi Tecniche usate: Tecniche usate:
- combinazione lineare dei voti - costruire un modello unicato
- incorporare una componente - incorporare una componente
dei sistemi basati sui modelli dei sistemi euristici in un
in un sistema euristico sistema basato sui modelli
Tabella 3.1: classicazione dei sistemi di raccomandazione.
la stima dei voti sconosciuti in sistemi basati sull'euristica o basati sui
modelli. La Tabella 3.1 mostra in che modo i sistemi di raccomandazione
possono essere raggruppati.
3.4.1 Estendere i Sistemi di Raccomandazione
Entrambi i sistemi collaborativi e content-based sorono di alcune limi-
tazioni (quelle descritte in precedenza) e quindi, per fornire delle rac-
comandazioni migliori e pi u adabili o anche per usare dei sistemi di
raccomandazione in applicazioni pi u complesse,  e necessario estendere i
sistemi sopra descritti. Per migliorare questi sistemi si possono ad esem-
pio incorporare delle informazioni contestuali all'interno del processo di
raccomandazione e fornire raccomandazioni pi u 
essibili e meno invasive
per l'utente.
La maggior parte dei metodi di raccomandazione forniscono dei voti
basandosi su conoscenze limitate riguardanti l'utente e l'oggetto senza
prendere in considerazione le informazioni sulla cronologia delle transa-
zioni dell'utente. Ad esempio i metodi di ltraggio collaborativo non
prendono nemmeno in considerazione i proli dell'utente e dell'oggetto,
ma considerano solamente le informazioni relative ai voti. Quindi una
strategia per migliorare questi sistemi consiste nell'introdurre nei proli
delle informazioni pi u avanzate sia per gli utenti che per gli oggetti, come34 CAPITOLO 3. SISTEMI DI RACCOMANDAZIONE
per esempio le preferenze dell'utente. Dopo aver creato i proli, si pu o
denire una generale funzione di stima dei voti nel modo seguente [3]:
Sia ~ ci = (ai1;:::;aip) un vettore di dimensione p che rappresenta il
prolo dell'utente i, e sia ~ sj = (bj1;:::;bjr) un vettore che contiene le r
caratteristiche dell'oggetto j. Gli elementi aik e bjl possono essere dei
concetti diversi in base all'applicazione che si deve implementare, ad
esempio possono essere numeri, categorie, regole etc. Sia ~ c un vettore
contenente tutti gli utenti, ~ c = (~ c1;:::; ~ cm), e sia ~ s = (~ s1;:::; ~ sn) il vettore
contente tutti gli oggetti. Allora la funzione pi u generale che stima i voti





rij; se rij 6= ;;
uij(R;~ c;~ s); se rij = 0:
dove R = frij 6= ;g  e una matrice che contiene tutti i voti conosciuti, e
uij  e la funzione di utilit a.
Questa rappresenta la denizione pi u generale dove la stima dipen-
de non solo dai voti conosciuti forniti da tutti gli altri utenti ( R ), ma
anche dal prolo dell'utente ~ ci e da tutti gli altri utenti ( ~ c ), dal prolo
dell'oggetto ~ sj e possibilmente anche da tutti gli altri oggetti (~ s). Tipi-
camente i sistemi di raccomandazione usano una funzione di utilit a uij
che dipende solo da un piccolo sottoinsieme dello spazio che contiene gli
input R, ~ c, ~ s. Ad esempio i metodi di ltraggio collaborativo basati sulla
memoria utilizzano solamente la colonna Rj della matrice R, tipicamente
limitandosi esclusivamente agli N utenti pi u simili a ~ ci, e non cosiderano
~ c ed ~ s.
Un altro modo per migliorare i sistemi di raccomandazione  e quello
di ricorrere alla teoria dell'approssimazione matematica, ad esempio uti-
lizzando delle funzioni di base radiale per denire la funzione di utilit a
[8]. Una funzione di base radiale pu o essere denita come segue:
Dato un insieme di punti X = fx1;:::;xmg (con xi 2 RN ) e i valori
che una funzione sconosciuta f assume in questi punti, f(x1), ..., f(xm),
una funzione di base radiale rf;X stima i valori che la funzione f assume




i(jjx   xijj); (3.17)
dove 1;:::;m sono dei coecienti in R , jjxjj  e la norma di x, e   e una
funzione denita positiva; alcuni esempi della funzione  sono :
 (r) = r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 (r) = rk log(r), con k 2 N
 (r) = e r2 , con  > 0 .
Esiste inoltre un teorema che aerma che se   e una funzione denita
positiva, allora esiste una e una sola funzione rf;X denita come in (3.17)
che soddisfa le condizioni rf;X(xi) = f(xi) per ogni i = 1;:::;m. Il van-
taggio di queste funzioni di base radiale risiede nel fatto che queste sono
funzioni ben conosciute e studiate nell'ambito della teoria dell'appros-
simazione. Invece un problema al quale si va incontro utilizzando tali
funzioni in un sistema di raccomandazione  e che molto spesso lo spazio
~ c~ s non  e un sottospazio di RN, in quanto gli attributi di ~ c e ~ s possono
anche non essere numeri reali. Perci o una sda per la ricerca  e quella di
estendere i metodi di base radiale dal dominio dei numeri reali ad altri
domini per poi applicarli ai sistemi di raccomandazione.
Un ulteriore metodo che pu o essere utilizzato al ne di migliorare
la qualit a delle raccomandazioni  e quello di prendere in considerazione
anche alcune informazioni contestuali. Tipicamente i sistemi di racco-
mandazione operano su degli spazi bidimensionali (Utente  Oggetto),
ma in alcuni casi pu o essere utile fornire delle raccomandazioni basandosi
anche su altre informazioni: ad esempio l'utilit a di un prodotto pu o va-
riare in base al periodo dell'anno. Risulta quindi utile considerare anche
alcune informazioni contestuali come data, luogo etc, estendendo cos  le
tradizionali raccomandazioni bidimensionali (Utente  Oggetto) ad uno
spazio multidimensionale.
A questo scopo  e necessario denire la funzione di utilit a in uno spazio
multidimensionale D1  :::  Dn [3]:
u : D1  :::  Dn ! R (3.18)
Quindi il problema della raccomandazione viene ricondotto ad indivi-
duare per ogni tupla (dj1;:::;djl) 2 Dj1  :::  Djl (che rappresenta lo
spazio relativo agli oggetti) la tupla (di1;:::;dik) 2 Di1:::Dik (lo spa-
zio degli utenti) che massimizza l'utilit a u(d1;:::;dn), con fDi1;:::;Dikg\
fDj1;:::;Djlg = ; e l < n;k < n, cio e :


















Ad esempio, considerando un sistema di raccomandazione di lm, bi-
sogna considerare non solo le caratteristiche del lm (d1) e dell'utente36 CAPITOLO 3. SISTEMI DI RACCOMANDAZIONE
(d2), ma anche informazioni contestuali come: (d3) dove verr a visto il
lm (al cinema, a casa etc.), (d4) con chi verr a visto (da solo, con amici
etc.) e (d5) quando verr a visto (ad esempio in che giorno della settima-
na). Ognuna delle componenti d1;d2;d3;d4;d5 pu o essere denita da un
vettore, e quindi la funzione di utilit a u(d1;d2;d3;d4;d5) pu o diventare
complessa da calcolare.
Prendendo in considerazione le informazioni di descritte sopra si pu o
supporre che ognuna di queste sia un vettore le cui componenti sono
numeri compresi tra 0 e 1 che rappresentano l'importanza che l'utente
attribuisce a quella particolare caratteristica. Considerando ad esempio
la caratteristica d1 che determina il genere di lm preferito dall'utente
supponiamo che le sue componenti siano d1;1 = 0:8 , d1;2 = 0:7 e d1;3 = 0:5
corrispondenti rispettivamente alle preferenze dell'utente nei confronti di
un lm d'azione (d1;1), comico (d1;2) e horror (d1;3). Allo stesso modo
si possono denire le altre caratteristiche di inserendo le informazioni
descritte sopra e a questo punto, considerando il vettore formato dalle
caratteristiche di, cio e (d1;d2;d3;d4;d5) e supponendo che la funzione di
utilit a sia denita come la misura di somiglianza del coseno, si cerca
l'oggetto (anch'esso rappresentato da un vettore) che massimizza questa
funzione.
Molti algoritmi usati per le raccomandazioni su spazi bidimensiona-
li non possono essere estesi direttamente al caso multidimensionale, per
questo [2] ha proposto un approccio basato sulla riduzione della dimen-
sione: quando un utente richiede una raccomandazione fornendo dei cri-
teri specici, il sistema utilizza solamente i voti che sono pertinenti a
quei criteri. Ricorrendo ancora all'esempio del sistema di raccomanda-
zione di lm, se un utente vuole vedere un lm al cinema al sabato sera,
i sistemi che adottano questo approccio utilizzeranno solo i voti dispo-
nibili relativi a lm visti al cinema al sabato sera. In questo modo,
dopo aver selezionato solamente gli oggetti che risultano essere rilevan-
ti per la raccomandazione, questo approccio riconduce il problema della
multidimensionalit a allo spazio bidimensionale di Utenti e Oggetti.
Un altro approccio possibile per estendere le raccomandazioni al ca-
so multidimensionale  e quello di estendere i metodi Bayesiani: anzich e
considerare solo i vettori zi e wj (rispettivamente le caratteristiche dell'u-
tente e dell'oggetto) rappresentati da d1 e d2, si possono aggiungere altre
dimensioni contestuali d3;:::;dn, con di = (di1;:::;dixi) vettore contenente
le caratteristiche per la dimensione Di.
La maggior parte dei sistemi di raccomandazione trattano solamente
voti basati su un singolo criterio, come ad esempio i voti relativi a lm
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criteri, si parla di multicriteria in recommender systems [3]; ad esempio
in un sistema che raccomanda ristoranti si devono esaminare varie carat-
teristiche, tra le quali la qualit a del cibo, del servizio e dell'arredamento.
Alcune soluzioni per ottimizzare questo problema sono le seguenti:
 considerare una combinazione lineare dei vari criteri riducendo il
problema ad un sistema a singolo criterio,
 considerare solo il criterio pi u importante e utilizzare gli altri criteri
come vincoli,
 considerare consecutivamente un criterio alla volta convertendo la
soluzione ottimale trovata ad un vincolo, e ripetere lo stesso proce-
dimento per gli altri criteri.
Se si considera il secondo approccio applicato ad un sistema che deve
raccomandare un ristorante r ad un utente c basandosi sui criteri forniti
dall'utente di qualit a del cibo fc(r), arredamento dc(r) e servizio sc(r),
si pu o considerare fc(r) come criterio pi u importante, e usare gli altri
come vincoli, cio e deve essere dc(r) > c e sc(r) > c, dove c e c sono
i voti minimi forniti dall'utente relativi ad arredamento e servizio. Il
problema  e che normalmente non si conoscono i voti dc(r) e sc(r) per tutti
i ristoranti, e quindi il sistema deve stimare i voti sconosciuti d0
c(r) e s0
c(r),
per poi trovare tutti i ristoranti r che soddisfano le condizioni d0
c(r) > c e
s0
c(r) > c. A questo punto si pu o cercare tra tutti questi ristoranti quello
che ha il massimo punteggio per fc(r). Allo stesso modo per o potrebbero
non essere noti i punteggi fc(r) di tutti i ristoranti, e quindi bisogna
ancora utilizzare un procedimento per stimare tali punteggi prima di
fornire la raccomandazione.
Molti sistemi di raccomandazione sono invadenti nel senso che richie-
dono un feedback esplicito dell'utente e spesso ad un livello signicativo
di conivolgimento. Ad esempio prima di poter raccomandare degli ar-
ticoli su un gruppo di discussione,  e necessario acquisire i punteggi che
l'utente ha attribuito agli articoli letti in precedenza. Alcuni sistemi di
raccomandazione sono in grado di determinare tali punteggi in modo non
invadente. Ad esempio il tempo che un utente impiega a leggere un arti-
colo pu o essere usato al posto del voto che l'utente dovrebbe altrimenti
fornire. Questi approcci non invadenti per o risultano essere poco accurati
e quindi non possono rimpiazzare completamente i voti forniti esplicita-
mente dall'utente. Perci o il problema principale che si deve arontare
in quest' ottica  e quello di minimizzare l'invadenza mantenendo un buon
livello di accuratezza. Un modo per ottenere questo risultato consiste
nel determinare il numero ottimale di voti che un nuovo utente dovrebbe38 CAPITOLO 3. SISTEMI DI RACCOMANDAZIONE
fornire: prima di poter formulare delle raccomandazioni accurate, l'u-
tente deve votare n oggetti e ognuno di questi voti richiede un costo C
da parte dell'utente. Il costo totale sar a quindi C  n, mentre ogni voto
aggiuntivo fornito dall'utente comporter a un aumento dell'accuratezza
della raccomandazione, portando un benecio B(n) all'utente. Si tratta
quindi di determinare il valore ottimale di n che massimizza l'espressione
B(n)   C  n .
3.5 Ecienza
Tipicamente le prestazioni di un sistema di raccomandazione vengono mi-
surate con delle metriche di copertura e accuratezza [3]. La prima misura
la percentuale di oggetti per i quali il sistema  e in grado di fornire delle
predizioni, mentre la seconda misura la precisione della raccomandazio-
ne (cio e quanto l'oggetto raccomandato  e stato eettivamente gradito
dall'utente). L'accuratezza pu o essere calcolata con metodi statistici,
principalmente confrontando i punteggi stimati dal sistema con quelli
realmente forniti dagli utenti, calcolando ad esempio l'errore quadratico
medio.
Questa metrica per o pu o essere applicata solamente sugli oggetti che
l'utente ha deciso di votare, e poich e un utente voter a principalmente
gli oggetti che a lui piacciono, non viene testata l'abilit a del sistema
di raccomandare appropriatamente un oggetto che non appartiene alle
preferenze dell'utente.
Inoltre, quando si misura l'ecienza della raccomandazione, si deve
tener conto anche dell' utilit a e della qualit a della raccomandazione [24].
Ad esempio se un'applicazione che raccomanda articoli di un centro com-
merciale suggerisce agli utenti articoli che sicuramente loro compreranno
(come ad esempio il pane) questo comporta un maggiore tasso di accu-
ratezza del sistema poich e risulta che gli articoli raccomandati sono stati
eettivamente comprati, anche se le raccomandazioni fornite non sono




Recentemente  e stato eettuato uno studio [13] su come integrare i siste-
mi di raccomandazione e reputazione in modo da ottenere delle migliori
raccomandazioni nei servizi online. Pur essendo basati su dei principi
dierenti, i sistemi di reputazione e raccomandazione hanno entrambi lo
stesso scopo, ossia quello di aiutare l'utente fornendo delle informazio-
ni per agevelore le sue decisioni. Infatti i sistemi di raccomandazione
principalmente suggeriscono all'utente quali sono le risorse che lui non
conosce ma alle quali molto probabilmente  e interessato, basandosi sulle
informazioni fornite da altri utenti di una comunit a, come nel caso del
collaborative ltering. Invece i sistemi di reputazione forniscono alla co-
munit a delle informazioni riguardanti le risorse che l'utente conosce gi a.
Si nota quindi che questi due sistemi sono simili tra loro e possono perci o
essere combinati assieme ottenendo cos  un sistema in grado di fornire
raccomandazioni pi u accurate.
La fusione dei due sistemi risulta per o complicata poich e questi sono
tra loro dierenti, ad esempio i due sistemi possono utilizzare delle forme
diverse di feedback e basare le proprie predizioni su criteri diversi. Inoltre
non necessariamente i risultati che si ottengono dai due sistemi sono
della stessa forma, ad esempio un sistema di reputazione pu o generare
dei punteggi nella forma 1-5 stelle mentre un sistema di raccomandazione
considera delle tuple del tipo (d1;:::;dk) dove ogni componente  e relativa
ad una diversa caratteristica della risorsa. Prima di fondere i risultati
dei due sistemi  e quindi necessario renderli omogenei.
In [13] viene proposto un metodo con il quale uniformare i risultati
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e poi combinarli: in primo luogo i risultati dei sistemi di reputazione
e raccomandazione vengono trasformati in opinioni soggettive (si veda
[13] per ulteriori dettagli) e poi si utilizza l'operatore CasMin (Cascading
Minimum Common Belief Fusion, denito in [13]) per fondere i risultati
ottenuti. Con questo operatore si pu o ottenere un valore alto di CasMin
solo se entrambi i punteggi prodotti dai sistemi di raccomandazione e
reputazione sono alti. In questo modo una risorsa verr a suggerita all'u-
tente solo se  e stata raccomandata dal sistema di raccomandazione con
alta condenza e ha un alto punteggio di reputazione.
Ne risulta quindi che la raccomandazione cos  ottenuta sar a molto
pi u accurata rispetto a quella fornita da un sistema di raccomandazione
isolato e si pu o quindi raggiungere una migliore qualit a dei consigli che
vengono distribuiti agli utenti, con una conseguente ottimizzazione dei
servizi online.
Per comprendere meglio il funzionamento di tale metodo di seguito viene
riportato l'esempio presentato in [13].
Considerato un sistema che deve fornire consigli riguardanti hotel, il
sistema di raccomandazione deve tener traccia delle preferenze degli uten-
ti, mentre quello di reputazione deve permettere agli utenti di votare gli
hotel. Il sistema di reputazione produce dei punteggi di reputazione che
possono essere trasformati in opinioni multinomiali, le quali a loro volta
possono essere mappate in opinioni binomiali. Allo stesso modo il sistema
di raccomandazione pu o rappresentare i voti utilizzando pi u dimensioni
(relative ai vari criteri considerati nella formulazione del proprio giudi-
zio) e quindi vengono prodotte delle opinioni multinomiali trasformate
in opinioni binomiali. A questo punto l'operatore CasMin prende come
input i valori cos  ottenuti, producendo un risultato che tiene conto dei
consigli ottenuti da entrambi i sistemi di reputazione e raccomandazione.
Un esempio numerico  e rappresentato nella Tabella 4.1 che illustra il
risultato ottenuto fondendo le opinioni calcolate dai due sistemi utiliz-
zando l'operatore CasMin: nella seconda colonna (a partire da sinistra)
vengono elencati i punteggi ottenuti dal sistema di reputazione (r(xi)  e
il voto assegnato alla caratteristica xi), mentre nella terza colonna viene
rappresentata l'opinione multinomiale ottenuta dal punteggio di reputa-
zione (b(xi)  e il valore di belief che  e stato calcolato a partire da r(xi),
invece uX  e il valore di incertezza). Nella quarta colonna si possono ve-
dere le opinioni binomiali ottenute dal punteggio di reputazione (b, d, u
sono i valori di belief, disbelief e uncertainty per l'opinione binomiale).
Nella quinta colonna vengono raggruppate le opinioni binomiali ottenute
dal sistema di raccomandazione e inne nella sesta colonna viene presen-41
tato il risultato ottenuto dall'operatore CasMin.
Nel caso degli Hotel I e II i punteggi (binomiali) del sistema di repu-
tazione e quello di raccomandazione sono contrastanti: l'Hotel I ha un
alto punteggio di reputazione (b = 0:81) ma non si abbina alle preferenze
dell'utente (b = 0:1), mentre nel secondo caso succede l'opposto. Quindi
quando si combinano i risultati tramite l'operatore CasMin si ottiene un
basso valore di belief (rispettivamente b = 0:30 e b = 0:19) e un alto
valore di disbelief (d = 0:70 e d = 0:61). Questo signica che gli Hotel I e
II non sono adatti per essere raccomandati all'utente, in quanto il primo
non ri
ette le preferenze dell'utente, mentre il secondo pur avvicinandosi
alle sue preferenze ha una cattiva reputazione
Invece nel caso dell'Hotel III poich e entrambi i valori di reputazione
e raccomandazione sono elevati (rispettivamente b = 0:81 e b = 0:7),
applicando l'operatore CasMin si ottiene un alto valore di belief (b =
0:81) e un basso valore di disbelief (d = 0:19). A questo punto si pu o
decidere di raccomandare l'Hotel III, poich e  e quello che pi u si avvicina
alle preferenze dell'utente e gode di una buona reputazione.42 CAPITOLO 4. INTEGRARE I DUE SISTEMI
Punteggi di Punt. di Rep. Punt. di Rep. Valore
Hotel Reputazione Multinomiali Binomiali Racc. CasMin
r(x5) = 50 b(x5) = 0:65 b = 0:81 b = 0:1 b = 0:30
r(x4) = 10 b(x4) = 0:13 d = 0:16 d = 0:7 d = 0:70
Hotel I r(x3) = 10 b(x3) = 0:13 u = 0:03 u = 0:2 u = 0:00
r(x2) = 0 b(x2) = 0:00
r(x1) = 5 b(x1) = 0:06
uX = 0:03
r(x5) = 5 b(x5) = 0:06 b = 0:16 b = 0:7 b = 0:19
r(x4) = 0 b(x4) = 0:00 d = 0:81 d = 0:1 d = 0:61
Hotel II r(x3) = 10 b(x3) = 0:13 u = 0:03 u = 0:2 u = 0:20
r(x2) = 10 b(x2) = 0:13
r(x1) = 50 b(x1) = 0:65
uX = 0:03
r(x5) = 50 b(x5) = 0:65 b = 0:81 b = 0:7 b = 0:81
r(x4) = 10 b(x4) = 0:13 d = 0:16 d = 0:1 d = 0:19
Hotel III r(x3) = 10 b(x3) = 0:13 u = 0:03 u = 0:2 u = 0:00
r(x2) = 0 b(x2) = 0:00
r(x1) = 5 b(x1) = 0:06
uX = 0:03
Tabella 4.1: esempio numerico della fusione con CasMin.Capitolo 5
Conclusioni
In questa tesi sono stati esaminati i sistemi di reputazione e raccoman-
dazione, i quali vanno inseriti nell'ambito dei sistemi di supporto alle
decisioni. Sono stati presentati i pro e i contro di tali sistemi cercando di
fornire delle soluzioni per risolvere alcune problematiche che li aiggono.
Inoltre  e stato presentato un modo per integrare i duei tipi di sistemi allo
scopo di ottenere dei migliori consigli nelle applicazioni online.
I sistemi di reputazione possono essere utilizzati in molti tipi di ap-
plicazione e calcolano i punteggi di reputazione utilizzando diversi me-
todi; sar a quindi necessario determinare il sistema che si adatta meglio
al contesto e all'applicazione all'interno della quale deve essere utilizza-
to. La crescente letteratura riguardante i sistemi di reputazione per le
transazioni in Internet e lo sviluppo di questo tipo di sistemi in molte-
plici applicazioni commerciali sono un indice dell'importanza di queste
tecnologie.
Nell'ultimo decennio i sistemi di raccomandazione sono andati incon-
tro a numerosi progressi, in seguito allo sviluppo di vari tipi di sistemi:
basati sul contenuto, sistemi collaborativi e sistemi ibridi. Tuttavia i
sistemi della generazione odierna presentano ancora molte imperfezioni
che possono essere risolte. Infatti i sistemi attuali possono essere miglio-
rati in vari modi, ad esempio utilizzando dei proli che incorporano un
maggior numero di informazioni riguardanti gli utenti e gli oggetti, in-
tegrando altre informazioni contestuali al processo di raccomandazione,
e implementando dei sistemi meno invadenti e pi u 
essibili in grado di
formulare le raccomandazioni in base ai bisogni dell'utente.
Inoltre un buon metodo per migliorare la qualit a delle raccomanda-
zioni fornite dalle applicazioni online consiste nell'integrare i due tipi
di sistemi: cos  facendo si possono fornire delle raccomandazioni molto
pi u accurate e adabili rispetto a quelle che si ottengono solamente con
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un sistema di raccomandazione. Questo porterebbe ad una migliore ef-
cienza, con una conseguente diusione pi u ampia di tali sistemi nelle
applicazioni online, sia commerciali che sociali.Capitolo 6
Sviluppi Futuri
Un interessante sviluppo futuro dei sistemi di reputazione e raccoman-
dazione potrebbe essere quello di integrare questi sistemi all'interno dei
Social Network in modo da anare e personalizzare ulteriormente il pro-
cesso di raccomandazione. In quest'ottica sono gi a stati intrapresi degli
studi [4, 10] e sembra essere una direzione molto promettente che po-
trebbe permettere una grande diusione di questi sistemi. Eettuando
questa integrazione si potrebbero includere nel processo di raccomanda-
zione anche informazioni contestuali prelevate in maniera automatica,
magari monitorando l'attivit a e le preferenze dell'utente e dei suoi amici
nei Social Network. Cos  facendo i dati potrebbero essere raccolti in modo
del tutto trasparente all'utente, il quale non dovr a essere esplicitamente
interrogato, aumentando anche l'usabilit a dell'intero sistema. Altri svi-
luppi che potrebbero migliorare notevolmente l'usabilit a di tali sistemi
consistono nel denire delle nuove metriche con le quali poter calcolare la
qualit a e l'ecienza delle raccomandazioni e l'implementazione di nuo-
vi metodi di integrazione dei sistemi di reputazione e raccomandazione
sempre pi u accurati ed ecienti.
Si auspica che le proposte di sviluppi futuri possano fornire degli
spunti per migliorare le tecnologie delle future generazioni, in modo da
avere una migliore integrazione nelle applicazioni commerciali e sociali
dei sistemi di reputazione e raccomandazione.
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