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GENERALIZED GRIGORCHUK’S OVERGROUPS AS POINTS ON Mk
SUPUN T. SAMARAKOON
Abstract. Following the construction from [12] we generalize the Grigorchuk’s overgroup G˜, studied in
[1] to the family {G˜ω , ω ∈ Ω = {0, 1, 2}N} of generalized Grigorchuk’s overgroups. We consider these
groups as 8-generated and describe the closure of this family in the space M8 of marked groups.
1. Introduction
Grigorchuk’s space Mk of marked groups with k(≥ 2) generators was introduced in 1984 [12]. It is a
totally disconnected, compact metric space with complicated structure of isolated points as shown by Y. de
Cornulier, L. Guyot and W. Pitsch [10] and non-trivial perfect kernel K that is homeomorphic to a Cantor
set. The space also was studied in [8, 9, 5] and other articles.
The space of marked groups was used by Grigorchuck to show that his family {Gω}ω∈{0,1,2}N of groups of
intermediate growth (between polynomial and exponential) constructed in [12] consist of infinitely presented
groups (when ω is not virtually constant). Also, a modification of the construction lead him to show in
[12], that the family is closed and perfect subset of M4 and hence is homeomorphic to a Cantor set.
The further investigations showed usefulness of spaces Mk, k ≥ 2 for study of group properties such as
(non-elementary) amenability and for constructions in group theory, in particular to study of IRS (invariant
random subgroups) on a free group and other groups [6, 4].
Let Ω2 ⊂ Ω = {0, 1, 2}
N be the set consisting of virtually constant sequences. If ω ∈ Ω\Ω2, then Gω has
intermediate growth (between polynomial and exponential growth) as shown in [12]. In [12] it was shown
that the closure of the set Z = {Gω|ω ∈ Ω \ Ω2} in M4, denoted by Z, is a closed set without isolated
points (hence homeomorphic to a Cantor set) and Z\Z is a countable set consisting of virtually metabelian
groups, one such group Gαω (defined using an algorithm α for the word problem) for each ω ∈ Ω2. So,
Z = Z ∪ {Gαω|ω ∈ Ω2} = Cantor set.
In [1], Bartholdi and Grigorchuk investigated the group G˜ (known as the Grigorchuk’s overgroup) whose
definition is similar to the first Grigorchuk group G = G(012)∞ . It contains G, fail to be torsion (in
contrast with G), but has intermediate growth, much larger than G and share with G many properties
(like to be branch, self-similar, just infinite, etc). The group G˜ is important, in particular because as
is shown by Y. Vorobets (private communication), it constitute a big part of the topological full group
[[(Λ, T )]] associated with substitutional dynamical system (Λ, T ) generated by the Lysenok’s substitution
σ : a 7→ aca, b 7→ d, c 7→ b, d 7→ c, where T denotes the shift map in the space Λ = {a, b, c, d}Z.
In this article we, analogously to [12], introduce a family {G˜ω|ω ∈ Ω} of generalized overgroups and
describe the structure of the closure of the set X = {G˜ω|ω ∈ Ω} in M8, which happen to be much more
complicated than in the case of classical Grigorchuk groups (see figure 1).
In 1957, M. Day asked whether all amenable groups are elementary amenable [11]. It was answered
negatively, by the construction of groups of intermediate growth [12]. Next examples came from theory of
self-similar groups. One such group is the Basilica group [13], which is amenable but not sub-exponentially
amenable [2]. Most recent examples are topological full groups associated with minimal Cantor system,
which were used to construct finitely generated simple non-elementary amenable groups [14].
In 1996, Stepin observed that constructions similar to the one in [12], can lead to new families of non-
elementary amenable groups [17]. Namely, if one finds suitable Cantor set of groups containing a countable
dense subset of (perhaps elementary) amenable groups and a co-meager set consisting of non-elementary
groups, then standard argument based on Baire category insure that there is a co-meager set of non-
elementary amenable groups. (See [18] for non-constructive proof of existence of non-elementary amenable
groups using set theoretic approach.)
1
2 SUPUN T. SAMARAKOON
X0
X1
X2
Xα1
Xα2
X β2
Figure 1. Structure of topological closure of X = X0 ∪ X1 ∪ X2 in M8
Constructions in this article are based on algorithms α and βij for i, j ∈ {0, 1, 2}, which will be defined in
section 3.1. The algorithm α is a branch type algorithm, similar to the one introduced in [12]. Algorithms
βij were introduced in order to construct ‘new’ class of modified overgroups (see section 3.2). We hope
that the methods introduced here will contribute to the study in the direction of constructing new example
of non-elementary amenable groups.
Let Ω0,Ω1 ⊂ Ω, where Ω0 is the set of all sequences with all three symbols occurring infinitely often
and Ω1 = Ω \ (Ω0 ∪Ω2) is the set of all sequences with exactly two symbols occurring infinitely often. We
use the word ‘oracle’ to represent a sequence in Ω.
Using algorithms α and βij for i, j ∈ {0, 1, 2}, we define modified overgroups G˜
α
ω and G˜
βij
ω (see section
3.2) as those for which the word problem is decidable by the corresponding algorithm, assuming that the
oracle ω is known. We define following subsets of M8:
X ={(G˜ω, S˜ω)}ω∈Ω ; shaded region in figure 1
Xi ={(G˜ω, S˜ω)}ω∈Ωi ; for i = 0, 1, 2
Xαi ={(G˜ω, S˜ω)}ω∈Ωi ; for i = 1, 2(1.1)
X β2 ={(G˜
β
ω, S˜
β
ω) | β ∈ {β01, β12, β20} }ω∈Ω2
Y =X0 ∪ X
α
1 ∪ X
α
2 ; middle cylinder in figure 1
In the following text, the topological closure and the set of limit points of a set V will be denoted by
V , V♯, respectively.
Theorem 1. The sets X0,X1,X2,X
α
1 ,X
α
2 , and X
β
2 are mutually disjoint subsets of M8. In any set other
than X β2 , different corresponding oracles ω give rise to different groups. In X
β
2 , there are two different
groups for each corresponding oracle ω.
Theorem 2. .
(1) X = X♯ ⊔ X2, where the set X2 consists of the set of isolated points of X .
(2) X♯,Y are homeomorphic to a Cantor set.
(3) Furthermore we have following relations:
(a) Y = (X0)♯ = (X
α
1 )♯ = (X
α
2 )♯.
(b) X♯ = Y ∪ X1 ∪ X
β
2 = (X1)♯ = (X
β
2 )♯ = (X2)♯.
It is worth to mention that the limit groups that appear in [12] are of the lamplighter type and one
of them (“building block”) is a 2-extension of the lamplighter group L = Z2 ≀ Z [3]. In our situation the
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lamplighter group also plays an important role and the “building blocks” constitute the group L as well as
L3 := Z
3
2 ≀ Z and their direct products.
Theorem 3. Let {i, j, k} = {0, 1, 2}.
(1) Let ω ∈ Ω2 and let N be the smallest index such that only i appear after N . Then G˜
α
ω is com-
mensurable to (G˜αi∞)
2N , which is virtually (L3)
2N . Therefore G˜αω is elementary amenable and of
exponential growth.
(2) Let ω ∈ Ω2 and let N be the smallest index such that only i appear after N . Then G˜
βij
ω is
commensurable to (G˜
βij
i∞ )
2N , which is virtually (L)2
N
.Therefore G˜
βij
ω is elementary amenable and
of exponential growth.
(3) Let ω ∈ Ω1 and let N be the smallest index such that no k appear after N . Then G˜
α
ω is commen-
surable to (G˜ασNω)
2N . G˜ασNω contains L as a subgroup and is an extension of a non elementary
amenable group by an abelian group. Therefore G˜αω is non elementary amenable and of exponential
growth.
It is known that the groups in X2 have polynomial growth and the groups in X0 and X1 have intermediate
growth (see [16]). As a consequence of theorem 3, we have;
Corollary 1. Groups in the set X0∪X1 are of intermediate growth, groups in the set X2 are of polynomial
growth, and groups in Xα1 ∪ X
α
2 ∪ X
β
2 are of exponential growth.
If G is a finitely presented group in Mk with finite set of relations R, such that Gn ⇒ G, then G
maps onto Gn for sufficiently large n. This can be obtained by considering the ball of radius n centered
at identity of the Cayley graph of G, where n/2 is larger than the maximum of lengths of relations in R.
In particular, the growth rate of G is not less than the growth growth rate of Gn. By theorem 2, for ω
non virtually constant, there is a sequence {Gn} of groups of exponential growth (by corollary 1) in X
β
2
converging to G˜ω. Therefor by above argument, we get following corollary:
Corollary 2. G˜ω is infinitely presented for ω ∈ Ω \ Ω2.
The Cantor-Bendixson rank is an invariant of topological spaces. It is the least ordinal at which the
removal of isolated points makes no change to the space. If the topological space is Polish (complete,
metrizable and separable), then the Cantor-Bendixson rank is countable [15]. As a consequence of theorem
2, the Cantor-Bendixson rank of X is 1 .
2. Preliminaries
We will be using following notations; Ω, sequences of three symbols 0, 1, 2, and Ω0,Ω1,Ω2 subsets of
Ω, where Ω0 the set of all sequences with all three symbols occurring infinitely often, Ω1 the set of all
sequences with exactly two symbols occurring infinitely often, and Ω2 the set of all eventually constant
sequences. Also let σ : Ω→ Ω be the left shift. i.e. (σω)n = ωn+1.
2.1. Generalized Grigorchuk’s Groups Gω and Generalized Grigorchuk’s Overgroups G˜ω. Con-
sider the labeled binary rooted tree T2 (see figure 2). For each vertex v, let I be the trivial action on v
and let P be the action of interchanging the vertices v0, v1 and acting trivially on these two vertices. We
identify an infinite sequence {an} of P, I with the element g ∈ Aut(T2) such that g · (1
n−10) = an. We
define a to be the element acting on the root as P and trivially on other vertices and x to be the element
(P, P, . . .).
For ω ∈ Ω, identify elements bω, cω, dω with sequences {bn}, {cn}, {dn}, respectively, where
bn =
{
P ωn = 0 or 1
I ωn = 2
, cn =
{
P ωn = 0 or 2
I ωn = 1
, dn =
{
P ωn = 1 or 2
I ωn = 0
.
Further define b˜ω := xbω, c˜ω := xcω and d˜ω := xdω . Note that all these elements are involutions
and all except a commute with each other. The generalized Grigorchuk’s group Gω, introduced in
[12], is the group generated by elements a, bω, cω, dω and the generalized overgroup G˜ω , is the group
generated by a, bω, cω, dω, x. Gω ⊂ G˜ω and it is useful to view G˜ω as the group generated by ele-
ments a, bω, cω, dω , x, b˜ω, c˜ω, d˜ω , where a typical element g ∈ G˜ω can be represented in reduced form
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0
00
000 001
01
010 011
1
10
100 101
11
110 111
1∞ ∈ ∂T2
Figure 2. Labeled binary rooted tree T2
(a) ∗ a ∗ a . . . a ∗ a ∗ (a) where first and last a can be omitted and ∗s represent generators other than
a, using simple contractions;
a2 = x2 = b2ω = c
2
ω = d
2
ω = b˜
2
ω = c˜
2
ω = d˜
2
ω = 1
bωcω = cωbω = dω , cωdω = dωcω = bω, dωbω = bωdω = cω
b˜ωc˜ω = c˜ω b˜ω = dω , c˜ωd˜ω = d˜ω c˜ω = bω, d˜ω b˜ω = b˜ωd˜ω = cω
bωc˜ω = c˜ωbω = d˜ω , cωd˜ω = d˜ωcω = b˜ω, dω b˜ω = b˜ωdω = c˜ω(2.1)
b˜ωcω = cω b˜ω = d˜ω , c˜ωdω = dω c˜ω = b˜ω, d˜ωbω = bωd˜ω = c˜ω
bω b˜ω = b˜ωbω = cω c˜ω = c˜ωcω = dωd˜ω = d˜ωdω = x
bωx = xbω = b˜ω, cωx = xcω = c˜ω, dωx = xdω = d˜ω
b˜ωx = xb˜ω = bω, c˜ωx = xc˜ω = cω, d˜ωx = xd˜ω = dω
Denote H˜ω := H˜
(1)
ω := StabG˜ω(1) and g ∈ H˜ω if and only if g has even number of a’s. There is a natural
embedding ψ˜ω from H˜ω into G˜σω × G˜σω given by ψ˜ω(g) = (g|0, g|1), where g|v is the restricted action
on rooted tree with root v, for v = 0, 1. We will write g = (g|0, g1) and omit subscript ω if there is no
ambiguity.
for any group element (or a word) in g ∈ StabG˜ω(n), g can be represented by 2
n elements
(g|i1i2...in)i1,i2,...,in∈{0,1} by applying natural embedding n times. This is called the decomposition of
the group element (or the word) g in to the depth of n, and can be visualize by a binary rooted tree with
n levels. If in some depth, all its elements g|i1i2...in has length at most 1 (i.e. they are either the identity
(empty word) or generators), then we call (g|i1i2...in)i1,i2,...,in∈{0,1} the nucleus of the element (word) g.
2.2. Space of Marked Groups. The space of marked groups with k generators Mk, introduced in [12]
is the space consisting of tuples (G,S) where S is an ordered set of k elements generating the group G,
together with the topology generated by the metric
d((G1, S1), (G2, S2)) = 2
−n
where n is the largest integer such that the balls of radius n centered at identity of the Cayley graphs of
(G1, S1) and (G2, S2) are identical.
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Let {Gn} be a sequence of groups in Mk and let G ∈Mk. We denote Gn ⇒ G if {Gn} converges to G
under the metric topology of Mk.
3. Modified Overgroups
3.1. Algorithms for the Word Problem. First we define the algorithm α which solves the word
problem for G˜ω, when ω ∈ Ω0. Given any reduced word W of the alphabet {a, b, c, d, x, b˜, c˜, d˜}, if it has
even number of a’s, use natural embedding ψ : H˜ → G˜ × G˜ to get two reduced words W0,W1. If W has
odd number of a’s, terminate the algorithm. Similarly follow this process N times, where N = ⌈log2 |W |⌉,
to obtain 2N reduced words {Wi1i2...iN }, if such words exist. Then |Wi1i2...iN | ≤
|W |
2N + 1 −
1
2N and so
|Wi1i2...iN | is either 0 or 1, and thus the nucleus is achieved. The algorithm α gives positive result if all
words Wi1i2...iN are empty word; That is the nucleus of W consists of empty words.
Now for {i, j, k} = {0, 1, 2} (we will use this notation of i, j, k throughout rest of the text.) we define
algorithm βij which solves the word problem for G˜ω, when ω ∈ Ω1 and i, j occur in ω infinitely often. Let
N0 be the largest index such that ωN0 = k. Given any reduced wordW of the alphabet {a, b, c, d, x, b˜, c˜, d˜},
similarly to above, use natural embedding ψ : H˜ → G˜ × G˜ to get two reduced words W0,W1, if such
words exist. Follow this process N times, where N = max{N0, ⌈log2 |W |⌉}, to obtain 2
N reduced words
{Wi1i2...iN }, if such words exist. Then |Wi1i2...iN | ≤
|W |
2N + 1 −
1
2N and so |Wi1i2...iN | is either 0 or 1, and
thus the nucleus is achieved. The algorithm gives positive result if all words Wi1i2...iN are either empty
word or eij , where e01 = b˜, e12 = d˜ and e20 = c˜; That is the nucleus of W consists of empty words and
eij ’s.
3.2. Modified Overgroups. Here we will introduce new collection of groups using the algorithms de-
scribed above, named modified overgroups, similar to modified Grigorchuk groups Gαω introduced in [12].
(The notation used in [12] is G˜, which is already taken to overgroups in this text.)
For ω ∈ Ω, define modified overgroup G˜ω
α
as follows: G˜αω is generated by eight elements
aα, bω
α, cω
α, dω
α, xα, b˜αω, c˜
α
ω, d˜
α
ω satisfying the simple contractions (2.1), and each reduced word W rep-
resents the identity element in G˜αω if and only if W gives positive result when algorithm α is applied.
For ω ∈ Ω1 ∪ Ω2 with at most finitely many k’s, we define modified overgroups G˜ω
βij
as follows: G˜
βij
ω
is generated by eight elements aβij , bω
βij , cω
βij , dω
βij , xβij , b˜
βij
ω , c˜
βij
ω , d˜
βij
ω satisfying the simple contractions
(2.1), and each reduced word W represents the identity element in G˜
βij
ω if and only if W gives positive
result when algorithm βij is applied.
Proposition 1. If ω ∈ Ω0, then G˜
α
ω = G˜ω and if ω ∈ Ω1 ∪Ω2, then G˜
α
ω surjects onto G˜ω with non trivial
kernel.
If ω ∈ Ω1, then G˜
βij
ω = G˜ω and if ω ∈ Ω2, then G˜
βij
ω surjects onto G˜ω with non trivial kernel.
Proof. Note that if ω ∈ Ω0, then for any n, each element in G˜σnω of length 1 will never the identity.
Therefore, W = 1 in G˜αω ⇐⇒ W = 1 in G˜ω, and so the modified overgroup G˜
α
ω is the same as generalized
overgroup. If ω ∈ Ω1∪Ω2, then for some N , σ
Nω contains at most two symbols. Say σNω does not contain
2. Then b˜σnω = 1 in G˜σnω, but in modified overgroup G˜
α
σnω it is not identity. Therefore G˜ω 6= G˜
α
ω. But
any relation in G˜αω is in fact a relation in G˜ω and therefore, G˜
α
ω surjects onto G˜ω .
If ω ∈ Ω1 with finitely many k’s, then each element in G˜σnω of length 1 will never the identity, unless
it is eij . Therefore, W = 1 in G˜
βij
ω ⇐⇒ W = 1 in G˜ω, and so the modified overgroup G˜
βij
ω is the same as
generalized overgroup. If ω ∈ Ω2, then for some N , σ
Nω contains only one symbol. Say σNω contain only
0’s. Then c˜σnω = 1 in G˜σnω , but in modified overgroup G˜
β01
σnω it is not identity. Therefore G˜ω 6= G˜
βij
ω . But
any relation in G˜
βij
ω is in fact a relation in G˜ω and therefore, G˜
βij
ω surjects onto G˜ω . 
The following proposition is useful in comparing two groups.
Proposition 2. Let r ∈ N and let ω, η ∈ Ω such that ωi = ηi for each i ≤ N , where N > log2 (2r).
(1) If ω, η have all three symbols after the N -th position, then the balls of radius r of Cayley graphs of
G˜ω, G˜η are identical.
(2) If ω has all three symbols after the N -th position, then the balls of radius r of Cayley graphs of
G˜ω, G˜
α
η are identical.
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(3) If ω, η have exactly the same two symbols, say {i, j}, after the N -th position, then the balls of radius
r of Cayley graphs of G˜ω, G˜η are identical.
(4) If ω has only i, j and η has no k, after the N -th position, then the balls of radius r of Cayley graphs
of G˜ω , G˜
βij
η are identical.
Proof. (1) We will say two words W,X of alphabets of generators of G˜ω, G˜η, are equal if their corre-
sponding letters match. Let W,X be equal words of length at most 2r. Suppose W = 1 in G˜ω. Thus we
can decompose W into two words {W0,W1}, four words {W00,W01,W10,W11}, . . ., 2
N words {Wi1i2...iN },
where all these words represents identity in corresponding groups. Note that |Wi1i2...iN | ≤
|W |
2N +1−
1
2N < 2.
This together with the fact that ω has all three symbols implies that Wi1i2...iN = 1 as a word. Also note
that all the wordsWi1i2...iN are described by first N symbols of ω and since first N symbols of ω and η are
equal, X = 1 in G˜η. Therefore we prove (1). (2) The same argument as of (1) works, since no word of
length 1 is identity in G˜αη . (3) Since ω, η only have i, j after N -th position, only length 1 element which
represent identity is eij . And therefore proof in (1) works. (4) The same argument as of (3) works, since
only word of length 1 which is identity in G˜
βij
η is eij . 
The modified overgroups behave nicely under limits.
Corollary 3. Let {ω(n)} be a sequence in Ω and let ω ∈ Ω. Then,
ω(n) → ω =⇒
(
G˜αω(n) ⇒ G˜
α
ω
)
.
If there is an N such that no k appear after the N -th position of each of {ω(n)}, then
ω(n) → ω =⇒
(
G˜
βij
ω(n)
⇒ G˜βijω
)
.
Proof. Since ω(n) → ω, we can pick an ω(n) satisfying hypothesis in proposition 2, and using proposition
2 we get balls of radius k of Cayley graphs of G˜α
ω(n)
and G˜αω, are identical. Therefore, G˜
α
ω(n)
⇒ G˜αω.
Using a similar argument we get G˜
βij
ω(n)
⇒ G˜
βij
ω , under the hypothesis given. 
3.3. Modified overgroups for some ω ∈ Ω. Now we will look at the modified overgroups and see what
their structures are. In fact we will prove theorem 3 using propositions introduced in this section. First
we will introduce some words and substitution rules which will be used throughout this section.
Let y 6= 1 be a generator (a group element with length 1) of modified overgroup such that for each n ∈ N
the decomposition of y into depth n has nucleus (1, 1, . . . , 1, y); That is y at 1n-th position and 1 (or the
empty word) every other position. For each n ∈ Z, define vn(y) = vn by
(3.1) vn =
{
y(ax)
n
;n ≥ 0
y(ax)
−n−1a ;n < 0
.
Then we can observe the following properties:
Proposition 3. (1) vn 6= 1, v
2
n = 1 and v
a
n = v−n−1 for each n ∈ Z.
(2) vn = (1, vn/2) when n is even and vn = (v−(n+1)/2, 1) when n is odd.
(3) vn’s are mutually distinct and mutually commutative for all n.
(4) ax acts on vn by conjugation and v
(ax)
n = vn+1.
Proof. v2n = 1 since y is an involution. Note that y = (1, y) by natural embedding. Then direct calculation
yields (2) and van = v−n−1. Using (2) and induction on n, we can show that vn 6= 1 and vn’s are mutually
commutative. Now it is straight forward to show vn’s are mutually distinct by (2) and (1). (4) is also by
direct calculation. 
Now we will introduce two substitution rules ξ0, ξ1:
(3.2) ξ0 =


a 7→ x
x 7→ axa
y 7→ aya
ξ1 =


a 7→ axa
x 7→ x
y 7→ y
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v0
v−1
v1
v−3 v1
v−1
v3 v−1
v0
v−2
v2 v−2
v0
v−4 v0
Figure 3. Vi1i2...in values of first 3 levels
Note that ξ1((ax)
n) = (ax)2n, ξ1((ax)
na) = (ax)2n+1a, ξ0((ax)
n) = a(ax)2na and ξ0((ax)
na) = a(ax)2n+1.
Then ξ1(vn) = v2n = (1, vn) and ξ0(vn) = v−2n−1 = (vn, 1). Now we will recursively construct words
V (y)i1i2...in = Vi1i2...in ’s, corresponding to vertices i1i2 . . . in of T2, as follows (see figure 3):
V∅ = v0
(3.3) Vi1i2...in = ξi1(Vi2...in)
It is easy to see that Vi1i2...in = vk for some k ∈ Z and has a nucleus of depth n with y in i1i2 . . . in-th
coordinate and empty word in other coordinates. Now we will introduce some propositions, which describes
the group structure of modified groups for ω = 0∞ and ω ∈ {0, 1}N.
Proposition 4. G˜α0∞ is virtually L3 of index 2.
Proof. Let G˜ := G˜α0∞ =
〈
a, b, c, d, x, b˜, c˜, d˜
〉
and let G := G˜0∞ . We will drop the subscript 0
∞ and
superscript α for the convenience. Also we will use the same letters for generating sets of G˜ and G since
there will be no ambiguity. Note that in G we have b = c = d˜ = x and d = b˜ = c˜ = 1. Therefore G is
isomorphic to the infinite dihedral group D∞ generated by a and b. Let φ be the surjection from G˜ to G
described in proposition 1.
Lemma 1. Ker(φ) =
〈〈
d, b˜, c˜
〉〉
=
〈
v(d)n, v(b˜)n, v(c˜)n|n ∈ Z
〉
∼=
⊕
Z
Z
3
2. Here 〈〈·〉〉 represents the
normal closure.
Proof. The inclusion
〈
v(d)n, v(b˜)n, v(c˜)n|n ∈ Z
〉
≤
〈〈
d, b˜, c˜
〉〉
≤ Ker(φ) is trivial. To show the other
inclusion, let g ∈ Ker(φ) and let W be a reduced word representing g in G˜. Since g ∈ Ker(φ), W =
1 in G. But a word is the identity in G if and only if its nucleus contains only 1, d, b˜, c˜. So W has
nucleus with only 1, d, b˜, c˜. We can construct a word W ′ using V (d)i1i2...in , V (b˜)i1i2...in and V (c˜)i1i2...in
so that the nucleus of W ′ is the same as the nucleus of W . Thus g = W = W ′ and so Ker(φ) ≤〈
v(d)n, v(b˜)n, v(c˜)n|n ∈ Z
〉
. Therefore we get the equality of three groups. Using a similar argument as of
the proof of proposition 3 (3), we see that v(d)n, v(b˜)n, v(c˜)n are distinct and therefore by proposition 3,
we get
〈
v(d)n, v(b˜)n, v(c˜)n|n ∈ Z
〉
∼=
⊕
Z
Z
3
2. This completes the proof of lemma. 
Note that the generator of 〈ax〉 acts on Ker(φ) by shifting its generators. Also note that Ker(φ)
and 〈ax〉 intersects trivially, since ax is of infinite order and all elements of Ker(φ) are involutions. So,
Ker(φ)⋊ 〈ax〉 is isomorphic to L3 = Z
3
2 ≀ Z.
Conjugating the generators of Ker(φ) ⋊ 〈ax〉 by generators of G˜, we see that Ker(φ) ⋊ 〈ab〉 is normal
in G˜. The quotient G˜/Ker(φ) ∼= D∞ maps onto the quotient G˜/ (Ker(φ)⋊ 〈ax〉). The kernel of the
homomorphism from G˜/Ker(φ) to G˜/ (Ker(φ) ⋊ 〈ax〉) is generated by the image of ax in G˜/Ker(φ). So
Ker(φ)⋊ 〈ax〉 has index 2 in G˜, and therefore G˜ is almost Ker(φ) ⋊ 〈ax〉 ∼= L3 with index 2. 
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Proposition 5. G˜
βij
0∞ is virtually L with index 2.
Proof. To simplicity, consider G˜β010∞ . we will show G˜
β01
0∞
∼= Gα0∞ . Let f : G˜
β01
0∞ → G
α
0∞ be defined by,
f :


aβ01 7→ aα
bβ010∞ 7→ b
α
0∞
cβ010∞ 7→ c
α
0∞
dβ010∞ 7→ d
α
0∞
xβ01 7→ bα0∞
b˜β010∞ 7→ 1
c˜β010∞ 7→ d
α
0∞
d˜β010∞ 7→ c
α
0∞
Using algorithms α and β01, we can show that f is well defined group isomorphism. G
α
0∞ is virtually L
with index 2 by [3]. 
Proposition 6. Let ω ∈ {0, 1}N. Then G˜αω contains L as a subgroup and is an extension of G˜ω by
⊕
Z
Z2
and
Proof. Let ω ∈ {0, 1}N. Let G˜ := G˜αω =
〈
a, b, c, d, x, b˜, c˜, d˜
〉
and let G := G˜ω. We will drop the subscript
ω and superscript α for the convenience. Also we will use the same letters for generating sets of G˜
and G since there will be no ambiguity. Note that in G we have b = x and b˜ = 1. Let φ be the
surjection from G˜ to G described in proposition 1. Then by a similar argument as of the proof of lemma
1, Ker(φ) =
〈〈
b˜
〉〉
=
〈
v(b˜)n|n ∈ Z
〉
∼=
⊕
Z
Z2. Hence G˜ is an extension of G by
⊕
Z
Z2. Also since
Ker(φ) ∩ 〈ax〉 = 〈1〉 and ax acts on Ker(φ) by shifting, Ker(φ) ⋊ 〈ax〉 ∼= L is a subgroups of G˜. 
Proof of Theorem 3. Note that for any ω ∈ Ω, G˜ω is commensurable to (G˜σNω)
2N . This together with
propositions 4, 5 and 6 proves the result. 
4. G˜ω ∈ M8
Recall the notation introduced in equation (1.1).
X ={(G˜ω, S˜ω)}ω∈Ω
Xi ={(G˜ω, S˜ω)}ω∈Ωi ; for i = 0, 1, 2
Xαi ={(G˜ω, S˜ω)}ω∈Ωi ; for i = 1, 2
X β2 ={(G˜
β
ω, S˜
β
ω) | β ∈ {β01, β12, β20} }ω∈Ω2
Y =X0 ∪ X
α
1 ∪ X
α
2
Then X is the disjoint union of X0,X1,X2. In order to prove the theorem 1 we have following propositions.
Proposition 7. Generalized overgroups and modified overgroups corresponding to different oracles ω, are
different.
Proof. Note that the classical Grigorchuk’s groups and their modifications are embedded in generalized
overgroups and modified overgroups. By [12], different oracles ω give rise to different classical Grigorchuk’s
groups and their modifications. Therefore by extending the generation set, we get the result. 
Form the above proposition we can see that the sets X0, (X1 ∪ X
α
1 ), (X2 ∪ X
α
2 ∪ X
β
2 ) are disjoint. This
together with corollary 1, we get
Corollary 4. X0,X1,X2,X
α
1 , (X
α
2 ∪ X
β
2 ) are disjoint.
Now let us prove Xα2 ,X
β
2 are disjoint.
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W = (Z1)2
k
1
(Z2)2
k
1
. . .
(Zn)2
k
...
...
...
...
b˜ b˜. . .
Figure 4. Decomposition of W =W (01) in to the depth n+ k
Proposition 8. Xα2 ,X
β
2 are disjoint. In fact for ω ∈ Ω2 with infinitely many i’s, the groups G˜
α
ω, G˜
βij
ω and
G˜βikω are different.
In order to prove this, we will construct word W (ij) such that it’s nucleus consists only of 1 and eij ,
with not all 1’s. For ease of writing let us assume ω ∈ Ω2 with infinitely many 0’s. We will construct the
word W (01). Recall that e01 = b˜. Let ω = ω1ω2 . . . ωn2
kη1η2 . . . ηr0
∞, where ωn 6= 2, ηr 6= 0 and ηi 6= 2 for
all i. Now define Xi, Yi, Zi for i = 0, 1, . . . , n as follows;
Xi = b˜ if ωi = 2 and Xi = b if ωi 6= 2, Yi = X
X
...Xa
i
n−1
n , and Zi = (b˜Yi)
2
Now consider the word W = W (01) = (Z1)
2k . Then the decomposed diagram of W of depth n + k is
given in the figure 4 and thus it’s nucleus consists of only 1, b˜.
Using similar constructions, we can construct words W (02),W (12).
Proof of Proposition 8. Suppose ω = ω1ω2 . . . ωn2
kη1η2 . . . ηr0
∞, where ωn 6= 2, ηr 6= 0 and ηi 6= 2 for all i
and consider the word W = W (01) defined as above. Then W represent the identity element in G˜β01ω but
not the identity in G˜αω and G˜
β02
ω . Similarly using the word W (02), we can show G˜
α
ω 6= G˜
β02
ω . 
Proof of Theorem 1. Directly from proposition 7, 8 and corollary 4. 
Now we will prove theorem 2. We will use few lemmas in order to do this.
Lemma 2. Let ω, ω(n) ∈ Ω for all n ∈ N and ω(n) → ω. Suppose G = lim G˜ω(n) exists. Then G = G˜ω , G˜
α
ω
or G˜
βij
ω . Moreover G ∈ Y ∪ X1 ∪ X
β
2 and so G /∈ X2.
Proof. If ω ∈ Ω0, Since ω
(n) → ω, using proposition 2 (1), we get G = G˜ω . Now consider ω ∈ Ω1; Let N
be the smallest index such that only two symbols appear after N -th position. If there are infinitely many
ω(n)’s with all three symbols appearing after N -th position, then by proposition 2 (2), G = G˜αω. If all but
finitely many ω(n)’s contain only two symbols after the N -th position, then by proposition 2 (3), G = G˜ω.
Finally consider ω ∈ Ω2; Let N be the smallest index such that only one symbol appear after the N -
the position. If there are infinitely many ω(n)’s with all three symbols after the N -th position, then by
proposition 2 (2), G = G˜αω. If all but finitely many ω
(n)’s contain only two symbols, say {i, j}, after the
N -th position, then by proposition 2 (4), G = G˜
βij
ω .
From above, we can conclude that G ∈ Y ∪ X1 ∪ X
β
2 and G /∈ X2. 
Proof of Theorem 2 (1). To the contrary, suppose there is an η ∈ Ω2 such that G˜η ∈ X2 is a limit point.
Then there exists a sequence {Gω(n)} converging to G˜η. Since Ω is compact, we may assume ω
(n) → ω, for
some ω ∈ Ω. By lemma 2, G˜η = lim G˜ω(n) /∈ X2, which is a contradiction. 
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Proof of Theorem 2 (3)(a). Let G ∈ Y♯ = (X0 ∪ X
α
1 ∪ X
α
2 )♯. Then there exists {ω
(n)} ⊂ Ω such that
G˜α
ω(n)
⇒ G. By compactness of Ω we may assume ω(n) → ω for some ω ∈ Ω. Then G = G˜αω by corollary
3. This together with corollary 3 implies that
ω(n) → ω ⇐⇒
(
G˜αω(n) ⇒ G˜
α
ω
)
.
Therefore Y ∼= Ω and X0 ∼= Ω0,X
α
1
∼= Ω1,X
α
2
∼= Ω2. Thus, Y is homeomorphic to a Cantor set and
Y = (X0)♯ = (X
α
1 )♯ = (X
α
2 )♯. 
Proof of Theorem 2 (3)(b). First we will show X♯ ⊂ Y ∪X1 ∪X
β
2 . Let G be a limit point of X . Thus there
exists a sequence {Gω(n)} converging to G. Since Ω is compact, we may assume ω
(n) → ω, for some ω ∈ Ω.
Then by lemma 2, G ∈ Y ∪ X1 ∪ X
β
2 . Therefore X♯ ⊂ Y ∪ X1 ∪ X
β
2 .
Now we will show Y ∪ X1 ∪ X
β
2 ⊂ (X1)♯. Let ω ∈ Ω and choose ω
(n) = ω1ω2 . . . ωn(012)(ij)
∞, for each
n. Then using proposition 2 (2), we get G˜ω(n) ⇒ G˜
α
ω. So Y ⊂ (X1)♯. Let ω ∈ Ω1 ∪ Ω2 with finitely
many k’s. Choose ω(n) = ω1ω2 . . . ωn(ij)
∞, for each n. Using proposition 2 (4), we get G˜ω(n) ⇒ G˜
βij
ω . So
X1 ∪ X
β
2 ⊂ (X1)♯. Therefore Y ∪ X1 ∪ X
β
2 ⊂ (X1)♯.
Using a similar argument by choosing ω(n) = ω1ω2 . . . ωn(012)(i)
∞ and again choosing ω(n) =
ω1ω2 . . . ωn(ij)(i)
∞, we can show Y ∪ X1 ∪ X
β
2 ⊂ (X2)♯.
Since X1 and X2 are subsets of X , we get X♯ = (X1)♯ = (X2)♯ = Y ∪X1 ∪X
β
2 . Corollary 3 together with
proposition 1 implies that (X1)♯ = (X
β
2 )♯ and so we get the desired result. 
Now we will complete the proof of theorem 2.
Proof of theorem 2 (2). We already proved Y is homeomorphic to a Cantor set. Now let us prove that X♯
is also homeomorphic to a Cantor set. Note that the set X♯ is a perfect set. (That is a closed set with all
its point being limit points). The space M8 is a totally disconnected compact metric space. Let us recall
that any non empty, totally disconnected, compact, perfect metric space is homeomorphic to the Cantor
set. Therefore, X♯ homeomorphic to the Cantor set. 
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