where the discrete time cross-correlation function r x, y (m) is defined as 
for all m ∈ Z and the DTFT is defined as In this paper, we extend the work of Cooley, Lewis, and Welch and expand the scope of Theorem 1. The circular discrete finite relation given in Theorem 1: circular cross-correlation of two discrete and finite sequences and the multiplication of the DFT of the first sequence with the complex conjugate of the DFT of the second sequence; is analogous to the discrete infinite relations given in Eq. (2) : the cross-correlation of the discrete and infinite sequences and the multiplication of the DTFT of the first sequence with the complex conjugate of the DTFT of the second sequence. Both relations are analogous to the continuous time cross correlation relations given in Eq. (1) . The analogy of these relations are important and coincide with current sampling theory.
The next two sections define a modified cross-correlation function and prove relations similar to the three given in this section. The last relation is used to show two properties of the spectral terms of orthogonal scaling functions. The two properties of the spectral terms of orthogonal scaling functions follow directly from a necessary property of the autocorrelation of the orthogonal scaling functions that even nonzero lags must equal zero. In Section 4 the proven properties of the magnitude terms of orthogonal scaling functions are used as constraints in an exhaustive search to determine a robust lower bound on conjoint localization. The last section concludes the paper with a summary.
Modified cross-correlation functions
Van Den Bos in [3] argues that DFT data sequences do not have to be defined circularly. In [3] , he uses modulo arithmetic to define the finite sequence's indices which for all practical purpose is defining the sequence in a circular manner. Nonetheless, his paper does show some very useful and important properties of the DFT. This paper takes a different approach and infinitely extend a finite sequence by zeros, as opposed to periodically extending, i.e., circularly extending. We develop relations similar to Eqs. (1), (2) , and (4) for finite-length N, complex-valued sequences.
Let x, y : [0, N − 1] → C be any two complex-valued sequences. Parentheses around the index will denote that the finitelength N sequence is infinitely extend by zero padding, i.e.,
The cross-correlation sequence r x, y (m) is defined in Eq. (3). Since r x, y (m) = 0 for m < −N + 1 or m > N − 1, this infinite cross-correlation sequence may be truncated to a length 2N − 1 sequence.
An interesting relation can be proven when the cross-correlation function is defined as follows: 
Proof.
Re
Let l = n + m, the last equation becomes:
This theorem is useful in showing two properties of the magnitude terms of a scaling functions that belong to orthogonal quadrature mirror filter banks (QMFs). Before proceeding to the next section, by convention, when the sequence x(n) = y(n) for all n ∈ Z, we refer to the cross-correlation in Eq. (3) as the autocorrelation sequence.
Properties of orthogonal scaling functions
In this section, we introduce two properties of the magnitude terms associated with an orthogonal QMF scaling function. Let f a , g a , f s , and g s be the lowpass analysis scaling function, highpass analysis wavelet function, lowpass synthesis scaling function, and highpass synthesis wavelet function, resp., which constitute an orthogonal QMF. It was shown in [4] that the following property holds:
where δ(m) is the Kronecker Delta function. This property also holds for the lowpass synthesis scaling function, f s . The same two properties will also apply to f s . For the sake of brevity and to avoid redundancy, only the results for the lowpass analysis scaling function, f a will be presented.
For the purposes of this paper, we will only consider f a which are finite response filters (FIR) and unity 2 -norm. It is well known that scaling functions that belong to orthogonal QMF are even length-N filters [4] . 
Proof. Apply Theorems 2 to get
Similarly,
Addition of Eqs. (10) and (11) ]| 2 = 1.
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Lower bound on conjoint localization of orthogonal scaling functions
The experimental evidence provide in [5] [6] [7] [8] [9] emphasized the relevance of localization in the spatial and localization in the frequency domains to the biological visual system. It is well known that improved localization in one domain can be offset by decrease localization in the other domain. This trade off is an example of the Heisenberg-Weyl uncertainty principle [10, 11] . Measures to quantify conjoint localization of discrete signals are of general interest to signal processing researchers, since optimal conjoint localizations of a filter would provide the best trade off in time and frequency resolution. A survey of various methods to quantify the conjoint time (or spatial) and frequency localizations of a signal is provide in [12] . Some more recent methods to quantify conjoint localizations are proposed in [13] [14] [15] [16] [17] [18] .
Measure of conjoint localization
A conjoint localization measure using the variance in time and variance in frequency of the equivalence class of an FIR filter as proposed in [19] provides an intuitive quantification of localization in the respective domains. The properties in Theorem 3 and Corollary 1 are used to as necessary conditions of an FIR orthogonal scaling function. The necessary conditions of FIR orthogonal scaling functions are imposed as constraints in a search to determine a robust lower bound on the conjoint time and frequency localization.
The measure of time, frequency, and conjoint localizations of an FIR orthogonal scaling function that belong to a perfect reconstruction QMF as proposed in [19] is defined in the following. Let f a : [0, N − 1] → C be an FIR orthogonal scaling function such that
where
The variance of f a in time is defined by the second central moment
where μ is the expected value of n, also known as the mean or first moment, defined by
The variance in frequency of f a [n] will be computed from
where the mean in discrete frequency is
An unappealing feature of the variances in time and frequency in Eqs. (12) and (13) It is an easy exercise to show that the relation defined in Definition 1 is an equivalence relation (i.e. reflexive, symmetric, and transitive). Thus, the relation defined in Definition 1 defines an equivalence relation.
The time and frequency localization of an orthogonal FIR scaling function f a is defined as the minimum variance over its
That is the localization in time of f a is defined as
and the localization in frequency is
The modulation and translation invariant measure of conjoint localization is defined as A search that will vary the magnitude terms will be used to determine a lower bound on the conjoint localization. The discrete phase sequence used to determine a lower bound on conjoint localization will be fixed for each length N sequence. It will be proven that a linear phase response guarantees a symmetric time sequence in the equivalence class. It will be shown that symmetry in time produces a lower time variance than nonsymmetric filters. Thus, motivate the use of a linear phase response to determine a lower bound on conjoint localization. Table 1 shows the frequency variance produced by the equivalence class of the length N Haar, Daubechies least asymmetric (symlet), and Daubechies extremal phase scaling functions (db N ). The Haar has two nonzero terms, which are adjacent to each other. The nonzero terms have value 1 √ 2 . The Haar scaling function is zero padded as necessary to produce a length N sequence. The symlet and db N have the exact magnitude response. It is well known [4] that orthogonal scaling functions whose lengths are greater than two must be asymmetric. The symlet was developed so that it exhibits near symmetry, i.e., it is the least asymmetric FIR orthogonal scaling function. The phase of the symlet is nearly linear. When the length is two, then all three scaling functions coincide. Table 1 shows that the Haar scaling function produces the largest frequency variances, where the frequency variance is defined in Eq. (15) . The rightmost column of Table 1 shows the frequency variance for the ideal magnitude response, that is, when Table 2 shows the time variances of a sequence produced by applying the generalized linear phase of the Haar scaling function to the magnitude response of db N , which is also the magnitude response of the symlet. The results of Table 2 suggests that linear phase, i.e., symmetry, decreases the time variance σ It should be noted that the length-N symlet and db N have identical magnitude response, thus their frequency variances are equal. The length-N symlet has a phase sequence that is nearly linear. The symlet time sequence exhibits better symmetry than the time sequence of db N for N > 6 and the symlet yields a smaller time variance. Thus, the symlet yields a better (smaller) conjoint localization than db N . Although the Haar scaling function haar N has the largest frequency localization, it is shown in Table 3 to have smaller conjoint localization measure than the symlet or db N for N > 2, due to a small time variance. It evident that linear phase provides symmetry, which leads to smaller time localization.
It is desirable in many signal and image processing algorithm for the phase sequence to be linear (in the generalized sense 
then the discrete phase sequence given coincides with the phase sequence The following theorem and proof shows that the phase response given in Eq. (18) 
. Then there exists a real-valued
Proof. Since λ = 1 2 , we have that
nk . (19) In the second summation of (19) 
, so that l = 1, 2, . . . , N 2 − 1. We then have 1 Up to a time shift.
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Eq. (22) 
To see that g [n] is also symmetric in the second case, let
Therefore, both shifts construct a g ∈ [f] that has the desired symmetry property. 2
Lower bounds on conjoint localization
A nonattainable lower bound for conjoint localization of orthogonal scaling γ 2) |F [
to produce a filter in the equivalence class that exhibits symmetry. Table 4 shows the lower bounds from Eq. (23) and the lower bounds determined from an exhaustive search to minimize the conjoint localization defined in Eq. (16) . The lower bounds given in Eq. (23) for filters length two through twenty are computed in the second leftmost column of Table 4 . The lower bounds on conjoint localization found by an exhaustive search is given in the second rightmost column of Table 4 . The conjoint localization of the zero padded Haar scaling function is provided in the rightmost column of Table 4 . It is evident from Table 4 that a tighter lower bound on the conjoint localization is attained from the exhaustive search. 
Conclusion
In this paper, we review that in the continuous case: the CFT of the cross-correlation of two functions is equal to the product of the CFT of the first function and the complex conjugate of the CFT of the second function. In the infinite discrete case: the DTFT of the cross-correlation of two sequences is equal to the product of the DTFT of the first sequence and the complex conjugate of the DTFT of the second sequence. Similar relation hold with finite discrete sequence and their DFT when the cross-correlation is defined circularly, i.e., the indices are modulo the length N.
Van Den Bos in [3] showed that without assuming the finite sequence as periodically extended theorems in inversion, shift, and convolution. His proofs required using modulo arithmetic on the indices, which for all practical purpose is defining the sequences as periodically extended. The cross-correlation function was modified so that it is finite length. It was shown through mathematical proof that the relation of the modified cross-correlation sequence defined in Eq. (6) and the real part of the product of the DFT of the first sequence and the complex conjugate of the DFT the second sequence were DFT pairs. This relation is analogous to the continuous time cross-correlation, the discrete and infinite cross-correlation, and the discrete, finite, and circularly defined cross-correlation cases.
The mathematical development of Theorem 2 were applied to real-valued finite-length scaling function of orthogonal QMFs (discrete wavelet transform filters). Two interesting properties of the magnitude terms were shown to exist. In Theorem 3, it was shown that when f a is a real-valued finite length scaling function of an orthogonal QMF, then terms of an orthogonal discrete FIR wavelet scaling function. These conditions on the magnitude terms along with a linear phase condition were imposed on an exhaustive search to determine a robust lower bound on the conjoint localization of the equivalence class of an orthogonal FIR scaling function.
