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ABSTRACT 
A framework is developed for assessing the potential of the EMS (estimate, maximize, 
and smooth) algorithm to correctly quantify the emission it aims to reconstruct. Maximal 
eigenvector localization bounds of Perron-Frobenius theory are used to show that the 
ability of the EMS algorithm to quantify differences in emission is fundamentally limited 
by the smoothing imposed and the properties of the underlying model matrix in the 
algorithm. In particular, it is established that, for nonnegative irreducible smoothing, the 
EMS algorithm will always fail to correctly reconstruct zero emission intensity. 
1. INTRODUCTION 
The suitability of any algorithm for the solution of reconstruction problems can 
only be judged once a proper mathematical understanding of its performance and 
reconstruction characteristics has been gained. For algorithms in emission tomog- 
raphy, one important aspect of this mathematical understanding is how accurately 
the algorithm can quantify (estimate) different emission intensities in a patient [ 11. 
Such quantification is very important from the clinician’s point of view. When 
used in an application, any algorithm which exhibits poor quantification can at 
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best only be useful as a qualitative tool. However, without an independent anal- 
ysis, it may not be clear whether a given algorithm performs uniformly well or 
poorly with respect to quantification. In such situations, it is desirable to identify 
different regimes of performance, and thus accept or reject an algorithm depending 
on whether or not these regimes intersect those of the application at hand. 
The EMS (estimate, maximize, and smooth) algorithm [18, 14, 91 is one of 
a number of competing methods for solving reconstruction problems, including 
image reconstruction in emission tomography [18, 17, 20, 191. To date, few 
mathematical properties of this algorithm have been studied [14, 9, 81. In fact, 
there has been considerable discussion within the literature [ 18,5, 6, 8, 201 about 
the merits of introducing the smoothing step S into the EM (estimate, maximize) 
algorithm to create the EMS algorithm. The motivation and justification has been 
the need to improve the poor numerical properties of the EM algorithm. These 
concerns center on several facts, including the following: the computation of each 
iterate of the resulting algorithm is much slower than for the EM algorithm; the 
end result is similar to that obtained by prematurely stopping the EM algorithm; 
the problem of choosing S is no easier than that of deciding when to prematurely 
terminate the EM algorithm; and the effect of S on the convergence of the EMS 
algorithm is unknown (but see [S]). It has been shown, however, that certain 
types of smoothing S introduce some stabilization into the EM algorithm [lo]. 
Two alternative (but related) approaches for constructing stabilized procedures for 
maximizing the likelihood for Poisson regression are those of Byrne [3], who uses 
the Kullback-Leibler (cross-entropy) distance, and Green [5, 61, who employs 
the maximum penalized likelihood framework. Because the minimization of the 
Kullback-Leibler distance is equivalent to the maximization of the likelihood for 
Poisson regression, such procedures represent stabilized alternatives to the EM 
algorithm applied directly to maximize the likelihood. Byrne [3], in particular, 
has shown that there exist iterative implementations which converge to a unique 
minimizer of his modified Kullback-Leibler distance measure (i.e. a stabilized 
maximizer of the likelihood). Though these two approaches represent useful, but 
specialized, frameworks within which to understand and extend the EM algorithm, 
they do not have a natural EMS interpretation to which the results of this paper 
could be applied. 
In order to resolve some of the issues mentioned above, this paper focuses on 
assessing the quantification properties for the EMS algorithm. The concepts of a 
quantification measure and resulting exclusion regions for the attainable range in a 
reconstruction are used as criteria to identify situations where the EMS algorithm 
may perform poorly. In particular, for irreducible smoothing (see below for a def- 
inition), some sacrifice in the reconstruction range over that obtainable with the 
EM algorithm is actually forced by the mere presence of the smoothing. To over- 
come this sacrifice and restore quantification equal to that of the EM algorithm, 
the smoothing must be chosen on the basis of the unknown emission. In reality, 
this procedure is impractical. On the other hand, the reduction in reconstruction 
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range can be minimized, while at the same time maintaining desirable numeri- 
cal properties of the algorithm, by employing only small amounts of irreducible 
smoothing. 
A further consequence of the use of irreducible smoothing is that all values in an 
EMS reconstruction are positive. Thus, if zero regions in the reconstructed variable 
are sought, they will never be reconstructed as such by the EMS algorithm. The 
extent to which the reconstructed values in the desired zero regions overestimate 
zero is intimately tied to an upper bound on the size of the achievable reconstruction 
range. Such upper bounds are derived with the aid of Perron-Frobenius theory [ 121. 
Another feature of the EMS algorithm is the existence of an invariant (Remark 
6), which is a function of both the smoothing and the reconstruction. Qualitatively, 
the maintenance of the invariant with changing (irreducible) smoothing can cause 
the algorithm to perform poorly for certain smoothings, since the reconstruction 
must adjust to maintain the invariant, and this represents an added constraint on 
the reconstruction. 
In Section 2, the EM and EMS algorithms are defined, the existence theory 
from [9] is described, and an interpretation of the EMS equations as a weighted 
averaging procedure is given. The proposed procedure for assessing quantification 
is given in Section 3. The reinterpretation of quantification in terms of exclusion 
regions is explained. Initially, (linear) Perron-Frobenius theory is used to obtain 
uniform estimates for a quantification measure defined in terms of the reconstruc- 
tion range. Associated exclusion regions are then identified for the (nonlinear) 
EMS algorithm. Moreover, these estimates show how the smoothing and model 
matrix affect the size of the exclusion regions and produce a global compression 
of the reconstruction range. It is shown that, for primitive smoothing, this global 
compression also occurs locally and therefore limits the extent to which rapid 
changes can be reconstructed. Finally, a pragmatic interpretation of the earlier 
theoretical results is given in Section 4 in order to assist with the application of 
the EMS algorithm to practical situations. This section contains comments on the 
relevance of the exclusion regions, the desirable properties of the smoothing, and 
the behavior of the EMS iterates. It concludes with a discussion of some important 
open questions. 
2. PRELIMINARIES 
2.1. Notation and Terminology 
A matrix A E IKE x D is called nonnegative, written A > 0 (respectively, 
positive, written A > 0) if aij > 0 for all i, j (respectively, if aij > 0 for all i, j). 
Denote by ri (A) and ci (A) the ith row and column sums of A, respectively; and 
let Z?(A) and r(A) be, respectively, the maximum and minimum row sums of A. A 
is called row stochastic [respectively, column stochastic] if A is nonnegative and 
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rt(A) = 1 for all i [respectively, Q(A) = 1 for all i]. A matrix is called doubly 
stochastic if it is row and column stochastic. Further, for nonnegative A, let m(A) 
be the smallest nonzero element of A, and 6(A) the smallest diagonal element of 
A. 
Suppose A is square (B = D > 1). A is called reducible if there exists a 
permutation matrix ll such that 
l-IAl-I’= (“d’ ii;), where Al 1 and A22 are square. 
A is called irreducible if it is not reducible. Let p(A) denote the spectral radius 
of A. A nonnegative matrix A is called primitive if it is irreducible and has only 
one eigenvalue of modulus p(A). It is a well-known result [7, Section 8.51 that a 
nonnegative matrix A is primitive iff A” > 0 for some v > 1. 
2.2. Useful Results 
If A is nonnegative and p(A) > 0, then it is a result of Perron-Frobenius theory 
[ 121 that there exists an eigenvector x >_ 0 satisfying Ax = p (A)x. Then x is called 
a maximal eigenvector, and p(A) the maximal eigenvalue. If A is irreducible, then 
x > 0, p(A) is a simple eigenvalue, and up to positive scalar multiples, x is the 
only nonnegative eigenvector of A. Hence, if A is primitive, then p(A) is its only 
eigenvalue of maximum modulus. 
As in the theory of nonnegative matrices, the following elementary result is 
found to be extremely useful. 
LEMMA 1 [12]. Zf ql, qz, . . . , q,, are positive numbers, then 
min pi < Pl f. ‘. + Pn <maxfi 
i 9i - 41 +“‘+q, - i qi 
for any real numbers ~1, ~2, . . . , p,,. Equality holds on either the left or the right 
side of this inequality if and only ifall the ratios pi /qt are equal. 
ProojI The central quotient of the inequality can be written as the 
weighted sum ~t(pt/qi)wt where the positive weights 2ui = (njzi qj)-t/ 
Ck(ni Zk qj)-l satisfy Ci UJ~ = 1. Both estimates are now obvious. n 
2.3. The EM and EMS Algorithms 
The standard EM algorithm, first defined formally in [4] and subsequently 
applied to a variety of problems [17-201, can be modified through the addition 
of a smoothing step to produce the EMS algorithm [ 181. Both the EM and EMS 
QUANTIFICATION FOR THE EMS ALGORITHM 93 
algorithms can be viewed as iterative methods for the solution of the often large, 
sparse, and inconsistent system 
P’8 = n+, (1) 
which arises in applications. Here, P E IWE x D and n* E RD are nonnegative. 
In the context of positron emission tomography, the equations (1) are called the 
moment estimator equations [ 17, 201. The EMS algorithm for the solution of (1) 
amounts to solving the EMS equations 
8 = SF(f3)8, (2) 
where S E lRExB is a smoothing matrix and F(8) = diag(Ft (0), . . . , FE(O)) with 
b= l,...,B, (3) 
by using the nonlinear iteration 
f++l) = SF(@))@), n=0,1,2 ,.... (4) 
When S = I, the identity matrix, the scheme (4) reduces to the EM algorithm of [4, 
17, 201 (for additive Poisson regression). As an iterative method for the solution 
of (l), the EMS iteration (4) can be derived from (1) if P has been normalized to 
be row stochastic. 
This paper is only concerned with physical solutions of (2); namely, the admis- 
sible solutions which lie in the physical domain defined by the nonnegative cone 
K = {e E IwE 18 2 0). In the sequel, we impose the following assumptions: 
ASSUMPTION 1. 
(a) P has no column of zeros and Pn* > 0, and 
(b) S is nonnegative, irreducible, invertible, and independent, of 8. 
REMARK 1. Note that condition (a) implies that for each b = 1, . . . , B, there 
exists a d such that Pbd > 0 and nz > 0. In particular, P has no row of zeros and 
Cd nz > 0. This amounts to a fairly weak structural condition on P induced by 
the data n*. 
REMARK 2. The assumption of irreducibility of S is not overly restrictive. 
Physically, whenever smoothing takes place over pixels which form a connected 
directed graph, S is irreducible. 
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In view of Assumption l(a), the right hand sides of (3), and hence (2), are 
well-defined for 8 E int(K), the interior of K. For bookkeeping purposes, we 
introduce the (nonempty) index set 2) = (d 1 $ > 0}, and for each b define 
?&, = {d E D 1 Pbd > 0). The sum on the right of (3) therefore takes place only 
Over I%. 
We call any solution 8’ E K \ (0) of (2) an EMS solution, or more loosely 
an EMS reconstruction, or just a reconstruction, a terminology which comes from 
applications in emission tomography, where the EMS algorithm is used to find a 
smoothed maximum likelihood estimate 8’ of some emission intensity 8, which 
has produced the “data counts” n*. 
REMARK 3. Although solutions 0 6 K of (2) may well exist, they are of no 
interest here. 
In [9], it was shown that any EMS solution 0’ lies in the region C2, = K nHs, 
l-is being the hyperplane with equation 
Sbeb = N, 
b=l 
(5) 
Where Sb = Cb(S-‘) and N = Cd nz. Under the additional condition that P and 
all the sb are positive, it was shown that EMS solutions exist. 
REMARK 4. Although the assumption that sb > 0 for all b is not essential 
to the quantification results which follow, it will from time to time be convenient 
to use it in order to gain a more explicit geometric picture of the quantification 
obtained by an EMS construction (cf. Section 3.2). Two useful examples to keep 
in mind, which satisfy the condition, are (i) any S which is sufficiently close to the 
identity, and (ii) any S which is column stochastic. 
It is easily seen that N-t Cb Fb(8)6$ = 1 is the identity underlying (5). 
Equation (2), when written componentwise as 
(6) 
shows each 6+,/N to be a weighted average, by e-dependent weights F&,/N, 
of the entries of the bth row of the smoothing matrix S. On the other hand, (5) 
shows, in the case when all the Sb are positive, that the weighted average of the 
components @, by weights Sb/o, where u = xb Sb, is constant and equals N/a. 
Thus, there is an averaging duality between the smoothing and any EMS solution. 
These considerations demonstrate that S and 8’ are closely coupled, so that a 
QUANTIFICATION FOR THE EMS ALGORITHM 
change in S will influence 0’ in a nontrivial way (cf. Corollary 2 below). 
DEFINITION 1. For fixed S, P, and n*, denote by “b the set of all EMS 
solutions 8’. 
The subscript b (respectively, bJ will be used to denote any one of the indices 
for which the subscripted quantity achieves its maximum (respectively, minimum) 
value, for example % = maxb 6$, and Fb = minb Fb. - 
2.4. Physically Relevant Emission Intensities 8 
The above hyperplane representation of the emission intensities 0 as points in 
fis allows the identification of the region where medically realistic intensities lie. 
This will be in the neighborhood of aas, since for medical diagnostic reasons one 
wants a 8 which is large in the organ of interest and small elsewhere throughout 
the body. 
3. QUANTIFICATION ESTIMATES 
3. I. Quantijkation Principles 
The general philosophy of assessing quantification for the EMS algorithm can 
be broadly described as determining those regions in Szs where EMS solutions 
cannot lie. Such regions, called exclusion regions, will contain physically realistic 
intensities 8 which (for given S) the EMS algorithm cannot reconstruct. The 
determination of exclusion regions is aided by the specification of a quanti$cation 
measure y, an example of which is the reconstruction range defined below in 
Definition 2. For the purposes of this discussion, it suffices to require only that 
y : K\{O} -+ [l, co] be homogeneous of degree zero [i.e., v(k0) = v(e) for all 
nonzero h E IR] and surjective. Suppose uniform bounds y > 1 and 7 < cc are 
known such that y i r(@) i 7 for all 8’ E 52;. Then the exclusion conditions - 
1 I r(e) < y and 7 < ~(6) I 00 - 
define corresponding explicit exclusion regions &I and &, in as, called respectively 
the lower and upper exclusion regions, which fi> cannot intersect. Clearly, fii s 
fis\(Er U Eu). In the most favorable circumstances, the exclusion regions should 
be empty, allowing 0’ to be situated anywhere in @, thus necessitating y = 1 
and 7 = 00 as the only possible bounds. If this ideal situation is not possible, 
then the next most favorable situation is to have y as close as possible to 1 and 
ji as large as possible, thereby keeping the size ofihe exclusion regions as small 
as possible. Such situations and the inequality y 5 r(@) 5 7 are necessary but - 
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not sufficient conditions for guaranteeing that 8’ will exhibit good quantification. 
That is, when the sizes of the exclusion regions are suitably small, most physically 
relevant intensities are not automatically excluded from being reconstructed by the 
EMS algorithm, but there is no guarantee that they will in fact be reconstructed. 
On the other hand, the existence of a small 7 << 00 and/or a large y >> 1 implies 
the existence of extensive exclusion regions which will contain n&t physically 
relevant intensities. In this case, the EMS algorithm will always exhibit poor 
quantification if used to reconstruct intensities which lie in one of the exclusion 
regions. 
The implementation of these principles for the EMS algorithm rests upon 
the observation that (2), the equation which the algorithm endeavors to solve, is 
the eigenvalue equation for the matrix SF(B) with an eigenvalue equal to unity. 
Once some properties of this matrix are established, the full power of the Perron- 
Frobenius theory [ 121 can be applied to assist in the identification of appropriate 
exclusion regions. Two useful facts follow directly from Assumption l(a) and (b). 
LEMMA 2. For every 8 such that P’B > 0, 
(i) Fb(@ isjnite and positive for b = 1, . . . B, 
(ii) SF(e) is nonnegative, irreducible, and invertible. 
Proof: (i): Since P’8 > 0, no denominator of any term in the definition (3) 
of Fb vanishes. In addition, Remark 1 shows that every Fb(e) > 0. 
(ii): Because F is diagonal with no zero diagonal entries [by (i)], the zero 
pattern in SF(@) is the same as that in S. Hence, from Assumption l(b), both 
S and SF(e) are irreducible. The nonnegativity and invertibility of SF(B) are 
obvious. n 
REMARK 5. Note that by Assumption l(a), every 0 E int(K) satisfies the 
condition of the lemma, while (ii) says that the matrix SF(e) inherits the properties 
of S, except of course for the e-independence. 
The following generalization of Theorem 2 in [9] is immediate. 
THEOREM 1. Every EMS solution 8’ satisjies 
(i) 8’ > 0, 
(ii) p(SF(#)) = 1. 
Proof: By Lemma 2(ii), any nonnegative solution 0’ of (2) is identified as 
the maximal eigenvector of the irreducible matrix SF(@) corresponding to the 
maximal eigenvalue 1. It follows from Perron-Frobenius theory [ 121 that (3’ > 0 
and the maximal eigenvalue is the spectral radius; i.e., p(SF(@)) = 1. n 
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Part (i) of this result identifies afis as our first exclusion region; i.e., SYZ~ fl 
asz s = 0. This leads to an important quantification result. 
COROLLARY 1. If the EMS algorithm is used to reconstruct an emission inten- 
sity which vanishes somewhere, then the zero values will never be attained by any 
EMS solution 8’. 
In fact, this situation can be characterized in the following simple way as a 
corollary of Equation (2) written in the form (6). 
COROLLARY 2. Every EMS solution 8’ satisjes 
mjuS&’ 5 N-‘0,s 5 m$XSbt,l, b = 1,. . . , B, 
and, for each b, equality can occur iff all the Sbb’, b’ = 1, . . . , B, are equal. 
Consequently, for anyfinite positive weights wb, b = 1, . . . , B, 
c 
b 
Wb mbi” sbb’ < N-’ c 
b 
w&f < c Wb mb?X &$,I. 
b 
This result gives a simple bound on the reconstruction components solely in 
terms of the smoothing S and the data sum N. It highlights the nontrivial role played 
by the smoothing S, since it determines upper and lower bounds, though potentially 
quite conservative ones, on the value of the EMS solution 0’. It also indicates that 
the range of the values in 8’ tends to increase with the number of data counts used 
in the reconstruction, which implies that it is the ratios of the component values 
which are important when assessing quantification (cf. Definition 2). 
REMARK 6. Theorem l(ii) indicates that the spectral radius of the matrix SF 
is an invariant of the EMS algorithm. This means that for any choice of smoothing 
satisfying Assumption l(b), the EMS algorithm produces a reconstruction es for 
which SF(#) has unit spectral radius. Consequently, a poor choice of S could 
lead to an unfavorable reconstruction, because this 8’ may have had to adjust to a 
value so as to guarantee p(S F(#)) = 1. See also Lemmas 5 and 8 below. 
3.2. Range Estimates 
The introduction of a specific quantification measure (Definition 2) allows 
the presence of irreducible smoothing to be interpreted as a global compression 
of the reconstruction range. For this specific measure, the problem of assessing 
quantification for the EMS algorithm reduces to: 
(I) characterizing, for fixed S, the exclusion regions &I and &, in Qs in terms 
of the parameters P and n* of the algorithm, and 
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(II) studying the behavior of the exclusion regions as the smoothing S itself is 
varied [within the framework imposed by Assumption l(b) above]. 
An important aspect of such characterizations is the question of just how small 
a value the EMS algorithm can reconstruct, given that it cannot reproduce zero 
[Theorem l(i) and Corollary 11. One way of studying this is to take for the 
quantification measure the reconstruction range, which we now define. 
DEFINITION 2. For 8 E K\(O), the reconstruction range y is defined by 
y(e) =maxs. 
b,b’ ebl 
NOTATION. ys = ~(0’); y ’ = ~(0’) (the reconstruction range for an EM 
solution). 
It is clear that v(0) 2 1, r(0) is finite for 8 E int(K), and 8 = 
lN/ cb’cb(sel) is the only point for which ~(6) = 1 in QS [cf. Equation (5)]. 
For 8 E aK\{O}, ~(0) = +oo. It follows from Theorem l(i) that 1 ( ys x 00 
for all 8’ E Q$. Following the discussion above, the aim is to first derive uniform 
bounds for ys of the form 1 < y 5 y s 5 7 < oo, and then proceed to an 
identification of the associated ex&sion regions Er and &,. If, for given S, the 
desired emission 8 has a ~((3) satisfying either of the exclusion conditions, that 
is, 8 lies in an exclusion region, then the corresponding EMS algorithm will not 
correctly reconstruct this 8. It is therefore important to establish the geometry 
and topology of the lower and upper exclusion regions as determined by y (0) in 
Definition 2 and the bounds y and 7. 
Let K, = (0 E Kw Iv(e) I C, c = constant}, where 1 < c < 00, be 
the convex cone in int(K). (A proof of this fact is contained in the Appendix.) 
Assumethatcb(S-‘) >Oforb= l,..., B, so that the hyperplane 3is intersects 
all e-axes at positive coordinates, making S2s compact and convex (cf. Remark 4). 
Consider the surface & in as determined by a level set of y; namely, & = {0 E 
Qs ) y(O) = c). Because the intersection of two convex regions is convex, it is 
clear that E, forms the boundary of a convex set in Qs; namely, the boundary of the 
set K, n S2s = {O E QS 1 y(O) I c}. Alternatively, an algebraic characterization 
of those 0 in & is also possible. This amounts to examining more closely the 
equations determining the intersection of K, and s2s. Choose any two distinct 
indices b and b’, and assume that &f/6$ = c; i.e., y (0) attains the value c for the 
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indices b = b’ and b = b. Because 8 E s2s satisfies (5), eliminating & gives 
(rb’c + .%)@b + c s,@/J = N, 
B#b,b’ 
which defines a section of a (B - 2)-dimensional hyperplane in 52s [recall 
Sb = Cb(s-')I. This (B - 2)-dimensional section is just the intersection of the 
hyperplane defined by 8bl = Cob and as, and will be denoted by fiib,. Again, 
because the intersection of two convex regions is convex, 52ib, is itself convex. 
Clearly, only those points t3 E nzb, for which 6& 5 e, 5 ebf for all /I, are con- 
tained in &. As 8 E !& moves in Qzc bb,, it will reach a point where either 6Jb = eb or 
88’ = &,I with /3 # b or /I’ # b’. This occurrence characterizes a point in !& which 
lies in both nib, and one of !$,,, fig@,, or P&,. At this point, 0 can only leave 
figb, and remain in !& by traversing one of a;,,, sZ&, or a&. Hence, the level 
set & must consist of the boundary of the convex hull of all the nib, taken over 
all possible index pairs b and b’ for which y(B) = c; i.e. & = a(COnVb,bl Qgb,). 
Consequently, & partitions as into two regions: a convex interior re- 
gion int(K, n S2s) = {c9 E C2s [y(O) < c) = int(convb, b’ figb,) which contains 
the point lN/ xb Cb(s-I), and a connected exterior region Qy\(K, fl !i2s) = 
18 E nS 1 r(o) > C) = %\convb, b’ fi;b,, which contains as2s. Thus, the lower 
exclusion region, if it exists, is &I = int(K, n ns) = int(convb, b’ fiib,) which 
is convex and contains the point lN/ & Cb(s-I), while the upper exclusion re- 
gion is &, = V Q\(Ky fl 52s) = fiS\COnVb, b’ a,,,, which is the connected set 
difference of two convex sets and contains as2s (cf. Corollary 1). The relevant 
geometry is illustrated in three dimensions by Figure 1. 
The topology of the exclusion regions is the same for all S satisfying Sb = 
Cb(s-') > 0 for b = 1, . . , B, and Assumption l(b), while their size depends 
on S, P, and n* only through N and the uniform bounds y and 7. Because by 
definition any point 8 E Qs\(El U Eu) satisfies (5) and thetwo-sided inequality 
y 5 %/6?b 5 7, elementary estimates using (5) and the fact that 0 > 0 if 7 < co 
geld 
N (&fb+F&Sb)-’ iebi N (?$$b+~Sb)-” (7a) 
N ~-‘~Sb+~ 
( 
bGB 
besb-’ 5~5N(~~b+T1~sb)-1~ 
C’b) 
whereby = {blob = &}andB = (bit& = r+}forany&andbsuchthat 
r(e) = ei;&. Moreover, equality on the left of (7a) and the right of (7b) can 
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FIG. 1. The dark shaded regions in Qs, depicted here for a column stochastic S 
and B = 3, are the upper and lower exclusion regions corresponding to jr = 9 and 
Y = 1.5. The dashed lines in s2s indicate the hyperplanes !C2,,, while the solid 
Knes in the interior of 52s are !& and Gv. 
occur only for special 8 E a&,,, while equality on the right of (7a) and the left of 
(7b) can occur only for special 0 E a&r. It should be noted that the estimates in 
(7) are an improvement over those obtainable from (5) but without the knowledge 
of bounds on y (f3). From their definitions, the bounds y and 7 yield the estimates - 
for the smallest and largest possible values in an EMS reconstruction 0’ which 
lies on a&, where the maximum and minimum can in turn be estimated by the 
QUANTIFICATION FOR THE EMS ALGORITHM 101 
corresponding terms in (7a) and (7b). Similarly, the inequalities 
provide bounds for the smallest and largest possible values in an EMS recon- 
struction 6’ which lies on a&Z, where the maximum and minimum can again be 
estimated by the corresponding terms in (7a) or (7b). It follows that any intensity 
0, which satisfies any of the inequalities 
or 
will not be reconstructed by the EMS algorithm. 
By way of comparison, the EM algorithm, which has the reducible smoothing 
S = I, can have y’ = cc with the lower and upper exclusion regions empty; 
hence, 8’ can lie anywhere in SZZ including aal [cf. Lemma 6(ii)]. Of course, 
the successful numerical reconstruction of an arbitrary point in RI is a different 
matter given the slow convergence and noise enhancement exhibited by the EM 
algorithm [4, 17, 191. 
REMARK 7. It makes sense to use a homogeneous quantification measure 
as in Definition 2, because the size of the individual components of 8’ can be 
arbitrarily large (cf. Corollary 2 and the ensuing remark). Indeed, the distance 
from the origin to ‘Hs, and hence the area of !&, increases with N (the area like 
N2) for fixed S. As N increases, the norm of 8’ increases, yet ys is unaffected 
by this change because it is constant along rays. Alternatively, the EMS iteration 
(4) could be normalized so that N = 1. 
Attention now focuses on deriving the uniform bounds y and 7, and iden- 
tifying circumstances in which the EMS algorithm exhibits &her good or poor 
quantification. Before embarking on the general case, we derive an interesting 
result for a situation where strong constraints are imposed on the smoothing S [in 
addition to those already required by Assumption l(b)]. 
THEOREM 2. Let 0’ be an EMS solution, and define & = {B ] Sb, > O}. 
Suppose that for some pair b, 5 such that $/C$ = y ‘, one has BE 2 l3b Then 
min 33 < ys < max 3%. 
LJEBb S&l BEa& SL?J3 
102 GEOFF A. LATHAM AND ROBERT S. ANDERSSEN 
Proo$ By Theorem l(i), 8’ > 0, while by Lemma 2(i), Fp (0s) > 0 for all 
/I. An application of Lemma 1 to the quotient defining ys gives 
The lower bound for y ’ follows in the same way from Lemma 1. Equality cannot 
occur in these estimates, since the implied linear dependence among rows of S 
(Lemma 1 again) would contradict the invertibility of S. n 
REMARK 8. Because, by definition, ys 2 1, the lower bound of Theorem 
2 gives no new information unless minbEa, S&S@ > 1. This minimum can 
be nonzero only when % = &. If this is so, and the minimum exceeds 1, 
then Theorem 2 illustrates a simple case where uniform bounds y and 7 are 
obtained, and moreover, these bounds are controlled completely by STNotice that 
if S > 0, the containment condition of the theorem automatically holds, since 
& = {l, . . . , B} for all b (cf. Remark 12). 
In general, the structure condition a, C ak on S is not satisfied. Hence, it 
is appropriate to seek a more general framework in which these overly restrictive 
assumptions on S do not apply. As will be seen below (Theorem 5), the cost of 
eliminating the constraints of Theorem 2 is the introduction of a second factor, 
controlled by F(#), into the upper bound for ys. 
3.3. Uniform Estimates 
For a more general estimate of y s, we utilize published results [2, 12, 13, 
15,161 from Perron-Frobenius theory which estimate the maximum ratio of com- 
ponents of the maximal eigenvector of an irreducible matrix in terms of simple 
functions of the elements of that matrix. Because of the nonlinear manner in 
which 0’ appears in the matrix SF(#), direct application of these results pro- 
duce estimates for the bounds y and 7 which again depend on 8’ E $. Our aim - 
will therefore be to establish uniform bounds y and 7 for ys, thus enabling an 
assessment of quantification solely in terms of-S and P. For the exploitation of 
the published results of [ 12, 131 for estimating y s, the key is the identification of 
a suitable positive matrix to which they can be applied. To this end, it is neces- 
sary to restrict attention to primitive smoothing matrices which form a subclass of 
the irreducible ones. For practical purposes this is not a strong restriction, as the 
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following result shows. 
THEOREM 3 [12, p. 481. A nonnegative irreducible matrix with positive 
trace is primitive. 
DEFINITION 3. For a primitive matrix A E IWE x B, denote by u(A) the small- 
est positive integer u such that A” > 0. 
Theorem 3 identifies an important subclass of the irreducible matrices as being 
primitive. In most situations, where nonnegative irreducible smoothing is used 
(e.g. in local averaging), the new smoothed value of a given pixel incorporates the 
appropriately weighted old value of that pixel, thereby giving the smoothing matrix 
a positive trace. Thus, practical nonnegative irreducible smoothers are primitive. 
Moreover, this property is not destroyed by certain types of matrix operations. 
LEMMA 3. Let A E RB x B be primitive, and A any diagonal matrix with 
positive diagonal entries. Then w(Ah) = v(AA) = u(A). 
ProoJ It is clear that for a primitive matrix A, u(A) depends only on the 
zero pattern in A. Hence, any operation which preserves the nonnegativity and 
zero pattern of A will also preserve u(A). Multiplication by a diagonal matrix 
with positive diagonal is clearly a special case of such an operation. w 
Note that the multiplication by a diagonal matrix A, as in Lemma 3, also 
preserves irreducibility and nonnegativity. 
We now turn to the direct application of the results of [ 13, 15, 161 to the matrix 
SF(@) to estimate y’. For nonnegative irreducible S, the results of [15, 161 can 
be applied directly to the nonnegative irreducible matrix SF(@). However, to 
apply the result of [ 131 requires a suitable positive matrix. If S is primitive, such 
a matrix is furnished by [SF(@)lP for a suitable positive integer CL. 
THEOREM 4. Forprimitive S, every EMS solution 8’ satisfies 
(84 
where w = v(S). Equality can hold in (8a) iff the two rows of (SF)” in which 
the maximum ratio occurs are linearly dependent. For nonnegative irreducible S, 
every EMS solution satis-es 
@b) 
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where R and r are, respectively, the maximum and minimum row sums of S F (es), 
6 is the smallest diagonal element and m the smallest nonzero element of S F (6’). 
Equality can occur in the lower bound of (8b) iff all the row sums of SF(@) are 
equal. 
Pro05 By Lemma 2(ii), SF (es) is nonnegative and irreducible. By Lemma 
3, when S is primitive, [SF(S’)]@ > 0, where p = u(SF) = u(S). Now we also 
have [SF(@)]@@ = 8’; i.e., 8’ is the maximal eigenvector corresponding to the 
spectral radius p([SF(#)]p) = 1. The upper bound in (8a) is a result of Mint 
[13] applied to the matrix [SF(#)]~. The lower bound in (8b) is an estimate of 
Ostrowski [ 151. A clear proof of the upper bound in (8a) and the lower bound in 
(8b), together with the implications of equality in them, is given in Theorem 3.1, 
Chapter 2 of the book [ 121. The upper bound in (8b) is a result of Schneider [16], 
where the spectral radius of SF(#) has been replaced by 1 [Theorem l(ii)]. W 
A complete analysis of the consequences of Theorem 4 is important for an 
understanding of quantification by the EMS algorithm. This includes examining 
the cases when the bounds of the theorem can be attained. 
REMARK 9. The upper bound of (8a) is never attained. If it were, the im- 
plied linear dependence of the rows of (SF)p would contradict the invertibility of 
SF(@) proven in Lemma 2(ii). 
REMARK 10. If the lower bound of (8b) is not attained, then there is an 
improved estimate due again to Ostrowski [ 151, namely, y S 2 ,/(R - 6)/(r - 6). 
REMARK 11. By analogy to the index set & (introduced in Theorem 2), 
define, for each integer 1 5 k 5 p and each b, Bi = {B 1 Sip > O}. It 
may happen, for some pair b, b such that yS = 6$/o:, that BE c 23: for some 
1 5 k < ,u_ Denote by p* the smallest such k. If such b, b, and F’ < p are 
known, then, by applying Lemma 1, the estimate (8a) can be improved to 
This estimate can then be carried into subsequent estimates such as Lemma 4 
and Theorem 5 below. However, because the indices b and b are in general 
unknown, it proves more instructive to deal with the (over)estimates from the case 
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p* = p = u(S) for primitive S, for which B: = { 1, . . . , B} for all b, as in 
Theorem 4. 
We first consider the problem of obtaining a uniform upper bound 7 for yS. 
DEFINITION 4. Set 
K,,,= max 
W@N&j 
b. b’, B (SF(@));,, 
(for primitive S), 
and 
Ft@) 
y(F) = max-. 
b. b’ Fb’ (es) 
(9b) 
It is possible to implement a series of estimates which culminate, under the 
right conditions, in the elimination of the unknown solution 13’ from the upper 
bounds for K,,, and K,. It is first necessary to derive some associated lemmas. 
LEMMA 4. The bounds K,,, and K, satisfy 
Y(F)‘--- (for primitive S) (104 
and 
K )/(F)WS) - J(S) ‘-I 
m(s> > . 
(lob) 
Proofi From Lemma 2(i), Fb(@) > 0 for b = 1, . . , B. Now, 
wvs)i’“>bbf = c sbb, Fb, sblbZFb2 . . . sb,bfFb’ 
bl,...,b, 
<c - Sbbl Sb,bZ ’ . . 
b1,....b, 
sbwb~Fb’(llljd$)P--l 
and similarly, 
([sF(es)]p)bbf 2 (sp)bb’Fb’( mp Fp)‘- ‘. 
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Since p = u(S), we have (SK)&’ > 0 for all b, b’, showing that the required 
estimate (lOa), which now follows from the definition of K,, is also nontrivial. 
To prove (lob), we use the estimates 1 5 R 5 FsR(S), 6 > Fb&(S), and m 2 - 
Fbm(S). W 
As will be shown below, the bound (10a) is very useful, as it decomposes into 
two separate multiplicative terms, one of which is controlled by the smoothing 
while the other is controlled mainly by P and n* (see Lemma 7). 
REMARK 12. If p = 1 in (lOa), which corresponds to S > 0, a uniform 
bound on ys follows from Theorem 4. That is, the upper bound for ys is not only 
independent of the position of 8’ in Q, but also of the matrix P and the data n*. 
However, practical smoothings do not normally satisfy S > 0. 
Before continuing with the refinement of the bounds in Lemma 4, attention is 
focused on those situations where the smoothing dominates. 
It follows from (10a) that the attainable reconstruction range ys is limited by 
an upper bound whose size is controlled predominantly by S, whenever all the Fb’s 
are of comparable size [i.e. y(F) - 11. In fact, if y(F) = 1, then either (10a) or 
(lob) shows ys to be bounded by terms which depend solely on S. In this case, 
poor quantification can be expected if S is chosen inappropriately. For example, 
from (lOa), quantification will generally be poor (i.e. the upper exclusion region 
will be large) when y(F) - 1 and the entries in Sp in different rows of the same 
column are comparable. Then, the structure of 8’ will be controlled by S rather 
than P and n*. There are however special circumstances where a solution of (1) 
can be obtained despite the dominance of S in the bound for ys [see Lemma 5(ii) 
below]. However, even in this case, S should be chosen to ensure that the first 
factor on the right of (10a) is large. These facts warrant a consideration of the 
conditions under which y(F) - 1. 
Let Y E RD be the nonnegative vector with components vd = nz 
/(P’@)d, d = 1,. . . , D. If Y > 0, the elementary estimates 
Q(P) 5 Fb(@) 5 UW 
which follows from (3), show that y (F) - 1 whenever P has constant row sums 
and 8’ is an approximate solution of (1); i.e., P’8’ - n* implies, by definition, 
that all the Vd are of comparable size. The situation when y(F) = 1 can be 
characterized more precisely. 
LEMMA 5. Assume that P is row stochastic and 8’ is an EMS solution. 
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(i) If B 2 D and P has maximum rank, then y(F) = 1 implies P’t@ = 
p(S)n* with S0’ = p(S)@ andn* > 0. 
(ii) ZfP’t9’ = n*, with n* > 0, then y(F) = 1, p(S) = 1, and SOS = 0’. 
Proof (i): Assume y(F) = 1 and let p = p(S). Theorem l(ii) shows 
that Ft,(@) = l/p for all b, while the EMS equations (2) reduce to SOS = p@, 
that is, 8’ is the maximal eigenvector of S. The relations Fb(@) = l/p, b = 
1 .., B, when used with (3) yield PV = p-*1. If P has maximum rank, then, 
by’substitution, v = p- '1 is the only solution of PV = p- '1, and so, by the 
definition of Y, P’@ = pn*. Because, by Theorem l(i), 0’ > 0, then n* > 0. 
(ii): Assume P’B’ = n* with n* > 0. Then, by definition, Y = 1 and 
Ft,(@) = (PV)I, = (Pl)b = 1 by row stochasticity of P. Hence all the Fb 
are equal to 1 and y(F) = 1. The EMS equations (2) reduce to SBs = es, and 
because, again by Theorem l(i), 8’ > 0 and S is irreducible, we get p(S) = 1. n 
Lemma 5(ii) implies that if either p(S) # 1 or n* 3 0, then the EMS algorithm 
with irreducible smoothing will never reconstruct a solution of (1). If, however, 
p(S) = 1 and n* > 0, then a necessary condition for the reconstruction of some 
positive solution of (1) is that S is chosen to have its maximal eigenvector in the 
space of all such solutions (cf. Theorem 3 in [9]). This leads to a somewhat 
unfavorable conclusion: 
In order to best choose the smoothing for the EMS algorithm, a solution of (1) 
must be (at least approximately) known a priori. 
For the EMS algorithm to converge to a positive EM solution 0’ [which, for 
B 2 D and row stochastic P of maximum rank, is the same as a positive solution 
of(l)], it is necessary that y(F) = 1, p(S) = 1, and S@ = 8’. In this case, ys 
is determined entirely by S [see (lOa)], and a poor choice of S can give a limited 
reconstruction range for es. 
If the row stochastic condition on P is relaxed, appropriate conditions on the 
pseudoinverse of P exclude the possibility of y(F) = 1 for all EMS solutions in 
the case B 2 D. 
LEMMA 6. Assume that B p D, P has maximum rank, 0’ is an EMS solution, 
and either 
(ci) (P+l)d # Ofor some d # D or 
(cii) (P+l)d < Ofor some d E D, 
where P+ = (P’P)-‘P’ is the pseudoinverse of P. Then 
(9 y(F) > 1. 
In addition, ifs = I, 
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(ii) 8’ E afiz. 
Proo$ (i): Assume that y(F) = 1, and let p = p(S). The relations 
Fb(t+) = l/p(S),forallb,canbewrittenas PY = p-‘lwherevd = nz/(P’tiS)d 
ford = l,..., D. Rewriting this system as P’Pv = p-‘P’l and solving for 
v gives Vd = p-‘(P+l)d for all d. Hence, all components of n* and P+l must 
have the same sign or vanish together. If either of the conditions in the statement 
of the lemma holds, this fact is contradicted. 
(ii): If 8’ > 0, we get Pb(0’) = 1 for all b, and the proof of (i) applies, but 
with p = 1. n 
Independently, it is clear from the EM equations [i.e. (2) with S = I] that the 
positioning of 8’ on 8 aZ, in the case (ii), must be such that the components of 8’ 
which are zero are precisely those whose vanishing overcomes any inconsistency in 
(1). The conditions (ci) and (cii) of Lemma 6 express the necessary compatibility 
between P and n* to have 8’ > 0. If B 2 D and P is row stochastic and of 
maximum rank, then Pfl = 1 and so condition (cii) of Lemma 6 never holds, 
while (ci) always holds unless n* > 0, i.e. D = { 1, . . . , D}. 
We now continue with further refinement of the bounds in Lemma 4. Because 
all the Fb’s areevaluated at the same point es, the size of y (F) in the estimates (1Oa) 
and (lob) is determined more by the structure of P and n* than by the particular 
value of 8’. This point can easily be made explicit; for example, when P is positive 
(see below), the dependence on 8’ can be removed entirely from estimates for 
y(F). In this case, a uniform estimate for the quantification achievable by EMS 
solutions can then be derived. Recall the definition of Db given after Remark 2 of 
Section 2.3. 
LEMMA 7. 
(i) Zf Di; C Vb for any pair of indices b and b such that Fs/ Fb = y (F), then 
y(F) 5 F, where F = max B 
dc% Pbd ’ 
(124 
and equality holds if and only if 2)s = vb and p$d/p&d is constantfor all d. - 
(ii) If vb = v for all b, then 
y(P) 5 I, where r = max Pbd 
b, b’ pb’d 
dcV 
(12b) 
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Proo$ (i): We have that 
where the last inequality comes from the assumed inclusion of index sets and 
Lemma 1. Now (ii) follows from (i), since in particular, Dg = Dg = 2) for any 
pair b, &. n 
Clearly, i= in (12a) can be replaced by min T; b, i=, where the minimum is taken 
over all pairs b, b which satisfy the assumption-in (i). The estimate F is not yet 
uniform, because b and b depend (loosely) on 8’. The containment condition of 
(i) depends more on the structure of P and n* than on the particular value of 8’. 
REMARK 13. The estimate (12b) is a uniform estimate of y(F) depending 
only on the matrix P. 
The required @-independent bounds for K,,, and KS now follows from Lemma 
4 and Lemma 7(ii). Combining these results yields: 
THEOREM 5. If the conditions of Lemma 7 hold, then correspondingly, 
(i) one has 
YS -=c 
(s")bS 
max - 
> 
T;P - 1 
b, b’, B (sk)b’/3 
(for primitive S), (134 
Wb) 
(ii) one has 
YS < 
(s'L)b/Y 
b?:; ob,B > 
rcL - 1 (for primitive S), (1W 
YS I U4b) 
where r and r are as given in (12a) and (12b), respectively. 
ProoJ These estimates follow from Theorem 4, Lemma 4, and Lemma 7. 
n 
It is clear that (14a) and (14b) represent uniform upper bounds, with respect to 
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8 and n*, on y ‘, for fixed S. Thus, 7 can be taken to be either of the right hand sides 
in these bounds. Perhaps more important than the size of either of the bounds is the 
demonstration that an upper exclusion region exists, and therefore quantification 
by the EMS algorithm is uniformly limited for irreducible (and primitive) S as 
compared to the (unsmoothed) EM algorithm. 
REMARK 14. If P > 0, then Db = D for all b, and the uniform estimates of 
Theorem 5(ii) automatically hold. 
REMARK 15. In emission tomography, F, and hence the second factor in (13a), 
will be smallest when 5 and b are close in the physical pixel lattice, since the values 
of the corresponding entries in P in column d will be approximately equal. The 
size of p = u(S) will depend on the sparsity of S, which is determined directly 
by the size of the smoothing neighborhood of any given pixel. When 12. = 1, 
this neighborhood is the whole lattice. However, as the size of the smoothing 
neighborhood decreases, p increases. Various estimates of p, depending on the 
number of positive diagonal entries, can be given for a primitive S [7, Section 8.51. 
REMARK 16. The deliberations in the proof of Theorem 5 allow an alternative 
specification of &,, to that obtained by the use of y. For each b, b’ with b # b’, an 
application of Lemma 1, together with the estimates in the proof of Lemma 4 and 
the assumptions of Lemma 7(ii), yields, for primitive S, 
Hence, collectively, the B !/( B - 2)! inequalities @,/&I ( Tb, b! determine an 
upper exclusion region &L 2 &,, in that any e for which $b/@ > Yb,b/ for 
any b # b’ will not be reconstructed by the EMS algorithm. Geometrically, the 
collection of inequalities again determines a cone analogous to KY, but which is 
contained in it and not necessarily symmetric about the ray 01 = . . . = 0s. The 
boundary of the intersection of this new cone with Rs determines a&L, which has 
a topology similar to that illustrated in Figure 1. Similar considerations to those 
of Remark 11 apply here: I_L may not be the best possible integer in the estimate 
QUANTIFICATION FOR THE EMS ALGORITHM 111 
of 19~/$ for a given fixed pair b, b’. 
Before discussing conditions which imply the existence of a lower exclusion 
region, we turn to examine the consequences of equality in the lower bound of (8b), 
i.e. y ’ = 1. It will be clear from Lemma 8 below that this is a special situation 
which can occur only for special choices of S. Observe that ys = 1 implies that 
0;=0 >O,b= I,... , B, for some constant 8, and that R = r = p(SF(f3’)) = 
1, with 8’ = 81, which follows from Theorem 4 and Theorem l(ii). This says 
that ys = 1 corresponds to SF(81) being row stochastic. 
LEMMA 8. If either of the conditions 
(9 
c n:Pbd Nrb(,!-l) PC 
d Cb’ Pb’d cbcb(s-l) 
for b=l,...,B 
or 
(ii) & rb(S-‘) = &, cb(S-‘) 
does not hold, then ys > 1 and, in particular, the EMS algorithm will fail to 
correctly reconstruct uniform emission. 
Proo$ Assume ys = 1. Since 8’ = 01, the eigenvalue equation (2) 
can be written as SF(l)1 = 81, which incidentally shows that p(SF(1)) = 8. 
Multiplying by S-’ gives F(l)1 = 13s~‘1, and because 81 E 7-&, we have 
6’ xb Cb(s-') = N [see (5)]. Solving and substituting for 8 gives condition (i). 
Now summing over b in (i) gives (ii). n 
From the proof of the lemma, it is clear that rb(S-‘) > 0, b = 1, . . . , B, is 
required for y s = 1. Given this and the fact that (i) implies (ii), condition (i) can 
be viewed as an equivalencing of the data weighted average of the matrix P with 
the individual weights rb(s-‘)/ xb rb(S-l). 
REMARK 17. The special conditions (i) and (ii) of Lemma 8 will in general 
not hold except for carefully chosen S. If, for example, S is row stochastic, then 
rb(S-‘) = 1 for all b and so (ii) fails if Cbcb(S-‘) # B. However, even if 
(ii) holds, we still require by (i) that Pb(I) = N/B for all b. This implies that 
to reconstruct the constant emission intensity with a row stochastic smoothing 
requires a compatibility between the data n* and the matrix P. In particular, if 
B > D and P is row stochastic and of maximum rank, then this compatibility 
is expressed by P’l = B/Nn* (cf. proof of Lemma 5), which is just (1) with 
8 = NI/B. 
REMARK 18. The conditions of the lemma reflect one special example of how 
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the smoothing must be chosen on the basis of what is to be reconstructed; cf. the 
conclusion after the proof of Lemma 5. If uniform emission is to be reconstructed 
successfully, S must be chosen to satisfy (i) and (ii) of Lemma 8. 
Lemma 8 also suggests why 6’) = 1 is a reasonable starting point for the EMS 
iteration (4). If(i) or (ii) does not hold, which is generically thecase, then 81 $2 !2;, 
and hence, iterates in the EMS sequence move away from 0(O) to some solution 
8’ with ys > 1. This is desirable if a reconstruction of the uniform emission is 
not required. Independently, given their iterative nature, the smooth starting point 
0(O) = 1 is a form of weak stabilization for the EM and EMS algorithms. 
As mentioned above, if ys, which depends on es, n*, and P, can be bounded 
uniformly below by some y > 1, then the EMS algorithm will never correctly 
estimate emissions 8 whichhave a structure that puts them in the lower exclusion 
region &I defined by 1 5 y(0) < y. The uniform estimate of y(F) in Lemma 
7 allows the identification of a classof S for which the existence of such a y is - 
guaranteed. 
COROLLARY 3. Assume that the conditions of Lemma 7(ii) hold and 
(15) 
Then the EMS algorithm cannot reconstruct emissions 8 which lie in the exclusion 
region 1 5 y (0) < y , where y equals the square root of the left hand side of (15). - - 
Proo$ From Remark 10, we get the estimates 
R(s)Fb - 6(S)% 
(ys)2 ’ z ’ r(S)F;_ a(S)Fb 
= R(S) - Y(F)QS) 
y(F)r(S) - W) * 
Using the uniform estimate of y(F) from (12b) proves the result. n 
Writing (15) as [R(S) +s(S)]/[r(S) +6(S)] S- r shows that an inappropriate 
choice of smoothing for which R(S)/r(S) is too large automatically creates a 
lower exclusion region, and therefore reconstruction of intensities 8 for which 
y(8) is sufficiently close to 1 cannot be achieved. Clearly, a row stochastic S 
(such as results from local averaging) will never satisfy the condition (15), since 
by definition r 2 1, while R(S) = r(S). In this sense, row stochastic smoothing 
avoids the difficulties highlighted by Corollary 3. However, this does not guarantee 
good properties for row stochastic smoothing. 
REMARK 19. If p = 1 (cf. Remarks 8 and 21), then S > 0 and, for arbitrary 
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indices b and b’, Lemma 1 an Lemma 2(i) yield 
_ > Tb(SF) = & % FS > min sb, R 
r - rb’(SF) &J Sb’sFg - B Sb’S’ 
If S satisfies the additional requirement that S&J > Sb’p for all jl and some b, b’, 
then, by Theorem 4, the quantity y = (minp S&j/Sb!,s) gives an immediate uniform 
lower bound for ys (cf. Theorem 2). Note that a row stochastic S cannot satisfy 
S&i > Sb’S for all fi, for any b, b’. 
3.4. Jump Estimates 
As explained in Section 3.2, the estimates of the previous subsections can be 
interpreted as quantifying the global “compression” of the range of an EMS re- 
construction caused by the introduction of the smoothing S into the EM algorithm. 
The results below show that this phenomenon persists at the local level. That is, 
the size of the transitions between the components of an EMS reconstruction 8’ is 
again limited by the introduced smoothing. Similar to the above discussion of the 
global bounds, the estimates derived below for the differences are achievable upper 
bounds on that which is possible. Consequently, the 8’ may contain transitions 
with greater compression than indicated by the derived bounds. It is important to 
note, as discussed below, that the compression does not guarantee that constant 
emission is reconstructed as a constant. 
The ability of the EMS algorithm to reconstruct transitions in an emission 
intensity is determined by the size of the differences in the components of the 
maximal eigenvector 8’. As might be expected, there are circumstances where 
these differences are restricted by properties of S and so such smoothings will 
not allow the EMS algorithm to adequately reconstruct rapid transitions. Both 
absolute and relative estimates of the differences in the components of a given 
8’ can be derived. For example, the averaging described by Equation (6) leads 
naturally to an absolute bound which is a local analog of Corollary 2. 
LEMMA 9. For any b, b’, every EMS solution 0’ satisfies 
(16) 
Moreover, equality on either side of (16) can occur iff the difference Sbp - Sbffl is 
constant for all /3. 
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Proof This result follows from (6) on writing 
and using cB F&/N = 1. W 
Consider first the reconstruction of constant emissions. Lemma 9 has inter- 
esting consequences for the choice of S if regions of constant intensity are to be 
reconstructed in 0’. In the (generic) case of (16), where equality does not occur, 
suppose that @ = 0; for b # b’. Then (16) implies that there exist some /IO, #31 
such that Sb& > S,,,, and S&J, < Sbrfl,. Thus, a necessary condition for obtaining 
the same value in 0’ at different pixels is that the smoothing S is such that there are 
positive and negative differences between certain columns of the rows determined 
by those pixels. This can be summarized as follows. 
COROLLARY~. Z&B C {l,..., B} be any indexset with cardinality exceeding 
1. Assume that, for any pair b, b’ E B with b # b’, S&J - Sb’B is not constantfor 
all B. Then, if S does not satisfy St&, > Sb!t$, and Sbp, < Sb’tj, for some Bo, B1 
and every b, b’ E 8 such that b # b’, then the EMS algorithm will not correctly 
reconstruct a 6 for which eb is constant for all b E E. 
REMARK 20. No (invertible) row stochastic S can have the differences Sbfl - 
Sb’p the same for all /I and for b # b’. Hence, such S are covered by Corollary 
4. The conditions of Corollary 4 are fairly weak when applied to a row stochastic 
smoothing, but are stronger for other smoothings, and must be met if regions of 
constant intensity are to be reconstructed. 
A useful result, for deriving relative bounds on the transitions in the maximal 
eigenvector, follows from Lemma 1. 
LEMMA 10. Let A be a nonnegative irreducible matrix with maximal eigen- 
vector x corresponding to-the maximal eigenvalue p(A) > 0; i.e., Ax = p(A)x. 
Then, for any tiple b, b’, b for which abt, = 0 =+ at$ = 0 and ab’p = 0, for all B, 
Moreover, equality can occur tfand only if the rows b, b’, chave the same number 
of positive entries and abp - abIB = AabS for all B for some constant )\. E IK, while 
h = 0 implies xb = xb’. In particular, if abtj 2 ab’b for all B, then xb > xb’ and 
the above difference is bounded above and below by nonnegative values. 
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ProoJ Because A is irreducible x > 0 (see [12]). Using the eigenvalue 
equation, the quotient can be written as 
Xb - Xb’ ____ = &daW - abrP)xLJ 
“6 c (18) 
The required result now follows from Lemma 1, since there are no more terms in 
the numerator on the right of (18) than in the denominator. n 
This result limits the differences or “jumps” in the values of the components 
of the maximal eigenvector of A. As mentioned already, this has an important 
interpretation for the EMS algorithm. Lemma 10 can be applied directly to produce 
a local analog of Theorem 2 by taking for A the irreducible nonnegative matrix 
SF(@). Recall the definition of the index set & from Theorem 2. 
THEOREM 6. For any indices b, b’, gsatisfying & g Bh and &,f c ah, every 
EMS solution 0’ satisjes 
s,, - sb’fl 
%p . 
(19) 
Pro05 This result follows from Lemma 10. However, since F(6)‘) is diag- 
onal, the terms Fp cancel in the quotient on the left and right hand sides of (19). 
W 
REMARK 21. If & = &,f = Z$ and S&r > $1, for all p (pixel b is 
smoothed more heavily than pixel b’), then (19) gives uniform positive bounds for 
the transition 0; - Qi solely in terms of S. The same condition on S in (16) also 
demonstrates nonnegative bounds of this type. 
As for the range estimates of Section 3.3, the matrix A of Lemma 10 can be 
taken to be the positive matrix [SF(@)]p provided S is primitive. This choice 
produces relative bounds which again involve p and the factor y(F). 
LEMMA 11. Let 6’ be any EMS solution and assume that S is primitive. 
(i) For every triple b, b’, g, 0’ satisjies 
min 
(SF)& - (SF)& ef - e,S, (SF)& - (SF)& 
B (SF)& ’ 7 ’ “s” (SF)& 
. cw 
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(ii) For every triple b, b’, ssuch that Sbk L Sbfk for d k, 6’ SUtiSfieS 
< e,s - e,s, < max xk (Sbk - sb’k>s&- ’ 
- e; - B 
rUV? (21) 
where /.L = u(S). 
Proofi The estimate (20) follows immediately from Lemma 10 with A = 
(SF)“. For (21), we apply to (20) the same estimates as in the proof of Lemma4. 
n 
REMARK 22. Note that Sbk = Sb’k for all k is impossible because S is invert- 
ible. 
REMARK 23. For given b, b’, g, an analog of Lemma 11 may hold for some 
integer p* -C /.L. However, the estimates involving I_L already illustrate our main 
point (cf. Remark 11). 
As with the range estimates above, y(F) can be replaced by a uniform estimate 
under the same conditions as apply in Lemma 7. It is clear from Lemma 11 that 
if some pixel is smoothed more heavily than another, then the difference in the 
reconstructed values of these pixels is bounded above and below by positive num- 
bers. This limits the range in pixel values for which a given difference in emission 
can be reconstructed, and correspondingly, a sufficiently large rapid transition will 
not be reconstructed with the resulting limited range of pixel values. This effect 
will be at its worst for two neighboring pixels, with one on each side of a rapid 
transition. 
4. INTERPRETATION 
Thus far, the emphasis has been on formal mathematical properties and results 
pertaining to the EMS algorithm and reconstructions obtained from it. This section 
offers, by way of a nontechnical discussion of the physical interpretation and 
consequences of the results obtained above, a less formal and more pragmatic 
presentation which aims to assist with the application of the EMS algorithm to 
practical situations. It is reasonably straightforward, for example, to deduce a 
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number of desirable properties of the smoothing so that the EMS algorithm is not 
automatically prevented from performing at its best. This of course relates to the 
size of the exclusion regions Et and &. Moreover, certain types of emissions, 
which are important in nuclear medical applications, lie in the upper exclusion 
region E,,. 
4. I, Exclusion Regions 
The question of characterizing the exact exclusion regions in as (and hence 
R’s) has a short but nonexplicit answer: only those 0’ which solve (2) are possible 
as EMS reconstructions. Because the nonlinearity in (2) makes a precise char- 
acterization of these 0’ difficult, Perron-Frobenius theory and the quantification 
measure y have been used to derive the nonlinear inequalities (8a) and 8(b) of 
Theorem 4. Again, all obtainable EMS reconstructions must satisfy these double 
inequalities, which define a (complicated) region in sls containing the solution set 
a;. The final step, of replacing (8a) and (8b)) by uniform estimates r 5 ys 5 7, 
although considerably weaker than either (2) or (8a) and (8b), allows the explicit 
characterization of lower and upper exclusion regions Et and E,, as illustrated in 
Figure 1. The shape and size of these derived exclusion regions depends heavily 
on the measure y (Definition 2), which was chosen because of its simplicity and 
the fact that it could be utilized in the manner presented above. Consequently, the 
actual exclusion region, which is precisely fis\fik, is much larger than El U E,. 
The gradual progression from (2) to y 5 ys 5 7 is a convenient way of dealing 
with the nonlinearity in (2) in orderto obtain an explicit characterization of the 
exclusion regions. Even though the resulting estimates are not tight, they do allow 
a number of important conclusions about 8’ to be derived. 
For any irreducible S, 6’as is contained in E,,. Thus, medically important 
intensities, for which large regions have no emission while the emission is high 
in the organ of interest, lie on aRs, and so will not be adequately reconstructed 
by the EMS algorithm. In particular, “hot spot” emissions (where the background 
is low, but not zero), will lie close to or on a&s, and so are likely to lie in E,. 
However, it may be possible to approximate some of these emissions by using the 
EMS algorithm with a careful choice of S. The lower exclusion region El, if it 
exists, is less likely to contain intensities useful in applications because they will 
all be of similar magnitudes [with ~(0) close to one]. 
4.2. Properties of S 
Various results above (for example, Theorem 5 and Corollary 3) show how the 
smoothing S can influence the size of the exclusion regions through the bounds y 
and 7. Where possible, it is useful to translate these results into explicit design 
rules for S in order to avoid choices of S for which the exclusion regions are 
automatically guaranteed to be large. 
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In order to avoid creating a nonempty &I, Corollary 3 indicates that R (5) /r (5) 
should not be large. The choice of a row stochastic S favors such situations. 
In addition, the bounds of Theorem 5 show how to make 7 large. Because, 
typically, r >> 1, R(S)/m(S) dominates in determining the size of the right hand 
side of (14b). Hence, this ratio should be large. In (14a), it is the first factor 
(namely, maxb, b’, p S&/SFs) which can be controlled by designing 5. Since p is 
fixed and determined by the size of the smoothing neighborhood, this neighborhood 
should be small (cf. Remark 15). For fixed CL, the first factor on the right hand side 
of (14a) is large for diagonally dominant S with small off diagonal entries. Thus, 
equilibrated stencil smoothers can be expected to have larger exclusion regions 
than stencil smoothers with smaller smoothing weights. For example, consider 
@al mean smoothing with relative weight o, for which S is now stochastic. Let 
b be a pixel in the smoothing neighborhood of a fixed pixel b. Then Sbb = O( 1) 
and S,h = O(w) as w + 0, and hence, SFb = 0 (1) and SLb = O(w” - ‘) as 
w + 0. Consequently, maxb,b!b, S&/S: - O(w’-‘I) >> l(w << 1) can be 
made suitably large by choosing w small. ?a- us, a small smoothing neighborhood 
and a small w offer the best way of minimizing the size of &, as determined by 
(14a). It is in this sense that small amounts of irreducible smoothing offer the 
best choice for the EMS algorithm. As the smoothing is reduced, there will be 
some tradeoff between the strength of the smoothing and the rate of convergence. 
For example, as S + I, the EMS algorithm will tend to exhibit the undesirable 
numerical properties of the EM algorithm. 
A general conclusion can be drawn from Equation (5). It may be useful to 
choose a column stochastic S so that Qs = a[. In this way, the EMS and EM 
hyperplanes coincide. 
4.3. Behavior of EMS Iterates 
The quantification properties of the EMS iterates (Ocn)],“= 1, generated accord- 
ing to (4), are of considerable independent interest. It is intuitively clear that if 
the EMS iteration is stopped at n = M, sufficiently close to convergence (i.e., 
18’ - OcM)I is sufficiently small for some f3’ E !2;), then ecM) can be expected 
to share most of the quantification properties of the EMS solution 0’. Unfortu- 
nately, the precise behavior of the EMS iterates may depend heavily on the starting 
point 8 co). Because 6(n) = nlzd SF(8(i))8(0), it is clear that if t!?(O) > 0, then 
@) > 0 for all n > 0, and so Corollary 1 applies to all the iterates. Moreover, - 
if F(#‘)) is defined for 0 I i 5 p, then Lemma 3 shows that for primitive S, 
nfzi SF(@) > 0, and so for arbitrary e(O) E !2~, f,J(‘) > 0 for n 2 p. In this 
situation, estimates resembling those of Theorem 5 apply to y (0(“)). 
In some situations, it may be known in advance where the emission intensity 
is zero (such as outside the body). If, however, the reconstruction pixels extend 
beyond the known support of the emission intensity, denoted by supp(B), then 
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the EMS algorithm will reconstruct a nonzero value in this known zero emission 
region (e.g. outside the body). It is therefore desirable to utilize, in some way, 
prior knowledge of supp(0) in the iteration. This information can be incorporated 
in one of the following four ways: 
(i) by specifying 0(O) E a!&, 
(ii) by fixing supp(@)) = supp(8) for all n, 
(iii) by fixing supp(@)) = supp(0) only for n = 0 mod k for some k > 1, and 
(iv) by forcing supp(8’) = supp(8) for the final reconstruction 8’. 
For scheme (i), the remarks in the preceeding paragraph imply that informa- 
tion about zero values will be lost after p iterations, since all subsequent iterates 
are positive. Again, the size of the smallest positive values in these iterates is 
determined by S. Hence, for this approach, if zero values are required from the 
EMS algorithm, the iteration must be stopped before n = I_L. 
Scheme (ii) can be implemented by reducing the number of pixels in the EMS 
iteration to only those coinciding with supp(8). For this case, when supp(0) has 
more than one connected component and irreducible (or primitive) smoothing is 
used on each component, then the S in the EMS iteration will be block irreducible 
(or primitive). Hence, many of the above results will apply on each of the connected 
components since the overall EMS iteration reduces to independent EMS iterations 
on each connected component of supp(f3). 
Scheme (iii) is the same as forcing supp(0) on @), every k iterates. This in 
turn corresponds to restarting the EMS iteration with a new t9(‘) E a!2s, every 
k iterations. This can be regarded as continually improving the starting point by 
taking the last iterate from a previous stage. As before, if k 2 ,x, then all pixel 
values after k iterations will be positive, and enforcing supp(0) will change some 
values for the new 6’) of the next k iterations. For the overall scheme, the behavior 
here is far from clear. Note that k = 1 in (iii) represents a possible implementation 
for (ii). Finally, the procedure in (iv) is the limiting case k + co of (iii), where the 
support is not truncated until convergence has been achieved. It is this approach 
which is currently used in nuclear medical imaging. 
Numerical simulations [l l] suggest the possibility that, on occasions, 
y(B(‘)) > ys for some n. This opens the opportunity for the sequence of it- 
erates to pass inside the upper exclusion region &,,. In this way, some iterate 
t9(no) may be closer to some desired intensity 8 E a!& than is the final EMS 
reconstruction es = lim ,, -, o. 0@) E int(!2s). However, apart from monitoring 
v(f#“)), there appears to be no easy way of deciding that such a 0(no) gives a 
better reconstruction than 0’. Indeed, there seems little point in halting the EMS 
iteration much before convergence, since knowing when to do so is exactly the 
problem with the EM iteration which the introduction of the smoothing was meant 
to overcome. The accelerated convergence facilitated by smoothing is supposed 
to eliminate the need for premature termination of the iteration. 
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4.4. Open Questions 
Our results tend to indicate that, because of the existence of exclusion regions, 
the potential of the EMS algorithm is limited. However, to obtain these results, 
fairly strong assumptions have been introduced. One can therefore ask: is there a 
nontrivial counterexample (with S # Z) for which the exclusion regions are void 
and the EMS algorithm has improved noise suppression and convergence over the 
EMalgorithm? For such acounterexample, the smoothing must be reducible. For a 
strictly positive emission intensity, Lemma 5 indicates how to choose the optimal 
S necessary for an exact reconstruction of the emission. If no counterexample 
appears to exist, then this leads naturally to the question: is there a stable way of 
implementing the EM algorithm which produces better quant@cation than EMS? 
In addition, other ways of introducing smoothing or stabilization into the EM 
algorithm need to be investigated [IO]. 
As mentioned in the Introduction, two approaches to introducing stability via 
special penalty terms are discussed by Byrne [3] and Green [6]. In the case 
of [3], the penalization of the Kullback-Leibler (cross-entropy) distance leads 
to the SMART (simultaneous multiplicative algebraic reconstruction technique) 
algorithm, which converges to a unique minimizer. In [6], the maximum penalized 
likelihood approach leads to the OSL (one-step-late) algorithm, and numerical 
simulations appear to confirm its superiority over the EM and EMS algorithms; 
however, little is known about its convergence and uniqueness properties. Because 
neither Byrne’s nor Green’s approaches have natural EMS interpretations which 
would allow the results of this paper to be applied, the quantification properties of 
the corresponding approximations are not known at this stage. The investigation 
of these two algorithms is a special case of the need for a more general study of 
the quantification properties of other statistically based reconstruction algorithms. 
Because EMS is an iterative algorithm, a comprehensive study of the sequence 
of iterates is needed. In particular, their behavior for different starting points is 
perhaps the most important aspect of such a study and could provide a better 
rationale for the common choice 0 (‘) = 1 This aspect of the behavior of the . 
iterates is undoubtedly related to a proof of convergence for the EMS algorithm 
[8]. Presumably, a proof of convergence, together with a more detailed knowledge 
of the structure of the solution set 52:, would be sufficient to identify zones of 
attraction etc. for a given EMS reconstruction 0’ E Sz),. This would contribute 
greatly to an understanding of the dynamics of the iteration. 
All of our results deal only with linear smoothing. However, there are a number 
of nonlinear smoothers commonly used in the EMS algorithm [ 181. Moreover, it 
is not clear whether linear or nonlinear smoothing has the better performance in 
any given application [18, 211. It would therefore be of considerable interest to 
extend (if possible) the results on quantification obtained here to these nonlinear 
smoothers. 
Another important open question is that of a more appropriate choice for the 
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quantification measure which yields tighter estimates on the size and topology of 
the exclusion regions. This amounts to asking for a more precise characterization 
of &I and E, (cf. Remark 16 and Section 4.1). 
APPENDIX 
LEMMA 12. For 1 -Z c < co, K, = {0 E K\{O} 1 y(e) ( c} is a convex cone 
without an apex. 
Proo$ Because y is homogeneous of degree zero, y(M) = y(O) for all 
8 E K\{O) and t > 0, and hence, 0 E KC implies K, contains the ray tf3 for 
t > 0. Thus K, is a cone. To show KC is convex, let 8i E Kc, i = I,2 be any two 
points satisfying r(ei) 5 c. Consider the point & = t& + (1 -t)&, 0 < t < 1. 
Clearly, maXb etb 5 t maXb olb + (1 - t) maXb ozb = t$&, + (1 - t)o& and 
minb I% L t minb dlb + (1 - t) minb 62, = t&b, f (1 - t)& . Hence, by these 
estimates and Lemma 1, 
m=b orb m = minb I 
teli;, + (1 - t)e2b 
’ 
r&, + (1 - tW2b2 
5 maxy(Bi) 5 c, 
i 
and so et E KC for 0 5 t 5 1. This proves that K, is convex. n 
The authors are grateful to Shane Lathamforgenerating Figure 1 andperform- 
ing simulations which proved valuable for the developments in this papel: Thanks 
go also to David Gates and an anonymous referee, both of whose suggestions 
improved the overall presentation. 
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