In this article, we discuss the numerical solution of Boolean polynomial programs by algorithms borrowing from numerical methods for differential equations, namely the Houbolt and Lie schemes, and a Runge-Kutta scheme. We first introduce a quartic penalty functional (of Ginzburg-Landau type) to approximate the Boolean program by a continuous one and prove some convergence results as the penalty parameter ε converges to 0. We prove also that, under reasonable assumptions, the distance between local minimizers of the penalized problem and the (finite) set of solutions of the Boolean program is of order O(ε). Next, we introduce algorithms for the numerical solution of the penalized problem, these algorithms relying on the Houbolt, Lie and Runge-Kutta schemes, classical methods for the numerical solution of ordinary or partial differential equations. We performed numerical experiments to investigate the impact of various parameters on the convergence of the algorithms. Numerical tests on random generated problems show good performances for our approaches. Indeed, our algorithms converge to local minimizers often close to global minimizers of the Boolean program, and the relative approximation error being of order O(10 −1 ).
Introduction
Integer polynomial programming has a history of more than 60 years, back to the early 1950s with the birth of combinatorial integer programming through investigations of the well-known traveling salesman problem (TSP) initialed by several pioneers: Hassler Whitney, George Dantzig, Karl Menger, Julia Robinson, Ray Fulkerson, Selmer Johnson [70, 19, 20] etc. Many nonlinearities in integer programming appear in form of polynomial functions (e.g., via polynomial approximations), and thus this problem has rich applications as in forms of integer linear programs: traveling salesman problem [70, 19, 20] , bin packing problem [42, 21] , graph coloring problem [65] , knapsack problem [28] ; quadratic integer programs: capital budgeting [55] , scheduling and allocations [57] , maximum independent set problem [76, 25] and maximum cut problem [22, 36] ; and general polynomial integer programs: set covering problem [15, 13] , maximum satisfiability problem [39, 36] , vector partitioning and clustering [40] , AI and neural networks [2, 67, 33, 62] , and portfolio optimization with cardinality constraints and minimum transaction lots [14, 49, 47, 29] etc. In our paper, we are interested in minimizing a high degree (e.g., degree higher than 3) multivariate real valued polynomial functional P(Y ) with Boolean decision variable Y ∈ {0, 1} n , often referred to as Pseudo-Boolean Optimization [53, 11] . This problem is obviously NP-hard in general (since its particular case -TSP is a well-known NP-complete problem, see e.g. [44] ).
There are three main ways to approach this problem: First, the combinatorial approaches by the development of specific algorithms for directly tackling Boolean nonlinear programs, such as branch-and-bound algorithms [20, 24, 45] , cutting plane methods [37, 5, 6, 18, 64] , enumerative approaches [31] , Bender's decomposition and column generations [8] , and economical linear representations for simplifying the Boolean nonlinear polynomial program (e.g., replacing cross-product terms of polynomial by additional continuous variables [3, 4, 77, 34, 32] ). These methods are currently most commonly used frameworks in almost all existing integer optimization solvers such as commercial solvers: BARON [71] , XPRESS [26] , LINGO/LINDO [72] , GUROBI[38] , CPLEX [41] , MOSEK [58] and MATLAB intlinprog [56] ; and opensource solvers: SCIP [1] , BONMIN [10] , COUENNE [7] , CBC [27] , GLPK [54] , as well as many other COIN-OR projects [16] . Most of these solvers are designed for solving integer or mixed-integer linear and quadratic programs, and few of them for integer nonlinear program (e.g., BARON, BONMIN and SCIP). All of them are trying to find global optimal solutions for integer programs with moderate size. Solving very large-scale cases will be often intractable or very computationally expensive due to their inherent NP-hardness.
Second, the continuous approaches by introducing continuous reformulations of Boolean variable as nonconvex constraints by replacing discrete variables as continuous variables with additional nonconvex constraints involving continuous functions (often polynomials). The later continuous reformulations are in general nonconvex which will be handled by classical nonlinear optimization approaches, such as: Newton-type methods [9] , gradient-type methods [9] , and difference-of-convex approaches [48, 63, 60, 68, 61] etc. These techniques are focused on inexpensive local optimization algorithms for finding potentially "good" local optimal solutions, which are popularly used in many previously mentioned integer optimization solvers for local searches and bounds' estimations. Particularly, convex relaxations techniques such as linear relaxation, Lagrangian relaxation, and SDP relaxation (e.g., Lasserre's moment relaxation) [73, 46, 66] are often very useful either to provide good lower bounds for optimal solutions, or to construct potentially good initializations for further local searches.
Third, the heuristic and meta-heuristic approaches such as tabu search [51] , genetic algorithms [30] , simulated annealing [17] , ant colony [23] , neural networks [52, 74] , mimic some activities in nature which does not necessarily need to be perfect, but could speed up the process of reaching a satisfactory computed solution (may not even be a local optimum) in a reasonable time frame. These methods are popular in situations where there are no known working algorithms, and often used in optimization solvers as heuristics for providing potentially good initial candidates.
The relative effectiveness of all these approaches depends on the problems in hand, and neither approach claims a uniform advantage over the other in all cases. The reader is refereed to an excellent survey book 50 Years of Integer Programming 1958-2008 [43] on more histories and related topics on essential techniques for integer programming.
Clearly related to the second approach, the methodology we discuss in this paper can be summarized as follows: (i) We use penalty to approximate the Boolean optimization problem by a continuous one. (ii) We associate with the optimality system of the penalized problem a first or second order in time initial value problem (flow in Dynamical System terminology) that we time-discretize by appropriate numerical schemes (in this paper, we focused on the Houbolt and Lie schemes, and to a particular Runge-Kutta scheme; these schemes are commonly used for the solution of problems modeled by ordinary or partial differential equations). In fact, our methods are not limited for problems with polynomials, but apply also to non-polynomial differentiable cases.
Our contributions are mainly focused on: (1) Establish a quartic penalty approximation for Boolean polynomial program, and prove that all converging sub-sequences of minimizers for penalty problems converge to a global minimizer of the Boolean problem. (2) Provide an error bound for the distance from solutions of the penalty problem to the exact integer solutions, which is of order O(ε) at best with penalty parameter ε. (3) Associate with the optimality system of the above penalized problem a first or second order in time initial value problem, that we time-discretize by appropriate numerical schemes in order to capture its steady state solutions. The timediscretization schemes we consider are the Houbolt and Lie schemes, and a particular Runge-Kutta scheme, all classical methods for the numerical solution of ordinary or partial differential equations. The choice of the parameters involved in these schemes is discussed, and practical strategies on choosing suitable parameter values are proposed. (4) A MATLAB optimization toolbox, namely DEMIPP (Differential Equation Methods for Integer Polynomial Programming), using an effective multivariate polynomial package POLYLAB [59] has been developed. Some numerical tests for solving randomly generated high order Boolean polynomial optimization problems are reported. The impact of parameters to the quality of the numerical results is inves-tigated. As a result, our methods appear to be promising approaches which perform stable and fast convergence, especially in relative large-scale cases, to obtain local minimizers often close to global minimizers of the Boolean program, the relative approximation error being of order O(10 −1 ).
Problem Formulations
Our goal in this article is to discuss the numerical solution of the following Boolean optimization problem:
where in (1), functional P : R n → R is a polynomial function of degree d of the Boolean variable Y = (y i ) n i=1 . Note that through the article, we will use a boldface capital letter as X for a vector and a lower case as x for a scalar. We use the notation {x i } i for a set, a family or a sequence, and the notation (x i ) i for a vector whose i-th coordinate is
we can reformulate all {0, 1} variables as {−1, 1} variables in problem (1), then solve
where the functional Π is defined by
From now on, we will consider problem (3) only. Actually, problem (3) is equivalent to U ∈ argmin
with V 2 = ∑ n i=1 v 2 i , ∀V ∈ R n , and c being a positive constant (indeed, since V 2 2 = n, problems (5) and (3) are equivalent but the objective functional in (5) is more convex).
Remark 1 Concerning c, we suggest taking it not too large, but large enough, nevertheless, so that functional V → c 2 V 2 2 + Π (V) is convex over the ball of radius r(> √ n) centered at 0 R n . In the next section, we will introduce a quartic penalty approximation of problem (5) . This penalization may cancel convexity, but the term c 2 V 2 2 makes the penalized functional less non-convex. More comments on the choice of c and its impact on the numerical results will be given in Sections 6.2 and 8.3.
A Quartic Penalty Approximation of Problem (5)
Let ε be a positive parameter, let U • V be the Hadamard product of the vector U and V 1 . We approximate problem (5) by penalizing the constraint V ∈ {−1, 1} n using the quartic penalty functional
The resulting penalized problem reads as
where
Let us denote by d the degree of the polynomial functional Π . We can easily show that as long as d ≤ 4 we have
if ε is sufficiently small. Relation (7) implies that problem (6) has a solution, possibly non-unique. Actually, if Π is convex, relation (7) holds ∀ε > 0 and c ≥ 0, implying that the associated problem (6) has a solution. However, when d > 4, relation (7) does not hold in general. To overcome this difficulty, we observe that any solution to problem (5) belongs to the closed ball B(0 R n ; r) of radius r ≥ √ n centered at 0 R n . This observation suggests approximating (5) by the following constrained variant of problem (6) :
with r > √ n (one can take also r = √ n, but taking r > √ n makes things simpler mathematically).
Remark 2 Problems (6) and (8) are not equivalent in general. However, if problem (6) has a solution, then this solution is also solution to problem (8) for r large enough.
Based on the classical convergence result for penalization methods in finite dimensional optimization, we can prove that problem (8) has a solution, and that we can extract from the family {U ε } ε>0 (with ε decreasing to 0 + ) a sub-sequence converging to a solution of problem (5) . Although, the above results are classical, we decided to include their proof in this article since we will use related techniques in Section 7 to estimate the distance between exact and approximate solutions as a function of ε (and other parameters in J ε ). We have then the following theorem:
Theorem 1 Let ε > 0 and r > √ n, then the penalty problem (8) has a solution U ε , with the family {U ε } ε>0 verifying:
• When ε → 0 + , one can extract from the family {U ε } ε>0 a sub-sequence converging to a solution of problem (5) (a global minimizer of functional Π over {−1, 1} n ). • Actually, all the converging sub-sequences extracted from {U ε } ε>0 converge to a solution of problem (5) .
Proof (i) Existence of a solution to problem (8): The set B(0 R n ; r) being compact and non-empty, and the functional Π being continuous over B(0 R n ; r), it follows from the Weierstraß extreme value theorem that problem (8) has a solution. (ii) Existence of sub-sequences extracted from {U ε } ε>0 converging to solutions of problems (3) and (5): The set B(0 R n ; r) being compact and non-empty, it follows from the theorem of Bolzano-Weierstraß that one can extract from {U ε } ε>0 a converging sub-sequence (we still denote by {U ε } ε>0 for simplicity) such that
The functions · 2 and Π being continuous over R n , it follows from (9) that
Consider now a solution U * to problem (5) . From the equivalence between (5) and (3), U * is also a minimizer of functional Π over {−1, 1} n ⊂ B(0 R n ; r). We have then 1 4ε
Since U * ∈ {−1, 1} n , we have U * • U * − 1 R n 2 = 0 and U * 2 2 = n, implying that (11) reduces to
Combining (9), (10) and (12) , we obtain
Combining (9), (10), (13) and (14), one obtains
It follows from (15) that U is a global minimizer of Π over {−1, 1} n , that is a solution of problems (3) and (5).
(iii) All converging sub-sequences extracted from {U ε } ε>0 converge to solutions of problems (3) and (5): To prove this convergence result, one can still apply the method we used in part (ii).
Remark 3 Quadratic penalty methods are known to be inexact (we mean by inexact that, in general, the solution(s) of the associated penalized problem do not verify the constraints one has penalized). The quartic penalties used in this article as in problem (6) and (8) are not exceptions, as we shall see below. Indeed, a very simple and convincing example is the following one:
Example 1 Let Π in problem (3) defined as an affine mapping (i.e., with d = 1):
where A is a nonzero vector in R n , and b ∈ R, then the gradient of Π is
We have shown that for d ≤ 4 the penalized problem (6) has a global solution U ε , which verifies the following optimality conditions:
Suppose the penalty is exact, then U ε ∈ {−1, 1} n and the relation (16) reduces to
If the above relations are not verified (e.g., A is not a vector in {−c, c} n ), one has U ε / ∈ {−1, 1} n , implying that the penalty is inexact.
The generalization to the situation d ≥ 2 is relatively simple as shown by the next example:
Example 2 Suppose that the penalized problem (8) (with r > √ n) has a solution U ε ∈ {−1, 1} n . Then, the pair (c, U ε ) verifies the KKT optimality conditions for problem (8) as:
Since r > √ n, the complementarity condition λ (r 2 − U ε 2 2 ) = 0 implies that λ = 0, then system (17) reduces to
which is (a kind of) generalized (nonlinear if d ≥ 3) eigenvalue problem. System (18) has no solution in general, implying that U ε / ∈ {−1, 1} n , that is inexact penalty. For example, suppose that we choose
then the related system (18) has no solution, implying inexact penalty.
In the following sections we are going to investigate the solution of the unconstrained penalized problem, the main reason, being (beside simplicity) that the numerical experiments we performed, with random initializations, never encountered any trouble associated with the possible non-verification of the property (7) , that is
The optimality system associated with the unconstrained penalized problem (6) reads as: 1
There is no doubt that many methods are applicable to the solution of problem (19) .
In this article, we took the following (classical) approaches: We associated with (19) a first order or second order accurate time-stepping method such as the Houbolt scheme, the Lie scheme, and a MATLAB explicit Runge-Kutta ODE solver.
Among the three schemes we are going to employ, the Lie scheme is, as shown in Section 5, the one that can handle the more easily the constraint V 2 ≤ r encountered in the penalized problem (8) .
Remark 4 Problem (19) being a system of n nonlinear equations, it makes sense trying solving it by existing solvers for such systems, before moving to more dedicated solvers. Actually, it is what we did by applying MATLAB fsolve to the solution of problem (19) (fsolve relies on a trust-region dogleg algorithm, a variant of the Powell dogleg method). However, numerical experiments showed that the quality of the computed solutions is rather poor, since (using random initializations) only 15% ∼ 20% of the computed solutions were close to elements of the set {−1, 1} n . These poor results drove us to look for alternative approaches discussed in the following sections.
A Houbolt Scheme For The Solution Of System (19)
The algorithm we are going to investigate in this section is related to the B.T. Polyak Heavy Ball Method [69] . Actually, as shown by Su, Boyd and Candes [75] , the celebrated Nesterov minimization algorithm belongs to the heavy ball family. The Nesterov algorithm reads as
with s > 0 and β k > 0. According to [75] , the Nesterov algorithm (20) is nothing but a discrete form of
with a(t) = 3 t . The differential system (21) is definitely of the Polyak Heavy Ball type, with a vanishing damping term a(t) as t → +∞.
The second order in time differential system we associate with (19) reads as:
with m and γ two positive constants. Many methods are applicable to the numerical solution of system (22), the most obvious one is to introduce v i =u i , ∀i = 1, . . . , n, and solve the resulting equivalent first order system, namely
using one of these user friendly ODE solvers from MATLAB or other scientific computing packages. The scheme discussed below is a semi-implicit finite difference time-discretization scheme of the Houbolt type, a classical and popular scheme in structural dynamics (we used it, coupled to ADMM, to simulate the vibrations of nonlinear elastic beams (see [12] for details)). Its main drawback is that it requires a starting procedure, but this is not a difficult issue to overcome. The scheme we are going to use reads as follows (with as usual τ (> 0) a time-discretization step and U k an approximation of U(kτ)):
where the second relation is derived from the Taylor expansion:
at t = 0.
2) Computations of U 1 and U −1 : At t = 0, taking advantage of (25) and
one time-discretizes (22) by
Using (24), we can eliminate U −1 in (27), obtaining thus
which implies in turn
3) Computations of U k+1 for k ≥ 1: Assuming that U k ,U k−1 and U k−2 are known, we obtain U k+1 using the following second order accurate semi-implicit scheme of the Houbolt type:
System (31) has been obtained by discretizing (22) at t = (k + 1)τ, taking the following relations into account:
obtained by Taylor's expansions at t. It follows from (31) that, ∀i = 1, . . . , n, the term u k+1 i is solution of a cubic equation which has a unique solution if condition 2m
holds. If we assume that
then condition (33) will be automatically verified. From now on, we will assume that condition (34) holds.
A Lie Scheme for the Solution of System (19)
The first order in time ordinary differential equation associated with (19) reads:
The initial value problem (35) (a gradient flow) can be written also as
with operators A 1 and A 2 defined by
The structure of problem (36) suggests using operator-splitting for its time-integration from t = 0 to t = +∞. The simplest operator splitting scheme we can think about for the time-integration of problem (36) is clearly the following variant of the Lie scheme (known as the Marchuk-Yanenko scheme, very popular in Computational Mechanics and Physics for its simplicity and robustness (see, e.g., [35] and the references therein for details and applications)):
1) Initialization:
and
One can rewrite (39) using (37) as a nonlinear system:
which can be solved by employing, for example, the MATLAB function fsolve. Again, from (37), one can write problem (40) as
a system of n uncoupled cubic equations, which has a unique solution U k+1 if
For
For c = 0, condition (43) is simplified as
Assuming that (43) holds, one can solve the n equations in (42) by using Newton's method initialized with U k+ 1 2 .
6 On the Choice of the Parameters 6.1 Choice of γ, m and ε in the Houbolt Scheme
We relied on numerical experiments to investigate the influence of the parameters γ, m and ε on the convergence of the Houbolt Scheme. To begin with, we took ε = 10 −4 , γ = 20, m = 1. We observed that if the convergence is too slow or one is stuck on a local minimizer, then increasing γ and decreasing m will be helpful. Not surprisingly, decreasing (reasonably) ε leads to solutions closer to {−1, 1} n . More information on the influence of γ, m and ε on the convergence of the Houbolt scheme will be reported in Sections 8.1 and 8.2.
Choice of c
As suggested in Remark 1, we use parameter c in order to enhance the convexity of the functional V → c 2 V 2 2 + Π (V) over the ball B(0 R n ; r) (with r ≥ √ n). For guaranteeing the convexity, we may take
where ρ(∇ 2 Π (V)) stands for the spectral radius of ∇ 2 Π (V) (the Hessian matrix of functional Π at V). If d > 2, the above maximization problem is neither convex nor concave in general, making its solution computationally expensive for large values of n. Since
a cheaper (but not as sharp) alternative to (46) is provided by
Driven by (47), we consider the generic element
. We have then
a relation we can use to find an upper bound for the right hand side of (47) . We recall (see Remark 3) that for c large enough, penalty is necessarily inexact.
Choice of τ
There is no difficulty with the choice of τ for the Houbolt scheme. Indeed, relation (34) , namely τ ≤ √ 2mε suggests taking
The choice of τ for the Lie-Marchuk-Yanenko scheme is a little more complicated since a small τ is required to reduce the splitting error; on the other hand a small τ may imply a large number of iterations to reach convergence. There are two ways, in practice, to choose parameter τ. The first method consists taking τ verifying (43) (τ = ε 1−εc , for example). The second method relies on variable time steps; for example, we can use a sequence {τ k } k≥0 of variable time steps verifying
However, this method often leads to small time steps and slow down the convergence when k increases. The method we used in this article is a compromise between the two above approaches: Starting with
for k ≥ 0, we compute τ k+1 from τ k via the relation
where θ ∈ (0, 1) is a reduction ratio, e.g., θ = 0.8, and τ * is a threshold (i.e., the sequence {τ k } k≥0 is decreasing and belongs to the interval [τ * , τ 0 ]).
Remark 5
The Houbolt scheme being un-split does not suffer from a splitting error, authorizing therefore larger time steps than the Lie-Marchuk-Yanenko scheme for the same value of ε.
7 Estimating the distance between the local minimizers of the penalized problem (8) and the set {−1, 1} n One important question is how close (with respect to ε) are the local minimizers of the penalized problem (8) , to the closest element(s) of {−1, 1} n . We will prove below, that penalization leads to approximate solutions whose distance to {−1, 1} n is O(ε) if some reasonable conditions are verified.
Theorem 2
The positive parameter ε being fixed, let us denoted by J ε the functional
Suppose now that U ε is a local minimizer of functional J ε over the set B(0 R n ; r) (r > √ n), that is there exists an open ball B ε centered at U ε such that
Suppose also that the set B ε ∩ B(0 R n ; r) ∩ {−1, 1} n is non-empty and denote by δ the Euclidean distance from U ε to the set B ε ∩ B(0 R n ; r) ∩ {−1, 1} n . We have then
Proof Let us consider
Since B ε is a ball centered at U ε , we have necessarily (see Appendix)
Taking V = U * in (52) and combining with (54), we obtain
The mean value theorem and Cauchy-Schwartz inequality give
where [U ε , U * ] is the line segment between U ε and U * . It follows from (55), (56), U * 2 = √ n and Cauchy-Schwartz inequality that
Dividing by U * − U ε 2 , we obtain
which (from [U ε , U * ] ⊂ B(0 R n ; r) and the definition of δ ) proves the result (53) . Since the polynomial functional Π is Lipschitz continuous over B(0 R n ; r), then there exists a Lipschitz constant l r such that
Numerical Experiments
Our test instances are randomly generated in MATLAB. The multivariate polynomials are created by POLYLAB [59] (an efficient multivariate polynomial modeling toolbox on MATLAB developed by Y.S. Niu, code available on Github), which is chosen due to its high efficiency on polynomial construction and operations (such as derivatives, multiplications and additions), comparing to other existing MATLAB toolboxes such as MATLAB official symbolic toolbox (more than 100 times slower than POLYLAB) and Yalmip [50] (more than 5 times slower than POLYLAB). In our numerical tests, the coefficients of polynomials are integers randomly chosen in {−10, . . . , 10}, the decision variable of polynomials is V ∈ {−1, 1} n with n ∈ {2, 4, 6, 8, 10}, and the degree of polynomials is chosen in d ∈ {4, 5, 6}. Three methods, namely the Runge-Kutta (4,5) scheme, the Houbolt scheme and the Lie scheme are tested on a cluster at Shanghai Jiao Tong University equipped with 25 CPUs (Intel Xeon Gold 6148 CPU @ 2.40GHz). The setups of these methods are given as:
1. The Runge-Kutta (4,5) (cf., RK(4,5)) scheme: the method is used to solve the first-order ode formulation (23) . We use an existing implementation in MATLAB, ode45, based on an explicit Runge-Kutta (4,5) formula and the Dormand-Prince pair, with default MATLAB parameter settings. The initial and final time is set to be 0 and 1. 2. The Houbolt scheme: the method is described in Section 4. We set parameters ε ∈ {10 −4 , 10 −5 , 10 −6 }, γ = 50, m = 1, τ = √ 2mε and c = 100. 3. The Lie scheme: the method is given in Section 5, and the parameters are given as ε ∈ {10 −4 , 10 −5 , 10 −6 }, τ = min{ε/(1 − cε), 0.1}, and c = 100.
The nonlinear systems (31), (39) and (40) are solved by MATLAB nonlinear equation solver fsolve with default parameters. The starting points are all fixed to zero, and we measure the Euclidean distance δ between the computed solution U ε and its closest integer point round(U ε ) as δ = U ε − round(U ε ) . Some numerical results are summarized in Table 1 .
We observe that all the three methods converge to the computed solutions very closely to integer solutions with average distance δ of order O(10 −2 ). Their computing time are very comparable and all less than one second in average. Note that the Runge-Kutta scheme need much more time-steps than the Houbolt and Lie schemes, because Runge-Kutta is an explicit scheme which will often lead to more time-steps while the other two are either semi-implicit or implicit which often enjoys less time steps. Surprisingly, the computing time and the number of iterations for all proposed methods increase slightly when the dimension n and d increase, which leads to very stable methods against the issue of dimensionality.
Impact of ε
As we observed in Table 1 , the numerical solutions are very close to integers but still not exact integers with δ = 0. In order to improve the approximate solutions, we propose to reduce ε, but not too small, e.g., 10 −5 . Table 2 illustrate the numerical results with ε reduced from 10 −4 to 10 −5 and keeping the other parameters the same as in Table 1 . We are not surprised to see that the average error δ is reduced from the order O(10 −2 ) to the order O(10 −3 ). However, we need more iterations and computing time to archive convergence. The computing time for these methods are still very comparable. The Lie and Houbolt schemes seems to be slightly faster than the RK(4,5), and all of them often converge to the same solutions with differences in precision.
It worths noting that, for some high dimensional problems with large n and d, we observed randomly (but very rarely) that our methods could diverge (more often occurs in odd degree polynomial than in even degree polynomial), especially for the RK (4, 5) . In this case, decreasing ε often yields a convergent result with good accuracy. Figure 1 illustrates an example with n = 15 and d = 6 where the RK(4,5) di- verges for ε = 10 −5 , and converges for ε = 10 −6 and ε = 10 −7 to a computed solution (1.0074, 1.0071, 1.0075, 1.0077, 1.0080, −0.9957, −0.9960, 1.0087, 1.0071, 1.0079, −0.9954, 1.0073, 1.0078, 1.0064, 1.0082), which is very close to an integer point in {−1, 1} n . The horizontal and vertical axes in Figure 1 are corresponding to the first and second components of V. The blue point is the initial point 0 R n and the yellow point is the computed solution. −1) , and the convergence rates are also quite different with respect to γ. Generally speaking, a bigger γ leads to a faster convergence. The Houbolt scheme converges more directly and faster to the solution (1, −1), while the RK(4,5) converges to the same solution in a more oscillatory way, thus less efficiently. The parameter m works in an opposite way to the parameter γ, since a smaller m leads to a faster convergence. Figure 4 illustrates the impact of m on the convergence of the RK(4,5), a similar effect will be found to the Houbolt scheme as well. The impact of γ and m can be explained in term of physical damped systems (22) . In fact, both RK(4,5) and Houbolt schemes applying to system (22) simulate the trajectory of a heavy ball rolling on the frictional hyper-surface (the shape of the surface is defined by the objective functional of the penalty problem (6)) with γ being the friction factor of the surface, and m being the mass of the heavy ball. Therefore, the oscillations of the heavy ball will be suppressed when increasing γ and decreasing m, because of the clear fact that a less heavy ball rolling on a more frictional surface will stop more quickly to a stationary point. However, as we observed in these figures, the behaviors of the RK(4,5) and Houbolt schemes are very difference which is in some sense the most attractive part between the performances of the implicit and the explicit schemes. Based on these observations, we suggest increasing γ (but not too much) and decreasing m (again not too much) for the acceleration of the convergence of both algorithms.
Impact of c
Numerical tests show that c has very small effect to the convergence of the three methods when c is not too large (even if the functional V → c 2 V 2 2 + Π (V) is not convex over B(0 R n ; r) (r ≥ √ n)). However, c cannot be too large, since the term Π (V) will be negligible with respect to c 2 V 2 2 , which will make the functional V → c 2 V 2 2 + Π (V) close to the convex quadratic functional V → c 2 V 2 2 over B(0 R n ; r). Then the obtained numerical solution for problem (6) will be close to 0 R n . Moreover, too large c leads to ill-conditioned functional, and could probably produce instability issues in numerical computations. These issues are all observed in Figure 5 , in which γ = 30, m = 1 and c ∈ {0, 100, 10 5 }. We can see that there are almost no difference for each method with c = 0 (too small) and c = 100, but when c = 10 5 (too large), the RK(4,5) and Lie schemes converge to a point close to 0 R n , and the Houbolt scheme encounters an instability issue and does not converge anymore.
Impact of τ
In all above numerical experiments, we have fixed τ using (48) for the Houbolt scheme and (50) for the Lie scheme. Numerical results in Tables 1 and 2 strate that our methods perform well enough for problems of size n ≤ 10. However, the splitting error effect will become an important issue to the convergence of the Lie scheme for large-scale instances. Table 3 illustrates numerical results for instances with 10 ≤ n ≤ 20, d ∈ {4, 6}, ε = 10 −6 , m = 1, γ = 50, c = 100, t ∈ [0, 1], and fixed τ using (48) and (50) . We have noticed that the Lie scheme seems to be much slower on the average than the other two methods. Indepth analysis on the time consuming instances demonstrates that the number of iterations of the Lie scheme seems to be much more sensitive with respect to the parameter ε for large-scale cases. When ε decreased from 10 −5 to 10 −6 , the average number of iterations of the Lie scheme increased from less than 100 to 688, while the average number of iterations of the Houbolt scheme stayed at 48. So, if more iterations are needed from the Lie scheme, one of its main advantages is lost.
Moreover, the Lie scheme requires solving two nonlinear systems, (39) and (40) , to obtain U k+1 from U k ; on the other hand, the Houbolt scheme needs only one system (31) . Thus, when the problem size becomes large, the solution time for each nonlinear system will be also large. Then the increase in number of iterations will make big differences in total computing time. In this case, varying τ for the Lie scheme could improve the numerical performances as illustrated in Figure 6 with n = 16 and d = 6: We observe that all of the three cases have the same closest integer point (1, 1, 1, −1,  1, 1, 1, 1, 1, 1, 1, 1, 1, −1, 1, 1) , and their solutions have almost the same quality in precision, but the Lie scheme with variable steps leads to faster convergence than the Lie scheme with fixed step.
Optimality of the computed solutions
The penalty problems (6) and (8) are in general nonconvex optimization problems, and our proposed methods are first-order optimization approaches which can only find a stationary point (local minimizer at best). The quality of the computed solutions depends on the initial conditions, i.e., U 0 for the Lie scheme, and (U 0 , V 0 ) for the Houbolt and RK(4,5) schemes. In order to justify the quality of the computed solutions, we will compare the results with the exact global optimal solutions provided by an exhaustive method for solving problem (3). This method works only for small size problems, says n ≤ 16. Keep in mind that the total number of feasible solutions for (3) is 2 n . Due to the complicated and dense structure of general polynomial function Π (V) (with n variables and degree d) which has at most n+d d monomials, the evaluation of J ε (V) and its gradient ∇J ε (V) could be very time consuming. In POLYLAB, the evaluation procedure is coded in C language and called in MATLAB through mex function for better speed. Note that the polynomial evaluations will be significantly slower in pure MATLAB routine than in mex function. Moreover, all polynomial coefficients and exponents are designed as sparse matrices in POLYLAB which aims at handling more efficiently large-scale problems with sparse structure.
In order to deal with large-scale instances more effectively, we use parallel computing techniques in exhaustive method, and tested on our cluster with 25 CPUs. Moreover, we also designed a parallel scheme for our three methods (Lie scheme, Houbolt scheme, and RK(4,5)). Briefly speaking, each problem is solved simultaneously 25 times (one task per CPU) from randomly chosen initial conditions in [−1, 1] n , then we compare the obtained solutions and return the best one possessing the smallest and finite objective value. The average number of iterations avgiter, and the total computing time tt for solving all of these 25 problems using a parallel scheme are computed. Taking advantage of high performance devices, we are able to quickly find a better local solution with random multi-starts. Moreover, multi-starts will be also helpful to provide a computed solution even if some of starts may diverge which could happen in large-scale cases when ε is not small enough. Note that we use variable step strategy for the Lie scheme and fixed step way for the Houbolt scheme in order to get best numerical performances. The sparsity of tested polynomials is randomly chosen in [0.5, 1], which is a situation likely to arise in hard practical applications. Table 4 illustrates some numerical results of our methods comparing to the exact solutions provided by the exhaustive method.
In Table 4 , the column obj indicates the functional value of the polynomial Π at the computed solutions. The obj in exhaustive method provides the global minimum of Π on {−1, 1} n . We observe that for n ≤ 12, exhaustive method with 25 CPUs performs very fast (among the fastest one), since we only need to check simultaneously the values of Π on the set {−1, 1} n which consists of 2 12 , i.e., 4096 integer points at most, that is not a difficult task. For n > 12, the computing time for exhaustive method increases dramatically. However, it is interesting to observe that our proposed three methods seem to be quite stable in number of iterations regardless the increase of problem size. Note that the increase of d is much more sensitive to the computing time than the increase of n. Because if n is increased by k, then the number , ∀k ∈ N * . Thus the computing time increases faster with the increase of d than n. This can explains why the case n = 18, d = 6 is much more computational expensive than the case n = 20, d = 4, for example.
To find out relative gaps to the global optimal solutions, we illustrate in Table  5 the relative errors between the value of Π at the rounding solutions provided by our methods and at the exact solutions obtained by the exhaustive method via the formula:
We observe that the average relative errors for all numerical results are bounded of order O(10 −1 ) and some of them have zero errors, which confirms again the fact that our methods could provide high quality local optimal solutions.
Conclusion and Perspective
In this paper, we investigate how to deal with Boolean polynomial program using numerical solution methods for differential equations, namely the Houbolt scheme, the Lie scheme, and the Runge-Kutta scheme. Our methods are not limited to problem with polynomials but also applicable to any Boolean optimization problem involving differentiable non-polynomial functions. We first establish the equivalence between Boolean optimization and integer optimization with decision variables in {−1, 1} n , then we introduce a quartic penalty approximation for Boolean polynomial program, Table 5 Relative errors between computed solutions and exact solutions n d Houbolt Lie RK(4,5) errobj errobj errobj 2 4 0.00e + 00 0.00e + 00 0.00e + 00 2 5 0.00e + 00 0.00e + 00 0.00e + 00 2 6 0.00e + 00 0.00e + 00 0.00e + 00 4 4 0.00e + 00 0.00e + 00 0.00e + 00 4 5 0.00e + 00 6.79e − 01 0.00e + 00 4 6 0.00e + 00 7.45e − 01 0.00e + 00 6 4 0.00e + 00 0.00e + 00 0.00e + 00 6 5 6.42e − 01 6.80e − 01 6.86e − 01 6 6 8.34e − 01 0.00e + 00 6.61e − 01 8 4 4.65e − 01 5.53e − 01 7.21e − 01 8 5 0.00e + 00 5.69e − 01 0.00e + 00 8 6 8.78e − 01 9.12e − 01 8.15e − 01 10 4 7.83e − 01 7.49e − 01 4.61e − 01 10 5 7.96e − 01 7.63e − 01 7.83e − 01 10 6 9.10e − 01 8.06e − 01 5.44e − 01 12 4 0.00e + 00 0.00e + 00 0.00e + 00 12 5 4.63e − 01 4.63e − 01 4.63e − 01 12 6 5.24e − 01 5.11e − 01 9.69e − 01 14 4 5.80e − 01 5.80e − 01 5.80e − 01 14 5 8.35e − 01 9.09e − 01 8.87e − 01 14 6 9.51e − 01 9.41e − 01 7.40e − 01 16 4 0.00e + 00 0.00e + 00 0.00e + 00 16 5 8.04e − 01 9.03e − 01 9.03e − 01 16 6 7.05e − 01 7.05e − 01 7.05e − 01 18 4 8.80e − 01 8.23e − 01 9.25e − 01 18 5 9.31e − 01 9.50e − 01 9.40e − 01 18 6 9.02e − 01 9.51e − 01 9.04e − 01 20 4 2.94e − 01 2.94e − 01 2.94e − 01 20 5 9.11e − 01 9.48e − 01 9.66e − 01 20 6 9.69e − 01 0.00e + 00 7.90e − 01 average 5.02e − 01 5.14e − 01 4.91e − 01 and prove that any converging sub-sequence of minimizers for penalty problems converge to a global minimizer of the Boolean problem. It is interesting to observe that the distance between minimizers of penalty formulations and exact integer solutions is bounded of order O(ε) with penalty parameter ε. Then, we introduce three numerical methods (Houbolt, Lie and RK(4,5) schemes) to find local minimizers for penalty problem. The choice of parameters involved in these schemes is discussed. Numerical simulations show good performance of our methods which yield stable and fast convergence to obtain numerical solutions closing to integer ones with average relative error of order O(10 −1 ) to global minimizers. This paper show us that it is possible to apply numerical methods for differential equation to solve hard nonconvex optimization problems even discrete ones.
Many potential future works deserve more attentions. First, we can consider modifying our approaches to adapt optimization problems involving some constraints. It should be easy for some non-empty well-qualified constrained, such as linear constraints and convex constraints under Slater condition, based on the corresponding KKT system. Since the KKT system is still a polynomial equation, thus our methods could be applied directly without any difficulty. Moreover, it is interesting to consider more general cases to allow feasible regions defined by inequalities in polynomials (i.e., semi-algebraic sets), in which constraint qualification may not be verified (i.e., KKT system is no-longer necessary optimality condition anymore). Second, we would like to compare our methods with other classical optimization approaches and existing solvers for Boolean polynomial program. Moreover, we can extend our approaches to solve other hard combinatorial or continuous optimization problems, e.g., when the integer variables are restricted to some discrete set different from Boolean ones, or when the functional Π is not polynomial (e.g., convex/concave functions, Lipschitz functions, DC (difference-of-convex) functions etc.). We truly believe that many other numerical schemes for differential equations should be also useful to deal with hard optimization problems in a similar way once an ingenious differentiable optimization reformulation is established, and we hope that our article will share some lights to further more extensive researches in these directions.
iii) U * ∈ B ε because: U * ∈ B ε =⇒ U * − U ε 2 2 ≤ ε 2 , and we get from inequality (59) that U * − U ε 2 2 < ε 2 , which implies U * ∈ B ε .
Therefore, U * ∈ B ε ∩ B(0 R n ; r) ∩ {−1, 1} n and U * − U ε 2 < U * − U ε 2 which contradicts the assumption that U * is a minimizer of (58). Thus U * • U ε ≥ 0 R n .
Remark 7
The open ball B ε can not be replaced by an arbitrary neighborhood N ε of U ε , since the inequality U * − U ε 2 < ε cannot imply U * ∈ N ε .
