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Abstract
This is a report on an exploration of the effectiveness of a novel non-parametric bootstrap
method for estimating claims reserves, which we call the local chain ladder bootstrap tech-
nique. The method is simple and can readily be implemented in a spreadsheet. In addition
analytic estimates of the first few moments of reserves are shown to the readily evaluated,
obviating the need for simulation if desired. The behaviour of the method on three datasets
is presented and compared to published predictions of some other stochastic methods. In
addition, a small study of the method using simulated claims triangles is presented and
compared with other stochastic models.
In summary, this report presents:
• A simple mathematical proof of a symmetry property of the standard chain ladder
technique.
• A description of the novel local chain ladder bootstrap technique, with three variants
of it.
• A comparison of the local chain ladder bootstrap technique to published predictions
of reserve estimates for several other claims reserving techniques, using three sets of
historical data.
• The results of a simulation study in which claims triangles were simulated, and for
which the true distribution of reserves is thus known, comparing in an absolute sense
the predictive performance of the local chain ladder bootstrap technique and two
other standard techniques in the literature.
• A weblink to a program with a simple graphical user interface that implements the
local chain ladder bootstrap technique, and two other techniques, on an input claims
triangle. The program runs under the Microsoft Windows operating system, and is
freely available to download.
Keywords
Stochastic claims reserving; chain ladder; non parametric; bootstrap; distribution of re-
serves.
3
1 Introduction
For many years the chain-ladder technique for estimating claims reserves has been widely
used. Two reasons can be put forward for this: (i) a chain-ladder analysis is simple for
practitioners to implement; (ii) the results from a chain-ladder analysis usually accord
reasonably well with the expectations of experienced practitioners. One basic restriction
of the chain-ladder technique is that it can only provide a point estimate of the reserves.
In recent years there have been a number of proposals to overcome this limitation in order
to model the distribution of reserves. Many of these proposals use stochastic models that
either are based upon the chain-ladder technique, or are constructed in order to reproduce
the chain-ladder estimates in expectation. Interest in these models has grown among
academic actuaries because of the realization that the variability in the reserves can be
more informative that only a simple point estimate. These concerns have also prompted
interest from practising actuaries, however the use of such models in practise appears
limited. Two reasons could be put forward for this. Firstly, such models can be quite
complex mathematically, and so be difficult to implement. Secondly, there is no agreement
on which of the stochastic models is best to use. Even a single stochastic model may
have several variants distinguished, for example, by choice of distributions (gamma, over-
dispersed Poisson, normal, log-normal, etc.). In addition, some models based upon positive
distributions might not be applicable to data in which incremental claims are negative in
one or more development years.
This variety of stochastic models, and the lack of consensus on which model is ap-
propriate for particular data (eg: why use a gamma distribution instead of a log-normal
distribution?), means that a practising actuary could have difficulty in justifying the use
of a particular model to a regulator. One approach would be to estimate the distribution
of reserves using several models, and see if they approximately agree in their predictions:
the one providing the most conservative estimates might then used. This would not be a
problem if the models were simple to implement, however already mentioned they are quite
complex and so such a strategy could be beyond the resources available to many practising
actuaries.
In this report I present a new method of estimating reserves based on a simple bootstrap
simulation method. The result of the simulation is a sample from which the distribution of
reserves may be constructed and analysed. The method is non-parametric in nature—no
distributional assumptions, for example, about individual claim sizes or their number are
made. The model can cope with negative incremental claims.
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The plan of this paper is as follows. The next section summarises the standard chain-
ladder technique. I then present the new bootstrap method, which I call the local chain
ladder bootstrap model. Three variants of the method are presented. They are first applied
to some historical datasets, and then used in a simulation study in which claims triangles
are simulated and whose distribution of true completions are known.
2 The chain ladder technique
It is assumed that the reader is familiar with the standard chain ladder technique: ex-
positions may be found in (Taylor 2000) and (Wu¨thrich and Merz 2008). This section
introduces the notation used, and also discusses a non-standard formulation of the chain
ladder technique, and presents a simple mathematical proof of the identity of the two
methods.
2.1 Standard formalism
Rows label the period of origin of the claim. The columns represent the development year.
The data in the upper triangle represents the amount paid out on claims. Inflation etc. is
not modelled.
Following England and Verrall (2002), we use Cij to represent the incremental claim
amount in origin year (row) i and development year (column) j. With this notation, the
claims are laid out as in Table 1.
Table 1: Incremental claims-triangle format
Development year
Origin year 1 2 · · · j · · · n− 1 n
1 C1,1 C1,2 · · · C1,j · · · C1,n−1 C1,n
2 C2,1 C2,2 · · · C2,j · · · C2,n−1
· · · · · · · · · · · · · · · · · ·
i Ci,1 Ci,2 · · ·
· · · · · · · · · · · ·
n− 1 Cn−1,1 Cn−1,2
n Cn,1
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Summing a row year up to a certain development period leads to cumulative claims,
Dij =
j∑
k=1
Cik,
that are shown laid out in Table 2.
Table 2: Cumulative claims triangle
Development year
Origin year 1 2 · · · j · · · n− 1 n
1 D1,1 D1,2 · · · D1,j · · · D1,n−1 D1,n
2 D2,1 D2,2 · · · D2,j · · · D2,n−1
· · · · · · · · · · · · · · · · · ·
i Di,1 Di,2 · · ·
· · · · · · · · · · · ·
n− 1 Dn−1,1 Dn−1,2
n Dn,1
The purpose of analysing these data is to try and fill in the lower triangular parts
of these squares, and so estimate how much e.g. insurance companies will be ultimately
liable for, and hence how much they should retain in reserves. The chain ladder technique
consists of using the values in the development triangle to construct so-called development
factors λj, j = 2, . . . , n for each development year,
λj =
∑n−j+1
i=1 Di,j∑n−j+1
i=1 Di,j−1
.
These are used as multiplicative factors to fill-in the lower half of the cumulative claims
triangle, in a recursive manner according to the formula:
Dˆi,j+1 = λjDˆi,j, for j > n− i− 1
where we define the diagonal entries:
Dˆi,n−i+1 = Di,n−i+1 for i = 2, . . . , n.
The values in the final column of the completed square give the estimates of the total
claims for each year—also known as the ultimate claims. Subtracting from the ultimate
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of each row the corresponding diagonal entry in the triangle yields the estimate of the
reserves required for each year to meet the expected claim. This is illustrated in Table 3.
Adding up the expected reserves for each gives the total estimate of reserves required to
meet the claims.
Table 3: Cumulative development triangle
Origin year 1 2 · · · j · · · n− 1 n Ri
1 D1,1 D1,2 · · · D1,j · · · D1,n−1 Dˆ1,n 0
2 D2,1 D2,2 · · · D2,j · · · D2,n−1 Dˆ2,n Dˆ2,n −D2,n−1
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
i Di,1 Di,2 · · · Di,j · · · Dˆi,n−1 Dˆi,n Dˆi,n −Di,j
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
n− 1 Dn−1,1 Dn−1,2 · · · · · · · · · Dˆn−1,n−1 Dˆn−1,n Dˆn−1,n −Dn−1,2
n Dn,1 Dˆn,2 · · · Dˆn,j · · · Dˆn−1,n Dˆn,n Dˆn,n −Dn,1
2.2 Non-standard formalism
Consider the following small triangle of incremental claims, based on four development
years.
Origin Development year
year 1 2 3 4
1 5 8 3 4
2 2 7 1
3 6 5
4 3
Cumulating across columns, we get the cumulative claims triangle
Origin Development year
year 1 2 3 4
1 5 13 16 20
2 2 9 10
3 6 11
4 3
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From these, we find the usual chain-ladder development factors λ¯ = (2.54, 1.18, 1.25)
where λ2 = (13 + 9 + 11)/(5 + 2 + 6) = 33/13 = 2.54 etc.
Applying these in the usual way, we get the chain-ladder estimates of cumulative itali-
cized in the following table:
λ2 λ3 λ4
1 2 3 4
1 5 13 16 20
2 2 9 10 12.5
3 6 11 13 16.25
4 3 7.62 9 11.25
From this the estimates of incremental claim amounts can be found, here shown in the
following table in italics together with the observed incremental claims.
1 2 3 4
1 5 8 3 4
2 2 7 1 2.5
3 6 5 2 3.25
4 3 4.62 1.38 2.25
Adding together the italicised values yields the reserve estimate value of 16. All this is
an example of the standard chain ladder technique described in Section 2.1.
Now it turns out that the same results can be obtained from the incremental claims
triangle, by cumulating across rows instead of columns. we call this the non-standard chain
ladder technique. Thus for example, taking again the small example,
1 2 3 4
1 5 8 3 4
2 2 7 1
3 6 5
4 3
and cumulating across rows, we get:
1 2 3 4
1 5 8 3 4
ρ2 2 7 15 4
ρ3 3 13 20
ρ4 4 16
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From these, row “origin factors” ρ¯ = (ρ2, ρ3, ρ4) = (1.63, 1.5, 1.23) may be found, where
ρ2 = (7 + 15 + 4)/(5 + 8 + 3) = 26/16 = 1.63
ρ3 = (13 + 20)/(7 + 15) = 33/22 = 1.5
ρ4 = 16/13 = 1.23
Applying these factors to the previous triangle, we get cumulative row estimates of
1 2 3 4
1 5 8 3 4
2 7 15 4 6.5
3 13 20 6 9.75
4 16 24.62 7.38 12
From which, subtracting adjacent row entries in the lower triangle, we get the incre-
mental estimates,
1 2 3 4
1 5 8 3 4
2 2 7 1 2.5
3 6 5 2 3.25
4 3 4.62 1.38 2.25
which is the same as before using the usual column development factors, and hence the
same reserve estimate.
This equality is no coincidence, as is now shown.
2.3 Equivalence of the two approaches
Suppose we have an incremental claims triangle of size n, with incremental claim in year
i and development year j denoted by Ci,j. Then the entries in the cumulative claims
triangle are Di,j where Di,1 = Ci,1, and Di,j = Ci,j + Di,j−1 with i + j ≤ n. Alternatively,
Di,j =
∑j
k=1Ci,k.
Now the development factor for column j, (j = 2, . . . , n) and denoted by λj, is given
by:
λj =
∑n−j+1
i=1 Di,j∑n−j+1
i=1 Di,j−1
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However, this may be expressed in terms of the incremental claims as the ratio of two
double summations:
λj =
∑n−j+1
i=1
∑j
k=1Ci,k∑n−j+1
i=1
∑j−1
k=1Ci,k
which we can write as:
λj =
(∑n−j+1
i=1
∑j−1
k=1Ci,k
)
+
(∑n−j+1
i=1 Ci,j
)
∑n−j+1
i=1
∑j−1
k=1Ci,k
= 1 +
∑n−j+1
i=1 Ci,j∑n−j+1
i=1
∑j−1
k=1Ci,k
Now, we have, applying the chain-ladder technique, that
Dˆi,j = λjDˆi,j−1
hence the incremental claim estimate Cˆi,j is given by
Cˆi,j = Dˆi,j − Dˆi,j−1 = (λj − 1)Dˆi,j−1 =
∑n−j+1
r=1 Cr,j∑n−j+1
r=1
∑j−1
k=1Cr,k
Dˆi,j−1
Now suppose that j = n − i + 2, that is one year ahead from the latest observed
incremental claim in the i-th row. Then we have that Dˆi,j−1 = Di,n−i+1 =
∑n−i+1
k=1 Ci,k, so
that
Cˆi,n−i+2 =
(∑i−1
r=1Cr,n−i+2
)(∑n−i+1
k=1 Ci,k
)
∑i−1
r=1
∑n−i+1
k=1 Cr,k
This formula is illustrated for the estimate of the entry C5,4 in the 7 × 7 table. The
two terms in the numerator are sums over the rectangles in row 5 and column 4, whilst
the denominator is the sum of terms in the rectangular are spanned by the first four rows
and the first three columns.
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1 2 3 4 5 6 7
1 C1,1 C1,2 C1,3 C1,4 C1,5 C1,6 C1,7
2 C2,1 C2,2 C2,3 C2,4 C2,5 C2,6
3 C3,1 C3,2 C3,3 C3,4 C3,5
4 C4,1 C4,2 C4,3 C4,4
5 C5,1 C5,2 C5,3 Cˆ5,4
6 C6,1 C6,2
7 C7,1
The table illustrates the symmetry involved in evaluating Cˆ5,4
Cˆ5,4 =
(∑4
k=1Ck,4
) (∑3
k=1C5,k
)∑4
r=1
∑3
k=1Cr,k
=
(∑3
k=1C5,k
) (∑4
k=1Ck,4
)∑3
k=1
∑4
r=1Cr,k
This is what would be obtained by making the ”origin factors” vertically. More formally,
let Υi,j denote ”cumulative sums” over the j-th column entries in the first i rows, with row
origin factor denoted by ρi. That is, Υ1,j = C1,j, and Υi,j = Ci,j + Υi−1,j with i + j ≤ n.
Alternatively, Υi,j =
∑i
k=1Ck,j. The row origin factor for row i (i = 2, . . . , n) is given by:
ρi =
∑n−i+1
k=1 Υi,k∑n−i+1
k=1 Υi−1,k
= 1 +
∑n−i+1
k=1 Ci,k∑n−i+1
k=1 Υi−1,k
This is illustrated for the 7× 7 table:
1 2 3 4 5 6 7
1 C1,1 C1,2 C1,3 C1,4 C1,5 C1,6 C1,7
ρ2 2 Υ2,1 Υ2,2 Υ2,3 Υ2,4 Υ2,5 Υ2,6
ρ3 3 Υ3,1 Υ3,2 Υ3,3 Υ3,4 Υ3,5
ρ4 4 Υ4,1 Υ4,2 Υ4,3 Υ4,4
ρ5 5 Υ5,1 Υ5,2 Υ5,3
ρ6 6 Υ6,1 Υ6,2
ρ7 7 Υ7,1
Now we have the estimate:
Υˆi,j = ρiΥˆi−1,j
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from which the incremental claim estimate is
Cˆi,j = (ρi − 1)Υˆi−1,j
=
∑n−i+1
k=1 Ci,k∑n−i+1
k=1 Υi−1,k
Υˆi−1,j
=
∑n−i+1
k=1 Ci,k∑i−1
r=1
∑n−i+1
k=1 Cr,k
Υˆi−1,j
Now suppose that j = n− i+ 2, that is just below the observed diagonal values. Then
we have that Υˆi−1,n−i+2 = Υi−1,n−i+2 =
∑i−1
r=1Cr,n−i+2, so that
Cˆi,n−i+2 =
(∑n−i+1
k=1 Ci,k
)(∑i−1
r=1Cr,n−i+2
)
∑i−1
r=1
∑n−i+1
k=1 Cr,k
which is the same as obtained via the usual chain-ladder formulation.
Looking at the 7× 7 example, filling in the entries just below the diagonal, we have:
λ2 λ3 λ4 λ5 λ6 λ7
1 2 3 4 5 6 7
1 C1,1 C1,2 C1,3 C1,4 C1,5 C1,6 C1,7
ρ2 2 C2,1 C2,2 C2,3 C2,4 C2,5 C2,6 Cˆ2,7
ρ3 3 C3,1 C3,2 C3,3 C3,4 C3,5 Cˆ3,6
ρ4 4 C4,1 C4,2 C4,3 C4,4 Cˆ4,5
ρ5 5 C5,1 C5,2 C5,3 Cˆ5,4
ρ6 6 C6,1 C6,2 Cˆ6,3
ρ7 7 C7,1 Cˆ7,2
Now consider the estimates for the incremental claims just below the diagonal of this
table. We begin with the estimate Cˆ3,7. Using the usual development factors, we have
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Cˆ3,7 = (λ7 − 1)Dˆ3,6
= (λ7 − 1)
(
5∑
j=1
C3,j + Cˆ3,6
)
= (λ7 − 1)
(
5∑
j=1
C3,j + (λ6 − 1)
5∑
j=1
C3,j
)
= λ6(λ7 − 1)(
5∑
j=1
C3,j)
=
∑2
r=1
∑6
k=1Cr,k∑2
r=1
∑5
k=1Cr,k
× C1,7∑6
k=1C1,k
×
5∑
j=1
C3,j
Using the row origin factors we get the same result:
Cˆ3,7 = (ρ3 − 1)Υˆ2,7
= (ρ3 − 1)(C1,7 + Cˆ2,7)
= (ρ3 − 1)(C1,7 + (ρ2 − 1)C1,7)
= (ρ3 − 1)ρ2C1,7
=
∑5
j=1C3,j∑2
r=1
∑5
k=1Cr,k
×
∑2
r=1
∑6
k=1Cr,k∑6
k=1C1,k
× C1,7
Similarly,
Cˆ4,6 = λ5(λ6 − 1)(
4∑
j=1
C4,j)
=
∑3
r=1
∑5
k=1Cr,k∑3
r=1
∑4
k=1Cr,k
×
∑2
r=1Cr,6∑2
r=1
∑5
k=1Cr,k
× (
4∑
j=1
C4,j)
=
∑3
r=1
∑5
k=1Cr,k∑2
r=1
∑5
k=1Cr,k
×
∑4
j=1C4,j∑3
r=1
∑4
k=1Cr,k
×
2∑
r=1
Cr,6
= ρ3(ρ4 − 1)×
2∑
r=1
Cr,6
= (ρ4 − 1)Υˆ3,6
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Similarly, the remaining estimates Cˆ5,5, Cˆ6,4Cˆ7,3 can be obtained using the standard
chain-ladder technique, and can be shown to equal to the equal to the respective entries
is calculated using the row origin factors. However we wish to show equivalence of both
methods for all missing entries in arbitrary sized claims triangle, so we need some notation
to help in the proof.
The notation we shall use is an implied summation, indicated by raised indices. Thus
if Yi,j is some set of numbers defined over a square array of indices i = 1, . . . , n and
j = 1, . . . , n, then we define:
Y ij =
i∑
r=1
Yy,j
Y ji =
j∑
k=1
Yi,k
Y i:j =
i∑
r=1
j∑
k=1
Yr,k
Using this summation notation we have, for a claims triangle of size n:
λj =
Cn−j+1:j
Cn−j+1:j−1
λj − 1 =
Cn−j+1 j
Cn−j+1:j−1
ρi =
Ci:n−i+1
Ci−i:n−i+1
ρi − 1 = C
n−i+1
i
Ci−i:n−i+1
Now consider the chain ladder estimate of the missing entry Ci,n−i+1+m for m > 0.
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With m = 1 this is given by
Cˆi,n−i+2 = (λn−i+2 − 1)Dˆi,n−i+1
=
Ci−1n−i+2
Ci−1:n−i+1
C n−i+1i
=
C n−i+1i
Ci−1:n−i+1
Ci−1n−i+2
= (ρi − 1)Υi−1,n−i+1
For m > 1 this is given by
Cˆi,n−i+1+m = λn−i+2 . . . λn−i+m(λn−i+m+1 − 1)Dˆi,n−i+1
=
Ci−1:n−i+2
Ci−1:n−i+1
Ci−2:n−i+3
Ci−2:n−i+2
. . .
Ci−m+1:n−i+m
Ci−m+1:n−i+m−1
Ci−mn−i+m+1
Ci−m:n−i+m
C n−i+1i
=
C n−i+1i
Ci−1:n−i+1
Ci−1:n−i+2
Ci−2:n−i+2
. . .
Ci−m+1:n−i+m
Ci−m:n−i+m
Ci−mn−i+m+1
= (ρi − 1)ρi−1ρi−2 . . . ρi−m+1Υi−m,n−i+m+1
which proves the identity of the usual chain-ladder development and the row origin factor
estimates.
3 The Local Chain Ladder Bootstrap method
We now describe our technique for estimating the distribution of reserves from a non-
parametric bootstrap procedure. The technique consists of two parts. First we construct a
set of local ratios. Then we form bootstrap samples of these to form completed cumulative
claims triangles, which on repetition yields a simulation of the reserves. If the construction
of the development factors proceeds in a similar manner to the standard chain ladder
technique, we call this the horizontal method. An alternative method following the non-
standard technique we call the vertical method. Finally a blend of the two methods is
presented that we call the mixed method.
3.1 The horizontal method
In the standard chain ladder technique, development factors are formed by taking the ratios
of column sums in the cumulative claims triangle. For the local chain ladder bootstrap
method we form just the ratios of neighbouring values in the cumulative claims distribution
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table. That is, we calculate the ratios
λi,j+1 = Di,j+1/Di,j,
for each pair of neighbouring values in the cumulative claims distribution table, this is
illustrated in Table 4, in which the first column gives the initial claims amounts, and the
remaining entries show the local development factors. This part is only performed once.
Table 4: Claims triangle
Development year
Origin year 1 2 · · · j · · · n− 1 n
1 D1,1 λ1,2 · · · λ1,j · · · λ1,n−1 λ1,n
2 D2,1 λ2,2 · · · λ2,j · · · λ2,n−1
· · · · · · · · · · · · · · · · · ·
i Di,1 λi,2 · · ·
· · · · · · · · · · · ·
n− 1 Dn−1,1 λn−1,2
n Dn,1
The second step is to construct a bootstrap sample, which we do as follows: we fill
in empty cell Table 4 below the lower diagonal with one of the local development factors
calculated in step 1, where we choose the local development factor by sampling with re-
placement from those in the column in which the empty cell is located. Thus for example,
the empty cell located at (n, 2) will be randomly filled with one of the n− 1 local develop-
ment factors λj,2 : j = 1, . . . , n− 1. The final column will be filled with λ1,n because there
is only one choice of local development factors to choose from.
Having filled the cumulative claims distribution table with sampled local development
factors, the ultimate claims for each row can be found by multiplying together all entries in
the row, that is, the initial claim amount and the remaining n−1 local development factors.
This yields one bootstrap sample of ultimate claims, from which a sample of reserves can
be found.
By repeatedly carrying out the second step on the lower diagonal, we obtain as big
a bootstrap sample as desired, from which the distribution of the reserves for individual
years and the distribution of total reserves may be empirically estimated, together with
summary statistics such as mean and variance of reserves.
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3.1.1 Analytic results
As an alternative to simulations for estimation lower order moments such as the mean and
variance of reserves, one can use the local development factors to calculate explicitly these
quantities as they would be found from an sample bootstrap of infinite size.
Consider the i-th row of the cumulative claims triangle. The diagonal element will be
Di,n−i+1. Let us denote the local development factor sampled in column j for this row by
Λi,j, this will be sampled from the set of values {λ1,j, λ2,j, . . . , λn−j−1,j}. The ultimate for
row i will then take the value
Di,n−i+1
n∏
j=n−i+2
Λi,j.
Now the Λi,j in the various columns are sampled independently, hence the expected value
of the bootstrap sample cumulative value in the final column of row i will be
E
[
Di,n−i+1
n∏
j=n−i+2
Λi,j
]
= Di,n−i+1
n∏
j=n−i+2
E[Λi,j]. (1)
The quantity E[Λi,j] for column j is simply found by averaging the local development
factors in column j. Hence the mean in (1) may easily be found without simulation.
The same applies for higher moments, thus for any integer k ≥ 1:
E
(Di,n−i+1 n∏
j=n−i+2
Λi,j
)k = Dki,n−i+1 n∏
j=n−i+2
E[Λki,j], (2)
where the factors E[Λki,j] may be found by averaging the k-th powers of the local develop-
ment factors in column j. From these moments, the mean, variance and skewness of the
reserves according to the local chain ladder bootstrap method may be calculated.
3.1.2 Nature of the assumptions
The basic assumption in the bootstrap algorithm as presented above is that the local
development factors within a column are independent and identically distributed. Many
stochastic models for claims triangles assume that incremental claims in different origin
years are independent, and so the assumption of independence of local development factors
within a column is not too unreasonable. The assumption of being identically distributed is
used when generating the bootstrap-replicates, because of the sampling with replacement.
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However it is one assumption that could be challenged, and indeed as we analyse the three
datasets in the Section 4 we shall see how a judgement can be made and suggest ways in
which the bootstrap may be modified if the identically distributed assumption is found to
be lacking.
3.2 The vertical method
In Section 2.3 we showed the equivalence of the standard and non-standard chain ladder
techniques. The horizonal local chain ladder bootstrap of the previous section is based on
the standard chain ladder; an alternative, but non-equivalent method local chain ladder
bootstrap method based on the non-standard bootstrap mey be developed. In this local
origin factors are formed and boostrap samples made using these. This is illustrated for
the 7× 7 table:
1 2 3 4 5 6 7
1 D1,1 D1,2 D1,3 D1,4 D1,5 D1,6 D1,7
2 ρ2,1 ρ2,2 ρ2,3 ρ2,4 ρ2,5 ρ2,6
3 ρ3,1 ρ3,2 ρ3,3 ρ3,4 ρ3,5
4 ρ4,1 ρ4,2 ρ4,3 ρ4,4
5 ρ5,1 ρ5,2 ρ5,3
6 ρ6,1 ρ6,2
7 ρ7,1
Thus to find a bootstrap value of Υˆ2,7, we take D1,7 and multiply it by one of the six
ρ2,j which are sampled uniformly at random. Other entries are found similarly. Then by
row-wise subtraction, a sample of incremental values on the lower diagonal is obtained,
from which ultimates may be found.
I have not found explicit expressions for the expectations of the reserves, the formulae
appear much more complicated, but it seems feasible that they could be found with a
computer algorithm.
3.3 The mixed method
The mixed method combines both the standard and non-standard chain ladder technique
into a local chain ladder bootstrap technique. This is illustrated in finding the (4, 5) entry
in the 7× 7 table.
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1 2 3 4 5 6 7
1 D1,1 D1,2 D1,3 D1,4 D1,5 D1,6 D1,7
2 - - - - λ2,5 -
3 - - - - λ3,5
4 ρ4,1 ρ4,2 ρ4,3 ρ4,4
5 - -
6 -
7 -
Here we find the sampled incremental value of the (4, 5) entry by using either the local
development factors λ2,5 or λ3,5, or the local origin factors ρ4,1, ρ4,2, ρ4,3 or ρ4,4, one of
which is sampled uniformly.
Note that in this method, the square is completed by filling in the lower subdiagonals
in turn, starting from the largest and ending with the (n, n) entry.
Again, we have not found explicit expressions for the expectations of the reserves, the
formulae appear even more complicated than in the case of the vertical method.
4 Application to historical data sets
In this section we consider three datasets that have been analysed by other methods in the
literature. This enables a comparison of the local chain ladder bootstrap method to results
from the analysis of other other stochastic claims reserving models. For each of the three
datasets we shall only compare the horizontal bootstrap method to the other methods, as
moments can be found explicitly without recourse to bootstrap sampling.
4.1 Data set 1
Our first dataset is taken from England and Verrall (2001), and refers to incremental paid
losses from an aggregation of classes of business. The data appears in Appendix A, in
both incremental and cumulative format. The incremental values have a negative value
at position (3, 3). England and Verrall (2001) analysed this data using an over-dispersed
Poisson model with a logarithmic link function. They considered three choices of the
predictor structure:
1. The model of Renshaw and Verrall (1998)
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ηij = c+ αi + βj
2. The Hoerl curve model (ignoring inflation):
ηij = µj + c+ αi + β log(j) + γj
3. A generalised additive model smoothed over log development time:
ηij = µj + c+ αi + sθj(log(j)).
We shall refer to these models as ODP1, ODP2 and ODP3 respectively. They also consid-
ered gamma models using the same three predictor structures above, which we shall refer
to as G1, G2 and G3 respectively. The reader is referred to the original paper for more
details about the models.
Table 5: Local development factors for Dataset 1. The first column shows the initial claims
amounts in the first development year, the remainder of the cells in the triangle show the
local development factors. the column means of the local development factors are also show,
together with development factors calculated using the chain-ladder technique. The final
row shows the mean squares of the local development factors that are used in estimating
the standard deviation of the reserve estimates.
Initial Development year
Claim 2 3 4 5 6 7 8 9 10
45630 1.51172 1.04239 1.02501 1.02723 1.01590 1.01688 1.00720 1.00986 1.00781
53025 1.49912 1.03559 1.02123 1.00871 1.01679 1.00463 1.00620 1.00390
67318 1.62885 0.98309 1.02948 1.02744 1.02878 1.02480 1.02174
93489 1.40083 1.05674 1.04804 1.02901 1.03861 1.01219
80517 1.41061 1.06043 1.03593 1.03208 1.01825
68690 1.49397 1.05501 1.05706 1.03040
63091 1.51034 1.09380 1.06600
64430 1.50428 1.08681
68548 1.51593
76013
Mean 1.49730 1.05173 1.04039 1.02581 1.02367 1.01462 1.01171 1.00688 1.00781
CL 1.49057 1.05165 1.04194 1.02676 1.02538 1.01492 1.01303 1.00673 1.00781
Mean Sq 2.24578 0.98414 1.08267 1.05235 1.04797 1.02952 1.02361 1.01382 1.01567
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The first step in the bootstrap process is to calculate the local development factors.
These are displayed in Table 5. Notice that in each column the average of the local de-
velopment factors is quite close to the development factor calculated by the chain-ladder
technique. From the analysis of Section 3.1.1 this suggests that the mean reserves calcu-
lated by the two methods will be similar. That this is so is shown in Table 6, which shows
the mean reserve estimates for each accident year and the total for the various models.
Table 6: Predictions of mean reserve estimates for Dataset 1: Chain ladder prediction, the
local chain ladder bootstrap, and the six models of England and Verrall (2002)
Accident CL Local ODP1 ODP2 ODP3 G1 G2 G3
year mean CL
1 0 0 0 0 0 0 0 0
2 683 683 683 1,085 622 488 675 450
3 1,792 1,811 1,792 3,101 1,998 2,086 3,296 2,205
4 4,363 4,178 4,363 6,129 4,470 5,240 6,818 5,300
5 5,657 5,460 5,657 7,173 5,940 6,169 7,061 6,313
6 8,209 7,817 8,209 8,689 8,106 9,750 9,305 9,427
7 10,914 10,423 10,914 11,031 11,106 15,080 13,029 15,097
8 15,199 14,536 15,199 14,765 15,112 18,498 15,069 17,671
9 21,135 20,457 21,135 24,002 21,293 20,470 24,400 20,896
10 60,335 60,207 60,335 59,625 60,377 60,043 59,576 58,519
Total 128,286 125,572 128,286 135,600 129,024 137,824 139,229 135,878
In table Table 7 we compare the standard deviation of the local chain ladder bootstrap
method to the prediction errors of the other methods. Note that the latter are larger. This
can be explained in that they also take into account uncertainty in the estimates of the
parameters of the model, a component that is not present (in an obvious manner) in the
non-parametric local chain ladder bootstrap bootstrap method.
Now let us examine one of the assumptions of the local chain ladder bootstrap proce-
dure. Consider the sampling for the cell (n, 2). We sample the local development factors
from the nine given in column 2 of Table 5, and will use this to multiply by the initial
claim amount in cell (n, 1) to get a random draw of the cumulative claim amount for cell
(n, 2). Now in sampling with replacement, we are making the tacit assumption that the
choice of local development factor to be used does not depend on the size of the initial
claim amount in cell (n, 1). A simple way to test this assumption is to draw a scatter-
plot of the local development factors in column to against the corresponding initial claim
amounts. Such plot is shown in Figure 2. From the plot there does not appear to be much
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Table 7: Standard deviations for local stochastic chain ladder, and prediction errors for
the other models, expressed as percentages of mean estimates. Dataset 1
Accident Local PE PE PE PE PE PE
year sd ODP1 ODP2 ODP3 G1 G2 G3
1 -
2 0% 159% 95% 110% 62% 46% 43%
3 20% 100% 61% 62% 43% 36% 33%
4 29% 63% 46% 43% 36% 32% 29%
5 26% 50% 43% 38% 32% 30% 28%
6 22% 40% 39% 33% 31% 29% 28%
7 18% 34% 34% 29% 31% 29% 29%
8 18% 28% 30% 25% 32% 30% 31%
9 23% 24% 23% 22% 36% 35% 35%
10 13% 17% 17% 16% 52% 48% 48%
Total 8% 15% 15% 12% 25% 23% 24%
Total reserves
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Figure 1: Distribution of total reserves for Dataset1, according to the horizontal local chain
ladder bootstrap method, based on a sample of 1000 simulations.
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dependence on the two factors, except perhaps for large claim amounts: however as there
are only a few data-points this might not be the case. We are going to apply the sampled
local development factor to a claim amount of 76013, so it would appear that sampling at
random from all of the local development factors would appear to be ok. If the pattern of
slightly lower development factor for higher claim amounts as displayed by the scatter-plot
is correct, then perhaps this means our estimates are slightly above what they should be.
We shall see different behaviours in the next two datasets.
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Figure 2: Scatter-plot of local development factors in development year 2 against the claim
amounts that they are obtained from. For dataset 1
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4.2 Data set 2
The second dataset we analyse is given in Appendix B, was presented by Taylor and Ashe
(1983). This dataset has been analysed by a number of authors whose results have been
collected together in the paper of England and Verrall (1999) that we take from here for
further comparison to the local chain ladder bootstrap method.
As before, the first step in the local chain ladder bootstrap method is to find the local
development factors, these are shown in Table 8.
Table 8: Local development factors for Dataset 2. The first column shows the initial claims
amounts in the first development year, the remainder of the cells in the triangle show the
local development factors. the column means of the local development factors are also
show, together with development factor calculated using the chain-ladder technique.
Initial Development year
Claim 2 3 4 5 6 7 8 9 10
357848 3.14320 1.54281 1.27830 1.23772 1.20921 1.04408 1.04037 1.06301 1.01772
352118 3.51058 1.75549 1.54529 1.13293 1.08449 1.12811 1.05727 1.08650
290507 4.44845 1.71672 1.45826 1.23208 1.03686 1.12001 1.06058
310608 4.56800 1.54705 1.71178 1.07252 1.08736 1.04708
443160 2.56420 1.87296 1.36154 1.17422 1.13831
396132 3.36559 1.63568 1.36916 1.23644
440832 2.92280 1.87810 1.43939
359480 3.95329 2.01565
376686 3.61918
344014
Mean 3.56614 1.74556 1.45196 1.18098 1.11125 1.08482 1.05274 1.07475 1.01772
CL 3.49061 1.74733 1.45741 1.17385 1.10382 1.08627 1.05387 1.07656 1.01772
Mean Sq 13.11458 3.07200 2.12556 1.39856 1.23830 1.17838 1.10834 1.15523 1.03576
Note again that the average of the local development factors in each column is close
to that of the standard chain-ladder development factors, thus again we would expect the
predictions of the mean reserves should be similar for the two methods. That this is so is
shown in Table 9, which shows the mean reserve estimates for each accident year and the
total for the various models. This table shows that the prediction of means reserves for the
local chain ladder bootstrap model is in line with the chain ladder model and the various
other models.
Next we looked at the standard deviation of the local chain ladder bootstrap model,
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Table 9: Predictions of mean reserve estimates for Dataset 2 for the local chain ladder
bootstrap, and from various other models as given presented by England and Verrall(1999).
(See this paper for the sources of the other models.) Values have been scaled by a factor
of 1000.
Accident CL local Poisson Gamma Renshaw/
year mean clb GLM GLM Mack(1991) Verrall(1991) Christofides Zehnwirth
2 95 95 95 93 93 96 111 109
3 470 461 470 447 447 439 482 473
4 710 695 710 611 611 608 661 648
5 985 965 985 992 992 1011 1091 1069
6 1,419 1,433 1419 1453 1453 1423 1531 1500
7 2,178 2,227 2178 2186 2186 2150 2311 2265
8 3,920 3,954 3920 3665 3665 3529 3807 3731
9 4,279 4,301 4279 4122 4122 4056 4452 4364
10 4,626 4,753 4626 4516 4516 4340 5066 4965
Total 18,681 18,883 18,682 18,085 18,085 17,652 19,512 19,124
Table 10: Prediction errors as a percentage of reserve estimates according to the various
models presented by England and Verrall(1999). (See this paper for the sources of the
other models.)
Accident Local Mack’s Poisson Bootstrap Gamma Mack Verrall Renshaw/ Zehnwirth
dist. GLM chain Chain
year clb free analytic ladder GLM (1991) (1991) Christofides
2 0 80 116 117 48 40 (49) 49 54 49
3 13 26 46 46 36 30 (37) 37 39 35
4 10 19 37 36 29 24 (30) 30 32 29
5 19 27 31 31 26 21 (26) 27 28 25
6 23 29 26 26 24 20 (25) 25 26 24
7 22 26 23 23 24 20 (25) 25 26 24
8 21 22 20 20 26 21 (26) 27 28 26
9 20 23 24 24 29 24 (30) 30 31 30
10 25 29 43 43 37 31 (38) 38 40 39
Total 10 13 16 16 15 - 15 16 16
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and compared it with the prediction errors of the various other models: these are shown
in Table 10. Again that for the local chain ladder bootstrap is smaller than for the other
methods. Figure 3 show the distribution of total reserves based on a bootstrap sample of
1000 observations.
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Figure 3: Distribution of total reserves for Dataset 2, according to the horizontal local
chain ladder bootstrap method, based on a sample of 1000 simulations
Now let us plot the local development factors in development year 2 against the initial
claims amounts: this is done in Figure 4. Here we see a strong dependence of the two
variables, with a linear correlation coefficient of -0.91. This suggest that the sampling with
replacement is not be the appropriate procedure for this dataset. Now the total claim
amount that the sampled development factor is going to be applied to is 344014. Fitting
a linear regression line yields a predicted value of 3.8662 for the mean local development
factor that should be applied here. This is slightly above the mean of 3.566 of the local
development factors in development year 2, which suggest our estimate of reserves for
accident year 10 is on the low side, by about 8 percent or so. In addition it would appear
that the two large development factors at the top left of the plot together with the smallest
at the bottom right are perhaps less likely values and so a simple sampling of all of the
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factors is perhaps not appropriate for this dataset. By including them equally with the
other factors, we have inflated the variability in our bootstrap sample. Two options suggest
themselves: (i) do not use these three values in the set of local development factor when
drawing a sample; (ii) put weights on the various local development factors so that they
are not sampled equally likely. As there could be many ways of doing this, I did not pursue
this.
Note that as a corollary, if the claim amount were around 30000, then this simple
diagnosis would suggest an underestimation the reserves. Conversely, it if were high, say
around 45000, then it would be overestimating the reserves. In both cases we would be
overestimating the variability.
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Figure 4: Scatter-plot of local development factors in development year 2 against the claim
amounts that they are obtained from. For Dataset 2
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4.3 Data set 3
We now come to the third dataset, which is taken from (Mack 1991), and is given in
Appendix C. Notice this table has a negative incremental claim at position (2, 7). The set
of local development factors is shown in Table 11
Table 11: Local development factors for Dataset 3
Initial Development year
claim 2 3 4 5 6 7 8 9 10
5012 1.64984 1.31902 1.08233 1.14689 1.19514 1.11297 1.03326 1.00290 1.00922
106 40.42453 1.25928 1.97665 1.29214 1.13184 0.99340 1.04343 1.03309
3410 2.63695 1.54282 1.16348 1.16071 1.18570 1.02922 1.02637
5655 2.04332 1.36443 1.34885 1.10152 1.11347 1.03773
1092 8.75916 1.65562 1.39991 1.17078 1.00867
1513 4.25975 1.81567 1.10537 1.22551
557 7.21724 2.72289 1.12498
1351 5.14212 1.88743
3133 1.72199
2063
Mean 8.20610 1.69589 1.31451 1.18293 1.12696 1.04333 1.03436 1.01799 1.00922
CL 2.99936 1.62352 1.27089 1.17167 1.11338 1.04193 1.03326 1.01694 1.00922
Mean Sq 202.70628 3.07272 1.81412 1.40303 1.27450 1.09043 1.06994 1.03654 1.01852
One point to note is that again the means of the local development factors are close to
the chain ladder development factors, with the marked exception for this in development
year 2. Here there a large range of values for the local development factors, with a large
value of 40.42 in the second accident year which looks like an outlier. With the mean in this
column being 2.73 times the chain ladder development factor, we could anticipate that the
estimates of reserves for this accident year will be almost 3 times that of the chain-ladder
estimate, and this is indeed the case, as shown in Table 12
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Table 12: Mean reserves for Dataset 3, according to chain ladder, local chain ladder boot-
strap, and a range of other models presented in England and Verrall (2002). (See this
paper for details and references about these other models.)
Accident CL Local O.D. Negative Normal/ Mack1 Mack2 LogNormal Gamma
year mean clb Poisson Binomial negbin Tab13 Tab14
2 154 154 154 154 154 154 154 357 133
3 617 642 617 617 617 617 617 1,020 588
4 1,636 1,696 1,636 1,636 1,636 1,636 1,636 3,064 1,659
5 2,747 2,846 2,747 2,747 2,747 2,747 2,747 3,753 2,242
6 3,649 3,955 3,649 3,649 3,649 3,649 3,649 6,010 3,330
7 5,435 5,887 5,435 5,435 5,435 5,435 5,435 7,742 4,654
8 10,907 12,363 10,907 10,907 10,907 10,907 10,907 18,806 9,863
9 10,650 12,381 10,650 10,650 10,650 10,650 10,650 25,367 13,630
10 16,339 53,718 16,339 16,339 16,339 16,339 16,339 56,475 17,842
Total 52,135 93,643 52,134 52,135 52,135 52,135 52,135 122,595 53,940
Table 13: Prediction errors as a percentage of reserve estimates according to the various
models presented by England and Verrall(2002). (See this paper for the sources of the
other models.)
Localsl O.D. Negative Normal/ Mack1 Mack2 Lognormal Gamma
sd Poisson Binomial negbin Tab13 Tab14
0% 361% 367% 241% 134% 324% 210% 139%
56% 181% 185% 104% 101% 140% 139% 98%
28% 109% 110% 47% 46% 62% 107% 83%
46% 81% 83% 50% 53% 59% 94% 74%
37% 67% 68% 50% 55% 57% 87% 76%
28% 57% 59% 37% 41% 42% 86% 74%
50% 46% 47% 46% 49% 49% 87% 76%
52% 57% 58% 56% 59% 60% 98% 84%
161% 79% 81% 143% 150% 150% 137% 107%
93% 35% 36% 49% 53% 52% 70% 48%
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Figure 5: Distribution of total reserves for Dataset 3, according to the local chain ladder
bootstrap method, based on a sample of 1000 simulations
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Figure 6: Scatter-plot of local development factors in development year 2 against the claim
amounts that they are obtained from. For dataset 3
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Table 14: Modified mean reserve estimates after removing the large local development
factor from analysis
Origin year E[R] sd(u)
2 154 0
3 642 357
4 1,696 469
5 2,846 1,300
6 3,955 1,472
7 5,887 1,648
8 12,363 6,161
9 12,381 6,431
10 26,342 20,869
total 66,267 22,842
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Figure 7: Distribution of total reserves for Dataset 3, according to the local chain ladder
bootstrap method, based on a sample of 1000 simulations, after removing the large local
development factor.
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5 A simulation study
The comparisons carried out in Section 4 indicate that the non-parametric (horizontal)
bootstrap method gives comparable results for the estimate of the mean reserves when
compared to other methods, but also generally estimates of the variance for the reserves
compared to other methods. But such comparisons are quite limiting, in that it is not
possible to tell which method is performing best in terms of matching the true reserve
distribution. For this reason, a simulation study was carried out, in which claims triangles
were simulated and the theoretical distribution of reserves was known for each given claims
triangle. This it was possible to compare the true distribution of reserves against the
predicted distribution. In this simulation study estimated reserves based on the non-
parametric bootstrap methods (all three variants), the over-dispersed Poisson model of
England and Verrall (1999), and the model of Mack (1993) were compared.
For the simulation study two methods for simulating claims triangles were used. One
is a method proposed by Schiegl (2004) as described by Verdonck et al. (2007), the other
by Professor Kaishev of the Cass Business School (personal communication). For both
models the following approach was used.
1. Use the model to simulate an upper claims triangle.
2. Use the model to simulate 1000 completions of the lower triangle.
• This gives a sample from the true distribution of the reserves.
3. Use the local chain ladder bootstrap method (all three variants), the over-dispersed
Poisson method, and Mack’s method, to estimate the distributions of reserves, using
as input the upper triangle of Step 1. For each of these six methods a bootstrap
procedure was employed to generate 1000 samples.
4. Compare the true and estimated reserve distribution using quantile-quantile plots
and boxplots.
The above procedure was repeated eight times: four times using claims triangles simu-
lated with Schiegl’s method, and four times using claims triangles simulated with Kaishev’s
method. We now present the details of the methods for simulating the claims triangles,
and the results of the simulation study.
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5.1 Schiegl’s triangle simulation method
In the modified approach of Schiegl (Verdonck et al. 2007), the number of claims in the
cell (i, j) of a claims triangle has a Poisson distribution with rate
λij = λ0(1 + (i− 1)η2)e2(j−1) log(η1)/n
where (Verdonck et al. 2007) “λ0 is the expectation value of claim number at first occurrence
and first development year, η2 is the rate of increase for number of claims over occurrence
years, η1 measures the decrease of claim numbers for passing development years and n is
the number of accident years”.
Following (Verdonck et al. 2007), we took λ0 = 100 η1 = 0.3, η2 = 0.05, and considered
claims triangles over n = 10 development years.
Claims are taken to be independent, hence it is possible to simulate from the distribution
of the lower triangle given the upper triangle, and thus estimate the true distribution of
reserves, for each claim year and also the total.
The simulation algorithm is as follows:
• Initialize Ci,j = 0 for all i and j ≤ n.
• Set λij = λ0(1 + (i− 1)η2)e
2 log η1
n
(j−1)
• Simulate Nij ∼ Poisson(λij)
• Set Cij =
∑Nij
k=1 Zk where Zk ∼ Gamma(r, 1).
In fact, for the last step it was quicker and simpler to simulate Cij from Gamma(rnij, 1)
once using the simulated value nij of Nij.
One important thing to note which makes this simulation method a little unsatisfactory
for the present purpose is that, given the same set of parameter values for λ0, η1, η2 and
n, the distribution of reserves is the same regardless of the sample drawn for the upper
triangle. This is because each Cij value is sampled independently of the others.
The results of the simulations are shown as plots in the following four figures. The
format of the plots is the same in all figures, and is as follows.
The top set of plots shows quantile-quantile plots. In the top left, the sample of 1000
draws from the true distribution has been split into two set of 500, and a quantile-quantile
plot for each half has been formed: theoretically the points should lie close to the diagonal
line, and this is observed in all simulations.
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The remaining quantile-quantile plots on the top row are the bootstrap samples from
Mack’s method plotted against the true distribution sample, and the over dispersed Poisson
sample plotted against the true distribution sample. On the bottom row are the quantile-
quantile plots for the horizontal local chain ladder bootstrap (NPNa), the vertical local
chain ladder bootstrap (NPBd), and the combined or mixed local chain ladder bootstrap
method (NPBb) respectively.
The lower plot shows comparative boxplots of the true distribution samples against the
reserve samples for the five methods of fitting the claims triangle.
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Figure 8: Simulation 1: In these plots, the local chain ladder bootstrap appears to have
variability closer to the true distribution, with the horizontal and combined variants per-
forming better. All methods underestimate the mean.
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Figure 9: Simulation 2: In these plots, the vertical local chain ladder bootstrap appears to
have variability closer to the true distribution. The other methods are noticeably out. All
methods overestimate the mean.
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Figure 10: Simulation 3: In these plots, the vertical local chain ladder bootstrap appears
to be very close to the true distribution, the qqplot indicating the distributions match but
with a slight bias in the localtion of the distirbution
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Figure 11: Simulation 4: Similar results to Simulation 3, again the vertical local chain
ladder bootstrap is very closre to the true distribution than the other methods, which have
much larger variability, and the wrong shape.
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5.2 Kaishev’s triangle simulation method
Kaishev’s method uses a heavier tailed lognormal distribution instead of a gamma distri-
bution for the size of individual claims. The model is a bit more involved than Schiegl’s
model.
• Initialize Ci,j = 0 for all i and j ≤ n.
• For each row i
– Simulate Ni ∼ Poisson(λ)
– for (i = 1 to Ni) do
∗ Simulate: k = bn× (Beta)(α, β)c
∗ Simulate: X ∼ LogNorm(µ, σ)
∗ Increment: Ci,k by X
Essentially, Ni claims are simulated for the i-th origin year. Each claim has a lognormal
distribution, and is allocated randomly to a development year (the values of k) by sampling
from a Beta distribution.
In the simulations we used use n = 10, λ = 1000, α = 1, β = 1.6, µ = 1, σ = 1.8; these
were values suggested to me as generating realistic looking claims triangles by Professor
Kaishev.
As an additional important point, if the Ni values are stored for each row, and the
number of k values in the i-th row up to the main diagonal entry of the claims triangle
are found, then this can be used to conditionally sample incremental claim amounts in the
rest of the row. Hence, conditional on a given sample in the upper claims triaingle, it is
possible to simulate from the distribution of reserves in the lower triangle. Crucially, even
if the parameters n =, λ, α, β, µ and σ are ketp fixed, different simulations will lead to
different distirbutions of reserves, in marked contrast to the Schiegl method of simulating
claims triangles.
The results for four simulations are now presented, in the form of plots similar in format
to those in the previous section.
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Figure 12: Simulation 5: All methods are underestimating the median, the mixed vertical
method appears to be the best, though all perform badly in the high tail of the true
distribution.
40000 55000
40
00
0
70
00
0
trisim[1:m]
tri
si
m
[m
 + 
1:m
]
40000 70000
30
00
0
45
00
0
trisim
m
a
ck
40000 70000
30
00
0
45
00
0
trisim
o
dp
40000 70000
35
00
0
50
00
0
trisim
n
pb
a
40000 70000
36
00
0
44
00
0
trisim
n
pb
d
40000 70000
35
00
0
50
00
0
trisim
n
pb
b
true Mack ODP NPBa NPBd NPBb
30
00
0
50
00
0
70
00
0
40
Figure 13: Simulation 6: The vertical local chain ladder bootstrap method appears to
follow the true distribution very closely, except in the high tail of the true distribution.
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Figure 14: Simulation 7: The vertical local chain ladder bootstrap method fares best in
terms of shape, the location of the median is too high. All other methods have much larger
variability.
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Figure 15: Simulation 8: The horizontal and combined local chain ladder bootstrap meth-
ods fare best in terms of shape, all methods underestimating the median.
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6 Summary, and suggestions for future work
This report has summarized the results of an exploratory study of a simple and novel
non-parametric bootstrap method for estimating the distribution of reserves given data in
the form of a claims triangle. A simple mathematical proof of the equivalence of standard
and non-standard chain ladder calculations was presented, that is believed to be new.
This inspired three variants of the local chain ladder bootstrap method, which was then
examined using both historical data and in a simulation study.
The analysis of historical data showed that the horizontal local chain ladder bootstrap
method produced values for the expected values of reserves similar to a number of other
stochastic claims reserving methods. However the standard deviation was generally much
lower than returned by the other stochastic methods. One explanation for this is that the
local chain ladder bootstrap method does not have a component corresponding to parameter
estimation error, that is present in the other stochastic claims reserving methods examined.
This would suggest that the method would always inherently underestimate uncertainty.
However the simulation study showed that the local chain ladder bootstrap methods, par-
ticularly the vertical variant, produced reserve distributions that usually match the shape
of the true distribution quite well, with other methods producing much larger variation in
all simulations.
The simulation study showed that the local chain ladder bootstrap method tend to be
biased in location of the distribution (median), but in an unpredicatble way. Curiuosly, in
each simulation, the local chain ladder bootstrap method was biased in the same direction
and about the same amount as the over-dispersed Poisson method and Mack’s (1991)
method.
This suggests that if it could be understood when the bias is happening, and could be
corrected for by a simple estimable translation, the local chain ladder bootstrap method
might provide a reasonable simple and robust method for estimating the distribution of
claims reserves. The analysis of the historical data suggested a simple way via scatterplots
in which the assumptions of the local chain ladder bootstrap method could be tested, and
outliers detected. I suggest that such diagnostics should always be carried out.
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A Data set 1
Data taken from England and Verrall (2001): “incremental paid losses from an aggregation
of classes of business”. Note the negative increment at (3, 3).
Table 15: Incremental claims triangle
Origin Development year
year 1 2 3 4 5 6 7 8 9 10
1 45630 23350 2924 1798 2007 1204 1298 563 777 621
2 53025 26466 2829 1748 732 1424 399 537 340
3 67318 42333 -1854 3178 3045 3281 2909 2613
4 93489 37473 7431 6648 4207 5762 1890
5 80517 33061 6863 4328 4003 2350
6 68690 33931 5645 6178 3479
7 63091 32198 8938 6879
8 64430 32491 8414
9 68548 35366
10 76013
Table 16: Corresponding cumulative claims triangle
Origin Development year
year 1 2 3 4 5 6 7 8 9 10
1 45630 68980 71904 73702 75709 76913 78211 78774 79551 80172
2 53025 79491 82320 84068 84800 86224 86623 87160 87500
3 67318 109651 107797 110975 114020 117301 120210 122823
4 93489 130962 138393 145041 149248 155010 156900
5 80517 113578 120441 124769 128772 131122
6 68690 102621 108266 114444 117923
7 63091 95289 104227 111106
8 64430 96921 105335
9 68548 103914
10 76013
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B Data set 2
This data is taken from England and Verrall (1999), who cite Taylor and Ashe (1983) as
the original source.
Table 17: Incremental claims triangle
Origin Development year
year 1 2 3 4 5 6 7 8 9 10
1 357848 766940 610542 482940 527326 574398 146342 139950 227229 67948
2 352118 884021 933894 1183289 445745 320996 527804 266172 425046
3 290507 1001799 926219 1016654 750816 146923 495992 280405
4 310608 1108250 776189 1562400 272482 352053 206286
5 443160 693190 991983 769488 504851 470639
6 396132 937085 847498 805037 705960
7 440832 847631 1131398 1063269
8 359480 1061648 1443370
9 376686 986608
10 344014
Table 18: Corresponding cumulative claims triangle
Origin Development year
year 1 2 3 4 5 6 7 8 9 10
1 357848 1124788 1735330 2218270 2745596 3319994 3466336 3606286 3833515 3901463
2 352118 1236139 2170033 3353322 3799067 4120063 4647867 4914039 5339085
3 290507 1292306 2218525 3235179 3985995 4132918 4628910 4909315
4 310608 1418858 2195047 3757447 4029929 4381982 4588268
5 443160 1136350 2128333 2897821 3402672 3873311
6 396132 1333217 2180715 2985752 3691712
7 440832 1288463 2419861 3483130
8 359480 1421128 2864498
9 376686 1363294
10 344014
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C Data set 3
Historical Loss Development Study (1991). Automatic Facultative General Liability data
(excluding asbestos and environmental). Note the negative increment at (2, 7).
Table 19: Incremental claims triangle
Origin Development year
year 1 2 3 4 5 6 7 8 9 10
1 5012 3257 2638 898 1734 2642 1828 599 54 172
2 102 4179 1111 5270 3116 1817 -103 673 535
3 3410 5582 4881 2268 2594 3479 649 603
4 5655 5900 4211 5500 2159 2658 984
5 1092 8473 6271 6333 3786 225
6 1513 4932 5257 1233 2917
7 557 3463 6926 1368
8 1351 5596 6165
9 3133 2262
10 2063
Table 20: Corresponding cumulative claims triangle
Origin Development year
year 1 2 3 4 5 6 7 8 9 10
1 5012 8269 10907 11805 13539 16181 18009 18608 18662 18834
2 102 4281 5392 10662 13778 15595 15492 16165 16700
3 3410 8992 13873 16141 18735 22214 22863 23466
4 5655 11555 15766 21266 23425 26083 27067
5 1092 9565 15836 22169 25955 26180
6 1513 6445 11702 12935 15852
7 557 4020 10946 12314
8 1351 6947 13112
9 3133 5395
10 2063
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