normalized frequency of 1=T as input and produces an output that lies within the envelope given by the DSX-3 pulse template [1], [3]. Fig. 3 shows the coaxial cable impulse response s, the output envelope ", and the resulting noiseless output signal : The solution corresponds to an L 1 -design with N = 8 coefficients obtained with the semi-infinite simplex procedure. Fig. 4 shows the resulting frequency response of the equalizer designed when using both L1 and L 2 design techniques. Fig. 4 also shows a comparison with the common FIR filter (a = 0; N = 20), where the order N has been chosen to match the L1-norm corresponding to the L1-optimal Laguerre filter of order 8.
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V. CONCLUSIONS
The envelope-constrained (EC) IIR filter design problem has been formulated as a special case of a general frequency domain L1 optimization problem. The optimization problem is cast as a semiinfinite linear program that can be solved by using numerically efficient simplex extension algorithms. An orthonormal Laguerre network is used as an example of a recursive filter offering a loworder alternative to the conventional FIR filter. A numerical example concerning the equalization of a digital transmission channel is included to demonstrate the efficiency of the design method.
I. INTRODUCTION
In a recent paper [1] , Lu et al. proposed an iterative least-squares procedure for designing IIR filters. In the one-dimensional (1-D) case, the iterative procedure seeks nth-order polynomials D k (z) and N k (z), with D k (z) monic, which minimize 
which is a weighted L2-norm of the error function F d 0 N=D.
This iterative procedure is precisely that proposed in 1963 by Sanathanan and Koerner [2] using frequency response measurements and in 1965 by Steiglitz and McBride [3] , using time domain measurements, both in a system identification context. In that context, We assume, moreover, that the coefficients ff k g in this series expansion are real.
Split F d (!) into its "causal" and "strictly anticausal" parts as F+(!) = f0 + f1e 0j! + f2e 0j2! + 111 (causal) F 0 (!) = f 01 e j! + f 02 e j2! + 1 11 (strictly anticausal):
Most applications in system identification assume a causal system Some of the results quoted subsequently are simpler when the weighting function W (!) is chosen as a constant, although remarks concerning more general weighting functions will be accommodated where appropriate. As far as the influence of a nonzero anticausal part F0(!) is concerned, we shall treat it here briefly for the case of a constant weighting function W (!).
Consider first the least-squares criterion (2) when W (!) is constant. If we restrict the search space to stable polynomials for D(z), it is straightforward to show that the error surface corresponding to (2) is theoretically insensitive to the anticausal part F 0 (!). Numerically, however, a nonzero F0(!) may introduce complications, which favors setting F 0 (!) to zero outright. 
III. ON THE QUALITY OF A CONVERGED MODEL
Lu et al. claim that any convergent point of the procedure (1) will yield a local minimum of the L2-norm criterion from (2). This claim is known to be incorrect [6] , [5, Th. 7.2 versus Th. 8.5]; in particular, the Steiglitz-McBride procedure is not an optimization algorithm in any correct sense of the term. It is true that in many cases studied (see [7] and [8] for concrete examples), the convergent point(s) of the Steiglitz-McBride procedure appear(s) acceptably close to a global minimum of the L2-norm criterion from (2) .
One of the few formal results supporting the good quality models furnished by the Steiglitz-McBride method can be found in [9] procedure. In [9] , it is shown that whenever F (z) is stable, the resulting L 2 error norm can be bounded as 1 2
An adjustment to this bound to handle the case in which F 0 (!) 6 = 0
can likewise be found in [9] but is omitted here for brevity. This bound is relevant because the Hankel singular values have a direct bearing on how well a given function can be approximated in rational form. A celebrated result of Adamjan et al. [10] asserts that n+1 is precisely the distance, in Hankel norm, between F d (!) and the set of rational functions of degree not exceeding n. These same Hankel singular values also provided loose, although quite usable, bounds on the attainable approximation error with other criteria, such as the L 2 and L 1 norms (see, e.g., [5, Sec. 4.7] ). Since the global minimum of (2) also satisfies the bound (4) when W (!) is constant (although the local minima need not), it follows that any stationary point of the Steiglitz-McBride iteration will lie near a global minimum of the L 2 criterion whenever n+1 is sufficiently small. In particular, if estimates of the Hankel singular values of F d (!) can be obtained, the bound (4) can be used to estimate an order n, leading to a good approximation in the filter design.
When W (!) is nonconstant, a similar proximity between a convergent point of the Steiglitz-McBride procedure and a global minimum of (2) may still be observed [11] ; see [8] for further analysis of this phenomenon.
IV. ON CONVERGENCE OF THE PROCEDURE
Although Lu et al. attempt a convergence inference by appealing (incorrectly) to a minimization argument, the question of whether the Steiglitz-McBride algorithm will always converge has never been satisfactorily answered, except for the particular case in which F d (!) is already a rational function of degree n or less [4] . The major obstacle is that as mentioned earlier, the Steiglitz-McBride algorithm is not an optimization routine. In particular, no known distance measure has been uncovered whose minima the Steiglitz-McBride algorithm can claim to seek.
The question of whether a stationary point always exists can be given a qualified affirmative answer, at least for the case where the weighting function W (!) is constant. As in [12] , we say that
is "n-fold bounded-input-bounded-output (BIBO) stable" if An alternate approach is to reparametrize N k (z) and D k (z) such that stability becomes inherent to the parametrization. One possibility may be found in [5, Sec. 8.7] , using normalized lattice parameters. Instead of working with the direct-form parameters, with their wellrecognized numerical drawbacks, each step determines reflection coefficients that , by virtue of the procedure, are inherently bounded by one, thus ensuring stablility. Moreover, the stationary points coincide with those obtained from the direct-form version. The sequence of iterates, however, is generally different from that obtained with the direct-form version, and like that version, convergence remains difficult to prove.
VI. CONCLUDING REMARKS
The design examples from [1] illustrate that the Steiglitz-McBride algorithm has clear utility in digital filter design. Indeed, it is already used for this purpose in the Signal Processing Toolbox of Matlab [13] . A clearer understanding of some of the method's properties, as outlined in this correspondence, may be beneficial toward further improvements to the method developed in [1] .
We should also note that the iterative quadratic maximum likelihood (IQML) technique for direction-of-arrival estimation is known to be equivalent to the Steiglitz-McBride iteration [14] . Some recent results on IQML, concerning (lack of) consistency [15] and conditions for local convergence with expressions for asymptotic variances [16] , are thus of direct relevance to the further study of this family of iterative methods.
