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ABSTRACT
Diblock copolymers (DBPs) are used in numerous current and potential appli-
cations, from composite materials to electrolyte membranes. Depending on the
chemical incompatibility of the blocks and their volume fractions, they self-
segregate into microdomains inducing anisotropy and different symmetries to
the microstructure, resulting in significant variability in the macroscopic prop-
erties.
DBPs are emerging as a candidate for replacing conventional liquid elec-
trolytes in electrochemical devices, due to their improved chemical and me-
chanical stability. In contrast to isotropic melts, the self-segregation of DBPs al-
lows the decoupling of ionic transport and mechanical properties. In this work,
molecular dynamic simulations of coarse-grained DBPs were devised and car-
ried out to unveil correlations between the microstructure and both ionic mobil-
ity (µ), and dynamics/viscoelasticity (directly correlate with mechanical prop-
erties) of DBPs.
It was found that across different morphologies and chain lengths (N), µ is
mainly controlled by the extent of microdomains mixing and the tortuosity of
the conductive path. Furthermore, the local fluctuations in the density of the
polymer matrix have a non-negligible effect on the transport of ions.
Our study of dynamic and viscoelastic properties of DBPs revealed that the
interface between the two blocks constrains chain conformations in a way akin
to topological constraints caused by entanglements. Specifically, the DBP inter-
face gives rise to a temperature-dependent early crossover from Rouse to repta-
tion scaling of the self-diffusion coefficient with N compared to isotropic melts.
Rheologically, the interface manifests into a modulus plateau similar to that of
the rubbery plateau of entangled polymer melts that arises at the same Rouse to
reptation scaling crossover N.
Overall, the results of this study shed some light on the effects of various
design and operating parameters, such as block composition, temperature, and
external forces, on the transport properties of DBPs. It is expected that these
results will provide a fundamental basis to complement ongoing experimental
and modeling efforts devoted to engineer DBPs for target applications.
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CHAPTER 1
INTRODUCTION
1.1 Overview
Polymers, a sub-class of macromolecules, consist of a large number of cova-
lently bonded repeat units (i.e., monomers), the number of which is the degree
of polymerization (N). Homopolymers, as the name suggests, are made of one
type of monomers and can be synthesized into linear, branched, ring, dendrimer
(i.e. tree-like) structures, and cross-linked networks. Another important class of
synthetic polymers is heteropolymers which consist of two or more types of
monomers. For the copolymer case (i.e., two monomer types), depending on
the relative reactivity of the monomers (i.e., between the same monomer type
versus different monomer types), alternating, block, and random copolymers
can be synthesized. This thesis is focused on linear diblock copolymers (DBP)
due to their appealing properties which stem from the rich phase behavior in
the melt state.
Depending on the volume fraction of the constitutive blocks (φ1), their chem-
ical incompatibility (i.e., Flory-Huggins parameter, χ), and N, a DBP in the melt
state can form a microphase separated structure that minimizes the free energy
of the system as shown in an ideal DBP phase diagram in Figure 1.1a [1]. A
depiction of the different morphologies of DBP is shown in Figure 1.1b. The
microphase separation induces anisotropy and different symmetries to the mi-
crostructure of DBPs resulting in changes to their macroscopic properties. This
microphase separation gives rise to hybrid materials with interesting conflict-
ing properties making them attractive in applications ranging from lithogra-
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phy, to artificial organs technology, drug delivery, and energy storage [3]. For
example, the mechanical stability of solid polymers electrolyte (SPE) used in
battery applications is essential for sustainable and safe operations [4]. DBPs
have been thoroughly studied as a potential materials platform to improve SPE
stability and safety [5–7]. While the conductive block is flexible and contains
polar sites that can solvate salts and facilitate ions transport, making the other
non-conductive block rigid or glassy imparts the system with the mechanical
stability needed to suppress dendrite formation, a deficiency that causes fire. In
drug delivery applications, blocks with different hydrophobicity can be utilized
in order to transport hydrophobic drugs in the bloodstream at concentrations
above their intrinsic water solubility limit. The hydrophilic block forms a pro-
tective shell for the bioactive molecules against bio-degradation enhancing the
drug integrity and performance. Additionally, the reversible nature of the DBPs
ordering (i.e., from order to disorder and vice versa by changing the operating
temperature) allows for controlled release of the drug [8].
Recently, experimental and computational studies have shown that the ionic
conductivity increases with molecular weight of Lamellae-forming DBPs in con-
trast to the homopolymer case where the ionic conductivity decreases with
molecular weight. The conductivity decrease in the latter was attributed to a
reduced segmental motion of the polymer chain [9,10]. The increase in conduc-
tivity in the DBP case was found to be related to an increase in the thickness
of the conductive domain relative to the interface thickness. It was hypothe-
sized that ionic conductivity is low near the interface due to either its proximity
to the glassy domain [9], or/and the presence of a conductive/non-conductive
mixture zone [10, 11].
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(a)
(b)
Figure 1.1: (a) DBP ideal phase diagram as obtained from Self-consistent
field theory (SCFT) [1]. (b) A depiction of the different mor-
phologies obtained by varying φ1, where the minority block is
represented by the brown beads.
To date, only few experimental studies have investigated the effect of DBP
morphology on ionic conductivity. One key property of the polymer matrix
that largely influences ionic conductivity is the domain orientation across grain
boundaries [12], which is dictated by the nucleation mechanism of the phase.
These studies posit that a DBP with a 3D morphology (like the Gyroid, G, and
majority component of a Hexagonal Cylinder, HC) would yield the highest con-
ductivity [7, 13]. However, given the variable effect of grain boundaries and
3
structural defects, it is difficult to assess the isolated effect of morphology on
ionic conductivity within an experimental framework [7].
Another important feature of SPEs is their mechanical stability, which, to
some extent, is improved by utilizing DBPs. The dynamic and viscoelastic prop-
erties of a polymer correlates with its mechanical stability and strength. While
the dynamic and viscoelastic properties and their dependence on a wide spec-
trum of parameter space is well understood for homopolymer melt systems, the
mechanism and governing factors that influence the subject properties require
further explanations and understanding in DBP systems. The introduction of
interfaces due to the chemical incompatibility of the constituent blocks, gives
rise to additional energetic and entropic barriers that influence the dynamic and
viscoelastic properties of the DBPs.
1.2 Simulations
One key property of the DBP matrix that largely influences its structure, and
by virtue its properties, is the domains orientations across grain boundaries.
Varieations in grain orientations and sizes present in randomly oriented exper-
imental systems can lead to debatable interpretions of trends especially that of
transport properties [7, 12]. This limitation gives advantage to utilizing molec-
ular simulation techniques to study defect- and grain-boundary-free structures
conventionally. Molecular Dynamic (MD) simulations can be effectively used to
theoretically resolve and clarify the different mechanisms underlying dynamic
and viscoelastic properties of polymeric materials from a microscopic perspec-
tive.
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MD simulations have been used to study the dynamic, static, and kinetics
properties of biological, organic, electronic, and polymeric materials in different
length and time scales. In MD, a system is fully described by a set of interac-
tion potentials, an initial configuration, and initial velocities. The underlying
working principle of MD is to iteratively solve Newton’s equations of motion
both in space (rN) and time (t) numerically. In this work, pairwise additivity for
non-bonded interactions is assumed, such that the potential energy of particle i
(Ui) is the summation of its interactions with other particles ( j) in the system:
Ui =
∑
j( j,i)
Ui j(ri j) (1.1)
where ri j is the distance between atoms i and j.
Given a set of bonded and non-bonded interaction potentials, the forces be-
tween atoms are computed:
~fi = −∇Ui (1.2)
where:
Ui = Ui(itramolecular) + Ui(iteramolecular) (1.3)
and accordingly their positions and velocity are evaluated for a long time in
order for the system to reach its equilibrium state before calculations (i.e., pro-
duction run) are performed.
For computational efficiency, coarse-grained representation of the polymer
is adopted. In coarse-grained representation, multiple repeat-units are repre-
sented by a single bead and effective interaction parameters. Typically, a bead
size represents a Kuhn length of the polymer. General coarse-grained MD is
useful in studying universal properties of polymers which are independent of
the specific chemistry.
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1.3 Thesis Outline
In Chapter 2, the effects on ionic mobility (µ) of morphology (i.e., of varying path
tortuosity of the conductive domain) and the extent of microdomains mixing
at the nano-scale are investigated. It is shown that the addition of a second
conductive block induces low-density regions that can be exploited as a design
strategy for enhanced µ and mechanical stability in SPE.
In Chapter 3, the effect of DBP morphology in various transport properties
is examined. It is shown that depending on temperature, the DBP crosses from
the Rouse regime to the reptation regime at a shorter chain length compared to
homopolymer, which is attribute to the topological constraint imposed by the
interface between the two blocks that also gives rise to entanglement-like rhe-
ological signature (i.e., a plateau modulus). It is also demonstrated that block-
retraction, similar to arm retraction in star polymers, is essential to activate the
lateral diffusion process for high chain lengths DBPs.
The methodology adapted in this thesis for studying mechanical and rheo-
logical properties relied on macroscopic deformation of the structure. Another
non-invasive method for extracting rheological information at the nano-scale is
presented in the future work in Chapter 4. Mainly, nanoparticles dynamics can
be traced to extract rheological information at different length scales depend-
ing on the nanoparticles size and the characteristic length scales the define the
polymer structure. Implications and relevance to emerging applications for us-
ing such method is also presented.
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CHAPTER 2
CORRELATIONS BETWEEN IONIC MOBILITY AND BLOCK
COPOLYMERS MICROSTRUCTURE
2.1 Abstract
Molecular simulations of coarse-grained diblock copolymers (DBP) were de-
vised to unveil correlations between microstructure and ionic mobility (µ). It
is found that three key microstructural features had a significant effect on ion
transport: the extent of microdomains mixing (β), the tortuosity of the conduc-
tive domain (λ), and the local fluctuations in the density (ρ) of the polymer ma-
trix. While the β effect has been previously studied in some detail for Lamellae
morphology, the effect of ρ non-homogeneities, and λ have received much less
attention. To control the local fluctuations in ρ, a polymer design variant is
explored that incorporates a second conductive block (A’) that is incompatible
with the other two blocks (A’-b-A-b-B). It is found that increasing the fraction of
A’ beads, increases the frequency and amplitude of the local ρ depleted regions
within the conductive domain, resulting in an increase in µ. Additionally, the
effect of morphology on µ was examined by varying the volume fraction of the
constitutive blocks and utilizing the different blocks as the conductive domains.
It is shown that µ for various defect-free morphologies and chain lengths can be
correlated with β and λ via a single universal curve.
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2.2 Introduction
Current safety and reliability concerns associated with conventional liquid elec-
trolytes in battery applications have prompted a growing interest on the utiliza-
tion of solid polymer electrolytes (SPE). The use of such materials could poten-
tially mitigate electrolyte leakage, dendrite formation and consequently avoid
short-circuiting in batteries [14].
Due to its ability to solvate salt and to provide conductive pathways that
facilitate ion transport through a largely amorphous structure (at ambient con-
ditions), polyethylene oxide (PEO) has been found to be one of the most suitable
candidates as an SPE [6, 15]. However, to suppress dendrite growth, the shear
modulus of the electrolyte should be significantly higher than that of the lithium
electrode, a condition that is not met in neat PEO [4, 9, 16]. Diblock copolymers
(DBP) have been studied as a potential materials platform to enhance the me-
chanical stability of SPEs. The conductive block, which is above its glass tran-
sition temperature (Tg) (e.g., PEO) imparts fast ionic transport, while the non-
conductive block, that is typically below its Tg (e.g., polystyrene, PS) endows
the system with the mechanical stability needed to suppress dendrite forma-
tion. Ion conducting and mechanical properties are also impacted by the spe-
cific morphology that DBPs may attain depending on the segregation strength
(χN, where χ is the Flory-Huggins parameter accounting for the chemical non-
compatibility of the blocks, and N is the total degree of polymerization), and the
volume fractions of the minority block (φ1)[17].
Recently, experimental and computational studies have shown that ionic
conductivity increases with molecular weight of Lamellae-forming DBPs in con-
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trast to the homopolymer case where ionic conductivity decreases with molec-
ular weight. The ionic conductivity decrease in the latter was attributed to a
reduced segmental motion of the polymer chain [9, 10]. The increase in ionic
conductivity in the DBP case was found to be related to an increase in the thick-
ness of the conductive domain relative to the interface thickness. It was hypoth-
esized that ionic conductivity is low near the interface due to either its proximity
to the glassy domain [9], or/and the presence of a conductive/non-conductive
mixture zone [10, 11].
To date, only few experimental studies have investigated the effect of DBP
morphology on ionic conductivity. One key property of the polymer matrix that
largely influences the ionic conductivity is the domain orientation across grain
boundaries [12], which is dictated by the nucleation mechanism of the phase.
These studies posit that a DBP with a 3D morphology (like the Gyroid, G, and
majority component of a Hexagonal Cylinder, HC) would yield the highest ionic
conductivity [7, 13]. However, given the variable effect of grain boundaries and
structural defects, it is difficult to assess the isolated effect of morphology on
ionic conductivity within an experimental framework [7].
We study the effects on ionic mobility (µ) of morphology (i.e., of varying path
tortuosity of the conductive domain) and the extent of microdomains mixing at
the nano-scale. To provide the description of a reference, limiting behavior, only
defect- and grain-boundary-free morphologies are considered. Additionally, we
propose the addition of a second conductive block (A’) that is incompatible with
the other two blocks (A’-b-A-b-B) as a method of inducing low-density regions
that can be exploited as a design strategy for enhanced µ and mechanical stabil-
ity in SPE.
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In this work, Molecular Dynamic (MD) simulations are employed in or-
der to probe the system at the nanoscale. To form micro-separated morpholo-
gies with well-defined structures, χN should exceed that of the order-disorder-
transition (ODT), which is only attained in high molecular weight DBP. In prin-
ciple, atomistically-detailed DBP models could be employed such as in the re-
cent study of doped DBP systems by Sethuraman et al. [18]. However, while
static thermodynamic properties of polymeric materials at the atomistic scale
can be obtained from short simulations (2ns) with reasonable accuracy [18], cal-
culation of transport and dynamic properties typically require much longer sim-
ulations to cover the time scales associated with different relaxation processes
of the melt ( 10ns) [19]. In our study, for computational efficiency, polymers
were described using a coarse-grained representation similar to the one used
by Ganesan et al. [10] in their Kinetic Monte Carlo study of ions diffusion in
Lamellae-forming DBP, and the model used by Seo et al. [20] for the diffusion
of selective penetrants in tapered Lamellae-forming block copolymers.
2.3 Methodology
The well-known bead-spring model of Kremer and Grest (K-G) [21] was
adopted as it has been widely used to study dynamic [22], rheological [23, 24],
and mechanical properties [25–27] of homopolymer and polymer networks, and
to investigate DBP self-assembly [28, 29]. This model has been shown to repro-
duce the qualitative behavior of the self-diffusion coefficient [21], and shear vis-
cosity [23] of polymer chains as a function of N, both in the Rouse and reptation
regimes, suggesting that it should be suitable for the purpose of this work under
some assumptions.
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The force field parameters were obtained from a study that was concerned
with mapping the reduced temperature (T∗) to χN utilizing a modified K-G
Model that is applicable for DBPs [28]. The force field consists of a shifted
Lennard Jones (LJ) non-bonded interaction for like polymer species, and a
purely repulsive Weeks-Chandler-Andersen (WCA) for unlike species (eq. 2.1),
where i j, σi j, rij, and rci j are the interaction energy, effective diameter, separating
distance, and the potential cut-off for the interaction between particles i and j,
respectively. The bonded interactions are represented by the Finitely Extensible
Nonlinear Elastic (FENE) potential that does not allow for beads overlap (eq.
2.2), where K is the spring constant, and R0 is the maximum allowable bond
length. Electrostatic interactions are not included explicitly due to the effective
screening discussed in Appendix A.
U (LJ/WCA)(ri j) =

4i j
[(
σi j
ri j
)12 − (σi jri j )6 − (σi jrci j )12 + (σi jrci j )6
]
r < rci j
0 r ≥ rci j
(2.1)
UFENE(ri j) = −12KR
2
0ln
1 − ( ri jR0
)2 + 4i j (σi jri j
)12
−
(
σi j
ri j
)6 + i j (2.2)
To account for polymer-ion interactions, the force field from Ref. [28] was
augmented with parameters that approximately account for such interactions.
Assuming that one LJ bead represents a Kuhn length (lk) of the polymer (e.g.,
PEO having lk = 0.8nm [30]), and since the radius of lithium, for instance, is
0.18nm [31], a DBP monomer is represented by a LJ bead twice larger in diameter
and ten times heavier than the ion bead (C). The polymer-ion interaction was
assumed to be describable by a LJ potential energy function and calibrated in a
Lamellae (L) morphology (i.e., symmetric volume fractions of the constitutive
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Table 2.1: The force field interactions parameters.
Interaction Type
LJ FENE
i j () σi j (σ) rc (σ) R0 (σ) K (/σ2)
A-A (B-B) [28] 1.0 1.00 2.5a 1.5 30
A-B [28] 1.0 1.00 2.01/6b 1.5 30
A’-A’ 1.0 1.00 2.5a 1.5 30
A-A’ 1.0 1.00 2.01/6b 1.5 30
A’-B 1.0 1.00 2.01/6b
C-C 1.0 0.50 2.01/6c
A-C (A’-C) 4.0 0.75 2.5a
B-C 2.0 0.75 2.01/6b
a Long range attractive interaction included in the potential; b
WCA due to incompatibility; c WCA to mimic the dilute concen-
tration limit.
blocks) due to the ease of characterizing the ions distributions in the polymer
and the readily available data in the literature [5]. The ions (C) were effectively
trapped in the conductive domain (as in real systems [5]) for AC = 4.0, where
A is the conductive domain, as shown in Appendix B. The complete list of the
force field parameters is shown in Table 2.1.
Given the degree of coarse graining in our model (i.e., ∼ 3 PEO monomers
per LJ bead based on a PEO monomer size ≈ 0.28nm [32]), short-time (sub-
diffusive) dynamics associated with atomistic details of intrachain diffusion and
C coordination are not captured explicitly. However, the long-time diffusive
process dominated by interchain hopping [19] is captured well, which in our
systems is attained at a very short time as shown in the time-dependence of ion
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(a) (b)
Figure 2.1: (a) DBP with A-b-B architecture and (b) TBP with A’-b-A-b-B
architecture, where A’ is represented by the green beads, A by
the pink beads, and B by the cyan beads.
displacement (∆x) in the direction of applied external force (F) in Appendix C.
As a result, the model is representative of the ionic transport when the diffusion
is dominated by the interchain hopping mechanism [19]. Note also that ion co-
ordination is expected to be less prevalent in microphase separated DBP regions
exhibiting stretched chain conformations [33].
Two polymers architectures were considered in this study: (1) the typical
DBP with A-b-B architecture, where A is the conductive domain, and B is the
non-conductive domain, and (2) a triblock terpolymer (TBP) with A’-b-A-b-B
architecture, where A and A’ are conductive, and B is non-conductive (Figure
2.1). The different blocks are incompatible to each other which drives the phase
segregation.
All the simulations were conducted using the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) [34]. The equilibrated structures
were obtained from initially random configurations using a canonical ensemble
(NVT), except if otherwise specified. The equations of motions are integrated
with a time step of δt = 0.001τ using a Velocity-Verlet algorithm. T was set to
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2.6 /kB corresponding to χN ≈ 20 for the shortest chain length (N = 10) [28] and
controlled using the Nose´–Hoover thermostat (a thermostat that is suitable for
studying dynamic and transport properties due to its deterministic nature [35]).
A damping parameter of 0.5 τ was used, which for our system provides a com-
parable diffusion coefficient to that obtained from the microcanonical ensemble
(NVE) in agreement with previously published study [35]. ρ of the polymer
was kept at 0.85σ−3, a value typically used for coarse grained homopolymer
[22, 23, 36], and DBP systems [24, 28, 37–39]. An underlying assumption for us-
ing a fixed ρ for different N is that ρ becomes largely independent of molecular
weight at relatively small molecular weight (i.e., for dilute free-end groups) as
has been observed in experiments [40], atomistic simulations of PEO [41] and
K-G model for the L morphology over the same range of chain lengths used
here [37, 38]. Pressure isotropy was monitored to ensure the box dimensions
are appropriate to accommodate the natural domain spacing of the different
morphologies [42]. The isothermal-isobaric ensemble (NPT) was used for the
triblock terpolymer (TBP) system (A’-b-A-b-B) to match the pressure of the DBP
systems, because otherwise keeping the same volume would lead to a signif-
icant compression of the B domain. The pressure damping parameter for the
Nose´–Hoover barostat was set to 5.0 τ.
The TBP systems were obtained from the equilibrated L phase system for
N = 40 by changing the type of a certain number of beads starting from the end-
group of the A block to systematically delineate the effect of the A’ fraction (ψ)
on µ, where ψ=NA′/(NA′+NA).
The different morphologies of DBP (L, Gyroid (G), and Hexagonal Cylinder
(HC)) were obtained by varying the of the constitutive blocks (φ1) for different
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N at a constant T (Table 2.2). All the DBPs were obtained from a random initial
configuration that was allowed to evolve and reach its equilibrated structure
(i.e., constant temperature, energy, and pressure), except for the G phase whose
initial configuration was an equilibrated structure from a previous Dissipative
Particles Dynamic (DPD) study by our group [43]. The use of this equilibrated
structure is justified because we are only interested on the thermodynamic equi-
librium properties of the structure, which are independent of the initial config-
uration. Moreover, the system was allowed to expand to the desired density in
the new force-field, and the morphology, in all cases, was confirmed by com-
puting the structure factor (S (q):
S (q) =
(∑
j cos
(
q.r j
))2
+
(∑
j sin
(
q.r j
))2
n
(2.3)
where q is the wave vector (restricted to integer values of the wavelength), rj
is the position vector of bead j, and n is the total number of beads used in the
calculation.
Ionic mobility simulations were performed by applying a small external
force (F = 1.0 /σ), which yields a linear response behavior (Appendix D), to
drive the ions in the direction parallel to the interface (for L and Hexagonal
Cylinder (HC) morphologies) or perpendicular to the interface (for HC mor-
phology), which mimics the electric field in experimental and all-atom compu-
tational studies [44]. After the external force is applied, the ions were allowed
to equilibrate before a production run is performed to get µ through Ohm’s law:
µ =
〈v〉i
F
(2.4)
where 〈v〉i is the drift velocity ensemble average obtained from the average dis-
tance traveled by all ions at a given time t in the direction of the applied force
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Table 2.2: DBP simulated morphologies and their corresponding φ1 for a
given N.
N
φ1
L HC G
10 0.50 - -
14 0.50 0.21 -
18 - - 0.33
24 0.50 0.25 -
40 0.50 0.25 -
60 - 0.25 -
64 0.50 - -
76 0.50 - -
Initial Structure Random Random DPD Structure
(∆xi). To reduce the statistical uncertainty in ∆xi, each configuration is treated as
a time origin (t0), and ∆xi values are averaged over t0:
∆xi = lim
t→∞ 〈x (t + t0) − x (t0)〉t0 (2.5)
A linear regression fit of ∆xi versus t is used to obtain (vi).
2.4 Results and Discussion
At the beginning, the model was tested by reproducing the qualitative depen-
dence of µ on the DBP N, with L morphology, from previous published studies
[5, 9–11] by adding C at a fixed low concentration (< 0.002 C/A by volume) to
mimic systems in the dilute concentration regime, where ion-ion interactions
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are minimal and complete salt solvation is approached [45, 46].
µ was found to increase with N at different T as shown in Figure 2.2, in qual-
itative agreement with experimental [5, 9, 33] and computational findings [10].
Nevertheless, counter to experimental findings, our results show a small de-
pendence of µ on N, suggesting that grain boundaries, present in experiments,
likely influence µ in polymer electrolytes. It is also illustrated in Figure 2.2 that
the increase in µ is more pronounced for higher T and when the B domain is
frozen. In Florys theory, unlike particle contacts in isotropic ”well-mixed” poly-
mer mixtures are quantified by the coordination number [47]. Similarly, we used
the coordination number to quantify the extent of microdomains mixing (β) by
integrating the A/B radial distribution function (gAB(r)), around a central atom
A, up to the first minimum in gAB(r) (rm):
β = 4pi
∫ rm
0
r2gAB(r)ρdr (2.6)
Figure 2.2: The impact of N and T on µ and the extent of microdomains
mixing (β) as captured by the coordination number of A-B,
where A is the central atom.
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As shown in Figure 2.2, β decreases while µ increases with N for all T . Gane-
san et al. [10] were the first to identify that the reduction of the fraction of ions
mixing with the interface of the two blocks is related to the increasing trend of µ
with N. The main advantage of our definition is that it provides a more intuitive
framework to understand the effect of T on β as it accounts for the segregation
of the blocks rather than that between the ions and the non-conductive domain.
Interestingly, the dependence of β on N, at a constant T , using both methods is
qualitatively similar due to the fact that C is trapped in the conductive domain
(i.e., ions probe the same environment as the conductive domain experiences).
The effect of T on µ is most significant for small N, which is also reflected
on the interfacial fluctuations of the lamellae structure as shown in Figure 2.3.
Macroscopically however, the structure for all systems retains some degree of
order as captured by the presence of a primary peak in the structure factor (S (q))
in Figure 2.3a.
When χN approaches the ODT, the effect of the interfacial fluctuations be-
comes more dominant, resulting in a reduced µ value as seen for N = 10 and
14 at T = 3.8 /kb. In other words, C experience the interfacial fluctuations as
structural defects that hinder their motion, which illustrates the importance of a
percolated straight pathway for the transport of C (and to some extent the detri-
mental effect of grain boundaries). As β reduces, so does the probability of C to
encounter the glassy and energetically unfavorable environment of B.
By virtue of phase separation, spatial ρ variations are created within the
polymer matrix as shown in Figure 2.4, whose magnitude agrees with the pre-
dictions of polymer Density Functional Theory (DFT) for a lamellar-forming
DBP [48]. There are several factors that influence the homogeneity of the local
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(a)
(b)
Figure 2.3: Effect of N and T on (a) S (q), where the smallest q is within
one-half of the simulation box dimensions, and (b) structure of
the Lamellae, where the A-domain beads are in pink and the B-
domain beads are in cyan and shade is in the darker color. Vi-
suals are generated using Visual Molecular Dynamics (VMD)
package [2].
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ρ in polymers. First, the free-end groups, which tend to localize in the center of
the domain, result in a slight decrease in the local ρ due to efficient packing. An-
other factor that influences the local ρ is the presence of interfaces arising from
the chemical incompatibility. Despite the small size of C relative to the polymer
segments, ρ of the polymer influences µ significantly as shown in Appendix E
for two sizes of C (σcc = 0.25σ and 0.50σ). Expectedly, the effect of global ρ on µ
is slightly reduced for the smaller ion.
Figure 2.4: The impact of N on the ρ profile of the polymer in the direction
perpendicular to the Lamellae interface (Z) at T = 2.6/kb. Posi-
tion = 0.0, 1.0, and 2.0 correspond to the interface between the
two blocks.
To illustrate the effect of the presence of interfaces on µ, we studied the TBP
system depicted in Figure 2.1a. In this system, the B domain was set to be above
its Tg. By varying ψ, the frequency and magnitude of ρ-depleted regions are
altered (see Figure 2.5a), which result in an improved µ at the two temperature
we tested (Figure 2.5b). A similar effect is seen for different N. However, non-
monotonic behavior may occur due to the formation of perforated L where the
B domain penetrates the A domain significantly, hindering ionic mobility. The
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dependence of µ on the local ρ indicates that for the conditions probed, µ is
independent of the macroscopic viscosity (i.e., segmental motion) and rather
depends solely on the local environment since, otherwise, the mobility would
reduce due to the reduced mobility of segments proximal to the interfacial zone
[49]. This is true since drag from the polymer is negligible for the small and light
ions we used, whose relaxation time is faster than that of the polymer segments.
Similar results were seen for attractive nanoparticles diffusing in a polymer melt
[22, 50]. Our results suggest that local ρ variations can be exploited as a design
criteria for improving µ. Note also that our TBP should also enhance mechanical
stability due to a concomitant increase in the order (number of layers) in the
system.
By varying the DBC morphology, the A domain thickness and contour
length change, which impact both β and the tortuosity (λ). To examine these
effects, we prepared systems of different morphologies that are typically used
in electrolyte systems for various N (See Table 2.2). As shown in Figure 2.6a, µ
varies significantly by changing the morphology, and the direction of applied
field, even for the same N (Figure 2.6b). Nonetheless, the general trend of in-
creasing µ with N holds for all morphologies because of the reduction in β.
To analyze the results, we plot in Figure 2.7a correlation of β (calculated via
eq. 2.6) and χN for the different morphologies. The correlation indicates that
regardless of the morphology, χN depends on β following approximately the
same scaling. Our definition of β accounts for the fraction of A beads in close
proximity to the B domain. Thus, β is a function of χN (i.e., segregation strength)
and the number of A beads (NA), which allows β to be interpreted as the ratio
of the interfacial zone thickness (∆∗) to the conductive domain thickness (d).
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(a)
(b)
Figure 2.5: The effect pf ψ on (a) the ρ profile of the conductive domain
(A+A’), and B in the direction perpendicular to the Lamellae
interface (Z), where each domain has a thickness ≈ d, at T =
2.63 /kb (A depiction of the TBP sysyem with ψ = 0.45 appears
in the inset for N = 40) and (b) on µ for N = 40 at T = 2.63 /kb
and 3.0 /kb.
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(a) (b)
Figure 2.6: (a) Effect of N, morphology, and the direction of applied force
on µ at T = 2.63 /kb. (b) Depiction of the phases used in the
legend of (a), where the arrows represent the directions of the
applied force, and the pink and cyan colors represent the con-
ductive and non-conductive domain, respectively.
Semenov developed a theoretical description of how ∆∗ and d depend on χ, N,
and χN for L morphology [51]:
∆∗ =
[
∆2 +
v∆0
2a2
ln
d
∆0
]
(2.7)
d = 2(3/pi2)1/3aN2/3χ1/6 (2.8)
, where ∆ = ∆0
[
1 + 1.34(χN)1/3
]
, ∆0 = 2aχ−1/2, v is the volume of a polymer segments
(i.e., polymer bead in our model), and a is the segment length. The dependence
of ∆∗ on N of our systems is similar to that obtained from the theoretical re-
lation for temperatures approaching the strong-segregation regime (Appendix
F). Moreover, as seen in Figure 2.7, β and ∆∗/d have the same scaling with χN
providing a theoretical basis to the simulation trends.
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Figure 2.7: The effect of χN and morphology on β. The dashed blue line is
the scaling of ∆∗/d from eq. 2.7-2.8. The legend is the same as
that for Figure 2.6a.
We expect that µ, which relates 〈v〉i to F (eq. 2.4), will depend inversely on
λ, i.e., µ ∼ λ−1, in analogy to how the permeability in pressure-driven fluid flow
[52] and the effective diffusion coefficient [53] depend on tortuosity. From the
geometric tortuosity definition (as the ratio of the average length of the possible
geometric paths to the straight-line path length) [52], λ is unity for Lamellae (L),
HC when the cylinder is conductive (HC), and HC when the continuous matrix
is conductive and the applied field is parallel to the cylinders (HC ‖). λ for the
G phase where the minority component is conductive (G Min.) was found to be
≈ 2.04 from a geometric analysis of the structure [54]. For Hexagonal Cylinder
when the continuous matrix is conductive and the force is applied perpendic-
ular to the cylinder axes (HC ⊥), λ was calculated based of the geometric tor-
tuosity definition, which depends on domain size and cylinder diameter (see
calculations in Appendix G.1). λ for HC ⊥ was found to depend on N due to
an increase in the spacing between cylinders hereby reducing λ. Since identify-
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ing λ for the Gyroid when the majority component is conductive (G Maj.) from
the geometry of the structure is non-trivial, λ was calculated based on biased
diffusivities, in which the non-conductive domain is frozen and the structure of
the G phase in absence of the conductive domain beads is probed (see details in
Appendix G.2).
Since β depends on T , the effect of T on µ can be accounted for by the T
dependence of µ for the homopolymer (HP) system [9] (Appendix H). We can
account for this T effect and the tortuosity effect (i.e., on account that µ ∼ λ−1)
by defining a T − λ corrected mobility (µ∗):
µ∗(T0) = µ(T )
λ
λHP
µHP(T0)
µHP(T )
(2.9)
, where T0 is a reference temperature, and λHP is unity. As shown in Figure 2.8,
the plots of µ vs. β for the various morphologies collapse into a single universal
curve regardless of T , as long as it is sufficiently far from the ODT tempera-
ture. Indeed, the only two cases that exhibit pronounced deviations in Figure
2.8 correspond to N = 10 and 14 at T = 3.8/kb in Figure 2.2-2.3, where the close
proximity to the ODT temperature renders interfacial fluctuations dominant.
The fitted line in Figure 2.8 approaches the homopolymer mobility (for N = 40)
at β = 0.0, when µ becomes independent of the macroviscosity (i.e., segmental
motion or α-relaxation) in homopolymer melts [50]. Note that one can use the
correlations in Figure 2.7 to predict β for different phases and conditions and
then use Figure 2.8 to predict µ. Since β depends on T , the effect of T on µ was
accounted for from the T effect on µ for homopolymer system [9] (Appendix H).
Counter to experimental studies suggesting improved µ in continuous net-
works, our results indicate that µ is impaired by the tortuosity of the A do-
main at the nano-scale (i.e., for perfect morphological monodomains). In exper-
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Figure 2.8: Effect of β on µ∗(T0) (eq. 2.9), where T0 = 2.63/kb. The black
solid line is a fit to the HC data (green squares), and the dashed
line is the µHP(2.63/kb) for N = 40. The non-conductive domain
is frozen in all systems. The symbols are the same as in Figure
2.6a.
imentally realizable systems, however, continuous morphologies may still be
appealing for ionic conduction because they are expected to experience minimal
effect from the misalignment of grain boundaries compared to other morpholo-
gies [13], due to the high probability of continuity of the domains across grain
boundaries.
2.5 Conclusions
In summary, we have implemented a coarse-grained MD model for studying
the transport of ions under an external driving force in diblock copolymers that
form Lamellae, Hexagonal Cylinder, and Gyroid morphologies by varying the
volume fraction of the minority block. In qualitative agreement with previ-
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ously published computational and experimental studies for Lamellae phases,
the model can predict the increasing trend in ionic mobility with chain length.
As chain length and conductive domain thickness increase, so does the proba-
bility of ions residing away from the interfacial region.
The beneficial effect on ionic mobility of local density depletion regions in a
Lamellae forming diblock copolymer was exploited by introducing additional
interfaces within the conductive domain, which resulted in improved ionic mo-
bility.
In contrast to experimental studies that show an advantage of 3D intercon-
nected conductive domain, our results suggest that the increased tortuosity of
such a domain tends to reduce ionic mobility. The tortuosity effect was studied
by varying the morphology, utilizing the different blocks as being conductive,
and by applying external force in different directions relative to the inter-face
(i.e., in Hexagonal Cylinder when the majority block is conductive). Most likely,
the discrepancy in the results arises from the structural defects present in exper-
imental systems. In the future, we plan on addressing the effect of specific types
of defects on the ionic transport in diblock copolymer systems of various mor-
phologies, an undertaking that was beyond the scope of this work.
Importantly, after accounting for microdomains mixing and the tortuosity of
the conductive domain, a single universal correlation is obtained for the ionic
mobility for different morphologies, chain lengths, and temperatures indicating
that ionic mobility, in the nano-scale, is mainly controlled by the two microstruc-
tural factors.
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CHAPTER 3
CORRELATIONS BETWEEN MORPHOLOGY AND ANISOTROPIC
TRANSPORT PROPERTIES OF DIBLOCK COPOLYMERS
3.1 Abstract
Molecular simulations of coarse-grained diblock copolymers (DBP) were con-
ducted to unveil correlations between morphology and transport properties. It
was found that in the strong segregation limit (i.e., high χN, where χ is Flory-
Huggins parameter and N is degree of polymerization), the presence of the DBP
interfaces imposes topological constraints similar to those of entanglements as
manifested in the rheological signature of the polymer (i.e., relaxation time and
plateau modulus). Furthermore, compared to the behavior of isotropic melts,
the crossover from Rouse to reptation scaling of the self-diffusion coefficient (D)
parallel to the DBP interface takes place at a smaller N, an effect that depends
on temperature and is more pronounced in the Lamellae morphology than in
the Hexagonal Cylinder morphology. Additionally, it is shown that for an en-
tangled melt (i.e., N > Ne where Ne is the entanglement length) block retraction
is instrumental for chains to diffuse parallel to the interface between lamellar
layers. Lastly, it is found that the anisotropic viscosity of the different mor-
phologies is mostly affected by the orientation of the chains relative to the shear
flow direction, exhibiting reduced values when chains align in the neutral or
flow directions.
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3.2 Introduction
In microphase separated morphologies of diblock copolymers (DBP), naturally
conflicting properties are able to exist in nanoscale proximity, which makes
these materials attractive for applications ranging from lithography to artifi-
cial organ technology, drug delivery, and energy storage [3,8]. For example, the
mechanical stability of solid polymer electrolytes used in battery applications
is essential for sustainable and safe operations [4]. DBPs have been thoroughly
studied as a potential materials platform to improve electrolyte stability and
safety [5–7]. While the conductive block is typically flexible and contains polar
sites that can solvate salts, the other non-polar block can be made rigid or glassy
to impart the system with the mechanical stability needed to suppress dendrite
formation. In drug delivery applications, blocks with different hydrophobicity
can be utilized in order to transport hydrophobic drugs in the bloodstream at
concentrations above their intrinsic water solubility limit. The hydrophilic block
forms a protective shell against bio-degradation of the bioactive molecules en-
hancing the drug integrity and performance. Additionally, the reversible na-
ture of the temperature-driven DBPs ordering (i.e., from order to disorder and
vice versa) allows for thermally controlled release of the bioactive molecules
[8]. Hence, characterizing viscoelastic and dynamic properties which directly
correlate with mechanical stability and ordering kinetics of DBPs, is of criti-
cal importance from both fundamental and application perspectives. Further-
more, studying model DBP systems of linear chains could provide insights rel-
evant to other more complex DBP resembling systems, such as polymer-grafted
nanoparticles, polymer brushes [55], and protein lipid bilayers.
In the past few decades, theoreticians and experimentalists have devoted
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much attention to understanding the dynamic and viscoelastic properties of
homopolymers melts, and their departure from those of small organic liquids.
One important parameter that largely influences the viscoelastic behavior of
polymer melts is the degree of polymerization (N). The dependence of the self-
diffusion coefficient (D) with N in homopolymer melts follows a N−ξ scaling,
where ξ is 1 in the Rouse regime (consistent with the Einstein Diffusion model),
and 2 in the reptation regime (consistent with de Gennes’ tube model), while the
zero-shear viscosity (η0) follows a Nξ scaling, where ξ is 1 in the Rouse regime,
and 3.4 in the reptation regime [56]. In the Rouse regime (i.e., N < Ne), the
polymer chains can slide past one-another. Such diffusion mechanism does not
take place when N > 2Ne due to the constraints imposed by the melt that con-
fine a particular chain to a tube whose diameter (dT ) can be correlated with the
end-to-end distance of a chain with Ne segments (i.e., dT ≈ aN1/2e , where a is
the Kuhn length) [57]. Entanglements only allow for diffusion along the con-
tour of the tube, whose length is L0, within which the chain-end ’reptates’ from
one tube to the next following the path taken by other segments of the chain.
Within a tube, the polymer segments locally diffuse following the Rouse model;
however, for the whole chain to diffuse it needs to travel a distance L0 equiv-
alent to its end-to-end distance (Ree), thereby increasing the relaxation time of
the chain and giving rise to the reptation scaling regime. The theoretical scaling
predictions in the Rouse and reptation regimes for both D and η0 were found to
explain experimental and computational results for homopolymer melts with
only a slight difference in the ξ observed in the reptation regime [21,23,58]. The
D scaling with N is more sensitive to entanglements than that of η0 since the
Rouse contribution to η0 is strong and it is only at N  Ne that the exponential
component, arising from entanglement, becomes dominant [23].
30
While the dependence of dynamic and viscoelastic properties on a wide
spectrum of parameters (i.e., temperature, concentration, and chain length), and
polymer designs (e.g., branching) is well understood for homopolymer melt
systems [59–63], it is less so for DBP systems. Depending on the volume frac-
tion of the minority block (φ1), and the segregation strength (χN, where χ is the
Flory-Huggins parameter), linear A-b-B DBPs form various micro-segregated
structures below the order-disorder temperature (TODT). The introduction of in-
terfaces due to the chemical incompatibility of the constituent blocks gives rise
to additional energetic and entropic barriers that influence the transport and
viscoelastic properties of DBPs.
It was previously suggested that in the entangled regime, strongly segre-
gated DBPs (i.e., for χN  (χN)ODT, where (χN)ODT is the χN at the order-
disorder transition) with Lamellae (L) morphology (i.e., φ1 = 0.5) diffuses par-
allel to the interface by a block retraction mechanism (i.e., one block retracts
to the interface before the lateral diffusion along the interface can take place)
[64,65]. However, this block retraction mechanism was not observed in the sim-
ulation study of Murat et al. [37, 38], who argued that Lamellae-forming DBPs
have reduced entanglement density compared to homopolymers due to the in-
creased ordering in the system. Using Kinetic Monte Carlo simulations, Pan et
al. [66] examined DBPs with L morphology and found, by comparing D for a
wide range of N at a fixed low χN, that the crossover N from Rouse to repation
scaling (Nc) for DBPs is the same as that for the homopolymer. Most recently,
Sethuraman et al. [67] and Ramirez-Hernandez et al. [68] used topological anal-
ysis to identify local distribution and global average entanglements in lamellae-
forming DBPs. They found that Ne in DBPs (≈ 40) is slightly lower than in
homopolymers (≈ 44) [68]. While the dynamic properties of DBPs have been
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the subject of several experimental studies, it is very difficult to deconvolute the
anisotropic diffusion tensor components arising from the spatial orientation of
the interfaces, due to both the presence of multiple grain orientations seeded
during phase microsegregation, and the different block chemistries used which
potentially have different Ne [54, 65].
The stability of DBP phases under steady and dynamic oscillatory shear had
been the subject of several studies [69, 70]. Depending on the shear rate and
shear orientation (Figure 3.1), the DBP may exhibit transitions to different ori-
entational states and to the disordered state. The dependence of the anisotropic
viscosity tensor components on morphology has only been investigated in a few
computational studies [71, 72]. Using steady-shear Dissipative Particle Dynam-
ics (DPD) simulations, Zhang et al. [71] found that the zero-shear viscosity (η0αβ ,
where α is the flow and β is the velocity gradient directions) of the L phase,
when flow and velocity gradient are parallel to interface (L ‖), is lower than that
of the Hexagonal Cylinder (HC), when flow is along the cylinder axis (HC ‖).
Ryu et al. [72] used linear response theory to calculate η0αβ for the L morphology
from the stress auto-correlation function. However, they combined the trans-
verse (LT ) and perpendicular (L ⊥) contributions into one component, despite
these being fundamentally different due to the asymmetry of the structure [70].
Dynamic oscillatory shear experiments revealed that cubic DBP morphologies,
such as the Gyroid (G) and Sphere (S ) phases, exhibit a modulus plateau (G0cubic)
for N < Ne at a frequency smaller than the rubbery plateau (G0N), reminiscent
of the effect of entanglements. G0cubic of the G phase was found to span several
decades in frequency at the terminal regime (approaching the zero-shear limit).
Moreover, it was found that randomly oriented L and HC phases exhibit a be-
havior intermediate between those of cubic phases and isotropic melts [73].
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(a) L ‖ (b) L ⊥ (c) LT
(d) HC ‖ (e) HC ⊥ (f) HC 	
Figure 3.1: Illustration of the different shear orientations possible for
Lamellae (L) morphology (a-c) and Hexagonal Cylinder (HC)
(d-f). Beads from only the minority block are displayed for
clarity.
In this chapter, we study the effect of N and morphology on both the molec-
ular diffusion and viscoelastic properties utilizing a coarse grained Molecular
Dynamics (MD) method. The use of MD and model morphologies allow us to
study the physical mechanisms underlying the different transport phenomena
in the absence of major structural defects (i.e., within single-grain uniform struc-
tures). To form microphase separated structures with well-defined morpholo-
gies, χN should exceed (χN)ODT, which is efficiently achieved using a coarse-
grained representation of the polymers. Using such model, we were able to
examine a wide range of segregation strengths and to probe the Rouse and rep-
tation regimes. We find that, depending on temperature, the DBP behavior tran-
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sitions from the Rouse regime to the reptation regime at a shorter N compared
to isotropic melts, which we attribute to the topological constraint imposed by
the interface between the two blocks that gives rise to an entanglement-like rhe-
ological signature (i.e., the onset of a plateau modulus). We also demonstrate
the importance of block-retraction to activate the lateral diffusion process for
N  Ne. Finally, we show that trends in η0αβ are correlated with the propensity
for chain alignment with respect to the flow direction.
3.3 Methodology
Molecular Dynamic (MD) simulations were employed to study dynamic and
viscoelastic properties of DBPs with various morphologies and chain lengths.
All simulations were performed using LAMMPS [34]. The coarse-grained
model adopted consists of beads and springs similar to that of Kremer and Grest
for homopolymer melts, but adapted to DBP systems. The bead-spring model
has proven useful in studying viscoelastic, dynamic, and static properties of
neat [21, 23, 74] and filled [22, 24] polymer melts. Additionally, the model was
successfully extended to study the phase behavior of DBP melts [28,29,75], and
the response of DBP networks to tensile deformation [25–27].
To induce phase separation, like species interact via an attractive 6-12
Lennard-Jones potential (i.e., includes the attractive potential, rc = 2.5σ), while
unlike species interact via a purely repulsive potential known as the Weeks-
Chandler-Andersen (WCA) (i.e., rc = 21/6σ) potential (eq. 2.1), where i j = 1.0,
and σi j = 1.0σ. Bonded beads interact via the Finite Extensible Nonlinear Elas-
tic (FENE) potential (eq. 2.2), where R0 = 1.5σ, and K = 30/σ2. Without loss
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of generality, the scaling quantities of mass (m), length (σ), and energy () are
set to unity. Also, the simulation quantities of concern are scaled as follows:
temperature T ∗ = kbT/, time t∗ = t(/(mσ2))1/2, and number density ρ∗ = ρσ3.
The simulations were carried out in the canonical ensemble (NVT) with an in-
tegration time step (δt) of 0.001τ using a Velocity-Verlet algorithm. T was con-
trolled using the Nose´–Hoover thermostat, a suitable choice for studying trans-
port properties due to its deterministic nature [35], with a damping parameter
of 0.5τ. ρ was kept at 0.85σ−3, a value appropriate for polymer melts [21, 23, 28],
assuming incompressibility of the polymer across different N and T . Pressure
isotropy was monitored to ensure that the box dimensions were appropriate to
fit the natural domain periodicity of the system.
The different DBP morphologies were realized by varying φ1 (Table 3.1). The
equilibration procedure is the same as explained in Section 2.3.
Equilibrium and non-equilibrium MD simulations of the systems were im-
plemented to measure dynamic and viscoelastic properties, respectively. The
diffusion coefficient for motions parallel to the interface between the two blocks
(D‖) was computed in the L and HC phases. For the Gyroid (G) and Homopoly-
mer (HP), the isotropic diffusion coefficient (Diso) was calculated. The diffusion
coefficient (D) was found from the Mean Square Displacement (
〈
∆r(t)2
〉
) using
the Einstein relation of (eq. 3.1), where
〈
∆r(t)2
〉
is averaged over time origin (t0),
and b is the dimensionality of the space where motion is tracked (e.g. b = 1 for
HC phase, 2 for L phase, and 3 for isotropic phases) [76]:
D =
1
2b
d
dt
〈
(r(t + t0) − r(t0))2
〉
t0
(3.1)
D is computed when a linear relationship between
〈
∆r(t)2
〉
and t develops, in-
dicative of diffusive motion. The production period of the simulation ranged
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Table 3.1: DBP simulated morphologies and their corresponding φ1 and
TODT (in units of /kb) for a given N.
N
φ1 (TODT)
L G HC S
10 0.50 (4.5) - - -
14 0.50 (6.8) - - -
18 - 0.33 (8.0) - -
24 0.50 (12.5) - 0.25 (9.0) -
32 0.50 (16.8) - - -
40 0.50 (20.8) - 0.25 (15.3) 0.10 (5.6)
50 0.50 (25.4) - - -
60 - - 0.25 (22.4) -
64 0.50 (31.2) - - -
76 0.50 (35.6) - 0.25 (27.5) -
Initial Structure Random DPD Structure Random Random
from 75, 000 to 100, 000τ. For these calculations we only tracked the positions
of the minority component bead connected to the majority component (i.e., the
”interface bead”). Note that since we are only interested in the long-time diffu-
sion, its value is largely independent on whether for the calculations we track
the interfacial bead, the chain center-of-mass, or any other bead.
To compute η0, G′, and G′′, non-equilibrium MD simulations were per-
formed using the SLLOD equations of motion [77]. A combination of steady
and dynamic oscillatory shear were used to compute the zero-shear anisotropic
viscosity components (η0αβ) using eqs. 3.2 and 3.3 below, where σ∗αβ is the stress
tensor component in the flow direction α that is normal to velocity gradient
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direction β, γ˙αβ is the strain rate, and ω is the oscillation frequency:
η0αβ = lim
γ˙αβ→0
σ∗αβ
γ˙αβ
(3.2)
η0αβ = lim
ω→0
√
G′2αβ +G
′′2
αβ
ω
(3.3)
The loss (G′′αβ) and storage (G
′
αβ) moduli were calculated using eqs. 3.4 and
3.5, where σ∗0αβ is the stress amplitude, γ0αβ is the strain amplitude, and δ is the
phase lag. γ0αβ in the dynamic oscillatory shear simulations was fixed to 10%,
which ensures operating in the linear response regime where the Cox-Merz Rule
applies (Appendix I) [78]. σ∗0αβ and δ were obtained from the least-square fit of
the sinusoidal function (eq. 3.6) to the simulation data.
G′′αβ =
σ∗0αβ
γ0αβ
sin(δ) (3.4)
G′αβ =
σ∗0αβ
γ0αβ
cos(δ) (3.5)
σ∗αβ = σ
∗
0αβsin(tω + δ) (3.6)
3.4 Results and Discussion
Figure 3.2 shows our results for D of DBPs with various morphologies and N
(listed in Table 2.2) including results of D for the HP for comparison. One unex-
pected observation in Figure 3.2 is that long DBP chains (high-N regime) diffuse
faster in the HC phase than in the L phase. This may be due to the curvature
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of the interface in the HC phase which allows interfacial beads to partially ex-
perience the environment of non-interfacial beads, which have faster short-time
dynamics [49]. In contrast, while the L phase interfacial beads are surrounded
by other interfacial beads in the interface plane. Figure 3.2 also shows that the
isotropic diffusion of the G phase is a factor of 2 slower than that of the L phase,
a difference that is in agreement with experimental findings and is attributed
to the tortuosity of the G structure [54]. The trends in Figure 3.2 also indicate
that DBP with L morphology exhibits a transition from the Rouse regime to the
reptation regime at Nc that is shorter than that for HP. It is known that the onset
of the reptation scaling occurs when Nc ≈ 2Ne, where Ne is the entanglement
N of HP. The slightly higher entanglement density of the L phase compared
to the isotropic melt [68] cannot account for such ”early” crossover (Nc ≈ Ne)
suggesting that an alternative diffusion mechanism takes place in the L phase.
Figure 3.2: Effect of morphology and N on the interface-parallel D for L
and HC phases, and the isotropic D for G phase and HP at
T = 2.6/kb. The dashed (solid) line represent Rouse (reptation)
scaling law.
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Dalvi et al. [65] hypothesized that the lateral diffusion of an entangled L DBP
melt proceeds via a block retraction mechanism, analogous to arm retraction in
star polymers, where one block retracts to the interface in order for the chain to
diffuse parallel to the interface plane. We tested this hypothesis by quantifying
the effect on D by artificially reducing the tendency of block retraction. For this
purpose, we pinned the end beads of either one or both blocks to a stiff har-
monic spring potential: 12k(zi − z0i ) (with k = 400/σ2) to only restrict its motions
in the direction normal to the interface (Z). The preferential position in the Z di-
rection (z0i ) for each of the affected end beads was taken to be its initial value in
an equilibrated structure. Figure 3.3a shows the probability distribution of the
center-of-mass position of one chain in the Z direction (COMZ) when the pin-
ning springs are or are not enacted. The COMZ variance for the pinned system
is ≈ 20% of that for the free system. As shown in Figure 3.3b, for N = 200, the
springs hinder the lateral motion significantly in both cases (whether one block
or both blocks are pinned). As expected from the behavior of trapped entangled
systems,
〈
∆r2
〉
‖ approaches a plateau value of a
2Ne (i.e., the squared diameter of
the tube). On the other hand, for N = 10 (i.e., a non-entangled system),
〈
∆r2
〉
‖ is
not effected by the springs (Figure 3.3c). Overall, these results indicate that for
entangled chains, the cooperative motion of both blocks is required to activate
the lateral diffusion process, further suggesting that the tubes formed by the en-
tangled melt are preferentially aligned normal to the interface. Given that block
retraction (taking place in the direction normal to the interface) is an essential
component to the diffusion process of entangled self-segregated DBPs, we hy-
pothesize that the pinning effect of the interface acts as a topological constraint
akin to entanglements. In other words, the interface participates in the con-
struction of the entanglement tube by preferentially aligning it in the direction
39
normal to the interface. This would hence explain the ”early” crossover from
Rouse to reptation scaling seen in Figure 3.2 for the L morphology (Nc ≈ 1Ne)
compared to HP (Nc ≈ 2Ne).
To further test our hypothesis of the interface-1Ne connection, we examine
the effect of DBP segregation strength on Nc by varying T . Note that T is related
to segregation strength in DBPs but has no effect on Nc for HP as shown in
Figure 3.4 (which includes the simulation data from Bulacu et al. [79]). As
shown in Figure 3.5a, Nc increases with T and, based on the interface-effect, it is
expected that at T  TODT, the behavior should approach that of HP. The effect
of T on the segregation strength of the L phase can be captured by measuring
the interfacial thickness (∆∗), which is inversly related to χN [51], by fitting the
order parameter ψ(z) (eq. 3.7) to eq. 3.8, where φi(z) is the volume fraction of
component i in the Z direction, and z0 is the position at which φA(z) = φB(z) [38]:
ψ(z) =
φA(z) − φB(z)
φA(z) + φB(z)
(3.7)
ψ(z) = tanh
2(z − z0)
∆∗
(3.8)
As shown in Figure 3.5b, ∆∗ increases with T (for any N) until reaching a
plateau value that is dependent on T . Since for the same T range, Nc is indepen-
dent of T for HP, we attribute the change in Nc with T for DBPs to changes in
the segregation strength as captured by the ∆∗ trends in Figure 3.5b. The results
from Figure 3.5b for T = 2.63/kb, where ∆∗ is weakly dependent on N, indicate
that Nc ≥ Ne since one constraint needs to come from a ”true” entanglement for
the crossover to take place, hence, the crossover at Nc ≈ 30 (i.e. where the Rouse
and reptation scaling laws intersect in Figure 3.2).
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(a)
(b)
(c)
Figure 3.3: Effect of pinning potential on (a) the COMz/d profile of one
chain for N = 200, where the interface is located at COMZ/d =
1.0, and on
〈
∆r2
〉
‖ for (b) N = 200 and (c) N = 10, where solid
and dashed lines illustrate t1 (diffusive motion) and t0.25 (entan-
gled motion) scaling, respectively.
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Figure 3.4: Effect of T on the dependence of ND on N for HP. The effect of
T is normalized with respect to a reference system (N0 = 14) at
the particular T . The solid line represents the reptation scaling
(N−1.4).
Figure 3.6 shows the G′′αβ and G
′
αβ moduli (eqs. 3.4 and 3.5) obtained from
oscillatory shear simulations of the L phase. The first intercept (i.e., at small os-
cillation frequency (ω)) of G′ and G′′ is related to the entanglements relaxation
time (i.e., disentanglement), while the second intersect corresponds to the seg-
ment relaxation time between entanglements [23, 80]. Figure 3.6a-c shows that
for L ‖ orientation no signs of entanglements are detectable for N = 10−76 where
beads are expected to experience a nearly homogenous environment. However,
in the L ⊥ and LT orientations (Figures 3.6d-i) for N > 40, an entanglement-like
signature in the dynamic oscillatory shear modulus is observed, consistent with
the topological constraint effect induced by the interface.
To elucidate whether the modulus plateau of the L ⊥ and LT orientations is
related to rubbery or cubic-phase behavior, dynamic oscillatory shear simula-
tions of HP with N = 200 and 40 were conducted as a referential case pertinent
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(a)
(b)
Figure 3.5: Effect of T on (a) the dependence of ND on N for DBP with L
morphology and HP, where the effect of T is normalized with
respect to a reference system (N0 = 24) at the particular T , and
the solid line represents the reptation scaling (N−1.4), and (b) the
dependence of ∆∗ on N for DBP with L morphology. Error bars
represent the standard deviation from the different configura-
tions used in the calculation.
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(a) N = 76, L ‖ (b) N = 40, L ‖ (c) N = 10, L ‖
(d) N = 76, L ⊥ (e) N = 40, L ⊥ (f) N = 10, L ⊥
(g) N = 76, LT (h) N = 40, LT (i) N = 10, LT
Figure 3.6: Effect of N and oscillation orientation on G′αβ, G
′′
αβ, and tan(δ) of
DBP with L morphology at T = 2.6/kb and γ0 = 0.1. Error bars
represent the 95% confidence interval for uncorrelated initial
configurations. The legend is the same as in figure a. See Figure
3.1 for shear orientations nomenclature.
to rubbery plateau behavior. The results shown in Figure 3.7 indicate, counter
to trends observed in a previous experimental study of randomly oriented L
grains [73], that the modulus plateau of the HP is lower in magnitude than the
modulus plateau found for the L ⊥ and LT , and that the onset of the plateau
takes place over a similar ω regime. Additionally, for L ‖ with N = 200, only
one plateau is apparent, similar to the HP case. For HP with N = 40, no rubbery
plateau is observed, suggesting that the apparent plateau in DBPs for N < Ne is
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related to the presence of the interface. We note in passing that our oscillatory
shear simulations for the G phase with N = 18 confirm the presence of a mod-
ulus plateau at terminal frequencies as found in experiments and attributed to
the 3D lattice interconnectivity of the block domains [73].
Figure 3.7: G′αβ of L ‖ and L ⊥ orientations compared to G′ of HP case at
T = 2.63/kb for N = 40 and N = 200 obtained from dynamic
oscillatory shear simualtions. Error bars represent the standard
error from uncorrelated initial configurations. The results for
the LT orienation, which are similar to that of the L ⊥ orienta-
tion, are not shown for clarity. See Figure 3.1 for shear orienta-
tions nomenclature.
To confirm that the range of ω used is wide enough to capture the different
relaxation time scales, we tested whether the calculated η reached the Newto-
nian regime, which is a key tenet in our simulations. We show in Appendix J
the mapping of our scaling quantities (m, , and σ) to a linear polyethylene melt
by mapping Nc in our model to experimental data. We then used these scaling
quantities to predict D and η for polyethylene and show that they agree with
available experimental and atomistic simulations data.
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G0N can be related to Ne via the Rubber Elasticity theory [80]:
G0N =
4
5
ρkbT
Ne
(3.9)
resulting in Ne ≈ 11 for the L ⊥ and LT orientations independent of N above
40. At T = 5.0/kb, the dynamic oscillatory shear display no signs of a modulus
plateau for N = 40, whose TODT is 21/kb [28]. These results again confirm that
the interface in the strong segregation limit gives rise to an entanglement-like
behavior that correlates with the crossover between the Rouse and reptation
scaling regimes for D shown in Figure 3.2.
Another important property of polymeric materials that is strongly dictated
by entanglements is η0. In Figure 3.3, we compare η0 for HP obtained from
steady shear simulations to η0αβ for DBPs with L and HC morphologies calcu-
lated via steady and dynamic oscillatory shear simulations, and η0 for Sphere
(S ) and G morphologies calculated via dynamic oscillatory shear simulations.
It can be seen that no signs of reptation can be inferred from the scaling of the
trends for all the morphologies and orientations, in agreement with the results
from a previous study for homopolymer melts [23]. Figure 3.3 also shows that
the viscosity of the HC ‖ and S phases are greater than that in the L ‖ phase, in
agreement with a previous study [71]. η0 for the S phase is smaller than that of
HC 	, possibly due to its reduced φ1. For N = 18, G′ of the G phase exhibits
a plateau that spans several decades in frequency at low ω (consistant with ex-
perimental findings [73]), and as a result, η0 diverges in the ω range examined.
Since the flow direction in the L ‖, L ⊥, and HC ‖ orientations is not across the
interface, we suspect that viscosity differences among them are connected to
differences in how chains are aligned relative to the flow direction in the unper-
turbed state. The larger viscosity values observed for the HC 	 and S phases,
where the flow direction crosses the interface, likely arises from additional en-
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ergetic contributions to the stress response.
Figure 3.8: η0αβ of DBPs of different morphologies and HP, as a function
of shear orientation and N at T = 2.6/kb. See Figure 3.1 for
shear orientations nomenclature. The straight line represents
the Rouse scaling law (N1).
In the HC and S phases, the majority block conformation is more isotropic,
especially on the plane orthogonal to the cylinder axis, compared to the L phase
where the blocks are distinctly more stretched in the direction normal to the in-
terface than in the other two directions (parallel to the interface). To corroborate
this argument, we show the distribution of the end-to-end distance (Ree) in the
three cartesian directions for the L (Figure 3.9a) and HC (Figure 3.9b) morpholo-
gies. No difference is observed between the parallel components of Ree in the L
phase and individual components of Ree in the HC phase.
In the L ‖ orientation, the shear-flow neutral direction is normal to the in-
terface. Because chains are more aligned in the neutral direction in the L ‖ ori-
entation than in the HC ‖ orientation, chain segments experience less velocity
gradient and hence generate a reduced viscosity in the L ‖ orientation compared
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to the HC ‖ orientation. Similarly, in the L ⊥ orientation, the interface-normal
direction is the velocity gradient direction, and since chains are more aligned in
that direction, the L ⊥ viscosity is greater than those for the L ‖ and HC ‖ orien-
tations. In Appendix K we further show that uniaxial deformation simulations
for the L and HC phases yield stress responses whose trends can be correlated
to the same microscopic trends in chains conformations given here to explain
the shear simulation results.
3.5 Conclusions
In this work, we examined first the role of DBP microphase separation on the
onset of reptation scaling in D. We studied in particular detail the behavior
of the diffusivity parallel to the interface in the L morphology. Specifically,
we showed that in the strong segregation limit, the DBP interface constrains
chain conformations in a way akin to topological constraints caused by entan-
glements, giving rise to a temperature-dependent early crossover from Rouse to
reptation scaling (i.e. Nc ≈ Ne vs. Nc ≈ 2Ne in homopolymers). Similarly, Lai et
al. [81] showed that Nc for the lateral diffusion in a polymer brush depends on
the grafting density with higher values resulting in earlier crossover. A brush of
mobile chains densely grafted to a flat surface, can be likened to a DBP lamel-
lar layer. Moreover, our dynamic oscillatory shear simulations also reveal an
entanglement-like signature at the same Nc for the L ⊥ and LT orientations.
We also found that the value of Nc for the diffusion coefficient increases
with T as the segregation strength decreases in DBPs, in contrast to the T–
independent crossover behavior in HP. Our calculations of the interface thick-
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(a) L
(b) HC
Figure 3.9: Distribution of the absolute value of the end-to-end distance of
the majority block chains (Ree) in the three cartesian directions
for (a) L and (b) HC morphology with N = 40 chains in the
unperturbed state. The specific directions probed are depicted
in the inset.
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ness, which is inversely related with the segregation strength, confirmed that
Nc is associated with N at which the interfacial thickness plateaus at a given T .
At low T , Nc becomes independent of T since at least two effective topological
constraints are needed for the crossover to take place (i.e., one from the interface
and at least one from the chain length).
In the entangled regime, we found that block retraction is an important
mechanism in the diffusion of chains parallel to the L-phase interface. In simu-
lations designed to suppress fluctuations in chain extension normal to the inter-
face, it was found that the mean square displacement of the interfacial bead in
the lateral directions approaches a plateau that is commensurate to the squared
diameter of the tube in reptation theory, indicating that block retraction is im-
portant to activate lateral diffusion. For chain lengths below Ne, the lateral dif-
fusion was found to be independent of the block retraction motion. More gener-
ally, however, lateral diffusion of a given chain is likely a complex process that
involves not only its retraction but also the cooperative motion of the surround-
ing neighbor chains. Further analysis of the effect of neighboring chains will be
needed to identify in more detail the underlying mechanism of DBP diffusion
in the entangled regime.
Analysis of steady and dynamic oscillatory shear simulations of different
morphologies with different orientations revealed that the anisotropic zero-
shear viscosity (η0αβ) mainly depends on chain alignment with respect to the
virtual flow direction in the unperturbed state, exhibiting a reduced value when
chains are aligned in the flow or neutral direction. Moreover, the viscosity is al-
ways the largest when shear flow is across the interface, likely due to additional
energetic contributions associated with the stress response to interfacial defor-
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mations.
This work was concerned with describing the anisotropic stress response of
DBPs to different modes of deformation (simple shear, oscillatory shear, and
uniaxial elongation) and the direction of the deformation relative to orienta-
tion of the morphology. This study could be extended in a number of differ-
ent directions. For example, the uniaxial deformations simulated in this study
have mainly probed the rubbery and solid response; however, performing a
constant cross-section uniaxial elongation would be informative to probe adhe-
sive properties [82]. Simulations that probe the nano- and micro-rheology of
DBP systems would be interesting given the multiple length scales, such as ∆,
and domain size, that define the structure of microphase separated morpholo-
gies. Such studies would allow to elucidate the interplay between the different
length scales and the dynamics of nanoparticle probes with different size and
concentration. Such insights would be relevant to understand the rheology of
not only DBP melts but also DBP composites and electrolyte systems (whose
macro-viscoelastic properties have little influence on the dynamics of the parti-
cles or ions [22, 50]). Work related to these topics is currently underway.
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CHAPTER 4
CONCLUSIONS AND FUTURE WORK
4.1 Conclusions
Diblock copolymers (DBP) are important and interesting class of polymeric ma-
terials due to the various structures they can form by means of self-assembly.
The different structures result, by virtue, on unpredictable variations of their
properties. DBP has been used in different applications and fields, such as in
in energy storage applications to improve the safety and durability of batteries.
Optimizing transport and mechanical properties of solid polymer electrolyte
(SPE) is essential for enhanced battery performance and sustainable operations.
Using Molecular Dynamic (MD) simulations, two main topics were addressed
in this thesis. Mainly, correlations between DBP morphology and their ionic
mobility (µ), dynamic, and viscoelastic properties were unveiled.
It was found that the microstructure of macroscopically aligned DBP ma-
trix has a significant impact on µ due to three-fold: (i) different morphologies
have different extent of microdomain mixing (β) between the conductive and
non-conductive domains due to changes in the proximity to the order-disorder
transition and volume fraction of the conductive domain (Figure 1.1). It was
found that µ and β are inversely related because of the hindered transport in the
close proximity to the glassy and energetically unfavorable non-conductive do-
main; (ii) µ is significantly reduced by the increased tortuosity of the conductive
domain in continuous DBP structures at the nano-scale; and (iii) µ is improved
in the presence of interfaces within the conductive domain due to the reduced
local density. It was shown that µ for various morphologies and chain lengths
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(N) can be correlated with the tortuosity factor (λ) of the conductive domain and
β via a single universal curve.
Moreover, the dynamic and viscoelastic properties of neat DBP systems with
various morphologies and N were studied. It was found that in the strong
segregation limit (i.e., high χN), the interface of the DBP imposes topological
constraint similar to that of entanglements as manifested in the rheological sig-
nature of the polymer obtained from dynamic mechanical analysis. Moreover,
compared to the behavior of isotropic melts, the crossover from Rouse to rep-
tation scaling of the self-diffusion coefficient (D) parallel to the DBP interface
takes place at a smaller N, an effect that depends on temperature and is more
pronounced in the Lamellae morphology than in the Hexagonal Cylinder mor-
phology. Additionally, it was found that in contrast to the behavior for Rouse
chains (i.e., N < Ne, where Ne is the entanglement N), for entangled melt (i.e.,
N  Ne), block retraction is instrumental for chains to diffuse parallel to the
interface. Lastly, analysis of the anisotropic viscosity tensor components of the
different morphologies revealed that they are mostly effected by the orienta-
tion of the chains relative to the shear flow direction, exhibiting reduced values
when chains align in the neutral or flow direction.
4.2 Future Work
There are several methods by which rheological information of polymeric ma-
terials can be extracted. The conventional method, which was adapted in this
thesis, relies on macroscopic deformation to the material. As a result, the macro-
scopic rheology is dependent upon the macroscopic chain conformation and for
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DBP upon structure symmetries. Alternatively, nanoparticles can be used to
probe the micro- or nano-rheology depending on the size of the nanoparticle
(dNP) compared to the characteristic length scales of the polymer. Thus, the rhe-
ology of the medium is related to the self-diffusion coefficient of the nanoparti-
cles.
The diffusion of attractive nanoparticles in homopolymer melt was shown
to transition from a macroviscosity dependent regime to a microviscosity de-
pendent regime as the radius of gyration (Rg) becomes larger than dNP. For
dNP > Rg, the chain relaxation governs the diffusion of nanoparticles; however,
for Rg  dNP, the local environment around the particle is responsible for the dif-
fusion process since its relaxation is much faster than the polymer chain and a
chain relaxation is not required for the nanoparticle diffusion to activate [22,50].
The use of this less-invasive method to extract rheological information in
nano or micron length scale would unify the analysis across the different DBP
morphologies. Additionally, in DBP, the presence of self-separated domains in-
troduces additional length scales, such as the domain size and the interfacial
thickness, the effect of which upon the rheology at a small length scale is un-
known. Using MD simulations, I plan on studying the effect of morphology on
the viscoleastic properties at the nano/micron length scale.
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APPENDIX A
ION-POLYMER INTERACTION SIMPLIFICATION
Electrostatic interactions are not explicitly considered in the ion-polymer inter-
actions due to the fact that even for low salt concentration, the dielectric con-
stant of a typical solid polymer electrolyte, such as polyethylene oxide (PEO) is
5-16 [83], which ensures a Debye screening length (λD) that is approximately
0.23nm at 300K and 0.01 [Li]/[PEO]. The Kuhn length of PEO is 0.8nm [30],
which is the length scale of the system (i.e., polymer bead size ∼ σAA = σBB).
By considering a screened Coulomb interaction potential, such as the Yukawa
Potential:
U(ri j) = A
e−λdri j
ri j
+ UWCA(ri j) (A.1)
where A is a fitting energy parameter and ri j is the separation distance between
atom i and atom j, we find that the interaction is effectively screened at a sep-
aration distance of 2.5 σ as shown in Figure A.1 along with the Lennard Jones
(LJ) potential that was used in this study.
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Figure A.1: Comparison of Yukawa potential and Lennard-Jones (LJ) po-
tential for ion-polymer interaction.
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APPENDIX B
ION-POLYMER INTERACTION PARAMETERIZATION
On the premise that electrostatic interactions are effectively screened for typi-
cal polyelectrolyte systems upon coarse-graining (as discussed in Appendix A),
the polymer-ion interaction was assumed to be describable by a LJ interaction
potential and calibrated in a Lamellae (L) morphology (i.e., φ1 = 0.5) due to the
ease of characterizing the ions (C) distributions in the polymer and the readily
available data in the literature [5]. C ions were effectively trapped in the con-
ductive domain (A) and excluded from the non-conductive domain (B) (as in
real systems [5]) for AC = 4.0 as shown in Figure B.1
Figure B.1: Effect of interaction strength between A and C (AC) on the dis-
tribution of C in the direction perpendicular to the Lamellae
interface (Z) in a DBP system with N = 40, where each layer
has a thickness ≈ d. The pink area represents the A domain
and cyan area represents the B domain.
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APPENDIX C
ION DIFFUSION MECHANISM
Given the degree of coarse graining in the model employed (i.e., 3 PEO
monomers per LJ bead given that a PEO monomer is ≈ 0.28nm [32]), short-time
dynamics associated with atomistic details of intrachain diffusion and C coor-
dination are not captured explicitly in our simulations. However, the long-time
diffusive process associated with interchain hopping [19] is captured, which in
our systems is attained at a very short time as shown in the dependence of ions
displacement (∆x) in the direction of applied external force F on time t, indica-
tive of a dominant interchain diffusion mechanism in Figure C.1.
Figure C.1: Ensemble average ions displacement (〈∆x〉i) in the direction of
applied F for N = 76 at T = 2.63/kb. Solid line represents the
linear scaling.
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APPENDIX D
IONIC MOBILITY LINEAR RESPONSE REGIME VERIFICATION
To ensure that under the external force, the ionic mobility is extracted from the
linear response regime, a range of force magnitudes (F) in the vicinity of the one
used in the study were tested. As shown in Figure D.1, the ensemble average
drift velocity (〈∆v〉i) in the direction of applied F is linearly related to F.
Figure D.1: Effect of F on 〈∆v〉i for N = 14 at T = 2.63/kb
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APPENDIX E
EFFECT OF GLOBAL DENSITY ON IONIC MOBILITY
Figure E.1 shows the effect of global density (ρ) on ionic mobility (µ) for two
sizes of C (σcc = 0.25σ and 0.5σ) for comparison.
Figure E.1: Effect of ρ on µ for two C sizes (σcc = 0.25σ and 0.5σ) in ho-
mopolymer with N = 40 at T = 2.63/kb. A log-log scale plot is
shown in the inset.
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APPENDIX F
INTERFACIAL THICKNESS CALCULATIONS
The effect of χN (estimated based on Ref. [28]) on the interfacial thickness (∆∗)
of the Lamellae phase was assessed by fitting the order parameter ψ(z) (eq. 3.7)
to eq. 3.8. Figure F.1 shows a comparison of ∆∗ obtained from the simulations
and theory by Semenov [51] (eq. 2.7-2.8) indicating that the simulation results
follow approximately the same scaling as the theory with a slight deviation in
the actual ∆∗.
Figure F.1: The dependence of ∆∗ on χN from the simulations and theory
at fixed T = 2.63/kb. Error bars represent the 95% confidence
interval from different configurations.
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APPENDIX G
TORTUOSITY MEASUREMENT
G.1 Geometric Analysis for Hexagonal Cylinders
The tortuosity of the Hexagonal Cylinder morphology when the majority com-
ponent is conductive and force is applied perpendicular to the cylinders (HC⊥)
depends on the diameter of the cylinder (2r) and box length (l) (i.e., domain
size), which can be related to the chain length (N). Using eq. G.1, the tortu-
osity was calculated was calculated by finding the average length of the paths
travelled by an ion going across the box length, where r∗ and σ∗BC are the cylin-
der radius and the effective interaction diameter between B and C reduced by l,
respectively. An effective cylinder diameter was used which includes the inter-
action cut-off diameter in the BC interaction potential (21/6σBC). The diameter
was estimated by taking the projection of all the beads within a cylinder to the
two directions normal to the cylinder axis, and calculating the width of the bead
distribution in the two directions.
λ =
pi
(
r∗ + 21/6σ∗BC
)
2
−
(
r∗ + 21/6σ∗BC
)
+ 1
 × 2 (r∗ + 21/6σ∗BC) + 1 − 2 (r∗ + 21/6σ∗BC)
(G.1)
G.2 Brownian Dynamics for Gyroid Morphology
Since identifying λ for Gyroid when the majority component is conductive (G
Maj.) from the geometry of the structure is rather complicated, an alternative
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definition of tortuosity is used based on the particle mobility in the tortuous
structure of interest relative to that in free-space (i.e., Lamellae) [52]. In order to
estimate λ for G Maj., particles were used to probe the tortuosity of the structure
by removing the conductive polymer domain, freezing the non-conductive do-
main, and applying a stochastic thermostat to induce Brownian-like dynamics
to decorrelate the trajectories of the particles, particularly important to probe
tortuous paths. By doing so, the effect of the interface roughness (already cap-
tured by β in the ionic mobility) on the probe particle is minimized, and remove
any density inhomogeneity in the conductive domain. The Langevin thermo-
stat was used with a damping parameter of 0.1τ and a temperature of 2.6/kb
applied to the particles only. An external force F = 1/σ was applied to bias the
motion of the probe particles in the direction of interest to estimate the tortuosity
from the distance traveled. The λ obtained from this calculation is comparable,
but consistently higher, to the geometric values [52] (Figure G.1) for Lamellae,
Hexagonal Cylinder, and Gyroid when the minority component is conductive.
For each morphology, the structure corresponding to the longest chain length
was used to probe the tortuosity with this method to minimize spurious effects
(i.e., confinement and roughness of the interface).
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Figure G.1: Comparison of the diffusive and geometric tortuosity factor
(λ) for different morphologies.
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APPENDIX H
EFFECT OF TEMPERATURE ON IONIC MOBILITY
The effect of T on µ for a representative HP is shown in Figure H.1. This curve
is used to rescale µ in DBP to take into account changes in temperature: the
ratio of µ in HP between the reference value of T = 2.63/kb and that at the DBP
temperature was used in Figure 2.8 of the main text.
Figure H.1: Effect of T on µ of HP with N = 40.
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APPENDIX I
COX-MERZ RULE APPLICABILITY
One method to check if the strain amplitude (γ0) used in dynamic oscilla-
tory shear results in a linear response behavior is by testing the validity of the
Cox-Merz Rule. The Cox-Merz Rule is an empirical rule which states that the
dependence of the steady shear viscosity (η) on the shear rate (γ˙) is equivalent
to the dependence of the complex viscosity (η∗) on the oscillation frequency (ω)
[78]. In our dynamic oscillatory shear simulations, γ0 was fixed to 10%. As
shown in Figure I.1, for chain length N = 40, in the perpendicular (L ⊥) and par-
allel (L ‖) orientations, the Cox-Merz Rule applies indicating that values from
our dynamic oscillatory shear simulations are derived from the linear response
regime.
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(a) L ‖
(b) L ⊥
Figure I.1: The dependence of η on γ˙ and η∗ on ω for a DBP with N = 40 at
T = 2.63/kb in two orientations (Figure 3.1).
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APPENDIX J
SELF-DIFFUSION COEFFICIENT AND ZERO-SHEAR VISCOSITY
MAPPING TO POLYETHYLENE
One method of determining if the dynamic oscillatory (and steady) shear
simulations are performed for a wide-enough ω (and γ˙) range to probe experi-
mentally relevant time scales, is to obtain η0 and dynamic zero-shear viscosity
(η∗0) to confirm that the Newtonian regime is approached. Figure I.1 showed
that this was indeed the case, hence indicating that the range used in this study
is sufficient to capture the different relaxation modes of the melt.
Moreover, one can map the results obtained from coarse-grained simula-
tions conducted in reduced units into data in real units for specific polymers for
which experimental or atomistic simulation results are known, and thus check
the level of agreement between the results. By doing so, one also obtains val-
ues for the characteristic quantities: m, σ, , τ. We mapped our results for the
self-diffusion coefficient (D) to experimental and atomistic simulations data for
linear polyethylene melts [58,84–86] (see Figure J.1a) by matching the crossover
molecular-weight (Mc) of D from the Rouse to reptation scaling and the rele-
vant density of the polymer (ρ) and temperature of the experiment (T ). Table J.1
lists the characteristic quantities being mapped. Using these quantities, Figure
J.1b shows that η0 results from our simulations are also in good agreement with
experimental data of polyethylene.
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(a)
(b)
Figure J.1: Simulation results for (a) D and (b) η0 from this work mapped
to polyethylene using conversion Table J.1. Data from experi-
ments and atomistic simulations are superimposed.
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Table J.1: Mapping of characteristic quantities between KG model and
polyethylene
Parameter K-G Model Polyethylene [85]
ρ 0.85σ−3 0.77g/cc
T 2.63/kb 450K
Mc 60 600g/mol
m 1 10g/mol
 1 1422J/mol
τ 1 9.2 × 10−13s
σ 1 3.5 × 10−8cm
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APPENDIX K
UNIAXIAL DEFORMATION SIMULATIONS
The mechanical properties of polymeric materials can be characterized from
their response to uniaxial deformation. In such experiments, a specimen is elon-
gated in one direction, resulting in the simultaneous sample compression in
the directions orthogonal to the elongation direction. Such experiments readily
yield the Young’s modulus (E), which is a measure of how stiff the material is.
The stiffness typically increases for systems whose chains extend in the elonga-
tion direction.
To corroborate the argument given in Section 3.4 regarding the correlation
between microscopic chain conformations and orientations and the macroscopic
anisotropic viscosity, we performed uniaxial deformation simulations of the
Lamellae (L) and Hexagonal Cylinder (HC) in the two distinct orientations (Fig-
ure K.1) (i.e., parallel and perpendicular directions).
For these simulations a deformation rate of 3.5×10−5υ/τwas used, where υ is
the extension ratio defined as the ratio of the deformed dimension of the box to
the initial undeformed state dimension. The stress (σ∗ii) was calculated using eq.
K.1, where pii is the pressure tensor component in the direction of extension, p j j
(pkk) is the pressure tensor component in the compression direction, and κ is the
Possion’s ratio, which is assumed to be 0.5 (a representative value of polymeric
materials and appropriate for volume conserving incompressible material [87]).
σ∗ii = −pii + κ(p j j + pkk) (K.1)
E was calculated as the slope from the initial linear part of the stress–strain
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Figure K.1: The different uniaxial flow directions possible for the L and HC
morphologies, where the red arrow represents the extensional
direction and the green arrows represent the compression di-
rections.
relation (Figure K.2). In the perpendicular direction, chains in the L phase are
more aligned in the elongation direction than chains in the HC phase, hence,
E for the perpendicular L orientation is larger than that of the perpendicular
HC orientation. In the parallel direction, both phases have similar E value since
they have similar alignment (end-to-end distance distribution) in the elongation
direction. These results are consistent with the analysis given in Section 3.4
regarding the effect of the chain conformations in the unperturbed state on the
anisotropic viscosity trends.
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Figure K.2: E obtained from uniaxial deformation for different morpholo-
gies having different orientations with respect to the elonga-
tion direction (as per Figure K.1), for chain length N = 40 and
T = 2.6/kb.
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