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Степень уверенности заключения задается
функцией принадлежности соответствующего тер
ма. Поэтому с использованием определения нечет
кой импликации как минимума левой и правой ча
стей получены новые нечеткие переменные, соот
ветствующую степени уверенности в значении вы
ходных данных при применении к заданным вхо
дам соответствующего правила.
Затем была проведена аккумуляция – объеди
нение результатов применения всех правил, рис. 5.
В результате была получена функция принад
лежности для числа поощрений A5, которая гово
рит о степени уверенности в значении искомого
параметра на основе входных параметров и правил
нечеткого логического вывода.
4. Этап дефаззификации.
Для преобразования нечеткого набора значе
ний к точным был использован метод первого мак
симума, в результате чего было определено, что чи
сло поощрений находится в диапазоне «среднее»
и равно примерно 3.
Затем полученные данные были использованы
для определения выходных параметров Вi. Зная,
что A1=15, A5=3, A6=7000, согласно правилу нечет
кого логического вывода L3:
(A5[x1..x2]A6[x1..x2])(A1[x2..x3]A2[x2..x3]
A3[x2..x3]A4[x2..x3])B1[0..x1]
было определено, что с данными показателями
НИР этот студент заслуживает премирования
в размере [0..2000].
Таким образом, использование нечеткого логи
ческого вывода делает возможным получение но
вых знаний на основе анализа существующих дан
ных даже в условиях неполноты и приближенно
сти сведений об исследуемой предметной области.
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Создание математического обеспечения ин
формационной системы предполагает обоснова
ние выбора класса математической модели из мно
жества Х альтернативных вариантов xi, а также не
посредственное описание предметной области
в терминах выбранного класса. К числу основных
логических моделей, для которых разработаны
формальные методы логического вывода, относят
ся [1, 2]:
x1 – исчисление высказываний;
x2 – исчисление предикатов;
x3 – семантические сети;
x4 – дескриптивная логика;
x5 – нечеткая логика.
Исследуемой предметной областью является
НИРС в вузе. Обоснование выбора класса матема
тической модели является важным этапом при раз
работке системы, так как здесь должны учитывать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ся такие особенности исследуемой предметной
области, как неопределенность и неполнота зна
ний. Поэтому одним из важных критериев выбора
класса математической модели является возмож
ность работы с неполными и субъективными зна
ниями. Кроме того, создаваемая модель предста
вления знаний должна обладать такими общими
свойствами как полнота описания системы (учет
всех аспектов исследуемой предметной области),
возможность осуществления логических операций
(динамической преобразование знаний о предмет
ной области), возможность построения логическо
го вывода (генерация управленческих решений
на основе обработки знаний).
Если же рассматривать систему с точки зрения
пользователя, то для него наиболее важными кри
териями при работе с данными являются удобный
интерфейс, высокая скорость обработки данных,
наличие интеллектуальных возможностей обработ
ки данных.
Таким образом, выбор класса математической
модели из пяти альтернативных вариантов основы
вается на использовании частных критериев:
F1 – полнота описания системы;
F2 – возможность построения логического вывода;
F3 – возможность работы с неполными и субъек
тивными данными;
F4 – возможность осуществления логических опе
раций;
F5 – удобный интерфейс;
F6 – высокая скорость обработки данных;
F7 – наличие интеллектуальных возможностей об
работки данных.
Для выбора класса математической модели бы
ли использованы метод анализа иерархий, предло
женный Томасом Саати [3], а также интегральные
критерии, являющиеся функциями от частных
критериев [4]. Указанные методы являются наибо
лее распространенными при выборе средств реше
ния проблемы среди некоторого множества альтер
натив.
Метод Саати использует методологию дерева
целей, предназначен для выбора средств решения
сложной многофакторной проблемы и состоит
в декомпозиции цели на все более простые соста
вляющие (подцели и средства) и дальнейшей
оценке этих составляющих путем парных сравне
ний. В результате определяется численная оценка
приоритетности элементов иерархии, используе
мая для выбора наилучших альтернатив решения
исходной проблемы. На рис. 1 приведена иерархия
цели для выбора класса математической модели
системы.
На первом уровне представлена глобальная
цель – повышение эффективности интеллектуаль
ной обработки данных. На втором уровне предста
влены акторы – группы лиц, заинтересованных
в решении проблемы. Третий уровень составляют
цели (требования) акторов. Нижний уровень соста
вляют альтернативные сценарии, соответствующие
классам используемой математической модели си
стемы.
Для обоснования выбора класса математиче
ской модели необходимо построить одну матрицу,
соответствующую второму уровню иерархии, для
сравнения влияния акторов на глобальную цель;
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Рис. 1. Иерархия цели для выбора класса математической модели системы
две матрицы, соответствующие третьему уровню,
для сравнения различных целей каждого из четырех
акторов; семь матриц, соответствующих четвертому
уровню, для оценки влияния сценариев на каждую
из целей акторов. Парные сравнения проводятся
в терминах доминирования одного элемента над
другим. Для проведения субъективных парных
сравнений разработана шкала, описанная в табл. 1.
Таблица 1. Шкала относительной важности
На рис. 2 приведены матрицы парных сравне
ний, построенные для второго и третьего уровней
иерархии.
На основе каждой из построенных матриц пар
ных сравнений были сформированы наборы ло
кальных приоритетов, каждый из которых был по
делен на сумму приоритетов в строке. В итоге были
получены нормализованные приоритеты:
На последнем шаге анализа локальные приори
теты были пересчитаны с учетом приоритетов на
правляемых элементов. В табл. 2 приведены дан
ные для расчета глобальных приоритетов и резуль
таты расчетов.
Таблица 2. Расчет глобальных приоритетов
Таким образом, по методу Саати наивысший
глобальный приоритет среди классов математиче
ской модели системы имеет нечеткая логика.
Далее выбор класса математической модели
производится на основе интегральных критериев.
Общая формула интегральных критериев, являю
щихся функцией от частных критериев, имеет сле
дующий вид [4]:
Наиболее широко распространены такие инте
гральные критерии как:
1) Максимум суммы взвешенных оценок:
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Рис. 2. Матрицы парных сравнений второго и третьего уровня иерархии
a1 a2 F1 F2 F3 F4 F5 F6 F7
a1 1 1/3 F1 1 2 1/4 3 F5 1 1/2 2 
a2 3 1 F2 1/2 1 1/3 2 F6 2 1 4 
   F3 4 3 1 5 F7 1/2 1/4 1 
   F4 1/3 1/2 1/5 1     
Наилучшей является альтернатива с макси
мальной суммой взвешенных оценок по всем част
ным критериям.
2) Минимум суммы квадратов отклонений
от «идеальной точки»:
(2)
Этот интегральный критерий является более
чувствительным к отклонениям. Критерий позво
ляет «отсеять» альтернативы со значительными от
клонениями значений частных критериев от их
максимальных значений, т. к. такие отклонения,
возведенные в квадрат, резко ухудшают значение
интегрального критерия.
Для определения значений весовых коэффици
ентов wi каждого из частных критериев Fi использо
вался метод парных сравнений [5]. Элементы лю
бого уровня сравниваются друг с другом относи
тельно их воздействия на направляемый элемент.
Для каждой совокупности элементов, связанных
с одним вышестоящим элементом, строится ма
трица парных сравнений. Парные сравнения про
водятся в терминах доминирования одного эл
емента над другим. Для проведения субъективных
парных сравнений разработана шкала, описанная
в табл. 1.
На рис. 3 приведена матрица парных сравнений
для определения весовых коэффициентов частных
критериев.
Рис. 3. Матрица парных сравнений
На основе построенной матрицы парных срав
нений формируются наборы локальных приори
тетов, которые отражают относительные приори
теты сравниваемых элементов. Для этого нужно
вычислить множество собственных векторов для
каждой матрицы, а затем нормализовать результат
к единице, получая тем самым вектор приорите
тов. Задача вычисления собственных векторов до
вольно трудоемка, поэтому на практике часто ис
пользуют приближенные методы. Одним из наи
лучших путей вычисления является геометриче
ское среднее. Его можно получить, перемножая
элементы в каждой строке и извлекая корни nй
степени, где n – число элементов. Полученный та
ким образом столбец чисел нормализуется деле
нием каждого числа на сумму всех чисел. На ос
нове матрицы, рис. 3, были получены следующие
компоненты собственного вектора для каждой
из строк:
После деления каждой из полученных компо
нент на их сумму, равную 8,16, были получены сле
дующие нормализованные приоритеты: F1=0,15;
F2=0,12; F3=0,35; F4=0,09; F5=0,05; F6=0,12; F7=0,12.
Эти значения являются весовыми коэффициента
ми wi частных критериев Fi.
Значения оценки по частным критериям (мак
симум – 10 баллов) и значения интегральных кри
териев представлены в табл. 3:
Таблица 3. Значения оценок для выбора класса математиче!
ской модели системы
Таким образом, в качестве класса математиче
ской модели для исследуемой системы была выбра
на нечеткая логика, поскольку она имеет преиму
щества перед альтернативными вариантами мате
матического обеспечения системы по всем инте
гральным признакам, а также имеет самый высо
кий глобальный приоритет, определенный мето
дом анализа иерархий Саати.
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Управление современным бизнесом – процесс
сложный, требующий принятия важных управлен
ческих решений в сжатые сроки, основываясь
на анализе большого объема финансовой и другой
информации. Для современного руководителя
важно уметь не только быстро решать возника
ющие проблемы, но и своевременно предотвра
щать их, направляя бизнес в сторону новых воз
можностей и благоприятных перспектив развития.
Одним из современных эффективных управлен
ческих инструментов является автоматизированная
система управления эффективностью деятельности
компании, а также её подразделений и сотрудников
с учетом поставленных перед компанией стратеги
ческих целей на конкретный период времени. Зада
ча построения автоматизированных систем такого
класса осложняется тем, что необходима их инте
грация с большим числом эксплуатируемых в ком
пании систем для сбора фактических данных об эф
фективности деятельности и наглядная визуализа
ция информации для принятия решений на всех
уровнях иерархии управления компанией.
В статье рассматривается разработанная ин
формационная система (ИС), позволяющая ком
плексно решать задачи управления эффективно
стью бизнеса. В основе системы управления эф
фективностью лежит методология формальной
оценки эффективности деятельности каждого со
трудника и подразделений компании, а также ком
пании в целом. В качестве оценки выступают ме
трики бизнеспроцессов (БП), выполняемых со
трудником и подразделением, называемые ключе
выми показателями эффективности – KPI (англ.
Key Performance Indicator).
Общие вопросы методологии KPI
Под KPI понимаются базовые показатели, вы
деленные из множества измеряемых метрик БП,
позволяющие объективно определять степень эф
фективности выполнения этого процесса.
Обычно к каждому KPI предъявляется ряд фор
мальных требований [1]:
• объективность или, подругому, полная форма
лизация вычислений;
• простота вычисления;
• регулярность и высокая частота измерений;
• достижимость планируемого значения KPI,
то есть цель должна быть реальной для дости
жения её сотрудником или подразделением;
• ориентированность на цель.
Кроме формальных требований к качеству раз
рабатываемых KPI существуют также и количе
ственные требования к ним. Так, для каждого уров
ня управления, Д. Парментер – основатель систе
мы оценки эффективности деятельности с помо
щью ключевых показателей, дает следующие реко
мендации [1, 2]:
• не более 10 показателей для компании в целом;
• 5–7 показателей для каждого её подразделения;
• от 3 до 5 для каждого сотрудника.
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