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Abstract
The Element Distinctness problem is to decide whether each character of an input string is unique.
The quantum query complexity of Element Distinctness is known to be Θ(N2/3); the polynomial
method gives a tight lower bound for any input alphabet, while a tight adversary construction was only
known for alphabets of size Ω(N2).
We construct a tight Ω(N2/3) adversary lower bound for Element Distinctness with minimal non-
trivial alphabet size, which equals the length of the input. This result may help to improve lower bounds
for other related query problems.
1 Introduction and motivation
Background. In quantum computation, one of the main questions that we are interested in is: What is
the quantum circuit complexity of a given computational problem? This question is hard to answer, and
so we consider an alternative question: What is the quantum query complexity of the problem? For many
problems, it is seemingly easier to (upper and lower) bound the number of times an algorithm requires
to access the input rather than to bound the number of elementary quantum operations required by the
algorithm. Nonetheless, the study of the quantum query complexity can give us great insights for the
quantum circuit complexity. For example, a query-efficient algorithm for Simon’s Problem [Sim97] helped
Shor to develop a time-efficient algorithm for factoring [Sho97]. On the other hand, Ω˜(N1/5) and Ω(N1/2)
lower bounds on the (bounded error) quantum query complexity of the Set Equality [Mid04] and the
Index Erasure [AMRR11] problems, respectively, ruled out certain approaches for constructing time-
efficient quantum algorithms for the Graph Isomorphism problem.
Currently, two main techniques for proving lower bounds on quantum query complexity are the polynomial
method developed by Beals, Buhrman, Cleve, Mosca, and de Wolf [BBC+01], and the adversary method
originally developed by Ambainis [Amb02] in what later became known as the positive adversary method.
The adversarymethod was later strengthened by Høyer, Lee, and Sˇpalek [HLSˇ07] by allowing negative weights
in the adversary matrix. In recent results [Rei11, LMR+11], Lee, Mittal, Reichardt, Sˇpalek, and Szegedy
showed that, unlike the polynomial method [Amb03], the general (i.e., strengthened) adversary method can
give tight lower bounds for all problems. This is a strong incentive for the study of the adversary method.
Element Distinctness and Collision. Even though we know that tight adversary (lower) bounds exist
for all query problems, for multiple problems we still do not know how to even construct adversary bounds
that would match lower bounds obtained by other methods. For about a decade, Element Distinctness
and Collision were prime examples of such problems. Given an input string z ∈ ΣN , the Element
Distinctness problem is to decide whether each character of z is unique, and the Collision problem is its
special case given a promise that each character of z is either unique or appears in z exactly twice. As one
can think of z as a function that maps {1, 2, . . . , N} to Σ, the alphabet Σ is often also called the range.
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The quantum query complexity of these two problems is known. Brassard, Høyer, and Tapp first gave
an O(N1/3) quantum query algorithm for Collision [BHT98]. Aaronson and Shi then gave a matching
Ω(N1/3) lower bound for Collision via the polynomial method, requiring that |Σ| ≥ 3N/2 [AS04]. Due
to a particular reduction from Collision to Element Distinctness, their lower bound also implied an
Ω(N2/3) lower bound for Element Distinctness, requiring that |Σ| ∈ Ω(N2). Subsequently, Kutin (for
Collision) and Ambainis (for both) removed these requirements on the alphabet size [Kut05, Amb05].
Finally, Ambainis gave an O(N2/3) quantum query algorithm for Element Distinctness based on a
quantum walk [Amb07], thus improving the best previously known O(N3/4) upper bound [BDH+05].
Hence, the proof of the Ω(N2/3) lower bound for Element Distinctness with minimal non-trivial
alphabet size N (and, thus, any alphabet size) consists of three steps: an Ω(N1/3) lower bound for Colli-
sion, a reduction from an Ω(N1/3) lower bound for Collision to an Ω(N2/3) lower bound for Element
Distinctness with the alphabet size Ω(N2), and a reduction of the alphabet size. In this paper we prove
the same result directly by providing an Ω(N2/3) general adversary bound for Element Distinctness with
the alphabet size N .
The problems of Set Equality, k-Distinctness, and k-Sum are closely related to Collision and
Element Distinctness. Set Equality is a special case of Collision given an extra promise that each
character of the first half (and, thus, the second half) of the input string is unique. Given a constant k, the
k-Distinctness problem is to decide whether the input string contains some character at least k times. For
k-Sum, we assume that Σ is an additive group and the problem is to decide if there exist k numbers among
N that sum up to a prescribed number.
Recent adversary bounds. Due to the certificate complexity barrier [Zha05, SˇS06], the positive weight
adversary method fails to give a better lower bound for Element Distinctness than Ω(N1/2). And
similarly, due to the property testing barrier [HLSˇ07], it fails to give a better lower bound for Collision than
the trivial Ω(1). Recently, Belovs gave an Ω(N2/3) general adversary bound for Element Distinctness
with a large Ω(N2) alphabet size [Bel12a]. In a series of works that followed, tight general adversary bounds
were given for the k-Sum [BSˇ12], Certificate-Sum [BR13], and Collision and Set Equality problems
[BR14], all of them requiring that the alphabet size is large. Ω(Nk/(k+1)) and Ω(N1/3) lower bounds for
k-Sum and Set Equality, respectively, were improvements over the best previously known lower bounds.
(The Ω(N1/3) lower bound for Set Equality was also independently proven by Zhandry [Zha13]; he used
a completely different method, which did not require any assumptions on the alphabet size.)
The adversary lower bound for a problem is given via the adversary matrix (Section 2.2). The construction
of the adversary matrix in all these recent (general) adversary bounds mentioned has one idea in common:
the adversary matrix is extracted from a larger matrix that has been constructed using, essentially, the
Hamming association scheme [God05]. The fact that we initially embed the adversary matrix in this larger
matrix is the reason behind the requirement of the large alphabet size. More precisely, due to the birthday
paradox, these adversary bounds require the alphabet Σ to be large enough so that a randomly chosen string
in ΣN with constant probability is a negative input of the problem.
Also, for these problems, all the negative inputs are essentially equally hard. However, for k-Distinctness,
for example, the hardest negative inputs seem to be the ones in which each character appears k−1 times, and
a randomly chosen negative input for k-Distinctness is such only with a minuscule probability. This might
be a reason why an Ω(N2/3) adversary bound for k-Distinctness [Sˇpa13] based on the idea of the embed-
ding does not narrow the gap to the best known upper bound, O(N1−2
k−2/(2k−1)) [Bel12b]. (The Ω(N2/3)
lower bound was already known previously via the reduction from Element Distinctness attributed to
Aaronson in [Amb07].)
Motivation for our work. In this paper we construct an explicit adversary matrix for Element Dis-
tinctness with the alphabet size |Σ| = N (and, thus, any alphabet size) yielding the tight Ω(N2/3) lower
bound. We also provide certain “tight” conditions that every optimal adversary matrix for Element Dis-
tinctness must satisfy,1 therefore suggesting that every optimal adversary matrix for Element Distinct-
1Assuming, without loss of generality, that the adversary matrix has the symmetry given by the automorphism principle.
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ness might have to be, in some sense, close to the adversary matrix that we have constructed.
The tight Ω(Nk/(k+1)) adversary bound for k-Sum by Belovs and Sˇpalek [BSˇ12] is an extension of Belovs’
Ω(N2/3) adversary bound for Element Distinctness [Bel12a], and it requires |Σ| ∈ Ω(Nk). We construct
the adversary matrix for Element Distinctness directly, without the embedding, therefore we do not
require the condition |Σ| ∈ Ω(N2) as in Belovs’ adversary bound. We hope that this might help to reduce
the required alphabet size in the Ω(Nk/(k+1)) lower bound for k-Sum.
As we mentioned before, an adversary matrix for k-Distinctness based on the idea of the embedding
might not be able to give tight lower bounds. On the other hand, in our construction we only assume
that the adversary matrix is invariant under all index and all alphabet permutations, and that is something
we can always do without loss of generality due to the automorphism principle [HLSˇ07]—for Element
Distinctness, k-Distinctness, and many other problems. Hence, due to the optimality of the general
adversary method, we know that one can construct a tight adversary bound for k-Distinctness that satisfies
these symmetries, and we hope that our construction for Element Distinctness might give insights in
how to do that.
Structure of the paper. This paper is structured as follows. In Section 2 we present the preliminaries of
our work, including the adversary method, the automorphism principle, and the basics of the representation
theory of the symmetric group. In Section 3 we show that the adversary matrix Γ can be expressed as a linear
combination of specific matrices. In this section we also present Claim 3, which states what conditions every
optimal adversary matrix for Element Distinctness must satisfy; we prove this claim in the appendix.
In Section 4 we show how to specify the adversary matrix Γ via it submatrix Γ1,2, which will make the
analysis of the adversary matrix simpler. In Section 5 we present tools for estimating the spectral norm of
the matrix entrywise product of Γ and the difference matrix ∆i, a quantity that is essential to the adversary
method. In Section 6 we use the conditions given by Claim 3 to construct an adversary matrix for Element
Distinctness with the alphabet size N , and we show that this matrix indeed yields the desired Ω(N2/3)
lower bound. We conclude in Section 7 with open problems.
2 Preliminaries
2.1 Element distinctness problem
Let N be the length of the input and let Σ be the input alphabet. Let [i, N ] = {i, i + 1, . . . , N} and
[N ] = [1, N ] for short. Given an input string z ∈ ΣN , the Element Distinctness problem is to decide
whether z contains a collision or not, namely, weather there exist i, j ∈ [N ] such that i 6= j and zi = zj . We
only consider a special case of the problem where we are given a promise that the input contains at most
one collision. This promise does not change the complexity of the problem [Amb07].
Let D1 and D0 be the sets of positive and negative inputs, respectively, that is, inputs with a unique
collision and inputs without a collision. If |Σ| < N , then D0 = ∅, and the problem becomes trivial, therefore
we consider the case when |Σ| = N . We have
|D1| =
(
N
2
) |Σ|!
(|Σ| −N + 1)! =
(
N
2
)
N ! and |D0| = |Σ|!
(|Σ| −N)! = N !.
2.2 Adversary method
The general adversary method gives optimal bounds for any quantum query problem. Here we only consider
the Element Distinctness problem, so it suffices to define the adversary method for decision problems.
Let us think of a decision problem p as a Boolean-valued function p : D → {0, 1} with domain D ⊆ ΣN , and
let D1 = p−1(1) and D0 = p−1(0).
An adversary matrix for a decision problem p is a real |D1|× |D0| matrix Γ whose rows are labeled by the
positive inputs D1 and columns by the negative inputs D0. Let Γ[[x, y]] denote the entry of Γ corresponding
3
to the pair of inputs (x, y) ∈ D1 × D0. For i ∈ [N ], the difference matrices ∆i and ∆i are the matrices of
the same dimensions and the same row and column labeling as Γ that are defined by
∆i[[x, y]] =
{
0, if xi = yi,
1, if xi 6= yi,
and ∆i[[x, y]] =
{
1, if xi = yi,
0, if xi 6= yi.
Theorem 1 (Adversary bound [HLSˇ07, LMR+11]). The quantum query complexity of the decision problem
p is Θ(Adv(p)), where Adv(p) is the optimal value of the semi-definite program
maximize ‖Γ‖
subject to ‖∆i ◦ Γ‖ ≤ 1 for all i ∈ [N ],
(1)
where the maximization is over all adversary matrices Γ for p, ‖·‖ is the spectral norm (i.e., the largest
singular value), and ◦ is the entrywise matrix product.
Every feasible solution to the semi-definite program (1) yields a lower bound on the quantum query
complexity of p. Note that we can choose any adversary matrix Γ and scale it so that the condition
‖∆i ◦ Γ‖ ≤ 1 holds. In practice, we use the condition ‖∆i ◦ Γ‖ ∈ O(1) instead of ‖∆i ◦ Γ‖ ≤ 1. Also note
that ∆i ◦ Γ = Γ−∆i ◦ Γ.
2.3 Symmetries of the adversary matrix
It is known that we can restrict the maximization in Theorem 1 to adversary matrices Γ satisfying certain
symmetries. Let SA be the symmetric group of a finite set A, that is, the group whose elements are all
the permutations of elements of A and whose group operation is the composition of permutations. The
automorphism principle [HLSˇ07] implies that, without loss of generality, we can assume that Γ for Element
Distinctness is fixed under all index and all alphabet permutations. Namely, index permutations π ∈ S[N ]
and alphabet permutations τ ∈ SΣ act on input strings z ∈ ΣN in the natural way:
π ∈ S[N ] : z = (z1, . . . , zN ) 7→ zπ =
(
zπ−1(1), . . . , zπ−1(N)
)
,
τ ∈ SΣ : z = (z1, . . . , zN ) 7→ zτ =
(
τ(z1), . . . , τ(zN )
)
.
The actions of π and τ commute: we have (zπ)
τ = (zτ )π, which we denote by z
τ
π for short. The automorphism
principle implies that we can assume
Γ[[x, y]] = Γ[[xτπ, y
τ
π]] (2)
for all x ∈ D1, y ∈ D0, π ∈ S[N ], and τ ∈ SΣ.
Let X ∼= R|D1| and Y ∼= R|D0| be the vector spaces corresponding to the positive and the negative inputs,
respectively. (We can view Γ as a linear operator that maps Y to X .) Let U τπ and V τπ be the permutation
matrices that respectively act on the spaces X and Y and that map every x ∈ D1 to xτπ and every y ∈ D0 to
yτπ. Then (2) is equivalent to
U τπΓ = ΓV
τ
π (3)
for all π ∈ S[N ], and τ ∈ SΣ. Both U and V are representations of S[N ] × SΣ.
2.4 Representation theory of the symmetric group
Let us present the basics of the representation theory of the symmetric group. (For a detailed study of
the representation theory of the symmetric group, refer to [JK81, Sag01]; for the fundamentals of the
representation theory of finite groups, refer to [Ser77].)
Up to isomorphism, there is one-to-one correspondence between the irreps (i.e., irreducible representa-
tions) of SA and |A|-box Young diagrams, and we often use these two terms interchangeably. We use ζ, η,
and θ to denote Young diagrams having o(N) boxes, λ, µ, and ν to denote Young diagrams having N , N−1,
and N − 2 boxes, respectively, and ρ and σ for general statements and other purposes.
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Let ρ ⊢M denote that ρ is anM -box Young diagram. For a Young diagram ρ, let ρ(i) and ρ⊤(j) denote the
number of boxes in the i-th row and j-th column of ρ, respectively. We write ρ = (ρ(1), ρ(2), . . . , ρ(r)), where
r = ρ⊤(1) is the number of rows in ρ, and, given M ≥ ρ(1), let (M,ρ) be short for (M,ρ(1), ρ(2), . . . , ρ(r)).
We say that a box (i, j) is present in ρ and write (i, j) ∈ ρ if ρ(i) ≥ j (equivalently, ρ⊤(j) ≥ i). The
hook-length hρ(b) of a box b is the sum of the number of boxes on the right from b in the same row (i.e.,
ρ(i)− j) and the number of boxes below b in the same column (i.e., ρ⊤(j)− i) plus one (i.e., the box b itself).
The dimension of the irrep corresponding to ρ is given by the hook-length formula:
dim ρ = |ρ|!/h(ρ), where h(ρ) =∏
(i,j)∈ρ
hρ(i, j) (4)
and |ρ| is the number of boxes in ρ.
Let σ < ρ and σ ≪ ρ denote that a Young diagram σ is obtained from ρ by removing exactly one
box and exactly two boxes, respectively. Given σ ≪ ρ, let us write σ ≪r ρ or σ ≪c ρ if the two boxes
removed from ρ to obtain σ are, respectively, in different rows or different columns. Let σ ≪rc ρ be short for
(σ ≪r ρ)&(σ ≪c ρ). The distance between two boxes b = (i, j) and b′ = (i′, j′) is defined as |i′− i|+ |j− j′|.
Given σ ≪rc ρ, let dρ,σ ≥ 2 be the distance between the two boxes that we remove from ρ to obtain σ.
The branching rule states that the restriction of an irrep ρ of SA to SA\{a}, where a ∈ A, is
Res SA
SA\{a}
ρ ∼=
⊕
σ<ρ
σ.
The more general Littlewood–Richardson rule implies that the restriction of an irrep ρ of SA to S{a,b} ×
SA\{a,b}, where a, b ∈ A, is
Res SA
S{a,b}×SA\{a,b}
ρ ∼=
⊕
σ≪cρ
(id× σ)⊕
⊕
σ′≪rρ
(sgn× σ′),
where id = (2) and sgn = (1, 1) are the trivial and the sign representation of S{a,b}, respectively. Frobenius
reciprocity then tells us that the “opposite” happens when we induce an irrep of SA\{a} or S{a,b} × SA\{a,b}
to SA.
Given ℓ ∈ {0, 1, 2, 3}, a set A = [N ] or A = Σ, its subset A \ {a1, . . . , aℓ}, and ρ ⊢ N − ℓ, let us write
ρa1...aℓ if we want to stress that we think of ρ as an irrep of SA\{a1,...,aℓ}. We omit the subscript if ℓ = 0
or when {a1, . . . , aℓ} is clear from the context. To lighten the notations, given k ∈ o(N) and η ⊢ k, let
η¯a1...aℓ = (N − ℓ− k, η)a1...aℓ ⊢ N − ℓ; here we omit the subscript if and only if ℓ = 0.
2.5 Transporters
Suppose we are given a group G, and let ξ1 and ξ2 be two isomorphic irreps of G acting on spaces Z1 and
Z2, respectively. Up to a global phase (i.e., a scalar of absolute value 1), there exists a unique isomorphism
T2←1 from ξ1 to ξ2 that satisfies ‖T2←1‖ = 1. We call this isomorphism a transporter from ξ1 to ξ2 (or, from
Z1 to Z2).
In this paper we only consider unitary representations and real vector spaces, therefore all singular values
of T2←1 are equal to 1 and, for the global phase, we have to choose only between ±1. We always choose
the global phases so that they respect inversion and composition, namely, so that T1←2T2←1 is the identity
matrix on Z1 and T3←2T2←1 = T3←1, where ξ3 is an irrep isomorphic to ξ1 and ξ2.
3 Building blocks of Γ
3.1 Decomposition of U and V into irreps
Without loss of generality, let us assume that the adversary matrix Γ for the Element Distinctness
problem satisfy the symmetry (3) given by the automorphism principle. Both U and V are representations
of S[N ] × SΣ and, due to Schur’s lemma, we want to see what irreps of S[N ] × SΣ occur in both U and V . It
is also convenient to consider U and V as representations of just S[N ] or just SΣ.
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Claim 2. V decomposes into irreps of S[N ] × SΣ as V ∼=
⊕
λ⊢N λ× λ.
Proof. As a representation of S[N ] and SΣ, respectively, V is isomorphic to the regular representation of S[N ]
and SΣ. For every y ∈ D0 and every π ∈ S[N ], there is a unique τ ∈ SΣ such that yπ = yτ , and π and
τ belong to isomorphic conjugacy classes. Thus, for every λ, the isotypical subspace of Y corresponding to
λ (i.e., the subspace corresponding to all irreps isomorphic to λ) is the same for both S[N ] and SΣ [Ser77,
Section 2.6]. Since V is isomorphic to the regular representation, the dimension of this subspace is (dim λ)2,
which is exactly the dimension of the irrep λ× λ of S[N ] × SΣ.
Now let us address U , which acts on the space X corresponding to the positive inputs x ∈ D1. Let us
decompose D1 as a disjoint union of
(
N
2
)
sets Di,j , where {i, j} ⊂ [N ] and Di,j is the set of all x ∈ D1 such
that xi = xj . Let us further decompose Di,j as a disjoint union of
(
N
2
)
sets Ds,ti,j , where {s, t} ⊂ Σ and Ds,ti,j
is the set of all x ∈ Di,j that does not contain s and contains t twice or vice versa. Let Xi,j and X s,ti,j be the
subspaces of X that correspond to the sets Di,j and Ds,ti,j , respectively. The space X s,ti,j is invariant under the
action of the subgroup Ss,ti,j defined as
S
s,t
i,j = (S{i,j} × S[N ]\{i,j})× (S{s,t} × SΣ\{s,t}),
namely, U τπX s,ti,j = X s,ti,j for all (π, τ) ∈ Ss,ti,j . Therefore U restricted to the subspace X s,ti,j is a representation
of Ss,ti,j , and, similarly to Claim 2, it decomposes into irreps as⊕
ν⊢N−2
(
id× ν)× ((id⊕ sgn)× ν). (5)
To see how U decomposes into irreps of S[N ] × SΣ, we induce the representation (5) from Ss,ti,j to S[N ] × SΣ.
The Littlewood–Richardson rule implies that an irrep of S[N ] × SΣ isomorphic to λ × λ can occur in U
due to one of the following scenarios.
• If ν ≪c λ and ν 6≪r λ (i.e., ν is obtained from λ by removing two boxes in the same row), then λ× λ
occurs once in the induction of (id× ν)× (id× ν). Let X λid,ν denote the subspace of X corresponding
to this instance of λ× λ.
• If ν ≪rc λ, then λ × λ occurs once in the induction of (id × ν) × (id × ν) and once in the induction
of (id × ν) × (sgn × ν). Let X λid,ν and X λsgn,ν denote the respective subspaces of X corresponding to
these instances of λ× λ.
Note: the subspaces Xλid,ν and X λsgn,ν are independent from the choice of {i, j} ⊂ [N ] and {s, t} ⊂ Σ.
3.2 Γ as a linear combination of transporters
Let Ξλid,ν and Ξ
λ
sgn,ν denote the transporters from the unique instance of λ × λ in Y to the subspaces Xλid,ν
and X λsgn,ν , respectively. We will specify the global phases of these transporters in Section 4.3. We consider
Ξλid,ν and Ξ
λ
sgn,ν as matrices of dimensions
(
N
2
)
N !×N ! and rank (dimλ)2. Schur’s lemma implies that, due
to (3), we can express Γ as a linear combination of these transporters. Namely,
Γ =
∑
λ⊢N
( ∑
ν≪cλ
βλid,νΞ
λ
id,ν +
∑
ν≪rcλ
βλsgn,νΞ
λ
sgn,ν
)
, (6)
where the coefficients βλid,ν and β
λ
sgn,ν are real.
Thus we have reduced the construction of the adversary matrix Γ to choosing the coefficients β of the
transporters in (6). To illustrate what are the available transporters, let us consider the last four (N−2)-box
Young diagrams ν of the lexicographical order—(N − 2), (N − 3, 1), (N − 4, 2), and (N − 4, 1, 1)—and all λ
that are obtained from these ν by adding two boxes in different columns. Table 1 shows pairs of λ and ν for
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❍
❍
❍
❍
❍
λ
ν
(N−2) (N−3, 1) (N−4, 2) (N−4, 1, 1)
(N) X0
(N−1, 1) XX1 X0
(N−2, 2) X2 XX1 X0
(N−2, 1, 1) XX1 X0
(N−3, 3) X2 XX1
(N−3, 2, 1) XX2 XX1 XX1
(N−3, 1, 1, 1) XX1
(N−4, 4) X2
(N−4, 3, 1) XX2 X2
(N−4, 2, 2) X2
(N−4, 2, 1, 1) XX2
Table 1: Available operators for the construction of Γ. We distinguish three cases: both λ and ν are the
same below the first row (label “X0”), λ has one box more below the first row than ν (label “XX1”), λ has
two boxes more below the first row than ν (labels “X2” and “XX2”).
which we have both Ξλid,ν and Ξ
λ
sgn,ν available for the construction of Γ (double check mark “XX”) or just
Ξλid,ν available (single check mark “X”).
Due to the symmetry, ‖∆i◦Γ‖ is the same for all i ∈ [N ], so, from now on, let us only consider ∆1◦Γ. We
want to choose the coefficients β so that ‖Γ‖ ∈ Ω(N2/3) and ‖∆1 ◦ Γ‖ ∈ O(1). The automorphism principle
also implies (see [HLSˇ07]) that we can assume that the principal left and right singular vectors of Γ are the
all-ones vectors, which correspond to Ξ
(N)
id,(N−2). We thus choose β
(N)
id,(N−2) ∈ Θ(N2/3).
In order to understand how to choose the coefficients β, in Appendix A we prove the following claim,
which relates all the coefficients of transporters of Table 1 and more.
Claim 3. Suppose Γ is given as in (6) and β
(N)
id,(N−2) = N
2/3. Consider λ ⊢ N that has O(1) boxes below
the first row and ν ≪c λ. In order for ‖∆1 ◦ Γ‖ ∈ O(1) to hold, we need to have
1. βλid,ν = N
2/3 +O(1) if λ and ν are the same below the first row,
2. βλid,ν , β
λ
sgn,ν = c
λ
νN
1/6 +O(1) if λ has one box more below the first row than ν, where cλν is a constant
depending only on the part of λ and ν below the first row,2
3. βλid,ν , β
λ
sgn,ν = O(1) if λ has two boxes more below the first row than ν.
Note that we always have the freedom of changing (a constant number of) coefficients β up to an additive
term of O(1) because of the fact that
γ2(∆1) = max
B
{ ‖∆1 ◦B‖ : ‖B‖ ≤ 1} ≤ 2 (7)
(see [HLSˇ07] for this and other facts about the γ2 norm). We will use this fact again in Section 6.
4 Specification of Γ via Γ1,2
Due to the symmetry (2), it suffices to specify a single row of the adversary matrix Γ in order to specify
the whole matrix. For the convenience, let us instead specify Γ via specifying its (N ! × N !)-dimensional
submatrix Γ1,2—for {i, j} ⊂ [N ], we define Γi,j to be the submatrix of Γ that corresponds to the rows
labeled by x ∈ Di,j , that is, positive inputs x with xi = xj . We think of Γi,j both as an N ! × N ! square
2Let λˆ and νˆ be the part of λ and ν below the first row, respectively. Then cλν =
√
h(λˆ)/h(νˆ) =
√
N dim ν/dimλ+O(1/N).
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matrix and as a matrix of the same dimensions as Γ that is obtained from Γ by setting to zero all the((
N
2
)− 1)N ! rows that correspond to x /∈ Di,j .
4.1 Necessary and sufficient symmetries of Γ1,2
For all (π, τ) ∈ (S{1,2} × S[3,N ]) × SΣ, we have U τπX1,2 = X1,2 and, therefore, U τπΓ1,2 = Γ1,2V τπ . This is
the necessary and sufficient symmetry that Γ1,2 must satisfy in order for Γ to be fixed under all index and
alphabet permutations. Since U(12)Γ1,2 = Γ1,2, we also have Γ1,2V(12) = Γ1,2. We have
Γ =
∑
{i,j}⊂[N ]
Γi,j =
∑
π∈R
UπΓ1,2Vπ−1 =
(
N
2
)
1
N !
∑
π∈S[N ]
UπΓ1,2Vπ−1 , (8)
where R = Rep(S[N ]/(S{1,2} × S[3,N ])) is a transversal of the left cosets of S{1,2} × S[3,N ] in S[N ].
Let f be a bijection between D0 and D1,2 defined as
f : D0 → D1,2 : (y1, y2, y3, . . . , yN ) 7→ (y1, y1, y3, . . . , yN),
and let F be the corresponding permutation matrix mapping Y to X1,2. Let us order rows and columns of
Γ1,2 so that they correspond to f(y) and y, respectively, where we take y ∈ D0 in the same order for both
(see Figure 1). Hence, F becomes the identity matrix on Y (from this point onward, we essentially think of
X1,2 and Y as the same space). Let us denote this identity matrix by I.
Γ1,2
a a c d e
a a c e d
...
b b e a d
c c a d e
c c e a d
d d b e c
...
e e c b a
a
b
c
d
e
a
b
c
e
d
... ...
b
c
e
a
d
c
b
a
d
e
c
b
e
a
d
d
a
b
e
c
e
d
c
b
a
pi
(12)
τ
(12) pi τ
Figure 1: Symmetries of Γ1,2 for N = 5 and Σ = {a, b, c, d, e}. With respect to the bijection f , the order of
rows and columns matches. The solid arrows show that U τ and V τ act symmetrically on Γ1,2 (here we use
τ = (aeb)(cd) ∈ SΣ), and so do Uπ and Vπ for π ∈ S[3,N ] (here we use π = (354)). However, as shown by the
dash-dotted arrows, U(12) acts as the identity on the rows, while V(12) transposes the columns.
For all (π, τ) ∈ S[3,N ] × SΣ we have f(yτπ) = (f(y))τπ and, thus, V τπ = FV τπ = U τπF = U τπ , where we
consider the restriction of U τπ to X1,2. Note that U(12) = I on X1,2, while V(12) 6= I. Hence now the two
necessary and sufficient symmetries that Γ1,2 must satisfy are
V τπ Γ1,2 = Γ1,2V
τ
π for all (π, τ) ∈ S[3,N ] × SΣ and Γ1,2V(12) = Γ1,2. (9)
Figure 1 illustrates these symmetries.
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4.2 Labeling of projectors and transporters
We use Π, with some subscripts and superscripts, to denote operators acting on Y; we use subscripts for
irreps of index permutations and superscripts for irreps of alphabet permutations. We also think of each
such an operator Π to map Y to X1,2 and vice versa (technically, FΠ and ΠF ∗, respectively).
Let Πid = (I+ V(12))/2 and Πsgn = (I− V(12))/2 denote the projectors on the isotypical subspaces of Y
corresponding to irreps id = (2) and sgn = (1, 1) of S{1,2}, respectively. Let Πρi1...iℓ and Π
σs1...sm denote
the projectors on the isotypical subspaces corresponding to an irrep ρ of S[N ]\{i1,...,iℓ} and an irrep σ of
SΣ\{s1,...,sm}, respectively. Note that Πρi1...iℓ and Π
σs1...sm commute, and let
Π
σs1...sm
ρi1...iℓ
= Πρi1...iℓΠ
σs1...sm = Πσs1...smΠρi1...iℓ ,
which is the projector on the isotypical subspace corresponding to the irrep ρ×σ of S[N ]\{i1,...,iℓ}×SΣ\{s1,...,sm}
(note: this subspace may contain multiple instances of the irrep). In general, when multiple such projectors
mutually commute, we denote their product with a single Π whose subscript and superscript is, respectively,
a concatenation of the subscripts and superscripts of these projectors. For example, Πλid,ν12 = Π
λ
idΠν12Π
λ
(note: Πλ corresponds to an irrep λ of SΣ\∅ = SΣ).
Suppose that Πλsub and Π
λ
sub′ are two projectors each projecting onto a single instance of an irrep
ρi1...iℓ × λ of S[N ]\{i1,...,iℓ} × SΣ, where sub and sub′ are subscripts determining these instances. Then
let Πλsub′←sub denote the transporter from the instance corresponding to Π
λ
sub to one corresponding to Π
λ
sub′ .
Let Πλsub′↔sub = Π
λ
sub′←sub +Π
λ
sub←sub′ for short.
4.3 Decomposition of Γ1,2 into projectors and transporters
Due to (9), we can express Γ1,2 as a linear combination of projectors onto irreps and transporters between
isomorphic irreps of S[3,N ] × SΣ. Due to (9) we also have Γ1,2Πid = Γ1,2 and Γ1,2Πsgn = 0. Claim 2 states
that I =
∑
λ⊢N Π
λ
λ, and we have Π
λ
λ =
∑
ν≪λΠ
λ
ν12 . If the two boxes removed from λ to obtain ν are in
the same row or the same column, then Πλν12 projects onto the unique instance of the irrep ν × λ in V , and
Πλν12 = Π
λ
id,ν12
or Πλν12 = Π
λ
sgn,ν12 , respectively. On the other hand, if they are in different rows and columns,
then Πλν12 = Π
λ
id,ν12
+Πλsgn,ν12 , where each Π
λ
id,ν12
and Πλsgn,ν12 projects onto an instance of the irrep ν × λ.
Hence, similarly to (6), we can express Γ1,2 as a linear combination
Γ1,2 =
∑
λ⊢N
( ∑
ν≪cλ
αλid,νΠ
λ
id,ν12 +
∑
ν≪rcλ
αλsgn,νΠ
λ
sgn,ν12←id,ν12
)
. (10)
If ν ≪rc λ, then there exist two distinct µ, µ′ ⊢ N − 1 such that ν < µ < λ and ν < µ′ < λ, and let µ
appear in the lexicographic order after µ′. Note that Πλν12,µ1 projects onto a single instance of ν × λ. We
have
Πλsgn,ν12←id,ν12 ∝ Πλsgn,ν12Πλν12,µ1Πλid,ν12 ,
and we specify the global phase of the transporter Πλsgn,ν12←id,ν12 by assuming that the coefficient of this
proportionality is positive. We present the value of this coefficient in Section 5.3.
Let us relate (6) and (10), the two ways in which we can specify the adversary matrix. One can see that
the 2(N − 2)!×N ! submatrix of Ξλid,ν12 and Ξλsgn,ν12 corresponding to Ds,t1,2 is proportional, respectively, to
the 2(N − 2)! × N ! submatrix of Πλid,ν12 and Πλsgn,ν12←id,ν12 corresponding to D
s,t
1,2. Hence, just like in (8),
we have
Ξλid,ν =
1
γλid,ν
∑
π∈R
UπΠ
λ
id,ν12Vπ−1 and Ξ
λ
sgn,ν =
1
γλsgn,ν
∑
π∈R
UπΠ
λ
sgn,ν12←id,ν12Vπ−1 ,
and we specify the global phase of the transporters Ξ by assuming that the normalization scalars γ are
9
positive. Note that
(γλid,ν)
2Πλλ = (γ
λ
id,νΞ
λ
id,ν)
∗(γλid,νΞ
λ
id,ν) =
(∑
π∈R
UπΠ
λ
id,ν12Vπ−1
)∗∑
π∈R
UπΠ
λ
id,ν12Vπ−1
=
(
N
2
)
1
N !
∑
π∈S[N ]
VπΠ
λ
id,ν12Vπ−1 =
(
N
2
)
dim ν
dimλ
Πλλ,
where the last equality holds because Vπ and Π
λ commute (thus the sum has to be proportional to Πλλ) and
Tr[Πλid,ν12 ]
/
Tr[Πλλ] = dim ν/ dimλ. The same way we calculate γ
λ
sgn,ν , and we have
γλid,ν =
βλid,ν
αλid,ν
= γλsgn,ν =
βλsgn,ν
αλsgn,ν
=
√(
N
2
)
dim ν
dimλ
.
5 Tools for estimating ‖∆1 ◦ Γ‖
5.1 Division of ∆1 ◦ Γ into two parts
For all j ∈ [2, N ], ∆1 ◦ Γ1,j is essentially the same as ∆1 ◦ Γ1,2. And, for all {i, j} ⊂ [2, N ], ∆1 ◦ Γi,j is
essentially the same as ∆1 ◦ Γ2,3, which, in turn, is essentially the same as ∆3 ◦ Γ1,2. Let us distinguish
these two cases by dividing Γ into two parts: let Γ′ be the (N − 1)N !×N ! submatrix of Γ corresponding to
x ∈ D1,j , where j ∈ [2, N ], and let Γ′′ be the
(
N−1
2
)
N !×N ! submatrix of Γ corresponding to x ∈ Di,j , where
{i, j} ∈ [2, N ].
Claim 4. We have ‖∆1 ◦ Γ‖ ∈ O(1) if and only if both ‖∆1 ◦ Γ′‖ ∈ O(1) and ‖∆1 ◦ Γ′′‖ ∈ O(1).
Let R′ = Rep(S[2,N ]/S[3,N ]) and R
′′ = Rep(S[N ]\{3}/(S{1,2} × S[4,N ])) be transversals of the left cosets of
S[3,N ] in S[2,N ] and of S{1,2} × S[4,N ] in S[N ]\{3}, respectively. Similarly to (8), we have
∆1 ◦ Γ′ =
∑
π∈R′
Uπ(∆1 ◦ Γ1,2)Vπ−1 and ∆1 ◦ Γ′′ = U(13)
( ∑
π∈R′′
Uπ(∆3 ◦ Γ1,2)Vπ−1
)
V(13), (11)
which imply
∥∥∆1 ◦ Γ′∥∥2 = ∥∥(∆1 ◦ Γ′)∗(∆1 ◦ Γ′)∥∥ = ∥∥∥ ∑
π∈R′
Vπ(∆1 ◦ Γ1,2)∗(∆1 ◦ Γ1,2)Vπ−1
∥∥∥, (12)
∥∥∆1 ◦ Γ′′∥∥2 = ∥∥(∆1 ◦ Γ′′)∗(∆1 ◦ Γ′′)∥∥ = ∥∥∥ ∑
π∈R′′
Vπ(∆3 ◦ Γ1,2)∗(∆3 ◦ Γ1,2)Vπ−1
∥∥∥. (13)
Therefore, we have to consider ∆1 ◦ Γ1,2 and ∆3 ◦ Γ1,2.
5.2 Commutativity with the action of ∆i
Instead of ∆i, let us first consider the action of ∆i. For i ∈ [N ] and s ∈ Σ, let Πˆsi be the projector on all
y ∈ D0 such that yi = s. Then, due to the particular way we define the bijection f , we have
∆i ◦ Γ1,2 =
∑
s∈Σ
ΠˆsiΓ1,2Πˆ
s
i whenever i 6= 2 and ∆2 ◦ Γ1,2 =
∑
s∈Σ
Πˆs1Γ1,2Πˆ
s
2. (14)
Note that Πˆsi commutes with every Πρj1...jm whenever i ∈ {j1, . . . , jm}. Hence, for i ∈ {j1, . . . , jm} \ {2} and
every N !×N ! matrix A, we have
∆i ◦ (Πρj1...jmA) = Πρj1...jm (∆i ◦A) and ∆i ◦ (AΠρj1...jm ) = (∆i ◦A)Πρj1...jm . (15)
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5.3 Relations among irreps of S[3,N ] × SΣ within an isotypical subspace
We are interested to see how ∆1 acts on Γ1,2, which requires us to consider how it acts on Π
λ
id,ν12
and
Πλsgn,ν12←id,ν12 . Unfortunately, this action is hard to calculate directly, therefore we express Π
λ
id,ν12
and
Πλsgn,ν12←id,ν12 as linear combinations of certain operators on which the action of ∆1 is easier to calculate.
Consider λ ⊢ N and ν ≪rc λ. The projector Πλν12 projects onto the isotypical subspace of Y corresponding
to the irrep ν × λ of S[3,N ] × SΣ, and this subspace contains two instances of this irrep. There are as many
degrees of freedom in splitting this subspace in half so that each half corresponds to a single instance of
the irrep as in splitting R2 in orthogonal one-dimensional subspaces. We already considered one such split,
Πλν12 = Π
λ
id,ν12
+Πλsgn,ν12 , and now let us relate it to another.
Let µ, µ′ ⊢ N−1 be such that ν < µ < λ, ν < µ′ < λ, and µ appears after µ′ in the lexicographical order.
Then Πλν12,µ1 and Π
λ
ν12,µ′1
project onto two orthogonal instances of the irrep ν×λ, and Πλν12 = Πλν12,µ1+Πλν12,µ′1 .
Note that V(12) commutes with Π
λ
ν12 and that Π
λ = Πλ. The orthogonal form [JK81, Section 3.4] of the irrep
λ tells us that V(12) restricted to the isotypical subspace corresponding to ν × λ is
V(12)
∣∣
ν12×λ
=
1
dλ,ν
(
Πλν12,µ′1 −Π
λ
ν12,µ1 +
√
d2λ,ν − 1Πλν12,µ′1↔ν12,µ1
)
. (16)
Expression (16), in effect, defines the global phase of transporters Πλν12,µ′1←ν12,µ1
and Πλν12,µ′1←ν12,µ1
.
Recall that Πid = (I+ V(12))/2, and therefore
Πλid,ν12 =
Πλν12 + V(12)
∣∣
ν12×λ
2
=
dλ,ν − 1
2dλ,ν
Πλν12,µ1 +
dλ,ν + 1
2dλ,ν
Πλν12,µ′1 +
√
d2λ,ν − 1
2dλ,ν
Πλν12,µ′1↔ν12,µ1 (17)
and
Πλsgn,ν12←id,ν12 =
2dλ,ν√
d2λ,ν − 1
Πλsgn,ν12Π
λ
ν12,µ1Π
λ
id,ν12
=
√
d2λ,ν − 1
2dλ,ν
Πλν12,µ1 −
√
d2λ,ν − 1
2dλ,ν
Πλν12,µ′1 +
dλ,ν + 1
2dλ,ν
Πλν12,µ1←ν12,µ′1 −
dλ,ν − 1
2dλ,ν
Πλν12,µ′1←ν12,µ1 . (18)
5.4 Relations among irreps of S[4,N ] × SΣ within an isotypical subspace
We are also interested to see how ∆3 acts on Γ1,2, which will require us to consider irreps of S[4,N ]×SΣ. Let
us now consider k ∈ o(N), η ⊢ k, and θ < η. Recall that, according to our notation, η¯ = (N − k, η) ⊢ N
and θ¯123 = (N − k− 2, θ)123 ⊢ N − 3 is obtained from η¯ by removing two boxes in the first row and one box
below the first row.
V contains three instances of the irrep θ¯123 × η¯ of S[4,N ] × SΣ: we have
Πη¯
θ¯123
= Πη¯
θ¯123,η¯12,(η¯1)
+Πη¯
θ¯123,θ¯12,η¯1
+Πη¯
θ¯123,(θ¯12),θ¯1
= Πη¯
id,θ¯123,η¯3
+Πη¯
sgn,θ¯123,η¯3
+Πη¯
(id),θ¯123,θ¯3
,
where each projector (other than Πη¯
θ¯123
) projects on a single instance of the irrep and the subscripts in paren-
thesis are optional. These two decompositions follow essentially the chain of restrictions S[N ] → S[2,N ] →
S[3,N ] → S[4,N ] and S[N ] → S[N ]\{3} → S{1,2} × S[4,N ] → S[4,N ], respectively.
From the orthogonal form of the irrep η¯, we get that the restriction of V(12) and V(23) to the isotypical
subspace corresponding to θ¯123 × η¯ is, respectively,
V(12)
∣∣
θ¯123×η¯
= Πη¯
θ¯123,η¯12
+
1
dη¯,θ¯12
(
Πη¯
θ¯123,θ¯12,η¯1
−Πη¯
θ¯123,θ¯1
+
√
d2
η¯,θ¯12
− 1Πη¯
θ¯123,θ¯12,η¯1↔θ¯123,θ¯1
)
,
V(23)
∣∣
θ¯123×η¯
=
1
dη¯,θ¯12 − 1
(
Πη¯
θ¯123,η¯12
−Πη¯
θ¯123,θ¯12,η¯1
+
√
(dη¯,θ¯12 − 1)2 − 1Πη¯θ¯123,η¯12↔θ¯123,θ¯12,η¯1
)
+Πη¯
θ¯123,θ¯1
,
11
where the global phases of the transporters in the expression for V(12)
∣∣
θ¯123×η¯
are consistent with (16). There-
fore we can calculate the “overlap” of Πη¯
θ¯123,η¯12
and
Πη¯
id,θ¯123,η¯3
= V(13)
(
I+ V(23)
)
Πη¯
θ¯123,η¯1
V(13)
/
2 = V(23)V(12)
(
I+ V(23)
)(
Πη¯
θ¯123,η¯12
+Πη¯
θ¯123,θ¯12,η¯1
)
V(12)V(23)
/
2
to be
Tr
[
Πη¯
θ¯123,η¯12
Πη¯
id,θ¯123,η¯3
]
dim θ¯123 dim η¯
=
2
dη¯,θ¯12(dη¯,θ¯12 − 1)
. (19)
Since Πη¯
θ¯123,η¯12
= ΠidΠ
η¯
θ¯123,η¯12
, we have
Πη¯
θ¯123,η¯12
= Πη¯
θ¯123,θ¯3
+
2
d2
η¯,θ¯12
− dη¯,θ¯12
(
Πη¯
id,θ¯123,η¯3
−Πη¯
θ¯123,θ¯3
)
+
√
2
(
d2
η¯,θ¯12
− dη¯,θ¯12 − 2
)
d2
η¯,θ¯12
− dη¯,θ¯12
Πη¯
θ¯123,θ¯3↔id,θ¯123,η¯3
. (20)
5.5 Summing the permutations of (∆1 ◦ Γ1,2)∗(∆1 ◦ Γ1,2)
We will express (∆1 ◦ Γ1,2)∗(∆1 ◦ Γ1,2) as a linear combination of projectors Πλν12,µ1 and transporters
Πλν12,µ′1←ν12,µ1
, where λ ⊢ N , ν ≪c λ, and µ, µ′ ⊢ N − 1 are such that ν < µ < λ and ν < µ′ < λ (we
consider transporters only if ν ≪rc λ, and thus µ 6= µ′). In order to calculate ‖∆1 ◦ Γ′‖ via (12), we use
1
N − 1
∑
π∈R′
VπΠ
λ
ν12,µ1Vπ−1 =
1
(N − 1)!
∑
π∈S[2,N ]
VπΠ
λ
ν12,µ1Vπ−1 =
Tr
[
VπΠ
λ
ν12,µ1Vπ−1
]
Tr
[
Πλµ1
] Πλµ1 = dim νdimµΠλµ1 ,
1
N − 1
∑
π∈R′
VπΠ
λ
ν12,µ′1←ν12,µ1
Vπ−1 =
1
(N − 1)!
∑
π∈S[2,N ]
VπΠ
λ
ν12,µ′1←ν12,µ1
Vπ−1 = 0.
(21)
The equalities in (21) hold because, first of all, Πλν12,µ1 and Π
λ
ν12,µ′1←ν12,µ1
are fixed under S[3,N ]×SΣ. Second,
V as a representation of S[2,N ] × SΣ is multiplicity-free (i.e., it contains each irrep at most once), and thus
every operator on Y that is fixed under S[2,N ] × SΣ can be expressed as a linear combination of projectors
Πλ
′
µ′′1
, where λ′ ⊢ N and µ′′ < λ′. And third, for π ∈ S[2,N ], Vπ commutes with both Πλµ1 and Πλµ′1 .
6 Construction of the optimal adversary matrix
In Section 4.3 we showed that βλid,ν/α
λ
id,ν = β
λ
sgn,ν/α
λ
sgn,ν =
√(
N
2
)
dim ν
dimλ . We calculate dim ν and dim λ using
the hook-length formula, and one can see that, given a fixed ζ ⊢ k, dim ζ¯ can be expressed as a polynomial
in N of degree k and having the leading coefficient 1/h(ζ) (see (23)). Therefore we get that Claim 3 is
equivalent to the following claim, which we prove in Appendix A.
Claim 5. Suppose Γ1,2 is given as in (10), α
(N)
id,(N−2) = N
−1/3, and Γ is obtained from Γ1,2 via (8). Consider
λ ⊢ N that has O(1) boxes below the first row and ν ≪c λ. In order for ‖∆1 ◦Γ‖ ∈ O(1) to hold, we need to
have
1. αλid,ν = N
−1/3 +O(1/N) if λ and ν are the same below the first row,
2. αλid,ν , α
λ
sgn,ν = N
−1/3 +O(1/
√
N) if λ has one box more below the first row than ν,
3. αλid,ν , α
λ
sgn,ν = O(1) if λ has two boxes more below the first row than ν.
(Note that α
(N)
id,(N−2) = N
−1/3 implies ‖Γ‖ ≥ β(N)id,(N−2) ∈ Θ(N2/3).)
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Consider k ∈ o(N) and η ⊢ k. Claims 3 and 5 hint that for the optimal adversary matrix we could choose
coefficients αη¯id,η¯12 ≈ α
ζ¯
id,η¯12
≈ αζ¯sgn,η¯12 whenever ζ > η and αζ¯id,η¯12 = α
ζ¯
sgn,η¯12 = 0 whenever ζ ≫ η. Let
us do that. For ζ > η, note that η¯12 < η¯1 < ζ¯, η¯12 < ζ¯1 < ζ¯, and η¯1 appears after ζ¯1 in the lexicographic
order, and also note that dζ¯,η¯12 ≥ N − 2k − 1 (equality is achieved by η = (k) and ζ = (k + 1)). Therefore,
according to (17) and (18), we have
Πη¯id,η¯12 +
∑
ζ>η
(
Πζ¯id,η¯12 +Π
ζ¯
sgn,η¯12←id,η¯12
)
= Πη¯η¯12 +
∑
ζ>η
(
Πζ¯η¯12,η¯1 +Π
ζ¯
η¯12,η¯1←η¯12,ζ¯1
)
+O(1/N)
= Πη¯η¯12 +
∑
ζ>η
2Πζ¯η¯12,η¯1Πid +O(1/N) = 2Πη¯12,η¯1Πid −Πη¯η¯12 +O(1/N),
where the last equality is due to Πη¯η¯12 = Π
η¯
η¯12,η¯1 = Π
η¯
id,η¯12
and Ind
S[N ]
S[2,N ]
η¯1 ∼= η¯⊕
⊕
ζ>η ζ¯, that is, the branching
rule. Thus we choose to construct Γ1,2 as a linear combination of matrices
2Πη¯12,η¯1Πid −Πη¯η¯12 = Πη¯η¯12 +
∑
ζ>η
(
dζ¯,η¯12 − 1
dζ¯,η¯12
Πζ¯id,η¯12 +
√
d2
ζ¯,η¯12
− 1
dζ¯,η¯12
Πζ¯sgn,η¯12←id,η¯12
)
.
(At first glance, it may seem that the matrix on the left hand side does not “treat” indices 1 and 2 equally,
but that is an illusion due to the way we define the bijection f .)
Theorem 6. Let Γ be constructed via (8) from
Γ1,2 =
N2/3∑
k=0
N2/3 − k
N
∑
η⊢k
(2Πη¯12,η¯1Πid −Πη¯η¯12).
Then ‖Γ‖ ∈ Ω(N2/3) and ‖∆1 ◦ Γ‖ ∈ O(1), and therefore Γ is, up to constant factors, an optimal adversary
matrix for Element Distinctness.
For Γ1,2 of Theorem 6 expressed in the form (10), we have α
(N)
id,(N−2) = N
−1/3, and therefore ‖Γ‖ ∈
Ω(N2/3). In the remainder of the paper, let us prove ‖∆1 ◦ Γ′‖ ∈ O(1) and ‖∆1 ◦ Γ′′‖ ∈ O(1), which is
sufficient due to Claim 4.
6.1 Approximate action of ∆i
The precise calculation of ∆1 ◦Γ is tedious; we consider it in Appendix A. Here, however, it suffices to upper
bound ‖∆1 ◦ Γ‖ using the following trick first introduced in [Bel12a] and later used in [BSˇ12, BR13, Sˇpa13,
BR14].
For any matrix A of the same dimensions as ∆i, we call a matrix B satisfying ∆i ◦ B = ∆i ◦ A an
approximation of ∆i ◦ A and we denote it with ∆i ⋄ A. From the fact (7) on the γ2 norm, it follows that
‖∆i ◦A‖ ≤ 2 ‖∆i ⋄A‖ . Hence, to show that ‖∆1 ◦Γ′‖ ∈ O(1) and ‖∆1 ◦Γ′′‖ ∈ O(1), it suffices to show that
‖∆1 ⋄ Γ′‖ ∈ O(1) and ‖∆1 ⋄ Γ′′‖ ∈ O(1) for any ∆1 ⋄ Γ′ and ∆1 ⋄ Γ′′. That is, it suffices to show that we
can change entries of Γ′ and Γ′′ corresponding to (x, y) with x1 = y1 in a way that the spectral norms of the
resulting matrices are constantly bounded.
Note that we can always choose ∆i ⋄A = A and ∆i ⋄ (A+A′) = ∆i ⋄A+∆i ⋄A′. We will express Γ1,2 as
a linear combination of certain N !×N ! matrices and, for every such matrix A, we will choose ∆i ⋄ A = A,
except for the following three, for which we calculate the action of ∆1 or ∆3 precisely. We have
∆1 ◦Πid = V(12)/2, ∆3 ◦Πθ¯123,θ¯3 = 0, and ∆3 ◦Πθ¯123,θ¯13 = 0
due to ∆1 ◦ I = ∆3 ◦ I = 0 and the commutativity relation (15).
Due to (15), we also have ∆3 ◦ (AΠid) = (∆3 ◦ A)Πid for every N ! × N ! matrix A. One can see that,
given any choice of ∆3 ⋄A, we can choose ∆3 ⋄ (AΠid) = (∆3 ⋄A)Πid.
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6.2 Bounding ‖∆1 ◦ Γ′‖
For k ≤ N2/3 and η ⊢ k, define N !×N ! matrices (Γη)1,2 and (Γk)1,2 such that
Γ1,2 =
N2/3∑
k=0
N2/3 − k
N
(Γk)1,2, (Γk)1,2 =
∑
η⊢k
(Γη)1,2, and (Γη)1,2 = 2Πη¯12,η¯1Πid −Πη¯η¯12 .
The projector Πη¯12,η¯1 commutes with the action of ∆1, therefore we can choose
∆1 ⋄ (Γη)1,2 = 2Πη¯12,η¯1(∆1 ◦Πid)−Πη¯η¯12 = Πη¯12,η¯1V(12) −Πη¯η¯12
=
∑
ζ>η
Πζ¯η¯12,η¯1V(12) =
∑
ζ>η
(
− 1
dζ¯,η¯12
Πζ¯η¯12,η¯1 +
√
d2
ζ¯,η¯12
− 1
dζ¯,η¯12
Πζ¯
η¯12,η¯1←η¯12,ζ¯1
)
,
where the third equality is due to the branching rule and both Πη¯η¯12 = Π
η¯
η¯12Πid and ΠidV(12) = Πid, and the
last equality comes from (16). To estimate the norm of ∆1 ⋄ Γ′ via (12), we have∑
π∈R′
Vπ(∆1 ⋄ (Γη)1,2)∗(∆1 ⋄ (Γη)1,2)Vπ−1

∑
ζ>η
∑
π∈R′
Vπ
( 1
d2
ζ¯,η¯12
Πζ¯η¯12,η¯1 +Π
ζ¯
η¯12,ζ¯1
−
√
d2
ζ¯,η¯12
− 1
d2
ζ¯,η¯12
Πζ¯
η¯12,η¯1↔η¯12,ζ¯1
)
Vπ−1
= (N − 1)
∑
ζ>η
( 1
d2
ζ¯,η¯12
dim η¯12
dim η¯1
Πζ¯η¯1 +
dim η¯12
dim ζ¯1
Πζ¯
ζ¯1
)
 1
N − o(N)
∑
ζ>η
Πζ¯η¯1 + (N − 1)
∑
ζ>η
dim η¯12
dim ζ¯1
Πζ¯
ζ¯1
, (22)
where  denotes the semidefinite ordering, the equality in the middle comes from (21), and the last inequality
is due to dim η¯12 ≤ dim η¯1 and dζ¯,η¯12 ≥ N − 2k − 1.
Claim 7. Let ζ ⊢ k. Then 1− dim ζ¯1/ dim ζ¯ ≤ 2k/N.
Proof. Recall the hook-length formula (4). As ζ has ζ(1) ≤ k columns, define ζ⊤(j) = 0 for all j ∈ [ζ(1)+1, k].
We have
dim ζ¯ =
N !
h((N − k, ζ)) =
N !/(N − 2k)!
h(ζ)
∏k
j=1(N − k + 1− j + ζ⊤(j))
, (23)
and therefore
1− dim ζ¯1
dim ζ¯
= 1− (N − 1)!/(N − 2k − 1)!
N !/(N − 2k)!
k∏
j=1
N − k + 1− j + ζ⊤(j)
N − k − j + ζ⊤(j) < 1−
N − 2k
N
=
2k
N
.
For η′ 6= η, we have (∆1 ⋄ (Γη′)1,2)∗(∆1 ⋄ (Γη)1,2) = 0, therefore, by summing (22) over all η ⊢ k, we get∑
π∈R′
Vπ(∆1 ⋄ (Γk)1,2)∗(∆1 ⋄ (Γk)1,2)Vπ−1
 1
N − o(N)
∑
η⊢k
∑
ζ>η
Πζ¯η¯1 + (N − 1)
∑
ζ⊢k+1
∑
η<ζ
dim η¯12
dim ζ¯1
Πζ¯
ζ¯1
 1
N − o(N)
∑
η⊢k
∑
ζ>η
Πζ¯η¯1 + 2(k + 1)
∑
ζ⊢k+1
Πζ¯
ζ¯1
, (24)
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where the first inequality holds because
∑
η⊢k
∑
ζ>η and
∑
ζ⊢k+1
∑
η<ζ are sums over the same pairs of η
and ζ, and the second inequality holds because dim ζ¯1 = dim ζ¯12+
∑
η<ζ dim η¯12 (due to the branching rule)
and Claim 7.
Finally, by summing (24) over k, we get
(∆1 ⋄ Γ′)∗(∆1 ⋄ Γ′) =
∑
π∈R′
Vπ(∆1 ⋄ Γ1,2)∗(∆1 ⋄ Γ1,2)Vπ−1

N2/3∑
k=0
(N2/3 − k)2
N2
(
1
N − o(N)
∑
η⊢k
∑
ζ>η
Πζ¯η¯1 + 2(k + 1)
∑
ζ⊢k+1
Πζ¯
ζ¯1
)
 I/3. (25)
Hence, ‖∆1 ◦ Γ′‖ ∈ O(1). (Note: the norm of (24) is Θ(k) and, in (25), we essentially multiply it with
T 2/N2, where T is the intended lower bound. This provides an intuition for why one cannot prove a lower
bound higher than Ω(N2/3).)
6.3 Bounding ‖∆1 ◦ Γ′′‖
Let us decompose the adversary matrix as Γ = 2ΓA − ΓB, where we define ΓA and ΓB via their restriction
to the rows labeled by x ∈ D1,2:
(ΓA)1,2 =
N2/3∑
k=0
N2/3 − k
N
∑
η⊢k
Πη¯12,η¯1Πid and (ΓB)1,2 =
N2/3∑
k=0
N2/3 − k
N
∑
η⊢k
Πη¯η¯12 ,
respectively. We show that ‖∆1 ◦Γ′′A‖ ∈ O(1) and ‖∆1 ◦Γ′′B‖ ∈ O(1), which together imply ‖∆1 ◦Γ′′‖ ∈ O(1).
The argument is very similar for both ΓA and ΓB, and let us start by showing ‖∆1 ◦ Γ′′A‖ ∈ O(1).
We are interested to see how ∆3 acts on (ΓA)1,2. Let θ < η, and we will have to consider Πθ¯123,η¯12,η¯1 .
For every λ > η¯1, note that V(23) and Π
λ
θ¯123,η¯1
commute. So, similarly to (16), we have
V(23)Πθ¯123,η¯1 =
1
dη¯1,θ¯123
∑
λ>η¯1
(
Πλθ¯123,η¯12,η¯1 −Πλθ¯123,θ¯12,η¯1 +
√
d2
η¯1,θ¯123
− 1Πλθ¯123,η¯12,η¯1↔θ¯123,θ¯12,η¯1
)
.
Hence
Tr[Πλ
θ¯123,η¯12,η¯1
Πλ
θ¯123,η¯13,η¯1
]
dim θ¯123 dim λ
=
Tr[Πλ
θ¯123,η¯12,η¯1
V(23)Π
λ
θ¯123,η¯12,η¯1
V(23)]
dim θ¯123 dimλ
=
1
d2
η¯1,θ¯123
,
and therefore, similarly to (20), we have
Πθ¯123,η¯12,η¯1 = Πθ¯123,θ¯13,η¯1 +
1
d2
η¯1,θ¯123
(
Πθ¯123,η¯13,η¯1 −Πθ¯123,θ¯13,η¯1
)
+
√
d2
η¯1,θ¯123
− 1
d2
η¯1,θ¯123
Πθ¯123,θ¯13,η¯1↔θ¯123,η¯13,η¯1 , (26)
where
Πθ¯123,θ¯13,η¯1↔θ¯123,η¯13,η¯1 =
∑
λ>η¯1
Πλθ¯123,θ¯13,η¯1↔θ¯123,η¯13,η¯1
for short.
Without loss of generality, let us assume N2/3 to be an integer. Then, by using the branching rule and
simple derivations, one can see that
N2/3−1∑
k=0
N2/3 − k
N
∑
η⊢k
(
Πη¯123,η¯1 +
∑
θ<η
Πθ¯123,θ¯13,η¯1
)
=
N2/3−1∑
k=0
(
1
N
∑
η⊢k
Πη¯123,η¯1 +
N2/3 − k
N
∑
θ⊢k−1
Πθ¯123,θ¯13
)
.
(27)
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Therefore we have
(ΓA)1,2 =
N2/3−1∑
k=0
N2/3 − k
N
∑
η⊢k
(
Πη¯123,η¯1 +
∑
θ<η
Πθ¯123,η¯12,η¯1
)
Πid
=
N2/3−1∑
k=0
(
1
N
∑
η⊢k
Πη¯123,η¯1 +
N2/3 − k
N
∑
η⊢k
∑
θ<η
( 1
d2
η¯1,θ¯123
(Πθ¯123,η¯13,η¯1 −Πθ¯123,θ¯13,η¯1)
+
√
d2
η¯1,θ¯123
− 1
d2
η¯1,θ¯123
Πθ¯123,θ¯13,η¯1↔θ¯123,η¯13,η¯1
)
+
N2/3 − k
N
∑
θ⊢k−1
Πθ¯123,θ¯13
)
Πid,
where the first equality comes from the branching rule and the fact that we can ignore k = N2/3, and the
second equality comes from subsequent applications of (26) and (27).
Recall that the action of ∆3 commutes with Πid and ∆3 ◦Πθ¯123,θ¯13 = 0. Therefore we can choose
∆3 ⋄ (ΓA)1,2 =
N2/3−1∑
k=0
(
1
N
∑
η⊢k
Πη¯123,η¯1 +
N2/3 − k
N
∑
η⊢k
∑
θ<η
( 1
d2
η¯1,θ¯123
(Πθ¯123,η¯13,η¯1 −Πθ¯123,θ¯13,η¯1)
+
√
d2
η¯1,θ¯123
− 1
d2
η¯1,θ¯123
Πθ¯123,θ¯13,η¯1↔θ¯123,η¯13,η¯1
))
Πid,
and we have
(∆3 ⋄ (ΓA)1,2)∗(∆3 ⋄ (ΓA)1,2)
=
N2/3−1∑
k=0
Πid
(
1
N2
∑
η⊢k
Πη¯123,η¯1 +
(N2/3 − k)2
N2
∑
η⊢k
∑
θ<η
1
d2
η¯1,θ¯123
(
Πθ¯123,η¯13,η¯1 +Πθ¯123,θ¯13,η¯1
))
Πid,
 1
N2
N2/3−1∑
k=0
Πid
(∑
η⊢k
Πη¯123,η¯1 + o(1) ·
∑
η⊢k
∑
θ<η
(
Πθ¯123,η¯13,η¯1 +Πθ¯123,θ¯13,η¯1
))
Πid  1
N2
I.
Finally, (13) tells us that
‖∆1 ⋄ Γ′′A‖2 =
∥∥∥ ∑
π∈R′′
Vπ(∆3 ⋄ (ΓA)1,2)∗(∆3 ⋄ (ΓA)1,2)Vπ−1
∥∥∥ ≤ ∥∥∥ ∑
π∈R′′
1
N2
I
∥∥∥ ≤ 1/2,
and, hence, ‖∆1 ◦ Γ′′A‖ ∈ O(1).
We show that ‖∆1◦Γ′′B‖ ∈ O(1) in essentially the same way, except now, instead of the decomposition (26)
of Πθ¯123,η¯12,η¯1 we consider the decomposition (20) of Π
η¯
θ¯123,η¯12
. This concludes the proof that ‖∆1◦Γ′′‖ ∈ O(1),
which, in turn, concludes the proof of Theorem 6.
7 Open problems
We already mentioned two open problems in the introduction. One is to close the gap between the best
known lower bound and upper bound for k-Distinctness, Ω(N2/3) and O(N1−2
k−2/(2k−1)), respectively.
We hope that our lower bound for Element Distinctness could help to improve the lower bound for
k-Distinctness when k ≥ 3.
The other is to reduce the required group (i.e., alphabet) size in the Ω(Nk/(k+1)) lower bound for k-Sum.
As pointed out in [BSˇ12], the quantum query complexity of k-Sum becomes O(
√
N) for groups of constant
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size. Therefore it would be interesting to find tradeoffs between the quantum query complexity and the size
(and, potentially, the structure) of the group. These tradeoffs might be relatively smooth, unlike the jump
in the query complexity of Element Distinctness between alphabet sizes N − 1 and N .
Claims 3 and 5 suggest that the adversary matrix that we consider in Theorem 6 for Element Dis-
tinctness is a natural choice. While any other optimal adversary matrix probably cannot look too different
(in terms of the singular value decomposition), it does not mean that it cannot have a simpler specification.
Such a simpler specification might facilitate the construction of adversary bounds for other problems.
In fact, Belovs’ construction [Bel12a] gives an adversary matrix Γ for Element Distinctness for any
alphabet size. Unfortunately, his analysis for lower bounding ‖Γ‖/‖∆i ◦ Γ‖ does not work any more for
alphabet sizes o(N2). Nonetheless, it still might be the case that ‖Γ‖/‖∆i ◦ Γ‖ ∈ Ω(N2/3) even when
|Σ| = N , and, if one could show that, it might help to provide tight adversary bounds for Collision and
Set Equality with minimal non-trivial alphabet size, because the current adversary bounds for them are
constructed similarly to Belovs’s adversary bound for Element Distinctness and require |Σ| ∈ Ω(N2).
(We know that such adversary bounds for Collision and Set Equality exist due to tight lower bounds
via other methods [AS04, Kut05, Zha13] and the optimality of the adversary method [LMR+11].)
Jeffery, Magniez, and de Wolf recently studied the model of parallel quantum query algorithms, which
can make P queries in parallel in each timestep [JMdW13]. They show that such algorithms have to make
Θ((N/P )2/3) P -parallel quantum queries to solve Element Distinctness. For the lower bound, they
generalize the adversary bound given in [BR13] (which is almost equivalent to one in [Bel12a]) and therefore
require that the alphabet size is at least Ω(N2). The techniques provided in this paper might help to remove
this requirement.
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A Necessary conditions for the construction of Γ
A.1 Action of ∆i on Π
λ
λ and transporters
Let us consider i 6= 2. Recall the projectors Πˆsi from Section 5.2, and note that V τπ Πˆsi = ΠˆsiV τπ for all
(π, τ) ∈ S[N ]\{i} × SΣ\{s}. Analogously to Claim 2,
Πˆsi =
∑
µ⊢N−1
Πˆs,µsi,µi ,
where Πˆs,µsi,µi = Πˆ
s
iΠ
µs
µi = Π
µs
µi Πˆ
s
i projects on a single instance of the irrep µ× µ of S[N ]\{i} × SΣ\{s}.
Due to the symmetry, V τπ (∆i ◦Πλλ) = (∆i ◦Πλλ)V τπ for all (π, τ) ∈ S[N ]\{i}× SΣ, therefore we can express
∆i ◦Πλλ =
∑
λ′⊢N
∑
µ<λ′
φλ
′
µ Π
λ′
µi .
We have
φλ
′
µ =
Tr[(∆i ◦Πλλ)Πλ
′
µi ]
Tr[Πλ′µi ]
=
Tr[
∑
s∈Σ Πˆ
s
iΠ
λ
λΠˆ
s
iΠ
λ′
µi ]
dimλ′ dimµ
= N
Tr[Πˆs,µsi,µi Π
λ
µiΠˆ
s,µs
i,µi
Πλ
′
µi ]
dim λ′ dimµ
= N
Tr[Πˆs,µsi,µi Π
λ
µi ] · Tr[Πˆs,µsi,µi Πλ
′
µi ]
dimλ′(dimµ)3
= N
Tr[ΠˆsiΠ
λ
µi ] · Tr[ΠˆsiΠλ
′
µi ]
dimλ′(dimµ)3
=
Tr[Πλµi ] · Tr[Πλ
′
µi ]
N dimλ′(dimµ)3
=
{
dimλ
N dimµ , if µ < λ,
0, if µ 6< λ (i.e., Πλµi = 0),
where the second equality is due to (14), the third and sixth equalities are due to the symmetry among all
s ∈ Σ, and the fourth equality is from [AMRR11]. Hence
∆i ◦Πλλ = Πλλ −
dimλ
N
∑
µ<λ
( 1
dimµ
∑
λ′>µ
Πλ
′
µi
)
= Πλλ −
dimλ
N
∑
µ<λ
( 1
dimµ
Πµi
)
. (28)
Now consider j 6= i, λ ⊢ N , and ν ≪rc λ. Let µ, µ′ ⊢ N − 1 be such that ν < µ < λ, ν < µ′ < λ, and
µ 6= µ′. Let us see how ∆i acts on the transporter Πλνij ,µ′i←νij ,µi . We have
ΠˆsiΠ
λ
νij ,µ′i←νij ,µi
Πˆsi = Πˆ
s
iΠ
µ′s
µ′i
Πλνij ,µ′i←νij ,µiΠ
µs
µi Πˆ
s
i = 0
because Πµ
′
sΠλνij ,µ′i←νij ,µi
is a transporter between two instances of the irrep ν × µ′ of S[N ]\{i,j} × SΣ\{s}
and, therefore, orthogonal to Πµs . Hence,
∆i ◦Πλνij ,µ′i←νij ,µi = 0 and ∆i ◦Π
λ
νij ,µ′i←νij ,µi
= Πλνij ,µ′i←νij ,µi . (29)
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A.2 Necessary conditions for ‖∆1 ◦ Γ‖ ∈ O(1)
We will use the following lemmas and corollaries in the proof of Claim 5. Let Γ1,2 be given as in (10), and
Γ be obtained from Γ1,2 via (8).
Lemma 8. Consider λ ⊢ N , µ < λ, µ′ < λ, and ν < µ, µ′ (we allow µ = µ′ here). If ‖∆1 ◦ Γ′‖ ≤ 1, then
‖Πλν12,µ1(∆1 ◦ Γ1,2)Πλν12,µ′1‖ ≤
√
dimµ′
(N − 1) dim ν .
Proof. For the proof, let us assume that ν ≪rc λ and µ 6= µ′. It is easy to see that the proof works in all
the other cases too. Let Ψλν,µ =
∑
π∈R′ UπΠ
λ
ν12,µ1Uπ−1 , where the transversal R
′ was defined in Section 5.1.
From (11), we have
Ψλν,µ(∆1 ◦ Γ′) =
∑
π∈R′
UπΠ
λ
ν12,µ1(∆1 ◦ Γ1,2)Vπ−1 , (30)
whose norm is at most 1 because Ψλν,µ is a projector.
We can express
Πλν12,µ1(∆1 ◦ Γ1,2) = ψΠλν12,µ1 + ψ′Πλν12,µ1←ν12,µ′1 ,
where
ψ = ‖Πλν12,µ1(∆1 ◦ Γ1,2)Πλν12,µ1‖ and ψ′ = ‖Πλν12,µ1(∆1 ◦ Γ1,2)Πλν12,µ′1‖.
Hence,
(∆1 ◦ Γ1,2)∗Πλν12,µ1(∆1 ◦ Γ1,2) = ψ2Πλν12,µ1 + (ψ′)2Πλν12,µ′1 + ψψ
′Πλν12,µ1↔ν12,µ′1 . (31)
From (30), (31), and (21), we get
(∆1 ◦ Γ′)∗Ψλν,µ(∆1 ◦ Γ′) = ψ2(N − 1)
dim ν
dimµ
Πλµ + (ψ
′)2(N − 1) dim ν
dimµ′
Πλµ′ .
The norm of this matrix is at most 1, which completes the proof.
Corollary 9. Let ν ⊢ N − 2, µ > ν, and λ, λ′ > µ. If ‖∆1 ◦ Γ′‖ ≤ 1, then∣∣∣∣Tr[Πλν12,µ1Γ1,2]dimλdim ν − Tr[Π
λ′
ν12,µ1Γ1,2]
dimλ′ dim ν
∣∣∣∣ ≤ 2
√
dimµ
(N − 1) dim ν .
Proof. From Lemma 8, we have
∥∥Πλν12,µ1(∆1 ◦ Γ1,2)Πλν12,µ1∥∥ =
∣∣Tr[Πλν12,µ1(∆1 ◦ Γ1,2)]∣∣
dimλdim ν
=
∣∣Tr[(∆1 ◦Πλν12,µ1)Γ1,2]∣∣
dimλdim ν
=
∣∣Tr[(Πλν12,µ1 − dimλN dimµΠν12,µ1)Γ1,2]∣∣
dimλdim ν
=
∣∣∣∣Tr
[
Πλν12,µ1Γ1,2
]
dimλdim ν
− Tr
[
Πν12,µ1Γ1,2
]
N dimµ dim ν
∣∣∣∣ ≤
√
dimµ
(N − 1) dim ν ,
where the second and third equalities are due to (14) and (28), respectively. We obtain the same inequality
with λ′ instead of λ, and the result follows from the triangle inequality.
Corollary 10. Consider λ ⊢ N , ν ≪rc λ, and µ, µ′ ⊢ N−1 such that ν < µ < λ, ν < µ′ < λ, and µ appears
after µ′ in the lexicographical order. If ‖∆1 ◦ Γ′‖ ≤ 1, then
∣∣∣∣αλid,ν
√
d2λ,ν − 1
2dλ,ν
− αλsgn,ν
dλ,ν − 1
2dλ,ν
∣∣∣∣ ≤
√
dimµ
(N − 1) dim ν ,
∣∣∣∣αλid,ν
√
d2λ,ν − 1
2dλ,ν
+ αλsgn,ν
dλ,ν + 1
2dλ,ν
∣∣∣∣ ≤
√
dimµ′
(N − 1) dim ν ,
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Proof. Since λ is the unique N -box Young diagram that has both µ and µ′ as subdiagrams, we have
Πν12,µ′1Γ1,2Πν12,µ1 = Π
λ
ν12,µ′1
Γ1,2Π
λ
ν12,µ1 .
Hence, due to (29) and the commutativity relations (15), we have
Πλν12,µ′1(∆1 ◦ Γ1,2)Π
λ
ν12,µ1 = Π
λ(∆1 ◦ (Πν12,µ′1Γ1,2Πν12,µ1))Πλ = Πλν12,µ′1Γ1,2Π
λ
ν12,µ1 .
The same holds with µ and µ′ swapped. From (17) and (18), we get that
Πλν12,µ′1Γ1,2Π
λ
ν12,µ1 =
(
αλid,ν
√
d2λ,ν − 1
2dλ,ν
− αλsgn,ν
dλ,ν − 1
2dλ,ν
)
Πλν12,µ′1←ν12,µ1 ,
Πλν12,µ1Γ1,2Π
λ
ν12,µ′1
=
(
αλid,ν
√
d2λ,ν − 1
2dλ,ν
+ αλsgn,ν
dλ,ν + 1
2dλ,ν
)
Πλν12,µ1←ν12,µ′1 ,
and we apply Lemma 8 to complete the proof.
Lemma 11. Let θ be a Young diagram having at most N/2− 2 boxes and η > θ. If ‖∆1 ◦ Γ′′‖ ≤ 1, then∣∣∣∣∣αη¯id,η¯12 − αθ¯id,θ¯12 +
2(αη¯
id,θ¯12
− αη¯id,η¯12)
dη¯,θ¯12(dη¯,θ¯12 − 1)
∣∣∣∣∣ ≤ 2
√
dim θ¯3(
N−1
2
)
dim θ¯123
.
Proof. Note that Πη¯
θ¯123,θ¯3
(∆3◦Γ1,2) can be expressed as a linear combination of Πη¯θ¯123,θ¯3 and Π
η¯
θ¯123,θ¯3←id,θ¯123,η¯3
,
while Πθ¯
θ¯123
(∆3 ◦ Γ1,2) is proportional to Πθ¯θ¯123 . Similarly to Lemma 8, we can show that
∥∥Πη¯
θ¯123,θ¯3
(∆3 ◦ Γ1,2)Πη¯θ¯123,θ¯3
∥∥ ≤
√
dim θ¯3(
N−1
2
)
dim θ¯123
and
∥∥Πθ¯θ¯123(∆3 ◦ Γ1,2)Πθ¯θ¯123∥∥ ≤
√
dim θ¯3(
N−1
2
)
dim θ¯123
,
where, instead of (21), we have to use (analogously proven)
∑
π∈R′′
VπΠ
η¯
θ¯123,θ¯3
Vπ−1 =
(
N − 1
2
)
dim θ¯123
dim θ¯3
Πη¯
θ¯3
and
∑
π∈R′′
VπΠ
η¯
id,θ¯123,η¯3↔θ¯123,θ¯3
Vπ−1 = 0.
Then, similarly to Corollary 9, we get∣∣∣∣∣
Tr[Πη¯
θ¯123,θ¯3
Γ1,2]
dim η¯ dim θ¯123
−
Tr[Πθ¯
θ¯123
Γ1,2]
dim θ¯ dim θ¯123
∣∣∣∣∣ ≤ 2
√
dim θ¯3(
N−1
2
)
dim θ¯123
.
We conclude by noticing that
Πθ¯θ¯123Γ1,2 = Π
θ¯
θ¯123
(
αθ¯id,θ¯12Π
θ¯
θ¯12
)
= αθ¯id,θ¯12Π
θ¯
θ¯123
and, due to (19),
Πη¯
θ¯123,θ¯3
Γ1,2Π
η¯
θ¯123,θ¯3
= Πη¯
θ¯123,θ¯3
(
αη¯id,η¯12Π
η¯
η¯12 + α
η¯
id,θ¯12
Πη¯
id,θ¯12
)
Πη¯
θ¯123,θ¯3
=
((
1− 2
dη¯,θ¯12(dη¯,θ¯12 − 1)
)
αη¯id,η¯12 +
2
dη¯,θ¯12(dη¯,θ¯12 − 1)
αη¯
id,θ¯12
)
Πη¯
θ¯123,θ¯3
.
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A.3 Proof of Claim 5
We can assume that all the coefficients β in the expression (6) for Γ are at most N , as N is the trivial upper
bound on the quantum query complexity of Element Distinctness. That, in turn, means that we can
assume that the coefficients α in Point 1, Point 2, and Point 3 of Claim 5 are, respectively, at most O(1),
O(
√
N), and O(N). Let us prove sequentially every point of the claim.
Point 1. Consider k ∈ O(1), θ ⊢ k, and η > θ, so dη¯,θ¯12 = N − O(1) and dim θ¯3/ dim θ¯123 ∈ Θ(1). From
Lemma 11, we get that |αη¯id,η¯12 − αθ¯id,θ¯12 | ∈ O(1/N), which proves that αθ¯id,θ¯12 = N−1/3 + O(1/N) by the
induction over k, where we take α
(N)
id,(N−2) = N
−1/3 as the base case.
Point 2. Consider θ ⊢ O(1) and η > θ, so dim θ¯1/ dim θ¯12 ∈ Θ(1). From the first inequality of Corollary 10
(in which we choose λ = η¯ and ν = θ¯12, forcing µ = θ¯1), we get that |αη¯id,θ¯12 − α
η¯
sgn,θ¯12
| ∈ O(1/√N). From
Corollary 9 (in which we choose ν = θ¯12, µ = θ¯1, λ = θ¯, and λ
′ = η¯), we get
∣∣∣∣ Tr[Π
θ¯
θ¯12
Γ1,2]
dim θ¯ dim θ¯12
−
Tr[Πη¯
θ¯12,θ¯1
Γ1,2]
dim η¯ dim θ¯12
∣∣∣∣ ∈ O(1/√N),
where we have
Πθ¯θ¯12Γ1,2 = α
θ¯
id,θ¯12
Πθ¯θ¯12 and Π
η¯
θ¯12,θ¯1
Γ1,2Π
η¯
θ¯12,θ¯1
=
(
αη¯
id,θ¯12
dη¯,θ¯12 − 1
2dη¯,θ¯12
+ αη¯
sgn,θ¯12
√
d2
η¯,θ¯12
− 1
2dη¯,θ¯12
)
Πη¯
θ¯12,θ¯1
from (17) and (18). Therefore, |αθ¯
id,θ¯12
− (αη¯
id,θ¯12
+ αη¯
sgn,θ¯12
)/2| ∈ O(1/√N), which together with previously
proven αθ¯
id,θ¯12
= N−1/3 + O(1/N) and |αη¯
id,θ¯12
− αη¯
sgn,θ¯12
| ∈ O(1/√N) imply αη¯
id,θ¯12
= N−1/3 + O(1/
√
N)
and αη¯
sgn,θ¯12
= N−1/3 +O(1/
√
N).
Point 3. Consider λ ⊢ N and ν ≪c λ that is obtained from λ by removing two boxes in different columns
below the first row. Let us consider two cases.
Case 1: ν ≪rc λ. Let µ, µ′ ⊢ N − 1 be such that ν < µ < λ, ν < µ′ < λ, and µ 6= µ′. Since
dλ,ν ≥ 2, dimµ/ dim ν ∈ Θ(N), and dimµ′/ dim ν ∈ Θ(N), both inequalities of Corollary 10 together imply
αλid,ν = O(1) and α
λ
sgn,ν = O(1).
Case 2: ν ≪c λ and ν 6≪r λ (i.e., ν is obtained from λ by removing two boxes in the same, but not the
first, row). Let µ ⊢ N −1 be the unique Young diagram that satisfies ν < µ < λ, and let λ′ be obtained from
µ by adding a box in the first row. For Point 2 we already have shown that αλ
′
id,ν ∈ o(1) and αλ
′
sgn,ν ∈ o(1),
so, from Corollary 9 and dimµ/ dim ν ∈ Θ(N), we get that αλid,ν ∈ O(1).
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