Abstract. We study deformation theory for quantum integrable systems and prove several theorems concerning the Gevrey convergence and the unicity of perturbative expansions.À V.I. Arnold pour ses 70 ans.
Introduction
The aim of this paper is to give an account on deformation theory for Lagrangian varieties and its applications to semi-classical analysis. Semiclassical analysis, as initiated by Arnold and Maslov, is the study of partial differential equations depending on a small parameter ; in its major part it was developed as a global study for real compact Lagrangian submanifolds. Our aim is to explain the interplay between the complex topology of the complexified characteristic varieties and the spectral theory of pseudodifferential operators, the bridge between both approaches being given by deformation theory of Lagrangian varieties. In standard spectral theory, the perturbative expansions for the spectrum are a purely formal object defined ad-hoc. In the more modern approach of real C ∞ semi-classical analysis such objects have non-formal meaning as perturbations of global objects but still a notion like the spectrum of the germ of an operator has usually no meaning. The relationship between topology, analytic geometry and semi-classical analysis can only be established, if we make sense of such an object. So, our first goal will be to reformulate the standard spectral theory, so to attach to each germ of an operator a spectrum which behaves naturally with respect to base changes, that is, for which the perturbative expansion is the spectrum of an operator relatively to the base of a deformation. For simplicity, we will start with the case of partial differential equations depending on one variable, that is, ordinary differential equations. In this case, the correspondence between the topology of characteristic varieties, analytic geometry and semi-classical analysis is more easily understood, essentially due to the fact that any plane curve is a Lagrangian submanifold. Once the correspondence is established, we will essentially discuss deformations of Lagrangian varieties, problems of stability and their relations to the topology of Lagrangian Milnor fibres. The correspondence between analytic geometry and semi-classical analysis will constitute our first task, it is summarised by the following table
Analytic geometry
Semi-classical analysis
Coherence of the Lagrangian deformation module
Convergence of perturbative expansions in the semi-classical limit
Freeness of the Lagrangian deformation module
Uniqueness of the perturbative expansions in the semi-classical limit
Coherence of the quantised Lagrangian deformation module
Gevrey-convergence of the perturbative expansions
Freeness of the quantised Lagrangian deformation module
Uniqueness of perturbative expansions
For expository reasons, we concentrate ourselves in germs at a point. As most of our arguments are sheaf theoretic, the neighbourhood of the point can be replaced by the neighbourhood of any compact subset with almost no modification (for instance neighbourhoods of periodic orbits in Hamiltonian systems). Also, to adapt the theorems to the real analytic case is a rather trivial exercise. The reader interested only in the formal aspect of expansions and not on their analyticity will easily recognise that, in that case, most statements hold with trivial proofs and without assuming any integrability or holonomicity condition. 
. ) defined by
A † e n = √ n + 1 e n+1 , A e 0 = 0, A e n = √ n e n−1 , n > 0.
The spectrum of the harmonic oscillator H 0 = A † A consists of non-negative integer Z ≥0 . Heisenberg showed that for cubic and quartic polynomial perturbations H t = H 0 + tP (A, A † ), the eigenvalues admit formal asymptotic expansions E n (t) = k α n t n with E n (0) = n ( [28] ). These asymptotic expansions are now called Rayleigh-Schrödinger expansions; they have no meaning in the standard spectral theory which axiomatises quantum mechanics. When the degree of P is at least 3, the perturbation is therefore called a singular perturbation since it changes completely the qualitative behaviour of the spectrum. Our aim is to interpret these expansions as the spectrum of an operator relative to the base of a deformation and then prove the following theorem.
Theorem 1.1 ([21]). For any polynomial perturbation of a harmonic oscillator H t = A † A+tP (A † , A), the associated Rayleigh-Schrödinger expansions are asymptotic expansions of holomorphic functions at the boundary of their holomorphy domain.
This theorem will be useful to illustrate our approach and to motivate the concepts we shall introduce.
Asymptotic expansions and Gevrey analyticity. A sector in C is
an open subset of the type S θ,r = {x ∈ C/|Arg x| < θ, |x| < r} with θ ∈ R >0 . An asymptotic expansion n≥0 a n x n is associated to a holomorphic function f : S θ,r −→ C if lim x−→0 f (n) (x) = n!a n The map
is called the Borel transform. A formal power series is of Gevrey class provided that its Borel transform is analytic.
Theorem 1.2 (see [35] ). Any formal power series of Gevrey class is the asymptotic expansion associated to a holomorphic function.
Therefore in order to show that an asymptotic expansion is associated to a holomorphic function is is sufficient to show that it is of Gevrey class.
1.3.
The Q-algebra. The (one-dimensional) universal Heisenberg algebrâ Q is the algebra of formal power series in C generated by three elements (a † ), a, and satisfying only one non-trivial commuting relation
Unlike the usual treatment, we do not consider the Weyl algebra where the commutation relation is [A,
The total symbol of an element f ∈Q is obtained by ordering the expansion of f so that
and then by substituting the operators a, a † by commuting variables x, y ∈ C.
We define a Borel transform inQ by sending a map to its total symbol and then by taking the image of the total symbol under the map
We define the vector subspace Q ⊂Q to be the subspace of operators which have a total symbol with an analytic Borel transform in a small neighbourhood of the origin:
Here C{x, y} denotes the algebra of holomorphic function germs at the origin in C 2 . As remarked by Pham, that the vector space Q is isomorphic to an algebra of analytic pseudo differential operators; therefore it follows from results due to Boutet de Monvel-Krée that the vector subspace Q ⊂Q is, in fact, a subalgebra [5, 41] (see also [21] ). We denote by C ⊂ Q the operators in Q which depend only on (the constants). In the above definitions, one might replace the field C by any ring of formal power series. In particular, the algebra Q admits central extensions Q{λ}, λ = (λ 1 , . . . , λ k ), obtained by replacing the ring C with
We denote by C {λ} analytic series with coefficient in C , i.e., formal power series of the type i∈Z ≥0 ,j≥0
having an analytic Borel transform in . When k = 1, we shall often write t or z instead of λ.
Functoriality requirements.
Any element H ∈ Q{λ} defines a C {z, λ}-module structure on the algebra Q{λ} by putting ψ • H = n≥0 α n H n with ψ(z) = n≥0 α n z n , α n ∈ C {λ}. In order to relate Theorem 1.1 to deformation theory in the Heisenberg algebra, we need to construct a spectral theory functorial with respect to inverse images and automorphisms, i.e., we want to construct a mapping Sp : Q{λ} −→ Ens(C {λ}) such that:
Here Ens denotes the category of subsets and Id the identity mapping. To construct the spectrum, we first need to construct the space on which the operators act.
1.5. Bargmann's representation for the harmonic oscillator. Consider the pre-Hilbert space B of holomorphic function in C which are squareintegrable for the Gaussian measure:
The Weyl algebra of linear partial differential operators act on the vector space B, its generators A = ∂ z and A † = z satisfy the commutation relation [A, A † ] = 1. The spectrum of the operator A † A is the set Z ≥0 and the z n 's form a generating system of eigenvectors. Our aim is to do a similar local analytic construction involving the semiclassical parameters and allowing the operators to be given by infinite analytic series and not just polynomials.
1.6. The Hilbert module H. The quotient H = Q/Qa of Q by the leftideal generated by a is isomorphic to the space C {z}. Indeed, modulo the ideal Qa any operator can be written as a series n α n (a † ) n and the isomorphism is given by the map
Consider the canonical projection π : Q −→ H. The left multiplication on Q by an element H ∈ Q gives a commutative diagram
/ / H Thus, the left multiplication in Q induce a representation
which can easily be shown to be injective. Therefore, we can identify the algebra Q with a subalgebra acting on H ([21]). Eigenvectors v ∈ H of H (resp. eigenvalues E ∈ C ) are defined by the condition ρ(H)v = Ev.
Here and in the sequel, we shall simply write Hv instead of ρ(H)v. Using the C -module H ≈ C {z} isomorphism, the representations ρ is defined by
Similar consideration holds for the formal Heisenberg algebra. More generally, if l : C 2 −→ αx + βy is a non-vanishing linear form, the associated Hilbert module is H l = Q/Q(αa † + βa), the choice of such a linear form is called a choice of polarisation.
Example 1.1. Consider the harmonic oscillator H = a † a. We have H(a † ) n = n (a † ) n (mod Qa) therefore the projection of the (a † ) n 's in H form a basis of eigenvectors for H. Via the above correspondence, we may identify the operator H with z∂ z acting on C {z}, the above-mentioned basis of eigenvectors correspond to the function germs z n .
1.7.
Relative spectrum and perturbative expansion. We now consider the case with parameters. In the space H{λ} := Q{λ}/Q{λ}a we cannot take the above definition for the eigenvectors, since already in example of the harmonic oscillator, perturbative expansions of eigenvectors are, in general, neither holomorphic nor meromorphic. Therefore, we shall say that ψ ∈ H{λ} is an eigenvector of H ∈ Q{λ} if there exists E ∈ C {λ} such that
Consequently, if ψ(t, ·) is an eigenvector then ψ(t/ , ·) is the corresponding perturbative expansion. Similar consideration apply in the formal case. Heisenberg result's on the existence of perturbative expansion can be stated as follows. 
integrates the Heisenberg equations of H ∈ Q{t}, that is:
For any automorphism ϕ of Q{t}, any mapping ψ ∈ C {t, z}, and any germ H ∈ Q{t}, we have
and similarly for the formal spectrum.
1.9. Digression: the Trace of an operator in Q. First, we construct a non-degenerate C -sesquilinear product in H.
The hermitian conjugate
is the unique C -antilinear mapping for which the conjugate of (a † ) i a j is (a † ) j a i . Let us define the map
where s denotes the total symbol. The hermitian product ·, · on H is defined by the commutative diagram
; ; w w w w w w w w w
The space H satisfies most axioms of Hilbert spaces except that it is not a Cvector space but a C -module. This drawback turns out to be an important advantage for considering traces of operators. Let us denote by |n ∈ H, the class of the operator (a † ) n and by H | n its image under an operator H. This contrasts of course with the standard theory where so few operators have a trace. To illustrate the construction, let us consider the case of an harmonic oscillator H = a † a. We get T r(H) = n>0 n|H|n = n>0 n n|n .
Using the equality j|j = j! j , we deduce that T r(H) = n>0 n n! n+1 . the Borel transform of the trace is therefore given by
For = 1, the function has a singularity corresponding to the fact that the operator is not of trace class in the standard theory:
The trace allows us to define a one-dimensional quantum field theory for the scalar field using the standard Hamiltonian formalism ( [57] ). The trace is invariant under automorphisms which preserve the polarisation, it does not satisfy T r(AB) = T r(BA), this is in accordance with the fact that the correlators do not in general correspond to physical quantities.
The quantum Morse lemma
2.1. Statement of the theorem. The complex Morse lemma in two variables states that any holomorphic function germ of the type f : (C 2 , 0) −→ (C, 0), (x, y) → x 2 +y 2 +o(|x| 2 +|y| 2 ) can be taken back to its quadratic part (x, y) → x 2 + y 2 by a biholomorphic change of coordinates. The following result is an analogous result in Q 
The Gevrey convergence of the Rayleigh-Schrödinger series is a consequence of this theorem and of the functoriality property of the spectrum (Corollary 1.1).
Using the path method, we will see that the above theorem has the following corollary.
Corollary 2.1 ([21]). For any operator H 0 ∈ Q which total symbol has a non-degenerate quadratic part there exist an automorphism ϕ ∈ Aut(Q) and a map ψ ∈ C {z} such that
Corollary 2.1 was obtained by Helffer and Sjöstrand with the additional assumption that the operator is self-adjoint ( [29] , Théorème b1 and Théorème b6). To explain Theorem 2.1 and its proof, we first consider its semi-classical limit.
2.2. The isochore Morse lemma. The principal symbol
maps the operator jk (α jk +o( ))(a † ) j a k to the analytic expansion jk α jk x j y k with α jk ∈ C. The Poisson bracket on C 2 associated to the symplectic form dx∧dy satisfies the equality
Therefore, any automorphismφ ∈ Q defines the germ of a symplectomor-
The unfolding associated to a deformation F :
Using the above process of semi-classical approximation to Theorem 2.1, we get the following result.
) having a non degenerate quadratic part is isochore trivial, i.e., there exists holomorphic map germs
and ϕ * dx ∧ dy = dx ∧ dy where (x, y) are coordinates in C 2 . HereF denotes the unfolding of F .
This theorem has the following corollary, which is due to Vey.
having a non-degenerate quadratic part can be written as
where
In the statement of the theorem the quadratic form xy can be replaced by any non degenerate quadratic form.
Remark 2.1. Conversely, using the isochore Morse lemma, Colin de Verdière-Parisse and Sjöstrand proved a quantum Morse lemma for formal power series in ( [10, 12] ). This weaker statement does not give any information on the Gevrey analyticity of perturbative expansions.
Both results of this subsection (and also these of the preceding one) are related by the path method, namely Theorem 2.2 implies Theorem 2.3. Indeed, let us define the one parameter family of holomorphic function germs f t = (1 − t)f + td 2 f depending on the parameter t ∈ [0, 1]. According to Theorem 2.2, for any t 0 ∈ [0, 1], the germ of f t at t = t 0 , x = 0 is a trivial deformation of f t 0 . Therefore, f t 0 +ε is conjugated to f t 0 by a symplectomorphism germ in (C 2 , 0) and a biholomorphic map in (C, 0), for any ε small enough. This shows that f 0 and f 1 are conjugated and therefore Theorem 2.3 follows from Theorem 2.2.
To conclude the subsection, let us point out that there exists a real C ∞ isochore Morse lemma due to Colin de Verdière and Vey ([11] ). One can then introduce a micro-local spectrum on a compactification of the curve xy = 0, the local study is then replaced by a real compact global one ( [10, 12] ); this is the now standard approach in real C ∞ semi-classical analysis.
A small review on local Gauss-Manin theory
The results of this section are valid for hypersurface singularities and more generally for isolated complete intersection singularities; in view of our applications, we will restrict ourselves to the case of plane curves. The relation of Gauss-Manin theory with Rayleigh-Schrödinger expansions will be explained in the next section.
3.1. Topology of plane curves singularities. A standard representative
with an isolated critical point is a holomorphic representative constructed as follows. Let g : Y −→ T be a Stein representative of f such that the spheres S ε centred at the origin of radius ε ≤ ε 0 are transverse to the zero fibre of g. By transversality, we may chose a closed neighbourhood of the origin S ⊂ T such that the fibres of g above S are transverse to the sphere S ε 0 ; we put X = g −1 (S) ∩ B ε 0 where B ε 0 denotes the ball centred at the origin of radius ε 0 . Remark that we abusively denote the standard representative and the germ by the same letter. 
is called the Jacobian ideal of f . When the context makes it clear, we shall simply denote by µ the Milnor number of a given function.
Example 3.1. For the holomorphic function germ f : (C 2 , 0) −→ (C, 0) defined by f (x, y) = x 2 + y 2 , the Milnor algebra is generated by the class of 1. The Milnor fibre taken above a real positive value retracts on its real part and has the homotopy type of a circle.
The relative de Rham complex.
We keep the notations of the previous subsection. To a holomorphic map-germ f , we associate the relative de
and the differential is induced by the exterior derivative of the de Rham com-
As X is contained in a Stein subset, this hypercohomology spaces are obtained by restricting global sections to U :
is constant along the fibres of f and therefore can be written as a holomorphic function of f . When U does not contain the origin, the O S (U )-module R 1 f * Ω · X/S (U ) can be identified with the space of holomorphic sections above U ⊂ S of the fibration
This is due to the fact that (1) the restriction of a differential form of the type df ∧ · to a fibre {f = constant} vanishes, (2) there is a relative Poincaré Lemma stating that the relative de Rham complex is a resolution of the sheaf f −1 O S . This observation is due to Grothendieck ([26] ). If U contains the origin there is no such a straightforward statement; nevertheless by the general philosophy of singularity theory, for s = 0, we expect a relation between the cohomology spaces
which is a global object on a fibre and the cohomology space H 1 (Ω · X/S,0 ) which is a local object defined for the germ of f at the origin. This is the content of the following theorem due to Brieskorn and Deligne. 
The theorem holds true for isolated hypersurface singularities, in that case the freeness of the module H f , conjectured by Brieskorn, was proved by Sebastiani ([47] ).
Example 3.2. Consider the function germ f : (C 2 , 0) −→ (C, 0) defined by the formula f (x, y) = x 2 + y 2 . The class of the differential α = f ydx is a coboundary of the relative de Rham complex, indeed:
. The Milnor number of f equals one. The one form ydx is not a coboundary thus the class of the differential α = f ydx is not divisible by f . Theorem 3.3 shows that the module H f is generated by the class of α.
3.3. The Brieskorn lattice. Another way to construct holomorphic section of the cohomological Milnor bundle s H 1 (f −1 (s), C) −→ S \ {0} is to take the Gelfand-Leray residue of a two form on X. We consider only differential with simple poles along the graph of f , the more general case is not difficult and leads to Pham's construction of the micro-local Gauss-Manin module ( [40] ). Example 3.3. Consider a standard representative f : X −→ S of the germ f (x, y) = x 2 + y 2 . To the holomorphic 2-form ω = dx ∧ dy, we associate the cohomology classes
The holomorphic 2-form ω ′ = ω + df ∧ dg induces the same section as ω of the cohomological Milnor bundle for any holomorphic function g : X −→ S. We define the Brieskorn lattice of f by
with an isolated critical point at the origin, the Brieskorn lattice is a free module of rank µ(f ) and the cokernel of the map
Example 3.4. Let us come back to the previous example. The holomorphic 2-form dx ∧ dy ∈ Ω 2 (X) induces a class in H ′′ f which is non zero and not divisible by f , therefore it generates the Brieskorn lattice. In particular, the restriction of the form dx ∧ dy/df to any Milnor fibre generates its de Rham cohomology space.
3.4. Extension to deformations of plane curve singularities. The notions that we reviewed for plane curves singularities, extend naturally to deformations of plane curves singularities, and in fact to any isolated complete intersection singularity. The corresponding finiteness and freeness results were proved by Greuel ([25] ). Associated to the unfoldingF of F there is a relative de Rham complex and a Brieskorn lattice
) with an isolated critical point at the origin, the Brieskorn lattice is a free
where g is an arbitrary holomorphic function germ and take a standard representativeF : X −→ S, (t, x, y) → (t, F (t, x, y)) of its unfolding. The holomorphic 3-form dx ∧ dy ∧ dt ∈ Ω 3 (X) generates the Brieskorn lattice:
In particular, the restriction of the 1-form dx∧dy∧dt/(dF ∧dt) to any Milnor fibre of the unfoldingF generates its first de Rham cohomology space.
Proof of the theorems in the semi-classical limit
We have shown that certain analyticity properties of perturbative expansions follow from deformation theory for operators. We now show that these theorems can be obtained as by-products of finiteness results for the corresponding deformation module. In the semi-classical limit, the deformation module is the Brieskorn lattice associated to the symbol of the deformation as we shall now prove.
4.1.
The Moser-Poincaré-Thom path method. In order to prove Morse Lemma-type theorems, we use the path method. This method consist in connecting our two objects by a path (for us the operator and its quadratic part) and then prove that at each time the deformation is trivial. This is the method we employed in the second formulation of the isochore Morse lemma (Theorem 2.2). Then, we replace the exact condition by an infinitesimal one: to solve the equation
we differentiate with respect to t and multiply the result by ϕ −1 t on the right and by ψ −1 t on the left; we get an equation of the type
Multiplying both members by the 3-form ω = dx ∧ dy ∧ dt, we get the equation In other words the Brieskorn lattice can be identified with the space of infinitesimal deformations of f modulo the one given by infinitesimal symplectic change of coordinates. Now, Theorem 3.5 implies that the Brieskorn lattice of f t is a free C{t, f t }-module of rank one and it is therefore generated by the class of ω (see Example 3.5). Thus, the infinitesimal equation can be solved, this shows that the Vey isochore theorem (Theorem 2.3) is a consequence of Theorem 3.5. Remark that only the finiteness property is sufficient to guarantee the convergence of the expansions. The freeness of the Brieskorn lattice (with parameters) implies that the function a t is unique and therefore so is the map ψ t . In this way, we have a dictionary
(1) coherence of the Brieskorn lattice ⇐⇒ convergence of perturbative expansions in the semi-classical limit, (2) freeness of the Brieskorn lattice ⇐⇒ unicity of perturbative expansions in the semi-classical limit, as announced in the introduction (taking into account the fact that here the Lagrangian deformation module is the Brieskorn lattice with parameters).
The versality theorem.
between the unfoldingF ,G of the deformations. Here i j and i k denote the inclusions.
If the map ϕ can be chosen so to preserve the two-form dx ∧ dy, the deformation F is called isochore versal; it is called isochore miniversal in case the number of parameter on which depend the versal deformation is minimal.
The following theorems were both conjectured by Colin de Verdière in [9] , the proofs are similar to the one we gave for the isochore Morse lemma. 
The local finiteness theorem
The origin of finiteness theorems goes back to Cartan-Serre and the RieszSchwartz theory for compact operators [8, 46] . There is now an extensive literature on the subject [13, 15, 30, 32, 45] . We give a practical criterion -close in spirit to [7, 31, 53] -in view of applications to singularity theory. We shall use the notions introduced by Thom and Whitney of stratified spaces and mappings, we refer to [24] and reference therein for details. The notions of standard representative admit a straightforward generalisation for map-germs satisfying Thom's a f condition. As the stratification that we shall use in practise are rather simple, we will not recall these definitions. A detailed exposition can be found in [19].
5.1. Motivation: the quantum Morse lemma. As we saw previously, the existence of a versal deformation follows from the finiteness of the associated deformation module. For the quantum Morse lemma, the problem is to solve the equation
where a t ∈ C {t, z} and H t ∈ Q{t} are the unknown. A proof of this almost straightforward statement can be found in [21] . Therefore like for the Vey theorem, we have to show that the module M = Q{t}/ 1 [Q{t}, f t ] is generated by the class of 1. By making the substitution t = 0 and taking the semi-classical limit, we get that
which is as shown previously isomorphic to the Brieskorn lattice of f . This module is generated by the class of 1 therefore like for the isochore Morse lemma, the Nakayama lemma implies that the class of 1 generates M provided that it is a finite type C {t, z}-module. Thus, the theorem will follow if we know that the module M is of finite type, that is, from a quantum version of the Brieskorn-Deligne theorem. If moreover the module is free, then the function a t is uniquely defined. [48] , we say that a sheaf F on a space X is O X|X×T -coherent or that it is a coherent ind-analytic sheaf, if it is the cokernel of a morphism of O X|X×T -modules:
5.3. The finiteness theorem. The algebra Q is the stalk at the origin of a sheaf in C 2 , this sheaf is defined by the pre-sheaf
where U ⊂ C 2 is an open subset. As a sheaf of vector spaces Q C 2 is isomorphic to the sheaf O C 2 |C 3 but the algebra structure are different since B(f g) = Bf Bg, in general. Let us consider now the case with parameters. The quantum analytic sheaf relative to the projection (λ, x, y) → λ, denoted Q C k+2 /C k , is defined by the presheaf ([41, 42]):
where U denotes an open subset. The sheaf of vector spaces Q C k+2 /C k and O C k+2 |C k+3 are isomorphic. The sheaf B S is defined by the presheaf:
Definition 5.1. Consider a map F : X −→ S satisfying Thom's a F condition. A sheaf F is called F -constructible if the following condition holds: for each point x ∈ X there exists a neighbourhood U inside the strata of x such that
A complex of Q C k+2 /C k -coherent sheaves is called F -constructible it its cohomology sheaves are F -constructible and if its differential is F −1 B S linear.
Similar consideration apply for function germs ([19]
).
5.4.
The versality and unicity theorems. The quantum Morse lemma and the quantum versal deformation theorem are corollaries of the following theorem.
Theorem 5.2 ([21]). The quantised Brieskorn lattice
associated to an operator f ∈ Q{λ} which symbol is the deformation of an isolated plane curve singularity is a finite type C {λ, z}-module.
To prove the theorem, we consider the unfolding of the principal symbol of f :
and we apply Theorem 5.1 to the mapping F and to the complex
One easily sees that this complex is F -constructible ([21]).
The unicity of perturbative expansions, also conjectured by Colin de Verdière ( [9] ), is a consequence of the following theorem.
Theorem 5.3 ([21]). Under the assumptions of the theorem, the quantised
Brieskorn lattice Q{λ}/ 1 [f, Q{λ}] a is a free C {λ, z}-module.
Theorem 5.4 ([21]). Let F ∈ Q{λ} (resp. inQ[[λ]]) be a miniversal deformation of an operator
, then the function germs ϕ(λ k ) ∈ C {µ} and ψ ∈ C {µ, z} are uniquely determined by the choices of F and G.
This concludes our study of deformation theory in the D = 1 Heisenberg algebra, we now turn to the higher dimensional case.
Deformations of singular Lagrangian varieties
The characteristic variety of a D = 1 pseudo-differential operator is a plane curve. In the previous sections, we investigated the relation of the deformation theory of these plane curves and the perturbative expansions associated to the corresponding eigenvalue problem. In higher dimensions, the characteristic variety is an involutive variety and for integrable systems, it is in fact a Lagrangian variety. In this chapter, we will study local deformation theory for Lagrangian singularities, for simplicity we consider only symplectic manifolds, the generalisation to Poisson manifolds is straightforward.
6.1. The Lagrangian complex. Deformation theory for singular Lagrangian varieties was settled by Sevenheck and van Straten in [50] (see also [27, 49, 52] ). In this paper the authors introduce a complex similar to the Chevalley complex of a Lie algebra. We review this construction for the case of integrable systems.
We endow C 2n with the holomorphic symplectic two-form 2n i=1 dq i ∧ dp i ; by Darboux theorem locally any symplectic manifold is of this type ( [1] ). A Lagrangian variety in C 2n is a reduced analytic space of pure dimension n for which the symplectic form vanishes on the smooth locus.
is called a Lagrangian singularity if the ideal I generated by its component defines the germ of a complete intersection Lagrangian variety germ

2
; this condition is equivalent to stating that the Poisson bracket induces a map
Let f : (C 2n , 0) −→ (C n , 0) be a moment mapping and denote by (L, 0) the fibre of f above the origin. As L is a complete intersection, the complex
The differential of the complex is defined by the conditions (1) it is C-linear (2) for any v ∈ C n and any m ∈ O L,0 , we have δ(mv) = {m, e i } ∧ v where e 1 , . . . , e n denotes the canonical basis in C n .
If (L, 0) is smooth then the complex is a resolution of the constant sheaf C L . In arbitrary dimension, the cohomology space H 1 (C · L,0 ) can be canonically identified with the space of infinitesimal Lagrangian deformation modulo symplectic change of coordinates. A proof of these elementary facts is given in [50] . For n = 1, there is only one differential given by
The words Lagrangian singularity are also used in the theory of caustics and wave fronts for a different object. and the vector space H 1 (C · L,0 ) is canonically isomorphic to the fibre at the origin of the Brieskorn lattice
. Consider now the case n = 2. Let (F 1 , F 2 ) = (f 1 + tm 1 , f 2 + tm 2 ) be a deformation of the ideal of (L, 0) above Spec(C[t]/t 2 ). The condition {F 1 , F 2 } = 0 is equivalent to {m 1 , f 2 } + {f 1 , m 2 } = 0, that is, δ(m) = 0 with m = (m 1 , m 2 ). Assume that F is a symplectically trivial deformation: this means that there exists a family of symplectomorphisms ϕ t = Id + t{H, ·} such that f • ϕ t = F , that is, f + t{H, f } = f + tm therefore m = δ(H). This proves the assertion. The Sevenheck-van Straten construction naturally extends to the relative case, i.e., to a deformation of a Lagrangian variety rather than for a single Lagrangian variety. Let us now consider this case. A diagram
where i is the inclusion and π the projection is called a Lagrangian deformation if the fibres of π |X project to Lagrangian varieties in C 2n .
The germ of such a diagram at the origin is defined by a holomorphic mapgerm F : (C k × C 2n , 0) −→ (C n , 0) which components generate the ideal of the germ (X, 0) in (C k × C 2n , 0). We will use the notations F : (C k × C 2n , 0) −→ (C n , 0) for germs of Lagrangian deformation and (abusively) F : X −→ S for standard representatives of them, the corresponding Lagrange complex will be denoted by C · F . 6.2. Finiteness theorem. Let f : (C 2n , 0) −→ (C n , 0) be a Lagrangian singularity and consider the variety germs (S k , 0) = ({x ∈ L, rank df (x) = k}, 0) where L is the zero fibre of f .
Vey proved that the Lagrangian singularity
). The Henon-Heiles integrable system
defines a pyramidal map. I do not know any example of a map which defines a non-pyramidal Lagrangian complete intersection. A Lagrangian deformation will be called pyramidal if it is the deformation of a pyramidal Lagrangian variety. The local Grauert theorem implies the following result. 3 Although he never considered the notion explicitly.
Theorem 6.1 ([17]). The cohomology spaces
For the absolute case (k = 0), the theorem was proved by Sevenheck and van Straten ( [50] ).
6.3. Rigidity theorem. Consider a Lagrangian deformation F : (C k × C 2n , 0) −→ (C n , 0) and denote by F D : (C × C 2n , 0) −→ (C n , 0) the restriction of F to a one dimensional vector space D ⊂ C k (or equivalently the deformation induced by a linear base change C −→ C k ). There is a Lagrangian Kodaira-Spencer mapping
where we identified the tangent space to C k at the origin with C k itself and also an absolute version of it
. . , k In view of applications to integrable systems, let us define a Lagrangian deformation F : (C k × C 2n , 0) −→ (C n , 0) to be rigid if any deformation G : (C k+1 × C 2n , 0) −→ (C n , 0) whose restriction above C k is equal to F is trivial, i.e., it is obtained from F by symplectic change of coordinates depending on the parameters. The correspondence between rigidity and coherence of the deformation module generalises to higher dimensions without any difficulty. Thus, from theorem 6.1, we deduce the following result. 0) . Assume that either the absolute Kodaira-Spencer mapping is surjective of there exists a one dimensional subspace D ⊂ C k such that the Kodaira-Spencer mapθ
is surjective. Then, the Lagrangian deformation F is rigid.
Denote by e 1 = (1, 0, . . . , 0) , . . . , e n = (0, . . . , 0, 1) the canonical base in C n . The absolute Kodaira-Spencer map sends the vector ∂ λ i to the class of the vector e i . An elementary computation shows that this map is surjective. This computation was already done in [27] from which the authors deduced the rigidity without proof.
6.4. Freeness and rigidity. The direct computation of the Lagrangian deformation module might be difficult, therefore we intend to reduce it to elementary topological considerations. The following result and its corollary give a practical way for proving the surjectivity of the Lagrangian KodairaSpencer mapping.
Proposition 6.1 ([22]). For any pyramidal Lagrangian deformation over a one dimensional base
The multiplication by the parameter t of the deformation induces an exact sequence of complexes
/ / 0 which induces in turn an exact sequence in cohomology
as the fibres are reduced Lagrangian varieties, the sequence at the H 0 -level gives
Therefore, the exact sequence splits at H 0 (C · L,0 ). This shows that the multiplication by t in H 1 (C · F ) is injective, thus the module is free. Thus, like for the one dimensional case, if the Lagrangian Kodaira-Spencer mapping is an isomorphism then the perturbative expansions for the spectrum are uniquely defined, at least in the semi-classical limit. We will come back to this later, for the moment, we concentrate ourselves in proving or dis-proving the surjectivity of the Lagrangian Kodaira-Spencer mapping.
Corollary 6.1 ([22]). For any pyramidal Lagrangian deformation over a one dimensional base, a smooth fibre of a standard representative has a first Betti number equal to the rank of the module
Example 6.2. Let us consider the Lagrangian deformation defined by the mapping germ
The smooth fibre of a standard representative retracts on a real 2-torus S 1 × S 1 , the first Betti number of which is equal to 2. Corollary 6.1 implies that the module
are obviously independent and not divisible by t; therefore they generate the module
). Thus Theorem 6.3 applies, consequently
with generators the classes of the constant mappings (1, 0) and (0, 1). This can be proved by a direct computation but it is important, in view of more complicated examples, that we were able to prove the result without any computation.
The Lagrangian Milnor fibre
In the previous section, we saw that, if true, the surjectivity of the KodairaSpencer mapping can be established once we know the first Betti number of the Milnor fibre.
7.1. The free basis theorem. The construction of Lefschetz vanishing cycles for isolated complete intersection singularities by Morsification is classical and was, according to D.T. Lê, already known to Tyurina as a consequence of the versal deformation theorem ( [3] ). This construction can be adapted for a complete intersection with nonisolated singularities provided that the generic singular fibre has a Morse transverse singular locus ( [33] ). As a typical example consider the mapping
Above a point ε ∈ R >0 , the fibre retracts on the real circle {(x, y) ∈ R 2 : x 2 + y 2 = ε}. There are only two generators of the first homology group corresponding to this circle with the two different orientations, so the ambiguity lies only on the orientation. The zero fibre of f is said to have an A 1 -transverse singular locus, if at each critical point, the restriction of f to a generic plane has an isolated critical point with a non-degenerate Hessian. Given a holomorphic mapping f : X −→ S, S ⊂ C k , we denote by M (f ) ⊂ S the set of values for which the fibre has a connected transverse A 1 singular locus. We say that f satisfies condition (M ) if the set M (f ) is an open variety of codimension one in S and dense inside the set of critical values. Under this assumption, the set of critical values is an analytic variety called the discriminant.
If in addition f : X −→ S is a standard representative of a holomorphic map-germ, we define the Lefschetz vanishing spheres by choosing a fixed generic complex line D ⊂ C k and by taking the cycles which vanish at the intersection of D with the discriminant. Up to isotopy and orientation, these spheres are uniquely defined.
Example 7.1. As a trivial -but already interesting-example, let us consider the case f : (
2 ). The fibre has the homotopy type of a real torus S 1 × S 1 , the discriminant consists of the two coordinate lines in C 2 , it has multiplicity two. The line D = {λ 2 = λ 1 + 1} intersects the discriminant of f at the points (1, 0) and (0, 1) at each point there is a one-dimensional vanishing cycle. 
The discriminant of a standard representative is the curve:
1 ) = 0}. This can be computed directly or using the Lax representations, namely the determinant of the Lax matrix
A level set of H is singular precisely when the degree 5 polynomial det L has a double root ( [23] ). The map f defines a two parameter Lagrangian deformation germ of its zero fibre namely
The discriminant Σ has multiplicity 4 at the origin, therefore the module
) is free of rank 4. In particular, the associated Lagrangian KodairaSpencer is not surjective since the image is the rank two submodule generated by the classes of (1, 0) and (0, 1). Thus, the deformation F is not rigid. By way of contrast, the Lagrangian Kodaira-Spencer maps associated to the 4-parameter Lagrangian deformation λ 2 , λ 3 , λ 4 ) . Indeed, the classes of (1, 0), (0, 1), (q 2 , −2q 2 1 ) and (q 2 1 + 4q 2 2 , −8q 2 1 q 2 ) are independent and not divisible by t, therefore they generate the module
). Theorem 6.3 implies that the classes of the same map-germs in H 1 (C · F ) freely generate this module. This fact would have been much more difficult to establish by a direct computation. Let us now make some comments on this example. The discriminant of G coincides with that of the boundary singularity B 4 in Arnold's classification ([2]). A variant of the Picard-Lefschetz formula then shows that the monodromy of the vanishing cycles is that of the B 4 Coxeter group ([20] ). This fact can also be proved directly using a Painlevé-Kovalevskaia type analysis, in order to show that the smooth fibres are open parts of Prym varieties of the two-fold covering (x, y) → (x 2 , y) of elliptic curves y 2 + x 4 + a 1 x 3 + a 2 x 2 + a 3 x + a 4 ( [34] ). Finally remark that by Theorem 6.2, there is always a holomorphic involution on the fibres of a deformation of G extending the involution (q 1 , p 1 , q 2 , p 2 ) → (−q 1 , −p 1 , q 2 , p 2 ). This shows that symmetries may be rigid in the symplectic world of Lagrangian varieties. 
Even if H is analytic, this series can be divergent ( [51] ). The Rüssman-Vey theorem asserts that it converges provided that there exists a set of independent Poisson commuting holomorphic functions F = H 1 , . . . , H n whose quadratic part generate a Cartan subalgebra (maximal and commutative) of the symplectic group.
holomorphic map with Poisson-commuting components. Assume that
For n = 1, we recover the isochore Morse lemma. This theorem has been generalised to arbitrary integrable Hamiltonians with Morse critical points at the origin ( [38] ) (after numerous contributions that we do not list here). A map H = (H 1 , . . . , H n ) : (C 2n , 0) −→ (C n , 0) with Poisson commuting components will be called a moment map. A deformation of a moment mapping having Poisson commuting components will be called an integrable deformation. A moment map H = (H 1 , . . . , H n ) : (C 2n , 0) −→ (C n , 0) will be called M -stable if it admits only symplectically trivial integrable deformations, that is, for any deformation
whereG denotes the unfolding of the deformation and ϕ is a holomorphic map which preserve the symplectic form n i=1 dq i ∧ dp i . Vey observed that under the assumptions of Theorem 8.1, the path method applies ([56] ). Thus, this theorem is a consequence of the following more general statement.
8.2. The generalised Rüsmann-Vey theorem. To a moment mapping H : (C 2n , 0) −→ (C n , 0), we associate the Lagrangian deformatioñ
We say that the moment mapping is pyramidal if its zero fibre is a pyramidal Lagrangian complete intersection. We will denote by e 1 = (1, 0, . . . , 0), . . . , e n = (0, . . . , 0, 1) be the canonical basis in C n . The following theorem is a generalisation of the Rüsmann-Vey theorem. For corank one maps, this correspondence was stated in [9] without proof. Recall that a deformation over a one dimensional base is called a smoothing if all fibres except the special one are smooth.
is generated by the classes of e 1 , . . . , e n ,
is generated by the classes of e 1 , . . . , e n . Proof. If the classes of e 1 , . . . , e n generate the space H 1 (C · F ) then H 1 (C ·H ) is the free module equal to O S,0 ⊗ H 1 (C · F ) (Theorem 6.3). We now show that (i) =⇒ (ii). The Lagrangian deformation F is of the type F (t, q, p) = H(q, p) + t v for some vector v ∈ C n . Chose a linear hyperplane transversal to the line generated by v and denote by M the submodule generated by the functions vanishing on this hyperplane. There is an injection
, Proposition 1). This implies that the multiplication by t is injective in H 1 (C ·H )/MH 1 (C ·H ) and consequently this module is free. By Nakayama lemma, we have rank
This injection maps isomorphically the vector space generated by the classes of the e i 's onto its image V ⊂ H 1 (C · L,0 ). For any standard representative H : X −→ S of F , we have the isomorphisms
at any regular value s ∈ S, where V denotes the Milnor fibre of f (see [22] ). Since the sheaves R 1 H * C · H are coherent this shows that the rank of the module H 1 (C ·H ) is at least equal to β 1 (V ). The module H 1 (C · F ) is free of rank β 1 (V ) (Proposition 6.1), consequently rank H 1 (C ·H ) ≥ rank H 1 (C · F ). and therefore both modules have the same rank. In particular, there is an isomorphism H 1 (C ·H )/MH 1 (C ·H ) ≈ H 1 (C · F ). This proves the theorem. It is unknown whether the theorems of this subsection are true in the real C ∞ case or not. Nevertheless, for the case considered by Rüsmann and Vey, i.e., if the complexification of the quadratic part of the Hamiltonian is like in the Rüsmann-Vey theorem, then both theorems hold ( [37] ). In the more particular case of an elliptic integrable system, the result is well-known to semi-classical analysts, it was first proved by Eliasson in [14] . The difficulty in the C ∞ -case being precisely that the absence of a finiteness theory does give any simple argument for the implication
Quantum integrable systems
The deformation theory for quantum integrable systems was first settled by van Straten in the unpublished work [54] . In this work a complex similar to the Lagrangian complex was constructed from which the construction of this section is inspired.
9.1. The quantum deformation complex. The D = n universal Heisenberg algebra is the algebra generated by 2n + 1 elements (a † i ), a i , , i = 1, . . . , n and the only non-trivial commuting relations are Like for D = 1 case, the formal power series having a total symbol with convergent Borel transform form a subalgebra denote Q n . Our notation is slightly abusive since we denoted simply by Q the algebra which is now denoted by Q 1 . A quantum integrable system H 1 , . . . , H n ∈ Q n consists of n-commuting elements in Q n ; an integrable deformation of it is given by commuting elements F 1 , . . . , F n ∈ Q n {t} such that (F i ) |t=0 = H i . To the integrable quantum deformation F = (F 1 , . . . , F n ), we associate a complex (C · F , δ) which is a quantised version of the Lagrange complex associated to σ(F ), where σ denotes the principal symbol. The terms of this complex are given by C Proof. The relation between deformations and perturbative expansions implies that it is sufficient to prove that F is a trivial deformation. Like for the D = 1 case, the path method leads to a system of equations of the type
where the a i,t and G t are the unknown. Denote respectively by V,Ṽ ,V , the submodule generated by the classes of the constant mappings in H 1 (C · F ), H 1 (C · H ), H 1 (C · σ(H) ) where σ(H) denotes the n-parameter Lagrangian deformation associated to the symbol of H. The infinitesimal equations can be solved provided that the submodule V generated by the classes of the constant mappings is equal to H 1 (C · F ). As H 1 (C · F ) is a finite type module, by Nakayama's lemma, we have an equivalence
