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Histopathology is the medical science that studies the microscopic structure of tis-
sue (histology) to investigate and understand human diseases (pathology). In clin-
ical routine, pathologists analyze samples of human tissue under bright-field mi-
croscopy in order to determine a diagnosis for the patient[1].
The process starts with tissue removal, a procedure that extracts a piece of human tis-
sue via surgery, biopsy or, less commonly, autopsy. In order to prevent tissue decay
and preserve the morphology of the cells for long periods of time, the tissue speci-
men undergoes fixation, a technique that involves immersing the tissue in formalin.
At this point, the fixated tissue block is cut into extremely thin sections of only a few
micrometers thick using a microtome. Due to their thin nature, these tissue sections
are transparent and delicate, requiring to be mounted on a glass slide and stained
before the examination by a pathologist.
Figure 1.1: Detail of a digitized breast tissue slide stained with hematoxylin and
eosin.
The most common staining procedure used worldwide consists of two chemical
components: hematoxylin and eosin (often abbreviated as H&E), each one high-
lighting a distinct morphological feature of the tissue. Hematoxylin stains cell nuclei
in blue, while eosin stains the rest (cytoplasm, connective tissue, etc.) in multiple
shades of pink (see Fig. 1.1). Pathologists use this stain as the reference for many
critical examinations, for example, assessing the tumor grade in breast cancer. Each
pathology laboratory uses its own protocol to perform H&E staining, including dif-
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ferent chemical concentrations, which results in color deviations across laboratories.
It has been shown that even within the same laboratory, differences can be found de-
pending on the day of the week when the staining was performed. This inter-center
stain variation is a well-known problem in the field that can even hamper visual in-
spection by pathologists, and Chapter 3 of this thesis is devoted to studying it.
Depending on the clinical application, a range of staining procedures is available in
order to reveal features in tissue sections that are initially hidden to the naked eye.
In particular, immunohistochemical staining allows for the detection of specific pro-
teins expressed by the cells contained in the tissue section[2]. This type of staining
is more specific than traditional staining procedures like H&E, and therefore may
facilitate accurate identification of cells of specific origin (e.g. cytokeratin for epithe-
lial cells[3]), possessing certain characteristics (e.g. estrogen receptor), or undergoing
certain transitions (e.g. Ki-67 for proliferating cells[4]). Although immunohistochem-
istry enhances and complements the morphological analysis performed in H&E, it
is usually more resource-intensive and expensive than plain H&E, due to the more
specific chemical components and less standardized protocols required to perform it.
1.2 Breast cancer
Breast cancer is the most common type of invasive cancer in women worldwide[5,6],
with over a million new diagnoses every year. Early symptoms may include the ex-
istence of lumps in the breast, a change in size or appearance of the breast, or the
presence of skin abnormalities[7]. After a positive breast examination or as part of
a screening protocol, a doctor may prescribe taking a mammogram, i.e., an X-ray
image of the breast where internal lesions and abnormalities can be observed. If the
radiologist identifies a suspicious lesion in the mammogram, a biopsy is usually per-
formed in order to examine the abnormal cells under the microscope[8].
At this point, the pathologist has to evaluate the biopsy for the presence of cancer,
determine the stage and type of cancer, perform the histopathological tumor grad-
ing on the tissue specimen, and determine the type of receptors that the potential
tumor cells possess. A follow-up surgical resection removes the tumor and verifies
the initial analysis. Assessment of the stage of the tumor yields the most impor-
tant distinction between carcinoma in situ and invasive breast cancer. Furthermore,
different types of tumor are recognized, with ductal and lobular being the most com-
mon ones and accounting for some 90% of all breast cancers[9]. The primary differ-
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ence between in-situ and invasive types is that in the case of in-situ, the tumor cells
are contained within certain structures (e.g. milk ducts) and have not invaded tissue
outside of them; whereas in the invasive types, tumor cells have broken those barri-
ers and are invading other areas of the breast. Invasive types have a worse prognosis
than non-invasive ones due to the tumor cells’ ability to invade surrounding tissue,
and eventually even spread through the body and give rise to metastases.
Tumor grading is a strong prognostic biomarker for the survival of the patient, since
it describes the degree of aggressiveness of the tumor, i.e., how likely the tumor
is going to proliferate and grow in the future[10]. Breast cancer grading has three
components: (1) nuclear pleomorphism, (2) tubule formation and (3) mitotic count;
and can take a value within the 1-3 range, where 3 corresponds to the worst patient
prognosis. Nuclear pleomorphism and tubule formation are difficult visual features
to quantify objectively, as their analysis goes beyond cell detection and counting.
Mitotic count consists of quantifying the number of tumor cells undergoing division
in a certain area of the tissue section. It has been shown to be a reliable and indepen-
dent prognostic marker on its own, although the inter-observer variability of manual
counting currently limits its reproducibility[11,12]. In order to develop a more robust
and reproducible mitosis counting method, we have devoted Chapter 2 of this thesis
to investigate a computer-based solution to automate mitosis counting.
Determining the receptor status of the breast cancer specimen is of utmost impor-
tance for the future therapy choice of the patient. Tumor cells might have one of the
following receptors: estrogen receptor (ER), progesterone receptor (PR), or human
epidermal growth factor receptor 2 (HER2). For example, tumor cells that have an
overexpression of ER, i.e., they depend on estrogen to stimulate their growth, can be
suppressed by drugs that block estrogen (known as targeted or hormone therapy).
When these tumor cells fail to express any of the previous receptors, they are iden-
tified as triple-negative breast cancer (TNBC), a variety of breast cancer that cannot
benefit from targeted therapy and presents the poorest patient prognosis[13]. In part
of this thesis, we focus on studying TNBC patients in an attempt to improve their
diagnosis and prognosis.
1.3 Computational pathology
With the advent of computer science and information technology in healthcare, the
field of histopathology is undergoing a major digital revolution. In analog pathol-
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ogy, doctors examine tissue sections by placing a glass slide under a physical mi-
croscope. However in digital pathology, the same task can be completed using an
ordinary computer and a screen; and whole-slide scanning is the technology that
enables this digitization (see Fig. 1.2). These devices can scan a tissue section and
produce a high-resolution digital image of the slide, usually containing more than a
billion pixels (gigapixel scale)[14].
Figure 1.2: A whole-slide image scanner accompanied by an attached monitor screen
for displaying the digitized slides. Image credit from Leica Biosystems.
These images, commonly known as whole-slide images (WSIs), typically consist of
hundreds of thousands of cells and are examined by pathologists using a WSI viewer.
This piece of software allows doctors to navigate through the entire tissue sample,
providing support to perform basic tasks like zooming, panning, measuring and tak-
ing notes[15]. In digital pathology, doctors can benefit from a number of features that
are not available in the analog version, e.g., easily sharing cases with colleagues, and
creating precise annotations of anomalies and interesting phenomena.
The possibility of having precise annotations depicting abnormal tissue is what has
enabled artificial intelligence to be applied to histopathology, a novel field known as
Computational Pathology. Computer algorithms can use the information contained
in these precise human-made annotations to learn to recognize visual patterns that
may be responsible for the patient’s disease. In recent years, successful artificial in-
telligence based methods have been developed and deployed in the clinic, aiding
pathologists in certain tasks such as the detection of malignant cells, or the classifi-
cation and segmentation of a variety of tissue structures[16].
Producing precise manual annotations is an expensive and time-consuming endeav-
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our, often requiring the intervention of expert pathologists. However, these annota-
tions are not the only source of information that computer algorithms can exploit in
order to learn the causes of a disease. Often, information about the patient is avail-
able at almost no cost in the hospital database, e.g., overall patient survival or the
result of genetic tests. These labels are commonly known as image-level or patient-
level targets, since they are related to the entire WSI instead of being delineated at
pixel-level with a precise annotation. An advantage of these image-level labels is
that datasets and patient cohorts can scale-up in size very rapidly since they only
require scanning the glass slides and performing a database query. On the other
hand, specific computer algorithms are required to exploit these labels, which lim-
its the applications that can benefit from them. Exploiting the relationship between
image-level labels and WSIs is an active area of research, with Chapters 4 and 5 of
this thesis devoted to this idea.
1.4 Deep learning
Deep learning is a field of machine learning that involves training generally large ar-
tificial neural networks to solve a task (see Fig. 1.3). Although neural networks have
existed and have been studied for many decades[17], they have only recently become
mainstream due to their unprecedented success across multiple fields and appli-
cations[18]. Recent advances in neural network architectures and training method-
ologies, the creation of massively large datasets, and the development of specific
hardware technology, have all enabled the so-called deep learning revolution[19]. In
2012, Alex Krizhevsky notoriously won the large-scale ImageNet competition by a
substantial margin using a type of deep learning based model called convolutional
neural network (CNN)[20]. Since then, many researchers have reported drastic im-
provements in other areas of computer science as well, including computer vision[21],
audio processing[22], human speech[23], text generation[24], graphs[25], reinforcement
learning[26], generative models[27], and medical imaging[28]. Very recently, world-
wide recognized researchers Yoshua Bengio, Geoffrey Hinton and Yann LeCun were
awarded the Turing Award for pioneering and laying the foundation for the mod-
ern practice of deep learning, and making it a fundamental part of computer science.
Neural networks are at the core of deep learning. These are mathematical models
inspired by human neurons in the brain, that perform signal processing, i.e., they
transform an input signal into an output signal. For example, converting a picture
into a binary response indicating the presence of a certain object in the input image,
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Figure 1.3: Venn diagram depicting the context of Deep Learning.
or translating a sentence in a given language into a foreign one. The most basic case
of a neural network is the single-layer perceptron, a type of feedforward neural net-
work whose output is a weighted sum of the input signals followed by a non-linear
function [29] (see Fig. 1.4). The weights used to compose the output signal are also
known as the parameters of the neural network, and they are automatically learned
from the data using optimization techniques. These operations with learned weights
are grouped in what is known as a layer, and multiple of these layers are typically
stacked sequentially creating very large neural networks. Increasing the number of
trainable layers expands the neural network’s capacity to learn complex functions,
therefore, deep neural networks are generally a more suitable choice to solve chal-
lenging real-world tasks, hence the deep learning term.
Figure 1.4: Single-layer perceptron, an example of a feedforward neural network that
computes a weighted sum of the input followed by a non-linear activation function.
Given a set of N data points X = {x(i)} with x(i) ∈ RC , and their associated set of
target labels Y = {y(i)} with y(i) ∈ RM , we can train a deep neural network to ap-
proximate a mapping function between them. To start with, it is necessary to define
a loss or objective function that measures the distance between the network’s pre-
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dictions Ŷ and the labels Y , serving as a proxy for the overall network performance.
For regression problems, i.e. tasks were the label is a continuous score, a common
choice for the loss function is the p-norm distance. This is a family of continuous and
differentiable functions that include, for example, the Manhattan distance (p = 1),
and the mean squared error function (p = 2):















For applications were the label Y represents a categorical variable, i.e. classes, groups
or symbols, we require a well-known function in the information theory literature:
the cross-entropy function[30]. Each sample x(i) is associated with a binary code y(i)
that indexes one of the possible classes, and the goal of the neural network is to pre-
dict the true binary code for the given sample. In this context, the neural network
serves as an encoder whose goal is to retrieve the right binary code for a given sam-
ple. The cross-entropy loss will be minimum when its value matches the entropy
of the true data distribution. In other words, by minimizing the cross-entropy loss
we are effectively training an encoder that can reconstruct the true binary codes per-
fectly:
















We would like to find the parameters of a network that minimize one of the afore-
mentioned loss functions for a given collection of labeled data points. Although all
operations within the neural network are continuous and differentiable, they may be
highly non-linear and thus finding an optimal solution analytically is not possible.
Furthermore, since these datasets are typically comprised of hundreds of thousands
of points, if not millions, with a large input dimensionality, e.g. images, it is unfea-
sible to load them entirely into memory. With these constraints, stochastic gradient
descent (SGD) emerges as a strong candidate method to optimize the values of the
network parameters[31].
SGD is an optimization method that minimizes the value of the loss function by it-
eratively updating the network parameters using randomly sampled subsets of the
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def t ra in network ( data , network , n epochs , b a t c h s i z e ,
c o s t f u n c t i o n , optimizer , l e a r n i n g r a t e ) :
# I n i t i a l i z e ne twork p a r a m e t e r s
network . i n i t i a l i z e ( )
# I n i t i a l i z e o p t i m i z e r
optimizer . i n i t i a l i z e ( l e a r n i n g r a t e )
# Tra in f o r a few e p o c h s
for i in n epochs :
# Sample random s u b s e t o f d a t a
x , y = data . sample mini batch ( b a t c h s i z e )
# Forward p a s s : compute p r e d i c t i o n s and l o s s
preds = network . forward ( x )
l o s s = c o s t f u n c t i o n ( preds , y )
# Backward p a s s : compute g r a d i e n t s
gradients = network . backward ( dz= l o s s . backward ( dz = 1 ) )
# I n t e g r a t e g r a d i e n t s and up da t e ne twork params
params update = optimizer . process grads ( gradients )
network . update ( params update )
return network
Listing 1.1: Pseudo-code for training a neural network.
data. In each step, it follows the opposite direction of the approximate gradients
of the loss function with respect to the network parameters. In other words, it cal-
culates the directions of change for the network parameters that minimize the loss
function, taking small steps towards them. These gradient values are computed us-
ing an algorithm called backpropagation. This method calculates the gradient with















represents the gradients of the loss function L with respect to the param-
eters of layer i; ∂Oi+1
∂Oi
is the local partial derivative of the output of layer i+1 with
respect to its input; and K indexes the last layer before the loss L. The key of back-
propagation is that these local derivatives can be computed locally for every layer,
and passed upstream as a product of all of the previous derivatives.
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Each training step in SGD with backpropagation can be decomposed in two opera-
tions: the forward and the backward pass. During the forward pass, a subset of the
training data is randomly sampled (what is known as the minibatch), and fed through
the neural network to produce a set of predictions. Note that all intermediate out-
puts within the network layers are also stored since they are required for gradient
calculation. These predictions are compared with the groundtruth labels using the
chosen loss function. During the backward pass, local gradients are computed starting
from the loss function, and progressing upstream until reaching all layers. Finally,
all gradients with respect to network parameters are collected and used to update
the value of the network parameters.
Despite the remarkable success that gradient-based parameter optimization for deep
learning has collected in recent years, there are still drawbacks and opportunities for
improvement. Since the gradient values are computed as a product of local deriva-
tives, these values are prone to vanishing or exploding unless careful measures are
taken[32]. A key ingredient to minimize the problem of vanishing gradients is the se-
lection of non-linearity function. These functions are applied to the output of every
network’s intermediate layer to introduce the possibility of non-linear function ap-
proximation to the network. While the Sigmoid function was a popular choice a few
years ago, its use has been discontinued due to the almost-zero gradient response
outside its linear range. Instead, the rectifier linear unit (ReLU) g(x) = max(0, x) is
currently the default choice among deep learning non-linearity functions due to its
gradient properties and efficient computation[33]. Other non-linearity functions have
been proposed over the years trying to improve upon their predecessors, becoming
a very active area of research[34,35] (see Fig. 1.5).
A particularly interesting proposal to reduce the problem of vanishing gradients is the
idea of residual connections (sometimes also called skip connections). The authors
of residual connections propose an architectural change to how layer outputs are
computed[36]. Instead of naively applying a layer function f to a given input like
y = f(x), they propose to treat the layer function as a residual function added to the
input as y = x + f(x) instead. Note how the gradients of the latter term are much
more favorable for signal propagation:
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Figure 1.5: Overview of common activation functions and their corresponding
derivatives.
This invention allowed to train neural networks composed of thousands of layers
successfully. Other improvements have been proposed to accelerate the learning
procedure by focusing on the rule used to update the network parameters. Since
the gradient calculation performed during SGD with backpropagation is only an ap-
proximate measure of the true gradient (computed on a small batch of data points),
several authors have proposed techniques to integrate these gradients across train-
ing steps. The momentum rule suggests integrating the value of the gradients to
enable the optimizer to accelerate when multiple training steps point towards the
same direction[37]. Additionally, other authors have proposed to scale the learning
rate inversely proportional to the squared norm of the gradients[38], and even com-
bining both momentum and learning rate scaling[39]:
Vanilla: θn+1 ←− θn + α ∂θ
Momentum: mn+1 ←− mn + β1 (∂θ −mn)








where θ and ∂θ represent the network parameters and respective gradients; α is the
learning rate; and β1 and β2 are hyperparameters that control the strength of the mo-
mentum and learning rate scaling, respectively.
Finally, batch normalization (BN) has also been praised as a technique that can accel-
erate training substantially[40]. It keeps a running average of the mean and standard
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deviation of the layer input across batch samples, and uses them to normalize the
output of the layer to be unit Gaussian. Additionally, it performs a linear mapping
of the output with a learned weight and bias. During inference, it uses the statis-
tics computed during training to perform the normalization. It reduces covariate
shift and accelerates training by allowing the network to control layer statistics with
just two parameters. In practice, it allows to use larger learning rates, substantially
reducing training time.
(1) µn ←− µn−1 + β1 (µn − µn−1)




(4) z = a y + b
where x is the input to the layer, y is the normalized input signal, z is the output of
the layer, β1 and β2 are hyperparameters that control the running averages, and a
and b are trainable parameters.
1.5 Convolutional neural networks
Convolutional neural networks (CNNs) are a particularly successful type of deep
neural network commonly used in perception tasks such as Computer Vision. Their
main characteristic and fundamental difference with fully-connected MLPs is the
use of convolutional operations between the input signal and the network parame-
ters[41]. Mathematically, a convolution is a linear operation that performs a sliding
dot-product between two signals. Intuitively, it serves as a pattern matching pro-
cedure between them, where the output of the convolution operation reaches its
maximum when the same pattern appears in both signals.





I(i−m, j − n) F (m,n),
where F and I stand for the filter and input signals, respectively, and m and n are
the spatial dimensions of I .
A convolutional layer is composed of a set of learnable filters (weights) that perform
independent convolutional operations on the input data, resulting in a set of feature
maps that are concatenated along the feature dimension and output to the next layer,
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see Fig. 1.6. Convolutional layers offer two key advantages over conventional fully
connected layers. First, the size of the input data can grow independently from the
number of parameters in the network; allowing it to scale the input spatial resolution
without exploding the number of trainable parameters. Second, the convolution op-
eration is equivariant to translation, i.e., a translated input produces an equivalent
translation in the output signal, which is particularly useful for applications based
on object detection.
Figure 1.6: Set of convolutional layers with network parameters (filters) in orange,
and feature maps in blue.
Convolutional layers can be stacked sequentially (each one followed by an activation
function) to create convolutional neural networks. It has been shown that filters in
trained networks appear to organize in a hierarchical structure. Early layers, those
closer to the network’s input, specialize in low-level image features like line or color
detection, whereas intermediate or late layers tend to focus on high-level features
like part and object detection (see Fig. 1.7).
Figure 1.7: Reconstructed patterns from the image samples that cause high activa-
tions in a given feature map. While early layers (left) focus on simple patterns, deeper
layers (center and right) respond to more elaborated and invariant features. Image
credit from Zeiler et al[42].
There exist multiple variations of the vanilla convolution operation depending on
the application requirements[43]. For example, strided convolutions reduce the out-
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put size along spatial dimensions by skipping some input values during the convo-
lution operation. Taking this idea to the extreme results in the popular max-pooling
operation where the filter is a fixed function that takes the maximum value of each
local patch. Fractionally-strided convolutions, on the other hand, increase the output
size by padding the input signal before the convolution operation, proving useful in
generative modeling[44]. Not to confuse with dilated convolutions[45], which pad the
filter instead in order to enlarge the receptive field of the CNN, that is, the portion of
the input data that has an effect on a certain layer depth and spatial position. Finally,
depth-wise separable convolutions decompose the convolution operation into two
parts[46]. First, a set of filters is applied to a set of input features maps, pairing each
filter with a single feature map. Second, a set of 1× 1 filters combine these resulting
features maps along the feature dimension, producing the desired output volume.
This type of convolution is popular in embedded systems where resources are lim-
ited, or low-latency inference is required[47].
1.6 Regularization
The promise of supervised machine learning is that models can automatically find
the hidden hypotheses that best explain the relationship between the data and the
labels. In real-world applications, these models are trained with a limited amount of
data that represents the true data distribution, and we hope that these learned hy-
potheses can generalize to future unseen data during inference. CNNs are powerful
universal function approximators that allow us to discover some of these hypothe-
ses very efficiently, however, this same feature poses a tremendous risk: overfitting
to the training data distribution. Overfitting is an undesired phenomenon that con-
sists in learning spurious hypotheses that occur only in the training distribution and
that cause the model to underperform in unseen data from the real data distribution.
The opposite of overfitting is underfitting, which takes place when the model does
not have enough expressive capacity to learn the hidden hypotheses explaining the
data-label interaction. With the current high capacity CNNs, underfitting is rarely a
problem, whereas addressing overfitting requires significant and specific efforts.
Regularization is a broad concept that consists in performing any kind of modifi-
cation in the machine learning pipeline that reduces the problem of overfitting, e.g.
altering the architecture of the network, the loss function, the input data, or even the
training schedule[18]. For example, CNNs are regularized densely-connected neu-
ral networks; instead of fully connecting all inputs with trainable neurons, CNNs
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Figure 1.8: Different decision boundaries over a set of data points with two features
(horizontal and vertical axes) and a binary label (color). Overfitting, underfitting, and
regularized classification models are represented by the orange, green, and blue lines
that partition the space.
discover and share feature patterns, resulting in more generalizable filters that re-
duce overfitting. Other widespread regularization techniques such as weight decay
focus on modifying the loss function by adding a regularization term that prevents
the model from reaching a global minimum (often associated with overfitting the
training set). Weight decay penalizes the loss by adding the norm of the weights, re-
sulting in more evenly distributed weight values that equalize the value of features
across the network. Another simple yet effective regularization technique is early
stopping, which consists in halting the training procedure when certain condition is
met, normally when the performance on the validation data (unseen partition dur-
ing training) plateaus.
More elaborated forms of regularization modify the network architecture or the in-
put data. Dropout prevents neuron co-adaptation, that is, excessive feature interde-
pendence between neurons, by randomly disabling some of these connections dur-
ing training[48]. It forces the network to look for alternative hypotheses when some
features are unavailable, incentivising redundant connections. Another key regular-
ization technique is data augmentation. Machine learning practitioners often have
some prior knowledge about the training data, in particular, they may know cer-
tain data transformations that the target labels should be invariant to. In this case,
training data can be augmented using these transformations so that the model be-
comes invariant to them as well. This procedure can be orders of magnitude more
resource efficient than manually labeling extra data points, particularly in the med-
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ical imaging domain where labels are very expensive[28]. For example, the binary
classification problem of detecting human faces in images is invariant to horizontal
mirroring. Thus, randomly applying this transformation to training images may be
an effective implementation of data augmentation. Augmentation techniques specif-
ically designed for histopathological images are studied in Chapter 3.
1.7 Thesis goals
The main focus of this work is to investigate novel deep learning based methodolo-
gies to improve breast cancer prognostic tools within the context of Computational
Pathology. This research can be divided into three key blocks:
1. Fundamental challenges in Computational Pathology. We address some of the
issues that arise when developing deep learning based models across appli-
cations and organs. First, scaling the generation of pixel-level annotated data
(Chapter 2). Second, addressing intra- and inter-center stain variation (Chap-
ters 2 and 3). Third, developing accurate and fast models to process entire
whole-slide images (Chapters 2 and 4).
2. Automating the core component of breast cancer grading: performing mitosis
detection at scale, that is, processing thousands of unseen multicenter entire
whole-slide images, while deriving actionable insights for pathologists (Chap-
ter 2).
3. Performing whole-slide image classification. We propose a method that en-
ables feeding entire whole-slide images to a single deep learning based model,
targeting patient-level labels and outcome data such as overall survival (Chap-
ters 4 and 5).
1.8 Outline
This thesis is organized as follows:
Chapter 2. We present an algorithm for whole-slide image mitosis detection in H&E
breast histology that is robust to stain variation. Furthermore, we develop a novel
pipeline to efficiently scale the process of mitotic figure annotation based on auto-
matic analysis of immunohistochemically re-stained slides. Lastly, knowledge distil-
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lation was used to reduce the computational requirements of the algorithm.
Chapter 3. We perform a thorough comparison of multiple data augmentation and
stain color normalization techniques, and quantify their effects in performance for
four common applications of Computational Pathology.
Chapter 4. We propose neural image compression to solve the problem of gigapixel
whole-slide image classification. Using an unsupervisely trained neural network
encoder, we can drastically reduce the size of whole-slide images while maintain-
ing relevant image-level features. This method allows us to train models that target
patient-level labels with only a few hundred data points.
Chapter 5. We extend the idea of neural image compression by training the encoder
using a supervised multitask learning approach. By improving the features extracted
with the encoder, the method can predict patient-level labels with state-of-the-art
performance. Furthermore, the model can learn directly from patient outcome data
such as overall survival.
Chapter 6. This chapter discusses the main findings and contributions of this thesis,
reflecting on the advancements performed in the field as well as the current limita-




Robust mitosis detection using convolu-
tional neural networks
2
Authors: David Tellez, Maschenka Balkenhol, Irene Otte-Holler, Rob van de Loo,
Rob Vogels, Peter Bult, Carla Wauters, Willem Vreuls, Suzanne Mol, Nico
Karssemeijer, Geert Litjens, Jeroen van der Laak, and Francesco Ciompi
Original title: Whole-Slide Mitosis Detection in H&E Breast Histology Using PHH3
as a Reference to Train Distilled Stain-Invariant Convolutional Networks
Published in: IEEE Transactions on Medical Imaging (Volume: 37, Issue: 9, Sept.
2018)
DOI URL: doi.org/10.1109/TMI.2018.2820199
20 Robust mitosis detection using convolutional neural networks
Abstract
Manual counting of mitotic tumor cells in tissue sections constitutes one of the strong-
est prognostic markers for breast cancer. This procedure, however, is time-consuming
and error-prone. We developed a method to automatically detect mitotic figures in
breast cancer tissue sections based on convolutional neural networks (CNNs).
Application of CNNs to hematoxylin and eosin (H&E) stained histological tissue sec-
tions is hampered by noisy and expensive reference standards established by pathol-
ogists, lack of generalization due to staining variation across laboratories, and high
computational requirements needed to process gigapixel whole-slide images (WSIs).
In this chapter, we present a method to train and evaluate CNNs to specifically solve
these issues in the context of mitosis detection in breast cancer WSIs.
First, by combining image analysis of mitotic activity in phosphohistone-H3 restained
slides and registration, we built a reference standard for mitosis detection in en-
tire H&E WSIs requiring minimal manual annotation effort. Second, we designed
a data augmentation strategy that creates diverse and realistic H&E stain variations
by modifying H&E color channels directly. Using it during training combined with
network ensembling resulted in a stain invariant mitosis detector. Third, we applied
knowledge distillation to reduce the computational requirements of the mitosis de-
tection ensemble with a negligible loss of performance.
The system was trained in a single-center cohort and evaluated in an independent
multicenter cohort from The Cancer Genome Atlas on the three tasks of the Tumor
Proliferation Assessment Challenge. We obtained a performance within the top three
best methods for most of the tasks of the challenge.
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Figure 2.1: Examples of image patches containing mitotic figures, shown at the cen-
ter of each patch. In H&E (top), mitotic figures are visible as dark spots. In PHH3
(bottom), they are visible as brown spots. Mitotic figures in PHH3 stain are easier to
identify than in H&E stain.
2.1 Introduction
Histopathological tumor grade is a strong prognostic marker for the survival of
breast cancer patients[11,49]. It is assessed by examination of hematoxylin and eosin
(H&E) stained tissue sections using bright-field microscopy[50]. Histopathological
grading of breast cancer combines information from three morphological features:
(1) nuclear pleomorphism, (2) tubule formation and (3) mitotic count, and can take
a value within the 1-3 range, where 3 corresponds to the worst patient prognosis. In
this study, we focus our attention on the mitosis count component, as it can be used
as a reliable and independent prognostic marker[11,12]. Mitosis is a crucial phase in
the cell cycle where a replicated set of chromosomes is split into two individual cell
nuclei. These chromosomes can be recognized in H&E stained sections as mitotic
figures (see Fig. 2.1). For breast cancer grading, the counting of mitotic figures is
performed by first identifying a region of 2mm2 with a high number of mitotic fig-
ures at low microscope magnification (hotspot) and subsequently counting all mi-
totic figures in this region at high magnification.
The recent introduction of whole-slide scanners in anatomic pathology enables pathol-
ogists to make their diagnoses on digitized slides[51], so-called whole-slide images
(WSIs), and promotes the development of novel image analysis tools for automated
and reproducible mitosis counting. Publicly available training datasets for mitosis
detection[52–55] have important limitations in terms of (1) size, (2) tissue representa-
tivity, and (3) reference standard agreement. In these datasets, the total number of
annotated mitotic figures is currently limited to 1500 objects, far away from standard
datasets used to train modern computer vision systems[56,57]. In addition, mitotic fig-
ures were annotated in certain manually selected tumor regions only, often exclud-
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Figure 2.2: Breast tissue samples stained with hematoxylin and eosin (H&E). Each
tile comes from a different patient. The triple negative breast cancer (TNBC) cohort
contains images from a single center, whereas the Tumor Proliferation Assessment
Challenge (TUPAC) dataset contains images from multiple centers. Notice the homo-
geneous appearance of the TNBC dataset, used for training our mitosis detector, and
the variable stain of the TUPAC dataset, used to validate our method.
ing tissue areas with image artifacts (common in WSIs). Furthermore, exhaustive
manual annotations are known to suffer from disagreement among observers and
limited recall[58,59]. We propose a method to improve the annotation process based
on the automatic analysis of immunohistochemical stained slides. Phosphohistone-
H3 (PHH3) is an antibody that identifies cells undergoing mitosis[60,61]. Mitotic fig-
ures appear in PHH3 immunohistochemically stained slides (abbreviated as PHH3
stained slides) as high contrast objects that are easier to detect than in H&E[62–64],
illustrated in Fig. 2.1. We propose to destain H&E slides and restain them with PHH3
to obtain both H&E and PHH3 WSIs from the exact same tissue section[65]. By auto-
matically analyzing mitotic activity in PHH3 and registering it to H&E, we generated
training data for mitosis detection in H&E WSIs in a scalable manner, i.e. indepen-
dent from the manual annotation procedure.
Although the process of H&E tissue staining follows a standard protocol, the appear-
ance of the stained slides is not identical among pathology laboratories and varies
across time even within the same center (see Fig. 2.2). This variance typically causes
mitosis detection algorithms to underperform on images originating from pathol-
ogy laboratories different than the one that provided the training data[59]. Several
solutions have been proposed to tackle this lack of generalization. First, building
multicenter training datasets that contain sufficient stain variability. Following this
approach, the Tumor Proliferation Assessment Challenge (TUPAC) resulted in nu-
merous successful mitosis detection algorithms. Top-performing methods in the
challenge are based on convolutional neural networks (CNNs)[18,58,59,66,67]. This is
in line with the trend observed in recent years, which has seen CNNs as the top-
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performing approach in image analysis, both in computer vision and medical imag-
ing[28], and corroborates the fact that CNNs have become the standard methodology
for automatic mitosis detection. However, multicenter datasets cannot cover all the
variability encountered in clinical practice, and are expensive to collect. Second, stain
standardization techniques[68–70] have been widely used by many of these successful
mitosis detection methods to reduce stain variability. However, they require pre-
processing all training and testing WSIs and do not reduce the generalization error
of trained models. Third, data augmentation strategies have been used to simulate
stain variability during the model training. These techniques typically involve RGB
transformations such as brightness and contrast enhancements, and color hue per-
turbations[59,71]. We argue that designing specific data augmentation strategies for
H&E stained tissue images is the most promising approach to reduce the generaliza-
tion error of these networks, avoiding the elevated costs of assembling a multicenter
cohort, and effectively enforcing stain invariance into the trained models. We pro-
pose an augmentation strategy tailored to H&E WSIs that modifies the hematoxylin
and eosin color channels directly, as opposed to RGB, and it is able to generate a
broad range of realistic H&E stain variations from images originating in a single
center. We call this technique stain augmentation.
Automatic mitosis detection algorithms rely on techniques such as the use of high
capacity CNNs and multi-network ensembling to achieve state of the art perfor-
mance[55,58,66]. These are simple yet effective mechanisms to improve performance,
reduce generalization error and diminish the sensitivity of the model to the detection
threshold. However, due to their computationally expensive nature, it is unfeasible
to use them for dense prediction in gigapixel WSIs. We propose to exploit the tech-
nique of knowledge distillation [72] to reduce the size of the trained ensemble to that of a
single network, maintaining similar levels of performance and increasing processing
speed drastically.
Our contributions can be summarized as follows:
• We propose a scalable procedure to exhaustively annotate mitotic figures in
H&E WSIs with minimal human labeling effort. We do so by automatically
analyzing mitotic activity in PHH3 restained tissue sections and registering it
to H&E.
• We propose a data augmentation technique that generates a broad range of
realistic H&E stain variations by modifying the hematoxylin and eosin color
channels directly. We demonstrate its ability to enforce stain invariance by
2
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transferring the performance obtained in a dataset from a single center to a
multicenter publicly available cohort.
• We apply knowledge distillation to reduce the size of an ensemble of trained
networks to that of a single network, in order to perform mitosis detection
in gigapixel WSIs with similar performance and vastly increased processing
speed.
The chapter is organized as follows. Sec. 2.2 reports the datasets used to train and
validate our method. Sec. 2.3 and Sec. 2.4 describe the methodology in depth. All
details regarding CNN architectures, training protocols and hyper-parameter tuning
are explained in Sec. 2.5. Experimental results are listed in Sec. 2.6, followed by Sec.
2.7 where the discussion and final conclusion are stated.
2.2 Materials
In this study, we use two cohorts from different sources for (1) developing the main
mitosis detection algorithm, and (2) performing an independent evaluation of the
system performance. Details on the datasets are provided in Table 2.1.
The first cohort consists of 18 triple negative breast cancer (TNBC) patients who un-
derwent surgery in three different hospitals in the Netherlands: Jeroen Bosch Hos-
pital, Radboud University Medical Centre (Radboudumc) and Canisius-Wilhelmina
Hospital. However, all tissue sections were cut, stained and scanned at the Rad-
boudumc using a 3DHistech Pannoramic 250 Flash II scanner at a spatial resolution
of 0.25 µm/pixel, therefore, we consider this set of WSIs a single-center one. Subse-
quently, the slides were destained, restained with PHH3 and re-scanned, resulting in
18 pairs of H&E and PHH3 WSIs representing the exact same tissue section per pair.
We will refer to these images as the TNBC-H&E and TNBC-PHH3 datasets through
the rest of the chapter.
The second cohort consists of the publicly available TUPAC dataset[55]. In particular,
814 H&E WSIs from invasive breast cancer patients from multiple centers included
in The Cancer Genome Atlas[73] scanned at 0.25 µm/pixel were annotated, providing
two labels for each case. The first label is the histological grading of each tumor
based on the mitotic count only. The second score is the outcome of a molecular test
highly correlated with tumor proliferation[74]. Out of these 814 WSIs, 493 cases have
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to TUPAC organizers). We will refer to these sets of WSIs as the TUPAC-train and
TUPAC-test datasets respectively.
Additionally, the organizers of TUPAC provided data for individual mitotic figure
detection from two centers. They preselected 84 proliferative tumor regions from
H&E WSIs of breast cancer cases, and two observers exhaustively annotated them.
Coincident annotations were marked as the reference standard, and discording items
were reviewed by a third pathologist. Out of these 84 regions, 50 cases have a public
reference standard, whereas the remaining 34 cases do not (only available to TUPAC
organizers). We will refer to these sets as the TUPAC-aux-train and TUPAC-aux-test
datasets respectively.
All WSIs in this work were preprocessed with a tissue-background segmentation al-
gorithm[75] in order to exclude areas not containing tissue from the analysis.
2.3 PHH3 stain: reference standard for mitotic activity
We trained a CNN to automatically identify mitotic figures throughout PHH3 WSIs
and registered the detections to the H&E WSI pairs. The entire process is summa-
rized in Fig. 2.3.
2.3.1 Mitosis detection in PHH3 whole-slide images
We used color deconvolution to disentangle the DAB and hematoxylin stains (brown
and blue color channels respectively) and obtained the mitotic candidates by label-
ing connected components of all positive pixels belonging to the DAB stain. We
observed that the PHH3 antibody was sensitive but not specific regarding mitosis
activity: 75% of candidates were trivial artifacts. To avoid waste of manual annota-
tion effort on these artifacts, we trained a CNN, named CNN1, to classify candidates
among artifactual or non-artifactual objects. To train such a system, a student labeled
2000 randomly selected candidates. We classified all PHH3 candidates with CNN1,
and randomly selected 2000 samples classified as non-artifactual. Four observers
labeled these samples as either containing a mitotic figure or not. These four ob-
servers consisted of a pathology resident, a PhD student and two lab technicians, and
they were provided with sufficient training, visual examples and hands-on practice
on mitosis detection. Annotations were aggregated by performing majority voting,
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Figure 2.3: Building reference standard for mitotic activity using PHH3 stained
slides. Top: training stage, where mitotic candidates are extracted from the brown
color channel (1), pruned from artifacts (2, 3, 4), a subset is manually annotated (5),
and then used to train a CNN to distinguish between mitotic and non-mitotic patches
(6), named CNN2. Bottom: inference stage, where candidates in a given PHH3 slide
(7) are classified with CNN2 as mitotic or non-mitotic (8), then registered to their re-
spective H&E slide pairs (9).
keeping only those samples where at least 3 observers agreed upon. This resulted
in 778 and 1093 mitotic and non-mitotic annotations, respectively. Furthermore, the
non-mitotic set was extended with 1500 artifactual samples used to train CNN1, re-
sulting in 2593 non-mitotic samples.
We used this annotated set of samples to train CNN2 to distinguish PHH3 candi-
dates among mitotic and non-mitotic patches. During training, we randomly ap-
plied several techniques to augment the data and prevent overfitting, namely: rota-
tions, vertical and horizontal mirroring, elastic deformation[76], Gaussian blurring,
and translations. The resulting performance of CNN2 was an F1-score of 0.9. Details
on network architecture, training protocol and hyper-parameter selection are pro-
vided in Sec. 2.5. We classified all candidates found in the PHH3 slides as mitotic or
non-mitotic objects using CNN2, generating exhaustive reference standard data for
mitosis activity at whole-slide level.
2
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H&E whole-slide image with 
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Figure 2.4: Training a whole-slide H&E mitosis detector. Left (training stage): an aux-
iliary network CNN3 is trained with uniformly sampled patches (1, 2). Then, CNN3
is used to perform hard mining on the negative patches and create k distinct datasets
sampled via bootstrapping (3). These datasets are used to train networks CNN4-1 to
CNN4-k and build an ensemble (4). Finally, the ensemble is reduced into CNN5 via
knowledge distillation (5). Right (inference stage): CNN5 is applied in a fully con-
volutional manner throughout an entire WSI to detect mitotic figures exhaustively
(6).
2.3.2 Registering mitotic figures from PHH3 to H&E slides
The process of slide restaining guaranteed that the exact same tissue section was
present in both the H&E and the PHH3 WSIs, requiring minimal registration to align
mitotic objects. We designed a simple yet effective two-step routine to reduce ver-
tical and horizontal shift at global and local scale. First, we performed a global and
coarse registration that minimized the vertical and horizontal shift between image
pairs. We did so by finding the alignment of randomly selected pairs of correspond-
ing tiles as the shift vector that maximized the 2D cross-correlation. For improved
accuracy, we repeated this procedure 10 times per WSI pair (at random locations
throughout the WSI), averaging the cross-correlation heatmap across trials. Finally,
all mitoses were adjusted with the resulting global shift vector. Second, we regis-
tered each mitotic figure individually, following a similar procedure as before. We
extracted a single pair of high magnification tiles, centered in each candidate loca-
tion, to account for individual local shifts.
2.4 H&E stain: training a mitosis detector
We trained a CNN for the task of mitosis detection and used it to exhaustively lo-
cate mitotic figures throughout H&E WSIs. Only slides from the TNBC-H&E dataset
were used in this step. The procedure is summarized in Fig. 2.4.
2.4 H&E stain: training a mitosis detector 29
2.4.1 Assembling a training dataset for mitosis detection
Even though the TNBC-H&E dataset already possessed little stain variation, we stan-
dardized the stain of each WSI to reduce intra-laboratory stain variations[70], pre-
venting the CNN from becoming stain invariant from the raw training data. This
further strengthens the challenge of generalizing to unseen stain variations.
As a result of the large amount of available pixels in WSIs, the selection of negative
samples was not trivial. We propose a candidate detector based on the assumption
that mitotic figures are non-overlapping circular objects with dark inner cores. This
detector found candidates by iterative detection and suppression of all circular areas
of diameter d centered on local minima of the mean RGB intensity until all pixels
above a threshold t were exhausted. We selected a sufficiently large t so that candi-
dates were representative for all tissue types. A candidate was labeled as a positive
sample if its Euclidean distance to any reference standard object was at most d pixels,
and labeled as a negative sample otherwise.
Most of the negative samples were very easy to classify and their contribution to
improve the decision boundaries of the CNN was marginal. We found it crucial to
identify highly informative negative samples to train the CNN effectively. We pro-
ceeded similarly as stated in[58]. First, we built an easy training dataset by including
all positive candidates and a number of uniformly sampled negative candidates, and
trained a network with it, labeled as CNN3 for future reference. Second, we evalu-
ated all candidate patches with this network, obtaining a prediction probability for
each of them. Finally, we built a difficult training dataset by selecting all positive
candidates, and a number of negative candidates sampled proportionally to their
probability of being mitosis, so that harder samples were chosen more often.
2.4.2 H&E stain augmentation
We trained a CNN on the difficult dataset to effectively distinguish between mitotic
and non-mitotic H&E patches, named as CNN4. During training, we applied several
techniques to augment the dataset on-the-fly, preventing overfitting and improving
generalization. We implemented several routines for H&E histopathology imaging
in the context of mitosis detection, illustrated in Figure 2.5 with a sample patch.
Morphology invariance. We exploited the fact that mitotic figures can have variable
shapes and sizes by augmenting the training patches with rotation, vertical and hor-
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Figure 2.5: Multiple augmented versions of the same mitotic patch. Each column
shows samples of a single augmentation function except for the last one, which com-
bines all the techniques together with rotation and mirroring.
izontal mirroring (R), scaling (S), elastic deformation (E) [76], and translation around
the central pixel.
Stain invariance. We used a novel approach to simulate a broad range of realistic
H&E stained images by retrieving and modifying the intensity of the hematoxylin
and eosin color channels directly (C), as illustrated in Figure 2.6. First, we trans-
formed each patch sample from RGB to H&E color space using a method based on
color deconvolution[77], see the Appendix for more methodological details. Second,
we modified each channel i individually, i.e. hematoxylin (Hch), eosin (Ech) and
residual (Rch), with random factors αi and biases βi taken from two uniform dis-
tributions. Finally, we combined and projected the resulting color channels back
to RGB. Additionally, we simulated further alternative stains by modifying image
brightness, contrast and color intensity (H).
Artifact invariance. We mimicked the out of focus effect of whole-slide scanners
with a Gaussian filter (B), and added Gaussian noise to decrease the signal-to-noise
ratio of the images (G), simulating image compression artifacts.




















Figure 2.6: H&E stain augmentation. From left to right: first, an RGB patch is decom-
posed into hematoxylin (Hch), eosin (Ech) and residual (Rch) color channels. Then,
each channel is individually modified with a random factor and bias. Finally, result-
ing channels are transformed back to RGB color space.
2.4.3 Ensemble & network distillation
The use of an ensemble of networks is a key factor to achieve state of the art perfor-
mance in multiple classification tasks[57], particularly in mitosis detection[58,66]. An
ensemble of networks performs significantly better than any of its members if they
make independent (uncorrelated) errors. Building different training datasets with
replacement (bagging) has been shown to increase model independence in an en-
semble[18]. Therefore, we trained k different CNNs on k different training datasets,
each one obtained by sampling negative candidates with replacement, and made an
ensemble with the networks, averaging their predicted probabilities across models.
The computational requirements of this ensemble grow proportionally to k. To re-
duce this burden, we applied the idea of knowledge distillation, a technique de-
signed to transfer the performance of a network (or ensemble of networks) to a
lighter target neural network[72]. To achieve the highest performance, we distilled
the ensemble of k networks to a single smaller CNN, named CNN5. We did so by
training CNN5 directly on the continuous averaged output probabilities of the en-
semble, instead of the dataset labels, as indicated in[72]. We defined γ as a parameter
to control the amount of trainable parameters used by CNN5, taking values in the
[0, 1] range. In particular, the number of filters per convolutional layer was propor-
tional to this parameter. It defaults to γ = 1, unless stated otherwise.
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2.4.4 Outcome at whole-slide level
We detected mitotic figures at whole-slide level by sliding CNN5 over tissue regions
at 0.25 µm/pixel resolution, producing a mitosis probability map image for each slide.
Simple post-processing allowed to detect individual mitotic objects: (1) thresholding
and binarizing the probability map (pixel probability of at least 0.8 to reduce the
computational burden), (2) labeling connected components in the resulting image,
and (3) suppressing double detections closer than d pixels. A detection probability
threshold δ must be provided to discern between false and true positives.
In order to provide the number of mitotic figures in the most active tumor area per
slide, we slid a virtual hotspot consisting of a 2mm2 circle throughout each entire
WSI, counting the number of mitoses at each unique spatial position. To identify
the hotpot with the largest mitotic activity ignoring large outliers, we considered the
95th percentile of the series of mitotic countings for each slide, excluding empty ar-
eas.
To estimate the tumor grading of the patient, we followed the guidelines used to
compute the Mitotic Activity Index (MAI)[50]. We defined two thresholds, θ1 and θ2,
and used them to categorize the number of mitotic figures in the hotspot into three
possible outcomes. In particular, we predicted grade 1, 2 or 3 depending on whether
the mitotic counting was below or equal to θ1, between thresholds, or above θ2, re-
spectively. To estimate a continuous tumor proliferation score, we simply provided
the number of mitotic figures in the hotspot.
2.5 CNN architecture, training protocol and other hyper-
parameters
In order to train the CNN models, we used RGB patches of 128×128 pixel size, taken
at 0.25 µm/pixel resolution and whose central pixel was centered in the coordinates
of the annotated object. Patches were cropped as part of the data augmentation strat-
egy, resulting in 100×100 pixel images fed into the CNNs.
Convolutional neural networks were trained to minimize the cross-entropy loss of
the network outputs with respect to the patch labels, using stochastic gradient de-
scent with Adam optimization and balanced mini-batch of 64 samples. To pre-
vent overfitting, an additional L2 term was added to the network loss, with a fac-
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tor of 1× 10−5. Furthermore, the learning rate was exponentially decreased from
1× 10−3 to 3× 10−5 through 20 epochs. At the end of training, network parameters
corresponding to the checkpoint with the highest validation F1-score were selected
for inference.
2.5.1 Mitosis detection in PHH3
CNN1 was trained with 1500 artifactual and 500 non-artifactual samples, and CNN2
was trained with 778 mitotic and 2593 non-mitotic patch samples. In both cases, the
sets of samples were randomly divided into training and validation subsets at case
level from TNBC-PHH3, with 10 and 8 slides for training and validation, respec-
tively. The architecture of CNN1 and CNN2 consisted of five pairs of convolutional
and max-pooling layers with 64, 128, 256, 512 and 1024 3×3 filters per layer, followed
by two densely connected layers of 2048 and 2 units respectively. A dropout layer
was placed between the last two layers, with 0.5 coefficient. All convolutional and
dense layers were followed by ReLU functions, except for the last layer that ended
with a softmax function.
Table 2.2: Architecture of CNN3, CNN4 and CNN5. γ controls the number of filters
per convolutional layer.
Function Filters Size Stride Activation
conv 32 γ 3x3 1 Leaky-ReLU
conv 32 γ 3x3 2 Leaky-ReLU
conv 64 γ 3x3 1 Leaky-ReLU
conv 64 γ 3x3 2 Leaky-ReLU
conv 128 γ 3x3 1 Leaky-ReLU
conv 128 γ 3x3 1 Leaky-ReLU
conv 256 γ 3x3 1 Leaky-ReLU
conv 256 γ 3x3 1 Leaky-ReLU
conv 512 γ 14x14 1 Leaky-ReLU
dropout - - - -
conv 2 1 1 Softmax
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2.5.2 Mitosis detection in H&E
The H&E slides provided in the TNBC-H&E dataset were randomly divided into
training, validation and test subsets, with 11, 3 and 4 slides each. For the can-
didate detector, we selected d = 100 as the diameter of an average tumor cell at
0.25 µm/pixel resolution; and t = 0.6 recalling 99% of the mitotic figures in the ref-
erence standard of the validation set, with a rate of 1 positive to every 1000 nega-
tive samples. On average, each slide had 1 million candidates. The architecture of
CNN3, CNN4 and CNN5 is summarized in Table 2.2. We found that substituting
max-pooling layers for strided convolutions slightly improved convergence, result-
ing in an all convolutional architecture[78]. To train CNN3, we built a training set with
all positive samples, 22,000 mitotic figures, and 100,000 uniformly sampled negative
candidates. For validation purposes, we also built a validation set consisting of 10%
of the total available samples in both classes, 200,000 negative and 500 positive can-
didates. To train CNN4 and CNN5, we built a training set with all positive samples,
22,000 mitotic figures, and 400,000 negative candidates, sampling difficult patches
more often with replacement. We used the same validation set as with CNN3. For
the ensemble, we selected k = 10, the highest number of networks that we could
manage in an ensemble with our computational resources. We distilled several ver-
sions of CNN5 varying the value of γ, evaluated each network in the validation set
of the TNBC-H&E dataset, and obtained an F1-score of 0.634, 0.646 and 0.629 for γ
values of 1.0, 0.8 and 0.6, respectively. We selected γ = 0.6 for further experiments,
resulting in a distilled network with 28X and 2.8X times less parameters than the
ensemble and the single network (γ = 1.0), respectively, at a negligible cost of per-
formance.
The color augmentation technique sampled α and β from two uniform distributions
with ranges [0.95, 1.05] and [-0.05, 0.05], respectively. Patches were scaled with a
zooming factor uniformly sampled from [0.75, 1.25]. The elastic deformation routine
used α = 100, and σ = 10. Color, contrast and brightness intensity was enhanced by
factors uniformly sampled from [0.75, 1.5], [0.75, 1.5] and [0.75, 1.25], respectively.
The Gaussian filter used for blurring sampled σ uniformly from the [0, 2] range. The
additive Gaussian noise had zero mean and a standard deviation uniformly sampled
from the [0, 0.1] range. These parameters were selected empirically to simultane-
ously maximize visual variety and result in realistic samples.
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2.6 Experimental results
2.6.1 Impact of augmentation, ensembling and distillation
We performed a series of experiments to quantitatively assess the impact in perfor-
mance of three ideas mentioned in this chapter: (a) data augmentation, (b) ensemble
and (c) knowledge distillation. In each experiment, we trained a CNN (or set of
CNNs for the ensemble case) with the TNBC-H&E dataset as explained in Sec. 2.4
and 2.5. Each trained model was evaluated in the independent TUPAC-aux-train
dataset with multiple detection thresholds, reporting the highest F1-score obtained.
Table 2.3 summarizes the numerical results, and Figure 2.7 analyzes the sensitivity
of each model with respect to the detection threshold.
Table 2.3: Analysis of the impact in performance of using data augmentation, en-
semble and knowledge distillation. Each row represents a CNN (or set of CNNs for
the ensemble case) that was trained using TNBC-H&E data as explained in Sec. 2.4.
Each trained network was evaluated in the independent TUPAC-aux-train dataset
with multiple detection thresholds, reporting the highest F1-score obtained and the
number of trainable parameters. Experiments 1, 2 and 3 compared the use of differ-
ent data augmentation strategies (R: rotation, C: color stain, S: scaling, etc., see Sec. 2.4
for the full list). Experiment 4 showed the performance of an ensemble of k = 10 net-
works, trained as explained in Sec. 2.4. In experiments 5, 6 and 7, the ensemble of
CNNs (experiment 4) was distilled into single smaller CNNs with varying capacities
γ = 1.0, 0.8, 0.6 as explained in Sec. 2.4. The CNN trained for experiment 7 coincides
with CNN5.
Exp Augment Ensemble Distilled F1-score Param
1 RSEB No No 0.018 26.9M
2 RCSEB No No 0.412 26.9M
3 RCSEHBG No No 0.613 26.9M
4 RCSEHBG k = 10 No 0.660 269M
5 RCSEHBG No γ = 1.0 0.623 26.9M
6 RCSEHBG No γ = 0.8 0.628 17.1M
7 RCSEHBG No γ = 0.6 0.636 9.5M
Data augmentation. The goal of experiments 1, 2 and 3 is to test whether the pro-
posed data augmentation strategy can improve the performance of the CNN in an
independent test set, in particular the novel color stain augmentation. In experiment
1, we trained a baseline system including only basic augmentation (RSEB) and ob-
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Figure 2.7: Analysis of the impact in performance of using data augmentation, en-
semble and knowledge distillation measured in terms of F1-score with respect to the
detection threshold (top: TNBC-H&E dataset, bottom: TUPAC-aux-train dataset). Ex-
periments 1, 2 and 3 compared the use of different data augmentation strategies (R:
rotation, C: color stain, S: scaling, etc., see Sec. 2.4 for the full list). Experiment 4
showed the performance of an ensemble of k = 10 networks, trained as explained in
Sec. 2.4. In experiments 5, 6 and 7, the ensemble of CNNs (experiment 4) was dis-
tilled into single smaller CNNs with varying capacities γ = 1.0, 0.8, 0.6 as explained
in Sec. 2.4. The CNN trained for experiment 7 coincides with CNN5.
tained an F1-score of 0.018. In experiment 2, we repeated the training procedure
including our color augmentation technique as well (RCSEB) and obtained an F1-
score of 0.412. In experiment 3, we repeated the training procedure including all
the augmentation techniques mentioned in Sec. 2.4 (RCSEHBG) and obtained an F1-
score of 0.613.
Ensemble. The goal of experiment 4 is to test whether the use of an ensemble of
networks can improve the performance of the mitosis detector beyond the results
obtained in experiment 3 with a single network. We trained and combined a set
of CNNs, as explained in Sec. 2.4, and obtained an F1-score of 0.660. Furthermore,
we analyzed its performance with respect to the detection threshold and observed a
more robust behavior than that of the single CNN tested in experiment 3, illustrated
in Fig. 2.7
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Distillation. The goal of experiments 5, 6 and 7 is to test whether knowledge distilla-
tion can effectively transfer the performance of the ensemble trained in experiment 4
to a single CNN. We trained three CNNs with γ set to 1.0, 0.8 and 0.6, respectively to
experiments 5, 6 and 7. They all exhibited a similar performance to that of the ensem-
ble (F1-score of 0.623, 0.628 and 0.636, respectively), with drastically less trainable
parameters and superior performance to a single CNN trained without distillation
(experiment 3). Experiment 7 resulted in CNN5, used in the following sections.
2.6.2 Comparison with the state of the art
We evaluated the performance of our system in the three tasks of the TUPAC Chal-
lenge[55], and compared the results with those of top-performing teams, summarized
in Tab. 2.4.
Table 2.4: Independent evaluation of the proposed method performance in the three
tasks of the TUPAC challenge. Columns Top-1, Top-2 and Top-3 correspond to the
best performing solutions in the public leaderboard, respectively.
Dataset Ground truth Metric Top-1 Top-2 Top-3 Proposed [95 c.i.]
TUPAC-test Tumor grading Kappa 0.567 0.534 0.462 0.471 [0.340, 0.603]
TUPAC-test Proliferation score Spearman 0.617 0.516 0.503 0.519 [0.477, 0.559]
TUPAC-aux-test Mitosis location F1-score 0.652 0.648 0.616 0.480
We used CNN5 with γ = 0.6 for all submissions, solely trained with the TNBC-
H&E dataset. Notice that the authors do not have access to the ground truth data of
TUPAC-test and TUPAC-aux-test. Our model predictions were independently eval-
uated by the organizers of TUPAC. This ensured fair and independent compari-
son with state of the art methods. For the first and second tasks, we tuned the
hyper-parameters of the proposed whole-slide mitosis detector with the TUPAC-
train dataset. We selected δ = 0.970 to maximize the Spearman correlation be-
tween our mitotic count prediction and the ground truth proliferation score. Then,
we tuned θ1 and θ2 to maximize the quadratic weighted Cohen’s kappa coefficient
between our predicted tumor grade and the ground truth, obtaining θ1 = 6 and
θ2 = 20. For the third task, we selected δ = 0.919 to maximize the F1-score metric
in the TUPAC-aux-train dataset. Spearman, kappa and F1-score are the evaluation
metrics proposed in the TUPAC Challenge.
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For the first task, we obtained a Kappa agreement of 0.471 with 95 confidence inter-
vals [0.340, 0.603] between the ground truth tumor grading and our prediction on
the TUPAC-test dataset. This performance is comparable to the top-3 entry in the
leaderboard.
For the second task, we obtained a Spearman correlation of 0.519 with 95 confidence
intervals [0.477, 0.559] between the ground truth genetic-based proliferation score
and our prediction on the TUPAC-test dataset. This performance is comparable to
the top-2 entry in the leaderboard.
For the third task, we obtained an F1-score of 0.480, with a precision and recall val-
ues of 0.467 and 0.494, respectively, by detecting individual mitotic figures in the
TUPAC-aux-test. This performance is comparable to the top-7 entry in the leader-
board.
2.6.3 Observer study: precision of the mitosis detector
Due to the relatively low F1-score of 0.480 obtained in the TUPAC-aux-test, compared
to the F1-score of 0.636 obtained in the TUPAC-aux-train, we investigated whether
this difference could potentially be caused by a combination of inter-observer vari-
ability in the TUPAC reference standard, which was established by human observers,
and lack of sufficient number of test samples. A resident pathologist manually clas-
sified the detections of CNN5 on the TUPAC-aux-test, blinded to the patch labels. The
observer indicated that 128 out of 181 detections contained mitotic figures, resulting
in a precision of 0.707 for the detector. With this precision and assuming the recall
suggested by the organizers, we would obtain an alternative F1-score of 0.581 in the
TUPAC-aux-test. For the sake of completeness, the patches used in this experiment
are depicted in the Appendix (Fig. 2.8).
2.7 Discussion and conclusion
To the best of our knowledge, this is the first time that the problem of noisy reference
standards in training algorithms for mitosis detection in H&E WSIs was solved using
immunohistochemistry. We validated our hypothesis that mitotic activity in PHH3
can be exploited to train a mitosis detector for H&E WSIs that is competitive with the
state of the art. We proposed a method that combined (1) H&E-PHH3 restaining, (2)
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automatic image analysis and (3) registration to exhaustively annotate mitotic fig-
ures in entire H&E WSIs, for the first time. Only 2 hours of manual annotations per
observer were needed to train the algorithm, delivering a dataset that was at least
an order of magnitude larger than the publicly available one for mitosis detection.
Using this method, the total number of annotated mitotic figures in H&E was solely
limited by the number of restained slides available, not the amount of manual an-
notations. This is a very desirable property in the Computational Pathology field
where manual annotations require plenty of resources and human expertise. Our
work serves as a proof of concept to show that the combination of restaining, image
analysis and registration can be used to automatically generate ground truth at scale
when immunohistochemistry is the reference standard.
Staining variation between centers has long prohibited good generalization of al-
gorithms to unseen data. In this work we applied a stain augmentation strategy
that modifies the hematoxylin and eosin color channels directly, resulting in training
samples with diverse and realistic H&E stain variations. Our experimental results in-
dicate that the use of H&E-specific data augmentation and an ensemble of networks
were key ingredients to drastically reduce the CNN’s generalization error to unseen
stain variations, i.e. transferring the performance obtained in WSIs from a single cen-
ter to a cohort of WSIs from multiple centers. Furthermore, these results suggest that
it is possible to train robust mitosis detectors without the need for assembling mul-
ticenter training cohorts or using stain standardization algorithms. More generally,
we think that this combination of H&E-specific data augmentation and ensembling
could benefit other applications where inference is performed on H&E WSIs, regard-
less of the tissue type.
High capacity CNNs typically exhibit top performance in a variety of tasks in the
field of Computational Pathology, including mitosis detection. However, they come
with a computational burden that can potentially compromise their applicability in
daily practice. By using knowledge distillation, we massively reduced the computa-
tional requirements of the trained detector at inference time. In particular, we shrank
the size of the distilled model 28 times (see Tab. 2.3), with a negligible performance
loss. This reduction combined with the fully convolutional design of the distilled
network enabled us to perform efficient dense prediction at gigapixel-scale, process-
ing entire TUPAC WSIs at 0.25 µm/pixel resolution in 30-45 min.
On the task of individual mitosis detection in the TUPAC-aux-test set, we obtained
different precision scores from the TUPAC organizers (0.467) and our observer (0.707).
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We attribute this disagreement to two factors: (1) the method used to annotate the
images, and (2) the small number of samples in the test set. According to TUPAC
organizers, two pathologists independently traversed the image tiles and identi-
fied mitotic figures. Coincident detections were marked as reference standard, and
discording items were reviewed by a third pathologist. Notice that mitotic figures
missed by both pathologists were never reported, potentially resulting in true mi-
totic figures not being annotated. This lack of recall could explain the high number
of false positives initially detected by our network and later found to be true mitotic
figures by an expert observer. Due to the small number of samples in the TUPAC-
aux-test set (34 tiles), this effect can cause a large distortion in the F1-score. For repro-
ducibility considerations, we have included all detections in the Appendix (Fig. 2.8).
These results illustrate the difficulty of annotating mitotic figures manually, specif-
ically in terms of recalling them throughout large tissue regions, and supports the
idea of using PHH3 stained slides as an objective reference standard for the task of
mitosis detection.
As a limitation of our method, we acknowledge the existence of some noise in the
reference standard generated by analyzing the PHH3 WSIs and attribute it to three
components: (1) the limited sensitivity of the PHH3 antibody (some late-stage mi-
totic figures were not highlighted, thus not even considered as candidates); (2) the
limited specificity of the PHH3 antibody (many of the candidates turned out to be
artifacts); and (3) the limited performance of CNN2 (F1-score of 0.9). This noise
restricted our ability to detect small performance changes during training, poten-
tially resulting in suboptimal model and/or hyper-parameter choices. More care-
fully PHH3 restaining process and improved training protocols could palliate this
effect in the future.
In terms of future work, mitotic density at whole-slide level could be exploited to
find the location of the tumor hotspot, potentially resulting in significant speedups
in daily practice. Additionally, the same metric could be used to study tumor het-
erogeneity, e.g. by analyzing the distribution of active tumor fronts within the sam-
ple. More generally, our work could be extended into other areas of Computational
Pathology beyond mitosis detection in breast tissue by: (1) adopting the combina-
tion of slide restaining, automatic image analysis and registration to create large-
scale training datasets where immunohistochemistry is the reference standard; and
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2.9 Appendix
2.9.1 Theory of color representation
The Lambert-Beer law describes the relation between the amount of light absorbed
by a specimen and the amount of stain present on it:
Ii
I0,i
= exp (−Aci) , (2.1)
where Ii is the radiant flux emitted by the specimen, I0,i is the radiant flux received
by the specimen, A is the amount of stain, ci is the absorption factor, and subscript i
indicates one of the RGB color channels.
Based on this law, we cannot establish a linear relationship between the relative ab-
sorption detected by a RGB camera (Ii/I0,i) and the amount of stain present in a
specimen. However, we can instead define the optical density (OD) per channel as
follows:
ODi = − log
Ii
I0,i
= −Aci . (2.2)
Each OD vector describes a given stain in the OD-converted RGB color space. For
example, measurements of a specimen stained with hematoxylin resulted in OD val-
ues of 0.18, 0.20 and 0.08 for each of the RGB channels, respectively[77].
By measuring the relative absorption for each RGB channel on slides stained with a
single stain, Ruifrok et al. [77] quantified these OD vectors for hematoxylin, eosin and
DAB (HED) stains. We can group these vectors into M , a 3 by 3 matrix represent-
ing a linear relationship between OD-converted pixels and the HED stain space. To
achieve a correct balancing of the absorption factor for each stain, we divide each
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OD vector in M by its total length.
Therefore, a particular set of OD-converted pixels y can be described as follows:
y = xM , (2.3)
where x is a 1 by 3 vector representing the amount of stain (e.g. hematoxylin, eosin
and DAB) per pixel, and M is the normalized OD matrix for the given combination
of stains. Since we are interested in obtaining x, we only need to invert M :
x = yM−1 . (2.4)
2.9.2 Color stain augmentation algorithm
Given an RGB image patch P ∈ RMxMx3 reshaped into P ∈ RNx3 with N RGB pixels
and the normalized OD matrix M ∈ R3x3 for hematoxylin, eosin and DAB, we apply
equations 2.2 and 2.4 to transform the patch from RGB to HED color space as follows:
S = − log (P + ε)M−1 , (2.5)
where S ∈ RNx3 is the transformed patch in HED color space and ε is a positive bias
to avoid numerical errors. We simulate alternative stain intensities by stochastically
modifying each stain component:
S ′i = αiSi + βi , (2.6)
where S ′ ∈ RNx3 is the augmented patch in HED color space, subscript i represents
each stain channel, αi is drawn from a uniform distribution U(1 − σ, 1 + σ), βi is
drawn from a uniform distribution U(−σ, σ), and typically σ = 0.05.
To obtain an RGB representation of the augmented patch S ′, we invert the operations
described in equation 2.5:
P ′ = exp (−S ′M)− ε , (2.7)
where P ′ ∈ RNx3 is the augmented patch in RGB color space. Finally, we reshape P ′
into P ′ ∈ RMxMx3 to match the original shape of the patch.
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Figure 2.8: Mitosis detections in the TUPAC-aux-test dataset identified by CNN5.
These patches were classified as containing a mitotic figure or not by a resident
pathologist. The observer classified 128 out of 181 detections as true positives, re-
sulting in a precision score of 0.707 for the automatic detector.
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Abstract
Stain variation is a phenomenon observed when distinct pathology laboratories stain
tissue slides that exhibit similar but not identical color appearance. Due to this color
shift between laboratories, convolutional neural networks (CNNs) trained with im-
ages from one lab often underperform on unseen images from the other lab.
Several techniques have been proposed to reduce the generalization error, mainly
grouped into two categories: stain color augmentation and stain color normaliza-
tion. The former simulates a wide variety of realistic stain variations during train-
ing, producing stain-invariant CNNs. The latter aims to match training and test color
distributions in order to reduce stain variation.
For the first time, we compared some of these techniques and quantified their effect
on CNN classification performance using a heterogeneous dataset of hematoxylin
and eosin histopathology images from 4 organs and 9 pathology laboratories. Ad-
ditionally, we propose a novel unsupervised method to perform stain color normal-
ization using a neural network.
Based on our experimental results, we provide practical guidelines on how to use
stain color augmentation and stain color normalization in future computational pathol-
ogy applications.
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Figure 3.1: Example images from training and test datasets. Applications are indi-
cated by colors and keywords: tumor detection in lymph nodes (lymph), colorectal
cancer tissue classification (crc), mitosis detection (mitosis) and prostate epithelium
detection (prostate). Training set images are indicated by the keyword rumc and black
outline. The rest belong to test sets from other centers. Stain variation can be observed
between training and test images.
3.1 Introduction
Computational pathology aims at developing machine learning based tools to au-
tomate and streamline the analysis of whole-slide images (WSI), i.e. high-definition
images of histological tissue sections. These sections consist of thin slices of tissue
that are stained with different dyes so that tissue architecture becomes visible under
the microscope. In this study, we focus on hematoxylin and eosin (H&E), the most
widely used staining worldwide. It highlights cell nuclei in blue color (hematoxylin),
and cytoplasm, connective tissue and muscle in various shades of pink (eosin). The
eventual color distribution of the WSI depends on multiple steps of the staining pro-
cess, resulting in slightly different color distributions depending on the laboratory
where the sections were processed, see Fig. 3.1 for examples of H&E stain variation.
This inter-center stain variation hampers the performance of machine learning algo-
rithms used for automatic WSI analysis. Algorithms that were trained with images
originated from a single pathology laboratory often underperform when applied to
images from a different center, including state-of-the-art methods based on convolu-
tional neural networks (CNNs)[18,81–83]. Existing solutions to reduce the generaliza-
tion error in this setting can be categorized into two groups: (1) stain color augmenta-
tion, and (2) stain color normalization.
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3.1.1 Stain color augmentation
Stain color augmentation, and more generally data augmentation, has been pro-
posed as a method to reduce CNN generalization error by simulating realistic vari-
ations of the training data. These artificial variations are hand-engineered to mimic
the appearance of future test samples that deviate from the training manifold. Pre-
vious work on data augmentation for computational pathology has defined two
main groups of augmentation techniques: (1) morphological and (2) color trans-
formations[71,84]. Morphological augmentation spans from simple techniques such
as 90-degree rotations, vertical and horizontal mirroring, or image scaling; to more
advanced methods like elastic deformation[76], additive Gaussian noise, and Gaus-
sian blurring. The common denominator among these transformations is the fact
that only the morphology of the underlying image is modified and not the color
appearance, e.g. Gaussian blurring simulates out of focus artifacts which is a com-
mon issue encountered with WSI scanners. Conversely, color augmentation leaves
morphological features intact and focuses on simulating stain color variations in-
stead. Common color augmentation techniques borrowed from Computer Vision
include brightness, contrast and hue perturbations. Recently, researchers have pro-
posed other approaches more tailored to mimic specific H&E stain variations, e.g. by
perturbing the images directly in the H&E color space[84], or perturbing the principal
components of the pixel values[85].
3.1.2 Stain color normalization
Stain color normalization reduces stain variation by matching the color distribution
of the training and test images. Traditional approaches try to normalize the color
space by estimating a color deconvolution matrix that allows identifying the un-
derlying stains[68,86]. More recent methods use machine learning algorithms to de-
tect certain morphological structures, e.g. cell nuclei, that are associated with cer-
tain stains, improving the result of the normalization process[69,70]. Deep genera-
tive models, i.e. variational autoencoders and generative adversarial networks[87,88],
have been used to generate new image samples that match the template data man-
ifold[89,90]. Moreover, color normalization has been formulated as a style transfer
task where the style is defined as the color distribution produced by a particular
lab[85]. However, despite their success and widespread adoption as a preprocessing
tool in a variety of computational pathology applications[91–94], they are not always
effective and can produce images with color distributions that deviate from the de-
sired color template. In this study, we propose a novel unsupervised approach that
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leverages the power of deep learning to solve the problem of stain normalization.
We reformulate the problem of stain normalization as an image-to-image translation
task and train a neural network to solve it. We do so by feeding the network with
heavily augmented H&E images and training the model to reconstruct the original
image without augmentation. By learning to remove this color variation, the net-
work effectively learns to perform stain color normalization in unseen images whose
color distribution deviates from that of the training set.
3.1.3 Multicenter evaluation
Despite the wide adoption of stain color augmentation and stain color normalization
in the field of computational pathology, the effects on performance of these tech-
niques have not been systematically evaluated. Existing literature focuses on partic-
ular applications, and does not quantify the relationship between these techniques
and CNN performance[81,82,95,96]. In this study, we aim to overcome this limitation by
comparing these techniques across four representative applications including mul-
ticenter data. We selected four patch-based classification tasks where a CNN was
trained with data from a single center only, and evaluated in unseen data from mul-
tiple external pathology laboratories. We chose four relevant applications from the
literature: (1) detecting the presence of mitotic figures in breast tissue[84]; (2) detect-
ing the presence of tumor metastases in breast lymph node tissue[94]; (3) detecting
the presence of epithelial cells in prostate tissue[97]; and (4) distinguishing among 9
tissue classes in colorectal cancer (CRC) tissue[98]. All test datasets presented a sub-
stantial and challenging stain color deviation from the training set, as can be seen in
Fig. 3.1. We trained a series of CNN classifiers following an identical training proto-
col while varying the stain color normalization and stain color augmentation techniques
used during training. This thorough evaluation allowed us to establish a ranking
among the methods and measure relative performance improvements among them.
3.1.4 Contributions
Our contributions can be summarized as follows:
• We systematically evaluated several well-known stain color augmentation and
stain color normalization algorithms in order to quantify their effects on CNN
classification performance.
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• We conducted the previous evaluation using data from a total of 9 different
centers spanning 4 relevant classification tasks: mitosis detection, tumor metas-
tasis detection in lymph nodes, prostate epithelium detection, and multiclass
colorectal cancer tissue classification.
• We formulated the problem of stain color normalization as an unsupervised image-
to-image translation task and trained a neural network to solve it.
This chapter is organized as follows. Sec. 3.2 and Sec. 3.3 describe the materials and
methods thoroughly. Experimental results are explained in Sec. 3.4, followed by Sec.
3.5 and Sec. 3.6 where the discussion and final conclusion are stated.
3.2 Materials
We collected data from a variety of pathology laboratories for four different appli-
cations. In all cases, we used images from the Radboud University Medical Centre
(Radboudumc or rumc) exclusively to train the models for each of the four classifica-
tion tasks. Images from the remaining centers were used for testing purposes only.
We considered RGB patches of 128x128 pixels extracted from annotated regions. Ex-
amples of these patches are shown in Fig. 3.1. The following sections describe each
of the four classification tasks.
3.2.1 Mitotic figure detection
In this binary classification task, the goal was to accurately classify as positive sam-
ples those patches containing a mitotic figure in their center, i.e. a cell undergoing
division. In order to train the classifier, we used 14 H&E WSIs from triple nega-
tive breast cancer patients, scanned at 0.25 µm/pixel resolution, with annotations of
mitotic figures obtained as described in[84]. We split the slides into training (6), val-
idation (4) and test (4), and extracted a total of 1M patches. We refer to this set as
mitosis-rumc.
For the external dataset, we used publicly available data from the TUPAC Chal-
lenge[82], i.e. 50 cases of invasive breast cancer with manual annotations of mitotic
figures scanned at 0.25 µm/pixel resolution. We extracted a total of 300K patches, and
refer to this dataset as mitosis-tupac.
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3.2.2 Tumor metastasis detection
The aim of this binary classification task was to identify patches containing metastatic
tumor cells. We used publicly available WSIs from the Camelyon17 Challenge[94].
This cohort consisted of 50 exhaustively annotated H&E slides of breast lymph node
resections from breast cancer patients from 5 different centers (10 slides per center),
including Radboudumc. They were scanned at 0.25 µm/pixel resolution and the tu-
mor metastases were manually delineated by experts.
We used the 10 WSIs from the Radboudumc to train the classifier, split into training
(4), validation (3) and test (3), and extracted a total of 300K patches. We refer to this
dataset as lymph-rumc. We used the remaining 40 WSIs as external test data, extract-
ing a total of 1.2M patches, and assembling 4 different test sets (one for each center).
We named them according to their center’s name acronym: lymph-umcu, lymph-cwh,
lymph-rh and lymph-lpe.
3.2.3 Prostate epithelium detection
The goal of this binary classification task was to identify patches containing epithe-
lial cells in prostate tissue. We trained the classifier with 25 H&E WSIs of prostate
resections from the Radboudumc scanned at 0.5 µm/pixel resolution, with annota-
tions of epithelial tissue as described in[97]. We split this cohort into training (13),
validation (6) and test (6), and extracted a total of 250K patches. We refer to it as
prostate-rumc.
We used two test datasets for this task. First, we selected 10 H&E slides of prostate
resections from the Radboudumc with different staining and scanning conditions,
resulting in substantially different stain appearance (see prostate-rumc2 in Fig. 3.1).
This test set was manually annotated as described in[97] and named prostate-rumc2.
We extracted 75K patches from these WSIs. Second, we used publicly available im-
ages from 20 H&E slides of prostatectomy specimens with manual annotations of
epithelial tissue obtained as described in[97,99]. We extracted 65K patches from them
and named the test set prostate-cedar.
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3.2.4 Colorectal cancer tissue type classification
In this multiclass classification task, the goal was to distinguish among 9 different
colorectal cancer (CRC) tissue classes, namely: 1) tumor, 2) stroma, 3) muscle, 4) lym-
phocytes, 5) healthy glands, 6) fat, 7) blood cells, 8) necrosis and debris, and 9) mu-
cus. We used 54 H&E WSIs of colorectal carcinoma tissue from the Radboudumc
scanned at 0.5 µm/pixel resolution to train the classifier, with manual annotations of
the 9 different tissue classes. We split this cohort into training (24), validation (15)
and test (15), extracted a total of 450K patches, and named it crc-rumc.
We used two external datasets for this task. First, a set of 74 H&E WSIs from rectal
carcinoma patients with annotations of the same 9 classes, as described in[98]. We ex-
tracted 35K patches and refer to this dataset as crc-labpon. Second, we used a publicly
available set of H&E image patches from colorectal carcinoma patients[100]. Annota-
tions for 6 tissue types were available: 1) tumor, 2) stroma, 3) lymph, 4) healthy
glands, 5) fat, and 6) blood cells, debris and mucus. We extracted 4K patches in total,
and refer to this dataset as crc-heidelberg.
3.2.5 Multi-organ dataset
For the purpose of training a network to solve the problem of stain color normal-
ization, we created an auxiliary dataset by aggregating patches from mitosis-rumc,
lymph-rumc, prostate-rumc and crc-rumc in a randomized and balanced manner. We
discarded all labels since they were not needed for this purpose. We preserved a
total of 500K patches for this set and called it the multi-organ dataset.
3.3 Methods
In this study, we evaluated the effect in classification performance of several meth-
ods for stain color augmentation and stain color normalization. This section describes
these methods.
3.3.1 Stain color augmentation
We assume a homogeneous stain color distribution φtrain for the training images and
a more varied color distribution φtest for the test images. Note that it is challenging
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Figure 3.2: Summary of the data augmentation techniques and datasets used in this
study, organized in columns and rows respectively. Patches on the leftmost column
depict the original input images and the rest of patches are augmented versions of
them. Augmentations performed in the grayscale color space are depicted on the right
for one sample dataset only. Basic augmentation is included in all cases.
for a classification model trained solely with φtrain to generalize well to φtest due to
potential stain differences among sets. To solve this problem, stain color augmenta-
tion defines a preprocessing function f that transforms images of the training set to
present an alternative and more diverse color distribution φaugment:
φtrain
f−→ φaugment (3.1)
on the condition that:
(φaugment ⊇ φtrain) ∧ (φaugment ⊇ φtest) (3.2)
In practice, heavy data augmentation is used to satisfy Eq. 3.2. In order to simplify
our experimental setup, we grouped several data augmentation techniques into the
following categories attending to the nature of the image transformations. Examples
of the resulting augmented images are shown in Fig. 3.2.
Basic. This group included 90 degree rotations, and vertical and horizontal mirror-
ing.
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Morphology. We extended basic with several transformations that simulate morpho-
logical perturbations, i.e. alterations in shape, texture or size of the imaged tissue
structures, including scanning artifacts. We included basic augmentation, scaling,
elastic deformation[76], additive Gaussian noise (perturbing the signal-to-noise ra-
tio), and Gaussian blurring (simulating out-of-focus artifacts).
Brightness & contrast (BC). We extended morphology with random brightness and
contrast image perturbations[101].
Hue-Saturation-Value (HSV). We extended the BC augmentation by randomly shift-
ing the hue and saturation channels in the HSV color space[102]. This transformation
produced substantially different color distributions when applied to the training
images. We tested two configurations depending on the observed color variation
strength, called HSV-light and HSV-strong.
Hematoxylin-Eosin-DAB (HED). We extended the BC augmentation with a color
variation routine specifically designed for H&E images[84]. This method followed
three steps. First, it disentangled the hematoxylin and eosin color channels by means
of color deconvolution using a fixed matrix. Second, it perturbed the hematoxylin
and eosin stains independently. Third, it transformed the resulting stains into regu-
lar RGB color space. We tested two configurations depending on the observed color
variation strength, called HED-light and HED-strong.
During training, we selected the value of the augmentation hyper-parameters ran-
domly within certain ranges to achieve stain variation. We tuned all ranges manu-
ally via visual examination. In particular, we used a scaling factor between [0.8, 1.2],
elastic deformation parameters α ∈ [80, 120] and σ ∈ [9.0, 11.0], additive Gaussian
noise with σ ∈ [0, 0.1], Gaussian blurring with σ ∈ [0, 0.1], brightness intensity
ratio between [0.65, 1.35], and contrast intensity ratio between [0.5, 1.5]. For HSV-
light and HSV-strong, we used hue and saturation intensity ratios between [−0.1, 0.1]
and [−1, 1], respectively. For HED-light and HED-strong, we used intensity ratios be-
tween [−0.05, 0.05] and [−0.2, 0.2], respectively, for all HED channels.
3.3.2 Stain color normalization
Stain color normalization reduces color variation by transforming the color distribu-
tion of training and test images, i.e. φtrain and φtest, to that of a template φnormal. It
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Figure 3.3: Visual comparison of the stain color normalization techniques used in this
study. Rows correspond to the different tested techniques and columns to datasets,
with green for lymph, blue for mitosis, yellow for prostate and red for colorectal.
performs such transformation using a normalization function g that maps any given
color distribution to the template one:
(φtrain
g−→ φnormal) ∧ (φtest
g−→ φnormal) (3.3)
By matching φtrain and φtest, the problem of stain variance vanishes and the model no
longer requires to generalize to unseen stains in order to perform well. We evalu-
ated several methods that implement g (see Fig. 3.3), and propose a novel technique
based on neural networks.
Identity. We performed no transformation on the input patches, serving as a base-
line method for the rest of techniques.
Grayscale. In this case, g transformed images from RGB to grayscale space, remov-
ing most of the color information present in the patches. We hypothesized that this
color information is redundant since most of the signal in H&E images is present in
morphological and structural patterns, e.g. the presence of a certain type of cell.
Deconv-based. We followed the color deconvolution approach proposed by[68]. This
method assumes that the hematoxylin and eosin stains are linearly separable in the
optical density (OD) color space, as opposed to RGB space. This method finds
the two largest singular value directions using singular value decomposition, and
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Figure 3.4: Network-based stain color normalization. From left to right: patches from
the training set are transformed with heavy color augmentation and fed to a neural
network. This network is trained to reconstruct the original appearance of the input
images by removing color augmentation, effectively learning how to perform stain
color normalization.
projects the OD pixel values onto this plane. This procedure allows to identify the
underlying hematoxylin and eosin stain vectors, and use them to perform color de-
convolution on a given image to decompose the RGB image into its normalized
hematoxylin and eosin components.
LUT-based. We implemented an approach that uses tissue morphology to perform
stain color normalization[70]. This popular method has been used by numerous re-
searchers in recent public challenges[94,103]. It detects cell nuclei in order to precisely
characterize the H&E chromatic distribution and density histogram for a given WSI.
First, it does so for a given template WSI, e.g. an image from the training set, and
a target WSI. Second, the color distributions of the template and target WSIs are
matched, and the color correspondence is stored in a look-up table (LUT). Finally,
this LUT is used to normalize the color of the target WSI.
Style-based. A recent study[85] proposed to use a neural network to perform stain
color normalization based on the idea of style transfer. They transform the color dis-
tribution of RGB images by using feature-aware normalization, a mechanism that
shifts and scales intermediate feature maps based on features extracted from the in-
put image. This feature extractor is an ImageNet[57] pre-trained network, while the
rest of the model is trained to reconstruct PCA-augmented histopathology images.
We used the authors’ implementation of the method and retrained the model using
images from the multi-organ dataset.
Network-based. We developed a novel approach to perform stain color normal-
ization based on unsupervised learning and neural networks (see Fig. 3.4). We pa-
rameterized the normalization function g with a neural network G and trained it
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end-to-end to remove the effects of data augmentation. Even though it is not pos-
sible to invert the many-to-many augmentation function f , we can learn a partial




Since G can normalize φaugment (Eq. 3.4), and φaugment is a superset of φtrain and φtest
(Eq. 3.2), we conclude that G can effectively normalize φtrain and φtest (Eq. 3.2).
We trained G to perform image-to-image translation using the multi-organ dataset.
During training, images were heavily augmented and fed to the network. The model
was tasked with reconstructing the images with their original appearance, before
augmentation. We used a special configuration of the HSV augmentation where we
kept the color transformation only, i.e. did not include basic, morphology and BC.
We used the maximum intensity for the transformation hyper-parameters, i.e. hue,
saturation and value channel ratios between [−1, 1]. The strength of this augmen-
tation resulted in images with drastically different color distributions, sometimes
compressing all color information into grayscale. In order to invert this complex
augmentation, we hypothesized that the network learned to associate certain tissue
structures with their usual color appearance.
We used an architecture inspired by U-Net[104], with a downward path of 5 layers
of strided convolutions[78] with 32, 64, 128, 256 and 512 3x3 filters, stride of 2, batch
normalization (BN)[40] and leaky-ReLU activation (LRA)[105]. The upward path con-
sisted of 5 upsampling layers, each one composed of a pair of nearest-neighbor up-
sampling and a convolutional operation[106], with 256, 128, 64, 32 and 3 3x3 filters,
BN and LRA; except for the final convolutional layer that did not have BN and used
the hyperbolic tangent (tanh) as activation function. We used long skip connections
to ease the synthesis upward path[104], and applied L2 regularization with a factor of
1× 10−6.
We minimized the mean squared error (MSE) loss using stochastic gradient descent
with Adam optimization[39] and 64-sample mini-batch, decreasing the learning rate
by a factor of 10 starting from 1× 10−2 every time the validation loss stopped im-
proving for 4 consecutive epochs until 1× 10−5. Finally, we selected the weights
corresponding to the model with the lowest validation loss during training.
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Figure 3.5: Constellations of internal and external datasets analyzed in this work.
Each data point represents the mean and standard deviation pixel intensity of all im-
age patches in a particular dataset in the HSV color space (hue and saturation in the
x and y axis, respectively). Note how normalization methods tend to cluster the color
distribution of the datasets, whereas color augmentation does the opposite. Color
augmentation plot (bottom-right): patches from internal images are transformed with
different color augmentation methods (grey points representing the original internal
and external datasets are shown as reference).
Convergence to average solutions is a known effect with bottleneck architectures
trained with MSE loss. Note, however, that our network-based normalization ar-
chitecture includes long skip connections between the downward and the upward
paths. These skip connections allow the model to copy spatial structures from the
input images to the output images with ease, and utilize the rest of the model to
modify style-related color features. Since there is no bottleneck effect, i.e., the model
has all the information necessary to reconstruct the input image, image reconstruc-
tions are highly accurate and do not show any blurriness in practice.
3.3.3 Color analysis
In order to understand how stain color augmentation and stain color normalization influ-
enced the color differences between internal (rumc) and external datasets (rest), we
analyzed the image patches in the HSV color space. We measured the mean and stan-
dard deviation pixel intensity along the hue and saturation dimensions, and plotted
the results in a 2D plane, comparing images processed with the color normalization
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and augmentation techniques analyzed in this work (see Fig. 3.5). We confirmed the
clustering effect of normalization algorithms, and the scattering effect of augmenta-
tion methods.
3.3.4 CNN Classifiers
In order to measure the effect of stain color augmentation and stain color normalization,
we trained a series of identical CNN classifiers to perform patch classification using
different combinations of these techniques. For training and validation purposes, we
used the rumc datasets described in Sec. 3.2.
The architecture of such CNN classifiers consisted of 9 layers of strided convolutions
with 32, 64, 64, 128, 128, 256, 256, 512 and 512 3x3 filters, stride of 2 in the even layers,
BN and LRA; followed by global average pooling; 50% dropout; a dense layer with
512 units, BN and LRA; and a linear dense layer with either 2 or 9 units depending
on the classification task, followed by a softmax. We applied L2 regularization with
a factor of 1× 10−6.
We minimized the cross-entropy loss using stochastic gradient descent with Adam
optimization and 64-sample class-balanced mini-batch, decreasing the learning rate
by a factor of 10 starting from 1× 10−2 every time the validation loss stopped im-
proving for 4 consecutive epochs until 1× 10−5. Finally, we selected the weights
corresponding to the model with the lowest validation loss during training.
3.4 Experimental results
We conducted a series of experiments in order to quantify the impact in performance
of the different stain color augmentation and stain color normalization methods intro-
duced in the previous section across four different classification tasks. We trained
a CNN classifier for each combination of organ, color normalization and data aug-
mentation method under consideration. In the case of grayscale normalization, we
only tested basic, morphology and BC augmentation techniques. We conducted 152
different experiments, repeating each 5 times using different random initialization
for the network parameters, accounting for a total of 760 trained CNN classifiers.
3
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3.4.1 Evaluation
We evaluated the area under the receiver-operating characteristic curve (AUC) of
each CNN in each external test set. In the case of multiclass classification, we con-
sidered the unweighted average, i.e. we calculated the individual AUC per label
(one-vs-all) and averaged the resulting values. We reported the mean and standard
deviation of the resulting AUC for each experiment across five repetitions in Tab. 3.1.
In order to establish a global ranking among methods, shown in the rightmost col-
umn in Tab. 3.1, we performed the following calculation. We converted the AUC
scores into ranking scores per test set column, and averaged these scores along the
dataset dimension to obtain a global ranking score per method. Note that we per-
formed an average across ranking scores, rather than AUC scores, following estab-
lished procedures[107]. Data in Tab. 3.1 and the raw AUC scores are provided in
machine-readable format as Supplementary Material to this article.
3.4.2 Effects of stain color augmentation
Results in Tab. 3.1 show that stain color augmentation was crucial to obtain top clas-
sification performance, regardless of the stain color normalization technique used (see
top-10 methods). Moreover, note that including color augmentation, either HSV or
HED, was key to obtaining top performance since using BC augmentation alone pro-
duced mediocre results. We did not find, however, any substantial performance dif-
ference between using HED or HSV color augmentation. Similarly, we found that
strong and light color augmentations achieved similar performance, with a slight ad-
vantage towards light. Heavy augmentation is known to reduce performance on
images similar to those in the training set. However, we found less than 1% average
performance reduction on the internal test set across organs. Regarding non-color
augmentation, i.e. basic, morphology and BC, BC obtained the best results across al-
most all stain color normalization setups, followed by morphology and basic augmenta-
tion, as expected.
3.4.3 Effects of stain color normalization
According to results in Tab. 3.1, overall top performance was achieved without the
use of color normalization. This piece of evidence suggests that color normalization
is not a necessary condition to achieve high classification performance in histopathol-
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ogy images. However, we observed that color normalization generally produced
classifiers that were more robust to different color augmentation techniques, e.g.,
Identity normalization performance diminished with HSV-light augmentation whereas
Network normalization exhibited a high performance regardless of the color augmen-
tation used.
We did not find any substantial performance difference between neural network
based normalization algorithms, Network and Style. Nevertheless, we observed that
none of the classical approaches, LUT or Deconvolution, surpassed the performance
of Grayscale. We hypothesize that these classical normalization methods can hide
certain useful features from the images, resulting in added input noise that can af-
fect classification performance.
Additionally, we measured the extra time required to normalize a regular whole-
slide image composed of 50000 × 50000 RGB pixels. We found LUT-based to be
the fastest taking 21.8min, followed closely by network-based with 26.0min, and the
slower deconv-based and style-based taking 111.2min and 217.8min, respectively, ex-
cluding I/O delays.
3.5 Discussion
Our experimental results indicate that stain color augmentation improved classifica-
tion performance drastically by increasing the CNN’s ability to generalize to unseen
stain variations. This was true for most of the experiments regardless of the type of
stain color normalization technique used. Moreover, we found HSV and HED color
transformations to be the key ingredients to improve performance since removing
them, i.e. using BC augmentation, yielded a lower AUC under all circumstances;
suggesting that inter-lab stain differences were mainly caused by color variations
rather than morphological features. Remarkably, we observed hardly any perfor-
mance difference between HSV or HED, and strong or light variation intensity.
Based on these observations, we concluded that CNNs are mostly insensitive to the
type and intensity of the color augmentation used in this setup, as long as one of
the methods is used. However, CNNs trained with simpler stain color normalization
techniques exhibited more sensitivity to the intensity of color augmentation, i.e. they
required a stronger augmentation in order to perform well. Finally, the fact that ex-
periments with grayscale images achieved mediocre performance was an indication
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that color provided useful information to the model. The worst performance was
achieved with morphology and identity configurations, which was an indication that
color information can act as noise when no augmentation is used, increasing overfit-
ting and generalization error due to stain variation.
Regarding stain color normalization, we found that the best performing method did
not use any normalization. This result challenged the common assumption that color
normalization is a necessary step to achieve top classification performance in the
histopathology setting; especially considering that color normalization added a com-
putational overhead that can substantially reduce the overall classification speed.
Neural network based methods, both Network and Style, achieved similar high per-
formance on the benchmark, supporting the idea of reformulating the problem of
stain color normalization as an image-to-image translation task.
Furthermore, we observed that all stain color normalization techniques obtained a
poor performance when no color augmentation was used (below that of Grayscale
with BC). We hypothesize that even in the case of excellent stain normalization, color
information can serve as a source of overfitting, worsening with suboptimal normal-
ization. We concluded that using the stain color normalization methods evaluated in
this study without proper stain color augmentation is insufficient to reduce the gener-
alization error caused by stain variation and results in poor model performance.
Due to computational constraints, we limited the type and number of experiments
performed in this study to patch-based classification tasks, ignoring other modalities
such as segmentation, instance detection or WSI classification. However, we believe
this limitation to have little impact in the conclusions of this study since the prob-
lem of generalization error has identical causes and effects in other modalities. In
order to reduce the number of experiments, we avoided quantifying the impact of
individual augmentation techniques, e.g. scaling augmentation alone, but grouped
them into categories instead. Similarly, we limited the hyper-parameters’ ranges to
certain set of values, e.g. light or strong stain augmentation intensity. Nevertheless,
according to the experimental results, we believe that testing a wider range of hyper-
parameter values would not alter the main conclusions of this study.
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3.6 Conclusion
For the first time, we quantified the effect of stain color augmentation and stain color
normalization in classification performance across four relevant computational pathol-
ogy applications using data from 9 different centers. Based on our empirical evalua-
tion, we found that any type of stain color augmentation, i.e. HSV or HED transforma-
tion, should always be used. In addition, color augmentation can be combined with
neural network based stain color normalization to achieve a more robust classification
performance. In setups with reduced computational resources, color normalization
could be omitted, resulting in a negligible performance reduction and a substantial
improvement in processing speed. Finally, we recommend tuning the intensity of
the color augmentation to light or strong in case color normalization is enabled or dis-
abled, respectively.
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Abstract
We propose Neural Image Compression (NIC), a two-step method to build convo-
lutional neural networks for gigapixel image analysis solely using weak image-level
labels.
First, gigapixel images are compressed using a neural network trained in an un-
supervised fashion, retaining high-level information while suppressing pixel-level
noise. Second, a convolutional neural network (CNN) is trained on these com-
pressed image representations to predict image-level labels, avoiding the need for
fine-grained manual annotations.
We compared several encoding strategies, namely reconstruction error minimiza-
tion, contrastive training and adversarial feature learning, and evaluated NIC on a
synthetic task and two public histopathology datasets.
We found that NIC can exploit visual cues associated with image-level labels suc-
cessfully, integrating both global and local visual information. Furthermore, we vi-
sualized the regions of the input gigapixel images where the CNN attended to, and
confirmed that they overlapped with annotations from human experts.
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4.1 Introduction
Gigapixel images are three-dimensional arrays composed of more than 1 billion pix-
els; these are common in fields like Computational Pathology[28] and Remote Sens-
ing[108], and are often associated with labels at image level. The fundamental chal-
lenge of gigapixel image analysis with weak image-level labels resides in the low
signal-to-noise ratio present in these images. Typically, the signal consists of a subtle
combination of high- and low-level patterns that are related to the image-level label,
while most of the pixels behave as distracting noise. Furthermore, the nature and
spatial distribution of the signal are both unknown, often referred to as the what and
the where problems, respectively.
4.1.1 The what and the where problems
Researchers have addressed the challenge of gigapixel image analysis by making
different assumptions about the signal, simplifying either the what or the where prob-
lem.
The most widespread simplification assumes that the signal is fully recognizable at
a low level of abstraction, i.e., the image-level label has a patch-level representation.
This simplification addresses the what problem by decomposing the gigapixel image
into a set of patches that can be independently annotated. Typically, these patches are
manually annotated to perform automatic detection or segmentation using a neural
network, relegating the task of performing image-level prediction to a rule-based
decision model about the patch-level predictions[28,82,83,109]. This assumption is not
valid for image-level labels that do not have a known patch-level representation.
Furthermore, patch-level annotation in gigapixel images is a tedious, time consum-
ing and error-prone process, and limits what machine learning models can learn to
the knowledge of human annotators.
Other researchers have assumed that the signal can exist at a low level of abstraction,
but it is then not fully recognizable, i.e., the image-level label has a patch-level repre-
sentation that is unknown to human annotators. Furthermore, the mere presence of
these patches is enough evidence to make a prediction at the image level, ignoring
the spatial arrangement between patches, thus solving the where problem. Making
this assumption falls into the multiple-instance learning (MIL) framework, which re-
duces the gigapixel image analysis problem into detecting patches that contain the
true signal while suppressing the noisy ones[110–114]. However, these methods can
4
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Figure 4.1: Gigapixel neural image compression. Left: a gigapixel histopathology
whole-slide image is divided into a set of patches mapped to a set of low-dimensional
embedding vectors using a neural network (the encoder). Center: these embeddings
are stored keeping the spatial arrangement of the original patches. Right: the result-
ing array is a compressed representation of the gigapixel image. M and N : size of
the gigapixel image; P : size of the square patches; C: size of the embedding vec-
tors; and S: stride used to sample the patches. Typically: M = N = 50,000 and
P = S = C = 128.
only take into account patterns present within individual patches, neglecting the po-
tential relationships among them. More generally, MIL techniques cannot exploit
patterns present in higher levels of abstraction since they ignore the spatial distribu-
tion among patches. This is also true for methods that aggregate patch-level infor-
mation by means of spatial pooling[110,115].
In this work, we do not make any assumptions about the nature or spatial distribu-
tion of the visual cues associated with image-level labels. We argue that convolu-
tional neural networks (CNN) are designed to solve the what and the where problems
simultaneously[18], and propose a method to use them for gigapixel image analysis.
However, feeding CNNs directly with gigapixel images is computationally unfeasi-
ble. Instead, we propose Neural Image Compression (NIC), a technique that maps
images from a low-level pixel space to a higher-level latent space using neural net-
works. In this way, gigapixel images are compressed into a highly compact repre-
sentation, which can be used to train a CNN using a single GPU for predicting any
kind of image-level label.
4.1.2 Neural Image Compression
Gigapixel NIC was designed to reduce the size of a gigapixel image while retain-
ing semantic information by shrinking its spatial dimensions and growing along the
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feature direction (see Fig. 4.1). The method works by, first, dividing the gigapixel
image into a set of high-resolution patches. Second, each high-resolution patch is
compressed with a neural network (the encoder) that maps every image into a low-
dimensional embedding vector. Finally, each embedding is placed into an array that
keeps the original spatial arrangement intact so that neighbor embeddings in the ar-
ray represent neighbor patches in the original image.
NIC was inspired by cognitive mechanisms. Human observers can describe complex
visual patterns using only a few words without needing to describe each individual
pixel. Similarly, the encoder can describe patches with low-dimensional embedding
vectors, ignoring superfluous details. It is a powerful method that competes with
classical approaches in terms of compression rate[116]. Moreover, previous works
on representation learning and transfer learning have demonstrated that neural net-
works excel at extracting features that can be exploited by other networks to solve a
variety of downstream tasks[117–120]. This makes NIC an ideal candidate for reducing
the size of gigapixel images before feeding a CNN.
The encoder network can be trained using a wide variety of techniques. In this work,
we selected and compared representative methods from three well-known families
of unsupervised representation learning algorithms: reconstruction error minimiza-
tion, contrastive training, and adversarial feature learning. First, autoencoders (AE)
have been proposed as a straightforward method to learn a compact representa-
tion of a given data manifold[18]. AEs are neural networks that follow a particular
encoder-bottleneck-decoder architecture. They aim to reconstruct input images by
minimizing a reconstruction loss, e.g., the mean squared error (MSE). In particular,
we considered the case of the variational autoencoder (VAE), a powerful modifica-
tion of the original AE that relies on a probabilistic approach[87]. Second, we inves-
tigated a discriminative model based on contrastive training[119,121–123]. This model
senses the world via an encoding network that maps images to embedding vectors.
By training this model to distinguish between pairs of images with same or different
semantic information, the encoder is enforced to learn a compact representation of
the input data. Third, we investigated adversarial feature learning[117,118], a training
framework based on Generative Adversarial Networks (GAN)[124]. GANs emerged
as powerful generative models that map low-dimensional latent distributions into
complex data. There is evidence that these latent spaces capture some of the high-
level semantic information present in the data[125]. However, standard GAN models
do not support the reverse operation, i.e., mapping data to the latent space. The Bidi-
rectional GAN model (BiGAN[117]) learns this mapping using an explicit encoding
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network in the training loop. Intuitively, the encoder benefits from all the high-level
features which were fully automatically discovered by the generator.
4.1.3 Gigapixel Image Analysis
Without any loss of generality, we applied our method to two of the largest pub-
licly available histopathology datasets to demonstrate its effectiveness in real-world
applications: the Camelyon16 Challenge[109] and the TUPAC16 Challenge[82]. These
datasets consist of gigapixel images of human tissue acquired with brightfield mi-
croscopy at very high magnification, also known as whole-slide images (WSI). These
WSIs were stained with hematoxylin and eosin (H&E), the most widely used stain in
routine histopathology diagnostics, that highlights general tissue morphology such
as cell nuclei and cytoplasm. Each WSI is associated with a single image-level label:
the presence of tumor metastasis for Camelyon16, and the tumor proliferation speed
based on gene-expression profiling for TUPAC16.
A benefit of using a CNN for gigapixel image analysis is that, once trained, the
CNN’s areas of interest in the input image can be visualized using gradient-weighted
class-activation maps (Grad-CAM)[126]. These saliency maps provide an answer to
the where problem by locating visual cues related to the image-level labels. Identi-
fying visual evidence for CNN predictions is of utmost importance in the medical
domain regarding algorithm interpretation and knowledge discovery. For the first
time, we performed this saliency analysis on gigapixel images and compared the re-
sulting maps with the patch-level annotations of an expert observer.
4.1.4 Contributions
This work is an extension of our conference paper[127]. A number of additions have
been made: three new datasets, an additional encoding method, the Grad-CAM
analysis, a new experiment at the patch level, a new experiment at the image level,
a more thorough evaluation using cross-validation, and an independent test evalua-
tion performed by a third-party.
Our contributions can be summarized as follows:
• We propose Neural Image Compression (NIC) as a method to reduce gigapixel
images to highly-compact representations, suitable for training a CNN end-to-
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end to predict image-level labels using a single GPU and standard deep learn-
ing techniques.
• We compared several encoding methods that map high-resolution image patches
to low-dimensional embedding vectors based on different unsupervised learn-
ing techniques: reconstruction error minimization, contrastive training, and
adversarial feature learning.
• We evaluated NIC in three publicly available datasets: a synthetic set designed
to evaluate the method; and two histopathological breast cancer sets of whole-
slide images used to train the system to predict the presence of tumor metasta-
sis and the tumor proliferation speed.
• We generated saliency maps representing the CNN’s areas of interest in the
image in order to discover and localize visual cues associated to the image-
level labels.
The chapter is organized as follows: Sec. 4.2 and Sec. 4.3 describe the methods in
depth; Materials and experimental results are described in Sec. 4.4; the discussions
and conclusions are stated in Sec. 4.5 and Sec. 4.6, respectively.
4.2 Neural image compression
Let us define ω ∈ RM×N×3 as the gigapixel image (e.g., a WSI) to be compressed, with
M rows, N columns, and three color channels (RGB). In order to compress ω into a
more compact representation ω′, two steps were taken. First, ω was divided into a
set of high-resolution patches X = {xij} with xij ∈ RP×P×3, sampled from the i-th
row and j-th column of an uniform grid of square patches of size P using a stride of
S throughout ω. Second, each xij was compressed independently from each other,
generating a set of low-dimensional embedding vectors of length C at each spatial
location on the grid: Y = {eij} with eij ∈ RC .
We formulated the task of mapping high-entropy X into low-entropy Y as an in-
stance of an unsupervised representation learning problem, and parameterized this
mapping function with a neural network E so that X E−→ Y . By sliding E throughout
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Figure 4.2: Variational Autoencoder. Top: the encoder maps a patch to an embedding
vector depending on a noise vector while the decoder reconstructs the original patch
from the embedding vector. Bottom: pairs of real and reconstructed patch samples
using C = 128.
We investigated several unsupervised encoding strategies for learning E. Three of
the most well-known and accessible methods in unsupervised image representation
learning were selected. In all cases, neural networks were trained to solve an aux-
iliary task and learn E as a by-product of the training process. Note that none of
the studied methods required the use of manual annotations. Network architectures
and training protocols are detailed in the Supplementary Material at the end of this
chapter.
4.2.1 Variational Autoencoder
Two networks are trained simultaneously, the encoder E and the decoder D. The
task of E is to map an input patch x into a compact embedded representation e, and
the task of D is to reconstruct x from e, producing x′. In this work, we used a more
sophisticated version of AE, the variational autoencoder (VAE)[87]. The encoder in
the VAE model learns to describe x with an entire probability distribution instead
of a single vector (Fig. 4.2). More formally, E outputs µ ∈ RC and σ ∈ RC , two
embeddings representing the mean and standard deviation of a normal distribution
such that:
e = µ+ σ  n (4.2)
with n ∼ N (0, 1) and  denoting element-wise multiplication.
We trained the VAE model by optimizing the following objective:
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Figure 4.3: Contrastive training. Top: pairs of patches are extracted from gigapixel
images. Pairs labeled as same originate from the same spatial location whereas different
are extracted from either adjacent locations or different images. Bottom: scheme of a
Siamese network trained for binary classification using the previous pairs.











with γ as a scaling factor, and θE and θD as the parameters of E and D, respectively.
Note that we optimized θE and θD to minimize both the reconstruction error between
the input and output data distributions, and the KL divergence between the embed-
ding distribution and the normal N (0, 1) distribution.
This procedure results in a continuous latent space where changes in the embedding
vectors are proportional to changes in the input data and vice-versa, effectively re-
taining semantic knowledge present in the input space.
4.2.2 Contrastive Training
We assembled a training dataset composed of pairs of patches x = {x(1), x(2)} where
each pair x was associated with a binary label y. Each label described whether the
patches had been extracted from the same or a different location in a given gigapixel
4
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Figure 4.4: Adversarial Feature Learning. Top: three networks play a minimax game
where the discriminator distinguishes between actual or generated image-embedding
pairs, while the generator and the encoder fool the discriminator by producing in-
creasingly more realistic images and embeddings. Bottom: real and generated patch
samples using C = 128.
image, with y = 1 and y = 0, respectively. We trained a two-branch Siamese net-
work[122] to solve this classification problem (Fig. 4.3).
We applied heavy data augmentation on all patches as indicated in[84], i.e., rotation,
color augmentation, brightness, contrast, zooming, elastic deformation, and added
Gaussian noise. Due to the strong augmentation, patches from the same location
looked substantially different in a highly non-linear fashion while keeping a sim-
ilar overall structure (semantic), see examples in Fig. 4.3. Patches from the differ-
ent class were extracted from two distributions: 75% of them corresponded to non-
overlapping adjacent locations (i.e., neighboring patches) where most of the visual
features were shared, and the remaining 25% were sampled from different WSIs.
Note that we included more of the neighboring different pairs to increase the diffi-
culty of the classification task, forcing the network to extract higher-level features.
The same data augmentation was applied to other encoders as well to ensure a fair
comparison.
4.2.3 Bidirectional Generative Adversarial Network
The BiGAN setup consists of three networks: a generator G, a discriminator D, and
an encoder E (Fig 4.4). G maps a latent variable z ∼ N (0, 1) to generated images x′:
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z ∼ N (0, 1) ∈ RC G−→ x′ ∈ RP×P×3 (4.4)
whereas E maps images x sampled from the true data distribution X to embeddings
e:
x ∼ X ∈ RP×P×3 E−→ e ∈ RC (4.5)
During training, the three networks play a minimax game where the discriminator
D tries to distinguish between actual or generated image-embedding pairs, i.e., {x, e}
and {x′, z} respectively, while G and E try to fool D by producing increasingly more
realistic images x′ and embeddings e closer to N (0, 1). More formally, we optimized
the following objective function:






















with θG, θE , and θD representing the parameters of G, E, and D, respectively.
The authors of BiGAN theoretically and experimentally demonstrate that G and E
learn an approximate inverse mapping function from each other, producing an en-
coding network E that learns a powerful low-dimensional representation of the im-
age world inherited from G, suitable for downstream tasks such as supervised clas-
sification[117].
4.3 Gigapixel image analysis
In this section, we describe a method to train a CNN to predict image-level labels
directly from compressed gigapixel images. Furthermore, we analyzed the location
of visual cues associated with the image-level labels.
4.3.1 Feeding a CNN with compressed gigapixel images










×C using Eq. 4.1. In order to train a standard CNN on
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a dataset like Ω′, we set the depth of the convolutional filters of the input layer to be
equal to the code size C used to compress the images.
We hypothesized that such a CNN can learn to detect highly discriminative features
by exploiting two complementary sources of information from Ω′: (1) the global con-
text encoded within the spatial arrangement of embedding vectors, and (2) the local
high-resolution information encoded within the features of each embedding vector.
4.3.2 Preventing overfitting
Note that in this setup, despite its gigapixel nature, each compressed image ω′i con-
stitutes a single training data point. Most public datasets with gigapixel images and
their respective image-level labels consist only of a few hundred data points[82,109],
increasing the risk of overfitting. The steps taken to prevent this effect are enumer-
ated below.
First, we extended the training dataset Ω′ by taking spatial crops of size R × R × C
from ω′i, drastically increasing the total number and variability of the samples pre-
sented to the CNN[20]. During training, we randomly sampled the location of the
center pixel of these crops. During testing, we selected T crops uniformly distributed
along the spatial dimensions of ω′i and averaged the predictions of the CNN across
them[20]. Without any loss of generality, we applied this method to histopathology
WSIs. As WSIs often contain large empty areas with no tissue, we detected the tissue
regions[75] and sampled crops proportionally to the distance to background to accel-
erate the training, so that areas with higher tissue density were sampled more often.
Similarly, test crops were sampled from locations where tissue was present.
The second measure taken to prevent overfitting was a simple augmentation at im-
age level (i.e., 90-degree rotation and mirroring), encoding each image 8 times. This
augmentation was carried out during testing as well, averaging the predictions of
the CNN across them.
Finally, we designed a CNN architecture aimed at reducing the number of param-
eters present in the model. In particular, all convolutional layers were set to use
depthwise separable convolutions, a type of convolution that reduces the number of
parameters while maintaining a similar level of performance[46].
4.4 Experimental results 77
4.3.3 Visualizing visual cues related to image-level labels
The problem of feature localization is of utmost relevance for gigapixel image anal-
ysis: visual cues related to the image-level labels are often sparse and positioned in
arbitrary locations within the image. For the purpose of identifying the location of
these visual cues, we applied the Gradient-weighted Class-Activation Map (Grad-
CAM) algorithm[126] to our trained CNN.
Given a compressed gigapixel image ω′, its associated image-level label y, and a
trained CNN, Grad-CAM performs a forward pass over ω′ to produce a set of J
intermediate three-dimensional feature volumes f (k)j , with j and k indicating the
j-th and k-th convolutional layer and feature map, respectively. Subsequently, it
computes the gradients of f (k)j with respect to y for a fixed convolutional layer. It
averages the gradients across the spatial dimensions and obtains a set of gradient
coefficients γ(k)j , indicating how relevant each feature map is for the desired output










We applied the visualization method to the first convolutional layer (k = 1) in order
to maximize the heatmap resolution.
4.4 Experimental results
We conducted a series of experiments to evaluate the performance of gigapixel NIC.
First, we evaluated NIC in synthetic data to gain an understanding of the method
and how its hyper-parameters affect performance. Second, we applied the method
to several public histopathological datasets.
4.4.1 Materials
In this work, a synthetic dataset and three histopathology cohorts from different
sources were used for supervised and unsupervised training at patch and image
level; patients and WSIs were unique across all cohorts.
4
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Figure 4.5: Example of an image from the synthetic dataset. Left: ground truth mask
depicting the tilted and non-tilted rectangles that simulate lesions in grey and white,
respectively. Center: image containing instances of MNIST digits; classes are defined
by the rectangles or selected randomly. Right: all digits within the tilted rectangle
boundary (in green) belong to the same class (number two), which corresponds to the
image label as well.
Synthetic dataset
We developed and tested NIC with a synthetic dataset that mimicked the task of end-
to-end WSI analysis before deploying it with real WSIs. As a substitute for WSIs, a
set of images T = {ti} with ti ∈ RA×B were used, each one associated with a dense
pixel-level ground truth mask M = {mi}, where mi ∈ RA×B, and an image-level
scalar label Y = {yi}.
To emulate global patterns in the images (e.g., tumor lesions), we defined two rect-
angles within each mask placed at random locations and characterized by their own
orientation: one was either vertically or horizontally oriented (non-tilted); the other
was tilted either 45 or 135 degrees (tilted). Each rectangle was associated to a ran-
domly selected MNIST[128] digit class. To emulate local patterns (e.g., cells), instances
of MNIST digits were placed throughout the images at random locations. The class
of these instances was determined by their spatial position, i.e., belonging to a certain
rectangle class if placed within the boundaries of a rectangle or otherwise randomly
selected. The label of each image was defined by the class of the tilted rectangle, with
the non-tilted rectangle acting as a distraction. See Fig. 4.5 for an example image.
Note that, in order to solve this classification task, NIC had to detect the tilted rect-
angle and its class without access to the ground-truth masks. Moreover, the method
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must combine local and global information, i.e., exploiting the local features that
identify digit instances’ classes while recognizing their global spatial arrangement
to detect the orientation of the rectangle.
We downsampled MNIST digits to 9 × 9 pixels, defining a patch size P = 9 and
stride S = 9 pixels. WSIs are typically 50000 × 50000 pixels in size, with patch sizes
of 128 × 128 pixels covering structures composed of a few cells. We mimicked this
image-patch ratio by using an image size of A = B = 3600 pixels, and inserted
25,920 digit instances per image (0.2% of the total possible locations). Rectangle
size randomly ranged from 1800 pixels to 36 pixels (long side). This reduced im-
age size enabled us to run more thorough experiments than what we could do with
histopathological data.
A total of 50,000 images with balanced labels were created across the 10 digit classes:
2500 to generate patches to train the encoders, 22,500 to train the NIC CNN (with
75% and 25% for training and validation), and 25,000 as an independent test set for
the NIC CNN.
Camelyon16 histopathology dataset
The Camelyon16 [109] dataset is a publicly available multicenter cohort that consists of
400 sentinel lymph node H&E WSIs from breast cancer patients. Reference standard
exists in two forms: fine-grained annotations of metastatic lesions and image-level
labels indicating the presence of tumor metastasis in each slide. Sixty WSIs from the
original training set were set aside to train encoders at patch level. The remaining
WSIs were combined with the original test set (n=340) to train and evaluate a classi-
fication model using image-level labels only.
TUPAC16 histopathology dataset
The TUPAC16 [82] dataset was used, consisting of 492 H&E WSIs from invasive breast
cancer patients. It is a publicly available cohort with WSIs from The Cancer Genome
Atlas[73] where each WSI is associated with a tumor proliferation speed score, an ob-
jective measurement that takes into account the RNA expression of 11 proliferation-
associated genes[74]. We set aside 40 WSIs from this set to train encoders at patch
level. The remaining WSIs (n=452) were used to train and evaluate a regression
model using image-level labels only. Additionally, 321 test WSIs with no public
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ground truth available were used to perform an independent evaluation.
Rectum histopathology dataset
The Rectum dataset is a publicly available set of 74 H&E WSIs from rectal carcinoma
patients[98]. Manual annotations of 9 tissue classes were made by an expert: blood
cells, fatty tissue, epithelium, lymphocytes, mucus, muscle, necrosis, stroma, and
tumor. The slides were randomized and organized into ten equal partitions at pa-
tient level, five of which were used for training, one for validation, and four for
testing. This dataset was used to train and evaluate encoders at patch level only.
We extracted a balanced distribution of 15K, 852, and 4K patches per class from the
training, validation, and test slides, respectively.
Data preparation
Regarding the synthetic dataset, one million pairs of patches were extracted to train
the encoders, augmented with scaling and elastic deformation. To avoid creating
a dataset of empty patches, the probability of sampling a patch containing a white
pixel was twice of that of an empty patch.
All WSIs in this study were preprocessed with a tissue-background segmentation
algorithm[75] in order to exclude areas not containing tissue from the analysis. Fur-
thermore, all images were analyzed at 0.5 µm/pixel resolution.
A set of patch datasets were assembled to train and evaluate each of the encoding
networks described in Sec. 4.2 using the set of images that we set aside from each
cohort: 60 WSIs from Camelyon16, 40 from TUPAC16, and all from Rectum. Each of
these subcohorts were divided into training, validation, and test partitions.
The contrastive dataset was created by extracting an equal amount of patches from
each source (i.e., Camelyon16, TUPAC16, and Rectum) and merged into 50,000 and
25,000 patch pairs for training and validation, respectively. The non-contrastive dataset
was then created by randomizing all individual patches within the contrastive dataset.
The supervised-tumor dataset was created by extracting 50,000 , 10,000 , and 50,000 patches
from the set of 60 Camelyon16 WSIs for training, validation, and testing, respectively.
Finally, the supervised-tissue dataset consisted of the Rectum training, validation, and
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Figure 4.6: Experimental results with synthetic data and image-level labels. Default
hyper-parameter choice unless specified otherwise is: supervised encoder, code size
16, stride 9 pixels, and usage of 100% of training data.
test sets containing 131,000 , 8000 , and 35,000 patches, respectively. Note that the
patches in the supervised-tumor dataset and supervised-tissue dataset test sets did not
undergo any augmentation. The fine-grained tumor annotations were used to sam-
ple a balanced distribution of tumor and non-tumor patches in the supervised-tumor
dataset and 9-class patches in the supervised-tissue dataset.
4.4.2 Experimental results on synthetic data
The contrastive encoder was trained using the pairs of patches described in Sec. 4.4.1.
The VAE and BiGAN encoders were subsequently trained using these same patches,
concatenating and shuffling them along the pair dimension. Finally, a supervised en-
coder was trained with MNIST digits to serve as an oracle feature extractor. Once
the encoders were trained, all images were encoded to produce a different embedded
representation for each encoding configuration. Network architectures and training
protocols are detailed in the Supplementary Material at the end of this chapter.
We explored different values for the method hyper-parameters (e.g., code size and
stride) using the synthetic data, and evaluated the accuracy of each resulting CNN in
the independent test set. We analyzed how this performance was affected by the size
of the simulated lesion, i.e., the size of the tilted rectangle. Results are summarized
in Fig. 4.6. Overall, the contrastive encoder achieved the best performance among the
unsupervised techniques, very close to that of the oracle, followed by the VAE and
BiGAN encoders. This trend was maintained when analyzing the impact of the le-
sion size. We found out that the method’s performance degraded quickly when the
size of the target lesion was smaller than 10% of the image size (see Fig. 4.6-a).
Additionally, the performance impact of the code size used to compress the images
4
82 Neural image compression for gigapixel histopathology image analysis
Figure 4.7: Grad-CAM visualization applied to randomly selected synthetic test im-
ages. Left images within the pairs correspond to the ground truth masks (unseen by
the model), and right ones to the saliency heatmaps. Note that areas corresponding
to the grey tilted rectangles (responsible for the image-level labels) are highly salient
with respect to the rest of the image.
was assessed (Fig. 4.6-b). It was observed that larger code sizes generally improved
performance, a result that was more evident for less accurate encoding methods like
VAE and BiGAN. Subsequently, different stride values were tested using the oracle
encoder and a code size of 16: it was found that a smaller stride, producing em-
bedded images with larger spatial resolution, resulted in hampered performance
(Fig. 4.6-c). Finally, the impact of training data size in performance was analyzed
using the oracle encoder with code size 16 and stride 9 (Fig. 4.6-d). These results
indicate that NIC required in the order of thousands of images to perform well, a
requisite that is rarely met in real histopathological datasets.
In our last experiment, we applied Grad-CAM to visualize the regions of the input
images that were responsible for the CNN prediction (see Fig. 4.7). Remarkably, the
network seemed to be able to discern between background noise and the rectangular
patterns. Upon visual inspection, the CNN generally focused on the tilted rectangle,
the one responsible for the image-level label. We applied a simple general-purpose
post-processing routine to denoise the heatmaps and reject spurious activity. We
measured the Jaccard similarity coefficient per image between the post-processed
heatmap and the ground truth maps, and obtained 0.612 on average across test im-
ages.
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4.4.3 Training of encoders
Due to the computationally expensive nature of experimenting with gigapixel WSIs,
we only tested a subset of the hyper-parameters that we explored with synthetic
data. We selected their values using the following heuristics. We used P = 128,
a common patch size used in the Computational Pathology literature[75], with a
stride of the same size S = 128 to perform non-overlapping patch sampling. We
selected R = 400 to obtain crops corresponding to typical sizes of gigapixel WSIs
(50,000 × 50,000 pixels) and T = 10 as done in the literature[20]. Finally, we selected
C = 128 to perform our experiments using a single GPU. Network architectures and
training protocols are detailed in the Supplementary Material.
We trained the contrastive encoder with the contrastive dataset, and the VAE and Bi-
GAN models with the non-contrastive dataset. Note that these datasets contained the
exact same image patches, ensuring a fair comparison among encoders. No manual
annotations were required in this process. We trained a supervised baseline encoder
for breast tumor classification using the supervised-tumor dataset, and a supervised
baseline encoder for rectum tissue classification using the supervised-tissue dataset.
It is widely recognized that color-based features can be very informative in histopathol-
ogy image analysis[129–131]. Therefore, we included an additional encoding function
to capture color information from the raw input by averaging the pixel intensity
across spatial dimensions from input RGB patches. It provided a simple yet effective
baseline to compare with more sophisticated encoding mechanisms.
This entire training process resulted in 6 encoding networks used in subsequent ex-
periments: the mean-RGB baseline, VAE encoder, contrastive encoder, BiGAN encoder,
supervised-tumor baseline, and supervised-tissue baseline.
4.4.4 Comparing encoding performance
Due to the lack of a common evaluation methodology for unsupervised represen-
tation learning, we compared the performance of these 6 encoders when used as
fixed feature extractors for related supervised classification tasks. We defined two
tasks: (1) discerning between tumor and non-tumor patches on the supervised-tumor
dataset (Task-1), and (2) performing 9-class tissue classification on the supervised-tissue
dataset (Task-2). For each task, we trained an MLP on top of each encoder with frozen
weights and reported the accuracy metric for each test set.
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Results in Tab. 4.1 highlight several observations. First, VAE, contrastive, and BiGAN
performed better than the lower baseline for both Task 1 and Task 2, stressing their
ability to describe complex patterns beyond simple features related to color intensity.
Second, the VAE encoder obtained a higher performance than the contrastive one, par-
ticularly for Task 2. Third, the BiGAN encoder achieved the best performance among
all the unsupervised methods, with a relatively large margin for the more complex
Task 2 with respect to the runner-up VAE model. Furthermore, the BiGAN encoder
obtained the best result for 5 out of 9 classes in Task 2, and it achieved the first or
second best result for 8 out of 9 classes among the unsupervised models. Remark-
ably, BiGAN succeeded at classifying patches from challenging tissue classes such as
blood cells and necrotic tissue.
4.4.5 Predicting the presence of metastasis at image level
In this experiment, we trained a CNN to perform binary classification on compressed
gigapixel WSIs from the Camelyon16 cohort, identifying the presence of tumor metas-
tasis using image-level labels only. Due to the limited amount of images in this
cohort (340 WSIs), we divided the dataset into four equal-sized partitions and per-
formed four rounds of cross-validation using two partitions for training, one for
validation and one for testing, rotating them in each round. We trained a different
CNN classifier for each encoder, i.e., mean-RGB, VAE, contrastive, BiGAN, and the
upper baseline supervised-tumor. We reported the area under the receiver operating
characteristic (AUC) on three evaluation sets.
The first evaluation set (All) concatenated all samples in each of the hold-out parti-
tions. Note that each hold-out partition was evaluated by a different CNN that had
never seen the data. The second evaluation set (Test) was a subset of All that matched
the official test set of the Camelyon16 Challenge, used for comparison with the public
leaderboard. The third evaluation set (Macro) used the same WSIs as in Test but con-
sidering only those that presented a macro metastasis as positive labels, i.e., a tumor
lesion larger than 2mm. The macro labels were only available for the Camelyon16 test
set. The Macro set was relevant to evaluate how the method performed with lesions
visible at low resolution.
Results in Tab. 4.2 demonstrate that the method presented in this work is an effec-
tive technique for gigapixel image analysis using image-level labels only. Regarding
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Table 4.2: Predicting the presence of metastasis at WSI level (AUC). Reporting mean
and standard deviation using two random weight initializations.
Encoder All Test Macro
VAE 0.661(0.007) 0.671(0.008) 0.634(0.003)
Contrastive 0.608(0.001) 0.651(0.016) 0.606(0.012)
BiGAN 0.725(0.009) 0.704(0.030) 0.720(0.010)
Mean-RGB 0.582(0.006) 0.578(0.016) 0.585(0.014)
Supervised-tumor 0.760(0.002) 0.771(0.002) 0.914(0.000)
Figure 4.8: Experimental results with respect to lesion size in Camelyon16 all test set
using multiple encoders. Solid lines: average probability of samples with positive
labels; dashed lines: average probability of samples with negative labels (no lesion).
the All evaluation set, BiGAN achieved a remarkable performance of 0.716 AUC,
with a relative difference from the supervised baseline of only 6%. The contrastive
and VAE models also surpassed the lower baseline, but obtained substantially lower
performance scores compared to BiGAN. Regarding the Test set, the BiGAN encoder
obtained a lower performance of 0.674 AUC. In the Macro set, the performance gap
between the supervised baseline and the BiGAN encoder increased substantially from
0.095 to 0.184. The state-of-the-art in Camelyon16 obtained 0.9935 AUC in the Test set
using accurate pixel-level annotations to train their model.
Additionally, we analyzed the performance of our method as a function of the lesion
size in the All test set. The lesion size is a measurement determined by patholo-
gists taking the distribution of tumor cell clusters within a WSI into account. Since
this annotation was not available for all WSIs, we approximated it by computing
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Figure 4.9: Hyper-parameter value analysis performed in Camelyon16 data using the
supervised encoder. Evaluated on unseen images from the first data partition out of
the 4-fold cross-validation sets. Left: varying code size using a fix stride of 128 pixels;
center: varying stride while using a fix code size of 128 elements; and right: varying
the number of WSIs used during training.
the radius of an hypothetical circle with an area composed of all pixels annotated
as tumor in each WSI. Results in Fig. 4.8 indicated that our method’s performance
degraded with small tumor lesions across most encoders, in line with the results
obtained with synthetic data. Furthermore, we experimented with different hyper-
parameters such as code size, stride, and training data size using the supervised en-
coder (Fig. 4.9). We found that performance improvements might be gained from
careful hyper-parameter tuning of the code size and stride parameters. Moreover,
there seemed to be a weak but positive correlation between model performance and
training data size.
4.4.6 Predicting tumor proliferation speed at image level
In this experiment, we trained a CNN to perform a regression task on compressed
gigapixel WSIs from the TUPAC16 cohort, predicting the tumor proliferation speed
based on gene-expression profiling. We performed 4-fold cross-validation as in the
previous experiment, and reported the Spearman correlation between the predicted
and the true scores of two evaluation sets.
The first evaluation set (All) concatenated all samples in each of the hold-out par-
titions. The second evaluation set (Test) matched the test set used in the TUPAC16
4
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Table 4.3: Predicting tumor proliferation speed at WSI level (Spearman corr.). Report-







Challenge, whose ground truth is not public. Using the encoder that obtained the
highest performance, we evaluated each WSI in Test four times using each of the
CNNs trained during cross-validation and submitted the average score per slide.
Our predictions were independently evaluated by the challenge organizers, ensur-
ing a fair and independent comparison with the state of the art.
The results in Tab. 4.3 showed that BiGAN achieved the highest performance with
a 0.521 Spearman correlation. Remarkably, this score was superior to that of any
other unsupervised or supervised encoder. In addition, we obtained a score of 0.557
on the TUPAC16 Challenge test set, superior to the state-of-the-art for image-level
regression with a score of 0.516. Note that the first entry of the leaderboard used an
additional set of manual annotations of mitotic figures, thus it cannot be compared
with our setup.
4.4.7 Visualizing where the information is located
We conducted a qualitative analysis on the trained CNNs to locate the spatial po-
sition of visual cues relevant in predicting the image-level labels. We applied the
Grad-CAM algorithm to the CNNs trained for both tasks at image level. For the
tumor metastasis prediction task, we compared the saliency maps with fine-grained
manual annotations. Figures 4.10 and 4.11 include the results for a few samples; the
results for the remaining WSIs can be found in the Supplementary Material. Note
that each WSI was evaluated by a CNN that had not yet seen the image (hold-out
partition).
Fig. 4.10 shows that the mean-RGB baseline model lacked the ability to focus on spe-
cific tissue regions, suggesting that it was unable to learn discriminative features















































































































































































































































































































































from image-level labels. The VAE and contrastive models exhibited a suboptimal
behavior, scattering attention all over the image. Remarkably, the BiGAN model
seemed to focus on tumor regions only, discarding empty areas, fatty tissue, and
healthy dense tissue. It showed a strong discriminative power to discern between
tumor and non-tumor regions, even though the CNN had access to image-level la-
bels only. For completeness, we also included the supervised-tumor baseline that also
exhibited a focus on tumor regions. Nevertheless, these heatmaps are often difficult
to interpret and cannot be used for a more quantitative analysis. Failure cases can
be seen in the bottom part of Fig. 4.10, where the CNN highlighted non-tumorous
regions.
Regarding Fig. 4.11, a similar trend to the one found in the previous task was ob-
served for all encoders: the BiGAN model focused on very specific regions of the
WSIs that seemed compatible with active tumor regions. The supervised-tumor base-
line focused on irrelevant areas, in line with its poor performance for this task.
4.5 Discussion
Our experimental results support the hypothesis that visual cues associated with
weak image-level labels can be exploited by our method, integrating information
from global structure and local high-resolution visual cues. Furthermore, we have
shown that this methodology is flexible and completely label-agnostic, delivering
relevant results for both classification and regression tasks in synthetic as well as
histopathological data. It emerges as a promising strategy to tackle the analysis
of more challenging image-level labels that are closely related to patient outcome,
e.g., overall survival and recurrence-free survival. Gigapixel NIC paves the way
for leveraging existing computer vision algorithms that could not be applied in the
gigapixel domain until now, such as image captioning (useful to generate written
clinical reports), visual question answering, image retrieval (to find similar patholo-
gies), anomaly detection, and generative modeling[132–136].
A key assumption in our method was that high-resolution image patches could be
represented by low-dimensional highly compressed embedding vectors. We an-
alyzed several unsupervised strategies to achieve such a compression and found
that the BiGAN encoder, trained using adversarial feature learning, was superior to
all other methods across all experiments with histopathological data. We believe
that this relative improvement with respect to the VAE and contrastive methods is
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explained by intrinsic algorithmic differences among the methods. In particular,
the VAE model relies on minimizing the MSE objective, which is a unimodal func-
tion that fails to capture high-level semantics; it focuses on reconstructing low-level
pixel information instead, wasting embedding capacity. On the other hand, the con-
trastive encoder uses the embedding capacity more efficiently, but its performance
is driven by the design of the hand-engineered contrastive task. Remarkably, the
BiGAN model learns an encoder that fully automatically inverts a complex map-
ping between the latent space and the image space. By doing so, the encoder ben-
efits from all the high-level features and semantics already discovered by the gen-
erator, producing very effective discriminative embedding vectors. Furthermore,
BiGAN achieved the best classification accuracy on the challenging blood, mucus,
and necrotic tissue classes that rarely appear in the Camelyon16 and TUPAC16 WSIs.
We hypothesize that the adversarial method can model these rare data modes more
effectively than the contrastive or VAE approaches. Nevertheless, we believe that
the choice of encoder may be data-dependent, since the contrastive encoder outper-
formed the other approaches in the synthetic dataset.
We trained a CNN to predict the breast tumor proliferation speed based on gene-
expression profiling, a label associated with unknown visual cues. Our method
succeeded in finding and exploiting these patterns in order to predict expected tu-
mor proliferation speed, surpassing the current state-of-the-art for image-level based
methods. This shows that our method constitutes an effective solution to deal with
gigapixel image-level labels with unknown associated visual cues. Moreover, our
method could be used in future works to effectively mine datasets with thousands
of gigapixel images[115]; other automatically generated labels from immunohisto-
chemistry, genomics, or proteomics can be targeted, and visual patterns beyond the
knowledge of human pathologists may be discovered.
For the first time, the regions of a gigapixel image that a trained CNN attends to
when predicting image-level labels were visualized, and the effect of different en-
coding methods was compared. We discovered that only the CNNs trained with
images compressed with the BiGAN encoder and the supervised-tumor baseline were
able to attend to regions of the image where tumor cells were present. The fact that
the BiGAN model simultaneously learned to delimit metastatic lesions and identify
tumor features within the patch embeddings validates our hypothesis that CNNs are
an effective method for analyzing gigapixel images, i.e., since they can exploit both
global and local context.
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We targeted the presence of tumor metastasis in breast lymph nodes and showed
that the BiGAN setup performed similarly to the supervised baseline. However, our
best-performing algorithm was still inferior to that of the Camelyon16 leadingboard
(0.9935 AUC using accurate pixel-level annotations). This performance gap is likely
due to two factors. First, the majority of the images marked as positive contain tu-
mor lesions comprised of only a few tumor cells (i.e., micro-metastasis), becoming
almost undetectable with the compression setup tested in this work (see Fig. 4.8).
Second, the lack of training data (only a few hundred training images) may lead the
CNN into the overfitting regime.
We acknowledge several limitations of our method. For one, it requires a substantial
amount of I/O throughput and storage due to the need to write compressed WSI
representations to disk before training, and repetitively read them to assemble mini-
batches during training. This computational burden prevented us from performing
a wide hyper-parameter value search, which may have resulted in a suboptimal pa-
rameter selection. Second, it was also observed that the method’s performance was
proportional to lesion size. In particular, it struggled to detect micro-metastasis in
Camelyon16 data, i.e., tumor lesions smaller than 2mm, limiting the applicability of
NIC to tasks with large lesions.
This method can be extended in multiple ways. More sophisticated encoders may
improve the low-dimensional representation of the image patches[119,137,138]. Incor-
porating attention mechanisms may make it easier for the CNN to attend to relevant
regions for the image-level labels[139], improving the detection of small lesions. Fi-
nally, gradient checkpointing[140] could be used to backpropagate the training signal
from the image-level labels towards the encoder weights.
4.6 Conclusion
Our method for gigapixel neural image compression was able to distill relevant
information into compact image representations. The fact that a CNN could be
trained using these alternative learned representations opens opportunities to use
other methods: gigapixel images are no longer considered as low-level pixel arrays,
but operate in a higher level of abstraction. In this work, we showed examples of
classification, regression, and visualization performed in a latent space learned by a
neural network. These positive results enable performing more advanced gigapixel
applications in the latent space, such as data augmentation, generative modeling,
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content retrieval, anomaly detection, and image captioning.
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4.8 Appendix
4.8.1 Encoders for Histopathological Data
Variational Autoencoder
Two networks are trained simultaneously, the encoder E and the decoder D. The
task of E is to map an input patch x ∈ RP×P×3 to a compact embedded representa-
tion e ∈ RC , and the task of D is to reconstruct x from e, producing x′ ∈ RP×P×3. In
this work, we used a more sophisticated version of AE, the variational autoencoder
(VAE)[87], with P = 128 and C = 128.
The encoder in the VAE model learns to describe x with an entire probability distri-
bution, in particular, given an input x, the encoder E outputs µ ∈ RC and σ ∈ RC ,
two embeddings representing the mean and standard deviation of a normal distri-
bution so that:
e = µ+ σ  n (4.8)
with n ∼ N (0, 1) and  denoting element-wise multiplication.
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The architecture of E consisted of 5 layers of strided convolutions with 32, 64, 128,
256 and 512 3×3 filters, batch normalization (BN) and leaky-ReLU activation (LRA);
followed by a dense layer with 512 units, BN and LRA; and a linear dense layer with
C units.
The architecture of the decoder D consisted of a dense layer with 8192 units, BN
and LRA, eventually reshaped to (4 × 4 × 512); followed by 5 upsampling layers,
each composed of a pair of nearest-neighbor upsampling and a convolutional op-
eration[106], with 256, 128, 64, 32 and 16 3 × 3 filters, BN and LRA; finalized with a
convolutional layer with 3 3× 3 filters and tanh activation.
We trained the VAE model by optimizing the following objective:











with x representing a single data sample, n a sample from N (0, 1), γ a scaling factor,
and θE and θD as the parameters of E and D, respectively. Note that we optimized
θE and θD to minimize both the reconstruction error between the input and output
data distributions, and the KL divergence between the embedding distribution and
the normal N (0, 1) distribution with γ = 5× 10−5.
We minimized VVAE using stochastic gradient descent with Adam optimization and
64-sample mini-batch, decreasing the learning rate by a factor of 10 starting from
1× 10−3 every time the validation loss plateaued until 1× 10−5. Finally, we selected
the encoder E corresponding to the VAE model with the lowest validation loss.
Contrastive Training
We assembled a training dataset composed of pairs of patches x = {x(1), x(2)} with
x(i) ∈ RP×P×3 where each pair x was associated with a binary label y, and P = 128.
In order to solve this binary classification task, we trained a two-branch Siamese net-
work[122] called S. Both input branches shared weights and consisted of the same
encoding architecture E as the VAE model. After concatenation of the resulting em-
bedding vectors, a MLP followed consisting of a dense layer with 256 units, BN and
LRA; finalized by a single sigmoid unit.
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We minimized the binary cross-entropy loss using stochastic gradient descent with
Adam optimization and 64-sample mini-batch, decreasing the learning rate by a
factor of 10 starting from 1× 10−2 every time the validation classification accuracy
plateaued until 1× 10−5. Finally, we selected the encoder E corresponding to the S
with the highest validation classification accuracy.
Bidirectional Generative Adversarial Network
We trained a BiGAN setup consisting of three networks: a generator G, a discrim-
inator D and an encoder E. G mapped a latent variable z drawn from a normal
distribution N (0, 1) into artificial images x′:
z ∼ N (0, 1) ∈ RC G−→ x′ ∈ RP×P×3 (4.10)
whereas E mapped images x sampled from the true data distribution X into embed-
dings e:
x ∼ X ∈ RP×P×3 E−→ e ∈ RC (4.11)
During training, the three networks played a minimax game where the discriminator
D tried to distinguish between actual and artificial image-embedding pairs, i.e. {x, e}
and {x′, z} respectively, while G and E tried to fool D by producing increasingly
more realistic images x′ and embeddings e, i.e. closer to N (0, 1). We used P = 128
and C = 128.
Given the difficulty of training a stable BiGAN model, we downsampled x by a fac-
tor of 2 before feeding it to the model. The architecture of the encoder E consisted
of 4 layers of strided convolutions with 128 3× 3 filters, BN and LRA; followed by a
linear dense layer with C units.
The architecture of the generator G consisted of a dense layer with 1024 units, BN
and LRA, eventually reshaped to (4 × 4 × 64); followed by 4 upsampling layers,
each composed of a pair of nearest-neighbor upsampling and a convolutional opera-
tion[106], with 128 3×3 filters, BN and LRA; finalized with a convolutional layer with
3 3× 3 filters and tanh activation.
The discriminator D had two inputs, a low-dimensional vector and an image. The
image was fed through a network with an architecture equal to E but different
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weights, and the resulting embedding vector concatenated to the input latent vari-
able. This concatenation layer was followed by two dense layers with 1024 units,
LRA and dropout (0.5 factor); finalized with a sigmoid unit.
We optimized the following objective function:






















with θG, θE and θD representing the parameters of G, E and D, respectively.
We minimized VBiGAN using stochastic gradient descent with Adam optimization, 64-
sample mini-batch, and fixed learning rate of 2× 10−4 for a total of 200,000 epochs.
Finally, we selected the encoder E corresponding to the last epoch.
Mean-RGB Baseline
We extracted the embedding e by averaging the pixel intensity across spatial dimen-









with c indexing the three RGB color channels, and j and k indexing the two spatial
dimensions.
Supervised-tumor Baseline
We trained an encoder E identical to the one used in the VAE model, followed by a
dense layer with 256 units, BN and LRA; and finalized by a single sigmoid unit.
We minimized the binary cross-entropy loss using stochastic gradient descent with
Adam optimization and 64-sample mini-batch, decreasing the learning rate by a
factor of 10 starting from 1× 10−2 every time the validation classification accuracy
plateaued until 1× 10−5. Finally, we selected the encoder E corresponding to the
model with the highest validation classification accuracy.
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Supervised-tissue Baseline
We trained an encoder E identical to the one used in the VAE model, followed by a
dense layer with 256 units, BN and LRA; and finalized by a softmax layer with nine
units.
We minimized the categorical cross-entropy loss using stochastic gradient descent
with Adam optimization and 64-sample mini-batch, decreasing the learning rate by
a factor of 10 starting from 1× 10−2 every time the validation classification accuracy
plateaued until 1× 10−5. Finally, we selected the encoder E corresponding to the
model with the highest validation classification accuracy.
4.8.2 Encoders for Synthetic Data
We modified the network architectures to account for the smaller patch size selected
in the synthetic dataset. We used grayscale patches x ∈ RP×P×1 with P = 9 and
C = 16 unless stated otherwise. Note that we did not modify the training protocol,
e.g. the learning rate schedule.
The architecture of the encoder E used in VAE, Contrastive and Supervised consisted
of 2 layers of strided convolutions with 32 and 64 3×3 filters, BN and LRA; followed
by a dense layer with 64 units, BN and LRA; and a linear dense layer with C units.
The architecture of the decoder D used in VAE consisted of a dense layer with 2048
units, BN and LRA, eventually reshaped to (4× 4× 128); followed by 2 upsampling
layers, each composed of a pair of nearest-neighbor upsampling and a convolutional
operation[106], with 64 and 32 3×3 filters, BN and LRA; finalized with a convolutional
layer with 1 3× 3 filters and tanh activation.
With respect to BiGAN, the architecture of the encoder E consisted of 2 layers of
strided convolutions with 32 3 × 3 filters, BN and LRA; followed by a linear dense
layer with C units. The architecture of the generator G consisted of a dense layer
with 512 units, BN and LRA, eventually reshaped to (4 × 4 × 32); followed by 2
upsampling layers, each composed of a pair of nearest-neighbor upsampling and a
convolutional operation[106], with 32 3× 3 filters, BN and LRA; finalized with a con-
volutional layer with 1 3 × 3 filters and tanh activation. The discriminator D had
two inputs, a low-dimensional vector and an image. The image was fed through a
network with an architecture equal to E but different weights, and the resulting em-
4.8 Appendix 99
bedding vector concatenated to the input latent variable. This concatenation layer
was followed by two dense layers with 128 units, LRA and dropout (0.5 factor); fi-
nalized with a sigmoid unit.
4.8.3 Experiments
Patch-level Classification
On top of each encoder with frozen weights, we trained an MLP consisting of a dense
layer with 256 units, BN and LRA; followed by either a single sigmoid unit or a soft-
max layer with nine units, respectively for each classification task.
We minimized the cross-entropy loss using stochastic gradient descent with Adam
optimization and 64-sample mini-batch, decreasing the learning rate by a factor of
10 starting from 1× 10−2 every time the validation classification accuracy plateaued
until 1× 10−5. Finally, we selected the model with the highest validation classifica-
tion accuracy.
Image-level Classification and Regression
We designed a CNN architecture consisting of 8 layers of strided depthwise sepa-
rable convolutions[46] with 128 3 × 3 filters, BN, LRA, feature-wise 20% dropout, L2
regularization with 1× 10−5 coefficient, and stride of 2 except for the 7-th and 8-th
layers with no stride; followed by a dense layer with 128 units, BN and LRA; and
a final output unit, with linear or sigmoid activation for regression or classification
tasks, respectively.
We trained the CNN using stochastic gradient descent with Adam optimization and
16-sample mini-batch, decreasing the learning rate by a factor of 10 starting from
1× 10−2 every time the validation metric plateaued until 1× 10−5. We minimized
MSE for regression, and maximized binary cross-entropy for binary classification.
Visualizing where the information is located
Given a compressed gigapixel image ω′, its associated image-level label y and a
trained CNN S, we performed a forward pass over ω′, producing a set of J inter-
mediate three-dimensional feature volumes f (k)j , with j and k indicating the j-th and
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k-th convolutional layer and feature map, respectively. Additionally, we computed
the gradients of the feature volume f (k)j with respect to the class output y, for a fixed
convolutional layer. We averaged the gradients across the spatial dimensions and
obtained a set of gradient coefficients γ(k)j indicating how relevant each feature map
was for the desired output y. Finally, we performed a weighted sum of the feature











What we obtained was a two-dimensional heatmap h(k) that highlighted the regions
of ω′ that were more relevant for S to predict y. In order to maximize the resolution
of the generated heatmap, we selected k = 1.
Grad-CAM heatmaps for Camelyon16 and TUPAC16 can be found here: https://
drive.google.com/drive/folders/16E-06rFbGab6-pXfjpo9vXjBVyUQKUuc
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Authors: David Tellez, Diederik Höppener, Cornelis Verhoef, Dirk Grünhagen,
Pieter Nierop, Michal Drozdzal, Jeroen van der Laak, Francesco Ciompi
Original title: Extending unsupervised neural image compression with supervised
multitask learning
Published in: International Conference on Medical Imaging with Deep Learning 2020
102 Extending neural image compression with supervised multitask learning
Abstract
We focus on the problem of training convolutional neural networks on gigapixel
histopathology images to predict image-level targets. For this purpose, we extend
Neural Image Compression (NIC), an image compression framework that reduces
the dimensionality of these images using an encoder network trained unsupervis-
edly. We propose to train this encoder using supervised multitask learning (MTL)
instead.
We applied the proposed MTL NIC to two histopathology datasets and three tasks.
First, we obtained state-of-the-art results in the Tumor Proliferation Assessment Chal-
lenge of 2016 (TUPAC16). Second, we successfully classified histopathological growth
patterns in images with colorectal liver metastasis (CLM). Third, we predicted pa-
tient risk of death by learning directly from overall survival in the same CLM data.
Our experimental results suggest that the representations learned by the MTL objec-
tive are: (1) highly specific, due to the supervised training signal, and (2) transfer-
able, since the same features perform well across different tasks. Additionally, we
trained multiple encoders with different training objectives, e.g. unsupervised and
variants of MTL, and observed a positive correlation between the number of tasks in
MTL and the system performance on the TUPAC16 dataset.
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5.1 Introduction
Pathologists examine whole-slide images (WSIs) to diagnose a wide variety of dis-
eases and predict patient prognosis. These WSIs are gigapixel images of human
tissue sections taken at very high resolution, i.e. subcellular detail. In order to per-
form WSI classification, pathologists incorporate visual features from the entire WSI
at once. This task poses two main challenges to Computer Vision algorithms: first,
processing images of gigapixel resolution at once is computationally extremely ex-
pensive; and, second, the low signal-to-noise ratio present in WSIs has been shown
to limit the performance of these algorithms[142].
Several methods have been proposed to solve WSI classification. In multiple-instance
learning, a WSI is decomposed into small high-resolution patches (bag of patches)
that are weakly annotated using the image label[110–115,143,144]. However, these meth-
ods cannot exploit the relationship between patches, being unable to observe a more
global context of the WSI. Reinforcement learning has been proposed as a solution
to increase context[145–147]. Although these methods can integrate knowledge across
patches, they suffer from other limitations, e.g. optimization difficulties and leav-
ing large areas of the WSI unexplored. Moreover, other authors have proposed
memory-efficient methodologies that enable convolutional neural networks (CNNs)
to be trained with very large images[131,148]. However, CNNs struggle to perform well
in tasks with very low signal-to-noise ratio like histopathology image analysis[142],
requiring vast amount of data samples to work. Unfortunately, histopathological
datasets rarely surpass the hundreds or thousands of data points[82,94], urging for
more sample-efficient methods to perform WSI classification.
Neural Image Compression (NIC) is a recently proposed framework[149] that can
drastically reduce the dimensionality of WSIs while retaining semantic informa-
tion and suppressing noise (see Fig. 5.1). NIC divides each WSI into a set of high-
resolution small patches that are independently compressed into embedding vectors
using an encoder, i.e., a neural network trained unsupervisedly. Then, these vectors
are arranged in a 2D grid following the spatial configuration of the original WSI. The
result of this operation is a compressed representation of the entire WSI, where each
vector corresponds to a patch in the WSI. Once all WSIs are compressed using NIC,
a classifier, e.g. a CNN, is trained on the compressed WSI representations using the
image-level labels as targets. NIC addresses the main challenges of WSI classifica-
tion by reducing both the size and noise levels of WSIs, while allowing the CNN
classifier to exploit global context.
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Figure 5.1: Neural Image Compression. Left: an entire gigapixel whole-slide image
is read as a set of high-resolution patches using a uniform grid. Center: each of these
patches is compressed into a low-dimensional embedding vector using a neural net-
work, the encoder. Right: the embedding vectors are organized following the same
spatial arrangement as in the original whole-slide image.
A crucial factor of the NIC method is the encoder model. This neural network is
responsible for suppressing low-level pixel noise and spurious correlations, while
identifying and extracting high-level discriminative features that could work well in
a variety of downstream tasks and, as such, should be transferable across a num-
ber of histopathological tasks. To satisfy this condition, the original formulation of
NIC suggested to use unsupervised methods to train the encoder, such as: vari-
ational autoencoders (VAE)[87], contrastive training[121–123], and adversarial feature
learning[117,118]. Since networks trained with supervised signals are able to extract
more specific feature representations than those using unsupervised loss terms[150],
we hypothesize that combining multiple supervised goals during training could lead
to superior and more generalizable features than using a single unsupervised task.
Therefore, we propose to introduce supervision in the training of the encoder and
do so via supervised multitask learning[151]. Although, supervised and unsuper-
vised multitask representation learning have shown promising results on multiple
Computer Vision benchmarks[152,153], the usefulness of the learned representations
for WSI compression is yet an unexplored research avenue. We propose a method
that exploits and combines several supervision signals from four representative tasks
in Computational Pathology: mitosis detection in breast, axillary lymph node tumor
metastasis detection, prostate epithelium detection, and colorectal cancer tissue type
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Figure 5.2: Supervised multitask learning framework. Left: the full model is trained
to solve four different tasks simultaneously. Center: the encoder provides a shared
embedded representation for the images of all the tasks. Right: the head models
perform each of the four classification tasks independently from each other.
classification.
In this work, we trained image compression using the proposed multitask NIC and
evaluated the obtained representations in two histopathology datasets that target
image-level labels. First, modeling the speed of tumor growth in invasive breast can-
cer, included in the Tumor Proliferation Assessment Challenge 2016 (TUPAC16)[82].
Second, predicting histopathological growth patterns and the overall risk of death in
patients with colorectal metastasis in the liver[154].
Our contributions can be summarized as follows:
• We improved NIC by training the encoder with supervised multitask learn-
ing. Experimental results suggest that embedding vectors were more discrim-
inative and transferable, and adding more tasks to the multitask framework
increased the performance of the method at WSI level.
• We obtained state-of-the-art performance predicting tumor proliferation speed
in invasive breast cancer patients from the Tumor Proliferation Assessment
Challenge, and classifying histopathological growth patterns in patients with
colorectal liver metastasis.
• We successfully predicted patient risk of death by learning directly from over-
all survival in patients with colorectal liver metastasis, without the need for
human intervention.
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5.2 Materials
Multitask learning dataset. We selected multicenter data from four representative
patch classification tasks in Computational Pathology (see Fig. 5.2), namely: mitosis
detection in breast, axillary lymph node tumor metastasis detection, prostate epithe-
lium detection, and colorectal cancer tissue type classification. A full description of
this dataset is available in[155]. For each task, we selected 200000 patches of 64 × 64
pixels at 0.5 µm/pixel resolution with patch-level annotations. We distributed the
number of patches across classes and medical centers uniformly, so that classes and
centers were equally represented in the dataset, and reserved 20% of the samples for
validation purposes (randomly selected).
TUPAC16 dataset. We used public WSIs from the Tumor Proliferation Assessment
Challenge 2016 (TUPAC16)[82] to evaluate our method. This cohort consisted of
492 hematoxylin and eosin (H&E) training slides taken from patients with inva-
sive breast cancer from The Cancer Genome Atlas[73]. The organizers of the Chal-
lenge provided a label for each patient that served as a proxy for tumor proliferation
speed[74]. Additionally, the organizers also provided 321 test slides with no public
labels available, that were used to perform a truly independent performance evalu-
ation.
Colorectal liver metastasis dataset. This private cohort consisted of 363 patients
that underwent colorectal liver metastasis resection at the Erasmus MC Cancer Insti-
tute (Rotterdam, the Netherlands) between 2000 and 2015[154]. A total of 1571 H&E
stained slides were used in this work. These slides were scanned using a 3DHis-
tech P1000 scanner at a spatial resolution of 0.25 µm/pixel. Each slide was manually
scored for the presence of histopathological growth patterns (HGP) following inter-
national guidelines[156,157]. A given slide was considered desmoplastic HGP (dHGP)
if this was the only pattern observed, and non-desmoplastic HGP (non-dHGP) oth-
erwise. The consideration of dHGP is generally associated with better prognosis
(longer patient survival). In addition, overall survival was available for these pa-
tients, with a mean follow-up period of 3.4 years.
5.3 Methods
Supervised multitask learning. Our multitask learning architecture is built from
two components. The first component, the encoder, is shared among the four tasks,
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whereas the second part, the heads, consists of four multilayer perceptrons (MLPs)
specialized in solving each task individually. Both the encoder and the four heads
are trained to minimize the sum of the classification losses of the four tasks. By doing
so, the encoder learns a vector representation that is optimized to produce high clas-
sification performance while being highly transferable across different tasks. Fig. 5.2
provides an overview of the method. The size of the embedded representation C is
an hyperparameter of the method, by default set to C = 128 following the original
implementation of NIC. We trained this model using images from the multitask learn-
ing dataset only.
The architecture of the encoder consisted of 4 strided convolutional layers with 128
3 × 3 filters, batch normalization, leaky-ReLU activation (LRA), and stride of 2; fol-
lowed by a linear layer with C units. The head models were composed of a dense
layer with 256 units, and LRA, with 10% dropout before and after this layer; and a
final dense layer whose number of output units depended on the classification task
(9 for the multiclass tissue classification, and 2 for the rest), followed by a softmax.
We trained the encoder and head models simultaneously by minimizing the aver-
age categorical cross-entropy across the four tasks. We used stochastic gradient de-
scent with Adam optimization and a mini-batch of 128 samples (32 samples per task
dataset), decreasing the learning rate by a factor of 10 starting from 1× 10−3 every
time the validation metric plateaued until 1× 10−5. During training, we used heavy
morphological and color augmentation[155], increasing the model robustness to un-
seen data.
WSI classification. In order to train a CNN classifier on gigapixel WSIs and image-
level labels, we followed the method described in the original NIC publication, with
the exception of using the proposed multitask encoder instead of the unsupervised
model. A detailed description of the CNN architecture and training details is avail-
able in the Appendix 5.7.1.
Learning from patient overall survival. Survival analysis constitutes a regression
problem where a model is trained to predict a risk score for each patient that is pro-
portional to their chances of experiencing the event of death. Each patient’s WSI is
associated with a record composed of two items: a follow-up period and a binary
death-event variable. We used WSIs compressed with multitask NIC and overall
survival data to train a CNN classifier to predict patient risk of death by maximizing
the partial log-likelihood loss[158]. Intuitively, by optimizing this objective the CNN
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Table 5.1: Predicting tumor proliferation speed in TUPAC16 Spearman corr. and 95%
c.i.
Method Training set External test set
TUPAC16 top-3[82] - 0.503
TUPAC16 top-2[82] - 0.516
NIC unsupervised[149] 0.522 0.558 [0.5191, 0.5962]
Streaming CNNs[148] - 0.570
TUPAC16 top-1[82] - 0.617
NIC multitask (proposed) 0.620 0.632 [0.5966, 0.6641]
TUPAC16 human-assisted (*)[82] - 0.710
(*) Requires the intervention of an expert pathologist
classifier learned to assign high risk scores to those patients that died early. See Ap-
pendix 5.7.3 for a detailed description of this loss.
5.4 Experimental results
5.4.1 Training the multitask encoder
For the purpose of compressing WSIs in the TUPAC16 and liver datasets, we first
trained a 4-task multitask encoder following the procedure described in the Meth-
ods section. We obtained the following validation accuracy scores at patch level:
lymph node tumor classification (90.87%), mitosis classification (94.81%), prostate
epithelium classification (86.48%), and colorectal 9-class classification (77.49%).
5.4.2 Predicting the speed of tumor proliferation (TUPAC16)
In this experiment, we used the previously trained encoder to compress the WSIs
on the TUPAC16 training dataset; and trained four CNN regressors on top of these
compressed WSIs using 4-fold cross-validation (3 folds for training, 1 for validation).
For the test set, we compressed the WSIs similarly, then averaged the predictions of
the four CNNs per sample, and submitted the results to the Challenge organizers
for independent evaluation (the labels of the test set are not public). Our proposed
method achieved state-of-the-art results on the leaderboard of the TUPAC16 Chal-
lenge for automatic methods (see Tab. 5.1), demonstrating the effectiveness of using
multitask learning in combination with NIC to predict image-level labels from WSIs.
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Figure 5.3: Relationship between the
number of tasks used to train the
multitask encoder and the perfor-
mance of the CNN regressor trained
on TUPAC16 (mean and std Spear-
man corr).
Figure 5.4: Predicting the presence of
desmoplastic HGP in colorectal liver
metastasis WSIs. Different encod-
ing strategies are compared using the
area under the ROC.
5.4.3 Image-level performance vs. number of tasks used in multi-
task training
The goal of the following experiment was to study the relationship between the
number of tasks used to train the multitask encoder and the performance of the
CNN regressor trained at image level, i.e. using TUPAC16 WSIs. First, we trained
a set of encoders varying the number of tasks included during multitask training:
4 encoders using 1 task (only lymph, only mitosis, etc.), 6 encoders using 2 tasks
(lymph+mitosis, lymph+prostate, etc.), 4 encoders using 3 tasks (lymph+mitosis-
+prostate, lymph+mitosis+colorectal, etc.), and 1 encoder using 4 tasks. Second, we
compressed the TUPAC16 training dataset using each of the 15 previously trained
encoders, and trained CNN regressors on them using 4-fold cross-validation as be-
fore in order to obtain an unbiased prediction for each training sample. Due to the
large computational resources required to perform these steps, we used a reduced
code size of C = 16.
We measured the Spearman correlation between the predictions of our system and
the image-level labels, and averaged the results by the number of tasks (see Fig. 5.3).
Note that we repeated the 4-task experiment four times with random weight initial-
ization to obtain a more robust performance estimate. All the performance metrics
are summarized in the Appendix 5.7.2. We observed that increasing the number of
tasks during multitask training produced a higher and more robust performance at
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Table 5.2: Spearman correlation between task inclusion during multitask training,
and performance at image level in TUPAC16
Lymph Mitosis Prostate Colorectal
Correlation 0.319 0.033 0.077 0.824
image level. However, the large variance obtained in some cases (2 and 3 tasks) sug-
gests that task selection might play an important role in the performance of multitask
NIC.
Additionally, we measured the Spearman correlation between a binary variable de-
scribing whether a task was included during multitask training or not, and the per-
formance of the system at image level. The results of this analysis are presented
in Tab. 5.2. We found a positive correlation between the inclusion of the colorectal
task and the global performance at image level. This result suggests that this dataset
might be more valuable for feature extraction purposes than the rest. We recognize
this task to be the most complex of all, requiring the encoder to extract robust fea-
tures to accurately solve the classification problem. We hypothesize that multitask
training can benefit from the highly specific features required to solve difficult clas-
sification tasks like this one.
5.4.4 Predicting patient risk of death in colorectal liver metastasis
Desmoplastic HGP manual annotations. We compressed all the liver WSIs using
the multitask encoder introduced before in Sec. 5.4.1, and trained a CNN classifier to
distinguish between dHGP or non-dHGP type on the compressed WSIs using 4-fold
cross-validation (2 folds for training, 1 for validation, and 1 for testing). We mea-
sured the area under the ROC (AUC) on all the test samples to quantify performance.
In addition, we considered the predicted probability of dHGP as a proxy for the
patient risk of death, and used the Kaplan-Meier (KM) estimator to model survival
curves for two groups of patients, low and high risk, divided by the median pre-
dicted risk score.
For the dHGP classification task, we obtained an AUC of 0.895. Regarding the prog-
nostic power of these predictions, results in Fig. 5.5 showed that our system could
divide the population into two risk categories with high significance (p < 0.001).
Overall survival records. We trained a CNN classifier on the same compressed liver
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Figure 5.5: Predicting patient risk
of death in colorectal liver metasta-
sis WSIs. Learning from annotated
HGP status.
Figure 5.6: Predicting patient risk
of death in colorectal liver metas-
tasis WSIs. Learning from overall
survival records.
WSIs to predict patient risk of death learning directly from overall survival data (loss
described in Sec. 5.3 under Learning from patient overall survival). As before, we used
the KM estimator to assess the prognostic power of the classifier’s predictions.
We found that this model was able to learn directly from overall survival data, di-
viding the population into two risk categories (p < 0.01), see Fig. 5.6. Note that no
manual annotation was required on the colorectal liver metastasis dataset to perform
this experiment, only patient records.
5.4.5 Comparing unsupervised and supervised encoders
We repeated the experiment described in Sec. 5.4.4 under Desmoplastic HGP man-
ual annotations using different encoding options. In particular, we compressed the
liver WSIs using several unsupervised and supervised encoding methods, and sub-
sequently trained a CNN classifier to distinguish between dHGP and non-dHGP
status.
We selected several encoders from the original NIC publication[149] as baselines for
the comparison: the unsupervised bidirectional generative adversarial network (Bi-
GAN-pretrained) and the supervised network trained for lymph node tumor classifi-
cation (Supervised-pretrained). Additionally, we trained two BiGAN encoders using
patches extracted from the liver WSIs; in one case applying no augmentation during
training (BiGAN-liver-noaug), and using heavy color augmentation in the other one
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(BiGAN-liver-aug). Finally, we also compared our proposed 4-task multitask encoder
(Multitask n = 4).
Evidence in Fig. 5.4 highlighted three main results. First, heavy color augmenta-
tion played an important role in improving the features extracted by the encoder.
Second, there seemed to be no difference between unsupervised and one-task su-
pervised methods, trained on liver or any other organ. Three, multitask training
substantially improved the overall performance of the system, obtaining the best
classification AUC score of all tested methods (0.895).
5.5 Discussion
In this study, we extended Neural Image Compression[149] by training the encoder
with a supervised multitask learning approach. We trained the encoder to solve four
classification tasks in Computational Pathology simultaneously, and used this model
to perform the gigapixel image compression. First, supervised multitask training
was key to obtaining a high performance at image level, surpassing unsupervised
techniques. We found that increasing the number of tasks used to train the encoder
was directly proportional to the system performance. Second, we obtained state-of-
the-art results in predicting both the speed of tumor proliferation in invasive breast
cancer (TUPAC16 Challenge), and HGP status in colorectal liver metastasis classifi-
cation. These results in real-world tasks showcased the flexibility of multitask NIC
as a method to empower WSI classification. Third, we used the proposed system
to assess patient risk of death by learning directly from overall survival data, i.e.
without human intervention. By doing so, we enabled the CNN classifier to work
as an effective biomarker discovery tool for liver metastasis, moving beyond human
knowledge rather than mimicking pathologists.
We acknowledge the main limitation of the proposed method to be a lack of straight-
forward criteria on how to expand the number and type of tasks used during multi-
task training, i.e. which tasks to select and include in the multitask loss function. We
selected four representative tasks performed in the clinic with high-quality patch-
level annotations. However, our results suggest that the WSI classifier might be sen-
sitive to this choice. Careful weighting of multitask objectives and optimizing which
tasks should be learned together is a matter of study in recent publications in the
field[159–161]. Future work should focus on conducting a more detailed evaluation on
how to select these patch-level tasks, combining multiple objectives optimally, and
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including unsupervised or weakly-annotated data in the multitask loss.
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5.7 Appendix
5.7.1 Architecture and training details of the image-level CNN
The complete CNN architecture consisted of 8 convolutional layers using strided
depthwise separable convolutions with 128 3 × 3 filters, batch normalization (BN),
leaky-ReLU activation (LRA), L2 regularization with 1× 10−5 coefficient, feature-
wise 20% dropout, and stride of 2 except for the 7-th and 8-th layers with no stride;
followed by a dense layer with 128 units, BN and LRA; and a final layer that de-
pended on the application: a softmax dense layer for classification problems, and a
linear output unit for regression tasks.
We trained the CNN using stochastic gradient descent with Adam optimization
and 16-sample mini-batch, decreasing the learning rate by a factor of 10 starting
from 1× 10−2 every time the validation metric plateaued until 1× 10−5. We mini-
mized mean squared error for regression (TUPAC16), cross-entropy for classification
(dHGP vs non-dHGP), and partial log-likelihood for patient risk prediction (target-
ing overall survival).
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Table 5.3: Predicting tumor proliferation speed in TUPAC16 (Spearman corr.) de-
pending on which task was included during multitask training
Lymph Mitosis Prostate Colorectal Correlation
No No No Yes 0.563
No No Yes No 0.515
No Yes No No 0.473
Yes No No No 0.498
No No Yes Yes 0.584
No Yes No Yes 0.573
No Yes Yes No 0.557
Yes No No Yes 0.613
Yes No Yes No 0.548
Yes Yes No No 0.520
No Yes Yes Yes 0.549
Yes No Yes Yes 0.592
Yes Yes No Yes 0.605
Yes Yes Yes No 0.505
Yes Yes Yes Yes 0.569
Yes Yes Yes Yes 0.594
Yes Yes Yes Yes 0.597
Yes Yes Yes Yes 0.591
5.7.2 Multitask training experiments
In Sec. 5.4.3, we experimented varying the number of tasks included during multi-
task training. We trained a set of encoders that were subsequently used to solve the
TUPAC16 task. In Tab. 5.3, we show the performance obtained with each encoder.
5.7.3 Learning from overall survival data
Survival analysis constitutes a regression problem where a model is trained to pre-
dict a risk score for each patient that is proportional to their chances of experiencing
a given event, in this case death. Each patient’s WSI is associated with a label com-
posed of two items: a follow-up period t indicating the number of months that the
patient has been enrolled in the study; and a binary variable e that describes the
event of whether the patient actually died or not. If a patient is event-free until her
last follow-up, i.e. did not die, that sample is considered to be censored since we do
not know when the event could take place in the future. The following introduces a
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loss function that enables a CNN to regress the patient’s risk of death by exploiting
censored and uncensored data.
The Cox’s proportional hazards model[162] is the most widely used method to find
the relationship between censored data and its covariates x. It models the hazard
function h(t, x) (probability of death at a given time) as a product between a time-
dependent baseline h0(t) that is common to all patients, and a term proportional to
the covariates weighted by learned coefficients β:
h(t, x) = h0(t) exp (βx). (5.1)
We can estimate the optimal coefficients β̂ by maximizing the logarithm of the partial
likelihood:















where D corresponds to the set of patients whose death is recorded (uncensored),
and Ri is the set of patients that did not experienced the event before patient i, i.e.
survived longer than patient i.
In this study, the covariate vector x is a compressed WSI γ representing a patient. In-
stead of weighting each pixel with β coefficients to produce a risk score, we param-
eterize this transformation with a CNN as f(θ, γ), with θ representing the trainable











Intuitively, by maximizing the previous term we enforce the CNN to learn a certain
solution θ̂ that assigns high risk scores f(θ, γ) to those patients i ∈ D that died early
in comparison to those patients in each i’s risk set Ri that survived longer, and thus







In this work, we investigated how deep learning based methodologies could be de-
veloped and applied in histopathology image analysis with the long-term goal of
improving breast cancer prognosis. We explored a wide variety of problems in Com-
putational Pathology, and produced innovative technical solutions to tackle them.
In this chapter, we analyze the results and conclusions obtained in the studies con-
ducted within this thesis, interpreting their impact in the field and providing an
outlook to the future.
6.2 Automating mitosis detection in breast cancer
One of the cornerstones of breast cancer grading, i.e. the histopathological assess-
ment of tumor aggressiveness and prognosis, is mitosis counting. Determining the
number of cells undergoing mitosis within the tumor lesion has been shown to be
a reliable and independent prognostic biomarker[11,12]. Therefore, in Chapter 2 we
investigated how to create a deep learning based mitosis detector that could provide
a reliable and robust measure of mitosis counting automatically, and the challenges
involved in such endeavour.
We identified several major issues holding back the development of an excellent
mitosis detector. First, we noticed a high inter-observer variability when experi-
enced pathologists were asked to annotate mitotic figures in entire whole-slide im-
ages (WSIs). This observation pointed out that mitosis detection is a hard problem
even for human observers. Thus, manually identifying and annotating a large set
of mitotic figures to create a reference standard for training was very expensive in
the best case, and often unfeasible within the time frame and budget of our research.
Moreover, given the observer variability of identifying mitoses, a real reference stan-
dard can never be established, necessitating a fallback to, e.g., consensus or majority
voting. To overcome this limitation and effectively scale-up the reference standard
generation process, we proposed a technique based on immunohistochemical (IHC)
restaining. This method consisted in restaining the same hematoxylin and eosin
(H&E) slide with an IHC stain that highlighted our biomarker in the slides, in our
case mitotic figures. By having two images representing the same tissue, we could
detect tens of thousands of mitotic figures in IHC with ease, then transfer them to
H&E automatically. This methodology can be used in any other pathology applica-
tion where the reference standard can be detected with an IHC staining. Since the
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publication of our work, other researchers have successfully used this technique to
generate a reference standard for epithelial cells in prostate tissue[97], showcasing the
flexibility of our approach.
A second major issue impeding robust and reliable automatic mitosis detection was
inter-center stain variation. Generally speaking, deep learning models trained with
images from a given center often underperform when applied to images created in
different laboratories. We investigated the reasons behind this lack of generalization
and hypothesized that none of these models were trained to become truly invari-
ant to changes in stain appearance. We argued that the most widespread technique
to palliate this effect, stain normalization, was only exacerbating the problem by
limiting the input color space to that of a single center. We proposed to use heavy
data augmentation during training to actively enforce the model to ignore stain vari-
ations, so that it would learn discriminative features that were independent from
stain characteristics. Furthermore, we designed a specific color augmentation pro-
tocol based on H&E channel decomposition, producing realistic and varied stain
appearances during the training phase. This specific H&E augmentation improved
the performance of the mitosis detector, and we believe that this data augmentation
protocol should be the default choice when training deep learning models in any
histopathology application. Since we published this work, numerous researchers
have acknowledged, embraced or extended our augmentation procedure[163–179], sig-
naling a clear change from classic stain normalization towards the use of stain aug-
mentation during training.
Our research produced an accurate, robust and stain-invariant mitosis detector that
identifies mitotic figures throughout entire WSIs, locating the hotspot, i.e. the dens-
est region, and providing the number of detections within the hotspot. Since its
conception, this tool has been successfully applied to tens of thousands of images
from dozens of centers, even from different organs than breast. Follow-up studies
to evaluate the performance of this mitosis detector in the clinical setting have been
conducted in recent years[180], concluding that automated quantification of the mi-
totic score was ”feasible without introducing additional bias or variability”. Following
this validation, the same algorithm has been used to accelerate mitosis counting,
allowing researchers to analyze the prognostic information of mitotic scoring at an
unprecedented scale[181]. As more tasks are automatized in pathology, we believe
that more avenues for research would be enabled, allowing Computational Pathol-
ogy to take a leading and transformative role in the clinical setting.
6
120 General discussion
6.3 Addressing inter-center stain variation
Inter-center stain variation is caused by multiple factors, generally explained by the
staining discrepancies between different pathology laboratories and scanning ven-
dors. Typically, models trained with images from a given center tend to underper-
form in images originated in different labs due to a variety of perturbations related
to color shifts. In Chapter 2, we identified inter-center stain variation as a major lim-
iting factor for the performance of deep learning based systems in Computational
Pathology, and hinted at a potential solution to the problem. In Chapter 3, however,
we dived deeper into this issue by analyzing and comparing several methodologies
that were known to produce more robust methods. Moreover, we evaluated these
methodologies across different representative tasks in order to extract general con-
clusions and recommendations for the field of Computational Pathology.
Historically, stain normalization has been the most used method to prevent inter-
center stain variation. Transforming the stain of all images, i.e. training and test,
to that of a common template prevents the model to perceive any stain deviations
and thus performs as expected. However, these methods act as a single-point of
failure and any imperfection in the normalization process can lead to suboptimal
overall performance. Our experiments showed that using stain normalization alone
was not sufficient to address the inter-center stain variation problem when tested
across multiple tasks. Moreover, we argued that simulating inter-lab domain shift
was a more effective task than hand-engineering a routine to perform stain normal-
ization. Following this approach, we proposed a deep learning based method to
transform images from any source to look like those in the training set by removing
simulated stain variations. Our results showed that this and other network-based
methods effectively outperformed more classical approaches, establishing the type
of normalization methods recommended for future use.
Since the advent of deep learning, data augmentation has played a major role in
model robustness, and it has emerged as an indispensable tool to fight inter-center
stain variation. By simulating a wide spectrum of stain appearance during training,
the model learns to ignore features that depend on stain characteristics, effectively
becoming invariant to inter-center stain variations. We found that heavy stain aug-
mentation was sufficient to obtain top classification performance across the evalu-
ated tasks. This and previous results have provoked a paradigm shift from using
stain normalization alone to embracing heavy data augmentation, and have influ-
enced a number of researchers to acknowledge and adopt this methodology in their
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work[163–179]. We believe that data augmentation has become a critical building block
of every Computational Pathology training pipeline, with a strong emphasis on stain
and color variations.
6.4 Gigapixel image classification targeting patient-level
labels
A major research aim within the scope of this thesis has been the development of a
deep learning based methodology that can make predictions from full-sized WSIs.
More specifically, we investigated models that could ingest an entire gigapixel WSI
and predict an image-level label by integrating information from both the global and
the local context in the image. Previous approaches have neglected this idea of an-
alyzing full images and have simplified the process by targeting local features only,
e.g. by annotating pixel-level patterns such as tumor cells or mitotic figures. We
have recognized the importance of patient prognosis as the true reference standard
for patient and disease outcome, and developed a method that was able to learn di-
rectly from these patient records. For example, a classical computer-aided diagnostic
pipeline would first detect tumor cells in the WSI (task 1), then move onto providing
measurements and other hand-engineered features on these detected lesions (task 2),
to finally predict patient diagnosis or prognosis based on a pre-established clinical
guideline (task 3). Our proposal was to develop a deep learning based method to
predict patient diagnosis or prognosis directly from the raw input data (WSIs), al-
lowing this model to discover and exploit patterns related to disease outcome with-
out human intervention.
When attempting to model the relation between WSIs and image-level targets, two
main issues arose. First, the gigapixel resolution of these images imposed an unas-
sumable computational burden on our hardware budget. Processing billions of pix-
els with a single GPU, or even a few of them, resulted in extremely slow processing
times that made experiments unfeasible. Second, even if these images could fit into
memory, training a model with the input dimensionality of a gigapixel image would
require a number of data samples that vastly surpassed what was available at the
time (a few thousand images in the best case). Therefore, in Chapter 4 we designed a
method that could drastically reduce the size of the input image while maintaining
the high-level semantic information present in the raw input intact.
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We introduced Neural Image Compression (NIC), an algorithm that divides the pro-
cess of predicting image-level targets from gigapixel images in two phases: the com-
pression and the training phase. During the compression phase, an encoder network
reduces the size of the input image by extracting feature vectors from local image
patches. Subsequently, the training phase trains a CNN on top of these compressed
images targeting an image-level label using standard deep learning tools. NIC is
based on the idea that most of the pixel-level patterns present in WSIs can be highly
compressed using a neural network. Furthermore, this neural network compressor
can be trained using unlabeled data which is plentiful and available at almost no
cost. What we found in our research was that neural networks were very effective
at extracting high-level features and delivered unprecedented levels of image com-
pression, while still maintaining key information about the raw input. Moreover,
our research pointed out that we could train the encoder using images that were dif-
ferent from those used in the final image-level application. This piece of evidence
suggested that we could use a fixed encoder network to compress any kind of WSI,
regardless of the application or target that we would like to predict. This finding
decoupled the compression phase from the training phase, enabling each phase to be
performed by different actors. Future applications could exploit this idea by, e.g.,
providing compression of WSIs as an independent online service, with different en-
coding options and configurable parameters.
The ability to exploit global and local features simultaneously is a key competitive
advantage of our method, and we believe it to be the main driver of prediction per-
formance. We envision future extensions of NIC in several areas. First, improving
the encoding procedure by means of using more effective unsupervised learning
mechanisms, stronger supervision, or innovative representation learning methods.
Second, designing more sample-efficient models that exploit morphological patterns
in compressed images more effectively. Third, extending the range of applications
beyond classification and regression tasks, e.g., to perform semantic segmentation
at full image-level scale. This approach could have the added benefit of accessing a
much broader image context when compared to regular patch-by-patch segmenta-
tion. More generally, since NIC is a target- and task-agnostic method to deal with
WSIs, compressed images could be used to represent the patient’s histopathological
status, which combined together with the patient’s health records and history could
enable a more data-driven description of each patient ready to be exploited by a va-
riety of machine learning methodologies.
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6.5 Predicting patient prognosis from whole-slide im-
ages
Patient survival is the most fundamental and unbiased form of reference standard
that a machine learning model can learn from. With almost no human intervention,
it provides the true gold standard about the health status of a given patient. Al-
though deep learning models can exploit this kind of reference standard, it comes
with its own drawbacks. Survival data is known to be very noisy and scarce, since
patients might die for unrelated causes and might drop out clinical studies without
explanation. In order to discover discriminative patterns that describe the future
outcome of the disease under consideration, models exploiting these labels must be
very sample efficient. In Chapter 5, we enhanced the efficiency of NIC by incorpo-
rating supervised multitask learning, a method that improved the encoder network
using several supervised signals during training, and achieved an unprecedented
performance in several tasks.
Supervised multitask learning worked by training a regular neural network to solve
several classification tasks simultaneously, that is, the parameters of such model
were optimized to jointly minimize the losses of multiple classification goals. Our
proposal involved four of the most common histopathology tasks: detection of mi-
totic figures, detection of tumor cells, detection of epithelial cells, and tissue-type
multiclass classification. By learning to solve these four tasks simultaneously, the en-
coder was trained to recognize highly discriminative and specific features, while be-
ing actively encouraged to learn a feature representation that was transferable across
multiple domains and tasks. This combination of specificity and transferability dras-
tically improved the quality of the features present in each of the compressed WSIs
after the compression phase, easing the task of the CNN applied to them during the
training phase.
In Chapter 5, we showed that improved NIC could be used to solve a clinically rel-
evant problem with state-of-the-art performance, by predicting the speed of tumor
proliferation in invasive breast cancer (TUPAC 2016 Challenge). We believe that this
milestone marks the beginning of a new framework methodology in Computational
Pathology. For the first time, we can train any standard deep learning based method
on WSIs and image-level labels, achieving state-of-the-art results. The flexibility and
performance of multitask NIC has positioned itself as the default choice for this
kind of image-level application, justifying the creation of even larger histopathol-
ogy datasets with tens or hundreds of thousands patients per cohort.
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Multitask NIC produced compressed images that were much more descriptive than
any previous attempts, effectively reducing the sample-efficiency requirements of
the image-level problem. Moreover, we obtained remarkable results when we used
this method to estimate patient risk of death by learning from overall survival data
directly, without human intervention at all. This result suggested that NIC can be
used as a biomarker discovery tool, i.e., this methodology can potentially find vi-
sual features linked to the disease and eventual death of a given patient. We believe
this to be a revolutionary idea in the field of Computational Pathology since these
systems could evolve from being simple automations of repetitive tasks, to constitut-
ing a fundamental tool in medical research and knowledge discovery. Our research
has drawn substantial attention in the Computer Vision community with Facebook
AI Research writing a blog post entry about it[182], and the Computer Vision News
Magazine featuring our research as a runner-up for best-paper award in the MIDL20
conference[183].
6.6 Future outlook
It is important to recognize that scientists in the field of Computational Pathology
are not only automating tedious and repetitive tasks but revolutionizing how the
entire science of pathology is performed. Pathologists have now access to tools that
enable them to conduct research that was not possible before due to unacceptable
costs in terms of human and material resources, lengthy development time, or high
inter-observer variability. Demonstrating this trend, we developed a tool to perform
automatic mitosis counting which allowed not only to detect mitotic figures seam-
lessly, but to answer completely new research questions. For example, Maschenka
Balkenhol et al. studied whether mitotic counting could be an effective prognostic
biomarker in triple negative breast cancer patients by analyzing hundreds of thou-
sands of mitotic figures in hundreds of patients[181]. This piece of research would
not have been possible without an efficient method to perform mitosis detection in
entire whole-slide images. As the technology advances, we predict that Computa-
tional Pathology solutions will deliver even more value beyond solving repetitive
tasks, and accelerate science in the field of clinical pathology.
The vast majority of the deep learning based solutions currently developed for Com-
putational Pathology are focused on automating clinical tasks that pathologists con-
sider to be highly repetitive and time-consuming. Although this kind of methods
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will continue to exist and expand in the near term, we believe that the bulk of the
future growth will be concentrated around ideas and methodologies that learn di-
rectly from image-level targets. Pathology laboratories have no shortage of WSIs
and patient records in their archives, however, they cannot afford expensive manual
annotations at pixel level for all of them. By scanning these images and using solely
patient records as training labels, research teams could scale-up their experiments to
the hundreds of thousands of patients within their resource budget in a timely fash-
ion. Moreover, we envision a future where multiple WSIs per patient are considered
and analyzed together by deep learning systems, e.g. several H&E and IHC consec-
utive slides from the same tissue block. Since NIC offers a translation tool from raw
pixel space to a more expressive feature space, all these different image modalities
can be easily exploited together, even combined with other sources of information
like clinical records, anatomical information, or other medical modalities such as ra-
diology (e.g. CT scans and X-ray images) or genetics. This method of learning from
vast amounts of multiple heterogeneous forms of input data and patient record tar-
gets is unprecedented and constitutes one of the most comprehensive approaches in
machine learning applied to healthcare. We believe that it would lead to a revolu-
tion in knowledge and biomarker discovery, especially in widespread diseases like
cancer.
6.7 Conclusion
This thesis describes the research work conducted around several fundamental prob-
lems in Computational Pathology. In Chapter 2, we proposed a method to scale up
the creation of pixel-level annotations by combining IHC staining with WSI registra-
tion. We leveraged this process to create a reference standard for mitosis detection
of unprecedented size, and trained a robust mitosis detector that has been used in
numerous clinical studies since then. In Chapter 3, we studied the problem of inter-
center stain variation across multiple tasks, and concluded that heavy color aug-
mentation was key to develop stain-invariant convolutional neural networks. We
proposed a data augmentation procedure that has been used across many Computa-
tional Pathology applications so far. In Chapter 4, we proposed NIC, a novel method
that drastically reduced the size of WSIs so that they could be used to train mod-
els targeting image-level labels directly. We further improved the method in Chap-
ter 5 by training the encoder network with supervised multitask learning, which
resulted in compressed WSIs whose features were more discriminative and transfer-
able across tasks than ever before. We obtained state-of-the-art performance when
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predicting the speed of tumor proliferation in invasive breast cancer. Furthermore,
we trained a model to predict patient risk of death by learning directly from overall
survival records, without manual intervention. According to these results, we be-
lieve that NIC constitutes a revolutionary knowledge and biomarker discovery tool
for the field, and will enable deep learning models to learn from a combination of
medical modalities such as histopathology, patient history, radiology and genetics,
with almost no human intervention.
Summary
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In Chapter 1, we provided an introduction to the fundamental ideas of this thesis and
provided an extensive background to the reader. More specifically, we described the
field of Computational Pathology, and its connection with histopathology and artifi-
cial intelligence. Histopathology is the science that studies the microscopic structure
of human tissue in order to understand the mechanisms of disease. With the advent
of information technology, the field is undergoing a profound process of digitization.
With the development of new image analysis tools, pathologists are starting to use
more and more of these algorithms in both research and clinical routine. A particular
family of image analysis algorithms, deep learning, has dominated the entire field of
Computer Vision for the past few years due to its effectiveness across multiple tasks.
In this chapter, we described the basis to understand the Computational Pathology
revolution and presented the goals of this thesis:
• To address fundamental challenges in Computational Pathology such as: gen-
erating pixel-level annotations, inter-center stain variation, and processing en-
tire whole-slide images.
• To automate a core component of breast cancer grading: performing mitosis
detection at scale, and deriving actionable insights for the pathologists.
• To design a novel method that can perform gigapixel whole-slide image classi-
fication, with the goal of learning from patient overall survival.
In Chapter 2, we proposed a method that can automatically perform robust mitosis
detection throughout entire H&E whole-slide images from breast cancer patients. We
presented three main contributions to the field. First, we developed a method that
exploits H&E stain and immunohistochemistry images to create one of the largest
training sets for mitosis detection to date. Second, we designed a procedure to en-
sure that the mitosis classifier was robust to stain variations. Third, we proposed a
protocol to train the detector to maximize classification performance using hard neg-
ative mining, ensembling, and knowledge distillation. The proposed mitosis detec-
tion solution has been used in thousands of patients from dozens of centers around
the world, in several other papers after our publication, and it has proven to be a
valuable research tool within the medical domain.
In Chapter 3, we addressed the problem of intra- and inter-center stain variation,
and its effect in performance on convolutional neural networks for several Compu-
tational Pathology applications. We analyzed two approaches to solve this problem:
stain augmentation and stain normalization. In both cases, we systematically com-
pared several of the most used techniques and some of our own proposals. After
129
performing hundreds of experiments, we concluded that data augmentation is a
necessary component of any Computational Pathology application in order to ob-
tain models that are robust to stain variation. Additionally, we provided a ranking
of the different techniques evaluated in our experiments, and a protocol for future
use.
In Chapter 4, we introduced the problem of whole-slide image classification. We de-
veloped a novel methodology to train a model that can perform image classification
of an entire gigapixel histopathology slide. This method, known as Neural Image
Compression, consists of two parts. First, an unsupervisedly trained patch encoder
compresses all patches contained in a whole-slide image at very high magnification,
resulting in a substantial reduction in the spatial dimensions. Second, a convolu-
tional neural network classifier is trained on these compressed volumes, targeting
patient-level labels, without the need for pixel-level annotations. We demonstrated
that our method is effective in both natural and histopathology images, resulting in
a publication featured in the prestigious IEEE Transactions on Pattern Analysis and
Machine Intelligence journal.
In Chapter 5, we extended the idea of Neural Image Compression by focusing on im-
proving the encoding mechanism. Instead of using unsupervised training to build
the encoder network, we proposed to use supervised multitask training. We found
that this procedure resulted in an encoder that can extract highly discriminative
and transferable features from any kind of tissue. This improvement in perfor-
mance allowed us to apply the method to two challenging real-world histopathology
datasets. First, we obtained state-of-the-art results in predicting tumor proliferation
speed in breast cancer. Second, we were able to train the model using patient overall
survival as the reference standard, and obtained satisfactory results when predict-
ing the chance of survival for patients with colorectal metastasis in the liver. These
positive results support Neural Image Compression as one of the most promising
solutions for the problem of whole-slide image classification.
In Chapter 6, we reflected on the main findings and contributions of this thesis. We
analyzed the advances and impact in the field, as well as the existing limitations of
the proposed methods. Additionally, we provided a future outlook for research op-





In hoofdstuk 1 introduceerden wij de ideeën die ten grondslag lagen aan dit proef-
schrift en gaven wij een uitgebreide achtergrond. Specifiek ging dit hoofdstuk die-
per in op het veld van de computationele pathologie, en hoe dit zich verhoudt tot de
histopathologie en kunstmatige intelligentie. Histopathologie is de studie van mi-
croscopische structuren in menselijk weefsel met als doel het begrijpen van ziek-
teprocessen. Waar dit veld tot voor kort werd gedomineerd door het gebruik van
microscopen, maakt het door de opkomst van nieuwe technologieën een digitale
transformatie door. Deze nieuwe methoden voor beeldanalyse heeft pathologen de
mogelijkheid gegeven om steeds meer gebruik te maken van algoritmen, zowel bin-
nen het onderzoek als de klinische diagnostiek. Specifiek algoritmes gebaseerd op
deep learning domineren sinds enkele jaren het veld van de beeldanalyse door hun
bewezen effectiviteit. In dit eerste hoofdstuk beschreven we de basis om de revo-
lutie van computationele pathologie te begrijpen en introduceerden we de beoogde
doelen van dit proefschrift:
• Hoe om te gaan met fundamentele uitdagingen binnen de computationele pa-
thologie, waaronder: het genereren van annotaties op gigapixel-schaal, varia-
ties in kleuringen tussen laboratoria, en het in één keer kunnen analyseren van
gedigitaliseerde weefselcoupes (whole-slide images);
• Het automatiseren van een cruciaal component van borstkankergradering: het
herkennen van kerndelingen (mitose), en dit inzichtelijk maken voor patholo-
gen;
• Het ontwerpen van een innovatieve methode die classificatie kan uitvoeren op
gigapixel whole-slide afbeeldingen op basis van patiënt overleving.
In hoofdstuk 2 introduceerden wij een methode om automatisch mitose te detec-
teren in H&E-gekleurde gescande weefselcoupes van borstkankerpatiënten. De toe-
voeging van deze methode aan het veld kan samengevat worden in drie onderdelen.
Ten eerste combineerde onze methode beelden gekleurd met HE en immuunhisto-
chemie. Deze methode resulteerde in de, tot op heden, grootste verzamelde dataset
voor mitosedetectie. Als tweede ontwikkelden wij een procedure die ervoor zorgde
dat de mitosedetectie robuust was tegen variaties in de kleuring van het weefsel.
Als derde zorgde ons trainingsprotocol voor een maximale prestatie, mede door het
includeren van additionele moeilijke negatieve voorbeelden, het samenvoegen van
meerdere modellen en het comprimeren van het model door middel van knowledge
distillation. Het resulterende mitose-algoritme is toegepast op beelden van duizen-
den patiënten uit tientallen centra rond de wereld, gebruikt in verschillende andere
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artikelen, en heeft zich bewezen als een belangrijke onderzoekstool binnen het me-
dische domein.
In hoofdstuk 3 focusten wij op het probleem van kleuringsvariatie tussen én binnen
dezelfde laboratoria, en het effect hiervan op de prestaties van neurale netwerken
voor enkele applicaties binnen de computationele pathologie. We analyseerden twee
mogelijke oplossingen voor dit probleem: het artificieel variëren van de kleuring tij-
dens trainen, en normalisatie van de kleuring vooraf. Voor beide aanpakken verge-
leken we systematisch enkele van de meest gebruikte technieken en introduceerden
we onze eigen nieuwe methodes. Na het uitvoeren van honderden experimenten
konden we concluderen dat het artificieel variëren van trainingsdata cruciaal is voor
elke applicatie binnen de computationele pathologie, met name om robuust te zijn
tegen variaties in de kleuring. Als laatste rangschikten we de verschillende technie-
ken, zoals geëvalueerd in onze experimenten, en stelden we een protocol op voor
toekomstig gebruik.
In hoofdstuk 4 introduceerden we het probleem van het classificeren van gedigi-
taliseerde weefselcoupes. We ontwikkelden een nieuwe methode om een model te
trainen dat in één keer een volledige histopathologische weefselcoupe kan classi-
ficeren, zonder deze eerst op te splitsen in kleinere afbeeldingen. Deze methode,
Neural Image Compression genoemd, bestaat uit twee stappen. Eerst wordt er zonder
supervisie een encoder getraind die kleine delen van het weefselbeeld (patches ge-
noemd) op een hoge vergroting kan comprimeren en op die manier de afmetingen
van de gehele afbeelding kan reduceren. Als tweede stap wordt er een neuraal net-
werk getraind op deze gecomprimeerde volumes, met als doel het voorspellen van
uitkomsten op patiëntniveau. Voor de toepassing van deze methode zijn geen ge-
detailleerde annotaties nodig op het weefselbeeld. We lieten zien dat onze methode
van toepassing is op zowel natuurlijke beelden als gescande weefselcoupes binnen
de histopathologie. Onze resultaten werden gepubliceerd in het prestigieuze vak-
blad IEEE Transactions on Pattern Analysis and Machine Intelligence.
In hoofdstuk 5 breidden we het idee van Neural Image Compression uit door te
focussen op het verbeteren van de eerste component: het compressie/encoder me-
chanisme. In plaats van dit netwerk te trainen zonder annotaties, gebruikten we nu
gelabelde data vanuit meerdere taken. We vonden dat deze methode resulteerde in
een encoder die betekenisvolle data kon extraheren vanuit verschillende weefselty-
pes. Deze verbetering zorgde ervoor dat we de methode konden toepassen op twee
uitdagende datasets in de histopathologie. Als eerste lieten we zien dat we state-of-
A
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the-art resultaten konden behalen in het voorspellen van tumorgroei in borstkanker.
Ten tweede lieten we zien dat we dit model konden trainen als een voorspeller voor
de overleving van patiënten, met een demonstratie op het gebied van colorectale le-
vermetastasen. Beide resultaten laten zien dat Neural Image Compression een veel-
belovende techniek is voor het trainen op gehele weefselcoupes.
In hoofdstuk 6 reflecteerden we op de resultaten en bijdragen van dit proefschrift.
We analyseerden de geboekte vooruitgang en impact op het veld, en de beperkingen
die gebonden zijn aan de voorgestelde methoden. Afsluitend lieten we enkele toe-
komstige richtingen zien voor onderzoeksmogelijkheden binnen de computationele
pathologie en deep learning.
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whole-slide-images for mitosis detection. In Computational Pathology and Ophthalmic Medical
Image Analysis, pages 69–77. Springer, 2018.
[166] Sing T., Hoefling H., Hossain I., Boisclair J., Doelemeyer A., Flandre T., Piaia A., Romanet V.,
Santarossa G., Saravanan C., et al. A deep learning-based model of normal histology. bioRxiv,
page 838417, 2019.
[167] Lampert T., Merveille O., Schmitz J., Forestier G., Feuerhake F., and Wemmert C. Strategies for
training stain invariant cnns. In 2019 IEEE 16th International Symposium on Biomedical Imaging
(ISBI 2019), pages 905–909. IEEE, 2019.
[168] Lafarge M., Pluim J., Eppenhof K., and Veta M. Learning domain-invariant representations of
histological images. Frontiers in medicine, 6:162, 2019.
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garian, Péter. We have been through all kinds of moments together: happy, sad, late
working hours (very late), but also lots of parties (egészségedre!). Those early mo-
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