Abstract. Subdivision cardinal interpolation schemes that preserve functions of positive type are shown to be related to orthonormal multiresolutions. The interpolating function is the solution to a certain optimimization problem, and this makes it possible to derive error estimates, in particular for Lagrange iterative interpolation schemes.
1. Introduction.. The purpose of this paper is to study subdivision cardinal interpolation schemes of the form (1) f ( Since we are studying an interpolation and not a re nement scheme (that is, we do not want to change values of f already calculated) we have to require that (2k) = 1 2 0;k ; k 2 Z ;
(where i;j = 1 if i = j and 0 otherwise).
Observe that the interpolation scheme in (1) is linear and translation invariant. Therefore it su ces to nd the fundamental interpolation function that interpolates the sequence f k;0 g k2Z . Provided the sequence fF(n)g n2Z is known, one can then take as the desired interpolant I (F) the function I (F)(t) def = X k2Z F(k) (t ? k):
(Here and below we use underlined arguments like t to denote arguments used for de ning functions so that for example, t 2 2 : We will only consider the case where and hence are real functions and the main restriction we put on (in some of the results below) is that it is of of positive type (and continuous) which just means that^ and^ are nonnegative functions.
Recall that a function g : A ! C (where A is some additive group) is said to be of positive type if (see e.g. 12]). We say that the subdivision interpolation scheme given by (1) is of positive type if the fundamental interpolation function given by (2) is of positive type. It is straightforward to check that if this is the case, then I (F) is of positive type whenever the sequence F is of positive type.
One way to construct a subdivision interpolation scheme of positive type is to take
where ' is the scaling function of an orthonormal multiresolution (or a multiresolution analysis) of L 2 (R; R) (for simplicity we consider only the real case), i.e., the pair (fV m g m2Z ; ') satis es the following properties:
' 2 L 2 (R; R) and V m is, for each m 2 Z , the closed subspace of L 2 (R; R) spanned by f'(2 ?m t ? k)g k2Z ,
lim m!?1 V m = L 2 (R; R), i.e. lim m!?1 P m f = f for every f 2 L 2 (R; R), where P m is the orthogonal projection of L 2 (R; R) onto V m ,
f'(t ? k)g k2Z is an orthonormal basis in V 0 .
(Concerning (7), note that it follows from the other assumptions that for all f one has lim m!1 P m f = 0 as well, see, e.g. 2].) By (6) and (8) we have
where the lter is given by
It is straightforward to check that if (4) and (8) hold, then is a continuous function of positive type. Combining (4) and (9) we conclude that
Note that in practice, one often follows the reverse reasoning: starting form and , one constructs ' and such that (4) and (10) hold.
If we would consider a complex multiresolution (of L 2 (R; C )), then the only difference is that we should introduce complex conjugates at appropriate places in the formulas above. For further results on multiresolutions, see e.g., 4], 10], and 11].
We shall rst give necessary and su cient conditions for a sequence to be the mask of on interpolation scheme of positive type and we shall prove (the not very surprising result) that essentially every subdivision interpolation scheme of positive type is associated with a multiresolution scheme by means of (4).
It is possible to prove that 2 L 2 (R; R) and 2`2(Z; R). In general one does not have 2 L 1 (R; R) and 2`1(Z; R) which can be seen by considering the example '(t) = sin( t)=( t), in which case = ' and (k) = (k) = sin( k=2))=( k). We shall, however, below make the stronger assumption that P k2Z log(jkj+1)j (k)j < 1.
Observe that if one wants the interpolation scheme to reproduce constants then one must have P k2Z (k) = 1 and this is also a necessary condition for (2) to have a nontrivial integrable solution.
The second and main problem is to nd error estimates. To do this we rst consider another problem: Find a norm k k so that kI (F)k kgk; for all functions g with g(n) = F(n); n 2 Z : It turns out that one should choose the norm to be of the form kgk 2 (11) , (12), (14) , and (15) Then there exists a function 2 C 0 (R; R) which is of positive type so that (2) holds. Moreover, there is a multiresolution (fV m g m2Z ; ') of L 2 (R; R) such that (4) holds.
If has compact support, so has and '. Condition (15) can be given in other, equivalent, forms, see e.g. 4, Thm. 6.3.6] for the corresponding multiresolution case. It follows from the argument in 2, p. 452] that it is satis ed provided^ is continuous and^ (!) 6 = 0 for j!j 1 6 . On the other hand, the standard example of a mask that satis es all required conditions of Theorem 2 except (15) is the one where (0) = 1 2 , ( 3) = 1 4 , and (k) = 0 for all other k, in which case we have^ (!) = (1 + cos(6 !))=2.
The main problem considered in this paper is, however, what error estimates one can derive for subdivision interpolation schemes, and a related question is to what problem, if any, the subdivision interpolation scheme is an extremal solution. For example, the cubic spline interpolant minimizes the L 2 -norm of the second derivative. In general we cannot of course expect to get anything as simple as this, but we can get something that enables us to derive error estimates.
We use the notation T = R=Z , that is, a function with domain T can equivalently be considered to be a function de ned on R which is periodic with period 1.
For example, when we below assume that (!)^ (!) 2 L 1 (T; R), this means that
Note that we do not assume here that the interpolation scheme is of positive type and that if grows su ciently rapidly, then it follows from the assumption
Recall also that by scaling these error estimates (as well as those given below) one gets results for the interpolation of a function at nodes 2 ?j k where one can then let j ! 1.
Let us as an example consider the well-known case of cubic splines. The basic interpolation function does in this case satisfy (4) Thus we see that the function in Theorem 3 can be chosen to be
and we have the following estimate that follows easily from the ones in 4, Sect. 
Note that by Proposition 4 we have (23) at least for Lagrange iterative interpolation schemes and one gets an upper bound for the constant ess sup j!j 1=2 j!j q By (3) it follows that is of positive type as well, which again by Bochner's theorem implies that is the Fourier transform of a positive measure on 0; 1). But from (3) and (29) we can easily conclude that this measure is in fact absolutely continuous with respect to Lebesgue measure (so that^ is a function) and we havê (!) = X k2Ẑ (2! + 2k);
and therefore (11) is a direct consequence of (28). Because 0 a.e. ^ (!) a.e. 1 we have 2`2(Z; R) by Plancherel's theorem. Let us now assume that (13) holds. It follows that we have 2`1(Z; R) and from
From (11) and (12) it follows that we must have 0 ^ (0) 1 but if^ (0) < 1 then we see from (30) that^ (!) = 0 for all ! 2 R which is impossible. Therefore we have (14) . In order to prove (15) we rst show that the series P k2Ẑ (! + k) that appears in (28) converges uniformly on 0; 1]. Therefore we consider the function g n (t) def = maxf0; minfn ? nt; n + ntgg (the graph of g n and the t-axis thus form a triangle with corners at ( 1=n; 0) and (0; n)) and note that it is a standard result that c g n (!) = sin( !=n) 2 =( !=n) 2 (16) and (33) we therefore conclude that the sequence fP m g m2N converges uniformly on compact intervals toward P and this shows that P is continuous. (15) This inequality allows us to apply the dominated convergence theorem and we conclude that (35) P m ! P in L 1 (R; R):
An immediate consequence of assumption
Now we can choose so that^ = P. From the de nition of P follows that (30) holds. By (35) we see that (34) holds with P m replaced by P, and this is equivalent to (28) or (k) = 0;k , that is, is a fundamental interpolation function which is of positive type because^ (!) is nonnegative.
If has compact support we can use a lemma by Riesz, see 4, Lemma 6.1.3] and the fact that is real and of positive type to nd a real sequence with compact support such that
We may of course assume that^ (0) = 1 and we can de ne the function ' by'(!) = 
We observe that h(n) = 0 for all n 2 Zand thatĥ 2 L 1 (R; C ).
Let p(!) def = (!)^ (!)F(!). A straightforward calculation shows that
If p is a trigonometric polynomial, i.e., a nite linear combination of the functions e 2 ik! where k 2 Z , then it follows from the fact that h(n) = 0 for all n 2 Z that R R p (!)ĥ(!) d! = 0. Since p 2 L 1 (T; C ) it is possible to nd a sequence fp n (!)g n2N of trigonometric polynomials such that p n (!) ! p(!) almost everwhere and sup n2N kp n k L 1 (T ) < 1. But then we see that
If we combine this result with (36) and recall the de nition of h, then we easily see that (17) The claimed result now follows by (37) and (38) We let e def = f ? I (f jZ ), and we de ne the function p 2 L 1 (T; C ) by requiring that p(!) =ê(!), when ?1=2 < ! 1=2. By the same argument that was used in the proof of Theorem 3 we nd that
Recalling the de nition of p we therefore get the following result with the aid of H older's inequality: The proof of Theorem 6 is essentially the same as the proof of 8, Thm. 1], but for completeness we give it here. We begin by proving a lemma that could be derived from more general results as well. such that j j is the spectral radius of A.
Proof of Lemma 7. Assume, without loss of generality, that 2 (0; 1). We choose a sequence f n g n2N of positive numbers such that lim n!1 n = 0 and so that the functions a n de ned by a n (!)
2 a(! ? t) dt + n ; n 2 N; satisfy (39) a n (!) a(!); n 2 N:
Furthermore, we see that the functions a n belong to C (T; R) and (40) 2 : Because c a n (k) = maxf0; 1 ? jkj n+1 gâ(k) + n 0;k it follows that a n is a trigonometric polynomial. If now f 2 C( 0; 1]; C ) is a trigonometric polynomial, then a n (!)f(!) = Fourier transform of A n f. Thus A n maps a nite dimensional space of trigonometric polynomials into itself, and therefore there is an eigenvalue n of A n such that j n j = n where n is the spectral radius of A n restricted to this space. We denote the corresponding eigenfunction by v n and we normalize it so that kv n k C( 0;1]) = 1. We note that n is also equal to the spectral radius of A n in the space C( 0; 1]; C ), because by the nonnegativity of a n we have kA m n k = kA m n 1k C( 0;1]) where k k is the operator norm in any one of these spaces. By (39) we have n (where is the spectral radius of A) and from (41) +1 2 : We can also de ne B in a similar way with a n replaced by a. We note that B n applied to a function that does not depend on its second argument, gives the same result (as a function of its rst argument) as A n applied to the same function (with jg n (!; )j < 1:
But this means that the functions v n are uniformly H older continuous, in particular, equicontinuous, and we may pass to the limit and obtain a nontrivial function v 2 C( 0; 1]; C ) such that Av = v where j j = .
Proof of Theorem 6. First we consider the operator A. By changing variables and using the periodicity of a we easily see that for all f, g 2 C(T; C ) we have
In particular, this implies that if we de ne numbers p;m by where k k denotes the operator norm. From the moment assumption on follows that^ 2 C 2M+1 (T; R) and hence it is clear that if we want to prove that a 2 C 1 (T; R), then the only points where there may be problems are the points 1 2 + Z , and by periodicity it su ces to consider the point 1 2 . By (26) and Taylor's formula we havê
Now a straightforward calculation where we use the fact that^ 2 C 2M+1 (T; R) shows that lim !!1=2 a(!) and lim !!1=2 a 0 (!) both exist, and this gives the desired conclusion that a 2 C 1 (T; R).
Thus we can apply Lemma 7 and we conclude that there is a nontrivial function It is clear that (A m 1)(!) m , ! 2 0; 1], hence kA m k m , and it follows that the spectral radius of A is at least . Since jcos( !)j 1 for all ! we conclude from (11) and the de nition of a that 1. By (27) we have a( 1 2 ) 6 = 0 and we see that a(0) = 1 because^ (0) = 1 by (14) . Since jcos( !)j < 1 when ! = 2 Zit therefore follows from Thus the claimed equivalence follows from (47), (49), and (50).
