The Generalized Assignment Problem (GAP) is the problem of finding the minimal cost assignment of jobs to machines such that each job is assigned to exactly one machine, subject to capacity restrictions on the machines. We propose a new stochastic model for the GAP. A tight condition on this stochastic model under which the GAP is feasible with probability one when the number of jobs goes to infinity is derived. This new stochastic model enables us to analyze the adequacy of most of the random generators given for the GAP in the literature. We demonstrate that the random generators commonly used to test solution procedures for the GAP tend to create easier problem instances when the number of machines m increases. We describe a greedy heuristic for the GAP, and use it to illustrate the results from the paper.
INTRODUCTION
In the Generalized Assignment problem (GAP) there are jobs which need to be processed and machines which can process these jobs. Each machine has a given capacity, and the processing time of each job depends on the machine that processes that job. The GAP is then the problem of assigning each job to exactly one machine, so that the total cost of processing the jobs is minimized and each machine does not exceed its available capacity. The problem can be formulated as an integer linear programming problem as follows: x ij = 1 j = 1 n x ij ∈ 0 1 i = 1 m j = 1 n where the cost coefficients c ij , the requirement coefficients a ij , and the capacity parameters b i are all nonnegative. The GAP was defined by Ross and Soland (1975) , and is inspired by real-life problems such as assigning jobs to computer networks (see Balachandran 1976) , fixed charge plant location, where customer requirements must be satisfied by a single plant (see Geoffrion and Graves 1974) , and the Single Sourcing Problem (see De Maio and Roveda 1971) . Other applications that have been studied are routing problems (see Fisher and Jaikumar 1981) , the p-median location problem (see Ross and Soland 1977) , and the maximal covering location problem (see Klastorin 1979) . Various approaches can be found to solve this problem, most of which were summarized by Cattrysse and Van Wassenhove (1992) , and Osman (1995) .
Because of its interest, this problem has been studied extensively from an algorithmic point of view. Different exact algorithms and heuristics have been proposed in the literature. Nevertheless, all approaches suffer from the -Hardness of the GAP (see Fisher et al. 1986 ). This means that computational requirements for solving this problem to optimality tend to increase very quickly, with only a modest increase in the size of the problem. Moreover, the decision problem associated with the feasibility of the GAP is an -Complete problem (see Martello and Toth 1990) . Therefore, even to test whether a problem instance has at least one feasible solution is computationally hard.
In a general context, problem instances are generated to validate solution procedures. However, as Hall and Posner (1996) mention, data-generation schemes may introduce biases into the computational results. They consider the feasibility of the problem instances to be one of the properties to analyze in a data-generation scheme. They propose two approaches to avoiding infeasible problem instances. The first one is to generate problem instances without regard for feasibility and discard the infeasible ones, and the second one is to enforce feasibility in the data-generation process. Obviously, the first approach can be very time consuming when the generator of problem instances is not adequate.
Stochastic models for the GAP have been proposed by Dyer and Frieze (1992) , and Romeijn and Piersma (2000) . In the latter paper, a probabilistic analysis of the optimal solution of the GAP under this model was performed, studying the asymptotic behaviour of the optimal solution value as the number of jobs n (the parameter measuring the size of the problem) goes to infinity. Furthermore, a tight condition on the stochastic model under which the GAP is feasible with probability one when n goes to infinity is derived.
In this paper, we propose a new stochastic model for the GAP which has as a particular case the one proposed by Romeijn and Piersma (2000) . A tight condition on this stochastic model under which the GAP is feasible with probability one when n goes to infinity is derived. This new stochastic model enables us to analyze the adequacy of most of the random generators given for the GAP in the literature. We demonstrate that the random generators used to test solution procedures for the GAP tend to create easier problem instances when the number of machines m increases.
The remainder of this paper is structured as follows. In §2 we describe a new stochastic model for the GAP, which we will call RR. We derive a tight condition on this stochastic model, under which feasible problem instances are generated with probability one when the number of jobs grows to infinity, and we make this condition more explicit under additional assumptions. Moreover, we introduce the concept of asymptotically equivalent stochastic models to extend the results obtained for the case of RR. We prove that the same feasibility conditions hold for models that are asymptotically equivalent. In §3 new stochastic models are described which basically cover all the random generators proposed in the literature for the GAP. Those are analyzed by using the feasibility condition obtained for RR. In §4 we describe a class of greedy heuristics for the GAP, a particular instance of which is then used to illustrate the results from the paper. We end the paper in §5 with some concluding remarks. Romeijn and Piersma (2000) propose a stochastic model for the GAP in which the vectors of requirements are i.i.d. for all the jobs, similarly for the vectors of costs, and the available capacity is assumed to grow linearly with the number of jobs. A tight condition on this stochastic model under which the GAP is feasible with probability one when n goes to infinity is derived. This stochastic model has as a particular case the random generator of problem instances proposed by Trick (1992) . We define a generalization of this stochastic model to cover more random generators from the literature.
STOCHASTIC MODEL FOR THE GAP
Throughout this paper, random variables will be denoted by capital letters, and their realizations by the corresponding lowercase letters. Let A j = A 1j A mj be i.i.d. absolutely continuous random vectors in the bounded set A A m , and similarly, C j = C 1j C mj i.i.d. absolutely continuous vectors in the bounded set C C m . Note that in the absence of remarkable differences between the machines, the fraction n/m is an estimate of the number of jobs assigned to each machine. The average available capacity per job can now be defined as the convex combination of two terms, each of them imposing a target size on each machine. The first one, i , is fixed with respect to the requirements and the costs. The second one is equal to n j=1 A ij /n, which depends on the requirements on each machine. To control the tightness of the problem instances, we multiply this convex combination by a strictly positive factor . Thus, the capacity of machine i, say B i , is equal to
A ij /n n/m
where is strictly positive, 1 and 2 are the coefficients of the convex combination, i.e., 1 and 2 are nonnegative and 1 + 2 = 1, and i is a strictly positive number for each i = 1 m. Hereafter, we will denote this stochastic model by RR. Whenever the parameters need to be known we will use the notation RR 1 2 A , where
m . The stochastic model addressed by Romeijn and Piersma (2000) can be obtained by choosing 2 = 0, i.e., RR 1 0
A . In §2.1, a feasibility condition for RR will be derived which, as a by-product, yields the feasibility condition from in Romeijn and Piersma (2000) . In
§2.2, we analyze the particular case in which the requirements are independently and identically distributed according to an increasing failure rate distribution. The uniform distribution is the most widely used in the random generators proposed in the literature. This is a particular case of an increasing failure rate distribution, and we analyze it in §2.3. In §2.4, the concept of asymptotically equivalent stochastic models is introduced, as those generating similar available capacity when n goes to infinity. We will prove that the same feasibility conditions hold for asymptotically equivalent stochastic models. This result enables us to analyze the tightness of other stochastic models through the condition derived for RR.
Feasibility Condition for RR
To analyze the tightness of the problem instances of the GAP generated by RR, we use a similar approach as used by Romeijn and Piersma (2000) for the particular case RR 1 0 A of RR. We consider the following auxiliary maximization problem to decide whether a given problem instance of the GAP has at least one feasible solution, 868 / Romeijn and Romero Morales or additional capacity is needed to ensure feasibility:
The decision variable s measures the excess or shortage capacity. In particular, if s 0 there is no capacity shortage, and the corresponding GAP has a feasible solution. On the other hand, if s < 0 there is a shortage of capacity, and the feasible region of the corresponding GAP is empty. Moreover, note that the auxiliary problem (F) always has a feasible solution. Let v n be the optimal value of (F), and v LP n be the optimal value of the LP-relaxation of (F). In light of the above remarks, the GAP is feasible if and only if v n 0. Below we will use the following relationship between v n and v LP n : v n v LP n − m · A (since there are at most m fractionally assigned jobs in a basic optimal LP-solution, see, e.g., Benders and Van Nunen 1983) .
The next result shows the asymptotic behaviour of the relative optimal value of the LP-relaxation of (F).
Theorem 2.1. Under RR, there exist constants and R such that, for each n 1 and t > 0,
where K is a universal constant, is equal to
and is the unit simplex.
Proof. See the Appendix.
We may observe that the expression of is independent of the distribution of the costs. Whenever the parameters need to be known we will use the notation 1 2
A . Note that by substituting 2 = 0, we recover the expression of given in Romeijn and Piersma (2000) as a special case.
From Theorem 2.1, a condition on the stochastic model RR can be derived to ensure feasibility of the GAP (as well as its LP-relaxation) with probability one when n goes to infinity.
Theorem 2.2. Under RR, as n −→ , the GAP is infeasible with probability one if < 0, and feasible with probability one if > 0.
Proof. Recall that the GAP is feasible if and only if V n is nonnegative. Therefore,
It follows that the GAP is feasible with probability zero (and thus infeasible with probability one) if < 0 since then, for 0 < < − ,
by Theorem 2.1, and
It follows that the GAP is infeasible with probability zero (and thus feasible with probability one) if > 0, since then for n > mA/ ,
Identical Increasing Failure Rate Requirements
In this section, we consider the case in which the requirements are independently and identically distributed according to some increasing failure rate (IFR) distribution with support A A . Recall that an IFR distribution is an absolutely continuous distribution with distribution function F and density function f , such that the failure rate (or hazard) function f a / 1 − F a is an increasing function of a. Because the requirements are identically distributed for all the machines, it is reasonable to choose i = 1 for all i = 1 m. We will obtain an explicit expression for . 
Proof. Let e be the vector in m with all the components equal to one. By using the definition of , we have that
where ( 
1 1 + 2 A 11 and infeasible with probability one when the inequality is reversed.
Proof. This follows immediately from Theorem 2.2 and Theorem 2.3.
We may observe that the lower bound
1 1 + 2 A 11 on the parameter controlling the tightness of the problem instances, , decreases when m increases. Moreover, lim m→+ m = A 1 1 + 2 A 11 Through this particular case of RR, we realize that should be dependent on the number of machines m, say m , in such a way that m decreases when the number of machines increases. In §3, we will deduce that the random generators proposed in the literature are not adequate, because they do not reflect this dependence on the number of machines m, but consider constant. Therefore, when the number of machines grows the problem instances generated are less tight.
Uniformly Distributed Requirements
Mainly, the random generators for the GAP proposed in the literature assume that the requirements are independently and identically distributed according to a uniform distribution. Because the uniform distribution has IFR, Theorem 2.4 can be applied to this particular distribution to obtain a lower bound on the parameter measuring the tightness of the problem instances, , with probability one when n goes to infinity. In the following result, we assume that
m to impose the same target size as the random generators from the literature.
. according to a uniform distribution with support A A . Under RR 1 2
A 11 e A , as n −→ , the GAP is feasible with probability one if
and infeasible when the strict inequality is reversed.
Proof. The result follows immediately from Theorem 2.4 by substituting min i=1 m A i1 = m·A+A m+1
A 11 = A+A 2 , and i = A 11 for each i = 1 m.
As was shown in §2.2, the obtained lower bound
on the parameter controlling the tightness of the problem instances, , decreases when m increases, and converges to 2 · A/ A + A as m goes to infinity. Moreover, U m can be rewritten as
and then, we can easily see that it depends only on m and the ratio A A
. In fact, it decreases when the ratio A A increases. In Figure 1 , the lower bounds obtained for requirements distributed according to a uniform distribution on [5, 25] , [25, 45] , and [1, 100] are plotted. Function 1 m is the lower bound obtained for requirements generated uniformly on [5, 25] . Since A > A, we know that the ratio A+k A+k k 0, decreases when k increases. Function 2 m illustrates this fact. When interval [5, 25] is shifted to [25, 45] we observe that the lower bound increases since the ratio has been decreased from 5 to 9/5. Finally, function 3 m is the lower bound obtained when the requirements are generated uniformly on [1, 100]. Lower bounds on the tightness.
Asymptotically Equivalent Stochastic Models
As we will see in §3, many of the stochastic models proposed for the GAP in the literature are captured by RR. To analyze the feasibility of the models that do no fit within RR, we define the concept of asymptotically equivalent stochastic stochastic models. We will show that feasibility conditions for asymptotically equivalent models are the same. So, they will be studied through particular cases of RR.
Definition 2.6. Let A C B and A C B be two stochastic models for the GAP. We will say that A C B and A C B are asymptotically equivalent if the following statements hold: 1. Requirements and costs are equally distributed in both of the models.
2. For each i = 1 m,
with probability one when n goes to infinity.
In the next result we show that feasibility conditions are the same for asymptotically equivalent stochastic models.
Proposition 2.7. Let A C B and A C B be two asymptotically equivalent stochastic models for the GAP. Then, A C B is feasible with probability one when n goes to infinity if and only if A C B is feasible with probability one when n goes to infinity.
Proof. Let v LP n be the optimal value of the LP-relaxation of (F) for A C B and v LP n be the optimal value of (F) for A C B . It is enough to prove that as n goes to infinity
with probability one. From Theorem 2.1, we know that
where inequality (5) follows from Lemma A.2 (see the Appendix), and inequality (6) since i 1 for each i = 1 m. Hence, by applying Claim 2 of the definition of asymptotically equivalent models, and the Law of the Large Numbers together with Claim 1 from the same definition, the desired result follows.
When the number of jobs is large enough, the target size imposed by n j=1 A ij /n tends to the expected value of A i1 A i1 . Hence, the next proposition shows how RR is asymptotically equivalent to the particular case where the target size is independent of the problem instance. Proof. By construction, requirements and costs are equally distributed in both of the models, so the first condition for equivalence is satisfied. Thus, we only need to prove that the limits of the relative capacities generated by both of the models are equal. Let B be the vector of capacities generated by RR 1 2 A and B the one generated by RR 1 0 1 + 2 A 1 A . By the Law of the Large Numbers,
/m with probability one when n goes to infinity for each i = 1 m. Moreover, the relative capacity generated by
A is constant and equal to 1 i + 2 A i1 /m which proves the desired result.
EXISTING GENERATORS FOR THE GAP
As is remarked by Amini and Racer (1994) , a problem set that admits few feasible solutions is able to test the performance of a method more so than a set that admits many solutions. So, we are interested in analyzing the tightness of the problem instances of the GAP proposed in the literature. In this section we will go through the generators of problems instances of the GAP that can be found in the literature. Our goal is to fit each one within the stochastic model RR described in §2, or at least to find a particular case of RR asymptotically equivalent to it. Through those relations, we will find conditions on the parameters of these stochastic models to ensure feasibility with probability one when n goes to infinity. Five new stochastic models are introduced which are generalizations of models that can be found in the literature. These stochastic models will be named by the initials of the authors who proposed them. Throughout this section, the requirements and the costs will satisfy the same assumptions as in RR, i.e., A j = A 1j A mj are i.i.d. absolutely continuous random vectors in the bounded set A A m , and similarly, C j = C 1j C mj are i.i.d. absolutely continuous vectors in the bounded set C C m . To prove relations between those stochastic models and RR, we will use the expression of the limit of the relative capacity generated by RR 1 2 A obtained in Proposition 2.8, that is,
with probability one as n goes to infinity for each i = 1 m.
Ross and Soland
Let RS 1 2 A be the stochastic model setting the available capacities to
where 1 2 , and satisfy the same conditions as in RR, i.e., is a strictly positive, 1 and 2 are nonnegative and 1 + 2 = 1 is a nonnegative vector, and where J * i is the set of jobs for which machine i is the cheapest one, i.e.,
where ties are broken arbitrarily.
To show the relationship between RS and RR we will use the following result. 
Proof. See the Appendix. A is asymptotically equivalent to RR 1 2 A .
Proof. By construction, requirements and costs are generated in the same way in both of the models. Then, it is enough to show that the relative capacities are equal in the limit with probability one. By the Law of the Large Numbers and Proposition 3.1, we have
with probability one as n goes to infinity for each i = 1 m. The result follows from Proposition 2.8 because all A i1 are equal.
The following corollary follows directly from Proposition 3.2 and Theorem 2.2.
Corollary 3.3. Assume that the requirements
, and A j and C j are independent. Under RS, as n −→ , the GAP is infeasible with probability one if < 0, and feasible with probability one if > 0.
In the particular case in which the requirements are independently and identically distributed according to an IFR distribution, and i = 1 for each i = 1 m, we obtain the same condition for feasibility with probability one when n goes to infinity as in Theorem 2.4. 
Under RS, as n −→ , the GAP is feasible with probability one if
and infeasible with probability one when the inequality is reversed. Ross and Soland (1975) propose the first generator for the GAP. They consider the costs and the requirements to be uniformly distributed in [10 50] and [5 25], respectively, and the available capacities are set to
where J * i is defined by (7). To justify this choice, they argue that one would expect random problems to be trivial when b i max i=1 m j∈J * i a ij , and to be infeasible when b i < A 11 n/m. Note that in §3.3 a tighter upper bound for infeasibility with probability one when the number of jobs grows to infinity is found. This is the particular case RS 0 6 0 4
A 11 e 1 A of the model RS. Martello and Toth (1981) propose the four well-known types of problem instances, A, B, C, D, which are the most used to test algorithms proposed for the GAP; see (Amini and Racer 1995 , Cattrysse et al. 1994 , Chu and Beasley 1997 , Fisher et al. 1986 , Guignard and Rosenwein 1989 , Lorena and Narciso 1996 , Osman 1995 , Savelsbergh 1997 . Type A is exactly the generator of Ross and Soland. However, they observe that problems of this type afford many feasible solutions. So they define a tighter kind of problem instances B, by setting b i to 70 percent of the ones generated by Type A. This is clearly still a particular case, namely RS 0 6 0 4
A 11 e 0 7 A , of the model RS. Analogous to Corollary 2.5, we have the following corollary. A 11 e A , as n −→ , the GAP is feasible with probability one if
In Figure 2 (see §3.6) the function U m = Tightness of the generators in the literature.
Type C of Martello and Toth
Let MTC A be the stochastic model setting the available capacities to
where is a strictly positive number. The stochastic model MTC A is the particular case RR 0 1 0 A of RR. By Theorem 2.2, we know that under MTC A , as n −→ , the GAP is infeasible with probability one if 0 1 0 A < 0, and feasible with probability one if 0 1 0 A > 0. In the particular case that the requirements are independently and identically distributed according to an IFR distribution, we can obtain a more explicit condition as a special case of Theorem 2.4. 
and infeasible with probability one when the inequality is reversed.
Types C and D of the generators of Martello and Toth set b i to
This is the particular case MTC(0 8 A) of the model MTC. Type C uses the same assumptions for the costs and the requirements as Types A and B described in §3.1. Type D introduces a correlation between them, thus requirements are uniformly generated in 1 100 and costs are defined as c ij = 111 − a ij + u, where u is uniformly generated in (−10 10). When the requirements are i.i.d. according to a uniform distribution, we obtain the same lower bound on as in Corollary 2.5. In Figure 2 (see §3.6) we can find the representation of the horizontal line m = 0 8.
Trick
Let T A be the stochastic model setting the available capacities to
where is strictly positive. The stochastic model T A is the particular case RR(1 0 A) of RR where i = A i1 for each i = 1 m. By Theorem 2.2, we know that under T A , as n −→ , the GAP is infeasible with probability one if 1 0 A 1 A < 0, and feasible with probability one if 1 0 A 1 A > 0. In the particular case in which the requirements are independently and identically distributed according to an IFR distribution, we can obtain a more explicit condition as a special case of Theorem 2.4. 
and infeasible with probability one when the inequality is reversed. Trick (1992) argues that in the case of generating large problem instances, the size that makes the problem trivial is quite large (see §3.1), so he defines the available capacity by choosing ∈ 0 5 0 75 1 . He assumes the same assumptions for the requirements and the costs as Ross and Soland do. These are particular cases T 0 5 A T 0 75 A , and T 1 A of T. We obtain the same lower bound on as in Corollary 2.5. In Figure 2 (see §3.6) we can find the representation of the horizontal lines m = 0 5 m = 0 75, and m = 1.
Chalmet and Gelders

Let CG 1 2
A be the stochastic model setting the available capacities to
where is strictly positive, 1 and 2 are nonnegative and 1 + 2 = 1. In the next proposition, A i A i represents the support of the random variable A i1 , for each i = 1 m.
Proposition 3.8. The stochastic model CG 1 2 A is asymptotically equivalent to RR 1 0 A where
Proof. The limit of the relative capacity generated by CG 1 2 A is equal to
with probability one as n goes to infinity for each i = 1 m. Then, by choosing i = 1 A i − A i /2 for each i = 1 m, the result follows.
We may observe that the target size i has no clear meaning in general, because it depends only on the range of the requirements. By Theorem 2.2, we have that under CG 1 2 A , as n −→ , the GAP is infeasible with probability one 1 0 1 A −A 2 A < 0, and feasible with probability one if 1 0 1
A > 0. In the particular case that the requirements are independently and identically distributed according to an IFR distribution, we an obtain a more explicit condition as a special case of Theorem 2.4. A , as n −→ , the GAP is feasible with probability one if
and infeasible with probability one when the inequality is reversed. Chalmet and Gelders (1976) propose the following definition of the available capacities:
They assume the same assumptions for the requirements and the costs as Ross and Soland do. This is the particular case CG 0 6 0 4 A of model CG. Because the target size imposed by this model is not reasonable, we will not analyze this model further.
Racer and Amini
Let RA A be the stochastic model setting the available capacities to
where is strictly positive. By Theorem 2.2, we know that, under RA A , as n −→ , the GAP is infeasible with probability one if 0 1 0 A < 0, and feasible with probability one if 0 1 0 A > 0. In the particular case when the requirements are independently and identically distributed according to an IFR distribution, we can obtain a more explicit condition as a special case of Theorem 2.4. 
Racer and Amini (1994) add a type E to the list of Martello and Toth. The purpose is again to correlate the costs and the requirements. The requirements are set to a ij = 1 − 10 ln u ij , the costs to c ij = 100 a ij − 10v ij , where U ij and V ij are uniformly distributed on (0, 1), and the available capacity to
This model is asymptotically equivalent to the particular case RA 0 8 A of the model RA A . Because this model generates the same capacities as MTC when the number of jobs is large enough, we will not analyze it further. Figure 2 gives us an idea about the tightness of the problem instances generated by Ross and Soland, Martello and Toth and Trick. We may recall that the lower bound obtained to generate feasible problem instances with probability one when the number of jobs grows to infinity is the same for all of them, and it is named 1 m in Figure 2 
Graphical Comparison
NUMERICAL ILLUSTRATION
In this section, we will illustrate the theoretical results from this paper by comparing the conclusions drawn about the behaviour of a generalized greedy heuristic for the GAP, using random problem instances generated by two models that are widely used in the literature: the model of Ross and Soland, model B of Martello and Toth (see §3.1), and a comparable model from the class RR. Note that this section is not intended to investigate the performance of the proposed heuristic, but to show how the conclusions that can be drawn about the performance of a heuristic depend on the model used for the generation of random problem instances, thereby illustrating the desirability of using a comparable set of problem instances. Note also that we do not intend to recommend values for the tightness parameter for the models. Clearly, different contexts may call for the use of problem instances that are either very tight or very loose, and the choice that is made with respect to the tightness of problem instances may very well influence which is the most effective heuristic to be used. However, it will be clear that in any case, the use of a consistent set of problem instances among problem sizes is important.
A Class of Generalized Greedy Heuristics
Martello and Toth propose the most widely used heuristic for the GAP to generate feasible solutions. The heuristic is based on an ordering of the jobs. In particular, the assignment of job j to machine i is measured by a weight function f i j . For each job, the difference between the second-smallest and smallest values of f i j is computed, and the jobs are assigned, in a greedy fashion, in decreasing order of this difference. Taking into account the capacity constraints on the machines, the machines exhibiting the smallest and second-smallest values f i j for a particular job are chosen only among the feasible machines for that job. Martello and Toth (1981) propose a number of different choices for the weight function f i j , such as f i j = c ij or f i j = a ij . Romeijn and Romero Morales (2000) propose to use the following weight function:
to jointly take into account the fact that it is desirable to assign a job to a machine with minimal cost and minimal capacity usage. Here, * i ∈ + is the optimal dual multiplier of the ith capacity constraint of the LP-relaxation of the GAP. Under the stochastic model proposed by Romeijn and Piersma (2000) , asymptotical feasibility and optimality with probability one of a slight variant of the greedy heuristic is proved for this weight function, which we will therefore use in the remainder of this paper.
Note that by not assigning the job with the largest difference between the two smallest values for the corresponding weight function in a greedy fashion, but rather choosing the job to be assigned randomly among a list of candidates having the largest differences, a so-called GRASP algorithm can easily be constructed (see, e.g., Feo and Resende 1995 for an overview of GRASP algorithms; see Pardalos et al. 1997 , Resende et al. 1996 for related GRASP algorithms for the quadratic assignment problem; and see Migdalas et al. 1997 for parallel implementations of such heuristics).
Note that the greedy heuristic described above does not guarantee that a feasible solution will always be found. In the worst case, the heuristic provides a partial solution for the GAP which means that capacity constraints are not violated, but there may exist jobs which are not scheduled by any machine. Observe that semi-assignment constraints are violated but integrality constraints hold. We have added a local exchange heuristic to the greedy heuristic, with the objective to find a feasible solution that coincides as much as possible with the greedy solution. In particular, given a nonassigned job j we will try to assign it to the machine using the least capacity to process it, i j . The heuristic will look for a job l assigned to machine i j and a job p assigned to a machine different from i j , such that by exchanging l and p we still have a partial solution for the GAP, and we free sufficient capacity on machine i j to assign job j to machine i j .
Computational Results
In this section we will test the performance of the greedy heuristic proposed in §4.1 on random problem instances of the GAP, using the following three models:
1. the model of Ross and Soland (Martello and Toth's type A), i.e., RS(0 6 0 4
A 11 e 1 A); 2. Martello and Toth's type B, i.e., RS(0 6 0 4 A 11 e 0 7 A); and 3. an RR generator comparable to these models: RR (0 6 0 4
A 11 e 2 1 · 5m+25 15 m+1
A . The multiplier 2 1 in RR is chosen so that problem instances generated using that model approach the problem instances generated using Martello and Toth's type B as the number of machines m grows to infinity. For completeness' sake, we recall here the capacities corresponding to the three models mentioned above:
As is most common in the literature, the costs c ij were generated uniformly between 10 and 50, and the processing times a ij uniformly between 5 and 25. In Figure 3 , the tightness imposed by the three models are plotted together, where the notation is similar to Figure 2 . For the numerical experiments, the number of machines was varied from 5 to 50, and the number of jobs was chosen to be 15m. For each problem size, 100 problem instances were generated. All the runs were performed on an IBM RS6000 Model 370. The LP-relaxation of the GAP was solved using CPLEX 6 0 (1998). Figure 4 shows the behaviour of the average fraction of problem instances in which a feasible solution could be found in the first phase of the heuristic (i.e., without using the local exchange heuristic to find a feasible solution). We observe that this fraction increases with the number of machines for Martello and Toth's type B generator. Ross and Soland's generator seems to generate relatively easy problem instances (for which the first phase of the heuristic always finds a feasible solution), whereas the RR generator shows a modest and fairly stable number of infeasibilities. Figure 5 shows the behaviour of the average error bound (measured as the relative difference between the LP-relaxation value and the heuristic value, including the local exchange phase) as the number of machines increases. Using Ross and Soland's and Martello and Toth's type B generators, the main conclusion would be that the heuristic works better for larger problem instances than for smaller problem instances. In addition, using Ross and Soland's generator, one could conclude that the heuristic almost always finds the optimal solution. The theoretical results in § §2 and 3 in this paper show that this behaviour is not due to the characteristics of the heuristic, but due to the characteristics of the generated problem instances. In particular, as the number of machines increases, the capacity constraints are becoming less binding, making the problem instances easier. Using the generator RR, which yields problem instances that are comparable among different numbers of machines, we reach the conclusion that the heuristic performs quite well for small problem instances, with a modest increase in relative error as the size of the problem instances increases. Average error (including heuristic improving feasibility), n = 15m.
SUMMARY AND CONCLUDING REMARKS
In this paper we have considered the Generalized Assignment Problem (GAP) of finding a minimum-cost assignment of jobs to machines with capacity constraints. A new stochastic model for the problem parameters has been proposed, and conditions on the parameters defining this model have been found which ensure that feasible problem instances will be found with a probability of one when the number of jobs grows to infinity. Through this stochastic model we have been able to analyze the random generators for the GAP that are used in the literature for empirical testing. From that analysis we concluded that these random generators are not adequate because they tend to generate easier problem instances when the number of machines increases. The effect of this on the conclusions drawn about the performance of a heuristic was illustrated empirically.
APPENDIX
The following theorem is used in the proof of Theorem 2.1. Theorem 2.1. Under RR, there exist constants and R such that, for each n 1 and t > 0,
Proof. Dualizing the capacity constraints in F with vector ∈ If m i=1 i = 1, the objective function can be increased to + . Thus, the feasible region of vectors can be reduced to the set . For each vector ∈ , the decision variable x ij is equal to 1 if the minimum of s a sj is reached at component i, otherwise it is equal to 0. Therefore, value v n is equal to Y ij −→ A 11 /m with probability one when n goes to infinity, and then, the maximum on i tends to the same expression.
