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Abstract
We prove a coherence theorem for braided monoidal bicategories and relate it to
the coherence theorem for monoidal bicategories. We show how coherence for these
structures can be interpretted topologically using up-to-homotopy operad actions
and the algebraic classification of surface braids.
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fundamental 2-groupoid
1 Introduction
Braided monoidal categories have appeared in various branches of mathemat-
ics in the past two decades. They show up in category theory as the centers
of monoidal categories, and in higher dimensional category theory as special
kinds of weak 3-categories [13]. Categories whose morphisms are of a geomet-
ric nature are often braided, such as categories of ribbons. Many categories
related to representation theory often have nontrivial braiding. For instance,
complex representations of GLn(Fq), where here n is allowed to vary, give rise
to a graded ring by taking characters. This ring is commutative, but the tensor
product of representations from which the multiplication is derived is merely
braided [18].
Braided monoidal 2-categories are a much more recent subject of study, and
sadly fewer concrete examples have been constructed. The first definition was
given by Kapranov and Voevodsky in [21]. This definition was later improved
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upon by Baez and Neuchl in [4] by requiring that the two solutions to the
Zamalodchikov tetrahedron equation, S+ and S−, be equal. Sjoerd Crans later
made a further improvement by adding new unit conditions to the definition
in [8].
It is important, though, that braided monoidal 2-categories were defined and
studied before braided monoidal bicategories. This is likely due to compu-
tational issues, most notably that performing computations in a monoidal 2-
category is far simpler than performing them in a monoidal bicategory; adding
a braiding only serves to make working in the semi-strict setting even more
attractive. Monoidal 2-categories are honest monoids in the monoidal category
Gray of 2-categories equipped with the Gray tensor product, while monoidal
bicategories are essentially one-object tricategories and thus only monoids in
a very weak sense. Monoidal bicategories are much more difficult to deal with
computationally than Gray-monoids, although the coherence theorem in [14]
goes a long way towards remedying this difference.
Every monoidal bicategory is monoidally biequivalent to a monoidal 2-category
(that is, a Gray-monoid) by the coherence theorem for tricategories [13,14],
but there are deeper questions about braided monoidal bicategories which have
no analogue in the realm of braided monoidal categories. The key insight here
is that the only strictness one can impose on a braided monoidal category is
that the underlying monoidal category be strict, the braiding itself can neither
be strict nor non-strict. There is a definition of a symmetric monoidal cate-
gory which does impose an extra axiom, but this gives a new structure, not
an equivalent but more well-behaved version of a braided monoidal category.
The difference at the two-dimensional level is that the definition of a braided
monoidal 2-category asks that the braiding be somewhat strict by imposing
axioms on some of the 1-cells involved.
Thus we arrive at two crucial coherence questions: what is the weakest possi-
ble definition of a braided monoidal bicategory, and how does this structure
relate to the braided monoidal 2-categories of previous authors? The answer
to the first question turns out to be relatively straightforward. Weakening the
definition of Baez and Neuchl is a simple matter of altering pasting diagrams,
as is weakening the definition of Crans. The weakening procedure is largely
uninteresting by the coherence theorem for monoidal bicategories, but the fi-
nal product is far less trivial. For instance, our weakening of the Baez-Neuchl
definition completely ignores Crans’ unit axioms, but the coherence results we
prove – Theorems 23 and 27 in particular – recover them in the strictification
process.
The central theoretical concern of this paper is understanding the structure of
free braided monoidal bicategories. Just as in studying the coherence theory
for monoidal and braided monoidal categories, understanding what equations
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hold in free braided monoidal bicategories is the first step to being able to
easily calculate within them. We solve this problem completely in the case of
the free braided monoidal bicategory on a set S by showing that in this case
a pair of parallel 1-cells is either uniquely isomorphic or not isomorphic at all.
This coherence theorem highlights a key feature of both braided monoidal
categories and braided monoidal bicategories: the interesting structure occurs
on the level of 1-cells. In the braided monoidal category case, this is the top
dimension of the structure. But in the braided monoidal bicategory case, we
also have 2-cells, and the coherence theorem shows that these 2-cells do not
introduce any new braided phenomena that was not already present at the
1-cell level. This is the reflection in category theory that the configuration
space of n unordered points in the plane is a K(Bn, 1) where Bn is the nth
braid group. Thus while there are many non-isomorphic parallel 1-cells in this
free object corresponding to different elements of the fundamental group of
the configuration space, if two parallel 1-cells are isomorphic then they are
uniquely so, corresponding to the fact that π2 of this configuration space is
zero.
While the categorical and bicategorical theories produce very similar struc-
tures, there is a significant increase in the complexity of the algebra by mov-
ing up a dimension: the free braided monoidal category on one object is small
enough to understand directly in a generators-and-relations fashion, while the
same cannot be said of the corresponding free braided monoidal bicategory.
It is relatively simple to show that the free braided monoidal category on one
object is equivalent, as a braided monoidal category, to the disjoint union of
the braid groups now thought of as one-object groupoids. This disjoint union
B has objects the natural numbers [n] and hom-sets empty if the source and
target are different or equal to the nth braid group in the case of B([n], [n]).
The braided monoidal structure on B is quite easy to describe directly by
drawing pictures of braids. This equivalence of categories makes understand-
ing free braided monoidal categories much simpler, and the resulting coherence
theorems allow computations in an arbitrary braided monoidal category to be
greatly simplified. While a similar result is true for braided monoidal bicate-
gories, the algebra is much too difficult to tackle directly.
To understand the algebra of the free braided monoidal bicategory on one
object, it is instructive to first understand the algebra of the free braided
monoidal category on one object in a more sophisticated way. First, recall
that the nth braid group can be defined as the fundamental group of the con-
figuration space of n unordered points in R2, denoted B(n,R2). This space is
path-connected, so we can replace the fundamental group by the fundamental
groupoid as these are equivalent as categories. Now the fundamental groupoid
functor commutes with coproducts, and thus the free braided monoidal cate-
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gory on one object is equivalent to
Π1
(∐
B(n,R2)
)
.
The braided monoidal structure on this category is still somewhat artificial and
to remedy this we utilize the theory of symmetric operads. First we note that
B(n,R2) is homotopy equivalent to C2(n)/Σn, where C2 is the little 2-cubes
operad, so ∐
B(n,R2) ≃
∐
C2(n)/Σn.
But recall that
∐
C2(n)/Σn is actually the free C2-algebra on a terminal space.
It is easy to show that if a space X is a C2-algebra, then Π1X is actually a
braided monoidal category. Using the homotopy equivalence above, it is then
straightforward to show that B is equivalent, as a braided monoidal category,
to the braided monoidal category Π1
(∐
C2(n)/Σn
)
obtained using the algebra
structure over C2. Therefore we have replaced the very hands-on definition of
the braided monoidal structure on B with the topologically-derived braided
monoidal structure on Π1
(∐
C2(n)/Σn
)
.
The coherence theorem for braided monoidal bicategories follows the same
strategy. We show that the free braided monoidal bicategory on one object
is biequivalent, as a braided monoidal bicategory, to the braided monoidal
bicategory
Π2
(∐
C2(n)/Σn
)
,
where the braided monoidal structure on this fundamental 2-groupoid is un-
derstood completely in terms of the C2-algebra structure. Analyzing which
equations of 2-cells hold in the free object amounts to understanding the
topology of configuration spaces and the little 2-cubes operad.
The topology of these configuration spaces is intimately linked with the ge-
ometry of surfaces embedded in R4. The 2-cells of the bicategory
Π2
(∐
B(n,R2)
)
are homotopy classes of homotopies between braids, which after smooth ap-
proximation can be represented by smooth surfaces embedded in R4. These
surfaces have boundary, and the pieces of the boundary coming from the
source and target of these 2-cells are both braids in R3. Carter and Saito
[7] have studied a very similar classification problem, and have classified am-
bient isotopy classes of certain surfaces embedded in R4 under the name of
braid movie moves. The surfaces themselves are the braid movies, and the
braid movie moves give an algebraic description of possible ambient isotopies
between them. Because our surfaces are homotopies and not general braid
4
movies, it turns out that the relevant braid movie moves are precisely what
they call the C-I braid movie moves. Our homotopy classes correspond to
Carter and Saito’s ambient isotopy classes, so their classification theorem then
becomes a complete description of the equations between 2-cells in this fun-
damental 2-groupoid. But the C-I braid movie moves of Carter and Saito also
give the axioms for braided monoidal bicategories (modulo strictness questions
which are handled by coherence for monoidal bicategories), thus establishing a
braided monoidal biequivalence between the free braided monoidal bicategory
on one object and this fundamental 2-groupoid.
The strategy employed here has obvious generalizations in two different di-
rections corresponding to the categorical dimension and the topological codi-
mension. Studying Πn
(∐
B(k,R2)
)
should yield information about braided
monoidal n-categories, although this is far beyond the scope of current tech-
nology in higher dimensional category theory. It is also possible to increase
the topological codimension by changing R2 to R3, R4, or higher values. One
might hypothesize that the case of R3 should be related to sylleptic monoidal
bicategories in a fashion analogous to the braided case. Here we would use
the little 3-cubes operad to induce a sylleptic structure on the fundamental
2-groupoid. The roadblock now is geometric rather than categorical: there is
no classification theorem for surface braids in R5 whose source and target
braids lie in R4. The extra structure giving a sylleptic monoidal bicategory is
an isomorphism γ2 ∼= 1 between the braiding squared and the identity. This
isomorphism could certainly be realized geometrically, but the Morse-theoretic
classification of ambient isotopies between these types of surface braids has
not yet been carried out.
The paper proceeds as follow. Section 2 is an overview of relevant background
material, including braided monoidal bicategories and 2-categories, configura-
tion spaces, surface braids, and symmetric operads. This section will not have
detailed proofs. For a discussion of configuration spaces and braids, we refer
the reader to [10] and [12], and for a treatment of symmetric operads in the
topological case the original work of May [24] is a good reference. The reader
should consult the books of Kamada [19] or Carter and Saito [7] for more
details of the results needed about surface braids.
Section 3 gives the full construction of the fundamental 2-groupoid. We first
construct a tricategory of topological spaces, and then show that the funda-
mental 2-groupoid is a functor of tricategories Π2 : Top → Bicat. We then
show that when the spaces involved are algebras over the little 1- or 2-cubes
operads, then the fundamental 2-groupoids can be equipped with the structure
of a monoidal or braided monoidal bicategory, respectively. These structured
fundamental 2-groupoids then allow us to equip some bicategories with extra
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structure by using the fact that the forgetful functors
MonBicat→ Bicat,
BrMonBicat→ Bicat
both lift biadjoint biequivalences. Thus even spaces which are only homo-
topy equivalent to algebras for the operads Cn have fundamental 2-groupoids
which come equipped with additional monoidal structure once a homotopy
equivalence is chosen. In particular, the fundamental 2-groupoid of the space∐
B(n,R2) is braided monoidal, even though this space is not itself an algebra
for C2.
Section 4 studies free monoidal and braided monoidal bicategories in detail.
This is where we prove our coherence theorems. This section splits into two
parts. For the first, we use the already known coherence theory for monoidal
bicategories to show that the free such object is appropriately biequivalent
to the fundamental 2-groupoid of a coproduct of configuration spaces. In the
second we reverse this, proving the biequivalence and then using that to give
a coherence result using topology and geometry.
Section 5 gives a strictification result. We show that every braided monoidal
bicategory is appropriately biequivalent to a braided monoidal 2-category in
the sense of Crans [8]. Here we assume the reader is familiar with the stricti-
fication construction given for tricategories in [14].
We note here that all concepts are the maximally weak version unless stated
otherwise, so that functor means weak functor or weak monoidal functor,
etc. Thus the prefix “2-” will always be used to indicate strictness with one
exception: we use the phrase “fundamental 2-groupoid” even though the con-
struction is weak. The reader should be cautioned, though, that monoidal
2-categories are not monoids in the category 2Cat with the Cartesian prod-
uct, but rather they are monoids inGray which is the same category but with
the monoidal structure given by the Gray tensor product.
2 Background
This section will give the necessary background definitions and results for the
rest of the paper. We begin by reviewing the definition of the little n-cubes
operad Cn and stating some basic results. Every operad gives rise to a monad,
and we write the monad associated to Cn as Cn. Then we recall how certain free
algebras over Cn are Σn-equivariantly homotopy equivalent to configuration
spaces. Next we review the definitions and basic results of surface braid theory.
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Finally, we give the central definitions of braided monoidal bicategory and
braided monoidal 2-category (following Crans [8]).
2.1 Operads and monads
Recall that the data for a symmetric operad P in a symmetric monoidal cat-
egory M consists of objects P(n) for all integers n ≥ 0, maps
αn,(k1,...,kn) : P(n)⊗ P(k1)⊗ · · · ⊗ P(kn)→ P(k1 + · · ·+ kn),
a unit map ι : I → P(1), and a right Σn-action on P(n) for each n. These
maps must satisfy associativity, unit, and equivariance axioms. These axioms
are actually just the axioms for the sequence of objects {P(n)} to be a monoid
in the monoidal category of symmetric collections in M .
If P is a symmetric operad in M ,then an algebra for P consists of an object
X ∈M and maps
P(n)⊗X⊗n → X
satisfying associativity, unit, and equivariance axioms. If M happened to
be closed monoidal, then the symmetric collection defined by EndX(n) =
M(X⊗n, X) is an operad, with multiplication given using both composition
and the tensor product. In this case, an algebra structure on X is nothing
more than a map of operads P→ EndX . There is then a category of algebras
for P with morphisms defined to be those maps of underlying objects which
strictly preserve the action of P. We refer the reader to [24] for the complete
definitions in the case M = Top as this is the only case needed for our work.
We also have the related notion of a monad on a category. The data for a
monad (T, µ, η) on a category C consists of a functor T : C → C and natural
transformations η : 1C ⇒ T , µ : T ◦ T ⇒ T satisfying associativity and unit
axioms. Once again, these axioms amount to nothing more than the axioms
for a monoid in the monoidal category of endofunctors on C.
Given a monad (T, µ, η) on C, an algebra for T consists of an object X ∈ C
and a morphism α : TX → X satisfying associativity and unit axioms. Just
as with the case of an operad, a monad T gives rise to a category of algebras
with morphisms (X,α) → (Y, β) being those morphisms f : X → Y in C
that strictly preserve the action of T . We refer the reader to [23] for a full
treatment of monads and their algebras.
The basic result relating operads and monads is the following.
Proposition 1 Let P be an operad in M . Then the functor P defined on
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objects by
X 7→
∐
n≥0
P(n)⊗Σn X
⊗n
is a monad. The category of algebras for the operad P is equivalent to the
category of algebras for the monad P .
The operads in this work will naturally act on based spaces, so the description
above of the monad associated to an operad needs to be altered. We will
consider an operad P in the category of unbased spaces, and algebras for it
in the category of based spaces. These algebras will be the algebras for the
monad P defined on objects by
X 7→
∐
n≥0
P(n)×Σn X
×n/ ∼,
where ∼ generates an equivalence relation making basepoint identifications
(see [24] for the precise relation). In the case that we require our operad P to
act on an unbased space, we first attach a disjoint basepoint.
The most important operads for this work are the little n-cubes operads Cn
introduced by May [24]. Let J denote the open unit interval. A little n-cube is
a linear embedding α : Jn → Jn which is of the form α = α1 × α2 × · · · × αn
where each αi is a linear map
αi(t) = (yi − xi)t+ xi, 0 ≤ xi < yi ≤ 1.
The space Cn(k) is the subspace of Map
(
(Jn)k, Jn
)
consisting of those k-
tuples of little n-cubes which are pairwise disjoint. (The reader should note
that Cn(0) = ∗ as there is a unique empty collection of little n-cubes; this
will be important later to produce units for our monoidal bicategories.) There
is an obvious operadic multiplication on the spaces of little n-cubes given by
composition of maps. It is simple to check that this is a symmetric operad in
the category of spaces. The fundamental result about Cn is the following [24].
Theorem 2 1. Let X be a pointed space. Then the n-fold loop space of X,
ΩnX, is an algebra for Cn.
2. Let X be a path-connected pointed space. If X is also an algebra for Cn,
then X is weakly equivalent to ΩnY for some pointed space Y .
2.2 Configuration spaces
Given a space X and a natural number k, let Config(k,X) denote the space
of k-tuples of points (x1, . . . , xk) in the space X such that xi 6= xj if i 6= j
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with the topology induced by the obvious inclusion
Config(k,X) →֒ Xk.
NowXk has a free action of the symmetric group Σk, and Config(k,X) inherits
this action.
Definition B(k,X) is the quotient space Config(k,X)/Σk.
We refer the reader to [24] for a proof of the following proposition.
Proposition 3 The free Cn-algebra Cn(∗) on the terminal (unbased) space *
is homotopy equivalent to ∐
k≥0
B(k,Rn).
There is also a version of this result replacing the terminal set ∗ with any set S.
To state the result, we must first define the configuration space of k unordered
points in X with labels in the set S. Let π : (X×S)k → Xk be the map which
projects onto the X-coordinates. Consider the subspace π−1
(
Config(k,X)
)
in
(X × S)k. This is the space of k-tuples
(
(x1, s1), . . . , (xk, sk)
)
such that the
points xi are all distinct; in particular, two different points can have the same
label. This space has a free action of the symmetric group Σk.
Definition B(k,X ;S) is the quotient space
π−1
(
Config(k,X)
)
/Σk.
We record the next two propositions for future use, they are both simple to
prove.
Proposition 4 The free Cn-algebra Cn(S) on the set S viewed as an unbased,
discrete space is homotopy equivalent to
∐
k≥0
B(k,Rn;S).
Proposition 5 The natural map B(k,X ;S) → B(k,X) which forgets the
labels is a fibration with fiber Sk.
2.3 Braid movie moves and surface braids
In this section we will introduce the classification of surface braids via braid
movie moves of Carter and Saito [7]. This classification result serves to re-
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late the topology of configuration spaces to the algebra of braided monoidal
bicategories. We begin with the basic definitions (see [19], Chapter 14).
Definition Let D2i , i = 1, 2, denote a pair of 2-disks, and pri : D
2
1×D
2
2 → D
2
i
the projection map to the ith disk. Let Qm be a collection of m interior points
of D21. A surface braid S of degree m is an oriented 2-manifold embedded
properly and locally flatly in D21 ×D
2
2 such that
• the restriction of pr2 to S, pr2|S : S → D
2
2, is a branched covering map of
degree m, and
• the boundary ∂S is Qm × ∂D
2
2 .
Definition Let S, S ′ be two surface braids. Then S is equivalent to S ′ if there
is an ambient isotopy {hu}u∈[0,1] satisfying the following conditions:
• h1(S) = S
′;
• for each u ∈ [0, 1], hu is fiber-preserving in the sense that there is a homeo-
morphism Hu : D
2
2 → D
2
2 such that pr2 ◦ hu = Hu ◦ pr2; and
• hu restricted to D
2
1 × ∂D
2
2 is the identity for each u ∈ [0, 1].
Note in particular that equivalent surface braids necessarily have the same
boundary.
There are two simpler classes of surface braids that we will be interested in
later. We define them now.
Definition Let S be a surface braid of degree m. S is trivial if S is equivalent
to Qm×D
2
2, and S is simple if the branched covering is simple, i.e., if for every
branch point y in D22 there exists a unique singular point x with pr2(x) = y,
and this singular point has degree 2.
Now that we have defined simple surface braids, we can view them as maps into
an extended configuration space as follows. We define the space Confige(X, k)
to be the subspace of Xk consisting of those points (x1, . . . , xk) such that there
exists at most one pair of indices s < t for which xs = xt. The symmetric group
acts on this space, so we define the extended configuration space Be(X, k) to be
the quotient Confige(X, k)/Σk. It should be clear that the usual configuration
space B(X, k) is the subspace consisting of those points for which there is no
pair of indices s < t with xs = xt; the complement of B(X, k) is called the
singular locus, and is denoted Σ(1)m (X) by Kamada. In the case that X is the
interior of the 2-disk, simple surface braids can be identified with certain kinds
of maps D2 → Be(X, k). We record the following crucial lemma for later use
and refer the reader to [19] for more discussion of this viewpoint.
Lemma 6 Let S, S ′ be simple surface braids represented by maps s, s′ : D2 →
Be(X, k). If s, s
′ are homotopic via a map K : I ×D2 → Be(X, k) such that
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• each map Kt has the property that Kt(∂D
2) = Qm, and
• each map Kt intersects Σ
(1)
m (int D
2) transversely,
then S and S ′ are equivalent surface braids.
Turning from the geometric approach to surface braids to an algebraic classifi-
cation, we introduce the theory leading to Carter and Saito’s results on braid
movie moves [7].
Definition A braid movie is a sequence
(1 = w0, w1, . . . , wk−1, wk = 1)
where each wi is an element in the free monoid generated by symbols s
±1
i ,
i = 1, . . . , n − 1, (i.e., a word in these symbols) that satisfies the following
condition. For index i, we have that wi = wi−1 or that wi differs from wi−1 by
one of the following elementary braid changes, where here any exponent ǫ is
either 1 or −1:
(1) insertion or deletion of sǫj ,
(2) insertion or deletion of a pair sǫjs
−ǫ
j ,
(3) replacement of sǫ1j s
ǫ2
l with s
ǫ2
l s
ǫ1
j if |j − l| > 1, and
(4) replacement of sǫls
ǫ
js
ǫ
l with s
ǫ
js
ǫ
ls
ǫ
j or replacement of s
ǫ
ls
ǫ
js
−ǫ
l with s
−ǫ
j s
ǫ
ls
ǫ
j
if |j − l| = 1.
Every braid movie gives rise to a surface braid by interpreting the elementary
braid changes as embedded surfaces in D21 ×D
2
2, and every surface braid can
be decomposed into a braid movie. We now seek to understand how the braid
movie representation can help determine when two surface braids are equiv-
alent. To this end, Carter and Saito [6] defined fourteen braid movie moves.
These fall into four groups called the C-I, C-II, C-III, and C-IV moves which
are related to the C-moves of Kamada. We will not define the moves here, but
we do note in passing that it is precisely the C-I moves that do not involve
branch points.
Before we can state the main result of this section, we must explain one more
way to alter a braid movie. Suppose that (w0, . . . , wk) and (w
′
0, . . . , wk′) are two
braid movies such that wj = w
′
j for all indices except a single one i. Suppose
in addition we have that wp = upvp and w
′
p = u
′
pv
′
p for p ∈ {i− 1, i, i+1} such
that
• ui is obtained from ui−1 by the elementary braid change η and vi = vi−1,
• u′i = u
′
i−1 and v
′
i is obtained from v
′
i−1 by the elementary braid change ξ,
• ui = ui+1 and vi+1 is obtained from vi by ξ, and
• u′i+1 is obtained from u
′
i by η and v
′
i+1 = vi.
In this case, we say that (w′0, . . . , wk′) is obtained from (w0, . . . , wk) by a
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locality change.
Theorem 7 (Carter and Saito, [6]) Two braid movies represent equiva-
lent surface braids if and only if they are related by
(1) a sequence of C-I, C-II, C-III, and C-IV braid movies moves,
(2) alterations of braid movie moves via replacing sj with s
−1
j , running any
sequence of braid movie move backwards, or replacing a sequence of braid
movie moves by the sequence of its palindromes, and
(3) locality changes.
2.4 Braided monoidal bicategories and 2-categories
Here we present the definitions of braided monoidal bicategory and braided
monoidal 2-category. A fully weak definition of braided monoidal bicategory
has not been proposed in the literature, although the one given here is an
obvious weakening of the various definitions of braided monoidal 2-category.
This definition follows the standard philosophy of categorification in which
we replace the old axioms (the two hexagons in the definition of a braided
monoidal category) with new isomorphisms (the modifications R(−,−|−) and
R(−|−,−)) and then add new axioms between these. We also give the definition
of braided monoidal 2-category as finalized by Crans in [8] as a strictified
version of our definition of braided monoidal bicategory.
Before giving the definition, we make four notational comments. First, we have
written the tensor product as concatenation to save space. Second, adjoint
equivalences are written f and have left adjoint f , right adjoint f , invertible
unit ηf : I ⇒ f
f , and invertible counit εf : ff
 ⇒ I. Third, we freely replace
2-cells by their mates under adjoint equivalences without altering the name
of the 2-cell (see [22] for a discussion of mates and their various properties).
Finally, we have presented the invertible modifications in the definition be-
low by giving their components on objects instead of displaying the source
and target transformations explicitly. The interested reader should find this
alternate description easy to construct.
Definition Let B = (B,⊗, I, a, l, r, π, µ, ρ, λ) be a monoidal bicategory. Then
a braiding for B consists of
• an adjoint equivalence R : ⊗ ⇒ ⊗◦ τ in Bicat(B×B,B), where we define
τ : B ×B → B ×B to interchange the coordinates;
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• an invertible modification R(−|−,−) as displayed below;
(AB)C
(BA)C
R1
::ttttt
B(AC)a //
B(CA)
1R
$$JJ
JJJ
A(BC)
a $$JJ
JJJ
(BC)A
R
//
a
::ttttt
R(A|B,C)

• and an invertible modification R(−,−|−) as displayed below;
A(BC)
A(CB)
1R
::ttttt
(AC)Ba
 //
(CA)B
R1
$$JJ
JJJ
(AB)C
a $$J
JJJ
J
C(AB)
R
//
a
::ttttt
R(A,B|C)

all subject to the following four axioms.
(AB)(CD)
A(B(CD))
a ??
A(B(DC))
1(1R) ??
A((BD)C)
1a ??
A((DB)C)
1(R1) // A(D(BC))1a //
(AD)(BC)
a
?
???
((AD)B)C
a
?
???
((DA)B)C
(R1)1
?
???
((AB)C)D
a
$$I
II
II
II
II
I
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A braided monoidal bicategory is a monoidal bicategory equipped with a braid-
ing.
While these axioms might look quite daunting, they are in fact just algebraic
expressions of the notion that a pair of homotopies that each start at the braid
γ and end at the braid γ′ are in fact themselves homotopic. For instance, the
first axiom concerns the case of a braid with four strands in which the first
three strands are braided past the final one. This can be done either all at once
(this is the 1-cell target of the pasting diagram) or it can be done step-by-step
in which strand 3 is braided past strand 4, then strand 2 is braided past strand
4, and finally strand 1 is braided past strand 4 (this is the 1-cell source). The
two different composite 2-cells which are claimed to be equal in this axiom
are just two different ways to transform the step-by-step method into the all-
at-once method using the algebra available in a braided monoidal bicategory.
The other three axioms also have similar interpretations. In fact, one could
take the presentation of these axioms seriously, and view them as certain
three-dimensional polytopes in which the two-dimensional faces are precisely
the 2-cells in each equation above. Doing so produces polytopes discovered by
Bar-Natan in [4].
Recall that the category of 2-categories and strict 2-functors has a variety of
tensor products, two of which shall be important here. The first is the Carte-
sian structure, and this tensor product has the property that − × B is left
adjoint to [B,−] where [B,C] is the 2-category of 2-functors, 2-natural trans-
formations, and modifications. The second is the Gray tensor product ⊗ which
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has the property that −⊗B is left adjoint to Hom(B,−) where Hom(B,C)
is the 2-category of 2-functors, pseudonatural transformations, and modifica-
tions. The Gray tensor product gives the category of 2-categories the struc-
ture of a closed symmetric monoidal category, and monoids in this symmetric
monoidal category are called monoidal 2-categories or Gray-monoids. One
form of the coherence theorem for monoidal bicategories states that every
monoidal bicategory is monoidally biequivalent to a monoidal 2-category. In
the final section of this paper, we will extend this result to the braided case and
show that every braided monoidal bicategory is braided monoidally biequiva-
lent to a braided monoidal 2-category as defined below.
Definition A braided monoidal bicategory B is a braided monoidal 2-category
if the following conditions hold.
(1) The underlying monoidal bicategory of B is a Gray-monoid.
(2) The following unit conditions hold.
• The adjoint equivalence RI,A between I ⊗ A and A⊗ I is the identity
adjoint equivalence on A.
• The adjoint equivalence RA,I between A⊗ I and I ⊗ A is the identity
adjoint equivalence on A.
• The isomorphism 2-cell
ABI BIA
R //
BAI
R1 %%LL
LLL
LLL
L
1R
99rrrrrrrrr
R(A|B,I)

is the identity 2-cell 1RA,B .
• Similarly, the isomorphism 2-cells R(A|I,B), R(A,I|B), R(I,A|B) all equal the
identity 2-cell 1RA,B .
• The isomorphism 2-cells R(I|A,B), R(A,B|I) both equal the identity 2-cell
11AB .
It is worth noting that in a braided monoidal 2-category, not only are there
additional unit axioms, but the standard four axioms for a braiding are sub-
stantially simpler. For instance, the fourth axiom becomes the equality of
pastings below.
ABC
BAC BCA
CBA
ACB CAB
ABC
BAC BCA
CBA
ACB CAB
R1
BB
1R //
R1
:
::
::
:
1R :
::
::
:
R1
//
1R
BB
R
44jjjjjjjjjjjjjjj
R
44jjjjjjjjjjjjjjj
R1
BB
1R //
R1
:
::
::
:
1R :
::
::
:
R1
//
1R
BB
R **TTT
TTTT
TTTT
TTTT
R
**TTT
TTTT
TTTT
TTTT
=∼= ∼=
⇓R
⇓R−1 ⇓R−1
⇓R
We will also need the notion of a braided monoidal functor between braided
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monoidal bicategories.
Definition Let B,C be braided monoidal bicategories. Let B,C be braided
monoidal bicategories. A braided monoidal functor F : B → C consists of
• an underlying monoidal functor F : B → C and
• an invertible modification U as displayed below,
B × B C × C
F×F //
C
⊗C

B × B
τ
 


B
⊗ ?
??
??
F
//
⊗

⇓ χR⇐
B × B C × C
F×F //
C
⊗C

B × B
τ
 


B
⊗ ?
??
??
F
//
C × C
τ
 


⊗ ?
??
??
F×F //
=
⇓ χ
R
⇐
U +3
subject to the following two axioms.
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⇓FR
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Definition A functor F : B → C between braided monoidal bicategories is
a braided monoidal biequivalence if it is a braided monoidal functor and a
biequivalence on the underlying bicategories.
3 Fundamental 2-groupoids
This section focuses on the construction of the fundamental 2-groupoid of a
space. The final goal of this section is to equip the fundamental 2-groupoid
of a C2-algebra with the structure of a braided monoidal bicategory which we
will then use to study the fundamental 2-groupoid of configuration spaces.
To achieve this goal, we proceed in several steps. We first construct a tricate-
gory of topological spaces, Top. That such a tricategory should exist is well-
known, but the author knows of no reference giving an explicit construction.
The second step is to describe the fundamental 2-groupoid Π2 as a functor of
tricategories
Π2 : Top→ Bicat.
Our functor Π2 agrees with the construction in [16] (there called the homotopy
bigroupoid), but they do not investigate the action on higher cells. Finally we
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show that Π2X is a monoidal (resp., braided monoidal) bicategory when X is
an algebra for the operad C1 (resp., C2).
Notation. For the rest of the paper, any graphical representations of ho-
motopies are to be read from the bottom to the top. In the case of maps
I × I → X , the first copy of I will have coordinate s along the horizontal axis
and the second copy will have coordinate t along the vertical axis.
3.1 The tricategory Top
We begin by constructing a tricategory of topological spaces with the following
cells:
• 0-cells are spaces,
• 1-cells are continuous maps,
• 2-cells are homotopies between continuous maps, and
• 3-cells are homotopy classes of homotopies between 2-cells.
It should be noted that there is an obvious pointed version of this tricate-
gory whose cells are based spaces, based maps, based homotopies, and based
homotopy classes of homotopies between those.
Proposition 8 Let X, Y be spaces. Then there is a bicategory Top(X, Y )
with
• 0-cells the continuous maps f : X → Y ,
• 1-cells the homotopies H : X × I → Y from f to g, and
• 2-cells the equivalence classes [α] of homotopies α : X×I×I → Y such that
at each time t, α(−,−, t) is a homotopy f ⇒ g, and α ∼ β if there exists a
homotopy Γ : X×I×I×I → Y such that at each time u, Γ(−,−,−, u) is a
homotopy H ⇛ J with the property that Γ(−,−, t, u) is a homotopy f ⇒ g.
Proof . First, it is clear that the 1- and 2-cells with fixed source and tar-
get 0-cells form a category – the 2-cell composition of equivalence classes of
homotopies is given by the standard formula
β ◦ α(−,−, t) =


α(−,−, 2t) 0 ≤ t ≤ 1/2
β(−,−, 2t− 1) 1/2 ≤ t ≤ 1
and is well-defined on equivalence classes, and is associative and unital. The
composite H2 ◦H1 of 1-cells is also defined by the usual formula for composing
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homotopies.
H2 ◦H1(−, s) =


H1(−, 2s) 0 ≤ s ≤ 1/2
H2(−, 2s− 1) 1/2 ≤ s ≤ 1
It is easy to check that this satisfies the condition to be a 1-cell. Similarly the
identity homotopy id is easily seen to satisfy the condition to be a 1-cell. We
define the horizontal composition β ∗ α by the formula below.
β ∗ α(−, s, t) =


α(−, 2s, t) 0 ≤ s ≤ 1/2
β(−, 2s− 1, t) 1/2 ≤ s ≤ 1
This is easily checked to be well-defined on equivalence classes, and to give hor-
izontal composition the structure of a functor. The standard reparametrization
formulas giving homotopies
a : (H ◦ J) ◦K ≃ H ◦ (J ◦K)
l : id ◦H ≃ H
r : H ◦ id ≃ H
satisfy the conditions to be 2-cells. The bicategory axioms are then trivial. ✷
Proposition 9 Let X, Y, Z be spaces. Then there is a strict functor
⊗ : Top(Y, Z)×Top(X, Y )→ Top(X,Z)
whose value at (g, f) is the composite map gf .
Proof . We need only provide the value at pairs of 1- and 2-cells and then
check that it defines a strict functor. Given 1-cells H : f ⇒ f ′ and J : g → g′,
we define J ⊗H : gf ⇒ g′f ′ as the composite
X × I
1×∆
−→ X × I × I
H×1
−→ Y × I
J
−→ Z,
where ∆ is the diagonal map. Written as a formula, we have
(J ⊗H)(x, s) = J
(
H(x, s), s
)
.
Now given 2-cells [α] : H ⇛ H ′ and [β] : J ⇛ J ′, we define [β] ⊗ [α] as the
class of the map β ⊗ α defined by
β ⊗ α(x, s, t) = β
(
α(x, s, t), s, t
)
.
20
It is now clear that this is well-defined on equivalence classes and so constitutes
a 2-cell of the target. Furthermore, it is simple to check that this preserves
composition and units at the 2-cell level, so is a functor on hom-categories.
Now we must give unit and composition constraints for this functor. The unit
1-cell is the identity homotopy, and it is simple to check that
idg ⊗ idf = idgf ,
so we set the unit constraint equal to the identity homotopy as well. For the
composition constraint, note that both of the 2-cells (J2 ◦ J1)⊗ (H2 ◦H1) and
(J2 ⊗H2) ◦ (J1 ⊗H1) are given by the formula
J1
(
H1(x, 2s), 2s
)
0 ≤ s ≤ 1
2
J2
(
H2(x, 2s− 1), 2s− 1
)
1
2
≤ s ≤ 1.
Thus we define the composition constraint to be the identity as well. It is an
easy check to verify that these assignments strictly preserve the isomorphisms
a, l, r, thus we have given a strict functor. ✷
Theorem 10 There is a tricategory Top with objects spaces, hom-bicategories
given by Top(X, Y ), and composition given by the functor ⊗.
Proof . It remains to provide the unit functor, the associativity and unit ad-
joint equivalences, four invertible modifications, and to check the three tricat-
egory axioms.
The unit functor takes the value of 1X on the unique object, the identity
homotopy on the unique 1-cell, and the class of the identity homotopy on the
unique 2-cell. We then define the unit functor ∗ → Top(X,X) to be the strict
functor taking these values since the composite of two identity homotopies is
again the identity homotopy.
The associativity and left and right unit adjoint equivalences are all defined to
be the identity adjoint equivalences since ⊗ is strictly associative and unital
on 1-cells. Since the composite of identity homotopies is still the identity, we
can define all four invertible modifications of the tricategory to be identities
as well. The tricategory axioms then follow trivially. ✷
Remark. It should be clear that all of the results in this section should have
corresponding n-dimensional analogues for n > 3 including n = ω. Thus it
should be possible to construct an ω-category Topω; the tricategory Top
should then be an appropriate 3-dimensional quotient. Such constructions
would then be relevant to studying the geometric nature of coherence for
various kinds of monoidal n-dimensional categories for n > 2.
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3.2 The functor Π2
This section develops the fundamental 2-groupoid construction as a functor
of tricategories
Π2 : Top→ Bicat.
We begin by defining the action of Π2 on cells. Let X be a space. Then Π2X is
the following bigroupoid (see [16] for additional details). The objects of Π2X
are the points of X . The 1-cells of Π2X from x to y are the paths f : I → X
with f(0) = x and f(1) = y. The 2-cells of Π2X from f to g are homotopy
classes of homotopies α : I × I → X with α(0,−) = f and α(1,−) = g which
fix the boundary so that α(−, 0) = x and α(−, 1) = y. The composition g ◦ f
of 1-cells is given by the composite
I
×2
−→ [0, 2]
f+g
−→ X
of the multiplication by 2 map and then the sum f + g which is f(s) when
restricted to [0, 1] and g(s− 1) when restricted to [1, 2]. The unit 1-cell is the
constant path. Both vertical and horizontal compositions of 2-cells are defined
in the obvious fashion. The associativity isomorphism a : (hg)f ⇒ h(gf) is
given by the class of the homotopy pictured below.
f g h
f g h44444444444
44444444444
Similarly, the left unit isomorphism l : 1 ◦ f ⇒ f is the class of the homotopy
pictured below.
f 1
f












The right unit isomorphism is defined analogously. It is then simple to check
the two bicategory axioms, and that this bicategory is in fact a bigroupoid.
Now we define Π2f for a continuous map f : X → Y . First, every continuous
map sends points to points, paths to paths, and homotopies between paths
to homotopies between paths; thus the action of Π2f on the cells of Π2X is
obvious. Furthermore, every continuous map takes constant paths to constant
paths, thus Π2f strictly preserves identities so we define the unit constraint
to be the identity. Similarly it is clear that Π2f strictly preserves composites,
so we can define the constraint for composition to be the identity. It is easy to
check that Π2f sends the associativity and unit constraints for Π2X to those
of Π2Y , so Π2f becomes a strict functor.
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Now we define Π2H for a homotopy H : f ⇒ g. The component at the object
x is the 1-cell given by restricting H : X × I → Y to {x}× I; this is a path in
Y which begins at H(x, 0) = f(x) and ends at H(x, 1) = g(x). Thus we have
produced a 1-cell
Π2Hx : Π2f(x)→ Π2g(x)
in Π2Y . Now given a 1-cell γ : x→ x
′ in X , we must produce a 2-cell
Π2Hγ : Π2Hy ◦ Π2f(γ)⇒ Π2g(γ) ◦ Π2Hx
in Π2Y . If we write the path giving Π2Hx as Hx, we are required to produce
a homotopy class of homotopies
Hy ◦ f(γ)⇒ g(γ) ◦Hx.
Now the composite H ◦ (γ × 1) is a map I × I → X as pictured below.
g(γ)
HyHx
f(γ)
H
This is visibly not a 2-cell in Π2Y since the vertical boundaries are not con-
stant, thus we modify this map as follows to define Π2Hγ.
Π2Hγ =


f
(
γ(2s)
)
s+ t ≤ 1
2
g
(
γ(2s− 1)
)
s+ t ≥ 3
2
Hx(2s) t− s ≥
1
2
Hy(2s− 1) s− t ≤
1
2
H ◦ (γ × 1)
(
s− t + 1
2
, s+ t− 1
2
)
otherwise
We picture this map as the square below, where the corner regions with dotted
lines are vertically constant and the square in the middle is H ◦ (γ × 1) that
has been shrunk and rotated.
fγ Hy
Hx gγ
fγ
@@@@@@@@@@@@@
Hy
~~~~~~~~~~~~~
Hx
~~
~~
~~
~~
~~
~~
~
gγ
@@
@@
@@
@@
@@
@@
@
H
Both transformation axioms are straightforward to check. The unit axiom
follows from the fact that H ◦ (γ × 1) (without the alterations as above) is
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horizontally constant if γ is a constant path. Thus when γ is a constant path,
Π2Hγ is homotopic to a composite of unit isomorphisms. The associativity
axiom follows from the fact that the map H ◦ (δγ×1), where δγ here indicates
the composite of paths in Π2X , is the map pictured below.
g(γ) g(δ)
HyHx
f(γ) f(δ)
H H
Next we define Π2[α] for a homotopy class of homotopies [α] : H ⇛ J . Taking
the representative α for the class gives a map
α : X × I × I → Y.
Restricting to the point x gives a continuous map αx : I × I → Y which is a
homotopy between αx(−, 0) = Hx and αx(−, 1) = Jx. By the definition of the
cell [α], we compute that
αx(0,−) = f(x) αx(1,−) = g(x),
so αx is a 2-cell in Π2Y . By definition, it is independent of the choice of repre-
sentative for [α]. We can now check that the assignment x 7→ αx satisfies the
requirements to be a modification. This amounts to showing that the follow-
ing two maps are homotopic, fixing the boundary; here any two-dimensional
regions which are unmarked are vertically constant.
fγ Hy
Jx gγ
fγ Jy
fγ
OOO
OOO
OOO
O
Jy
oooooooooo
Jx
oooooooooo
gγ OOO
OOO
OOO
O
αy
Jγ
fγ Hy
Jx gγ
fγ
OOO
OOO
OOO
O
Hy
oooooooooo
Hx
oooooooooo
gγ OOO
OOO
OOO
OHx gγ
αx
Hγ
This follows from the fact that the maps below are homotopic fixing the top
and bottom boundaries since taken together these maps form four of the six
faces of the image of the cube α ◦ (γ × 1× 1) : I3 → Y .
Hy
g(y)
gγ
f(y)
fγ
Jx
Jy
αy
Jγ
Hy
gγ
g(x)
fγ
f(x)
Jx
Hy
αx
Hγ
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This completes the description of Π2 on the cells of Top, so we now are in a
position to prove that Π2 is a functor.
Theorem 11 The map on underlying 3-globular sets given above can be given
the structure of a functor of tricategories
Π2 : Top→ Bicat.
Proof . To give this map of underlying 3-globular sets the structure of a strict
functor between tricategories, we need only check that this map coherently
preserves all units and compositions. We begin with 1-cells and work our way
up.
By construction, Π2f is a strict functor. Thus given a composable pair (g, f),
both Π2(gf) and Π2g◦Π2f are strict functors which agree on cells, so Π2(gf) =
Π2g ◦Π2f . Additionally, Π21 is the strict functor which is the identity on cells,
so it is the identity functor. Thus Π2 strictly preserves 1-cell composition and
units.
We now show that the map Π2 : Top(X, Y ) → Bicat(Π2X,Π2Y ) can be
given the structure of a functor between bicategories. First, it is clear that Π2
sends an identity 3-cell 1 : H ⇛ H of Top to the identity modification 1Π2H .
Second, we have that Π2[β] ◦ Π2[α] = Π2[βα] since both sides are obtained
by composing the 2-cells βx and αx vertically in Π2Y . Now let H : f ⇒ f
′
and J : f ′ ⇒ f ′′ be a pair of composable 1-cells in Top(X, Y ). The definitions
immediately imply that Π2(JH)x = Π2Jx◦Π2Hx, and that the maps Π2(JH)γ
and (Π2J ◦ Π2H)γ are homotopic by a homotopy fixing the boundary square
so [Π2(JH)γ] = [(Π2J ◦ Π2H)γ] and therefore Π2(JH) = Π2J ◦ Π2H . Finally,
consider the identity homotopy 1f : f ⇒ f . The transformation Π21f has its
component at x the constant path, and the map (Π21f )γ is easily seen to be
homotopic, fixing the boundary, to the composite
1γ(1)f(γ)
l
−→ f(γ)
r−1
−→ f(γ)1γ(0),
so Π2 sends the identity 1f to the identity transformation Π2f ⇒ Π2f . This
shows that the map Π2 : Top(X, Y ) → Bicat(Π2X,Π2Y ) is a strict functor
of bicategories.
Next, we give the rest of the data for a functor between tricategories, post-
poning any axioms until afterwards. We first complete the definition of the
adjoint equivalence
χ : Π2 ◦ ⊗Top ≃ ⊗Bicat ◦ (Π2 × Π2).
We know that these two functors agree on objects, so we define the compo-
nent of χ at (g, f) to be the identity. Now Π2(J ⊗ H)x is given by the path
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J(H(x, s), s), while (Π2J ⊗ Π2H)x is given by the path below.
(Π2J ⊗ Π2H)x(s) =


J(H(x, 0), 2s) 0 ≤ s ≤ 1
2
J(H(x, 2s− 1), 1) 1
2
≤ s ≤ 1
The transformation χ therefore has a component at (J,H) of the form
1 ◦ (Π2J ⊗ Π2H)
χ
⇛ Π2(J ⊗H) ◦ 1.
This is uniquely determined by 2-cells (Π2J ⊗ Π2H)x ⇒ Π2(J ⊗H)x in Π2Y
which we define by the formula below.
χ(J,H)(x, s, t) =


J(H(x, st), 2s− st) 0 ≤ s ≤ 1
2
J(H(x, 2s− st+ t− 1), st− t + 1) 1
2
≤ s ≤ 1
The data for a functor also includes an adjoint equivalence ι between the
unit in the target and the image of the unit in the source. It is easy to check
that Π2 sends the identity map 1 : X → X in Top to the identity functor
1 : Π2X → Π2X inBicat, so ι is defined to be the identity adjoint equivalence.
Finally, there are invertible modifications ω, δ, γ. Each of these has source and
target a composite of coherence 1-cells, so we define them in each case to be
given by unique coherence 2-cells. We must check that this collection of data
satisfies the axioms to be a modification, but in each case this follows using
simple reparametrization homotopies. In addition, these definitions immedi-
ately imply the two functor axioms.
The only thing left to check is that the data given for χ actually produces a
transformation. First, we must check that this definition makes x 7→ χ(J,H)(x, s, t)
a modification. Given a path γ : x → y in X , we are required to check that
two different composites of 2-cells in Π2Y are equal. This is accomplished by
taking the homotopy Γ below and modifying it as in the construction of Π2.
Γ(s, t, r) =


J(H(y, 2st), 2s− 2st) 0 ≤ s ≤ 1
2
, 0 ≤ t ≤ r
2
J(H(γ(1 + r − 2t), rs), 2s− rs) 0 ≤ s ≤ 1
2
, r
2
≤ t ≤ r+1
2
J(H(x, 2st− s), 3s− 2st) 0 ≤ s ≤ 1
2
, r+1
2
≤ t ≤ 1
J(H(y, 2s− 2st+ 2t− 1), 2st− 2t+ 1) 1
2
≤ s ≤ 1, 0 ≤ t ≤ r
2
J(H(γ(1 + r − 2t), 2s− rs+ r − 1), rs− r + 1) 1
2
≤ s ≤ 1, r
2
≤ t ≤ r+1
2
J(H(x, 3s− 2st+ 2t− 2), 2st− s− 2t+ 2) 1
2
≤ s ≤ 1, r+1
2
≤ t ≤ 1
Then we must show that the 2-cell χ(1,1)(x, s, t) gives the identity and that the
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horizontal composite χ(J ′,H′)∗χ(J,H) equals χ(J ′J,H′H) precomposed with a nat-
urality 2-cell for Π2J
′ with respect to (Π2H)x. The first of these is completely
trivial and the second can be verified using a tedious but straightforward con-
tracting homotopy. ✷
3.3 Monoidal fundamental 2-groupoids
We are now in a position to prove the two main results of this section, namely
that taking the fundamental 2-groupoids of algebras for the operads C1 and C2
yield monoidal and braided monoidal bicategories. While the braided monoidal
case is the one of greater interest, we use the plain monoidal case to illustrate
the main ideas.
The category of topological spaces has Cartesian products, as does the cate-
gory of bicategories and weak functors. It is clear that the functor Π2 between
tricategories defined above restricts to a functor between ordinary categories
Π2 : Top→ Bicat.
Lemma 12 The functor (of ordinary categories) Π2 : Top→ Bicat is monoidal
with respect to the Cartesian structures.
The key construction we require in this section is given in the following simple
lemma.
Lemma 13 Let P be an operad in the category of topological spaces, and let
X be an algebra. Then every p ∈ P(n) gives a map µp : X
n → X, and every
path γ : I → P(n) gives a homotopy
γ˜ : µγ(0) ⇒ µγ(1).
Theorem 14 Let X be an algebra for the operad C1. Then Π2X has the struc-
ture of a monoidal bicategory.
Proof . The underlying bicategory of Π2X is the bicategory of the same name
constructed above. The tensor product
⊗ : Π2X × Π2X → Π2X
is given by the functor
Π2X × Π2X ∼= Π2(X ×X)
Π2µm−→ Π2X
where m is the element of C1(2) given by the pair of 1-cubes (i.e., intervals)
(1
5
, 2
5
) and (3
5
, 4
5
), and µm is the map X
2 → X given by Lemma 13. The unit
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functor is
Π2µi : Π2{∗} → Π2X,
where i is the unique point in C1(0).
For the associativity adjoint equivalence, first note that (x⊗y)⊗z is the point
in X given by the formula
µm(µm(x, y), z)
while x⊗ (y ⊗ z) is the point given by the formula
µm(x, µm(y, z)).
We also have the operad multiplication, giving maps
σ : C1(2)× C1(2)× C1(1)→ C1(3)
σ′ : C1(2)× C1(1)× C1(2)→ C1(3).
Thus we see that (x ⊗ y) ⊗ z is given by evaluating C1(3) × X
3 → X at(
σ(m,m, 1), x, y, z
)
, and x ⊗ (y ⊗ z) is given by evaluating the same map
C1(3)×X
3 → X at
(
σ′(m, 1, m), x, y, z
)
. Therefore, to give the associativity
adjoint equivalence it suffices, by Lemma 13, to give a path in C1(3) from
σ(m,m, 1) to σ′(m, 1, m). Since a little 1-cube is determined by its center and
its length, we provide a path using that information writing this as a triple of
points on the real line. The path, given by the map α : I → C1(3), is defined
to have its center at (13+2t
50
, 17+16t
50
, 35+2t
50
) with lengths (1+4t
25
, 1
25
, 5−4t
25
).
The component axyz is then the 1-cell represented by the path α : I → X
which is the composite
I
1×(x,y,z)
−→ I ×X3
α×1
−→ C1(3)×X
3 −→ X.
Now given 1-cells in Π2X represented by paths f : x→ x
′, g : y → y′, h : z →
z′, we must construct a 2-cell afgh in Π2X . This 2-cell is obtained just as we
did above for the 2-cell isomorphism data for transformations by taking the
map
I × I
α×(f×g×h)
−→ C1(3)×X
3 −→ X
and modifying it to be a 2-cell as in the construction of Π2X in Section 3.1.
The pseudoinverse a is then given by the same procedure using the inverse
path, α−1, and the unit and counit of this adjoint equivalence are the canonical
contracting homotopies α ◦ α−1 ≃ 1, α−1 ◦ α ≃ 1. An analogous construction
gives the unit adjoint equivalences.
For the four invertible modifications, note that each C1(j) is a disjoint union of
contractible spaces. Thus there is a unique homotopy class of homotopies be-
tween the source and target paths. Additionally, this means that the monoidal
bicategory axioms follow trivially. ✷
28
Now we give the construction of, for an algebra X over the little 2-cubes
operad, a braided monoidal bicategory Π2X . The reader should note that the
construction here does not precisely extend the one given for C1-algebras in the
following sense. There is a map of operads C1 → C2 which sends a collection
of little 1-cubes (γi) ∈ C1(n) to the collection (γi × J) ∈ C2(n) where J is
the open unit interval. This gives every C2-algebra X the structure of a C1-
algebra by restriction, which we will denote RX . From the proof below, it
is immediate that the underlying monoidal bicategory of Π2X is not equal
to Π2RX , but only monoidally biequivalent to it by a functor which is the
identity on underlying cells. On the other hand, the construction is largely
identical to the one for the monoidal structure on a C1-algebra, so the bulk of
the proof focuses on the braiding itself.
Theorem 15 Let X be an algebra for the operad C2. Then Π2X has the struc-
ture of a braided monoidal bicategory.
Proof . The tensor for Π2X is now given by restricting the operad action to
the element m ∈ C2(2) given by the pair of little 2-cubes
(
(
1
5
,
2
5
)× (
2
5
,
3
5
), (
3
5
,
4
5
)× (
2
5
,
3
5
)
)
using Lemma 13. It will be useful to describe little 2-cubes, and in particular
paths in the space C2(k), by stating the center and size of each little 2-cube.
Using this definition of tensor product, we compute that the triple tensor (xy)z
is given by restricting the action of operad to the point in C2(3) with centers
at (
(
13
50
,
1
2
), (
17
50
,
1
2
), (
35
50
,
1
2
)
)
and side lengths ( 1
25
, 1
25
, 1
5
), while the triple tensor x(yz) is given by restricting
to the point with centers at
(
(
15
50
,
1
2
), (
33
50
,
1
2
), (
37
50
,
1
2
)
)
and side lengths (1
5
, 1
25
, 1
25
). The associativity equivalence is given by the path
with centers (
(
13 + 2t
50
,
1
2
), (
17 + 16t
50
,
1
2
), (
35 + 2t
50
,
1
2
)
)
and side lengths (1+4t
25
, 1
25
, 5−4t
25
). The rest of the adjoint equivalence is then
constructed using the reverse homotopy and the obvious contracting maps,
and the left and right unit adjoint equivalences are given similarly.
The braid is given by using using the path from x⊗y to y⊗x that we describe
now. At time t, the braid is the pair of little 2-cubes (b1(t), b2(t)) where each
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bi(t) is size
1
5
× 1
5
with b1(t) centered at
(
1
2
+
1
5
cos(π + πt),
1
2
+
1
5
sin(π + πt)
)
and b2(t) centered at
(
1
2
+
1
5
cos(πt),
1
2
+
1
5
sin(πt)
)
.
The rest of the adjoint equivalence R is given using the reverse path and the
obvious contracting homotopies.
The final data required is that of two modifications R(−|−,−), R(−,−|−). We
will give explicit formulas for the first of these, the second is constructed in
precisely the same fashion. We are required to give components R(x|y,z), and
to do that we provide a map D2 → C2(3); this map will give a homotopy
between the source and target paths in C2(3), so by the same argument as in
Lemma 13 will produce a 2-cell in Π2X .
Both source and target paths have three little 2-cubes, which we give now.
Since both the source and target 1-cells of R(x|y,z) are the composite of three
generating 1-cells, we must compose three different paths in Π2X . We ignore
this detail here as it is irrelevant, and instead replace these composed paths
each with a path of length three in which each of the generating 1-cell paths is
traversed in one unit of time. We also ignore the side lengths of the cubes, as
these can always be made small enough to be irrelevant, so we denote paths
only by where the centers of each cube are located. Using these conventions,
the source is the collection of the three paths given below.
γ1(t) =


(
3
10
+ 1
25
cos(π + πt), 1
2
+ 1
25
sin(π + πt)
)
0 ≤ t ≤ 1(
17+16(2t−1)
50
, 1
2
)
1 ≤ t ≤ 2(
7
10
+ 1
25
cos(π + π(3t− 2)), 1
2
+ 1
25
sin(π + π(3t− 2))
)
2 ≤ t ≤ 3
γ2(t) =


(
3
10
+ 1
25
cos(πt), 1
2
+ 1
25
sin(πt)
)
0 ≤ t ≤ 1(
13+2t
50
, 1
2
)
1 ≤ t ≤ 2(
3
10
, 1
2
)
2 ≤ t ≤ 3
γ3(t) =


(
7
10
, 1
2
)
0 ≤ t ≤ 1(
35+2(2t−1)
50
, 1
2
)
1 ≤ t ≤ 2(
7
10
+ 1
25
cos(π(3t− 2)), 1
2
+ 1
25
sin(π(3t− 2))
)
2 ≤ t ≤ 3
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We can similarly compute that the target is the collection of the three paths
given here.
γ′1(t) =


(
13+2t
50
, 1
2
)
0 ≤ t ≤ 1(
1
2
+ 1
5
cos(π + π(2t− 1)), 1
2
+ 1
5
sin(π + π(2t− 1))
)
1 ≤ t ≤ 2(
35+2(3t−2)
50
, 1
2
)
2 ≤ t ≤ 3
γ′2(t) =


(
17+16t
50
, 1
2
)
0 ≤ t ≤ 1(
23
50
+ 1
5
cos(π(2t− 1)), 1
2
+ 1
5
sin(π(2t− 1))
)
1 ≤ t ≤ 2(
13+2(3t−2)
50
, 1
2
)
2 ≤ t ≤ 3
γ′3(t) =


(
35+2t
50
, 1
2
)
0 ≤ t ≤ 1(
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50
+ 1
5
cos(π(2t− 1)), 1
2
+ 1
5
sin(π(2t− 1))
)
1 ≤ t ≤ 2(
17+16(3t−2)
50
, 1
2
)
2 ≤ t ≤ 3
Both of these are homotopic to the collection of three paths δ given below
(once again of length three) by the obvious linear homotopies, and composing
the homotopies γ ≃ δ ≃ γ′ gives the required map.
δ1(t) =
(
1
2
+ 6
25
cos(π + π
3
t), 1
2
+ 6
25
sin(π + π
3
t)
)
δ2(t) =
(
3
10
+ 2
25
cos(π
3
t), 1
2
+ 2
25
sin(π
3
t)
)
δ3(t) =
(
17
25
+ 1
50
cos(π
3
t), 1
2
+ 1
50
sin(π
3
t)
)
There are now axioms to check to show that this collection of data gives a
braided monoidal bicategory. In each axiom, the 2-cell pastings to be shown
equal are given by maps D2 → C2(k) which are then used along with the
operad action to define the actual pasting. Since every C2(k) has trivial homo-
topy groups above dimension one, every such pair of maps D2 → C2(k) with
the same boundary, such as those arising from the braided monoidal bicate-
gory axioms, are necessarily homotopic in C2(k). These homotopies then show
that the two pastings required to be equal for an axiom to hold are in fact
equal, as equality of 2-cells in Π2X is exactly given by such a homotopy. ✷
3.4 Lifting structures and homotopy invariance
The final tool needed for coherence is a homotopy-invariance result. Using
this theorem we will be able to give certain fundamental 2-groupoids extra
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algebraic structure in the next section. We note that it would be possible to
omit this discussion if we had chosen a cofibrant braided operad (see [11] for
a discussion of braided operads) instead of the little 2-cubes operad, but we
chose to retain the original operad since using the little 2-cubes operad made
the construction of the braiding on the fundamental 2-groupoid of an algebra
transparent. Furthermore, our proof of coherence explicitly uses the relation-
ship between surface braids and configuration spaces, making it advantageous
to choose an operad whose spaces can be easily compared with configuration
spaces. One preliminary result is needed first.
Theorem 16 (Transfer of structure) Let X be an object in MonBicat
(resp., BrMonBicat), and let Y be any bicategory. Let f : Y → X be a
biequivalence from Y to the underlying bicategory of X. Then Y can be given a
monoidal (resp., braided monoidal) structure such that f is a monoidal (resp.,
braided monoidal) functor. In fact, f can be completed to give a biadjoint
biequivalence between Y and X in MonBicat (resp., BrMonBicat).
Proof . This is Theorem 5.1 and Remark 5.3 of [15]. ✷
Corollary 17 (Homotopy invariance of structure) Let X be an algebra
for the little n-cubes operad, n = 1, 2, and let f : Y → X be a homotopy
equivalence. Then Π2Y can be given the structure of an object in MonBicat
for n = 1 or BrMonBicat for n = 2 such that Π2f is a monoidal (when
n = 1) or braided monoidal (when n = 2) biequivalence.
Proof . First, note that a 1-cell f in Top is a biequivalence, and hence part
of an internal biadjoint biequivalence by [15], if and only if it is a homotopy
equivalence. Since every functor sends biadjoint biequivalences to biadjoint
biequivalences,
Π2f : Π2Y → Π2X
will then be a biadjoint biequivalence. Using the previous theorem, we can
then lift the braided monoidal structure from Π2X via Π2f . ✷
4 Free monoidal bicategories
This section shows how free monoidal and braided monoidal bicategories can
be interpreted topologically. In particular, we show that the free n-tuply
monoidal bicategory on one object is n-tuply monoidally biequivalent to the
fundamental 2-groupoid Π2
(∐
k B(k,R
n)
)
for the cases n = 1 and n = 2. We
first review all of the free constructions required. Next we briefly discuss the
case n = 1. This case concerns monoidal bicategories for which a coherence
theorem is already known, but we use it to derive a topological interpretation
of free monoidal bicategories in order to state the kind of theorem that we
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call coherence for braided monoidal bicategories. Finally, we prove the main
result for the case n = 2.
4.1 Free structures
Here we will review the construction of free monoidal bicategories, free Gray-
monoids, and free braided monoidal bicategories. The first two of these stuc-
tures are studied in [14], but the third is new. All of these objects are con-
structed in a similar fashion: first we inductively construct all of the required
cells, and then identify cells as required by the necessary axioms. The free con-
structions we present here are all left adjoints to the forgetful functor to some
category of underlying data; in each case, we explain the universal property.
Let X be a 2-category. The free Gray-monoid on X , FGrX , has objects con-
sisting of all finite strings of elements of X including the empty string. The set
of morphisms from one string x to another string y in FGrX is empty if the
length of x is different from the length of y, and generated under composition
by morphisms of the form
1⊗ 1⊗ · · · ⊗ fi ⊗ · · · ⊗ 1
when the lengths are the same, and fi : xi → yi is a 1-cell of X . The two cells
of FGrX are generated by the 2-cells of X and new isomorphisms
(f ⊗ 1) ◦ (1⊗ g) ∼= (1⊗ g) ◦ (f ⊗ 1),
subject to the usual 2-category axioms along with the new Gray-monoid
axioms. The reader not familiar with these axioms is invited to consult [14]
or [13]. It should be noted that if X is a set seen as a 2-category with only
identity 1- and 2-cells, then FGrX is the free monoid on X treated as a discrete
monoidal 2-category.
Let 2Cat denote the category of 2-categories and 2-functors between. Let
GrayMon denote the category ofGray-monoids andGray-functors between
them; these are the 2-functors between the underlying 2-categories which
strictly preserve the multiplication and unit. We have an obvious forgetful
functor GrayMon→ 2Cat which sends each Gray-monoid to its underlying
2-category. The universal property of the free Gray-monoid construction is
then expressed by the following proposition.
Proposition 18 The free Gray-monoid functor FGr : 2Cat → GrayMon
is left adjoint to the forgetful functor.
The free monoidal bicategory is constructed in much the same way as the
free Gray-monoid, but has more generating cells. Let X be a bicategory. The
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objects of FX are generated by the elements of X and a new unit object
I by taking binary tensor products; this gives the tensor product ⊗ on FX
which we will often omit. The 1-cells of FX are generated under tensor and
composition by the 1-cells of X and new 1-cells
axyz : (xy)z → x(yz) a

xyz : x(yz)→ (xy)z
lx : Ix→ x l

x : x→ Ix
rx : xI → x r

x : x→ xI
for all objects x, y, z. The 2-cells of FX are generated by the 2-cells of X ,
isomorphisms
ηa : 1(xy)z ⇒ a
 ◦ a εa : a ◦ a
 ⇒ 1x(yz)
ηl : 1Ix ⇒ l
 ◦ l εl : l ◦ l
 ⇒ 1x
ηr : 1xI ⇒ r
 ◦ r εr : r ◦ r
 ⇒ 1x
for all objects x, y, z, naturality isomorphisms making a, a, l, l, r, r pseudo-
natural transformations, functoriality isomorphisms making the assignments
(x, y) 7→ xy, ∗ 7→ I weak functors, and four new isomorphisms listed below.
π : (1⊗ a) ◦ a ◦ (a⊗ 1)⇒ a ◦ a
µ : (1⊗ l) ◦ a ◦ r ⇒ 1
λ : l ⊗ 1⇒ l ◦ a
ρ : 1⊗ r ⇒ a ◦ r
These 2-cells are required to make each of the quadruples
(a, a, ηa, εa), (l, l
, ηl, εl), (r, r
, ηr, εr)
into an adjoint equivalence, to satisfy the monoidal bicategory axioms for
π, µ, λ, ρ, and to satisfy the naturality and functoriality axioms mentioned
above, so we quotient by the equivalence relation generated by these require-
ments.
Let Bicats denote the category of bicategories and strict functors between
them. LetMonBicats denote the category of monoidal bicategories and strict
monoidal functors between them; these functors have underlying functors of
bicategories which are strict, and also strictly preserve all of the monoidal
structure. There is an obvious forgetful functor MonBicats → Bicats which
forgets the monoidal structure. The universal property of the free monoidal
bicategory functor is expressed by the following proposition.
Proposition 19 The free monoidal bicategory functor F : Bicats →MonBicats
is left adjoint to the forgetful functor.
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The free braided monoidal bicategory on X , FbrX , is constructed analogously
to the free monoidal bicategory but with extra generating 1- and 2-cells and
new axioms. The additional generating 1-cells are the braiding and its pseu-
doinverse Rxy : xy → yx,R

xy : yx → xy, and the new generating 2-cells are
those listed below, together with naturality 2-cells for R and R which we do
not list.
ηR : 1xy ⇒ R
 ◦R εR : R ◦R
 ⇒ 1yx
R(x,y|z) : (R1) ◦ a
 ◦ (1R)⇒ a ◦R ◦ a R(x|y,z) : (1R) ◦ a ◦ (R1)⇒ a ◦R ◦ a
Once again, we require (R,R, ηR, εR) to constitute an adjoint equivalence, that
R and R are pseudonatural in both variables, and that the braided monoidal
bicategory axioms hold for R(−,−|−) and R(−|−,−), all in addition to requiring
that the free braided monoidal bicategory is also a monoidal bicategory.
As before, let Bicats denote the category of bicategories and strict functors
between them. Let BrMonBicats denote the category of braided monoidal
bicategories and strict braided monoidal functors between them; these func-
tors have underlying functors of bicategories which are strict, and also strictly
preserve all of the braided monoidal structure. There is an obvious forgetful
functor BrMonBicats → Bicats which forgets the entire braided monoidal
structure. The universal property of the free braided monoidal bicategory func-
tor is expressed by the following proposition.
Proposition 20 The free braided monoidal bicategory functor Fbr : Bicats →
BrMonBicats is left adjoint to the forgetful functor.
It should be clear that the forgetful functor BrMonBicats → Bicats factors
throughMonBicats. We could in fact show that forgetting the braiding yields
a functor
BrMonBicats →MonBicats
which itself has a left adjoint. This left adjoint takes a monoidal bicategory
and freely adds just the braiding to it. Freely adding a braiding to an already-
monoidal bicategory involves adjoining the 1- and 2-cells we have listed above,
and then imposing axioms at the level of 2-cells. These axioms are the braided
monoidal bicategory axioms, plus naturality axioms with respect to the new
1-cells.
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4.2 Monoidal bicategories
This section will show how the free monoidal bicategory on one object is
monoidally biequivalent to the fundamental 2-groupoid of the coproduct
∐
k
B(k,R1).
The proof is trivial as the free monoidal bicategory on one object is controlled
by the coherence theorem for monoidal bicategories.
Theorem 21 (Coherence for monoidal bicategories I) The strict func-
tor
FX → FGrX
induced by the universal property of FX is a monoidal biequivalence.
This presentation of coherence for monoidal bicategories is just a special case
of the coherence results for tricategories proven in [14]. We now specialize to
the case when X is a singleton set.
Theorem 22 (Coherence for monoidal bicategories II) The free monoidal
bicategory on one object is monoidally biequivalent to the monoidal structure
on
Π2
(∐
k
B(k,R1)
)
induced by the homotopy equivalences B(k,R1) ≃ C1(k)/Σk.
Proof . It is simple to compute that C1(k)/Σk is contractible, so that the
bigroupoid Π2
(∐
k B(k,R
1)
)
has hom-categories which are all contractible.
The same holds for the free monoidal bicategory on one object by coherence
[13,14], so we need only provide a monoidal functor F that is biessentially
surjective (that is, every object of the target is equivalent to one in the image)
and which has the property that if Fa ≃ Fb then a ≃ b. Now the free monoidal
bicategory on one object has a universal property, namely that strict functors
from it to a given monoidal bicategory correspond to objects of that monoidal
bicategory. Thus to give a strict map from the free monoidal bicategory on
one object to Π2
(∐
k B(k,R
1)
)
, we need only choose an object of the target.
Consider the functor induced by the universal property sending the generating
object x of the free monoidal bicategory to the object 0 ∈ R = B(1,R1).
Since the monoidal structure on Π2
(∐
k B(k,R
1)
)
is induced from the operadic
composition, the tensor product of n copies of 0 ∈ R = B(1,R1) lands in the
image of Π2B(n,R
1). Since each space B(n,R1) is contractible, that means
every object of Π2B(n,R
1) is equivalent to 0⊗n, and thus the induced map F
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from the free monoidal bicategory on one object is biessentially surjective. We
must also check that Fa ≃ Fb implies a ≃ b, but this is also clear. ✷
The proof above shows how coherence can provide alternate descriptions of
free monoidal bicategories using topology. The next section will begin the
task of doing the converse: using topological information to prove a coherence
result.
4.3 Braided monoidal bicategories
Here we compare free braided monoidal bicategories with the fundamental
2-groupoid of the coproduct
∐
k
B(k,R2).
Recall that for every algebraX over the little 2-cubes operad, Π2X is a braided
monoidal bicategory. In particular, this is true of free algebras. We have al-
ready seen that
C2(∗) ≃
∐
k
B(k,R2),
where here * denotes a terminal space; we use this to fix the braided monoidal
structure on Π2
(∐
k B(k,R
2)
)
by Theorem 15 and Corollary 16. The main
result is then the following, where Fbr is the free braided monoidal bicategory
functor.
Theorem 23 (Coherence for braided monoidal bicategories) The canon-
ical map
T : Fbr(∗)→ Π2
(∐
k
B(k,R2)
)
induced by sending the generating object x to the point (0, 0) ∈ B(1,R2) = R2
is a braided monoidal biequivalence.
The proof of this theorem is based on results of Carter and Saito [7] classifying
surface braids in R4. They show that two surface braids are equivalent if and
only if they are related by a finite sequence of braid movie moves. The braid
movie moves give a completely algebraic description of the ambient isotopy
relation, and we will see that the algebra they describe includes the braided
monoidal bicategory axioms, for example see [2] for a construction of a braided
monoidal 2-category of 2-tangles in 4-space using the braid movie moves.
Before beginning, we note that the coherence theorem for monoidal bicate-
gories is used implicitly in this proof. Thus we write, for example, tensors
without bracketing as any two choices of brackets will be equivalent and any
two equivalences between these choices will be uniquely isomorphic.
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Proof of 23. This is a braided monoidal functor since it is induced by the
universal property, hence we must only show that it is a biequivalence. Thus
we must prove that T is biessentially surjective and locally an equivalence of
categories.
To show that T is biessentially surjective, we must show that for every object
y in the target, there is an object y′ in the source for which Ty′ is equivalent
to y. Since all of the spaces B(k,R2) are connected, the equivalence class of an
object in the target is determined completely by which space B(k,R2) contains
the point y. Thus to prove that the functor T is biessentially surjective, we
must show that, for every natural number n, there is some object zn ∈ Fbr∗
that maps to an object in the image of
Π2B(n,R
2) →֒ Π2
(∐
k
B(k,R2)
)
induced by the inclusion into the coproduct. By definition, T maps the gen-
erating object x to (0, 0) ∈ B(1,R2), so we have
T (x⊗n) ≃ (Tx)⊗n = (0, 0)⊗n.
Now the monoidal structure in the target is that obtained by transfer from
Π2
(
C2(∗)
)
, and the monoidal structure there is given by the algebra structure
of C2(∗) over the operad C2. By construction, the tensor product in Π2
(
C2(∗)
)
has the following property: if ai is an object in Π2C2(ni) for i = 1, 2, . . . , k,
then a1 ⊗ a2 ⊗ · · · ⊗ ak is an object in Π2C2(n1 + · · ·+ nk). This property is
transferred back to Π2
(∐
k B(k,R
2)
)
, so (0, 0)⊗n is an object in the essential
image of Π2B(n,R
2). Thus setting zn = x
⊗n shows that T is biessentially
surjective.
Now we must show that T induces an equivalence of categories on each hom-
category, or in other words that T is locally essentially surjective, locally full,
and locally faithful. Since every object in the free braided monoidal category
on a single object x is equivalent to xk for some value of k, we limit ourselves to
this case. Functoriality of T will guarantee that T is a local equivalence if it is
true that T is an equivalence on each hom-category of the form Fbr(∗)(x
k, xl).
This category is empty unless k = l, as is the category
T (k, l) := Π2
(∐
B(k,R2)
)
(T (xk), T (xl)),
so we are reduced to the case k = l.
To show that T is locally essentially surjective when k = l, note that the
objects in T (k, k) are braids of k strands, each of which is isomorphic to a
composite of σi’s (the braid taking the ith strand over the (i+ 1)st). By the
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braided monoidal functor axioms, T sends the composite
xk → xi−1((xx)xk−i−1)
1(R1)
→ xi−1((xx)xk−i−1)→ xk
to a braid isomorphic to σi, so T is locally essentially surjective.
Finally, we must prove that T is locally full and locally faithful. Let f, g ∈
Fbr(∗)(x
k, xk), and let H be a 2-cell Tf ⇒ Tg, i.e., a homotopy between the
maps Tf, Tg fixing the boundaries, and so Tf and Tg represent equivalent
braids in the braid group on k letters. Therefore H is homotopic to a homotopy
composed of a finite sequence of the braid group relations (see [5])
σiσj = σjσi, |i− j| ≥ 2
σiσi+1σi = σi+1σiσi+1
transforming the braid Tf into the braid Tg; here the homotopy corresponding
to the first relation just reparametrizes the strings to alter the heights of
the crossing points, while the homotopy corresponding to the second relation
slides the crossing of strings i+1 and i+2 under the ith string. Proving local
fullness then reduces to showing that the homotopies corresponding to each
of the relations above is in the image of T .
Now since ⊗ is a weak functor, we have a composite of functoriality isomor-
phisms
(f ⊗ 1) ◦ (1⊗ g) ∼= f ⊗ g ∼= (1⊗ g) ◦ (f ⊗ 1)
for any pair of 1-cells f, g. Consider the following 1-cells in Fbr(∗)(x
k, xk). Let
f be
x⊗ x⊗ · · ·x⊗ x⊗ · · · ⊗ x
1⊗···⊗1⊗Rx,x⊗1⊗···⊗1
−→ x⊗ x⊗ · · ·x⊗ x⊗ · · · ⊗ x
where there are k copies of the generator x, and f consists of k − 2 copies of
the identity tensored together, along with one copy of Rx,x which switches the
ith copy of x past the (i+ 1)st copy of x. Define g in the same way, but with
the copy of Rx,x switching the jth copy of x past the (j + 1)st. Assume that
|i− j| ≥ 2. Since T is a strict functor, it sends the composite of functoriality
isomorphisms above in Fbr(∗) to the composite of functoriality isomorphisms
(Tf ⊗ 1) ◦ (1⊗ Tg) ∼= Tf ⊗ Tg ∼= (1⊗ Tg) ◦ (Tf ⊗ 1).
This functoriality isomorphism is in the homotopy class in T (k, k) of the first
braid group relation. A similar proof shows that the second braid group rela-
tion is in the essential image using either of the 2-cells
a ◦ (R1) ◦ a ◦ (1R) ◦ a ◦ (R1)⇒ (1R) ◦ a ◦ (R1) ◦ a ◦ (1R) ◦ a
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appearing in the fourth braided monoidal bicategory axiom map; once again,
this relies on the strictness of the induced map from the universal property.
Now we turn to showing that T is locally faithful. To prove this, assume that
H,K : f ⇒ g are mapped to the same homotopy class of maps in T (k, k). The
homotopies H,K are maps D2 → Be(R
2, k) which by Lemma 6 (noting that
these homotopies are necessarily disjoint from Σ1(k)(int D
2) by construction)
give equivalent surface braids. Thus there is a finite sequence of braid movie
moves and locality changes which makes explicit the equivalence between these
two surface braids. If we can show that all of the braid movie moves and locality
changes between such surface braids can be written in terms of the braided
monoidal bicategory axioms, then T is locally faithful since TH = TK will
imply that H = K.
Since we are only considering the graphs of homotopies between maps I →
B(R2, k), the corresponding surface braids are covers which are not branched;
thus we need only show that the C-I movie moves and locality changes can be
written in terms of the braided monoidal bicategory axioms. There are ten C-I
moves, and we express each of them using the braided monoidal bicategory
axioms individually. In each case the braid movie move, written out here using
the free monoid on the letters s±1i , corresponds to an equivalence between
between two surface braids, one presented to the left of the double-sided arrow
and one presented to the right. The task is then to show that the braided
monoidal bicategory axioms imply that the 2-cell corresponding to the surface
braid on the left is equal to the 2-cell corresponding to the surface braid on
the right. This is all straightforward, but we encourage the reader to consult
Chapter 3 of [7] for some useful illustrations.
• Move C-I-R1: This move is
(si, sisjs
−1
j , sjsis
−1
j )↔ (si, sjs
−1
j si, sjsis
−1
j ),
where |i − j| > 1, and is a direct consequence of the functoriality of the
tensor product.
• Move C-I-R1’: This move is
(si, sis
−1
i si, si)↔ (si)
and is one of the triangle identities for the braiding R which is part of an
adjoint equivalence.
• Move C-I-R2: This move is
(sisj, sjsi, sisj)↔ (sisj),
where |i − j| > 1, and is a direct consequence of the functoriality of the
tensor product.
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• Move C-I-R3: This move is
(sisksj , sksisj , sksjsi, sjsksi)↔ sisksj , sisjsk, sjsisk, sjsksi),
where |i− j|, |j−k|, |k− i| > 1, and follows from coherence for monoidal bi-
categories as the diagram consists only of coherence cells from the monoidal
structure.
• Move C-I-R4: This move is
(sksisjsi, sisksjsi, sisjsksi, sisjsisk, sjsisjsk)↔
(sksisjsi, sksjsisj , sjsksisjsjsisksj , sjsisjsk),
where |i − j| = 1 and |i − k|, |j − k| > 1, and follows from functoriality of
the tensor product.
• Move C-I-M1: This move is
(empty word)↔ (empty word, sis
−1
i , empty word)
and follows from the invertibility of the 2-cell 1x⊗x ⇒ R

x,x ◦Rx,x.
• Move C-I-M2: This move is
(sis
−1
i , empty word, sis
−1
i )↔ (sis
−1
i )
and follows from the invertibility of the 2-cell 1x⊗x ⇒ R

x,x ◦Rx,x.
• Move C-I-M3: This move is
(sisjsi, sjsisj , sisjsi)↔ (sisjsi),
where |i− j| = 1, and follows from the fourth braided monoidal bicategory
axiom.
• Move C-I-M4: This move is
(sisjsksisjsi, sisjsisksjsi, sjsisjsksjsi, sjsisksjsksi,
sjsksisjsksi, sjsksisjsisk, sjsksjsisjsk, sksjsksisjsk)↔
(sisjsksisjsi, sisjsksisjsi, sisksjsksisj , sksisjsksisj ,
sksisjsisksj , sksjsisjsksj, sksjsisksksjsk, sksjsksisjsk),
where k = j + 1 = i + 2 or k = j − 1 = i − 2, and follows from the
third and fourth axioms, together with the fact that R(−|−,−), R(−,−|−) are
modifications and R is a pseudonatural transformation.
• Move C-I-M5: This move is
(sjsi, s
−1
i sisjsi, s
−1
i sjsisj)↔ (sjsi, sjsis
−1
j sj, s
−1
i sjsisj),
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where |i− j| = 1, and follows from the fourth braided monoidal bicategory
axiom together with the fact that the mate of the naturality square for R
yxz
xyz
Ry,x1
OO zxy
Rxy,z //
zyx
Ryx,z
//
1Ry,x
OO
∼=
under the adjoint equivalence R ⊣ R is the naturality square for R shown
below.
xyz
yxz
Ry,x1

zxyRxy,z //
zyx
Ryx,z
//
1Ry,x

∼=
• Locality changes: First, recall that elementary braid changes between sur-
face braids are 2-cells in the braided monoidal bicategory Π2
(∐
k B(k,R
2)
)
.
Second, locality changes involve writing some terms of a braid movie as
wi = uivi which corresponds to composing 1-cells in the braided monoidal
bicategory. Thus the claim that two braid movies which differ by a local-
ity change are equivalent follows from the naturality of the Gray-category
structure isomorphisms with respect to 2-cells. ✷
Corollary 24 In Fbr(∗), there is at most one isomorphism between any pair
of parallel 1-cells.
Proof . Since π2B(k,R
2) = 0 for all k, there is at most a single isomorphism
1a ⇒ 1a for any object a in Fbr(∗). But since Fbr(∗) is a bigroupoid, this
implies that the same holds for any parallel pair of 1-cells. ✷
In the next section, we require versions of Theorem 23 and Corollary 24 for
the free braided monoidal bicategory on many objects. The proofs of these
two results are the same as the previous results with the addition that all
of the homotopies are additionally labeled by a set S. Since the labels do
not affect the geometry at all, requiring a geometric condition to hold (such
as two surface braids being equivalent) in the presence of labels is logically
equivalent to it holding without labels and requiring that all constructions
preserve labels. For example, a path in the labeled configuration space from
(xi, si) to (yi, ti) is the same as
• the statement that si = ti if the path connects xi to yi,
• and a path γ in the unlabeled configuration space.
Thus all of the geometric and topological results required can be immediately
generalized to the case of a set of labels.
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Theorem 25 Let S be a set, seen as a discrete bicategory. The free braided
monoidal bicategory on S is braided monoidally biequivalent to Π2
(
C2(S)
)
,
and the map
T : Fbr(S)→ Π2
(∐
k
B(k,R2;S)
)
induced by the universal property sending the element s ∈ S to the point(
(0, 0); s
)
∈ B(1,R2;S) is a braided monoidal biequivalence, where the target
is given the lifted structure.
Corollary 26 In Fbr(S), there is at most one isomorphism between any pair
of parallel 1-cells.
Proof . We once again show that π2 of some space is zero, in this case that
space is B(k,R2;S). We have the fibration B(k,R2;S)→ B(k,R2) with fiber
the discrete space Sk, so by the long exact sequence in homotopy groups this
map induces an isomorphism on πi for i > 1, and so the results follows from
Corollary 24. ✷
5 Strictification
This section presents an alternate coherence theorem for braided monoidal
bicategories that we prove using the results of Section 4.3. It is a standard
strictification theorem and states that every braided monoidal bicategory is
braided monoidally biequivalent to a braided monoidal 2-category in the sense
of Crans [8]. This coherence theorem relates the work here to previous work
on braided monoidal 2-categories by Kapranov and Voevodsky [21], Baez and
Neuchl [4], Baez and Langford [2], Crans [8], and Day and Street [9].
The key ingredients for the proof of this theorem are Corollary 26 and the
strictification theorem for monoidal bicategories. We shall assume that the
reader is familiar with this strictification B 7→ GrB as presented in [14],
specialized to the case when the tricategory in question only has one object
and is thus a monoidal bicategory. Roughly speaking, GrB has objects which
are strings of objects in B, 1-cells which are strings of 1-cells in B, and 2-cells
between strings which are 2-cells between their composites in B.
It should be noted that the result in this section is not an immediate con-
sequence of the existence of a strictification, but rather a consequence of
the construction of the strictification GrB. Coherence for tricategories in its
one-object form implies that any braided monoidal bicategory is monoidally
biequivalent to a Gray-monoid equipped with a braided structure; this is
merely using coherence to strictify the underlying monoidal bicategory and
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then lifting the braided structure. The important thing to remember is that
a braided monoidal 2-category is not just a Gray-monoid with a braiding,
but is also required to satisfy the additional unit axioms added by Crans. The
content of this section is then that it is always possible to equip the particular
strictification GrB with the full structure of a braided monoidal 2-category.
Theorem 27 (Strictification for braided monoidal bicategories) Let B
be a braided monoidal bicategory. Then the strictification GrB can be equipped
with the structure of a braided monoidal 2-category, and the monoidal biequiv-
alences
f : B → GrB
e : GrB → B
can each be equipped with the structure of a braided monoidal functor.
Proof . First we give GrB the structure of a braided monoidal 2-category. It
is already a Gray-monoid by construction, so we need only define the braided
structure making sure that it satisfies the conditions listed above.
Recall that an object of GrB is a string X = (Xn, Xn−1, . . . , X1) of objects
of B; we also include the empty string as an object. For any such string, we
have the object
e(X) = (· · · (Xn ⊗Xn−1)⊗Xn−2)⊗ · · · ⊗X2)⊗X1
in B. Given two non-empty strings X, Y , we define RX,Y to be the 1-cell given
by
Re(X),e(Y ) : e(X)⊗ e(Y )→ e(Y )⊗ e(X)
in B. If either X or Y is the empty string, we define RX,Y to be the identity
1-cell in GrB. A similar definition is made for RX,Y ; the unit and counit of
this adjoint equivalence are then inherited from the unit and counit in B. It
is then clear that the first two unit conditions are satisfied.
Now we must define isomorphisms R(X|Y,Z) and R(X,Y |Z). By Corollary 24 and
the construction of GrB, both of these isomorphisms are uniquely determined
by the braided monoidal structure on B as follows. Since GrB is a monoidal
2-category, the 2-cell R(X|Y,Z) has source and target
(1Y ⊗ RX,Z) ◦ (RX,Y ⊗ 1Z)⇒ RX,Y Z .
Now a 2-cell α in GrB is just a 2-cell in B with source given by applying
the functor e to the source of α and target given by applying e to the target
of α. The functor e applied to the 1-cell (1Y ⊗ RX,Z) ◦ (RX,Y ⊗ 1Z) in GrB
consists of a composite of 1-cells in B all of which arise from the braided
monoidal structure; the same holds when applying e to RX,Y Z . In particular,
this shows that the 1-cell source and target of the 2-cell R(X|Y,Z) in GrB are
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both cells which arise from the free braided monoidal bicategory on objects
X, Y, Z, so there is a unique 2-cell coherence isomorphism between them in B.
This unique cell is the 2-cell R(X|Y,Z) in GrB. Additionally, GrB satisfies the
axioms for a braided monoidal bicategory by the same reasoning as in each
case the two different pastings which must be shown to be equal for a given
axiom to hold are both 2-cells in a free braided monoidal bicategory with the
same source and target, hence are equal.
It only remains to check the last six unit conditions to show that GrB is a
braided monoidal 2-category. Thus we must show that some of these uniquely
determined isomorphisms are in fact the identity. In each case, we need only
show that the 2-cell in question has the same source as target; if this is true,
then the identity is a valid candidate for the coherence 2-cell, and so by unique-
ness must be. This is trivial by examining which instances of R are actually
identities and using the fact that GrB is a Gray-monoid. As an example, con-
sider R(A|B,I). The 1-cell source of this 2-cell is RA,BI which is equal to RA,B
since I is a strict unit. The 1-cell target of this 2-cell is (1B⊗RA,I)◦(RA,B⊗1I).
By definition, RA,I is the identity on A, so 1B ⊗ RA,I is 1BA. Additionally,
RA,B ⊗ 1I = RA,B, so the target becomes
(1B ⊗ RA,I) ◦ (RA,B ⊗ 1I) = 1AB ◦RA,B = RA,B,
and therefore R(A|B,I) must be the identity 2-cell by coherence.
It is easy to show that e and f can be extended to braided monoidal functors.
These are already monoidal functors, so the only thing left to define is the
invertible modification U and then check two axioms. For the functor e, U has
its component at X, Y a 2-cell of the shape shown below.
e(X)e(Y ) e(Y )e(X)R //
e(Y X)
χ

e(XY )
χ

e(R)
//
⇓ U
The 1-cells χ are associativity (if neither X nor Y is the unit) or unit (if at
least one of X or Y is the unit) constraints from the monoidal structure, so we
define U to be the unique coherence 2-cell by Corollary 26. The two axioms
then follow immediately by coherence. The construction for f is analogous. ✷
Corollary 28 Every braided monoidal 2-category in the sense of Baez-Neuchl
is braided monoidally biequivalent to a braided monoidal 2-category in the
sense of Crans.
45
References
[1] E. Artin, Theory of braids, Ann. of Math. 2 (1947), 101–126.
[2] J. Baez and L. Langford, Higher dimensional algebra IV: 2-tangles, Adv.
Math. 180 (2003), 705–764.
[3] J. Baez and M. Neuchl, Higher-dimensional algebra I: braided monoidal
2-categories, Adv. Math. 121 (1996), 196–244.
[4] D. Bar-Natan, Non-associative tangles, 1AMS/IP Stud. Adv. Math., 2.1
(1997) , 139–183.
[5] J. Birman, Braids, links, and mapping class groups, Ann. of Math. Studies
82. Princeton University Press, Princeton, NJ, 1974.
[6] S. Carter and M. Saito,Braids and movies, J. Knot Theory Ramifications
5 (1996), 589–608.
[7] S. Carter and M. Saito, Knotted surfaces and their diagrams, Math.
Surveys and Monographs, 55. Amer. Math. Soc., Providence, RI, 1998.
[8] S. Crans, Generalized centers of braided and sylleptic monoidal 2-
categories, Adv. Math. 136 (1998), 183–223.
[9] B. Day and R. Street, Monoidal bicategories and Hopf algebroids, Adv.
Math. 129 (1997), 99–157.
[10] E. Fadell and L. Neuwirth, Configuration spaces, Math. Scand. 10 (1962),
111–118.
[11] Z. Fiedorowicz, The symmetric bar construction, preprint.
[12] R. Fox and L. Neuwirth, The braid groups, Math. Scand. 10 (1962), 119–
126.
[13] R. Gordon, J. Power, and R. Street, Coherence for tricategories, Mem.
Amer. Math. Soc. 117 (1995), no. 558.
[14] N. Gurski, An algebraic theory of tricategories, 2006 University of Chicago
Ph.D. thesis.
[15] N. Gurski, Biequivalences in tricategories, Accepted for publication in
Theory and Applications of Categories.
[16] K. Hardie, K. Kamps, and R. Kieboom, A homotopy bigroupoid of a
topological space, Applied Categorical Structures 9 (2001), 311–327.
[17] A. Joyal and R. Street, Braided tensor categories, Adv. Math. 102 (1993),
20–78.
[18] A. Joyal and R. Street, The category of representations of the general linear
groups over a finite field, Journal of Algebra 176 (1995), 908–946.
46
[19] S. Kamada, Braid and Knot Theory in Dimension Four, Math. Surveys
and Monographs, 95. Amer. Math. Soc., Providence, RI, 2002.
[20] M. Kapranov and V. Voevodsky, 2-categories and Zamolodchikov
tetrahedron equations, Proc. Symp. Pure Math. 56 Part 2 (1994), AMS,
Providence, 177–260.
[21] M. Kapranov and V. Voevodsky, Braided monoidal 2-categories and
Manin-Schechtman higher braid groups, Jour. Pure Appl. Algebra 92
(1994), 241–267.
[22] M. Kelly and R. Street, Review of the elements of 2-categories, Category
Seminar (Proc. Sem., Sydney, 1972/1973), 75–103. Lecture Notes in Math.,
Vol. 420, Springer, Berlin, 1974.
[23] S. Mac Lane, Categories for the Working Mathematician, Grad. Texts in
Math., 5. Springer-Verlag, Berlin-New York, 1971.
[24] J. P. May, The geometry of iterated loop spaces, Lec. Notes in Math., 271.
Springer-Verlag, Berlin-New York, 1972.
47
