A robust nonlinear control law that achieves trajectory tracking control for unmanned aerial vehicles (UAVs) equipped with synthetic jet actuators (SJAs) is presented in this paper. A key challenge in the control design is that the dynamic characteristics of SJAs are nonlinear and contain parametric uncertainty. The challenge resulting from the uncertain SJA actuator parameters is mitigated via innovative algebraic manipulation in the tracking error system derivation along with a robust nonlinear control law employing constant SJA parameter estimates. A key contribution of the paper is a rigorous analysis of the range of SJA actuator parameter uncertainty within which asymptotic UAV trajectory tracking can be achieved. A rigorous stability analysis is carried out to prove semiglobal asymptotic trajectory tracking. Detailed simulation results are included to illustrate the effectiveness of the proposed control law in the presence of wind gusts and varying levels of SJA actuator parameter uncertainty.
Introduction
The recent surge of interest in applications involving UAVs has motivated the development of low-mass actuators with reduced power requirements. Based on this, the use of SJAs has emerged as a popular tool for UAV control applications. SJAs can be used in a variety of applications, including trajectory tracking control, limit cycle oscillation (LCO) suppression, and boundary-layer flow control. The operation of SJAs is based on an effective combination of electrical, mechanical, and acoustic components [1] . SJAs transfer linear momentum to a flow system through vibration-induced oscillation of fluid flow through a narrow opening (see Figure 1 ). The oscillations are created by a piezoelectric membrane that operates inside of an air-filled cavity. The oscillating air in the cavity generates fluid vortices (jets) that travel away from the orifice. Since the jets are created using only the air in the surrounding environment, SJAs do not require space for a fuel supply. Moreover, SJAs are capable of transferring momentum to the system through a zeronet mass injection of air across the boundary. These virtues make SJAs an attractive option in UAV applications.
Under the operating conditions characteristic of UAV flight, a laminar separation bubble can form near the boundary layer, and total separation can occur if the angle of attack (AoA) is high enough [2] . This decreases the efficiency (i.e., lift/drag characteristics) of the airfoil. By endowing the airfoil with surface-embedded SJAs, active separation control systems can be developed. Flow separation control can be achieved using SJAs by virtue of their ability to energize the boundary layer by adding or removing momentum to or from the boundary layer [3] [4] [5] . SJAs are also capable of decreasing drag by delaying the flow separation point in the airfoil boundary layer [6] . In addition, SJAs can expand the usable range of the AoA, improving aircraft maneuverability [7] . Arrays containing multiple SJAs can be utilized to achieve aircraft tracking control [8, 9] . By using SJAs as replacements for mechanical control surfaces (e.g., elevators and ailerons), radar cross-section can be reduced, and UAV weight, cost, and mechanical complexity can also be reduced.
The challenges in SJA-based control design stem from the fact that the input-output characteristics of SJAs are nonlinear and contain uncertain parameters (see Figure 2 ). In addition to the challenges involved in control design in the presence of SJA actuator uncertainty, control design for UAV in off-nominal operating conditions (e.g., wind gusts) creates further challenges. Various approaches have recently been developed for aircraft tracking control using SJAs (e.g., see [8, [10] [11] [12] [13] ), where the SJA actuator uncertainty is compensated using adaptive control methods or neural networks. Other popular approaches for SJA-based control are computational fluid dynamics-(CFD-) based numerical techniques (see [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] ). Adaptive control, neural networkbased control, and numerical CFD methods have been shown to be effective in their respective SJA-based control tasks. However, the focus of this paper is on the design and rigorous performance analysis of a computationally minimal nonlinear SJA-based control method, which can be implemented without adaptive parameter update laws, intelligent control techniques (e.g., neural networks or fuzzy logic rule sets), or heavy computations.
A robust nonlinear control method is presented in this paper that is proven to achieve asymptotic trajectory tracking control for a UAV in the presence of SJA actuator nonlinearity and parametric uncertainty in addition to unmodelled disturbances resulting from wind gusts. The challenge resulting from the uncertain SJA actuator parameters is mitigated through innovative algebraic manipulation in the tracking error system derivation along with a robust nonlinear control law employing constant "best guess" parameter estimates. A key contribution of the proposed control design is a rigorous analysis of the range of SJA actuator parameter uncertainty within which asymptotic UAV trajectory tracking can be achieved. Semiglobal asymptotic trajectory tracking is proven via a Lyapunov-based analysis, and detailed simulation results are provided to illustrate the performance of the proposed control law in the presence of wind gusts and varying levels of SJA actuator parameter uncertainty. A preliminary version of this result was published in the 2013 IEEE Conference on Decision and Control (CDC), but the current result includes the following additions and extensions beyond the CDC result: (1) rigorous stability analysis that now provides a detailed derivation of the operational region within which asymptotic tracking can be proved; (2) a significant extension to the theoretical control law derivation, including the additions of Lemma 1, Property 1, Assumption 3, and Remark 4; (3) a significantly expanded numerical simulation results section, which now includes Monte Carlo-type simulation results of the closed-loop control system under 20 different sets of uncertain SJA parameters that deviate from nominal by up to 35%; (4) the addition of an appendix, which includes a detailed derivation of the control gain conditions required to prove asymptotic stability (i.e., proof of Lemma 2).
Dynamic Model and Properties
The dynamic model being considered in this paper incorporates the effects of parametric uncertainty in the aircraft dynamics, along with unmodelled external disturbances, and the inherent SJA actuator nonlinearity and parametric uncertainty. Specifically, the aircraft dynamic model can be expressed as (see, e.g., [5, 8-10, 13, 29-32] )
where A ∈ R n×n and B ∈ R n×m denote the uncertain state and input matrices, respectively, and f x, t ∈ R n represents an unmodelled norm-bounded disturbance. The disturbance term f x, t could represent the effects of external disturbances, such as wind gusts, or model inaccuracies resulting from linearization, for example. In (1), the control input u t ≜ u 1 t ⋯u m t T ∈ R m represents the virtual surface deflections resulting from m arrays of SJA. These virtual surface deflections help create the lift forces on the outer trailing edge of the array [13] . Figure 2 shows the virtual deflection angle versus voltage for four different values of the SJA parameter θ * 1 . A well-accepted empirically determined model of the SJA's dynamics can be expressed as [8, 10, 12, 13] 
where v i t = A 2 ppi t ∈ R denotes the peak-to-peak voltage acting on the ith SJA array and θ * 1i , θ * 2i ∈ R denote uncertain positive physical parameters. The expression in (2) illuminates the challenges inherent in SJA-based control design: The control inputs u i t depend nonlinearly on the voltage control signal v i t and include the uncertain parameters θ * 1i and θ * 2i . In the subsequent control development, these challenges will be mitigated through innovative algebraic manipulation in the tracking error system development along with a robust, continuous nonlinear control method.
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, where B ij represents the i, j th element of the uncertain B matrix. Assumption 1. The disturbance f x, t is sufficiently smooth in the sense that the first and second time derivatives f x, t and f x, t are bounded, provided that x t is bounded.
Wind Gust
Model. This section describes the details of the wind gust model (i.e., the disturbance term f x, t introduced in (1)) that is being considered in this paper. The Federal Aviation Regulations (FAR) [33] describe a vertical wind gust as a bounded nonlinearity along the longitudinal axis as
In (4), H denotes the distance (m) along the airplane's flight path for the wind gust to reach its peak velocity, V 0 (m/s) is the forward velocity of the aircraft when it enters the gust, s ∈ 0 2H denotes the distance penetrated into the wind gust (m), and U ds represents the design gust velocity (m/s). The wind gust model used in the subsequent numerical simulation results is based on the mathematical model in (4).
Robust Nonlinearity Inverse.
The main contribution presented here is the mathematical development that demonstrates how a computationally inexpensive, robust nonlinear control method can be designed, which compensates for the parametric uncertainty and nonlinearity present in the SJA actuator dynamics. To achieve this, a robust-inverse control design structure will be utilized for the voltage control signal v i t , which contains constant "best guess" estimates of the uncertain SJA parameters θ * 1i and θ * 2i . The robust-inverse control structure is given by [9] 
whereθ 1i ,θ 2i ∈ R + are constant feedforward estimates of θ * 1i and θ * 2i , respectively, and u di t ∈ R ∀i = 1, … , m are subsequently defined auxiliary control terms.
Remark 1 (control structure). The robust-inverse control structure is one of the primary contributions of the proposed control design. In contrast to standard adaptive control methods to compensate for parametric actuator uncertainty, it is shown in the current result that this robust nonlinear control method compensates for a significantly higher level of uncertainty in the SJA parameters (see Simulation Results for details).
Remark 2 (avoiding singularities). Based on (5), singularities will occur when u di t =θ 2i . To guarantee that the control law in (5) does not encounter these singularities, the auxiliary control terms u di t for i = 1, 2, … , m will incorporate following algorithm [29] : 
where ε ∈ R + is a user-defined design parameter, g ⋅ is a subsequently defined control input function, and μ 0 t , μ 1 t ∈ R m are subsequently defined auxiliary control signals. Note that the control effectiveness can be ensured over an arbitrarily wide range of voltage input signals v i t through judicious selection of the design parameter ε.
In addition, singularities would be encountered in (2) when the voltage signal v i t = 0; however, this singular condition can be avoided by simply selectingθ 1i > 0 for i = 1, 2, … , m.
Remark 3. Numerical simulation results demonstrate that the control term u di t in (5) achieves asymptotic trajectory tracking and disturbance rejection in the presence of a significant deviation between the estimated and actual SJA parameter valuesθ ji and θ * ji , j = 1, 2.
Control Development.
The objective is to ensure that the actual aircraft state x t tracks a model reference (desired) state. Based on the mathematical structure of the dynamic model in (1), the model reference system is designed as
where x m t ∈ R n is the model reference state (i.e., the desired trajectory), A m ∈ R n×n denotes the model reference state matrix, B m ∈ R n is the model reference input gain matrix, and δ t ∈ R is the reference input (e.g., a pilot or autopilot command). The parameters of the reference model in (7) are selected such that the system achieves favorable flight performance characteristics in terms of convergence time and steady-state error, for example. Assumption 2. The state of the model reference system remains bounded and sufficiently smooth in the sense that
To quantify the control objective, a trajectory tracking error e t ∈ R n is defined as
To facilitate the derivation of the error system dynamics, an auxiliary (filtered) error signal r t is defined as r = e + γe, 9
where γ ∈ R + is a constant control gain. By calculating the time derivative of (9) and substituting (1) and (8) , the open-loop error system dynamics are obtained as
Remark 4. Although the constant portion of the SJA actuator model in (2) vanishes upon calculating the time derivative to obtain (10), the complete SJA model is incorporated in implementation by using (2) and (5). Thus, the subsequent simulation results incorporate the full SJA actuator model.
The open-loop error system in (10) can be rewritten in a more compact form as
where Ω ∈ R n×m is a constant uncertain matrix, S ∈ R n×n is a subsequently defined auxiliary matrix, and u d t ≜ u d1 t ⋯u dm t T ∈ R m is the auxiliary control vector. In (11), the unknown, unmeasurable auxiliary terms N t and N d t are explicitly defined as
The motivation for the separation of terms as in (12) is based on the fact that the following bounding inequalities can be developed:
where ρ 0 ⋅ ∈ R is a positive globally invertible nondecreasing function,
+ are known bounding constants, and z t ∈ R 2n is an augmented tracking error vector that is defined as
Based on the open-loop error dynamics in (11) and the subsequent stability analysis, the auxiliary control term u d t is designed as
whereΩ ∈ R n×m is a constant estimate of Ω and ⋅ # denotes the matrix pseudoinverse. In (15), μ 0 t , μ 1 t ∈ R n denote feedback control terms defined as the generalized solutions to the differential equations μ 0 = − k s + I n×n r,
where β, k s ∈ R n×n are constant, positive definite, diagonal control gain matrices.
Remark 5 (control input definitions). The motivation for defining the control terms μ 0 t and μ 1 t in terms of their time derivatives as in (16) is based on the subsequent Lyapunov-based stability analysis and the desire to design a continuous control law, which can be proven to achieve asymptotic rejection of norm-bounded disturbances. Note 4
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Remark 6 (integral signum term). Note that the auxiliary control term μ 1 t can be shown to be continuous by integrating both sides of the corresponding expression in (16) . Mathematically, the integral of the signum of the tracking error e t can be interpreted as a finite-bandwidth signal (i.e., μ 1 t is a sawtooth wave with a finite slope). In practical implementation of the proposed control law, the control gain β in (16) can be tuned to adjust the slope of the sawtooth wave, thereby compensating for norm-bounded disturbances using high-frequency feedback (finite bandwidth), as opposed to the discontinuous (infinite bandwidth) high-gain feedback that is characteristic of standard sliding mode control methods (i.e., due to direct implementation of the sgn ⋅ function in standard sliding mode control methods).
After substituting the time derivative of (15) into (11), the error dynamics can be expressed as
where the constant uncertain matrix Ω ∈ R n×n is defined as
Lemma 1 [34] . Any positive definite matrix X ∈ R n×n can be decomposed as
where S ∈ R n×n is a positive definite symmetric matrix and T ∈ R n×n is a unity upper triangular matrix.
Proof. Proof of Lemma 1 can be found in [34] and is omitted here for brevity.
Property 1.
Since the matrix S introduced in (19) is positive definite and symmetric, its inverse S −1 is also positive definite and symmetric. This property will be utilized in the subsequent stability analysis. where the unity upper triangular matrix T satisfies the diagonal dominance property
where ε ∈ 0, 1 and Q ∈ R + are known bounding constants and T ik ∈ R denotes the i, k th element of the matrix T. In (20) , the matrices S and T are defined in a manner similar to Lemma 1.
Remark 7. The subsequent numerical simulation results demonstrate that Assumption 3 is satisfied over a significant range of uncertainty between the estimated and actual values of the uncertain input-multiplicative matrix (i.e., deviations betweenΩ and Ω). Specifically, the results show that asymptotic trajectory tracking is achieved when the constant estimatesθ 1j andθ 2j ∀j = 1, … , m deviate from the actual values by more than 35%.
After using the decomposition technique in (20) , the open-loop error dynamics in (17) can be expressed as
where
Since S is positive definite, N 1 t and N d1 t satisfy the following inequalities:
where ρ 1 ⋅ ∈ R is a positive, globally invertible nondecreasing function and ζ N d1 , ζ N d1 ∈ R + are known bounding constants. By using the fact that the uncertain matrix T is unity upper triangular, the error dynamics in (22) can be rewritten as
where T ≜ T − I n×n is a strictly upper triangular matrix, and I n×n denotes the n × n identity matrix. After substituting the control expressions in (16), the closed-loop error system is obtained as
After utilizing (16) , the term Tμ 0 can be expressed as
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for i = 1, … , n − 1 where the subscript j indicates the jth element of the vector. Based on the definitions in (16) and (27) , Λ ρ can be upper bounded as
where z t was previously defined in (14) and ρ Λ1 ∈ R is a known positive bounding constant.
Remark 8. Note that based on (27) and (28), the bounding constant ρ Λ1 depends only on elements i + 1 to n of the control gain matrix k s due to the strictly upper triangular nature of T. Thus, the element μ 01 t of the control vector μ 0 t does not appear in the term Λ ρ . This fact will be utilized in the subsequent stability proof [9] .
By utilizing (27) , the error dynamics in (26) can be expressed as
Based on (24), (29) , and (31), N 2 t satisfies the inequality
where ρ 2 ⋅ ∈ R is a positive, globally invertible nondecreasing function.
To facilitate the subsequent stability analysis, the control gain β introduced in (16) is selected to satisfy
where ζ N d1 and ζ N d1 are introduced in (24) and ε is introduced in (21).
Stability Analysis
Let D ⊂ R 2n+1 be a domain containing w t = 0, where w t ∈ R 2n+1 is defined as
In (34), the auxiliary function P t ∈ R is defined as the generalized solution to the differential equation
where the auxiliary function L t ∈ R is defined as
Lemma 2. Provided the sufficient condition in (33) is satisfied, the following inequality can be obtained:
Hence, (38) can be used to conclude that P t ≥ 0.
Proof. Proof of Lemma 2 can be found in the appendix.
Theorem 1.
The robust control law given by (5), (15), and (16) achieves asymptotic trajectory tracking in the sense that
provided the control gain matrix k s introduced in (16) is selected sufficiently large and β is selected to satisfy the sufficient condition in (33).
Proof. Let V w, t : D × 0, ∞ → R be a continuously differentiable, nonnegative function defined as
which satisfies the inequalities
provided the sufficient condition in (33) is satisfied. In (41), the continuous positive definite functions U 1 w , U 2 w ∈ R are defined as
where η 1 , η 2 ∈ R are defined as
where λ min ⋅ , λ max ⋅ denote the minimum and maximum eigenvalues of the arguments, respectively. After taking the time derivative of (40), utilizing (9), (30), (35) , and (37), and canceling common terms, V t can be expressed as
After using the upper bound for N 2 t given in (32) and completing the squares for the parenthetic terms, V can be upper bounded as 6 International Journal of Aerospace Engineering
where λ 0 ≜ min γ, 1 and λ min ⋅ denotes the minimum eigenvalue of the argument. The upper bound in (45) can be rewritten as
The following expression can be obtained from (46):
where U w = c z 2 , for some positive constant c ∈ R is a continuous positive semidefinite function that is defined on the domain
The expressions (41) and (46) can be used to prove that e t , r t ∈ L ∞ in D. Given that e t , r t ∈ L ∞ , (9) can be used to show that e t ∈ L ∞ in D. Given that e t , e t ∈ L ∞ , (8) can be used along with Assumption 2 to prove that
Since e t , r t ∈ L ∞ , the expressions in (16) can be used to show that
Given that e t , r t , μ 1 t ∈ L ∞ , (30) can be used along with (32) to show that r t ∈ L ∞ in D. Since e t , r t ∈ L ∞ can be used to show that e t and r t are uniformly continuous in D , thus, z t is uniformly continuous throughout the closed-loop controller operation. Hence, U w and z t can be used to prove that U w is uniformly continuous in D.
Let S ⊂ D denote a set defined as follows:
Theorem 8.4 of [35] can now be invoked to state that
Based on the definition of z t , (50) can be used to show that e t → 0 as t → ∞, ∀w t 0 ∈ S 51
Thus, asymptotic regulation of the pitching and plunging displacements can be achieved, provided the initial conditions are within the set S, where S can be made arbitrarily large by increasing the control gain k s . Hence, this is a semiglobal asymptotic result.
Simulation Results
A numerical simulation was created to test the performance of the control design in (2), (5), (15), and (16). The simulation is based on the dynamic model in (1) and (2), where n = 3 and m = 6 (i.e., 3-DOF flight control using 6 SJA arrays). The state vector contains the roll, pitch, and yaw rates, and the tracking error vector can be expressed as e t = e 1 t , e 2 t , e 3 t T
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The state and input matrices, A and B, and reference state and reference input matrices, A m and B m , are defined based on the Barron Associates nonlinear tailless aircraft model (BANTAM) (for further details of the simulation model, see [8] ). The 3-DOF linearized model for the BANTAM was obtained analytically during trim conditions, where M = 0 455 is the Mach number, α = 2 7 deg is angle of attack, and β s = 0 deg denotes the side slip angle. The simulation includes the effects of a wind gust in (4) as described in [33] The matrices are A m ∈ R 3×3 and B m ∈ R 3 . The model reference (desired) state x m t in the simulation represents the desired external body axis motion that is generated in response to a reference command of (see (7)) δ t = sin t 54
The matrices A and B were obtained analytically from the dimensional aerodynamic coefficients of the BANTAM [8] . These matrices are given by Figure 5 : Virtual deflection angle control commands for the first three SJA arrays (i.e., u 1 t , u 2 t , and u 3 t ) during closed-loop operation. The wind gust model used in the simulation is based on the FAR discrete gust model described in ( [33] ). The simulation model for the wind gust is based on the expression in (4), see Table 1 .
Remark 9 (comparison of results). The capability of the proposed robust nonlinear control method to compensate for SJA parameter deviations of more than 35% demonstrates a significant improvement over standard adaptive control approaches (cf. [8, 13] ). Specifically, the results using Figure 9 shows the convergence of the actual UAV states to the model reference states during closed-loop operation for the first iteration of our Monte Carlo-type simulation. The control commands remain within reasonable limits in all 20 cases.
Conclusion
A robust nonlinear control method that achieves asymptotic trajectory tracking for a SJA-based aircraft model is presented. The control method is proven to achieve semiglobal asymptotic tracking of a reference trajectory in the presence of SJA actuator parameter uncertainty in addition to external norm-bounded disturbances (i.e., vertical wind gusts). A rigorous stability analysis is carried out to prove that the region of attraction of the closed-loop system can be made arbitrarily large through judicious tuning of a control parameter. The controller is designed to be computationally inexpensive, requiring no function approximators, adaptive laws, or complex computations. By utilizing constant feedforward estimates of the uncertain SJA actuator parameters, a matrix decomposition technique is employed along with a novel error system derivation to compensate for significant SJA parametric uncertainty (i.e., greater than 35% uncertainty in the SJA parameters). Detailed Monte-Carlo-type numerical simulation results are included to illustrate the effectiveness of the proposed control strategy.
Hence, (A.1) can be used to conclude that P t ≥ 0, where P t is defined in (35) and (36). To facilitate the following proof, the expression in (37) will be rewritten in a more advantageous form as follows:
In (A.2), r i t , N d1i t , μ 1i t ∈ R for i = 1, … , m denote the ith elements of the vectors r t , N d1 t , and μ 1 t ; and T ij ∈ R for i = 1, … , m and j = 1, … , m denote the i, j th elements of the matrix T.
Proof. Integrating both sides of (A.2) yields
Based on the expressions in (8) and (9), the integral in (A.3) can be expressed as By evaluating the first integral in (A.5) using integration by parts, (A.5) can be expressed as
After substituting the definition of the auxiliary control term μ 1 t given in (16) By using the fact that 
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