1. Introduction
===============

Propensity-score methods are increasingly being used to reduce or minimize the confounding that occurs frequently in observational studies. The propensity score is the probability of treatment assignment conditional on measured baseline covariates (i.e., pre-treatment covariates that are measured prior to the application of the treatment) [@b1]. Matching on the propensity score is a commonly used method for removing the effects of confounding due to observed covariates [@b2]--[@b4]. Matching on the propensity score entails forming matched sets of treated and untreated subjects who have a similar value of the propensity score [@b5]. The most common implementation of propensity-score matching is pair matching, in which pairs of treated and untreated subjects are formed. Rosenbaum and Rubin demonstrated that subjects who have the same propensity score will have the same distribution of measured baseline covariates [@b1]. A consequence of this is that matched treated and untreated subjects will have measured baseline covariates that are more likely to be similar to one another than are the baseline covariates of two unmatched subjects. Therefore, it is likely that a within-matched pair correlation of outcomes has been induced by matching on the propensity score. There is some controversy surrounding variance estimation when estimating treatment effects in propensity-score-matched samples. Schafer and Kang have suggested that methods of inference appropriate for independent samples can be used for assessing the statistical significance of treatment effects when using propensity-score matching [@b6]. In contrast to this, other authors, using Monte Carlo simulations, have found that statistical methods that account for the matched nature of the sample better approximate the sampling distribution of the estimated treatment effect [@b7]--[@b10].

The bootstrap is a well-known, resampling method for estimating the standard error of estimated statistics and of constructing confidence intervals [@b11]. Despite its widespread use in statistics, its use in conjunction with propensity-score methods is rare. Given the debate surrounding appropriate methods for estimating the sampling variability of effects estimated using propensity-score matching, bootstrap methods may hold promise for use with propensity-score matching.

The objective of the current study was to examine the performance of bootstrap methods to estimate the sampling variability of treatment effect estimates obtained using propensity-score matching. The paper is structured as follows. In Section 2, we describe three different propensity-score matching algorithms and two different bootstrap approaches that could be used with propensity-score matching. In Section 3, we describe the design of an extensive series of Monte Carlo simulations to assess the performance of bootstrap methods to estimate the sampling variability of estimated treatment effects. In Section 4, we report the results of these simulations. Finally, in Section 5, we summarize our findings and place them in the context of the existing literature.

2. Background: statistical methods for matching and bootstrapping
=================================================================

In this section, we describe three algorithms for matching on the propensity score and two ways in which the bootstrap can be used in conjunction with propensity-score matching to estimate the standard error of the estimated effect of treatment. Each of the matching algorithms uses matching *without* replacement, so that each untreated or control subject is included in at most one matched set.

2.1. Three algorithms for matching on the propensity score
----------------------------------------------------------

Matching on the propensity score entails forming matched sets of treated and untreated subjects who have a similar value of the propensity score [@b5]. The most common implementation of propensity-score matching is pair matching or 1:1 matching in which matched pairs of treated and untreated subjects are formed. The first algorithm that we examined was greedy nearest-neighbor matching (NNM) on the propensity score, with a random ordering of treated subjects [@b6]. Using this approach, a treated subject is selected at random. This treated subject is then matched to the untreated subject whose propensity score is closest to that of the treated subject. Matching *without* replacement was used, so that once an untreated subject was selected for matching to a given treated subject, that untreated subject was no longer eligible for consideration as a potential match for subsequent treated subjects. Thus, each untreated subject was included in at most one matched set.

The second matching algorithm that we used was greedy NNM on the logit of the propensity score within specified caliper widths to form pairs of treated and untreated subjects [@b5]. We used calipers of width equal to 0.2 of the standard deviation of the logit of the propensity score, as this caliper width has been found to perform well in a wide variety of settings [@b12]. This algorithm is a refinement of NNM, in which an untreated subject is only considered as a potential match for a given treated subject if the difference in the logits of their propensity scores is below some maximal difference (the caliper width). As above, we considered matching *without* replacement, so that once an untreated subject was matched to a given treated subject, that untreated subject was no longer eligible for consideration as a potential match for subsequent treated subjects.

The third matching algorithm that we used was optimal matching [@b13]. Optimal matching forms matched pairs of treated and untreated subjects so as to minimize the average within-pair difference in the propensity score.

2.2. Estimating treatment effects in propensity-score-matched samples
---------------------------------------------------------------------

In the current study, we considered three different types of outcomes: continuous outcomes, binary outcomes, and survival or time-to-event outcomes. For continuous outcomes, the effect of treatment can be estimated as the difference between the mean outcome in the treated subjects in the matched sample and the mean outcome in the untreated subjects in the matched sample. This is equivalent to the mean within-pair difference in the outcome in the matched sample. The standard error of the estimated difference in means can be estimated as the standard error of the within-pair differences in the outcome. When outcomes are binary, the risk difference or absolute risk reduction can be estimated similarly. The variance of the risk difference can be estimated using methods that account for the matched nature of the sample [@b9],[@b14]. When outcomes are time-to-event in nature, a Cox proportional hazards regression model can be used to regress survival on an indicator variable denoting treatment status. Prior research has found that the use of a robust, sandwich-type estimate of the variance of the regression coefficient that accounts for the clustering within matched sets [@b15] performs better than using the naïve model-based standard errors [@b10].

2.3. Bootstrap methods for use with propensity-score matching
-------------------------------------------------------------

A bootstrap sample is a sample drawn using sampling with replacement from the original sample, such that the size of the bootstrap sample is equal to that of the original sample [@b11]. We describe two different methods for using the bootstrap to estimate the sampling variability of the estimated treatment effect using a propensity-score-matched sample. We refer to these two approaches as the simple bootstrap and the complex bootstrap. We also describe three different bootstrap methods for estimating 95% confidence intervals with either the simple bootstrap or the complex bootstrap.

### 2.3.1. The simple bootstrap

The simple bootstrap is simply the conventional bootstrap applied to the matched sample that was obtained using propensity-score matching (using whatever matching algorithm was selected). The only caveat is that one must bootstrap matched pairs, rather than individual subjects. Let the matched sample consist of *N* matched pairs: *M*~1~,*M*~2~,...,*M*~*N*~, where each matched pair consists of a treated subject and an untreated subject who have similar values of the propensity score. B bootstrap samples are then drawn from the set of *N* matched pairs: A={*M*~1~,*M*~2~,...,*M*~*N*~}. Thus, each bootstrap sample consists of *N* matched pairs, drawn with the replacement from the set A of matched pairs. In each of these B bootstrap samples, the effect of treatment is estimated using the appropriate method described in Section 2.2. The standard deviation of the estimated treatment effects across the B bootstrap samples is used as an estimate of the standard error of the estimated treatment effect in the original propensity-score-matched sample.

Confidence intervals can be estimated using three different approaches. First, one can use a standard normal-theory approach. Having estimated the standard error of the estimated treatment effect, one can use as the endpoints of the 95% confidence interval, where denotes the estimated effect of treatment in the original matched sample, while denotes the bootstrap estimate of the standard error of the estimated treatment effect. Second, one can use a nonparametric percentile-based approach to estimate 95% confidence intervals. To do so, one uses the 2.5th and 97.5th percentiles of the estimated treatment effects across the B bootstrap samples. Third, one can construct accelerated and bias-corrected (BC~a~) confidence intervals [@b11].

### 2.3.2 The complex bootstrap

The complex bootstrap attempts to incorporate additional potential sources of variability when estimating the sampling variability of the estimated treatment effect. In particular, it attempts to incorporate two additional sources of variability compared with that addressed by the simple bootstrap: variability in estimating the propensity-score model and variability in the formation of the propensity-score-matched sample. Using this approach, B bootstrap sample are drawn from the original (unmatched) sample. In each of the B bootstrap samples, the propensity-score model is estimated, and a propensity-score-matched sample is formed using the selected matching algorithm. Then, in each of the B matched samples, the effect of treatment is estimated using the appropriate method described in Section 2.2. The standard deviation of the estimated treatment effects across the B propensity-score-matched samples is then estimated. This serves as an estimate of the sampling distribution of the estimated treatment effect in the original propensity-score-matched sample. The three methods described earlier can be used to estimate 95% confidence intervals when using the complex bootstrap.

It should be noted that while the complex bootstrap accounts for more sources of potential variability, it is also substantially more computationally intensive. This is because it requires B additional implementations of the propensity-score matching algorithm, whereas the simple bootstrap method only involves drawing bootstrap samples from the original propensity-score-matched sample. In general, matching algorithms are more computationally intensive than are random sampling algorithms.

3. Monte Carlo simulations: methods
===================================

We used a series of Monte Carlo simulations to examine performance of two different bootstrap algorithms for estimating the sampling variability of treatment effect estimates obtained using propensity-score matching. We considered continuous, binary, and survival outcomes.

3.1. Data-generating processes
------------------------------

We simulated data for a setting in which there were 10 baseline covariates (*X*~1~--*X*~10~). These covariates were simulated from independent standard normal distributions. Of these 10 covariates, seven affected treatment selection (*X*~1~--*X*~7~), while seven affected the outcome (*X*~4~--*X*~10~). Furthermore, covariates were allowed to have a weak, moderate, strong, or very strong effect on treatment selection or outcome.

For each subject, the probability of treatment selection was determined from the following logistic model: logit(*p*~*i*~) = *α*~0,treat~+*α*~*W*~*x*~1~+*α*~*M*~*x*~2~+*α*~*S*~*x*~3~+*α*~*W*~*x*~4~+*α*~*M*~*x*~5~+*α*~*S*~*x*~6~+*α*~*VS*~*x*~7~. The intercept of the treatment-selection model (*α*~0,treat~) was selected so that the proportion of subjects in the simulated sample that were treated was fixed at the desired proportion (5%, 10%, 20% or 25% of subjects were exposed to the treatment). The regression coefficients *α*~*W*~, *α*~*M*~, *α*~*S*~, and *α*~*VS*~ were set to log(1.25), log(1.5), log(1.75) and log(2), respectively. These were intended to denote weak, moderate, strong, and very strong treatment-selection effects. For each subject, treatment status was generated from a Bernoulli distribution with subject-specific parameter *p*~*i*~:*Z*~*i*~∼*Be*(*p*~*i*~).

We generated a continuous outcome, a binary outcome, and a time-to-event outcome for each subject. The continuous outcome was generated as *Y*~*i*~=*Z*~*i*~+*α*~*W*~*x*~4~+*α*~*M*~*x*~5~+*α*~*S*~*x*~6~+*α*~*VS*~*x*~7~+*α*~*W*~*x*~8~+*α*~*M*~*x*~9~+*α*~*S*~*x*~10~+*ε*~*i*~, where *ε*~*i*~∼*N*(0,*σ* = 3). Thus, treatment increased the mean outcome by one unit. A binary outcome was generated using a previously described data-generating process for binary outcomes that induced data in which treatment caused a specified absolute risk reduction [@b16]. We simulated the binary outcome so that treatment caused a 0.02 reduction in the probability of the occurrence of outcome. Furthermore, the marginal probability of the occurrence of the event if all subjects were untreated was 0.10.

We generated a time-to-event outcome for each subject using a data-generating process for time-to-event outcomes based on the one described by Bender *et al.*, [@b17]. For each subject, the linear predictor was defined as LP = *β*~treat~*Z* + *α*~*W*~*x*~4~+*α*~*M*~*x*~5~+*α*~*S*~*x*~6~+*α*~*VS*~*x*~7~+*α*~*W*~*x*~8~+*α*~*M*~*x*~9~+*α*~*S*~*x*~10~. For each subject, we generated a random number from a standard Uniform distribution: *U* ∼ (0,1). A survival or event time was generated for each subjects as follows: . We set *λ* and *η* to be equal to 0.00002 and 2, respectively. The use of this data-generating process results in a conditional treatment effect, with a conditional hazard ratio of exp(*β*~treat~). However, we wanted to generate data in which there was a specified marginal hazard ratio. To do so, we modified a previously described data-generating process for generating data with a specified marginal odds ratio or risk difference [@b16],[@b18]. We used an iterative process to determine the value of *β*~treat~ (the conditional log-hazard ratio) that induced the desired marginal hazard ratio. Briefly, using the aforementioned conditional model, we simulated a time-to-event outcome for each subject, first assuming that the subject was untreated and then assuming that the subject was treated. In the sample consisting of both potential outcomes (survival or event time under lack of treatment and survival or event time under treatment) for those subjects who were ultimately assigned to receive the treatment (because matching allows one to estimate the average treatment effect in the treated---the ATT), we regressed the survival outcome on an indicator variable denoting treatment status. The coefficient for the treatment status indicator denotes the log of the marginal hazard ratio. We repeated this process 1000 times to obtain an estimate of the log of the marginal hazard ratio associated with a specific value of *β*~treat~ in our conditional outcomes model. A bisection approach was then employed to determine the value of *β*~*treat*~ that resulted in the desired marginal hazard ratio. We thus determined the value of *β*~treat~ that induced a desired marginal hazard ratio in the treated population. The true marginal hazard ratio was fixed at 0.8 for the current simulations.

We allowed the following factor to vary in our Monte Carlo simulations: the percentage of subjects that were treated (5%, 10%, 20%, and 25%). In each of the four scenarios, we simulated 1000 datasets, each consisting of 5000 subjects.

R code for generating the simulated datasets is provided in the Appendix.

3.2. Analyses in simulated datasets
-----------------------------------

Within each of the 1000 simulated datasets in each of the four scenarios, we estimated the propensity score using a logistic regression model to regress treatment status on the seven baseline covariates that affected the outcome. This approach to variable selection for the propensity-score model was selected, as it has been shown to result in better estimation compared with selecting only those variables that affect treatment selection [@b19]. We then used each of the three propensity-score matching algorithms described in Section 2.1 to form a propensity-score-matched sample. For a given matching method, the effect of treatment on the continuous, binary, and survival outcomes was determined using the methods described in Section 2.2 in each of the 1000 matched samples. The empirical sampling variability of the estimated treatment effects (difference in means, risk difference, and log-hazard ratio) was estimated as the standard deviation of the estimated treatment effects across the 1000 simulated datasets.

Within each of the 1000 matched samples, we used two different parametric methods to estimate the standard error of the estimated treatment effect. First, we used methods that accounted for the matched nature of the propensity-score-matched sample. These methods are described earlier in Section 2.2. Second, we used methods that did not account for the matched nature of the propensity-score-matched sample. These methods assumed that the treated and untreated subjects in the matched sample formed two independent samples. Thus, we used conventional methods for estimating the standard error of a difference in means and differences in proportions between two independent samples [@b20]. When outcomes were time-to-event in nature, a conventional Cox proportional hazards regression model, with model-based standard errors, was used to estimate the estimated log-hazard ratio and its standard error. The mean estimated standard error was then determined across the 1000 simulated datasets.

The simple bootstrap was then used to estimate the standard error of each estimated measure of effect. This was carried out as follows: (i) from the original matched sample in a given iteration of the simulation process, 1000 bootstrap samples of the matched pairs were drawn; (ii) the treatment effect was estimated in each of these 1000 bootstrap samples; and (iii) the standard error of the estimated treatment effect was estimated as the standard deviation of the estimated treatment effects across the 1000 bootstrap samples. Thus, in each of the 1000 iterations of the Monte Carlo simulation for a given scenario, we had a bootstrap estimate of the standard error of the estimated treatment effect. We then computed the mean bootstrap estimate of the standard error across the 1000 iterations of the simulations. Finally, the mean bootstrap estimate of the standard error across the 1000 iterations of the simulations was compared with the standard deviation of the estimated treatment effects across the 1000 simulated datasets.

Similarly, the complex bootstrap was used to estimate the sampling variability of each estimated measure of effect. This was carried out as follows: (i) from the original unmatched sample, 1000 bootstrap samples were drawn; (ii) the propensity score was estimated in each of these 1000 bootstrap samples using logistic regression; (iii) propensity-score matching was conducted in each of these 1000 bootstrap samples; (iv) the effect of treatment on each outcome was estimated in each of the 1000 propensity-score-matched samples; and (v) the standard error of the estimated treatment effect was estimated as the standard deviation of the estimated treatment effects across the 1000 bootstrap samples. Thus, in each of the 1000 iterations of the Monte Carlo simulation for a given scenario, we had a bootstrap estimate of the standard error of the estimated treatment effect. The mean bootstrap estimate of the standard error across the 1000 iterations was compared with the standard deviation of the estimated effects across the 1000 simulated datasets.

We estimated 95% confidence intervals for the estimated treatment effect in each of the 1000 datasets. When not using bootstrapping, standard normal-theory methods were used to estimate 95% confidence intervals based on the parametric variance estimates (naïve parametric variance estimate in the matched sample and the parametric method in the matched sample that accounted for the matched design). Three different methods were used to compute 95% confidence intervals when using the simple bootstrap: a standard normal-theory approach using the bootstrap estimate of the standard error of the estimated treatment effect, a nonparametric percentile-based estimate, and the BC~a~ estimate. Only the first two were used when using the complex bootstrap. We did not examine the use of the BC~a~ confidence intervals with the complex bootstrap because of the computational intensity of this approach (calculating the acceleration parameter *a* involves a leave-one-out jackknife-type procedure that does not lend itself well to simulations of matching within bootstrap samples). Matching tends to be more computationally intensive than drawing a random sample. Within a given iteration of the simulations, the simple bootstrap required that matching be carried out only once, while the complex bootstrap required that it be performed 1000 times. We then determined the empirical coverage rates of the estimated 95% confidence intervals by determining the proportion of the 1000 simulated datasets in which the estimated 95% confidence interval covered the true treatment effect used in the data-generating process.

The aforementioned Monte Carlo simulations used matching on the *estimated* propensity score: the propensity score was estimated in a given simulated dataset, and subjects were matched on this estimated propensity score. Both Rosenbaum [@b21] and Abadie and Imbens [@b22] suggest that matching on the estimated propensity score is more efficient than matching on the true propensity score. This appears to be because, while matching on the true propensity score adjusts for systematic differences in baseline characteristics between treatment groups, matching on the estimated propensity score adjusts for both systematic and random differences between treatment groups. To examine this effect, we repeated the aforementioned simulations using matching on the true propensity score (i.e., the propensity score that was used to simulate treatment status in the data-generating process). For this restricted set of simulations, we used B = 200 bootstrap samples and only examined standard normal-theory-based methods for estimating confidence intervals.

4. Monte Carlo simulations: results
===================================

4.1. Matching on the estimated propensity score
-----------------------------------------------

When the proportion of subjects who were treated was 0.05, 0.10, 0.20, and 0.25, then the average number of matched pairs formed using caliper matching across the 1000 simulated samples for each scenario was 248.8, 494.9, 967.0, and 1,175.8, respectively. Thus, on average, approximately 99.5%, 99.2%, 96.6%, and 94.0% of treated subjects were matched to an untreated subject. Thus, caliper matching should have minimal bias because of incomplete matching [@b5]. The two other matching methods, NNM and optimal matching, would result in all treated subjects being matched to an untreated subject.

The mean estimated standard errors and the empirical estimates of the standard deviation of the estimated treatment effects are reported in Figure [1](#fig01){ref-type="fig"}. There is one panel for each of the three types of outcomes (continuous, binary, and time-to-event). Each panel consists of a series of dotcharts, with one row for each of the 12 combinations of matching method and prevalence of treatment (3 matching algorithms×4 treatment prevalence). When outcomes were continuous, several observations merit comment. First, all four methods of estimating the standard error of the difference in means resulted in estimates that overestimated the standard deviation of the sampling distribution of the difference in means. Across the 12 combinations of prevalence of treatment (5%, 10%, 20%, and 25%) and the three matching methods, the mean ratio of the estimated standard error to the empirical standard error was 1.08 for the naïve matched estimator, 1.04 for the matched estimator that accounted for the matched nature of the sample, 1.04 for the simple bootstrap estimator of the standard error, and 1.07 for the complex bootstrap estimator of the standard error. Second, the naïve parametric estimator tended to result in estimates that resulted in the greatest overestimation of the variability of the sampling distribution. Third, the matched parametric estimator and the naïve bootstrap estimator tended to results in estimates that most closely reflected the empirical sampling variability of the estimated difference in means. In most settings, these two methods resulted in very similar estimates of standard error. Fourth, the complex bootstrap tended to have inferior performance compared with the simple bootstrap method. Fifth, results for the three different matching algorithms tended to be similar to one another. Sixth, differences between the methods for estimating the variability of the sampling distribution of the difference in means tended to diminish as the prevalence of treatment increased. Seventh, differences between the standard deviation of the empirical sampling distribution of the estimated difference in means and the mean estimated standard error for the four different methods tended to diminish as the prevalence of treatment increased. Thus, the estimates of standard error were most accurate when a higher proportion of subjects were treated. Similar results were observed when outcomes were binary, and the risk difference was used as the measure of treatment effect. When outcomes were binary, across the 12 combinations of prevalence of treatment and the three matching methods, the mean ratio of the estimated standard error to the empirical standard error was 1.04 for the naïve matched estimator, 1.00 for the matched estimator that accounted for the matched nature of the sample, 1.00 for the simple bootstrap estimator of the standard error, and 1.03 for the complex bootstrap estimator of the standard error. With time-to-event outcomes, similar results were observed with one primary exception. With time-to-event outcomes, the estimate of sampling variability obtained from the naïve parametric estimator was substantially larger than that obtained using the other three estimates. When outcomes were time-to-event in nature, across the 12 combinations of prevalence of treatment and the three matching methods, the mean ratio of the estimated standard error to the empirical standard error was 1.30 for the naïve matched estimator, 1.09 for the matched estimator that accounted for the matched nature of the sample, 1.09 for the simple bootstrap estimator of the standard error, and 1.10 for the complex bootstrap estimator of the standard error.
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The empirical coverage rates of estimated 95% confidence intervals obtained using the seven different methods (naïve parametric estimate, matched parametric estimate, simple bootstrap (normal-theory method), simple bootstrap (percentile method), simple bootstrap (BC~a~), complex bootstrap (normal-theory method), and complex bootstrap (percentile method)) are reported in Figure [2](#fig02){ref-type="fig"}. As above, there is a separate panel for each of the three different types of outcome (continuous, binary, and survival). Because of our use of 1000 simulated datasets for each scenario, an empirical coverage rate less than 0.9365 or greater than 0.9635 is statistically significantly different than the advertised rate of 0.95, based on a standard normal-theory test. On each panel, we have superimposed vertical lines denoting empirical coverage rates of 0.9365, 0.95, and 0.9635.
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Several observations merit being highlighted. First, empirical coverage rates tended to be closer to the advertised rate of 95% for estimating means and risk differences compared with when estimating hazard ratios. Second, the simple bootstrap tended to result in better empirical coverage rates compared with the complex bootstrap. Third, coverage rates tended to be closer to the advertised rate when using caliper matching, compared with when NNM or optimal matching were used. Fourth, the naïve matched estimator tended to have worse performance compared with the matched parametric estimator and the simple bootstrap estimator. Fifth, the percentile-based confidence intervals did not perform well when used with the complex bootstrap.

4.2. Matching on the true propensity score
------------------------------------------

The corresponding results when we matched on the true propensity score are reported in Figures [3](#fig03){ref-type="fig"} and [4](#fig04){ref-type="fig"}. In comparing Figures [1](#fig01){ref-type="fig"} and [3](#fig03){ref-type="fig"}, one notes that there were minor differences in results when matching on the true propensity score compared with matching on the estimated propensity score. Several observations merit being highlighted. First, the naïve matched estimator of the standard error tended to result in the greatest overestimate of the standard deviation of the empirical sampling distribution of the estimated effect compared with the three other competing methods. Second, the other three variance estimation methods (the matched parametric estimator and the two bootstrap methods) tended to result in estimates of the sampling variability that were almost indistinguishable from one another. Third, in most scenarios, these three variance estimation methods (the matched parametric estimator and the two bootstrap methods) tended to more closely approximate the sampling distribution compared with what was observed when matching on the estimated propensity score was used.
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The empirical standard errors were smaller when the estimated propensity score was used compared with when the true propensity score was used. When estimating a difference in means, the ratio of the empirical standard error when using the estimated propensity score to the empirical standard error when using the true propensity score ranged between 0.94 and 0.97 across the different scenarios and methods. The comparable ranges were 0.94--0.94 for estimating a risk difference and 0.78--0.84 when estimating a marginal hazard ratio. This observations is in accordance with the suggestion of Rosenbaum [@b21] and Abadie and Imbens [@b22] that matching on the estimated propensity score is more efficient than matching on the true propensity score.

In examining Figure [4](#fig04){ref-type="fig"}, one observes that when outcomes were continuous or binary, the use of caliper matching resulted in confidence intervals that had approximately correct coverage rates, regardless of the variance estimation method used, when matching on the true propensity score, compared with matching on the estimated propensity score. Coverage rates tended to be suboptimal when using optimal or NNM matching, and the prevalence of exposure was either 0.2 or 0.25.

5. Discussion
=============

We conducted an extensive series of Monte Carlo simulations to examine the performance of bootstrap methods to estimate the variability of estimated treatment effects when using matching on the propensity score *without* replacement. We briefly summarize our findings and place them in the context of the existing literature.

Our primary focus was on examining the performance of two bootstrap methods for estimating the sampling variability of estimated treatment effects when matching *without* replacement on the estimated propensity score. We found that the simple bootstrap (bootstrapping matched pairs from the original propensity-score-matched sample) tended to result in variance estimates very similar to those obtained from a parametric variance estimate that accounted for the matched nature of the sample. A naïve variance estimate in the matched sample (i.e., one that disregarded the matched nature of the sample) tended to result in the greatest overestimation of the empirical sampling variability. In most cases, the variance estimation methods tended to overestimate the empirical sampling variability. As a secondary objective, we examined whether these observations changed when matching on the *true* propensity score, rather than on the *estimated* propensity score. When matching on the true propensity score, we observed that the parametric matched estimator and the two bootstrap estimators tended to result in very similar estimates of sampling variability. Furthermore, in many instances, these estimates were very close to the observed variability of the empirical distribution of estimated treatment effects. As above, when matching on the true propensity score, the use of the naïve variance estimator tended to result in the greatest overestimate of the sampling variability of the estimated treatment effect.

As noted in the Introduction, both Rosenbaum and Abadie and Imbens noted that matching on the estimated propensity score was more efficient than matching on the true propensity score [@b21],[@b22]. This is because in matching on the former score, one is removing both systematic and random differences in baseline characteristics between the two groups, while in matching on the latter score, one is only removing systematic differences between the two groups. This property of the estimated propensity score is likely the reason for the aberrant behavior of the complex bootstrap in our first set of simulations, in which we found that it had inferior performance to that of the simple bootstrap. Unlike in our simulations, the analyst in applied settings does not have the luxury of deciding whether to use the estimated or the true propensity score.

In a review article on nonparametric estimation of average treatment effects, Imbens briefly discussed the use of the bootstrap [@b23]. He suggested that if one is interested in the average treatment effect for the sample (as opposed to for the larger target population), then bootstrapping is inappropriate (p. 5). Accordingly, the use of the bootstrap should be restricted to contexts in which one is interested in making inferences about the effect of treatment in the larger population from which the sample was drawn. We would argue that this, in general, would be the case for many medical studies of treatment safety and efficacy and of epidemiological studies of the risks of exposures. Furthermore, he suggests that 'bootstrapping may be more complicated for matching estimators, as the process introduces discreteness in the distribution that will lead to ties in the matching algorithm' (p. 21). This issue was explored in greater depth in a subsequent paper by Abadie and Imbens [@b24]. They examined the validity of the standard bootstrap for NNM estimators *with replacement* and a fixed number of neighbors. They found that the standard bootstrap estimator was not valid for matching estimators in this context. It appears that one of the causes of the bias in the bootstrap estimator is that whenever a treated unit and the control unit to which the treated unit was originally matched both appear in the bootstrap sample, the treated unit is matched to the same control unit. This would not necessarily occur in our implementation of matching, because we only considered matching *without* replacement. Because of our use of matching *without* replacement, the findings of Abadie and Imbens do not necessarily hold. To the best of our knowledge, the current study represents the most comprehensive examination to date of the performance of bootstrapping for estimating variances in propensity-score-matched samples that were constructed using matching *without* replacement. Our findings suggest that the use of bootstrap-based methods is appropriate when using propensity-score matching *without* replacement. Given that, in the biomedical literature, matching *without* replacement is used substantially more frequently than matching *with* replacement, our results will be of interest to biostatisticians and applied health researchers. Our results help justify an additional methodological tool for use in the application of biostatistical methods. In the settings that we considered, we found that the use of simple bootstrap did not offer substantial advantages over the use of parametric estimators that accounted for the matched nature of the sample. Thus, in many settings, the use of the bootstrap may not be necessary. However, in more complex settings in which a parametric estimate has not been developed, the use of the bootstrap may offer substantial advantage. An example is the recently-proposed method of double propensity score adjustment [@b25].

In the current study, we only considered methods that used matching without replacement and did not consider methods that used matching with replacement. Hill and Reiter described methods to estimate the standard error of the estimated treatment effect when using matching with replacement [@b26]. However, their described estimator is only applicable when estimating linear treatment effects for continuous outcomes. Methods for estimating standard errors when matching with replacement and when outcomes are binary or time-to-event in nature have not been described. Based on the conclusions of Abadie and Imbens [@b24], bootstrap methods can result in biased estimation of the standard error of estimated effects when using matching with replacement. Accordingly, the use of the bootstrap is unlikely to circumvent difficulties due to the absence of formulas for the standard error of estimated risk differences, relative risks, or hazard ratios when matching with replacement is used. However, in our experience, matching with replacement is rarely used in the biomedical literature, where the use of matching without replacement appears to predominate.

We examined three different matching algorithms: optimal matching, NNM, and caliper matching. Estimation of the standard error of the estimated treatment effect was very similar between the first two methods. Given earlier research, this finding was not surprising. Gu and Rosenbaum found that optimal matching and NNM resulted in comparable balance in measured baseline covariates between treatment groups [@b27]. Similarly, a recent study found that these two methods resulted in estimates with similar bias, variance, and mean squared error [@b28]. Despite these prior studies demonstrating the similar performance of optimal matching and NNM, optimal matching was included in the current study for the sake of completeness.

Our findings, combined with the theoretical derivations of Abadie and Imbens, have practical implications for users of statistical software programs for implementing propensity-score matching. First, in deriving the variance of the matched estimator, some statistical software programs may assume that outcomes are independent across units. In our simulations, we found that the naïve matched estimator that assumed independent observations tended to result in the greatest bias in estimating the sampling variability of the estimated treatment effect. Similar findings have been observed in prior studies [@b7]--[@b10]. Second, some statistical software packages may use matching *with* replacement as the default option. Based on the results of Abadie and Imbens, the use of the bootstrap in this context may result in biased estimation of the sampling variability of the matched estimator because of the use of matching with replacement. Users of any user-written software packages (indeed of all statistical software) need to be aware of the specific implementation that is used and the advantages and limitations of that implementation. Different matching algorithms and different approaches to variance estimation cannot be considered interchangeable.

There are certain limitations to the current study. Our findings were based on an extensive series of Monte Carlo simulations. As such, our findings warrant replication in different scenarios and under different assumptions about the number and distribution of baseline covariates and about their relationship with both treatment selection and with the outcome. Given our use of propensity-score matching, analytic determination of the performance of bootstrap methods for variance estimation would be very difficult. We note that several prior studies examining the performance of propensity-score methods for estimating treatment effects have employed Monte Carlo simulations [@b29]--[@b34]. A second limitation is our focus on the use of pair matching, in which pairs of treated and untreated subjects were formed. We did not consider alternative matching algorithms such as full matching [@b35]. Our focus on pair matching is justified because it is the method that is used most frequently in the biomedical literature [@b2]--[@b4]. A further strength of our study was that we considered two different greedy algorithms for matching as well as an optimal matching algorithm. Thus, our consideration of matching algorithms was more comprehensive than those in the majority of studies that used simulations to examine different aspects of propensity-score matching.

Our simulations found that the simple bootstrap resulted in estimates of the standard error that were often very similar to the parametric-based estimators of the standard error that accounted for the matched nature of the sample. Given these findings, we suggest that parametric-based estimates of the standard error that account for the matched nature of the sample be used when such estimators exist. The fact that the simple bootstrap performed similar to parametric-based estimators that accounted for the matched nature of the sample suggests that the simple bootstrap may be useful for more complex outcomes or more complex estimates of treatment effect than are considered in this paper, for which parametric-based estimators of the standard error that account for matching have not been developed.
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