We present a client/server system that is able to display 3D scenes on handheld devices. This kind of devices have important restrictions of memory and computing power. Therefore, we need to limit the amount of geometry sent by the server to each client. We extract the geometry that is visible for each client and send it. The clients render the geometry using the OpenGL ES [10] API. Our geometry extraction algorithm employs multiresolution and viewdependent simplification. We present results of our system running on a software implementation of OpenGL ES that runs on a PocketPC 2003.
INTRODUCTION
Over the last few years mobile computing platforms have made important advances. We can see handheld devices with increasing processor speed and integrated wireless technologies. Computer graphics are also rapidly advancing in mobile devices. There is even a 3D graphics library called OpenGL ES for embedded systems. Still, mobile devices have limitations of memory and processing power. Also, most of them do not offer hardware accelerated graphics. This makes it difficult to render and interact with large 3D scenes on these devices.
Recent advances in 3D design, acquisition and simulation have led to larger and larger geometric data sets that exceed the size of the main memory and the rendering capabilities of current graphics hardware. Various algorithmic solutions have been proposed to bridge the increasing gap between the power of the hardware and the complexity of the geometry data. These proposals include: rendering with hierarchical multiresolution, viewing frustum culling, occlusion culling and image-based rendering.
Culling methods can be easily combined with multiresolution models to select levels of detail according to criteria like viewpoint location, illumination conditions and the scene's rate of change. This approach is called view-dependent simplification. However, using multiresolution increases the size of the geometry data and requires that the entire geometry be kept in main memory. This is the reason why multiresolution models can only be applied to data sets that do not exceed the size of the main memory.
To solve this problem new models have been developed that store large scenes in secondary memory (out-of-core). We can still render these models at interactive speeds using view-dependent simplification. One of the immediate applications of this type of models is rendering of three-dimensional scenes on mobile devices.
We propose applying current multiresolution, viewing frustum culling and out-of-core techniques to 3D graphics rendering on mobile devices. We present a client-server system that delivers simplified geometry to a PDA over a wireless connection. The server stores the scene graph and extracts levels of detail to be rendered at the client. Careful selection of appropriate levels of detail allows rendering at interactive rates on a handheld device.
Our system uses a geometry cache that manages two copies of the set of visible objects. One copy is located at the server and the other at the client. The server updates the cache with the visible geometry when the scene or the viewing parameters change. A synchronization process mantains the coherence between the server and the client copies of the cache. With this approach we only send geometry updates from the server to the client, thus reducing the latency and bandwidth requirements of our system. It also has the added advantage that we can use advanced geometry culling methods at the server side.
Our server system also supports multiresolution and view-dependent simplification, thus allowing the selection of a suitable level of detail for rendering each desired view. The system can render scenes with any number of polygons. It improves on previous systems because we do not store the entire geometry at the mobile device. Neither do we render at the server and send the rendered frames to the client. Instead we make sure that the client only receives those parts of the scene graph that are visible. Those parts are currently rendered using a software library. Once hardware accelerated rendering is available we will be able to render larger amounts of geometry on the mobile device. This paper is structured as follows. First we review previous work related to 3D rendering on mobile devices and view-dependent simplification. Then we introduce our system and describe its architecture. In the following section we show some results obtained with our system. Finally we present our conclusions and directions for future work.
BACKGROUND
In this section we survey previous work in the areas of 3D rendering on mobile devices. We also introduce the idea of external memory view-dependent simplification and theOpenGL ES API.
3D Rendering on Mobile Devices
3D rendering on mobile devices can be achieved using different techniques: image-based rendering, point-based rendering and geometry-based rendering.
Polygon-based rendering systems are like those implemented in traditional graphics accelerators. Such systems typically use their own graphics library, although some systems use PocketGL [11] .
PocketGL is a software library for embedded systems. It was developed for specific devices, most of them non-OpenGL ES compliant. These systems render three-dimensional scenes with a software rasterizer using the native 2D API for writing to the graphics device.
D'amora and Bernardini present a 3D viewer for PocketPC devices [2] . In [16] the authors describe a PocketGL-based continuous multiresolution rendering engine for PDAs. Sanna et al. propose a general architecture for searching, retrieving and rendering complex 3D models on PDA's [13] .
Image-based methods use images to replace some or all of the geometry of a scene in 3D rendering. [1] proposes a client-server system that renders geometry at the server and sends the resulting images to a PocketPC client for display. Alternatively, [14] introduces a system that delivers images to a remote PC. Finally, [15] describes a server system that sends a compressed video stream to a client.
Point-based rendering displays complex geometries by rendering a set of points located on the surface of the objects. The number of point samples rendered depends on the complex object's screen size. In [4] the authors use a packed hierarchical point-based representation for rendering.
External Memory View-Dependent Simplification
Recently, the idea of view-dependent simplification [6] was introduced. View-dependent simplification enables changes to multiresolution hierarchies that depend on parameters such as viewer location, illumination conditions and speed of motion. At each frame these simplifications adapt the mesh structure to obtain the right level of detail. The main problem is that these schemes increase the size of the datasets, and they require that the entire dataset be kept in main memory.
External-memory (or out-of-core) techniques solve this problem for datasets larger than the main memory [5] . The idea is to store the geometric data in disk. During run-time navigation, out-of-core techniques are used to keep in main memory only the geometry that is active.
OpenGL ES
OpenGL ES (OpenGL for Embedded Systems) is a low-level, lightweight API for advanced embedded graphics using well-defined subset profiles ofOpenGL. It provides a low-level applications programming interface (API) between software applications and hardware or software graphics engines.
Three-dimensional graphics on mobile devices have made substantial progress since the introduction of OpenGL ES. Currently only a few devices contain an integrated chip that supports this technology (see [3] for an example). Manufacturers are now beginning to add hardware graphics to the new generation of handheld devices.
The lack of hardware accelerated graphics in handheld devices has motivated the development of Klimt [8] .
Klimt is an open-source software library that implements the OpenGL ES interface.
OUR APPROACH
In this paper we address the problem of rendering complex threedimensional scenes on mobile computer devices. The issue is that the scene does not fit in the devices's main memory. So we use out-of-core storage and view-dependent simplification to keep the smallest possible number of polygons stored in the mobile device for rendering. To achieve this goal we employ multiresolution meshes. In this Section we introduce our system's architecture and describe its different components.
The system is split into three main subsystems: (i) the server system capable of loading a 3D graphics scene and extracting the geometric data to be rendered at the client, (ii) the client application, that connects to the server and receives the data to render the scene, and (iii) the communication layer that implements the communication protocols and an object/triangle cache to improve transfer rates. Figure 1 shows the internal architecture of the server system and the client applications. 
Server System
The server loads a scene graph with OpenSceneGraph and begins listening to connections. We use OpenSceneGraph (OSG) [12] to store and manage complex 3D models. OSG is an open source high performance 3D graphics toolkit, used by application developers for visual simulation, games, modeling, virtual reality and scientific visualization.
Once a client establishes a connection, the server creates a new thread to manage the connection. Then the client sends the viewing parameters to the server, and the server configures the camera inside OSG. After that, the server calls the cull process.
OSG implements culling methods that substantially reduce the geometry sent to the render stage. However, it does not support multiresolution meshes. So we merged the multitesselation library (MT) [7] with OSG. That way we can manage large 3D scenes with multiresolution. The MT library supports focusing on a given volume of the scene for detailed extraction of the relevant geometry. Depending on the type of scene the volume can be a pyramid, a 3D box or another object.
For multiresolution meshes we do extra work to extract the right level of detail. We create the box that contains the viewing frustrum. Then we use this box to extract the appropriate resolution using the MT library. The geometry thus obtained is sent to the client using the system's communication layer.
Client Application
We create a client application capable of establishing connections to the server using integrated wireless technology. The client application can also run on laptop and desktop computers with wireless connectivity. Once the client establishes a connection, it creates a communication thread. The communication thread sends the viewing parameters to the server and receives the geometry from the server. The main thread of the client renders the scene and handles the user's interactions. 
Communication Layer -The Scene Cache
The communication between the client and the server is handled by a library we developed on top of standard Berkeley sockets. The library implements data structures for client-server communication. Two data structures are usually exchanged between client and server. The first one encapsulates the viewing parameters sent by the client to the server. The second one maintains the scene cache.
There are two copies of the scene cache. One is kept at the client and the other at the server. The communication layer keeps both copies synchronized at all times. During scene navigation the cache is updated by the server for each new set of viewing parameters. Then the cache is accessed by the client to retrieve the new geometry to be rendered. The goal of the cache is to exploit the temporal coherence between consecutive frames. For small camera movements we only need to make small changes to the (local) geometry kept in the client's cache ready to be rendered. The method is extended to support multiresolution meshes.
If the geometry changes during rendering, then we use two geometry buffers at the client, one for the drawing process and the other for the synchronization process. When the synchronization process ends we swap buffers and prepare the system for the next synchronization. That way the main thread can draw from one buffer while the synchronization process updates the geometry in the other buffer.
RESULTS
To test the implementation of our system we run the server on a desktop PC and the client on different devices. We run the client on a laptop with wireless access, on the PocketPC 2003 emulator and on an HP ipaq 4150 running PocketPC 2003.
We used a couple of scenes to test our system. Figure 2 shows some images obtained from running our system with a multiresolution mesh made from a 2400-polygon bunny. Figure 3 shows the other test scene made of multiple static meshes representing a container terminal. This scene was built using virtainer [9] , a 3D system to handle and render container terminals in real time. For the MT bunny scene the maximum number of triangles viewed is at most 2400 when the geometry is close to the viewer and less than 1500 when the geometry is far from the viewer. The geometry changes resolution progressively during navigation. We observe that the dynamic geometry mantains the frame-rate at the maximum possible with the Klimt library. When the geometry is not visible we appreciate a large increase in the frame rate.
The virtainer scene is more complex, containing many objects and transformations. The precomputed path for the scene moves the camera back and forth along a street with several blocks of containers on both sides. The total number of containers in the terminal is 23000. 
CONCLUSIONS AND FUTURE WORK
In this paper we introduce a system for interactive three-dimensional rendering on mobile devices. We implement a client-server system that delivers geometry to a mobile device and renders the cached geometry on the device. For rendering we use Klimt, a software implementation of OpenGL ES that runs on PocketPC 2003. Our system will thus run on future hardware implementations of OpenGL ES for mobile and other devices. The system's server uses OpenSceneGraph and multiresolution meshes for scene management.
Our system improves on previous systems because we do not store the entire mesh at the client. Instead we only send to the client those polygons that are currently visible. Our system can be applied, for example, to computer gaming and Augmented Reality systems for remote process monitoring, museum guided tours, warehouse management, etc.
In the future we would like to improve the cache of our system. The idea is to maintain a cache of multiresolution nodes at the client using external memory view-dependent simplification that supports multiresolution.
