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THE HODGE REALIZATION OF THE POLYLOGARITHM ON THE PRODUCT OF
MULTIPLICATIVE GROUPS
KENICHI BANNAI∗⋄, KEI HAGIHARA⋄∗, KAZUKI YAMADA∗, AND SHUJI YAMAMOTO∗⋄
Abstract. The purpose of this article is to describe explicitly the polylogarithm class in absolute Hodge co-
homology of a product of multiplicative groups, in terms of the Bloch-Wigner-Ramakrishnan polylogarithm
functions. We will use the logarithmic Dolbeault complex defined by Burgos to calculate the corresponding
absolute Hodge cohomology groups.
1. Introduction
The classical polylogarithm was constructed by Beilinson and Deligne as a class in the motivic co-
homology of P1 \ {0, 1,∞}. The Hodge realization of this class gives an element in the corresponding
absolute Hodge cohomology and may be described in terms of a unipotent variation of mixed R-Hodge
structures on P1\{0, 1,∞}whose periods are given by the classical polylogarithm functions (see [HW98]).
Since P1 \ {0, 1,∞} = Gm \ {1}, we may view the classical polylogarithm as an object associated to the
multiplicative group Gm. In fact, the construction of the polylogarithm was extended to elliptic curves
by Beilinson-Levin [BL94], to abelian schemes by Wildeshaus [Wil97] and Kings [Kin09], and more
recently to general commutative group schemes by Huber and Kings [HK18]. The explicit description of
the Hodge realization of the polylogarithm was given for elliptic curves by Beilinson-Levin [BL94] (see
also [BKT10, Appendix]), and the description of the topological sheaf underlying the Hodge realization
of the polylogarithm for general abelian varieties was given by Levin [Lev97] and Blottière [Blo09]. The
purpose of this article is to describe directly the Hodge realization of the polylogarithm as an explicit
class in absolute Hodge cohomology for the product of multiplicative groups.
For an integer g > 0, let X = Ggm be the g-fold product of the multiplicative group defined over the
field of complex numbers C. We denote by Log the logarithm sheaf (see Definition 3.1), which is a
certain admissible pro-unipotent variation of mixed R-Hodge structures on X . The Hodge realizaton of
the polylogarithm is defined as a class
pol ∈ H
2g−1
A
(U,Log(g))
in the absolute Hodge cohomology H2g−1
A
(U,Log(g)) of U := X \ {1} with coefficients in Log(g), the
g-fold Tate twist of Log. The polylogarithm class is characterized as the class which maps to 1 through
the residue map. In this article, we describe the polylogarithm class in terms of the Bloch-Wigner-
Ramakrishnan polylogarithm functions defined by Ramakrishnan [Ram86] (see also [Zag90, §1]), which
are single-valued real analytic variants of the classical polylogarithm functions.
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Contrary to the case when g = 1, the classes in absolute Hodge cohomology of degree > 1 cannot
be interpreted in terms of variations of mixed R-Hodge structures on U. We will use the logarithmic
Dolbeault complex defined by Burgos [Bur94] to construct an explicit complex yielding absolute Hodge
cohomology. Then in our main result, Theorem 5.11, we will describe the polylogarithm class in terms
of cocycles. We admit that our result is not very surprising, but our method illustrates the strength of the
logarithmic Dolbeault complex in elegantly describing directly the polylogarithm class in absolute Hodge
cohomology for higher dimensional cases.
Our method also applies to the case g = 1 and then recovers the following well-known result.
Corollary 1.1 (=Corollary 5.10). Let d > 1 be an integer and let ζ be a primitive d-th root of unity. The
inclusion iζ : SpecC→ U ≔ SpecC[t, t−1, (t − 1)−1] defined by t 7→ ζ induces the restriction map
i∗ζ : H
1
A
(U,Log(1)) → H1
A
(SpecC, i∗ζLog(1)) 
∞∏
k=0
C/(2πi)k+1R.
Then we have
i∗ζpol =
(
(−1)kLik+1(ζ)
)∞
k=0 ∈
∞∏
k=0
C/(2πi)k+1R.
Here, Lik(t) denotes the classical polylogarithm function, defined as the complex analytic continuation
of the series
Lik(t) :=
∞∑
n=1
tn
nk
on the open unit disc in the complex plane.
The arithmetic significance of our result for the case g > 1 will be treated in subsequent research.
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The content of this article is as follows. In §2, wewill review the theory ofmixedR-Hodge structures and
the construction of mixed R-Hodge structure on cohomology with coefficients in an admissible unipotent
variation of mixed R-Hodge structures. In §3, we will define the logarithm sheaf Log on X = Ggm, and
describe the geometric polylogarithm class in terms of differential forms. In §4, we will introduce the
logarithmic Dolbeault complex defined by Burgos [Bur94], which will be used to describe the absolute
Hodge cohomology of U = X \ {1}. In §5, we will define the absolute polylogarithm class and prove our
main result.
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manuscript and giving helpful suggestions. The authors would also like to thank the KiPAS program
FY2014–2018 of the Faculty of Science and Technology at Keio University for providing an excellent
environment making this research possible.
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2. Mixed Hodge Structure on Cohomology
In what follows, for a smooth scheme X of finite type over C, we denote by OX the sheaf of holomorphic
functions on X(C), and by Ω•
X
the complex of sheaves of holomorphic differential forms. In this section,
we review the construction by Deligne [Del71] and Hain-Zucker [HZ87] of mixed R-Hodge structures
on cohomology of a complex variety with coefficients in an admissible unipotent variation of mixed
R-Hodge structures.
2.1. Construction of Mixed Hodge Structures on Cohomology. We first start with the definition of
pure and mixed R-Hodge structures.
Definition 2.1 (pure R-Hodge structure). Let V = (V, F•) be a pair consisting of a finite dimensional
R-vector space and a finite descending Hodge filtration by C-linear subspaces F• on VC := V ⊗ C. We
say that V is a pure R-Hodge structure of weight n, if
VC =
⊕
p+q=n
FpVC ∩ F
q
VC,
where F
q
VC := FqVC is the complex conjugate of FqVC.
Example 2.2. For any integer n ∈ Z, the Tate object R(n) := (V, F•), where VC := Cωn for a basis ωn
and V := Run ⊂ VC for un := (2πi)nωn, with a filtration F• satisfying F−nVC = VC and F−n+1VC = 0 is a
pure R-Hodge structure of weight −2n.
Definition 2.3 (mixed R-Hodge structure). Let V = (V,W•, F•) be a triple consisting of a finite di-
mensional R-vector space V , a finite ascending filtration W• on V by R-linear subspaces, and a finite
descending filtration F• on VC by C-linear subspaces. We say that V is a mixed R-Hodge structure,
if the pair GrWn V := (Gr
W
n V, F
•) for each n ∈ Z is a pure R-Hodge structure of weight n, where
GrWn V := WnV/Wn−1V and F
• is the filtration on GrWn V induced by F
•.
We denote by MHSR the category of mixed R-Hodge structures, whose morphisms are R-linear homo-
morphisms of the underlying R-vector spaces compatible with the filtrations W• and F•.
Let X be a smooth algebraic variety of dimension g over C, which we view as a complex manifold.
The purpose of this section is to give the construction of a mixed R-Hodge structure on the cohomology
Hm(X,R) := Hm(X(C),R). We first start with the construction of the weight filtration on Hm(X,R). Let
j : X →֒ X be a smooth and proper compactification of X such that the complement D := X \ X is a
simple normal crossing divisor. Note that we have Hm(X,R) = Hm(X, Rj∗R). For any complex K• in an
abelian category, let τ≤• be the canonical filtration which is defined by
τ≤n(K
m) =

0 n < m,
Ker (dn) n = m,
Km n > m.
We define the filtration W˜• on Hm(X,R) to be the filtration induced from the canonical filtration τ≤• on
Rj∗R. In other words, we let
W˜nH
m(X,R) := Im
(
H
m(X, τ≤nRj∗R) → H
m(X,R)
)
.
We define the filtration W• := W˜•[m] on Hm(X,R) by WnHm(X,R) := W˜n−mHm(X,R).
In order to define the Hodge filtration F• on cohomology, we introduce the de Rham cohomology. For
the complex of differentials Ω•
X
on X , we define the de Rham cohomology of X by
HmdR(X) := H
m(X,Ω•X).
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Note that we have canonical isomorphisms Hm(X,R) ⊗C = Hm(X,C)  HmdR(X). As in [Del71, (3.1.2)],
we let Ω•
X
(D) be the complex of sheaves of logarithmic differentials around D. By [Del71, (3.1.7)] (see
Proposition 2.4 below), we have an isomorphism
(2.1) HmdR(X)  H
m(X,Ω•
X
(D)).
We define the weight and Hodge filtrations on de Rham cohomology. For any x ∈ X, we say that a
coordinate neighborhood U ⊂ X of x is adapted to D, if x has coordinates (0, . . . , 0) and U ∩D is defined
by the equation tµ1 · · · tµh = 0 for local coordinates t1, . . . , tg on U. For a fixed U adapted to D, we let
I := {µ1, . . . , µh}. Then following [Del71, (3.1.5)], we define the weight filtration W• on Ω•
X
(D) to be
the multiplicative ascending filtration defined on each open neighborhood U ⊂ X adapted to D by giving
weight 0 to the sections of Ω•
X
and weight 1 to the sections dtµ/tµ for µ ∈ I. The Hodge filtration F• on
Ω
•
X
(D) is defined to be the stupid filtration
FpΩm
X
(D) :=
{
Ω
m
X
(D) p ≤ m,
0 p > m.
We define the filtrations W˜• and F• on the de Rham cohomology HmdR(X) to be the filtrations induced
through the isomorphism (2.1) from the filtrations W• and F• on Ω•
X
(D). In other words, we let
W˜nH
m
dR(X) := Im
(
H
m(X,WnΩ
•
X
(D))
)
→ HmdR(X)
)
FpHmdR(X) := Im
(
H
m(X, FpΩ•
X
(D))
)
→ HmdR(X)
)
.
By [Del71, (3.1.7)], we have the following result.
Proposition 2.4. The resolution C →֒ Ω•
X
and the quasi-isomorphism Ω•
X
(D) →֒ j∗Ω
•
X
induce filtered
quasi-isomorphisms
(Rj∗C, τ≤•) → ( j∗Ω
•
X, τ≤•) ← (Ω
•
X
(D), τ≤•) → (Ω
•
X
(D),W•),
hence a quasi-isomorphism α : (Rj∗C, τ≤•)

−→ (Ω•
X
(D),W•) in the filtered derived category.
Proposition 2.4 implies that the filtration W˜• on HmdR(X) coincides with the filtration W˜• on H
m(X,R)
through the isomorphism Hm(X,R) ⊗ C  HmdR(X). Again, we denote by W• the filtration W• := W˜•[m]
on HmdR(X). The filtrations W• and F
• on HmdR(X) induces the filtrations W• and F
• on Hm(X,R) ⊗ C.
Theorem 2.5 ([Del71, Théorème 3.2.5]). For any m ∈ Z, the triple
Hm(X,R) := (Hm(X,R),W•, F
•)
defined above is a mixed R-Hodge structure.
2.2. Admissible Unipotent Variation of Mixed Hodge Structures. In this subsection, we review the
definition of an admissible unipotent variation ofmixedR-Hodge structures on X , and give the construction
by Hain and Zucker of the mixed R-Hodge structure on its cohomology.
Definition 2.6. Let V = (V,W•, F•) be a triple, where V is an R-local system on X , W• is a finite
ascending filtration of V by R-local subsystems, and F• is a finite descending filtration onV := V ⊗ OX
by coherent OX-submodules, satisfying the Griffiths transversality
∇(FpV) ⊂ Fp−1V ⊗ Ω1X,
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where ∇ is the integrable connection on V defined by ∇ := 1 ⊗ d. We say that V is a variation of
mixed R-Hodge structures on X , if for any point x ∈ X giving an inclusion ix : SpecC →֒ X , the triple
i∗xV := (i
∗
xV,W•, F
•) is a mixed R-Hodge structure, where W• is the ascending filtration by R-linear
subspaces on i∗xV given by Wn(i
∗
xV) := i
∗
x(WnV) for any n ∈ Z, the filtration F
• is the descending filtration
by C-linear subspaces on i∗xV ⊗ C given by F
p(i∗xV ⊗ C) := i
∗
x(F
pV) ⊗Ox C for any p ∈ Z.
Example 2.7. Suppose V = (V,W•, F•) is a mixed R-Hodge structure. The constant variation of mixed
R-Hodge structure V on X is defined as the triple
VX := (VX,W•, F
•),
where VX and W• are the constant R-local systems on X given by VX and W•, and the filtration F• on
V := VX ⊗ OX is given by FpV := (FpVC)X ⊗ OX . In particular, if V is a pure R-Hodge structure of
weight n, then we say that VX is a constant variation of pure R-Hodge structure of weight n. We will often
denote VX simply by V if there is no fear of confusion.
Example 2.7 shows that the Tate object R(n) of Example 2.2 in MHSR defines a variation of pure
R-Hodge structure of weight −2n on X . We next define the notion of a unipotent variation of mixed
R-Hodge structures.
Definition 2.8. Let V = (V,W•, F•) be a variation of mixed R-Hodge structures on X . We say that V is
unipotent, if GrWn V := (Gr
W
n V, F
•) is a constant variation of pure R-Hodge structure of weight n, where
F• is the filtration on GrWn V = Gr
W
n V ⊗ OX induced by F
•.
We next review the notion of admissibility of mixed Hodge structures defined in [HZ87, (1.5)], for the
case of unipotent variation of mixed R-Hodge structures. Let X →֒ X be a smooth compactification of
X such that the complement D := X \ X is a normal crossing divisor. Let V = (V,W•, F•) be a variation
of mixed R-Hodge structures on X . We let V := V ⊗ OX , with integrable connection ∇ := 1 ⊗ d. By
[Del70, Proposition 5.2], there exists a canonical extension V(D) of V , which is a certain locally free
O
X
-module of finite type with integrable logarithmic connection along D. Since WnV := WnV ⊗ OX for
n ∈ Z is an OX -submodule of V compatible with the connection, the canonical extension of W• on V
defines a finite ascending filtration W• onV(D).
Definition 2.9. Let V = (V,W•, F•) be a variation of mixed R-Hodge structures on X . Let F• be a finite
descending filtration onV(D) extending the filtration F• onV, again satisfying the Griffiths transversality
with respect to ∇. This implies in particular that FpV = FpV(D)|X for any p ∈ Z. We say that F• is
compatible with W•, if for any n ∈ Z, the filtration F• induced on Gr
W
n V(D) extends the filtration F
• on
GrWn V.
The admissibility of V is defined as follows.
Definition 2.10. Suppose V is a unipotent variation of mixed R-Hodge structures on X . We say that V is
admissible, if it satisfies the following conditions.
(1) LetV(D) be the canonical extension ofV to X . The filtration F• ofV extends to a filtration F•
ofV(D) compatible with W•.
(2) For any component Di of D, the residue ResDi of ∇ along Di defined in [Del70, (3.8.3)] satisfies
ResDi
(
WnV(D)|Di
)
⊂ Wn−2V(D)|Di for any n ∈ Z.
In what follows, let V = (V,W•, F•) be an admissible unipotent variation of mixed R-Hodge structures
on X . We let V := V ⊗ OX with connection ∇ := 1 ⊗ d. Then the de Rham cohomology of X with
coefficients inV is defined by
HmdR(X,V) := H
m(X,V ⊗ Ω•X).
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Note that we have canonical isomorphisms Hm(X,V) ⊗ C = Hm(X,VC)  HmdR(X,V). If V(D) is the
canonical extension of V, then by [Del70, Théorème 6.2] and the definition of the canonical extension,
we have an isomorphism
HmdR(X,V)  H
m(X,V(D) ⊗ Ω•
X
(D)).
We define the filtrations W• and F• onV(D) ⊗ Ω•
X
(D) by
Wn(V(D) ⊗ Ω
•
X
(D)) :=
∑
k∈Z
Wn−kV(D) ⊗ WkΩ
•
X
(D),
Fp(V(D) ⊗ Ω•
X
(D)) :=
∑
q∈Z
Fp−qV(D) ⊗ FqΩ•
X
(D).
The following result is due to Hain and Zucker.
Proposition 2.11 ([HZ87, (8.6) Proposition]). We denote by W˜• and F• the filtrations induced on
HmdR(X,V) from the filtrations W• and F
• ofV(D) ⊗Ω•
X
(D), and we denote again by W˜• the filtration on
Hm(X,V) ⊂ HmdR(X,V) induced from W˜•. Then the triple
Hm(X,V) := (Hm(X,V), W˜•[m],F
•)
is a mixed R-Hodge structure.
If V = (V,W•, F•) is an admissible unipotent variation of mixed R-Hodge structures on X , then we
let V(n) := V ⊗ R(n) for any n ∈ Z, that is, V(n) = V ⊗ Run with the filtrations given by Wm(V(n)) =
(Wm+2nV) ⊗Ru
n and Fp(V(n)) = (Fp+nV)⊗Cun. Then we have Hm(X,V(n)) = Hm(X,V)(n) as mixed
R-Hodge structures.
3. Geometric Polylogarithm
In what follows, we let g be a positive integer, and we let X := Ggm = SpecC[t
±1
1 , . . . , t
±1
g ] be the g-fold
product of the multiplicative group over C. The purpose of this section is to give the definition and
an explicit construction of the geometric polylogarithm class of X . We start with the definition of the
logarithm sheaf on X .
3.1. The Logarithm Sheaf. In this subsection, we define the logarithm sheaf Log of X . In what follows,
we let R(1) := R(1)⊕g, which is a pure R-Hodge structure of weight −2. We denote by N the set of
natural numbers, and for any k = (kµ) ∈ Ng, we let |k | ≔ k1 + · · · + kg.
For an integer N > 0, consider the free OX -module
LogN ≔
∏
k∈Ng, |k | ≤N
OXω
k
with connection ∇ : LogN → LogN ⊗Ω1
X
given by
(3.1) ∇(ωk) =
g∑
µ=1
ωk+1µ ⊗
dtµ
tµ
,
where 1µ denotes the element in Ng whose µ-th component is 1 and the other components are 0, and we
let ωk = 0 if |k | > N . We define the filtrations W• and F• on LogN by
W−2mLog
N
≔ W−2m+1Log
N
≔
∏
m≤ |k | ≤N
OXω
k, F−pLogN ≔
∏
|k | ≤p
OXω
k .
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By choosing local branches of log tµ, we define sections
(3.2) uk ≔ (2πi) |k | exp
( g∑
µ=1
(− log tµ)ωµ
)
· ωk
of LogN , where ωµ is an operator which acts on ωk by ωµ · ωk = ωk+1µ . We have
∇(uk) = (2πi) |k | exp
( g∑
ν=1
(− log tν)ων
)
·
g∑
µ=1
ωk+1µ ⊗
dtµ
tµ
− (2πi) |k |
g∑
µ=1
exp
( g∑
ν=1
(− log tν)ων
)
ωµ · ω
k ⊗
dtµ
tµ
= 0,
hence uk gives a horizontal section of LogN with respect to the connection ∇. Since the transfomation
(3.2) is invertible, the sections uk are linearly independent over C, hence span the space of horizontal
sections of LogN .
We define the R-local system LogN by
LogN ≔
∏
k∈Ng, |k | ≤N
Ruk,
which gives an R-structure on the C-local system of horizontal sections of LogN . Although the basis uk
depends on the branches of log tν and does not give a global basis of LogN , the sheaf LogN is independent
of the branches of log tµ.
We define the weight filtration on LogN by
W−2mLog
N
= W−2m+1Log
N
≔
∏
m≤ |k | ≤N
Ruk,
which is compatible with the weight filtration W• on LogN through the natural isomorphism
LogN ⊗OX  Log
N .
Then the triple LogN = (LogN,W•, F•) is a variation of mixed R-Hodge structures on X . By mapping
the sections uk of LogN to uk11 · · · u
kg
g , where (u1, . . . , ug) is the standard basis of R(1), we obtain an
isomorphism
GrW• Log
N

N∏
k=0
SymkR(1)
of variations of R-Hodge structures on X , where we view SymkR(1) as a constant variation of pure
R-Hodge structures on X . We see from this fact that LogN is a unipotent variation of mixed R-Hodge
structures.
The unipotent variation of mixed R-Hodge structues LogN is known to satisfy the splitting principle,
given as follows. Let d ≥ 1 and let ζ = (ζ1, . . . , ζg) be an element in X whose components are d-th roots
of unity, and we denote by iζ : SpecC →֒ X the inclusion corresponding to ζ . By mapping the basis ωk
of i∗
ζ
Log to ωk11 · · ·ω
kg
g , we obtain an isomorphism
(3.3) i∗ζLog
N

N∏
k=0
SymkR(1)
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of mixed R-Hodge structures.
We let X := P1 × · · · × P1 be the g-fold product of P1. We have a natural inclusion X →֒ X with
complement D := X \ X . We denote by Ω•
X
(D) the complex of differentials on X with logarithmic
singularities along D. Note that LogN extends naturally to a coherent O
X
-module
LogN (D) ≔
∏
|k | ≤N
O
X
ωk,
and (3.1) defines a connection
∇ : LogN (D) → LogN (D) ⊗ Ω1
X
(D)
with logarithmic singularities along D. Then LogN (D) is the canonical extension of LogN to X , and
the filtrations W• and F• on LogN naturally extend to LogN (D). We see from the existence of such
LogN (D) that LogN is an admissible unipotent variation of mixed R-Hodge structures.
For integers N > 0, we have natural projections
(3.4) LogN → LogN−1 .
This gives an exact sequence
(3.5) 0 → SymNR(1) → LogN → LogN−1 → 0
of variations of mixed R-Hodge structures.
Definition 3.1. We define the logarithm sheaf Log to be the projective system with respect to (3.4) of
admissible unipotent variations of mixed R-Hodge structures LogN on X .
We define the cohomology of X with coefficients in Log by
Hm(X,Log) ≔ lim
←−
N
Hm(X,LogN )
for any m ∈ Z. We will calculate this cohomology in the next subsection.
3.2. Cohomology of the Logarithm Sheaf. In [HK18, Corollary 7.1.6], Huber and Kings calculated
the cohomology of the logarithm sheaf for a general commutative group scheme given as an extension of
an abelian variety by a torus. Applied to X , this gives the following.
Proposition 3.2. We have
Hm(X,Log(g)) ≔ lim
←−
N
Hm(X,LogN (g)) =
{
R m = g,
0 m , g.
Proposition 3.2 follows immediately from the following Lemma 3.3 concerning the cohomology of X
with coefficients in LogN , a proof of which we give for the convenience of the reader.
Lemma 3.3. For integers m and N > 0, the natural map
Hm(X,LogN ) → Hm(X,LogN−1)
is the zero map if m , g, and is an isomorphism if m = g. Moreover, we have
Hg(X,LogN )

−→ · · ·

−→ Hg(X,Log0)  R(−g).
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Proof. For N > 0, the exact sequence (3.5) gives rise to the long exact sequence
0 → H0(X, SymNR(1)) → H0(X,LogN ) → H0(X,LogN−1)
→ H1(X, SymNR(1)) → H1(X,LogN ) → H1(X,LogN−1)
→ · · ·
· · · → Hg(X, SymNR(1)) → Hg(X,LogN ) → Hg(X,LogN−1) → 0.
(3.6)
In order to prove the statement for m , g, it suffices to show that the morphism
(3.7) Hm(X, SymNR(1)) → Hm(X,LogN )
is surjective. We prove that the corresponding morphism for de Rham cohomology is surjective. We
first let H := R(1) ⊗ O
X
be the coherent O
X
-module on X with connection ∇ := 1 ⊗ d. Let Ag :=
SpecC[t1, . . . , tg] ⊂ X = P1 × · · · × P1, and we denote by Y the normal crossing divisor of Ag defined by
t1 · · · tg = 0. Then the restriction to Ag ofH and LogN (D) give coherent OAg -modules with logarithmic
connection along Y , and we have
HmdR(X, Sym
NH)  Hm(Ag, SymNH ⊗ Ω•
Ag
(Y )) = Hm(Γ(Ag, SymNH ⊗ Ω•
Ag
(Y )))
HmdR(X,Log
N )  Hm(Ag,LogN (D) ⊗ Ω•
Ag
(Y )) = Hm(Γ(Ag,LogN (D) ⊗ Ω•
Ag
(Y ))),
where the equalities on the right follow from the fact that Ag is affine. This proves in particular that the de
Rham cohomology is zero for m > g, hence it is sufficient to prove our assertion for non-negative integers
m < g. Let [ξ] be a class in HmdR(X,Log
N ). Since Ag is affine, the class [ξ] is represented by a cocycle
ξ ∈ Γ(Ag,LogN (D) ⊗ Ωm
Ag
(Y )). Since LogN (D) 
⊕N
k=0 Sym
kH as OAg -modules, we may write
ξ =
N∑
k=0
ξk
for ξk ∈ Γ(Ag, Sym
kH ⊗ Ωm
Ag
(Y )). Then the cocycle condition ∇(ξ) = 0 gives
∇(ξ) =
N∑
k=0
∇(ξk) =
N∑
k=0
©­«(1 ⊗ d)(ξk) +
g∑
µ=1
ωµ · ξk ∧
dtµ
tµ
ª®¬ = 0.
This gives the differential equations
(1 ⊗ d)(ξ0) = 0, (1 ⊗ d)(ξk) +
g∑
µ=1
ωµ · ξk−1 ∧
dtµ
tµ
= 0
for k = 1, . . . , N . We prove by induction on k that the class of ξ may be represented by an element
satisfying ξi = 0 for i < N . Let k ≥ 0 be an integer < N and suppose ξi = 0 for i < k. Then the above
differential equation becomes
(1 ⊗ d)(ξk) = 0, (1 ⊗ d)(ξk+1) +
g∑
µ=1
ωµ · ξk ∧
dtµ
tµ
= 0.
The first differential equation shows that ξk is a cocycle representing an element in
Hm(Γ(Ag, SymkH ⊗ Ω•
Ag
(Y )))  HmdR(X, Sym
kH).
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The second differential equation shows that if we write
ξk =
∑
µ={µ1, · · ·,µm }({1, · · ·,g}
uµ
dtµ1
tµ1
∧ · · · ∧
dtµm
tµm
for uµ ∈ Γ(Ag, Sym
kH), the constant term of uµ is zero. This shows that the class
[ξk] ∈ H
m(Ag, SymkH ⊗ Ω•
Ag
(Y ))
is zero, which implies that there exists an element ηk ∈ Γ(Ag, Sym
kH ⊗Ωm−1
Ag
(Y )) such that (1⊗ d)(ηk) =
ξk . If we let
ξ˜k+1 := ξk+1 −
g∑
µ=1
ωµ · ηk ∧
dtµ
tµ
∈ Γ(Ag, Symk+1H ⊗ Ωm
Ag
(Y )),
where ωµ acts on ωm by ωµ · ωm = ωm+1µ , and ξ˜j := ξj for j = k + 2, . . . , N , then the class of
ξ˜ =
N∑
j=k+1
ξ˜j ∈ Γ(A
g,LogN ⊗Ωm
Ag
(Y ))
coincides with that of ξ. By induction on k, we see that the class of ξ coincides with the class of a certain
element ξN ∈ Γ(Ag, Sym
NH ⊗ Ωm
Ag
(Y )). Since ξN satisfies (1 ⊗ d)(ξN ) = 0, this element represents a
class
[ξN ] ∈ H
m(Γ(Ag, SymNH ⊗ Ω•
Ag
(Y )))  HmdR(X, Sym
NH).
By construction, [ξN ] maps to the class [ξ] through the homomorphism (3.7). This gives our statement
for the case m , g. As a consequence, the exact sequence (3.6) gives an isomorphism
(3.8) H0(X, SymNR(1))

−→ H0(X,LogN ),
short exact sequences
(3.9) 0 → Hm−1(X,LogN−1) → Hm(X, SymNR(1)) → Hm(X,LogN ) → 0
for m = 1, . . . , g − 1, and the exact sequence
(3.10) 0→ Hg−1(X,LogN−1) → Hg(X, SymNR(1)) → Hg(X,LogN ) → Hg(X,LogN−1) → 0.
Next, we prove our assertion for the case m = g. From (3.10), it is sufficient to prove that the dimensions
of Hg−1(X,LogN−1) and Hg(X, SymNR(1)) coincide. Note that since Hg(X,R) = Hg(Ggm,R)  R(−g),
we have
dimR H
g(X, SymNR(1)) = dimR(Sym
N
R(1)) =
(
N + g − 1
g − 1
)
.
We prove the equality
(3.11) dimR H
m(X,LogN ) =
(
N + g − 1 − m
g − 1 − m
) (
N + g
m
)
for any integers m = 0, . . . , g − 1 and N ≥ 0.
If N = 0, then Log0 is the constant R-Hodge structure R(0) on X , hence
(3.12) Hm(X,Log0) = Hm(Ggm,R) =
m∧
H1(G
g
m,R) 
m∧
R(−1)⊕g  R(−m)⊕(
g
m),
which gives (3.11) in this case. If m = 0, then by (3.8), we have
dimR H
0(X,LogN ) = dimR H
0(X, SymNR(1)) = dimR Sym
N
R(1) =
(
N + g − 1
g − 1
)
,
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which gives (3.11) in this case. Finally, suppose m,N > 0 and (3.11) is true for the pair (m − 1, N − 1).
Then the exact sequence (3.9) shows that we have
dimR H
m(X,LogN ) = dimR H
m(X, SymNR(1)) − dimR H
m−1(X,LogN−1)
= dimR
(( m∧
H1(X)
)
⊗ SymNR(1)
)
− dimR H
m−1(X,LogN−1)
=
(
g
m
) (
N + g − 1
g − 1
)
−
(
N + g − m − 1
g − m
) (
N + g − 1
m − 1
)
=
(
N + g − m − 1
g − m − 1
) (
N + g
m
)
,
which proves (3.11) for (m, N) as desired.
The last statement of our lemma follows from (3.12) for the case m = g. 
3.3. The Geometric Polylogarithm Class. In this subsection, we give the definition of the geometric
polylogarithm class of X . We let Z := {1} ⊂ X and U := X \ Z . Then we have the following.
Proposition 3.4. For g > 1, we have canonical isomorphisms
Hm(U,Log(g)) ≔ lim
←−
N
Hm(U,LogN (g)) 

R(0) m = g,∏∞
k=0 Sym
k
R(1) m = 2g − 1,
0 otherwise.
For g = 1, we have canonical isomorphisms
Hm(U,Log(1)) 
{
R(0) ⊕
∏∞
k=0 R(k) m = 1,
0 otherwise.
Proposition 3.4 follows immediately from the following Lemma 3.5 concerning the cohomology of U
with coefficients in LogN and Lemma 3.3.
Lemma 3.5. For g > 1, we have canonical isomorphisms
Hm(U,LogN (g)) 

Hm(X,LogN (g)) m = 0, . . . , g,∏N
k=0 Sym
kR(1) m = 2g − 1,
0 otherwise.
For g = 1, we have canonical isomorphisms
Hm(U,LogN (1)) 
{
R(0) ⊕
∏N
k=0 R(k) m = 1,
0 otherwise.
Proof. If we denote by i : Z →֒ X the natural inclusion. then for any integer N ≥ 0, we have a long exact
sequence of mixed R-Hodge structures
(3.13) · · · → Hm(X,LogN (g)) → Hm(U,LogN (g))
res1
−−→ Hm+1−2g(Z, i∗LogN ) → · · · .
Since i∗LogN =
∏N
k=0 Sym
k
R(1), we have
Hm(Z, i∗LogN ) 
{∏N
k=0 Sym
k
R(1) m = 0,
0 m , 0.
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Since the m-th cohomology of LogN (g) on X is zero for m > g, the long exact sequence (3.13) gives the
desired result. For the case g = 1, we have the short exact sequence
0 → H1(X,LogN (1)) → H1(U,LogN (1)) → H0(Z, i∗LogN ) → 0.
By the diagram
H1(X,LogN (1)) //


H1(U,LogN (1))

H1(X,Log0(1)) //
res0

((❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
H1(U,Log0(1))
res0

R(0),
where the left vertical isomorphism follows from Lemma 3.3, we see that there exists a natural splitting
H1(U,LogN (1)) → H1(X,LogN (1)) of the first injection. Our assertion follows from Proposition 3.2. 
Definition 3.6. We define the geometric polylogarithm class to be the class
ξ = (ξN ) ∈ H
2g−1(U,Log(g))
which maps to the basis u0 of Sym0R(1) through the isomorphism of Proposition 3.4.
Remark 3.7. The geometric polylogarithm class ξ = (ξN ) satisfies
ξN ∈ W0H
2g−1(U,LogN (g)) ∩ (F0 ∩W0)H
2g−1(U,LogN
C
(g)),
since the residue map is a morphism of mixed R-Hodge structures. Hence we may view this class as an
element in
HomMHSR(R(0), H
2g−1(U,Log(g))) ≔ lim
←−
N
(
HomMHSR(R(0), H
2g−1(U,LogN (g)))
)
.
3.4. Explicit Construction of the Geometric Polylogarithm. In this subsection, we give an explicit
construction of the geometric polylogarithm class. We first define certain complexes to explicitly calculate
the mixed R-Hodge structure on the cohomology of U := X \ Z for Z = {1} ⊂ X , and we give an explicit
description of the residue map res1 of (3.13). We let [g] := {1, . . . , g}, and for any µ ∈ [g], we let Zµ be
the divisor
Zµ := P
1 × · · · × P1 × {1} × P1 × · · · × P1 ⊂ X
with {1} in the µ-th component andP1 in the other components. For any I ⊂ [g], we letDI := D∪
⋃
µ∈I Zµ.
In what follows, let N be an integer ≥ 0.
Definition 3.8. We define the Čech-de Rham complex LogN (D)⊗Ω•
X
(D•) on X to be the simple complex
associated to the double complex⊕
|I |=1
LogN (D) ⊗ Ω•
X
(DI )
∂
−→ · · ·
∂
−→
⊕
|I |=g
LogN (D) ⊗ Ω•
X
(DI ),
with
⊕
|I |=1Log
N (D)⊗Ω0
X
(DI ) in degree 0, where the horizontal differentials are the standard alternating
sum (∂u)µ1 · · ·µh =
∑h
ν=1(−1)
νuµ1 · · ·µˇν · · ·µh .
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Proposition 3.9. Denote by j : U →֒ X be the natural inclusion, and consider the C-local system
LogN
C
:= LogN ⊗C on U. Then we have canonical isomorphisms
Rj∗Log
N
C
 Rj∗(Log
N ⊗Ω•U)  Log
N (D) ⊗ Ω•
X
(D•)
in the derived category of abelian sheaves on X . In particular, by taking the functor RΓ(X,−), we have
canonical isomorphisms
(3.14) Hm(U,LogN ) ⊗ C = Hm(U,LogN
C
)  HmdR(U,Log
N )  Hm(X,LogN (D) ⊗ Ω•
X
(D•)).
Proof. Since LogN = LogN
C
⊗OX , the complex LogN ⊗Ω•U on U gives a resolution
(3.15) 0 → LogN
C
→ LogN ⊗OU
∇
−→ LogN ⊗Ω1U → · · ·
of LogN
C
, which proves the first isomorphism of our assertion. For any µ ∈ [g], we let Uµ := X \ Zµ =
X \ (D ∪ Zµ). Then {Uµ} is an open covering of U. For any I ⊂ [g], we let UI :=
⋂
µ∈I Uµ = X \D
I and
we denote by j◦
I
: UI →֒ U and jI := j ◦ j◦I : UI →֒ X the natural inclusions. If we let j
◦
•∗(Log
N ⊗Ω•
U•
)
be the Čech complex defined as the simple complex associated to the double complex∏
|I |=1
j◦I∗(Log
N ⊗Ω•UI ) → · · · →
∏
|I |=g
j◦I∗(Log
N ⊗Ω•UI ),
then we have a quasi-isomorphism
LogN ⊗Ω•U

−→ j◦•∗(Log
N ⊗Ω•U•).
This quasi-isomorphism combined with (3.15) gives the isomorphism
(3.16) Rj∗Log
N
C

−→ Rj∗ j
◦
•∗(Log
N ⊗Ω•U•)  j•∗(Log
N ⊗Ω•U•)
in the derived category, where we let j•∗(LogN ⊗Ω•U•) := j∗ j
◦
•∗(Log
N ⊗Ω•
U•
). The second isomorphism
of (3.16) follows from the fact that jI is an affine morphism for any I ⊂ [g]. Note that since LogN (D) is
the canonical extension of LogN , we have quasi-isomorphisms
LogN (D) ⊗ Ω•
X
(DI )

−→ jI∗(Log
N ⊗Ω•UI )
for any I ⊂ [g], which induce the quasi-isomorphism
(3.17) LogN (D) ⊗ Ω•
X
(D•)

−→ j•∗(Log
N ⊗Ω•U•).
Our assertion follows by combining the quasi-isomorphisms (3.16) and (3.17). 
We next define the filtrations W• and F• on LogN (D) ⊗ Ω•
X
(D•) which gives the weight and Hodge
filtrations of the mixed R-Hodge structure Hm(U,LogN ). For any integer n ∈ Z, we let Wn(LogN (D) ⊗
Ω
•
X
(D•)) be the subcomplex of LogN (D) ⊗ Ω•
X
(D•) defined as the simple complex associated to the
double complex⊕
|I |=1
Wn(Log
N (D) ⊗ Ω•
X
(DI )) → · · · →
⊕
|I |=g
Wn+g−1(Log
N (D) ⊗ Ω•
X
(DI )),
and for any integer p ∈ Z, we let Fp(LogN (D) ⊗ Ω•
X
(D•)) be the subcomplex of LogN (D) ⊗ Ω•
X
(D•)
defined as the simple complex associated to the double complex⊕
|I |=1
Fp(LogN (D) ⊗ Ω•
X
(DI )) → · · · →
⊕
|I |=g
Fp(LogN (D) ⊗ Ω•
X
(DI )).
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Then the filtrations W˜• and F• induced on Hm(X,LogN (D) ⊗Ω•
X
(D•)) from the filtrations W• and F• on
LogN (D) ⊗ Ω•
X
(D•) coincide through the isomorphism (3.14) with the weight and Hodge filtrations on
the mixed R-Hodge structure Hm(U,LogN ) of Proposition 2.11.
We now describe the residue map res1 of (3.13). Consider LogN (g) = LogN ⊗R(g) and LogN (D)(g) =
LogN (D) ⊗ C(g), and let ωk (g) := ωk ⊗ ωg. Note that Z = Z1 ∩ · · · ∩ Zg and we let i : Z →֒ X be the
natural inclusion. Consider the map
LogN (D)(g) ⊗ Ωg
X
(D[g]) → i∗
(
i∗LogN (D) ⊗ Ω0Z
)
given locally in a neighborhood of Z by
f ⊗ ωg ⊗
dt1
t1 − 1
∧ · · · ∧
dtg
tg − 1
7→ f |Z ⊗ 1,
where t1, . . . , tg is the standard parameter on X = P1 × · · · × P1 so that the divisor Zµ is defined by tµ = 1.
This map induces a map of complexes
LogN (D)(g) ⊗ Ω•
X
(D•) → i∗
(
i∗LogN (D) ⊗ Ω•Z
)
[−2g + 1],
which induces a map on cohomology
H
2g−1(X,LogN (D)(g) ⊗ Ω•
X
(D•)) → H0(Z, i∗LogN (D) ⊗ Ω•Z).
Then through the isomorphism of Proposition 3.9, we obtain the map
res1 : H
2g−1(U,LogN
C
(g)) → H0(Z, i∗LogN
C
).
The map coincides with the residue map res1 of (3.13).
Note that the inclusion induces a natural morphism of complexes
LogN (D)(g) ⊗ Ωg
X
(D[g])[−2g + 1] → LogN (D)(g) ⊗ Ω•
X
(D•),
which induces a map
Γ(X,LogN (D)(g) ⊗ Ωg
X
(D[g])) → H2g−1(X,LogN (D)(g) ⊗ Ω•
X
(D•)).
Proposition 3.10. The sections
(3.18) ξN ≔ ω
0(g) ⊗
dt1
t1 − 1
∧ · · · ∧
dtg
tg − 1
∈ Γ(X,LogN (D)(g) ⊗ Ωg
X
(D[g]))
for integers N ≥ 0 define classes
[ξN ] ∈ H
2g−1(X,LogN (D)(g) ⊗ Ω•
X
(D•))  H2g−1(U,LogN
C
)
which are mapped by res1 to the elements ω0 = u0 of H0(Z, i∗LogN ) =
∏N
k=0 Sym
kR(1), and are mapped
to zero by res0 in the case g = 1. In other words, ξ ≔ ([ξN ])N is the geometric polylogarithm class.
The fact that the residue maps preserve the real structure of mixed R-Hodge structures implies that [ξN ]
is a class in H2g−1(U,LogN (g)) ⊂ H2g−1(U,LogN
C
(g)).
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4. Logarithmic Dolbeault Complex
In this section, we will use the theory of logarithmic Dolbeault complex defined by Burgos to construct
an explicit complex calculating the mixed R-Hodge structure on the cohomology of U with coefficients
in Log. For a general complex manifold X , we denote by AX,R (resp. EX,R) the sheaf of real-valued real
analytic (resp. C∞) functions on X , and by A •
X,R
(resp. E •
X,R
) the corresponding complex of sheaves of
differential forms.
4.1. Review of Logarithmic Dolbeault Complex. We first review the theory of logarithmic Dolbeault
complex defined by Burgos. In what follows, let X be a smooth algebraic variety over C. The C∞-de
Rham complex gives a resolution
(4.1) 0 → R→ EX,R → E
1
X,R → E
2
X,R → · · ·
of the constant sheaf R on X in terms of the fine sheaves E •
X,R
. Burgos defined a logarithmic version of
E •
X,R
on X amenable for defining the weight and Hodge filtrations. We first define the complex A •
X,R
(D)
to be the AX,R-subalgebra of j∗A
•
X,R
generated locally on coordinate neighborhoods adapted to D by
A •
X,R
and the sections
log |tµ |, Re
dtµ
tµ
, Im
dtµ
tµ
(4.2)
for µ ∈ I and Re dtµ, Im dtµ for µ < I, where the set I := {µ1, . . . , µh} ⊂ [g] is such that D is defined
locally by tµ1 · · · tµh = 0. We define the weight filtration W• on A
•
X,R
to be the multiplicative ascending
filtration obtained by assigning weight 0 to the sections of A
X,R
and weight 1 to the local sections given
in (4.2).
Following Burgos [Bur94, §2], we define the complex E •
X,R
(D) to be the image of the natural map
A
•
X,R
(D) ⊗A
X,R
E
X,R
→ j∗E
•
X,R.
We let EX,R(D) := E
0
X,R
(D). The complex E •
X,R
(D) has a weight filtration W• induced from the weight
filtration W• on A •
X
(D). The complex E •
X
:= E •
X,R
⊗ C has a bigrading
E
m
X =
⊕
p,q∈Z,p+q=m
E
p,q
X
induced from the complex structure of X , and this bigrading induces a bigrading
E
m
X
(D) =
⊕
p,q∈Z,p+q=m
E
p,q
X
(D), E
p,q
X
(D) := E p+q
X
(D) ∩ j∗E
p,q
X
on E •
X
(D) := E •
X,R
(D) ⊗ C. We define the Hodge filtration on the complex E •
X
(D) by
FpE •
X
(D) =
⊕
r≥p
E
r,s
X
(D).
Then we have the following.
Theorem 4.1 ([Bur94, Theorem 1.2, Theorem 2.1]). There exist filtered quasi-isomorphisms
(Rj∗R, τ≤•)

−→ ( j∗E
•
X,R, τ≤•)

←− (E •
X,R
(D), τ≤•)

−→ (E •
X,R
(D),W•)
16 BANNAI, HAGIHARA, YAMADA, AND YAMAMOTO
which induces an isomorphism (Rj∗R, τ≤•)

−→ (E •
X,R
(D),W•) in the filtered derived category, and a
bifiltered quasi-isomorphism
(4.3) (Ω•
X
(D),W•, F
•)

−→ (E •
X
(D),W•, F
•).
The proof of (4.3) is based on the following result, noting that E •
X
(D) is the simple complex associated
to the double complex E •,•
X
(D).
Proposition 4.2 ([Bur94] Proposition 2.3). For any n, p ∈ Z, we have the exact sequence
0 // GrWn Ω
p
X
(D) // GrWn E
p,0
X
(D)
∂
// GrWn E
p,1
X
(D)
∂
// · · · .
The advantage of using this complex is that the sheaf E
X,R
is fine, which gives the following.
Lemma 4.3. For integers m, n, p ∈ Z, the sheaves GrWn E
m
X,R
(D) and GrWn Gr
p
F
E m
X
(D) are acyclic with
respect to the global section functor Γ(X,−).
Proof. Since the sheaf E
X,R
has a partition of unity, the E
X,R
-modules GrWn E
m
X,R
(D) and GrWn Gr
p
F
E m
X
(D)
for m, n, p ∈ Z are fine, hence is acyclic with respect to the functor Γ(X,−). 
4.2. Cohomology of the Logarithm Sheaf. In this subsection, we first define the E
X,R
-module with
connection LogN (D). We will apply Theorem 4.1 to this module to calculate the cohomology of U with
coefficients in LogN .
The module LogN (D)⊗EX(D) has a connection ∇ : Log
N (D)⊗EX(D) → Log
N (D)⊗E 1
X
(D) induced
from the connection on LogN (D). If we let
(4.4) ek := i |k | exp
( g∑
ν=1
(− log |tν |)ων
)
· ωk
for k ∈ Ng, where the operator ωµ acts on ωk by ωµ · ωk = ωk+1µ , then we have
∇(ek ) = i |k | exp
( g∑
ν=1
(− log |tν |)ων
)
·
g∑
µ=1
ωk+1µ ⊗
dtµ
tµ
− i |k |
g∑
µ=1
exp
( g∑
ν=1
(− log |tν |)ων
)
ωµ · ω
k ⊗
1
2
(
dtµ
tµ
+
dtµ
tµ
)
=
g∑
µ=1
i |k | exp
( g∑
ν=1
(− log |tν |)ων
)
· ωk+1ν ⊗ iIm
dtν
tν
=
g∑
µ=1
ek+1µ ⊗ Im
dtµ
tµ
,
that is
(4.5) ∇(ek ) =
g∑
µ=1
ek+1µ ⊗ Im
dtµ
tµ
.
This calculation shows that we may define an R-structure LogN (D) on LogN (D) as follows.
Definition 4.4. We let LogN (D) be the free EX,R-module generated by e
k of (4.4) for k ∈ Ng such that
|k | ≤ N , with connection
∇ : LogN (D) → LogN (D) ⊗ E 1
X,R
(D)
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given by (4.5). By definition, LogN (D) is an E
X,R
-submodule of LogN (D) ⊗ E
X
(D).
We define the filtration W• on LogN (D) such that ek is of weight −2|k |. The basis ωk of LogN (D) in
terms of ek is given by
(4.6) ωk = (−i) |k | exp
( g∑
ν=1
log |tν |ων
)
· ek,
where ωµ acts on ek as
ωµ · e
k
= i |k | exp
( g∑
ν=1
(− log |tν |)ων
)
ωµ · ω
k
= i |k | exp
( g∑
ν=1
(− log |tν |)ων
)
· ωk+1µ
= (−i)i |k |+1 exp
( g∑
ν=1
(− log |tν |)ων
)
· ωk+1µ = (−i)ek+1µ .
Note that we have an exact sequence
(4.7) 0→ SymNR(1) ⊗ EX,R → Log
N (D) → LogN−1(D) → 0.
compatible with the connection and W•. The natural inclusion induces an isomorphism of projective
systems
(4.8) LogN (D) ⊗ E
X
(D) = LogN (D) ⊗ E
X
(D),
which is compatible with the connection and the filtration W•. The relation between the basis (uk )k∈Ng
of LogN and (ek )k∈Ng of LogN (D) is given by
uk = (2πi) |k | exp
( g∑
ν=1
(− log tν)ων
)
· ωk = (2π) |k | exp
( g∑
ν=1
(−iIm (log tν))ων
)
· ek
= (2π) |k | exp
( g∑
ν=1
(−Im (log tν))eν
)
· ek,
where eν acts on ek by eν · ek = ek+1ν , the equality given locally for each choice of a branch of log tν.
Since both (2π) |k | and Im (log tν) are real-valued functions on X , this gives an isomorphism
(4.9) LogN ⊗EX,R  Log
N := LogN (D)|X
which is compatible with the connection and the filtration W•. Moreover, since Gr
W
n Log
N is a constant
variation of pure Hodge structure on X , this naturally extends to a constant variation of pure Hodge
structures on X , and the isomorphism induced on GrWn by (4.9) extends to an isomorphism
(4.10) GrWn Log
N (D)  GrWn Log
N ⊗E
X,R
on X.
Definition 4.5. We define the logarithmic Čech-Dolbeault complex LogN (D) ⊗ E •
X,R
(D•) on X to be the
simple complex associated to the double complex⊕
|I |=1
LogN (D) ⊗ E •
X,R
(DI )
∂
−→ · · ·
∂
−→
⊕
|I |=g
LogN (D) ⊗ E •
X,R
(DI )
with
⊕
|I |=1 Log
N (D) ⊗ E
X,R
(DI ) in degree 0, where the horizontal differentials are the standard
alternating sums.
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Proposition 4.6. Let j : U →֒ X be the natural inclusion. Then we have canonical isomorphisms
(4.11) Rj∗Log
N
 Rj∗(Log
N ⊗E •U,R)  Log
N (D) ⊗ E •
X,R
(D•)
in the derived category of abelian sheaves on X. In particular, by taking the functor RΓ(X,−), we obtain
a canonical isomorphism
Hm(U,LogN )  Hm(Γ(X,LogN (D) ⊗ E •
X,R
(D•))).
Proof. Since LogN is an R-local system on U, the resolution (4.1) gives a resolution
0 → LogN → LogN ⊗EU,R → Log
N ⊗E 1U,R → · · ·
of LogN on U. By taking Rj∗, we obtain the first isomorphism of (4.11). As in the proof of Proposition
3.9, for µ ∈ [g], we let Uµ = X \ Zµ = X \ (D ∪ Zµ), which gives an open covering {Uµ} of U. For
I ⊂ [g], we let UI = X \ DI =
⋂
µ∈I Uµ, and we let jI : UI →֒ X be the natural inclusion. If we let
j•∗(LogN ⊗E •U•,R) be the Čech complex defined as the simple complex associated to the double complex∏
|I |=1
jI∗(Log
N ⊗E •UI,R) → · · · →
∏
|I |=g
jI∗(Log
N ⊗E •UI,R).
Following a similar argument to that in (3.16), noting that LogN ⊗E •
UI,R
are complexes of fine sheaves,
we have a quasi-isomorphism
(4.12) Rj∗(Log
N ⊗E •U,R)

−→ j•∗(Log
N ⊗E •U•,R).
In order to complete our proof, we prove by induction on N ≥ 0 that for any I ⊂ [g], the natural morphism
(4.13) LogN (D) ⊗ E •
X,R
(DI ) → jI∗(Log
N ⊗E •UI,R)
is a quasi-isomorphism. If N = 0, then Log0  R and Log0(D)  EX,R, hence (4.13) is a quasi-
isomorphism by Theorem 4.1. Suppose (4.13) is a quasi-isomorphism for N − 1 ≥ 0. The short exact
sequence of (4.7) gives the commutative diagram
0 // SymNR(1) ⊗ E •
X,R
(DI ) //


LogN (D) ⊗ E •
X,R
(DI ) //

LogN−1(D) ⊗ E •
X,R
(DI ) //


0
0 // jI∗(Sym
N
R(1) ⊗ E •
UI ,R
) // jI∗(LogN ⊗E •UI ,R)
// jI∗(LogN−1 ⊗E •UI ,R)
// 0.
The first vertical morphism is a quasi-isomorphism by Theorem 4.1, noting that
jI∗(Sym
N
R(1) ⊗ E •UI,R) = Sym
N
R(1) ⊗ jI∗E
•
UI,R
,
and the third vertical morphism is a quasi-isomorphism by the induction hypothesis. Hence the middle
vertical morphism is a quasi-isomorphism, which by induction proves that (4.13) is a quasi-isomorphism
for any N ≥ 0. Combining this result with (4.12), we obtain isomorphisms
Rj∗(Log
N ⊗E •U,R)  j•∗(Log
N ⊗E •U•,R)  Log
N (D) ⊗ E •
X,R
(D•)
in the derived category, which proves the second isomorphism of (4.11). The statement for cohomology
follows from (4.11) and the fact that LogN ⊗E •
X,R
(D) is a complex of fine sheaves. 
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4.3. Mixed Hodge Structure of the Logarithm Sheaf. In this subsection, we show that the weight and
Hodge filtrations on LogN (D) induce the weight and Hodge filtrations of the mixed R-Hodge structure
on the cohomology of U with coefficients in LogN .
We define the filtration W• on LogN (D) ⊗ E •
X,R
(DI ) and F• on LogN (D) ⊗ E •
X
(DI ) by
Wn(Log
N (D) ⊗ E •
X,R
(DI )) :=
∑
k∈Z
Wn−kLog
N (D) ⊗ WkE
•
X,R
(DI ),
Fp(LogN (D) ⊗ E •
X
(DI )) :=
∑
q∈Z
Fp−qLogN (D) ⊗ FqE •
X
(DI ),
where we use the equality LogN (D)⊗E •
X
(DI ) = LogN (D)⊗E •
X
(DI ) induced from (4.8) for the definition
of F•. For any integer n ∈ Z, we letWn(LogN (D)⊗E •
X,R
(D•)) be the subcomplex ofLogN (D)⊗E •
X,R
(D•)
defined as the simple complex associated to the double complex⊕
|I |=1
Wn(Log
N (D) ⊗ E •
X,R
(DI )) → · · · →
⊕
|I |=g
Wn+g−1(Log
N (D) ⊗ E •
X,R
(DI )),
and for any integer p ∈ Z, we let Fp(LogN (D) ⊗ E •
X
(D•)) be the subcomplex of LogN (D) ⊗ E •
X
(D•)
defined as the simple complex associated to the double complex⊕
|I |=1
Fp(LogN (D) ⊗ E •
X
(DI )) → · · · →
⊕
|I |=g
Fp(LogN (D) ⊗ E •
X
(DI )).
Theorem 4.7. The natural inclusion
LogN (D) ⊗ Ω•
X
(D•) → LogN (D) ⊗ E •
X
(D•) = LogN (D) ⊗ E •
X
(D•)
induces a bifiltered quasi-isomorphism
(LogN (D) ⊗ Ω•
X
(D•),W•, F
•)

−→ (LogN (D) ⊗ E •
X
(D•),W•, F
•).
Proof. It is sufficient to prove that we have a bifiltered quasi-isomorphism
(LogN (D) ⊗ Ω•
X
(DI ),W•, F
•)

−→ (LogN (D) ⊗ E •
X
(DI ),W•, F
•)
for any I ⊂ [g]. Since the filtration W• on LogN (D) and LogN (D) are filtrations by free submodules,
we have
GrWn (Log
N (D) ⊗ Ω•
X
(DI )) =
⊕
k∈Z
GrW
n−kLog
N (D) ⊗ GrW
k
Ω
•
X
(DI ) =
⊕
k∈Z
GrW
n−kLog
N
C
⊗GrW
k
Ω
•
X
(DI )
GrWn (Log
N (D) ⊗ E •
X
(DI )) =
⊕
k∈Z
GrW
n−kLog
N (D) ⊗ GrW
k
E
•
X
(DI ) =
⊕
k∈Z
GrW
n−kLog
N
C
⊗GrW
k
E
•
X
(DI ).
Moreover, since the filtration F• on GrW
n−k
LogN
C
is a filtration by C-local systems, we see that
Grp
F
GrWn (Log
N (D) ⊗ Ω•
X
(DI )) =
⊕
k,q∈Z
Grp−q
F
GrWn−kLog
N
C
⊗GrWk Ω
q
X
(DI )
Grp
F
GrWn (Log
N (D) ⊗ E •
X
(DI )) =
⊕
k,q∈Z
Grp−q
F
GrWn−kLog
N
C
⊗GrWk E
q,•
X
(DI ).
Since Grp−q
F
GrW
n−k
LogN
C
are constant C-local systems on X, our assertion follows from Proposition
4.2. 
20 BANNAI, HAGIHARA, YAMADA, AND YAMAMOTO
By Theorem 4.7, we see that the complex LogN (D) ⊗ E •
X,R
(D•) may be used to calculate the mixed
R-Hodge structure Hm(U,LogN ). This implies in particular that(
(LogN (D) ⊗ E •
X,R
(D•),W•), (Log
N (D) ⊗ E •
X
(D•),W•, F
•), id
)
is a cohomological mixed R-Hodge complex on X in the sense of [Del74, (8.1.6)]. Furthermore, by
Lemma 4.3, LogN (D) ⊗ E •
X,R
(D•) as well as Grp
F
GrWn are complexes of sheaves acyclic with respect
to the global section functor, we may simply take the global section to calculate the corresponding
cohomology groups and their filtrations.
Definition 4.8. We let
R•(U,LogN ) := Γ(X,LogN (D) ⊗ E •
X,R
(D•)), R•(U,LogN
C
) := R•(U,LogN ) ⊗ C
with filtrations W˜• and F• defined by
W˜nR
•(U,LogN ) := Γ(X,Wn(Log
N (D) ⊗ E •
X,R
(D•))),
FpR•(U,LogN
C
) := Γ(X, Fp(LogN (D) ⊗ E •
X
(D•))).
Furthermore, we let W• := Dec(W˜)• be the décalage of W˜• in the sense of [Del71, (1.3.3)], given by
WnR
m(U,LogN ) := Ker
(
dm : W˜n−mR
m(U,LogN ) → Rm+1(U,LogN )/W˜n−m−1R
m+1(U,LogN )
)
.
By [Del74, (8.1.9)], the spectral sequences for the filtrations W• and F• degenerates at E1. This implies
in particular that the filtrations W• and F• are strictly compatible with the differential maps, hence
WnH
m(R•(U,LogN )) = Hm(WnR
•(U,LogN )),(4.14)
FqHm(R•(U,LogN )) = Hm(FqR•(U,LogN )).
By the property of the décalage, we have
WnH
m(R•(U,LogN )) = W˜n−mH
m(R•(U,LogN )).
Corollary 4.9. The complex (R•(U,LogN ),W•, F•) given above calculates the mixed R-Hodge structure
Hm(U,LogN ) given in Proposition 2.11.
Proof. By Proposition 4.6, we have an isomorphism
Hm(R•(U,LogN ))  Hm(U,LogN ),
and by Theorem 4.7, the filtrations induced from W˜• and F• on R•(U,LogN ) corresponds through this
isomorphism to the filtrations W˜• and F• on Hm(U,LogN ). Our assertion follows from W• = W˜•[m]. 
As a variant of R•(U,LogN ), we let
R•(U,LogN (n)) := Γ(X,LogN (D)(n) ⊗ E •
X,R
(D•)), R•(U,LogN
C
(n)) := R•(U,LogN (n)) ⊗ C
for any integer n ∈ Z, where LogN (D)(n) := LogN (D) ⊗R(n)with the corresponding weight and Hodge
filtrations. This filtered complex calculates the mixed R-Hodge structure Hm(U,LogN (n)).
The geometric polylogarithm class is given explicitly as follows. Through the map
LogN (D)(g) ⊗ Ωg
X
(D[g]) → LogN (D)(g) ⊗ E g
X
(D[g]),
the differential form
ξN = ω
0(g) ⊗
dt1
t1 − 1
∧ · · · ∧
dtg
tg − 1
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of (3.18) giving the geometric polylogarithm class [ξN ] in H1(U,LogN (g)) defines an element
ξN ∈ R
2g−1(U,LogN
C
(g)) = Γ(X,LogN (D)(g) ⊗ E g
X
(D[g])).
Note that the weight and Hodge filtrations on R2g−1(U,LogN
C
(g)) are given by
WnR
2g−1(U,LogN
C
(g)) = W˜n−2g+1R
2g−1(U,LogN
C
(g)) = Γ(X,Wn−g(Log
N (D)(g) ⊗ E
g
X
(D[g]))),
FpR2g−1(U,LogN
C
(g)) = Γ(X, Fp(LogN (D)(g) ⊗ E g
X
(D[g]))).
Since ξN is an element in both
Γ(X,W−2gLog
N (D)(g) ⊗ WgE
g
X
(D[g])) ⊂ W0R
2g−1(U,LogN
C
(g)),
Γ(X, F−gLogN (D)(g) ⊗ FgE g
X
(D[g])) ⊂ F0R2g−1(U,LogN
C
(g)),
we see that ξN ∈ (F0 ∩W0)R2g−1(U,LogNC (g)), hence the class [ξN ] satisfies
[ξN ] ∈ (F
0 ∩W0)H
2g−1(U,LogN
C
(g)).
5. Absolute Polylogarithm
The purpose of this section is to define and give an explicit construction of the absolute polylogarithm
class
pol ∈ H
2g−1
A
(U,Log(g)).
We start with the definition of the absolute Hodge cohomology H2g−1
A
(U,Log(g)).
5.1. The Absolute Polylogarithm Class. We let
R•(U,LogN (g)) = Γ(X,LogN (D)(g) ⊗ E •
X,R
(D•))
be the logarithmic Čech-Dolbeault complex of §4.3.
Definition 5.1. We define R•
A
(U,LogN (g)) to be the complex
Cone
(
W0R
•(U,LogN (g)) ⊕ (F0 ∩W0)R
•(U,LogN
C
(g)) → W0R
•(U,LogN
C
(g))
)
[−1],
where the map is defined by (x, y) 7→ x − y. Then we define the absolute Hodge cohomology
Hm
A
(U,LogN (g)) of U with coefficients in LogN (g) by
(5.1) Hm
A
(U,LogN (g)) ≔ Hm(R•
A
(U,LogN (g))).
In addition, we let
Hm
A
(U,Log(g)) ≔ lim
←−
N
Hm
A
(U,LogN (g)).
Remark 5.2. By Corollary 4.9, the complex R•(U,LogN (g)) is a complex of filtered modules which
gives the mixed R-Hodge structure on the cohomology of U with coefficients in LogN (g). In fact, the
complex R•(U,LogN (g)) gives a Hodge complex, and hence an object in the derived category Db(MHSR)
via Beilinson’s equivalence of categories [Beı˘86, Theorem 3.4]. Then the absolute Hodge cohomology
(5.1) may be interpreted as
Hm
A
(U,LogN (g)) = HomDb(MHSR)(R(0), R
•(U,LogN (g))[m]).
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By definition of the cone, we have a long exact sequence
· · · → W0H
m−1(U,LogN (g)) ⊕ (F0 ∩W0)H
m−1(U,LogN
C
(g)) → W0H
m−1(U,LogN
C
(g))
→ Hm
A
(U,LogN (g))
→ W0H
m(U,LogN (g)) ⊕ (F0 ∩W0)H
m(U,LogN
C
(g)) → W0H
m(U,LogN
C
(g)) → · · · .
Note that for any mixed R-Hodge structure V ≔ (V,W•, F•), the extension groups in MHSR are calculated
as
(5.2) ExtmMHSR(R(0),V) =

Ker (W0V ⊕ (F0 ∩W0)VC → W0VC) m = 0,
Coker (W0V ⊕ (F0 ∩W0)VC → W0VC) m = 1,
0 otherwise,
where the map is defined by (x, y) 7→ x − y. Thus we obtain the short exact sequence
(5.3) 0 → Ext1MHSR(R(0), H
m−1(U,LogN (g)))
→ Hm
A
(U,LogN (g)) → HomMHSR(R(0), H
m(U,LogN (g))) → 0
for any m ∈ Z.
The following proposition is crucial in defining the polylogarithm class.
Proposition 5.3. We have a canonical isomorphism
H
2g−1
A
(U,Log(g))  HomMHSR (R(0), H
2g−1(U,Log(g))).
Moreover, we have
H
2g−1
A
(U,Log(g)) 
{
R g > 1
R ⊕ R g = 1.
Proof. By Lemma 3.5, we have
H2g−2(U,LogN (g)) =
{
0 g , 2
R(0) g = 2.
, H2g−1(U,LogN (g)) =
{∏N
k=0 Sym
k
R(1) g , 1
R(0) ⊕
∏N
k=0 Sym
k
R(1) g = 1.
On the other hand, by (5.2), we have
HomMHSR(R(0),R(n)) 
{
R n = 0,
0 n , 0,
Ext1MHSR(R(0),R(n)) 
{
C/(2πi)nR n > 0,
0 n ≤ 0,
and ExtmMHSR(R(0),R(n)) = 0 if m , 0, 1. Our assertion follows from (5.3) and by passing to the limit. 
The absolute polylogarithm class for X is defined as follows.
Definition 5.4. We define the absolute polylogarithm class pol to be the class
pol = (polN ) ∈ H
2g−1
A
(U,Log(g)) = lim
←−
N
H
2g−1
A
(U,LogN (g))
which maps to the geometric polylogarithm class in HomMHSR(R(0), H
2g−1(U,Log(g))) of Remark 3.7
through the isomorphism of Proposition 5.3.
Remark 5.5. When g > 1, then polN ∈ H
2g−1
A
(U,LogN (g)) is characterized as the class which maps to
1 through the isomorphism
H
2g−1
A
(U,LogN (g))  HomMHSR(R(0), H
2g−1(U,LogN (g)))
res1
 HomMHSR(R(0), H
0(Z,LogN ))  R.
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In what follows, let
R•(U,Log(g)) ≔ lim
←−
N
R•(U,LogN (g)), R•
A
(U,Log(g)) ≔ lim
←−
N
R•
A
(U,LogN (g)).
The filtrations W• and F• on R•(U,LogN (g)) induce filtrations W• and F• on R•(U,Log(g)).
Proposition 5.6. For any integer m ≥ 0, we have
Hm(R•(U,Log(g)))  Hm(U,Log(g)).
Moreover, for any integer n ∈ Z, we have
Hm
(
lim
←−
N
WnR
•(U,LogN (g))
)
 lim
←−
N
Hm
(
WnR
•(U,LogN (g))
)
.
Proof. We start by proving the first isomorphism, that is
Hm
(
lim
←−
N
R•(U,LogN (g))
)
 lim
←−
N
Hm
(
R•(U,LogN (g))
)
.
By [KS94, Proposition 1.12.4], it is sufficient to check that the systems
(
Rm(U,LogN (g))
)
N
and(
Hm(R•(U,LogN (g)))
)
N
satisfy the Mittag-Leffler condition for any m ∈ Z. For
(
Rm(U,LogN (g))
)
N
,
recall the definition of LogN (D) given in Definition 4.4. As an E
X,R
-module, we have a splitting
(5.4) LogN+1(D) = LogN (D) ⊕ W−2N−2Log
N+1(D),
and the projection LogN+1(D) → LogN (D) is simply the projection to the first component. This implies
that
LogN+1(D)(g) ⊗ E p
X,R
(Dq) → LogN (D)(g) ⊗ E p
X,R
(Dq)
is split surjective, hence the induced morphism Rm(U,LogN+1(g)) → Rm(U,LogN (g)) is also split
surjective. The Mittag-Leffler condition for
(
Hm(R•(U,LogN (g)))
)
N
follows from Lemmas 3.3 and 3.5.
We prove the second isomorphism in a similar way. Since the splitting (5.4) is compatible with
the filtration W•, the system
(
WnR
m(U,LogN (g))
)
N
satisfies the Mittag-Leffler condition. On the
other hand, the Mittag-Leffler condition for
(
Hm(R•(U,LogN (g)))
)
N
shown above implies that for(
WnH
m(R•(U,LogN (g)))
)
N
, since the morphisms of mixed R-Hodge structures are strictly compati-
ble with the filtrations. By (4.14), the latter system is equal to
(
Hm(WnR
•(U,LogN (g)))
)
N
, hence we
obtain our assertion. 
In the following subsections, we will construct an explicit cocycle giving the polylogarithm class. More
precisely, we will define a triple
(α, η, ξ) ∈ W0R
2g−2(U,LogC(g)) ⊕ W0R
2g−1(U,Log(g)) ⊕ (F0 ∩W0)R
2g−1(U,LogC(g)),
which satisfies:
(1) The cocycle conditions dα = η − ξ, dη = 0 and dξ = 0.
(2) ξ = (ξN ), where ξN are the differential forms of (3.18) giving the geometric polylogarithm class.
The first condition insures that (α, η, ξ) defines a class in H2g−1
A
(U,Log(g)), and the second implies that
this class gives the absolute polylogarithm class pol.
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5.2. Polylogarithm Function and the Case g = 1. We first review the definition of the classical poly-
logarithm function. The polylogarithm function, defined by the power series
Lik(t) :=
∞∑
n=1
tn
nk
, (t ∈ C, |t | < 1, k ∈ N),
may be extended analytically to C \ [1,∞) using the integration
Lik+1(t) =
∫ t
0
Lik(u)
du
u
for any integer k ≥ 0.
For m ≥ 0 and |t | < 1, let
Lm+1(t) :=
m∑
k=0
(− log |t |)m−k
(m − k)!
Lik+1(t).(5.5)
In [Zag90, §1], Zagier defined the Bloch-Wigner-Ramakrishnan polylogarithm functions D◦m(t) by
D◦m(t) :=

Im (Lm(t)) (m: even),
Re(Lm(t)) +
(log |t |)m
(2m)!
(m: odd).
In this article, we take a slightly different normalization as follows:
Definition 5.7. For any m ∈ N, we define the Bloch-Wigner-Ramakrishnan polylogarithm function Dm(t)
by
(5.6) Dm(t) := Im (i
mLm(t)).
The relations between the normalizations are
Dm(t) = Im (i
mLm(t)) = (−1)
nD◦m(t)
if m = 2n is even, and
Dm(t) = Im (i
mLm(t)) = (−1)
nRe(Lm(t)) = (−1)
nD◦m(t) − (−1)
n (log |t |)
m
(2m)!
if m = 2n + 1 is odd. Then the functions Dm(t) satisfy the following functional equations.
Proposition 5.8 ([Zag90, Proposition 1]). The function Dm(t) of (5.6) can be continued to a single-valued
real analytic function on U := P1 \ {0, 1,∞}. In particular, it is a function in EU,R. The function Dm(t)
satisfies the functional equation
(5.7) Dm(1/t) =
{
Dm(t) (m: even),
Dm(t) + (log |t |)m/m! (m: odd).
We will use the functions Dm(t) given above to explicitly describe the polylogarithm class. In this
subsection, we consider the case g = 1. Let X = P1, D = {0,∞} and Z = {1}.
Theorem 5.9 (Case g = 1). The polylogarithm class pol is given by the triple (α, η, ξ), where
ξ = ω0(1) ⊗
dt
t − 1
∈ (F0 ∩W0)R
1(U,LogC(1)),
η ≔ Re(ξ) = (ξ + ξ)/2 ∈ W0R
1(U,Log(1)),
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and
α ≔
∞∑
m=0
Dm+1(t)e
m(1) ∈ W0R
0(U,Log(1)).
Proof. Let us consider
α˜ ≔
∞∑
k=0
(−1)k+1Lik+1(t)ω
k(1)
which is a multi-valued section of Log(1) on U. Then we have
∇(α˜) =
∞∑
k=0
(−1)k+1ωk(1) ⊗ dLik+1(t) +
∞∑
k=0
(−1)k+1Lik+1(t)ω
k+1(1) ⊗
dt
t
=
∞∑
k=0
(−1)k+1Lik(t)ω
k(1) ⊗
dt
t
+
∞∑
k=1
(−1)kLik(t)ω
k(1) ⊗
dt
t
= −Li0(t)ω
0(1) ⊗
dt
t
= ξ.
The section α˜ only gives a section of
Log(1) ⊗ E
X
(D) ≔ lim
←−
N
(
LogN (1) ⊗ E
X
(D)
)
on C\[1,∞) and does not extend to a global section of X , since the functions Lik(t) extend to multi-valued
functions and do not extend to single-valued functions onC\{1}. Note thatwe have∇(Re(α˜)) = Re(ξ) = η,
hence if we let
α ≔ Re(α˜) − α˜ = −i Im (α˜),
then we have
(5.8) ∇(α) = η − ξ = −i Im (ξ).
By (4.6), we have
α˜ =
∞∑
k=0
(−1)k+1Lik+1(t)(−i)
k exp(log |t |ω) · ek(1) =
∞∑
k=0
∞∑
n=0
(−1)k+1(−i)n+k
(log |t |)n
n!
Lik+1(t)e
n+k(1)
= −
∞∑
m=0
im
(
m∑
k=0
(− log |t |)m−k
(m − k)!
Lik+1(t)
)
em(1) =
∞∑
m=0
im+1Lm+1(t) · ie
m(1).
Since the basis em(1) is purely imaginary, we see that α is given by
α = −i Im (α˜) = −i
∞∑
m=0
Im (im+1Lm+1(t)) · ie
m(1) =
∞∑
m=0
Dm+1(t)e
m(1),
which by Proposition 5.8 is an element in W0Γ(U,Log(1) ⊗ EU,R).
It remains to show that α defines an element ofW0R0(U,Log(1)) = W0Γ
(
X,Log(D)(1) ⊗E
X,R
(D∪ Z)
)
,
From the fact that the class [ξ] is real, we have [ξ] = [η]. Hence by Proposition 5.6, there exists
α′ ∈ W0R
0(U,Log(1)) such that ∇(α′) = η − ξ. Since
∇(α − α′|U ) = ∇(α) − ∇(α
′ |U ) = 0,
the sectionw := α−α′ |U ∈ Γ(U,Log(1)⊗EU,R) defines a class inH0(U,Log(1)⊗E •U,R) = H
0(U,Log(1)).
By Proposition 3.4, we have H0(U,Log(1)) = 0, hence this shows that w = 0, which implies that α′|U = α.
This implies that α extends to an element of W0R0(U,Log(1)) as desired. 
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Using this result, we may recover the well-known result concerning the specialization of the polyloga-
rithm class to torsion points of Gm. Let d > 1 be an integer and let ζ be a primitive d-th root of unity.
Let R(n) = (VR,W•, F•) with VR := Run, W0VR = VR if n ≥ 0 and F0VC = 0 if n > 0 be the Tate object of
Example 2.2. The inclusion iζ : SpecC→ U defines the restriction map
i∗ζ : H
1
A
(U,Log(1)) → H1
A
(SpecC, i∗ζLog(1)) 
∞∏
k=0
H1
A
(SpecC,R(k + 1)),
where the last equality follows from the splitting principle (3.3). For any mixed R-Hodge structure
V = (VR,W•, F
•), we have by definition
Hm
A
(SpecC,V) := ExtmMHSR(R(0),V) = H
m
(
Cone
(
W0VR ⊕ (F
0 ∩W0)VC → W0VC
)
[−1]
)
.
For R(n) = (VR,W•, F•), if n > 0 then we have
H1
A
(SpecC,R(n))  W0VC/W0VR = Cω
n/Run  C/(2πi)nR.
Our calculation gives the following:
Corollary 5.10. Let d > 1 be an integer and let ζ be a primitive d-th root of unity. Then we have
i∗ζpol = ((−1)
kLik+1(ζ))
∞
k=0 ∈
∞∏
k=0
C/(2πi)k+1R.
Proof. By Theorem 5.9, the class i∗
ζ
pol is represented by the triple
(i∗ζα, i
∗
ζη, i
∗
ζξ) ∈ W0R
0(SpecC, i∗ζLogC(1)) ⊕ W0R
1(SpecC, i∗ζLogR(1))
⊕ (F0 ∩W0)R
1(SpecC, i∗ζLogC(1)).
However, since the dimension of SpecC is zero, we have
R1(SpecC, i∗ζLogR(1)) = R
1(SpecC, i∗ζLogC(1)) = 0.
Hence i∗
ζ
pol is represented by the section
i∗ζα =
∞∑
m=0
Dm+1(ζ)e
m(1) ∈ W0R
0(SpecC, i∗ζLogC(1)) := Γ(SpecC, i
∗
ζLogC(1)) =
∞∏
m=0
Cem(1).
Note that since log |ζ | = 0, we have Lm+1(ζ) = Lim+1(ζ) for any m ≥ 0. By definition,
Dm+1(ζ)e
m(1) = Im (im+1Lm+1(ζ))e
m(1) = Im (im+1Lim+1(ζ))e
m(1)
= Re(imLim+1(ζ))e
m(1).
hence we have
Dm+1(ζ)e
m(1) ≡ imLim+1(ζ)e
m(1) (mod Riem(1)).
Noting that imem(1) = (−1)mωm+1 and Riem(1) = Rum+1, we see that i∗
ζ
α coincides with the class of
∞∑
m=0
(−1)mLim+1(ζ)ω
m+1
in
∏∞
m=0 Cω
m+1/Rum+1 as desired. 
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5.3. The Polylogarithm Class for the Case g > 1. We consider the case when X = Ggm for an integer
g > 1. For µ ∈ [g], we let αµ and ξµ be the elements given by
αµ :=
∞∑
m=0
Dm+1(tµ)e
mµ (1), ξµ := ω
0(1) ⊗
dtµ
tµ − 1
,
where mµ is the element in Ng with m in the µ-th component and 0 in the other components. Then the
differential form ξ of (3.18) is given by
ξ = ξ1 ∧ · · · ∧ ξg ∈ (F
0 ∩W0)R
2g−1(U,LogC(g)).
We let
η ≔ Re(ξ) = (ξ + ξ)/2 ∈ W0R
2g−1(U,Log(g)).
Then we have η − ξ = (ξ − ξ)/2. If we let
α ≔
g∑
µ=1
(−1)µ−1αµξ1 ∧ · · · ∧ ξµ−1 ∧ ξµ+1 ∧ · · · ∧ ξg ∈ W0R
2g−2(U,LogC(g)),
then we have
∇(α) =
g∑
µ=1
(−1)µ−1
ξµ − ξµ
2
∧ ξ1 ∧ · · · ∧ ξµ−1 ∧ ξµ+1 ∧ · · · ∧ ξg
=
1
2
g∑
µ=1
(
ξ1 ∧ · · · ∧ ξµ−1 ∧ ξµ ∧ ξµ+1 ∧ · · · ∧ ξg − ξ1 ∧ · · · ∧ ξµ−1 ∧ ξµ ∧ ξµ+1 ∧ · · · ∧ ξg
)
=
1
2
(
ξ1 ∧ · · · ∧ ξg − ξ1 ∧ · · · ∧ ξg
)
=
1
2
(ξ − ξ) = η − ξ,
where the calculation of ∇(αµ) follows from (5.8).
This proves our main result.
Theorem 5.11 (Case g > 1). We let α, η and ξ be as above. Then the triple
(α, η, ξ) ∈ W0R
2g−2(U,LogC(g)) ⊕ W0R
2g−1(U,Log(g)) ⊕ (F0 ∩W0)R
2g−1(U,LogC(g))
represents the polylogarithm class pol in H2g−1
A
(U,Log(g)).
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