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Les domaines d’utilisation des capteurs se sont étendue dans la dernière décennie. Un grand
nombre d’objets du quotidien en comporte, de l’accéléromètre dans nos téléphones portables
au capteur de température du thermostat du four en passant par les capteurs infra-rouges des
robinets automatiques. Dans de nombreuses applications, notamment dans les domaines de la
recherche, les scientifiques ont désormais besoin d’augmenter la précision de leurs instruments de
mesure afin de détecter des phénomènes toujours plus fins. Nous pouvons citer par exemple les
voxels des imageurs IRMs qui ont aujourd’hui une résolution inférieure au millimètre, ou encore
les sismomètres SEIS qui ont été déposés sur Mars en 2019 et qui peuvent détecter des variations
de mouvement de 5 µm menant à la retranscription du vent martien.
Le domaine de la biodétection est particulièrement soumis à cette quête de haute précision
de détection. En effet, le diagnostic médical ou la détection de contaminant dans l’eau ou la
nourriture nécessitent l’accès à la détection d’un très faible nombre de particules biologiques, avec
dans de nombreux cas une volonté de pouvoir détecter une particule ou une molécule unique.
Les dispositifs de détection actuels permettant une telle précision sont pour l’heure basés sur
la technologie des capteurs photoniques qui demandent néanmoins une source de lumière et
une source d’énergie afin de récupérer le signal. Ils sont ainsi difficilement miniaturisables et
peinent à suivent les progrès dans le développement des laboratoires-sur-puces (Lab on a Chip).
A ce niveau, les dispositifs à ondes acoustiques de surface (SAW, de Surface Acoustic Waves en
anglais) ont l’avantage d’être passifs, c’est à dire qu’il peuvent être interrogés à distance sans
source d’énergie intégrée grâce à l’intégration d’antennes. Les SAW sont couramment utilisées
pour la biodétection, et ce depuis plus de trois décennies, et les dispositifs SAW sont facilement
miniaturisables et intégrables dans les laboratoires sur puces. Cependant, leur sensibilité reste
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limitée et peine à rivaliser avec la précision des capteurs optiques et plasmoniques récemment
développés. Au début des années 1990, de nouveaux types de matériaux composites appelés
cristaux phononiques ont été conçus pour contrôler la dispersion des ondes acoustiques. Leur
développement exponentiel durant les deux dernières décennies a permis d’envisager de nouvelles
manières de manipuler les ondes élastiques. Ces nouveaux matériaux constituent une solution
prometteuse pour l’amélioration de la sensibilité des bio-capteurs SAW.
L’objectif de ce projet de thèse est de développer à la fois théoriquement et expérimentalement
un dispositif SAW utilisant la physique des cristaux phononiques et pouvant être utilisé pour
la biodétection. On part de l’hypothèse que l’intégration du cristal phononique, avec un design
bien précis, dans un capteur SAW permettrait d’améliorer ses performances et d’accroître sa
sensibilité à la détection de la masse et des espèces biologiques. En effet, les bio-capteurs à ondes
acoustiques conçus actuellement atteignent leur limite de détection et sont loin de pouvoir accéder
à la détection d’une seule molécule. L’utilisation de micro-structures interagissant avec les SAW
permet une amélioration considérable de la sensibilité aux changements de l’environnement grâce
à des phénomènes de résonances spécifiques.
Ce manuscrit présente les investigations menées dans ce sens durant les trois années de doc-
torat au sein de l’équipe Micro et Nanosystèmes de l’Institut Jean Lamour à Nancy sous la
direction du Pr. Frédéric Sarry et la codirection du Dr. Mourad Oudich, ainsi que du groupe
Systèmes photoniques et BioMEMS du Laboratoire Nanotechnologies et Nanosystèmes à Sher-
brooke sous la direction du Pr. Paul Charette. Ce projet a été initié par une bourse du Centre
National d’Etudes Spatiales (CNES) dans le cadre d’un projet d’exobiologie visant à la concep-
tion des capteurs biologiques ultra-sensibles dans une perspective de reconnaissance de matériaux
biologiques hors de la Terre.
Le présent manuscrit s’organise en cinq chapitres. Le premier présente un état de l’art des
techniques de biodétection et des développements actuels des cristaux phononiques, notamment
dans leur utilisation dans des systèmes de détection. Cet état des connaissances a permit de
prendre des décisions quant aux structures à étudier. Le second chapitre expose les méthodes de
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modélisation des structures phononiques et une étude théorique complète sur une structure de
type piliers multicouches ainsi que l’évaluation de la sensibilité de ces structures. Le troisième
chapitre présente une étude de modélisation des ondes de Love sous une couche fluide visco-
élastique. Nous présentons un modèle analytique de référence ainsi que le modèle par éléments
finis que nous avons développé. Le quatrième chapitre expose les techniques de fabrication en
salle blanche que nous avons utilisées ainsi que les processus de fabrication développés au sein
de l’Institut Jean Lamour à Nancy et de l’Institut Interdisciplinaire d’Innovation Technologique
à Sherbrooke. Le cinquième et dernier chapitre présente les caractérisations électriques et les
études expérimentales de détection menées sur les dispositifs que nous avons fabriqués. Enfin
nous rappellerons dans une conclusion les principaux résultats obtenus ainsi que les limitations
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Chapitre 1. État de l’art et contexte d’étude
Introduction
Nous assistons aujourd’hui à un développement croissant des activités de recherche dans le
domaine de la biodétection, facilité par les avancées technologiques réalisées dans les domaines
de la micro et nano fabrication, de la microélectronique et de la photonique. Un bio-capteur est
un dispositif conçu pour convertir une réponse biologique en un signal électrique exploitable. La
biodétection trouve son application dans de nombreux domaines, notamment l’industrie agro-
alimentaire, le domaine médical, la bio-défense et la surveillance de l’environnement. Dans l’in-
dustrie alimentaire, les bio-capteurs sont utilisés pour l’authentification, la surveillance et la
sécurité des aliments tel que la détection d’agents pathogènes [1, 2]. Par ailleurs, l’utilisation de
bio-capteurs est en pleine croissance dans le domaine médical où la reconnaissance moléculaire
biochimique est utilisée pour être sensible à un bio-marqueur spécifique. Nous citons par exemple
les bio-capteurs du glucose sanguin pour le diagnostic du diabète [3] qui représentent 85% du
marché mondial. D’autres applications médicales peuvent inclure : les marqueurs cardiaques,
les biopuces pour une détection rapide et précise de marqueurs du cancer et la détection neu-
rochimique. Les innombrables applications des bio-capteurs et leur développement les rendent
incontournables dans la surveillance de notre mode de vie actuel et futur.
Depuis des décennies, les ondes acoustiques de surface (surface acoustic waves : SAW) sont
très utilisées en tant que moyen de détection très fiable dans les capteurs de température, de
viscosité, mais aussi d’espèces chimiques et/ou biologiques. Ils constituent un moyen très simple
et économique pour la biodétection [4, 5, 6]. Cependant, les dispositifs SAW actuels atteignent
leur limite de sensibilité dans la détection de quantités faibles de molécules. En effet, certains
diagnostics nécessitent la détection d’une particule unique et des domaines comme l’exobiologie
requièrent également de recueillir de l’information à partir de très faibles quantités de maté-
riaux biologiques. Dans ce cadre, la détection acoustique reste donc limitée en comparaison avec
les technologies optiques où on assiste à l’émergence d’approches de biodétection ultra-sensible
basées sur les métamatériaux optiques ou plasmoniques [7, 8].
Pour pallier à cela, de nouvelles façons de manipuler les ondes acoustiques ont été envisa-
gées en s’inspirant de travaux réalisés dans les domaines de la photonique [9, 10, 11, 12]. Cela a
permis l’émergence des cristaux phononiques et des métamatériaux acoustiques qui sont désor-
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mais étudiés dans les domaines des télécommunications pour le guidage des ondes acoustiques
[13, 14], dans les domaines de la séismologie et des recherches sur les constructions antisismiques
[15, 16, 17, 18] et montrent un fort potentiel pour des applications de détection [19, 20, 21].
Dans ce chapitre, nous présenterons tout d’abord la physique des ondes acoustiques de sur-
face ainsi que leur utilisation dans les bio-capteurs. Ensuite, nous aborderons le domaine des
cristaux phononiques et des métamatériaux acoustiques en s’intéressant plus particulièrement
aux phénomènes physiques émergents qu’ils apportent et nous présenterons quelques exemples
expérimentaux. Enfin, nous nous intéresserons aux travaux effectués pour l’intégration de cette
physique pour des applications de détection.
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1.1 Dispositifs à ondes acoustiques de surface (SAW)
1.1.1 Propriétés des ondes acoustiques de surface
On distingue généralement deux catégories d’ondes acoustiques, les ondes qui se propagent
dans le volume et celles se propageant à la surface d’un substrat. Chacune de ces deux catégories
pouvant encore être subdivisées en sous-catégories (figure 1.1).
Figure 1.1 – Classification des ondes acoustiques [22].
Dans cette étude, nous nous intéressons particulièrement aux ondes acoustiques de surface
(SAW) qui ont l’avantage de pouvoir être utilisées dans des dispositifs miniaturisables fabriqués
avec les mêmes techniques que celles de l’industrie micro-électronique.
1.1.1.1 Génération des ondes acoustiques de surface
Les SAW sont générées principalement soit par l’utilisation d’une impulsion laser [23, 24, 25],
soit par une tension appliquée sur un substrat piézoélectrique [26, 27, 28]. Cette seconde méthode
est la plus appropriée pour une utilisation de SAW pour la détection dans un capteur. En effet,
elle permet de miniaturiser les systèmes afin de les intégrer facilement dans un système complet
et ils peuvent également être rendus passifs à l’aide d’une antenne [29].
La génération des ondes utilise l’effet piézoélectrique qui a été découvert en 1880 par les
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frères Pierre et Jacques Curie dans différents matériaux cristallins comme le quartz [30]. Il s’agit
de la capacité de certains matériaux cristallins de produire une tension électrique sous l’action
d’une contrainte mécanique. Les frères Curie ont pu mettre en application cet effet pour créer un
prototype de balance à quartz piézoélectrique [31]. L’effet inverse, consistant à la création d’une
déformation dans le matériau suite à l’application d’une tension électrique, a été prédit dès 1881
par Gabriel Lippmann et expérimenté par les frères Curie la même année [32, 33].
Les matériaux piézoélectriques sont des matériaux cristallins ayant la particularité de posséder
une maille élémentaire sans centre de symétrie. Sous l’action d’une force, la maille se déforme,
les dipôles du système se déplacent et les pôles positifs et négatifs se retrouvent décalés, ce qui
crée une polarisation (figure 1.2).
Figure 1.2 – Schéma représentant le principe de la piézoélectricité sur une maille cristalline
élémentaire : au repos (a), sous l’effet d’une force d’étirement (b) et sous l’effet d’une force de
compression (c) [34].
L’effet piézoélectrique est couramment utilisé dans un grand nombre de domaines, telle que
l’horlogerie où un cristal de quartz est utilisé pour cadencer la mesure du temps, et en tant que
capteur de pression dans les domaines de l’automobile et l’aéronautique. Il est également utilisé
pour réaliser des dispositifs SAW dans les téléphones portables (pour le filtrage de signaux),
dans les capteurs intégrés (température, humidité, ...) dans l’industrie, et dans les domaines de
recherche notamment en microfluidique et en biologie.
Dans le cas des dispositifs SAW, on tire parti de l’effet piézoélectrique inverse pour générer les
ondes et de l’effet piézoélectrique direct afin de récupérer le signal électrique créé par l’onde. Ces
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deux mécanismes sont réalisés grâce à des peignes d’électrodes interdigitées (interdigital transdu-
cer abrégé en IDTs). Il s’agit d’électrodes métalliques déposées sur un matériau piézoélectrique
(figure 1.3 a). Ils ont été mis au point en 1965 par Richard M. White et Fred W. Voltmer [35].
L’alternance de potentiels positifs et négatifs au niveau de ces électrodes à la surface du sub-
strat permet de générer (ou recevoir) les ondes acoustiques. Les paramètres importants pour la
conception des IDTs sont représentés dans la figure 1.3 b). Ces paramètres sont :
— la période p = λ, avec λ la longueur qui correspond à la longueur d’onde spatiale du motif
des IDTs ;
— la largeur des doigts de l’électrode. En général, on considère un taux de métalisation
(surface recouverte par les électrodes) de 50%, ce qui donne une largeur de doigts de λ/4 ;
— le recouvrement des doigts successifs, w, correspondant à la largeur du front d’onde ;
— et la longueur du peigne, L, considérée comme un nombre fini de longueurs d’onde qui
fixera le nombre de doigts. Ce paramètre influencera l’amplitude du signal transmis ainsi
que la largeur de la bande de fréquence envoyée.
Figure 1.3 – Schéma représentant les IDTs sur un substrat piézoélectrique (a) et une électrode
avec les valeurs caractéristiques importantes à la conception (b) [35].
Les IDTs représentées sur la figure 1.3 correspondent à la conception historique des électrodes.
Aujourd’hui d’autres types d’IDTs sont utilisées avec par exemple des électrodes arrondies per-
mettant de modifier la forme du front d’onde [36, 37, 38], des doigts multipliés [39, 40] ou encore
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des électrodes non symétriques [27, 41].
Deux configurations sont utilisées pour la réalisation de capteurs SAW, les résonateurs et les
lignes à retard. Les résonateurs utilisent des IDTs qui vont produire une onde qui sera réfléchie de
part et d’autre par des réflecteurs (figure 1.4 a). Le signal sera récupéré sur la même électrode que
celle ayant servi à générer le signal. Ces systèmes sont utilisés notamment pour des applications
capteurs de température ou de pression ainsi que pour la fabrication de filtre en électronique.
Les lignes à retard utilisent deux paires d’IDTs en vis à vis. Le signal est envoyé dans la première
paire, puis récupéré sur la seconde (figure 1.4 b). Les lignes à retard sont utilisées pour créer des
retards dans les systèmes électroniques, et c’est également la configuration la plus utilisée pour
les systèmes de biodétection.
Figure 1.4 – Schéma représentant un dispositif de résonateur [42] (a) et de ligne à retard [43]
(b).
1.1.1.2 Particularités des ondes acoustiques de surface
Les SAW sont régies par les équations d’ondes se propageant dans la matière, telles que les
ondes sonores ou encore les ondes sismiques. On observe donc une variation spatio-temporelle
des déformations dans le matériau où se propagent les ondes. La vitesse des ondes dépend du
matériau dans lequel elles se propagent, principalement les propriétés élastiques et la densité. De
plus, l’anisotropie du cristal influence les vitesses des ondes car ci-elles dépendent fortement de
la direction de propagation par rapport à l’orientation cristalographique du matériau.
Comme leur nom l’indique, les SAW se propagent uniquement à la surface du matériau. Les
premières preuves d’ondes acoustiques de surface ont été avancées en 1885 par Lord Rayleigh
[44]. Il a remarqué que lors de séismes, une partie des ondes se propagent parallèlement à la
surface de la terre avec une décroissance exponentielle du champ de déplacement de la surface
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vers les profondeurs de la Terre. La profondeur de pénétration correspondante est de l’ordre d’une
longueur d’onde.Les ondes de Rayleigh correspondent à un couplage entre une onde longitudinale
(où le déplacement est parallèle à la direction de propagation créant une succession de zone de
pression et de compression), et une transverse verticale (où le déplacement est perpendiculaire à
la direction de propagation). Ce couplage provoque un mouvement elliptique dans le milieu de
propagation [45, 46, 47] (figure 1.5).
Figure 1.5 – Illustration de la propagation d’une onde de Rayleigh [48].
Les ondes de Rayleigh ont la particularité d’avoir une forte composante verticale dans le
champ de déplacement. De manière complémentaire, il existe des ondes se propageant en surface
mais ne présentant qu’un faible déplacement dans la direction verticale. Ces ondes sont appelées
ondes transverses horizontales et sont dotées d’un champ de déplacement perpendiculaire à la
direction de propagation, et dans le même plan que la surface [46, 49]. Un cas particulier a été
découvert par Augustus Edward Hough Love en 1911 [50]. Ces ondes particulières correspondent
à un mouvement purement transversal confiné dans une couche guidante déposée sur le substrat
principal (figure 1.6) [45, 46, 47]. L’existence de ce type d’ondes est conditionné par la présence
d’une couche déposée à la surface du substrat, et par la vitesse de propagation dans le matériau
de cette couche qui doit être inférieure à la vitesse des ondes dans le substrat. Pour l’excitation
de ces ondes, appelées ondes de Love, on a recours à l’utilisation d’électrodes déposées entre le
substrat et la couche guidante. Les électrodes sont alors dites enterrées.
Dans le cas d’un capteur opérant en milieu liquide, les ondes de surface dites transverses
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Figure 1.6 – Illustration de la propagation d’une onde de Love dans une couche guide [46].
et plus particulièrement les ondes de Love sont les plus adaptées. Contrairement aux ondes de
Rayleigh dont le déplacement est perpendiculaire à la surface, le déplacement des ondes de Love
est dans le même plan que ladite surface (figure 1.6) ce qui minimise la dissipation d’énergie
acoustique dans le liquide.
1.1.2 Bio-capteurs à ondes acoustiques de surface
Du fait de leur mode de propagation, les ondes acoustiques de surface (SAW) sont les plus
utilisées pour la réalisation de dispositifs microfluidiques ou pour la biodétection. Les ondes de
Rayleigh sont généralement utilisées dans les dispositifs microfluidiques et les laboratoires sur
puce (Lab on a Chip abrégé en LoCs) afin de mettre en mouvement le fluide dans les canaux
[51, 52], générer des courants dans le liquide (par exemple pour induire des mélanges) [53, 54] ou
pour des méthodes actives de tris comme l’acoustophorèse qui permet de déplacer des particules
en flux en fonction de leurs tailles [55, 56, 57].
Les ondes transverses et plus particulièrement les ondes de Love sont quant à elles utilisées
principalement pour des dispositifs de détection. En effet, ces ondes se propageant uniquement à
la surface du substrat interagissent avec les particules biologiques qui s’adsorbent sur une surface
active. Le champ de déplacement des ondes étant principalement confiné à l’intérieur de la couche
guidante et la composante verticale de déplacement étant très faible, le signal est relativement
peu atténué par la présence du milieu liquide.
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Les SAW permettent une détection dite sans marquage, c’est-à-dire que la molécule que
l’on souhaite détecter n’a pas été modifiée pour envoyer un signal que l’on détecte ensuite (par
exemple la fixation d’une molécule fluorescente). Ici, le signal physique de l’onde acoustique est
directement utilisé pour la détection ; il sera modifié par de le dépôt d’une molécule sur la surface.
Les ondes de surface sont utilisées pour la biodétection de protéines [58, 59, 60, 61, 62], d’ADN
[61, 62, 63] ou de bactéries [64, 65, 66, 67].
Pour que ces capteurs soit utilisables dans un milieu complexe composé de plusieurs molécules
(tel que l’air ambiant ou l’eau d’une rivière), ils sont en général fonctionnalisés. C’est à dire
que des molécules sont déposées en surface du substrat. Sur ces molécules seront greffés des
récepteurs qui réagiront spécifiquement à un type d’espèce chimique ou biologique [68, 69, 70].
Cette reconnaissance spécifique est appelée réaction cible-sonde ou clé-serrure. On peut par
exemple citer la réaction anti-corps/anti-gène (figure 1.7).
Figure 1.7 – Représentation de l’effet de reconnaissance spécifique de l’antigène par l’anticorps
[71].
Le modèle type de bio-capteur SAW est représenté sur la figure 1.8. Il est composé de deux
paires d’IDTs formant une ligne à retard déposée sur un substrat piézoélectrique. La première
permet d’exciter le substrat en appliquant une tension à ses bornes afin de générer les ondes
acoustiques au moyen de l’effet piézoélectrique inverse. La seconde électrode permet de récupérer
l’onde transmise par effet piézoélectrique direct. Sur la ligne de transmission des ondes situées
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entre les électrodes, la surface est fonctionnalisée afin de placer des récepteurs et capturer des
particules bien précises se trouvant en suspension dans l’air ou dans un liquide. Les propriétés
élastiques de la surface sont affectées par la fixation des molécules sur ces récepteurs, ce qui
perturbe l’onde élastique et le signal reçu, permettant ainsi leur détection.
Figure 1.8 – Bio-capteur SAW classique. (1) Les flèches indiquent le sens du flux de liquide,
(2) le substrat piézoélectrique produisant les SAW, (3) IDTs, (4) onde acoustique de surface,
(5) anticorps fixés sur le trajet de l’onde, (6) molécule que l’on souhaite détecter, (7) représente
l’électronique permettant d’actionner le substrat piézoélectrique pour générer les ondes
acoustiques, (8) signal de sortie permettant de visualiser et caractériser la détection [72].
Cependant, bien que les techniques de biodetection basées sur les ondes élastiques soient
facilement intégrables sur des puces microfluidiques, elles sont loin de rivaliser avec les récents
développements des technologies optiques et plasmoniques, notamment en ce qui concerne leur
limite de détection. En effet, les systèmes SAW ont une limite de détection d’environ 20 ng/cm2
[73, 74, 75] tandis que les systèmes plasmoniques peuvent atteindre 1 ng/cm2 [12, 76, 77].
Pour parvenir à augmenter limite de détection des capteurs SAW, il faut pouvoir manipuler
différemment les ondes élastiques, ce que nous allons aborder dans les paragraphes suivants.
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1.2 Cristaux phononiques et métamatériaux acoustiques
A la fin des années 1980, un nouveau champ de recherche est apparu, celui des cristaux
phononiques. Ces structures sont composées de différents matériaux organisés dans l’espace de
manière périodique. Elles constituent des milieux très dispersifs aux ondes acoustiques et sont le
point de départ pour la conception de nouveaux matériaux appelés métamatériaux acoustiques en
2000. Ces derniers ouvrent de nouvelles perspectives dans la manipulation des ondes acoustiques,
considérées irréalisables avec les techniques classiques d’utilisation des ondes acoustiques. Dans
la partie qui suit, nous aborderons de manière théorique l’étude des cristaux phononiques ainsi
que la possibilité d’adapter leur géométrie pour ajuster leur réponse aux ondes acoustiques à des
besoins spécifiques.
1.2.1 Propagation des ondes en milieu périodique
1.2.1.1 Cristaux phononiques
L’étude des cristaux phononiques (CPs) s’inspire des recherches menées sur les cristaux pho-
toniques qui ont montré à la fin des années 1980 l’existence d’intervalles de fréquence pour
lesquels les ondes électromagnétiques sont totalement réfléchies par une structure périodique de
matériaux ayant des propriétés diélectriques différentes [9, 74, 78, 79]. Par analogie avec les cris-
taux photoniques, un CP est une structure composite constituée d’un arrangement périodique
(suivant une, deux ou trois dimensions) de matériaux dans lesquels les vitesses de propagation
des ondes acoustiques sont différentes. Ces structures ont la particularité de présenter aussi des
bandes interdites phononiques pour lesquelles les ondes acoustiques ne peuvent pas se propager
dans le cristal. La première mises en évidence théorique de l’existence de ces bandes interdites
phononiques a été réalisée en 1993 par Sigalas, Economou et Kushwaha [80, 81, 82].
En s’appuyant sur la théorie des ondes élastiques dans les solides [45, 46], l’équation régissant la
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ui(r, t))i=1,2,3 étant le champ de déplacement défini en chaque point r = (x, y, z) du solide, ρ la
masse volumique et les contraintes Tij s’expriment par : Tij = Cijkl ∂ul∂xk d’après la loi de Hooke, où
Cijkl représentent les constantes élastiques du milieu. (i, j, k, l) ∈ {1; 2; 3} avec {1; 2; 3} associées
aux trois directions de l’espace {x; y; z}.
Les paramètres ρ et les constantes élastiques Cijkl dépendent de la position dans le cristal
phononique, ce qui nous donne ρ = ρ(r) et Cijkl = Cijkl(r).
Il est possible de calculer la structure de bande d’un CP à partir de l’équation 1.1. Pour cela, dif-
férentes méthodes peuvent être utilisées : la méthode de décomposition en ondes planes (PWE :
Plane Wave Expansion) [88], la méthode de calcul de différences finies dans le domaine temporel
(FDTD : Finite-difference time-domain) [89], la méthode par matrices de transfert (Transfer-
matrix Method) [90] et la méthode des éléments finis (FEM : Finite elements method) [91].
Compte tenu de la périodicité du CP, ces différentes méthodes utilisent la première zone irréduc-
tible de Brillouin afin de simplifier les calculs et étendre les résultats à un système périodique
infini. Cette zone correspond au plus petit volume de l’espace réciproque associé au réseau cristal-
lin, contenant toute l’information de la dispersion des ondes par le CP [92, 93, 94]. Des exemples
de réduction à la zone de Brillouin sont représentés dans la figure 1.9 suivant le type de périodicité
dans l’espace.
Figure 1.9 – Cellules unitaires pour des systèmes obliques (a), rectangulaires (b), rhombiques
(c), carrés (d), et hexagonaux (e) et leurs zones de Brillouin respectives [94]
.
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1.2.1.2 Bandes interdites phononiques
Afin de complètement caractériser la dispersion des CP, nous avons recours au calcul de la
structure de bandes comme dans le cas des cristaux photoniques et électroniques. La structure de
bandes phononiques représente tous les modes acoustiques pouvant se propager dans le CP. Elle
se présente sous la forme d’une représentation reliant la fréquence et le vecteur d’onde défini dans
l’espace réciproque dans la zone de Brillouin. Cette relation dépend de paramètres liés au milieu
dans lequel les ondes se propagent, comme la densité ou les constantes élastiques. Un exemple
de structure de bandes avec deux bandes interdites pour un système en plaque avec inclusions
est présenté sur la figure 1.10.
Figure 1.10 – Exemple de résultats calcul de structure de bande pour un cristal phononique
constitué d’inclusions de cylindres d’or dans une plaque d’époxy. Schéma de la structure CP
(a), première zone de Brillouin du système dans l’espace réciproque (b), structure de bande
calculée par la méthode PWE (c) [84].
La structure de bandes est le point de départ de l’étude des CP car elle présente les courbes de
dispersion des ondes acoustiques ou élastiques. Pour que le CP soit utilisable pour une application
précise, il faut pouvoir ajuster ses dimensions aux fréquences de fonctionnement que l’on veut
étudier.
Il s’agit d’un des éléments les plus intéressants de l’étude des bandes interdites dans les CP :
la possibilité de modifier les propriétés des structures en adaptant leurs dimensions. En effet, il
est possible de placer des modes de résonance à l’intérieur des bandes interdites en modifiant la
structure. Grâce à la bande interdite, ces modes seront alors isolés des autres modes pouvant se
propager dans le CP. Cela rend possible une optimisation fine des propriétés du CP (fréquence
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de résonance, forme du mode, . . . ) en modifiant les paramètres géométriques de la structure.
Dans le cas d’une bande interdite créée par le mécanisme de Bragg, celle-ci dépend de la
périodicité et de la symétrie du CP et se situe à des longueurs d’onde de l’ordre de la périodicité
du cristal. Ainsi, la géométrie, les dimensions et la forme du système ont une grande influence
sur la réponse du système aux ondes acoustiques. Historiquement, les premiers systèmes à avoir
été étudiés étaient des matrice composites comportant des inclusions de matériaux rigides dans
une matrice en polymère [92, 95]. Récemment, les structures les plus couramment utilisées sont
des systèmes à bases de piliers (mono ou multicouches) [96, 97, 98, 99] ou à base de trous [100,
101, 102, 103, 104]. Le développement des techniques de microfabrication a favorisé la réalisation
de ces structures phononiques en micro-piliers, ouvrant ainsi la voie vers des applications à plus
hautes fréquences.
1.2.1.3 Influence de la géométrie des structures
La modification des propriétés géométriques du CP a une grande influence sur ses propriétés
de dispersion, notamment sur l’ouverture de la bande interdite (figure 1.11). Il a été montré que
pour une surface dotée de trous périodiques, augmenter l’épaisseur de la couche guidante abaisse
la fréquence centrale de la bande interdite et élargit la bande interdite pour les SAW (figure 1.11
(b)). Aussi, augmenter le rayon des trous abaisse la fréquence centrale de la bande interdite mais
réduit également sa largeur [105] (figure 1.11 (c)). Pour un système avec inclusions, les bandes
interdites de fréquences s’élargissent avec l’augmentation du facteur de remplissage (pourcentage
de l’espace rempli par les inclusions) [106]. De la même manière, pour une matrice de piliers, il
est possible d’influer sur la propagation des ondes acoustiques : le rayon du pilier influe sur la
largeur de la bande interdite et la hauteur des différentes couches a une influence directe sur les
fréquences de la bande interdite [107].
De plus, il est possible d’inclure des irrégularités ou des défauts dans la matrice du cristal
phononique pour créer des modes de résonance localisés au niveau de l’imperfection [100, 108,
109, 110, 111]. L’irrégularité peut être obtenue en supprimant de la structure une maille du
cristal, en modifiant significativement une épaisseur d’un matériau ou un écartement entre deux
mailles de cristal. L’équipe de Vasseur et al. [111] a utilisé une structure à base de trous avec
un paramètre de maille a dans laquelle on crée un défaut en introduisant un espace entre deux
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Figure 1.11 – Représentation d’une cellule possédant un trou (a), variation de la largeur de la
bande interdite en fonction de la hauteur de la couche guide (b) et du rayon des trous (c) [105],
ouverture de bandes interdites pour un système carré d’inclusion de silicium dans une matrice
d’époxy [106].
.
mailles de dimension α.a avec α < 1. Le système avec défaut montre une bande interdite mais
avec des modes de résonance se plaçant au niveau des fréquences de la bande interdite. Parmi
ces modes, il en existe un qui est localisé uniquement au niveau du défaut. Dans ce cas, l’énergie
acoustique se trouve confinée dans l’espace créé entre deux mailles du système, ce qui permet le
guidage de l’onde acoustique. L’étude montre également que la fréquence de ces modes dépend
de la largeur de l’ouverture créée et qu’ils peuvent disparaître lorsque le paramètre α dépasse
0.85.
Des études similaires ont été menées avec d’autres types de structures. Pennec et al. [112] ont
utilisé un réseau de piliers complets qu’ils ont comparé avec trois configurations : un réseau
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dont une ligne de piliers avait été retirée, un réseau dont une ligne de piliers avait une hauteur
différente et une ligne de piliers constitués d’un matériau différent (figure 1.12).
L’effet est le même que pour la structure à trous discutée ci-dessus. Oudich et al. [113] ont montré
que dans le cas de piliers multicouches, il existe des modes de résonance localisés en surface et
à la base du pilier et que si l’on introduit un défaut dans la régularité des couches (couche
significativement plus petite), il est possible de créer des modes localisés au niveau du défaut.
Par ailleurs, en 2000, il a été démontré qu’il était possible de concevoir des cristaux phono-
niques pour manipuler les ondes acoustiques pour des longueurs d’ondes supérieures à la périodi-
cité du cristal [114]. Le cristal était constitué de résonateurs formés de billes de plomb recouvertes
d’élastomère incorporées dans une matrice rigide d’époxie et présentait une bande interdite dans
les très basses fréquences. Ce type de cristal est appelé cristal phononique à résonance locale
(CPRL). L’ouverture de la bande interdite n’est plus basée sur le mécanisme de Bragg comme
dans le cas des cristaux phononiques classiques. Dans le cas du CPRL, les matériaux ont des
propriétés élastiques très différentes (par exemple un matériau très dur et un très mou). La bille
et l’élastomère peuvent être assimilés à un résonateur de type masse liée à un ressort possé-
dant des modes de résonance propres. Lorsque l’onde élastique se propage dans le cristal, elle
se couple avec les modes de résonance des résonateurs créant des bandes interdites au niveau
des fréquences de résonance. Ces bandes interdites dépendent fortement des propriétés des réso-
nateurs dont les fréquences de résonance sont très basses (grâce à l’élastomère). Les longueurs
d’onde des résonances sont dans ce cas largement supérieures à la périodicité ou la structuration
du cristal. Ce mécanisme est presque indépendant de la périodicité ou de la symétrie [115]. Le
CPRL peut se comporter comme un milieu homogène, du point de vue de l’onde acoustique in-
cidente comportant une densité effective et/ou une compressibilité effective négative [114]. Cette
étude est le point de départ du champ de recherche sur les métamatériaux acoustiques pour une
manipulation exotique des ondes : réfraction négative [116], super-focalisation [117], invisibilité
acoustique [118], etc . . .
Les CP et les métamatériaux acoustiques offrent une multitude de possibilités de manipulation
de la propagation d’ondes acoustiques ou élastiques en agissant sur la géométrie et les matériaux
utilisés, afin de les adapter à l’application souhaitée. Particulièrement, il est possible de concevoir
un CP permettant l’existence des modes confinés sur une partie de la structure où une grande
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Figure 1.12 – Structure phononique composée d’un réseau de piliers complets et la structure
de bande associée (a), réseau de piliers avec une ouverture Wg et la structure de bande associée
(b), réseau de piliers avec une ligne de hauteur hg et la structure de bande associée (c). Les
modes représentés en vert sont les modes confinés au niveau du défaut de la structure [112].
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partie de l’énergie acoustique est concentrée [119, 120], ce qui peut facilement être repéré sur
le signal de sortie par un pic d’absorption (négatif) ou de transmission (positif). De plus, il est
possible d’exploiter la bande interdite du CP en plaçant les modes confinés à l’intérieur, ce qui
permet de les isoler des autres modes de propagation afin de limiter leurs interactions.
1.2.2 Mises en évidence expérimentales
Les premières études qui ont mis en évidence les propriétés dispersives des CP telles que les
bandes interdites étaient purement théoriques. Il a donc fallu mener des études expérimentales
afin de confirmer ces phénomènes particuliers. Du fait de la conception des CP et des moyens de
caractérisation du début des années 90, les premières études expérimentales ont rencontré des
difficultés.
1.2.2.1 Cristaux couplés aux ondes acoustiques
La première étude expérimentale du phénomène d’absorption acoustique par des structures
phononiques a été réalisée en 1995 par Mártinez-Sala et al. [121] sur une sculpture de l’artiste
Eusebio Sempere (1923-1985) située près de la fondation Juan March à Madrid. Cette sculpture
est constituée de tiges cylindriques d’acier de différentes hauteurs arrangées périodiquement sur
un support rotatif. La sculpture a été conçue pour réfléchir la lumière du soleil en créant des
effets visuels lors de sa mise en rotation (figure 1.13).
Mártinez-Sala et al. [121] ont pu mesurer la transmission acoustique suivant différentes di-
rections de propagation par rapport à l’agencement des tiges de la structure en plaçant des
haut-parleurs et des micros autour de la sculpture. Cela a permis de mettre en évidence une
atténuation de l’onde acoustique pour une fréquence de 1.67 kHz suivant une direction de propa-
gation précise. Ce résultat a permis la première mise en évidence expérimentale de la diffraction
de Bragg responsable de la création de bandes interdites. Cependant, la structure utilisée n’étant
pas conçue initialement pour cette expérience, l’effet n’est visible que sur une seule direction de
propagation.
Le premier CP fabriqué et comportant une bande interdite complète a été réalisé par Montero
de Espinosa et al. [123]. Le CP consiste en un arrangement périodique de trous remplis de
mercure dans une plaque d’aluminium. Pour caractériser cette structure, l’équipe a utilisé des
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Figure 1.13 – Sculpture de Eusebio Sempere à Madrid [122] utilisée pour l’expérience de
Mártinez-Salaet al.[121].
transducteurs à ultrasons permettant d’obtenir une gamme de fréquence de 0.5 à 2MHz. L’équipe
a capté le signal transmis pour différents taux de remplissage des cylindres, ce qui a permis de
montrer une forte atténuation pour un remplissage à 40% à une fréquence de 1.06 MHz, ce qui
correspondait à la position théorique de la bande interdite.
Depuis ces premiers travaux, de nouvelles études ont été menées pour montrer l’ouverture
de bandes interdites en utilisant des CP dans différentes configurations : des CPs composés de
structures solides/solides [124, 125, 126] ou solide/fluide [127, 128]. D’autres phénomènes ont pu
être mis à jour, tels que la focalisation acoustique [129, 130], la réfraction négative [25, 131] ou
encore la création de guides d’ondes courbés [132]. De plus, l’étude des structures phononiques
ont permis de mettre au point des guides d’ondes topologiques (aussi appelés guidage par les
frontières) qui s’inspirent d’effets découverts dans le graphène [133, 134].
L’équipe de Pal & Ruzzene a présenté en 2017 un modèle théorique où chaque sommet de l’hexa-
gone est représenté par un système masse ressort, où la constante de raideur est la même pour
chaque point et où deux masses distinctes sont utilisées [135]. En 2018, une étude expérimen-
tale a été réalisée avec des ondes sonores en vue de créer un système d’isolation sonore [136].
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Ce système est composé de barreaux d’époxy organisés par trois en triangle et répartis sur une
surface (figure 1.14). En modifiant l’orientation des triangles sur une partie de la surface, cette
étude montre que seules les ondes se propageant dans la direction de l’interface vont pouvoir se
propager. L’orientation des mailles du cristal permet également d’orienter le faisceau en sortie
de la structure.
Figure 1.14 – Schéma de la structure composée de barreaux d’époxy organisés en triangles (a)
et étude expérimentale pour le guidage des ondes pour une frontière linéaire et courbe (b) [136].
1.2.2.2 Cristaux phononiques et ondes acoustiques de surface
Des études utilisant les ondes acoustiques de surface générées sur un substrat piézoélectrique
ont également été réalisées. La première a été menée par Wu et al. en 2005 [137, 138]. Un CP
bidimensionnel composé de trous carrés percés dans un substrat d’oxyde de zinc (ZnO) avec une
périodicité de 10 µm a été étudié. Des ondes de Rayleigh sont ensuite produites par des IDTs
déposées sur ce même substrat. La réponse du CP a été mesurée pour deux longueurs d’ondes :
une correspondant théoriquement à une fréquence hors de la bande interdite théorique, et une
correspondant à une fréquence située à l’intérieur. Dans ce second cas, une forte atténuation du
signal apparaît.
De même l’équipe de Sarah Benchabane a montré l’existence de bandes interdites complètes
en utilisant des structures sous forme de trous [103, 139] et de piliers en nickel [140] (figure
1.15 (a)) sur un substrat de niobate de lithium (LiNbO3). De plus, ces études ont pu mettre en
évidence les formes des résonances dans les structures ainsi que l’absorption par les lignes des
structures successives (figure 1.15 (b)).
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Figure 1.15 – Étude expérimentale piliers phononiques : image microscope électronique de
structures (a) et réponse du système à une fréquence de 170 MHz en fonction de la position le
long de l’axe x (b) [140].
En 2014, Liu et al. ont mis en évidence des phénomènes similaires en utilisant des ondes de
Love, dans la bande de fréquence du gigahertz, créées sur un substrat de LiNbO3 interagissant
avec une matrice de trous formés dans la couche guidante en silice (SiO2) [141, 142]. L’équipe
a montré le processus de fabrication basé sur les technologies utilisées en salle blanche et dans
l’industrie micro-électronique [141]. De plus, en plaçant la structure sur une ligne à retard (figure
1.16 (a),(b) et (c)), une très forte atténuation apparaît dans la gamme de fréquences de la bande
interdite dans les structures (figure 1.16 (d)).
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Figure 1.16 – Étude expérimentale de structures phononiques couplées à des ondes de Love :
schéma du système (a), image au microscope électronique des IDTs (b) et des structures
phononiques (trous) (c) et réponse du système avec et sans structure (c) [142].
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1.3 Applications capteurs de structures phononiques
1.3.1 Capteurs sensibles aux propriétés des fluides
Les LoCs et les dispositifs de biodétection fonctionnent le plus souvent avec des mélanges
de biomolécules en solution. Les propriétés physiques de ces liquides dépendent principalement
des concentrations des solutions et de la nature de leurs différents constituants. Sachant que
les paramètres du fluide ont une influence sur la propagation des ondes acoustiques, il est donc
possible d’utiliser les dispositifs phononiques pour déterminer les propriétés des solutions bio-
logiques. Les effets sont connus pour des ondes de surface se propageant dans un liquide. Les
paramètres les plus influents sur la propagation des ondes sont la viscosité [143, 144, 145] et la
densité [146, 147] qui agissent directement sur la vitesse de propagation. L’effet de la viscosité sur
les CP se traduit d’abord par une atténuation du signal reçu, mais aussi par la diminution des
fréquences de la bande interdite [148]. La suite de cette section abordera les dispositifs présents
dans la littérature utilisant les différences de vitesse de propagation pour donner une indication
sur les caractéristiques de liquides.
Pour une structure phononique bien optimisée présentant un pic d’absorption ou de trans-
mission à une fréquence donnée dans des conditions de référence pour une solution particulière, il
est possible de distinguer un changement de concentration des molécules en suspension si la den-
sité ou la viscosité de la solution est modifiée. Oseev et al. [149] ont montré expérimentalement
ce principe de détection. La structure proposée est une plaque trouée de manière régulière, au
centre de laquelle une tranchée est creusée. La plaque est immergée dans de l’essence présentant
un indice d’octane (RON : Research Octane Number) représentant la composition du mélange
de l’essence. Leurs travaux ont montré que la fréquence des pics de transmission dépend des
indices testés (figure 1.17 (b)). La suite de leur étude s’intéresse à l’indice RON 98 pour diffé-
rentes concentrations d’éthanol. Ils observent un décalage du pic de fréquence de 0.7% pour un
mélange à 2.5% d’éthanol par rapport à l’essence pure. Des résultats similaires ont été montrés
par d’autres études utilisant des géométries différentes [150, 151].
Par ailleurs, Jin et al. [152] ont proposé, par simulation, une structure sous forme de piliers
creux où un fluide peut être introduit. Ce système présente deux bandes interdites de fréquences
pour les trous vides. Lorsqu’un fluide est placé à l’intérieur des piliers, deux modes de résonances
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Figure 1.17 – Cristal phononique doté d’une cavité linéaire (a), spectre en transmission à
travers le cristal rempli par différentes essences E10 d’indices RON différents [149].
localisés apparaissent. Ces modes donnent lieu à des pics très nets dans le signal obtenu. Dif-
férentes simulations ont été réalisées en utilisant des mélanges d’éthanol et d’eau à différentes
concentrations, donc des vitesses de propagation acoustiques différentes dans le liquide. Les ré-
sultats indiquent que la fréquence du pic représentant le mode de vibration est décalée vers les
hautes fréquences pour les mélanges ayant une vitesse de propagation la plus élevée (figure 1.18
b). Dans la même étude, en utilisant les variations de vitesses dans l’eau pour différentes tempé-
ratures, ils montrent que leur structure est sensible à des variations de vitesses inférieures à 50
m/s et que ce type de structure peut également être utilisé comme capteur de température.
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Figure 1.18 – Représentation d’une cellule de cristal phononique en plaque avec pilier creux
(le trou sera rempli par un fluide) (a), évolution de la transmission pour différents fluides
possédant des vitesses de propagation du son différentes (b) [152].
Wang et al. [153] ont montré le même type de résultats pour une structure composée de parois
d’un canal fluidique, sur laquelle des rectangles sont placés périodiquement, et en utilisant des
mélanges de chloroforme et d’octan-1-ol. Ils montrent en plus que pour ce type de structure, le
maximum de sensibilité est observé pour une largeur de canal fluidique de 75 µm.
Ces techniques de détection basées sur les paramètres physiques du fluide sont très inté-
ressantes car la mise en place est relativement facile et semble donner des informations sur la
composition des liquides utilisables pour la biodétection. Cependant, ces méthodes ne sont pas
spécifiques et ne peuvent donc pas nous renseigner sur les espèces biologiques présentes. Les
informations que l’on peut récupérer sont la densité ou la concentration des espèces présentes si
le milieu dans lequel elles sont en solution est parfaitement connu.
1.3.2 Capteurs sensibles à la masse
Pour les capteurs sensibles à une perturbation de masse, l’onde incidente est perturbée par un
changement local de sa vitesse de propagation, ce qui provoque un décalage dans les fréquences de
résonance des modes. Ce type de détection correspond au système classiquement utilisé pour les
bio-capteurs à ondes acoustiques de surface présenté en figure 1.8. Dans ce cas, il est possible de
fonctionnaliser une surface afin de sélectionner les espèces biologiques que l’on souhaite détecter.
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Cependant, aujourd’hui il n’existe pas dans la littérature d’étude expérimentale présentant une
expérience de détection basée sur le principe de résonance de structures phononiques, les résultats
de cette partie sont donc uniquement issus de simulations.
Une étude de 2015, Esmaeilzadeh et al. [96], utilise un système de microbalance à quartz (QCM)
qui est texturé par des plots en PMMA. Le modèle théorique mis en place pour déterminer la
sensibilité est encore une fois dépendant de la taille des piliers de PMMA. Il donne un maximum
théorique de sensibilité à la masse pour une hauteur de pilier de 13 µm, avec un décalage de la
résonance de 5.5 (Hz/MHz)/(ng/cm2) (figure 1.19).
Figure 1.19 – Image MEB d’un réseau de micro-piliers en PMMA sur une couche mince de
PMMA (a), sensibilité massique théorique du dispositif en fonction de la hauteur des piliers (b)
[96].
Une autre étude, menée en 2013 par Lucklum et al. [154] sur un système à trous (figure 1.20),
s’est également intéressé à la sensibilité massique. La structure est une plaque composée de trous
avec au centre une zone libre sans trou. Cette zone correspondant au défaut de structure dans le
cristal constitue la zone sensible du système phononique. Les résultats théoriques montrent qu’il
existe trois modes de résonance localisés au niveau de la zone. Cette dernière est ensuite chargée
par des particules massiques de masse unitaire variant entre 1 et 5 fg. Le système présente une
sensibilité théorique de 22 Hz/fg/nm2. L’équipe a montré que la fréquence des trois modes de
résonance se décale de manière linéaire avec l’ajout de la masse sur le système. Une vérification
expérimentale a été réalisée en utilisant un cristal surdimensionné et un bloc de polymère p-
Xylène de 55 mg ce qui a produit un décalage d’environ 1 GHz sur le pic de transmission.
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Ces résultats sont cohérents avec la théorie de perturbation classiquement utilisée pour des calculs
de sensibilité pour les capteurs SAW [45, 155, 156, 157]. Ils montrent qu’il est effectivement
possible de détecter de faibles masses grâce aux propriétés des CP et d’améliorer la sensibilité
des capteurs SAW classiques. Cependant, les études pour de très faibles masses restent théoriques
et aucune vérification expérimentale n’a pour l’heure été réalisée.
Figure 1.20 – Courbe de transmission (a), dispositif et forme du mode de résonance à 5.828
GHz (b) et changement de la résonance des trois modes pour un ajout de masse (c) [154].
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Conclusion
Au cours des dernières années, la multiplication des systèmes de détection et plus spécifique-
ment de biodétection dans notre environnement ainsi que le nombre croissant d’applications ont
mené à la conception de nouvelles méthodes pour suivre les caractéristiques demandées. En effet,
aujourd’hui les capteurs doivent être facilement intégrable dans des systèmes électroniques et
les nouvelles applications demandent des sensibilités toujours plus fines. Les SAW sont utilisées
pour la biodétection depuis des décennies, mais les nouveaux systèmes présentent des sensibilités
limitées ne pouvant pas être poussées vers la détection de quelques molécules ou d’une seule
molécule.
Le domaine des cristaux phononiques présente de nouvelles manières de manipuler les ondes
élastiques. L’avantage est de pouvoir finement ajuster les dimensions du système pour l’adapter
aux applications voulues. Des systèmes phononiques ont vu le jour, ce qui a permis de confirmer
les premières études théoriques et de mettre au point les premiers dispositifs de détection à partir
de CP.
Quelques études évoquent des applications potentielles dans les domaines de la biodétection,
cependant et pour l’heure, il n’existe pas de dispositifs expérimentaux ayant fait démonstration
d’une détection biologique utilisant un CP.
Ce projet de doctorat a pour objectif de concevoir et réaliser un premier dispositif de détec-
tion biologique utilisant la physique des CP, dans une perspective d’accroître la sensibilité, et
idéalement être adaptable sur une puce microfluidique. L’étude de la littérature a conduit aux
décisions suivantes :
— L’utilisation des ondes de Love sera privilégiée pour l’étude du fait de leur mode de
propagation qui les rend plus adaptées à une étude en milieu liquide (déplacement dans
le plan de la surface de propagation).
— Les dispositifs fabriqués seront des lignes à retard ce qui correspond aux systèmes de bio-
détection actuels. Ceci facilitera l’intégration de l’électronique du traitement de signaux.
— Les structures étudiées seront principalement sous forme de piliers qui est le type de
structures le plus utilisé et étudié pour les SAW.
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Introduction
Le domaine des cristaux phononiques (CP) et des métamatériaux acoustiques est un domaine
de recherche relativement récent. En effet, les premiers phénomènes ont été mis en évidence théo-
riquement au début des années 90 [1, 2]. L’amélioration des algorithmes et l’augmentation de la
puissance de calcul informatique a permis de s’intéresser à des structures et des phénomènes plus
complexes. Ces nouvelles études théoriques ont permis, en plus de découvrir de nouvelles proprié-
tés aux matériaux périodiques, de trouver des applications pour ces structures. Par exemple la
focalisation [3, 4] ou l’atténuation sonore [5, 6] pour les métamatériaux acoustiques et le guidage
[7, 8] ou le filtrage [9, 10] pour les cristaux phononiques.
Il existe également dans la littérature différentes manières d’utiliser des structures phono-
niques pour des applications de biodétection. Ces techniques utilisent des structures périodiques
à base de piliers ou de trous. L’interaction de ces structures phononiques avec les ondes acous-
tiques produisent des pics d’absorption ou de transmission pour des fréquences très localisées
[11, 12, 13] (respectivement si le cristal ne transmet pas ou transmet uniquement ces fréquences).
Dans le cas des piliers, les ondes élastiques interagissent avec les modes de résonance propres
des piliers, produisant ainsi une forte atténuation dans le spectre de transmission sur une bande
très réduite. Ces études montrent que le comportement acoustique de ces pics est très sensible
à un changement de leur milieu environnant (à la viscosité dans un milieu liquide par exemple)
ou à un dépôt de masse. Ces différentes techniques pourraient permettre d’augmenter la sensibi-
lité des capteurs acoustiques, cependant, les applications de ces techniques pour la détection de
très faibles masses sont, pour l’heure, uniquement théoriques. Les seules vérifications expérimen-
tales ayant été effectuées sont la présence des bandes interdites de fréquences et des décalages
provoquée par des masses macroscopiques [11, 14].
Les recherches sur les CP sont en grande partie théoriques et utilisent des modèles analytiques
et des méthodes numériques pour simuler la dispersion des ondes. On peut citer par exemple la
méthode de décomposition en ondes planes (Plane Wave Expansion), basée sur le développement
en série de Fourier, la méthode des différences finies résolues dans le temps (Finit Difference Time
Domaine), et celle des éléments finis (Finite Elements Method).
Dans le cadre de ce projet de thèse, nous nous sommes principalement basés sur la méthode
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des éléments finis pour les études théoriques. L’objectif de ce chapitre est d’étudier les interactions
entre les structures phononiques et les ondes de surface de Love, ainsi que de proposer une
méthode théorique pour estimer l’impact d’un dépôt massique sur le système et d’estimer sa
sensibilité. Le but est également d’établir une structure de référence qui servira de base pour les
travaux expérimentaux qui ont été menés durant le doctorat.
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2.1 Équations de propagation des ondes acoustiques dans les ma-
tériaux élastiques
Pour décrire la propagation des ondes acoustiques dans les matériaux élastiques, trois équa-
tions sont utilisées [15, 16]. Premièrement, l’équation reliant le tenseur de déformation S au
champ de déplacement u :
S = ∇su. (2.1)
La seconde équation exprime le comportement vibratoire propre d’un milieu élastique sans





La troisième équation correspond à la loi de Hooke qui relie le tenseur de contraintes au ten-
seur de déformations. Elle permet d’introduire les constantes élastiques du milieu qui établissent
le lien entre les déformations et les forces élastiques de rappel dans le matériau :
T = c : S. (2.3)
Dans ces trois équations, T correspond au tenseur de contraintes et c le tenseur de rigidité
élastique qui regroupe les différentes constantes élastiques du matériau.





























(i, j, k, l) ∈ {1, 2, 3}, avec x1, x2 et x3 correspondant respectivement à x, y et z les trois directions
d’un repère cartésien dans un espace tridimensionnel (3D). Il est à noter que les tenseurs T et S
ainsi que le tenseur de rigidité c du matériau sont symétrique, c’est à dire que Tij = Tji, Sij = Sji
et cijkl = cjikl = cijlk = cklij [16]. Dans ce cas, la notation de Voigt est utilisée afin de réduire
le nombre d’indices pour décrire les tenseurs. Les tenseurs se réécrivent donc : cijkl = cIJ et
Tij = TI . La traduction des indices est présentée dans le tableau 2.1. La propagation des ondes
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Cette formulation correspond à des matériaux quelconques, mais il est à noter que la matrice
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Table 2.1 – Conversion des indices par la notation de Voigt
ij ou kl xx yy zz yz xz xy
I, J 1 2 3 4 5 6
d’élasticité peut être simplifiée lorsque l’on connaît la nature cristallographique du matériau
utilisé. Par exemple dans le cas d’un solide cubique ou isotrope, la matrice comporte des 0 en
dehors de la diagonale et des six premiers paramètres.
La résolution des équations 2.7 permet de simuler le comportement élastique vibratoire d’un
milieu solide quelconque, et donc sa réponse aux forces extérieures. Il est notamment possible de
simuler la propagation des ondes dans un milieu complexe et d’étudier la dispersion des ondes
acoustiques.
2.2 Modélisation numérique par éléments finis
La première partie de ce projet de thèse a consisté à utiliser des outils de simulation numé-
rique afin d’étudier une structure phononique, de regarder les interactions possibles entre cette
structure et les ondes transverses de type Love. L’objectif est de concevoir une structure phono-
nique, d’optimiser ses paramètres et dimensions pour parvenir à un système que l’on considèrera
idéal et servira de référence pour le reste de l’étude. Dans le Chapitre 1, nous avons vu que
les structures sous forme de piliers présentaient des caractéristiques intéressantes vis-à-vis des
ondes acoustiques de surface, ainsi que la possibilité de créer des modes de résonances localisés
au niveau d’un défaut dans la structure. Pour cette étude, nous avons principalement utilisé la
méthode par éléments finis via le logiciel commercial Comsol Multiphysics v5.3a.
2.2.1 Généralités sur la méthode par éléments finis
La méthode des éléments finis (Finite Element Method : FEM) s’est démocratisée avec l’aug-
mentation de la puissance des outils de calcul et permet aujourd’hui de prendre en compte un
grand nombre d’effets physiques (par exemple la piezoélectricité du matériau, les déformations et
l’élévation de température lorsqu’une tension est appliquée) ainsi que de coupler différents phéno-
mènes pour des applications multiphysiques. Historiquement, la FEM a été utilisée en ingénierie
afin de calculer les déformations et contraintes dans des structures mécaniques [17, 18, 19]. Cette
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méthode est donc parfaitement adaptée et efficace pour simuler la propagation de SAW [20, 21]
ou d’ondes acoustiques en général dans les structures phononiques [22, 23, 24].
La méthode FEM permet la recherche de solutions dans des systèmes d’équations aux dérivées
partielles relatives à un ou plusieurs problèmes physiques. La résolution s’opère sur un domaine
compact avec des conditions aux limites qui serviront à restreindre les solutions possibles au
problème. D’après la section 2.1, la formulation générale du champ de déplacement pour une
onde acoustique, considérée sur les trois axes, u = (ui) avec i ∈ {1, 2, 3}, peut s’écrire :
−∇.(C∇u) = ω2u. (2.8)
Cette équation est à résoudre sur un domaine Ω de IR3 avec des conditions aux limites appliquées
sur les frontières ∂Ω. L’adhérence (plus petit ensemble fermé contenant le domaine d’étude)
Ω = Ω ∪ ∂Ω est également un ensemble compact.
Le principe de la méthode peut être résumé en trois étapes :
— la définition du problème sous sa forme faible : les équations aux dérivées partielles sont
écrites sous une forme variationelle pour des fonctions appartenant à un espace vectoriel
V bien défini ;
— la discrétisation : la solution du problème variationnel est décomposée dans un sous-espace
vectoriel de dimension fini VN ∈ V . Ces éléments sont appelés fonction de forme ;
— et la résolution du problème posé sous forme matriciel.
2.2.1.1 Formulation faible des équations
L’objectif de cette étape est de résoudre l’équation générale de propagation des ondes acous-
tiques (Équation 2.8) sur le domaine Ω. Dans l’équation 2.8, u représente les fonctions de champs
de déplacement inconnus et appartenant à l’espace des fonctions définies de Ω vers IR3. Nous
établissons ensuite les conditions aux limites sur la frontière ∂Ω par des conditions de Neumann
[25] par exemple, qui définissent les valeurs des dérivées de la solutions sur ladite frontière,
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~n.(C∇u) + qu = g, (2.9)
~n étant la normale extérieure orientant la frontière ∂Ω, q et g sont des fonctions connues et
définies sur ∂Ω. Avec des fonctions q et g nulles, on obtient une condition aux limites d’une
surface libre, c’est à dire que la frontière n’est soumise à aucune contrainte.
Considérant l’équation 2.8, on multiplie par une fonction de forme v de l’espace vectoriel V




























Cette dernière formule correspond à la formulation dite variationelle ou faible du problème défini
par les équations 2.8 et 2.9. Il est possible de montrer que la résolution du système d’équations
2.8 et 2.9 revient à trouver les solutions u dans un espace vectoriel V et vérifiant la formulation
faible (Équation 2.12) quelle que soit la fonction test v appartenant à V .
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2.2.1.2 Discrétisation, importance du choix du maillage et des fonctions de forme
Le problème défini dans la section précédente doit se faire dans un espace vectoriel V connu
et de dimension infinie. Afin de pouvoir résoudre le problème numériquement, un sous espace
vectoriel VN de dimension finie et inclus dans V doit être défini. De plus, afin d’assurer la
cohérence de calcul, il faut ajouter la condition : lim
N→+∞
VN = V .
L’espace VN est réalisé grâce à un maillage du domaine Ω. Ce maillage correspond à un découpage
du domaine en un nombre fini de sous-domaines définis par des points (nœuds). On obtient alors
un réseau de frontières défini par les bords des sous-domaines et reliant les nœuds dans tout le
domaine d’étude. La figure 2.1 présente un exemple de maillage triangulaire sur un domaine 2D.
Classiquement, la géométrie choisie pour exposer le maillage d’un domaine 2D est une ellipse, ici
on choisit une géométrie plus complexe, sous la forme d’un éléphant de Fermi [26], qui permet
d’exposer quelques problématiques sur le choix du maillage.
Figure 2.1 – Exemple de maillage triangulaire sur un domaine Ω.
Généralement, le maillage est composé d’éléments triangulaires ou rectangulaires dans le cas
bi-dimensionnel, tétraédriques ou cubiques dans le cas tridimensionnel. Il permet donc d’approxi-
mer la solution dans le domaine d’étude Ω au moyen de fonctions de formes définies sur chaque
polygones. Le choix du maillage est très important dans la résolution des équations aux dérivées
partielles, car il permet d’accéder à une approximation de la solution dans chaque point du do-
maine d’étude. Idéalement, le maillage doit épouser au mieux le contour ∂Ω du domaine. Des
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nœuds trop éloignés les uns des autres peuvent créer des vides entre le contour réel et le contour
défini par le maillage (ou au contraire ajouter des éléments en dehors du contour). La figure 2.2
(a) présente un maillage grossier appliqué au niveau d’une zone fine et courbée du domaine Ω,
où on remarque une différence entre le domaine initial et le domaine maillé.
Pour palier au problème, il est nécessaire de raffiner le maillage, c’est à dire réduire la taille des
éléments et donc ajouter des mailles au système, afin de mieux décrire les contours. La figure 2.2
(b) reprend l’exemple de la figure 2.2 (a) en raffinant le maillage. Il est également utile de prendre
en compte la physique du problème afin de favoriser la convergence du calcul. Il est possible de
mailler plus finement les zones ayant un intérêt pour évaluer les solutions. Par exemple dans le
cas des études des SAW, le maillage est réalisé plus finement au voisinage de la surface que dans
le volume du substrat loin de la surface, et ce, afin d’augmenter la résolution de la solution en
surface et réduire le temps de calcul en limitant le nombre total de mailles à calculer.
Figure 2.2 – Approximation du domaine Ω par un maillage "grossier" (a) et un maillage "fin"
(b) au niveau de la trompe de l’éléphant de Fermi.
Une fois le maillage déterminé, les solutions sont exprimées dans le sous espace VN afin qu’elles
soient continues sur chaque nœud et qu’elles vérifient les conditions aux limites du problème sur la
frontière ∂Ω. Ces solutions sont écrites sous forme de combinaison linéaire d’une base de fonctions
polynomiales de VN . Les polynômes obtenus sont appelés fonctions de forme et sont d’ordre 1, 2
ou 3 en général. Elles sont ainsi définies sur chaque nœud du problème. Dans le cas des équations
aux dérivées partielles (EDP) d’ordre inférieur ou égale à 2, on utilise généralement les fonctions
de Lagrange où chaque fonction prend la valeur 1 sur un nœud et 0 sur le reste des nœuds. Ces
fonctions apportent donc une continuité sur les sous-domaines pour les solutions. Pour des EDP
d’ordre supérieur, il est préférable d’utiliser les éléments Hermitiens qui sont composés de deux
53
Chapitre 2. Étude théorique d’une structure phononique
fonctions de base pour chaque nœud, la première permettant d’ajuster la solution et la seconde
d’ajuster sa dérivée.
En notant φi avec i ∈ {1, ..., N} la fonction de forme variationnelle (Équation 2.12) définie comme










Pour cet exemple nous allons considérer les fonctions de formes φj comme des polynômes de
Lagrange. On recherche alors la solution approchée de u dans VN qui peut être décomposée dans
la base φi comme suit :
u(x, y, z) =
N∑
j=1
Ujφj(x, y, z). (2.14)
Uj correspond à la valeur recherchée de u au nœud j. En incorporant la décomposition (Équation

















Cette équation correspond à la fonction de forme développée pour une approche Lagrangienne.
2.2.1.3 Résolution et convergence
En partant de l’équation de forme développée (Équation 2.15), nous nous plaçons dans le cas










Uj = 0. (2.16)
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Il est possible de réécrire cette équation pour obtenir un problème aux valeurs propres, de la
forme :
KU = ω2MU, (2.17)
où U = (Uj)1≤j≤N est un vecteur colonne de dimension N regroupant les coefficients de la solution











Les matrices K et M se nomment respectivement matrice de rigidité et matrice de masse. Le
problème matriciel ainsi défini (Équation 2.17) peut être résolu par un algorithme de calcul ité-
ratif tel que les méthodes d’Arnoldi ou de Lanczos [27] qui permettent de déterminer les valeurs
propres λ et les vecteurs propres associés aux solutions u du problème.
La convergence de la solution dépend de la construction du sous espace vectoriel de solution
VN , et donc de la discrétisation du domaine (maillage). Plus la dimension N est grande, plus
l’interpolation de la solution sera proche de la solution recherchée. Cela représente une augmen-
tation du nombre d’éléments dans le maillage, et donc plus le maillage est fin, plus les éléments
sont réguliers, et plus la solution trouvée sera proche de la solution réelle.
2.2.2 Modélisation d’un cristal phononique unidimensionnel
Le CP que nous avons retenu est une structure cylindrique composée d’une alternance de
couches de deux matériaux ayant des propriétés élastiques différentes. La périodicité est seule-
ment présente sur l’axe du cylindre (figure 2.3), donc sur une dimension, et les surfaces extérieures
du pilier sont libres. La modélisation de la propagation d’onde sur une structure infiniment pério-
dique se réduit à une cellule unitaire correspondant à la plus petite portion du CP représentative
de sa période spatiale.
En ce qui concerne le choix des matériaux utilisés, les propriétés importantes à prendre en compte
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sont la vitesse des ondes acoustiques dans ces matériaux et leur impédance acoustique. En effet,
dans cette étude, les deux materiaux choisis dans la construction du CP ont des vitesses assez
proches mais des impédances acoustiques très différentes afin de pouvoir créer des bandes inter-
dites. [28, 29]. Le CP ainsi que la cellule unitaire correspondante sont représentés dans la figure
2.3.
Figure 2.3 – Représentation schématique du CP [30].
La résolution du problème aux valeurs propres s’appuie sur l’équation 2.17, définie dans la
partie précédente. Comme le système est périodique, on applique le théorème de Bloch (ou Bloch-
Floquet). La solution u(r), avec r = (x, y, z), peut s’écrire de manière générale sous la forme :
u(r) = uk(r)e−ikr, avec uk(r + a) = uk(r), et a le vecteur définissant la période spatiale du CP.
La résolution du problème se ramène donc à un système d’équations différentielles paramétrées
par le vecteur d’onde k = (kx, ky, kz) à résoudre dans le domaine de la cellule unité définie par
a = (0, 0, a).
Le domaine de calcul en valeurs propres de la cellule unitaire peut être réduit en fonction
de la périodicité du système mise en relation avec la première zone irréductible de Brillouin
[28, 31]. Dans le cas du CP présenté dans cette étude, la périodicité est unidimensionnelle et
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La figure 2.4 (a) présente la structure de bande calculée pour le CP composé de Tungstène et de
Silice. Les vitesses des ondes et les impédances acoustiques considérées pour ces matériaux sont :
VSiO2 = 5500 m/s et ZSiO2 = 12x106 Pa.s/m pour la silice ; et VW = 5180 m/s et ZW = 100x106
Pa.s/m pour le Tungstène. Dans cet exemple, les couches cylindriques ont un diamètre de 6µm
et des épaisseurs identiques de 3µm. A titre de comparaison, la structure de bande d’un cylindre
infini ayant le même diamètre et homogène, entièrement constitué de Silice, est présenté dans la
figure 2.4 (b).
Figure 2.4 – Structure de bande pour le CP unidimensionnel cylindrique composé d’une
alternance de couches Tungstène et Silice [30] (a). Dispersion des ondes élastiques dans un
cylindre infini et homogène en Silice (b).
Contrairement à la structure cylindrique homogène, on peut observer que la structure de
bande du CP présente des plages de fréquences pour lesquelles aucun mode de vibration n’est
possible dans la structure [1, 33]. Ces plages de fréquence sont appelées bandes interdites, et
elles correspondent aux fréquences d’ondes qui ne peuvent pas se propager dans le CP. Une large
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bande interdite apparaît entre 167 et 297.5 MHz, et deux plus fines entre 317 et 360 MHz et
entre 368.5 et 388.5 MHz. A ces fréquences les ondes sont évanescentes dans le pilier.
2.2.3 Étude de modes de résonances locales dans les piliers phononiques
Dans la section précédente, nous avons défini un CP composé d’une succession de couches
de Tungstène et de Silice et présentant des bandes interdites complètes. Dans ce qui suivra,
nous allons étudier les modes de résonance d’un pilier phononique de taille finie ayant la même
structure multicouches que le CP.
2.2.3.1 Modes de résonance confinés à l’extrémité libre du pilier phononique
Le CP est constitué d’une succession infinie de deux matériaux. En sélectionnant seulement
un nombre fini de couches, on peut construire un pilier fait de plusieurs périodes et dont les
extrémités (libres ou fixes) peuvent présenter des modes de résonances localisés sur ces mêmes
extrémités [24] (Fig.2.5(a)). Il a été montré que l’introduction d’un défaut dans la régularité du
CP permet de créer des modes à des fréquences situées dans la bande interdite, et dont l’énergie
acoustique ou mécanique se localise au niveau du défaut [8, 34, 35, 36]. Dans le cas d’un CP en
1D similaire à notre étude, Oudich et al. ont mis en évidence l’existence de modes de résonance
localisés au niveau d’un défaut de structure créée en changeant l’épaisseur d’une des couches
constituant le CP [37].
Dans notre cas, nous considérons un pilier phononique constitué de 5 couches alternées : trois en
Silice et 2 en Tungstène (2.5(a)). En utilisant le logiciel Comsol Multiphysics, nous avons calculé
les modes propres du pilier autour de la bande interdite, en fixant la surface inférieure du-dit
pilier. Le calcul met en évidence différents modes de résonance confinés à la surface du pilier
(figure 2.5). En effet, la propriété de la bande interdite ne permet pas la possibilité d’avoir des
modes dont l’énergie mécanique est diffusée sur toutes les couches. Seuls des modes de résonance
de l’extrémité du pilier sont permis dans la gamme de fréquences définie par la bande interdite.
On peut distinguer en premier lieu quatre types de modes de résonance avec des comportements
vibratoires différents au niveau de la couche supérieure libre : deux modes de flexion, un mode
de torsion, un mode de compression verticale, puis un mode de type "whispering gallery" [38]
(figure 2.5).
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Figure 2.5 – Pilier constitué d’une alternance de 5 couches de Tungstène (en rouge) et de
silice (en bleu) (a). Modes de résonance confinés au niveau de la couche supérieure libre du
pilier : mode de flexion (b), mode de torsion (c), mode de compression (d) et mode de type
"whispering gallery" (e).
2.2.3.2 Positionnement des modes de résonance local dans la bande interdite
En plaçant le pilier de taille finie sur un substrat permettant le transport des ondes de Love,
il est possible d’obtenir la structure de bandes décrivant la dispersion des ondes de surface par
les piliers phononiques. On considère donc le PC composé d’une distribution carrée de piliers
phononiques finis sur la surface du substrat à couche guidante. Chaque pilier est constitué de
trois couches SiO2 et deux couches W alternées de manière à ce que la couche SiO2 soit sur
chacune des extrémités du pilier. La distance entre deux piliers est de 1 µm, et la cellule unité
représentée dans la figure 2.6 a) est considérée avec une périodicité en deux dimensions afin de
simuler un réseau de pilier sur la surface du substrat. On applique donc les conditions périodiques
de Floquet en kx et en ky respectivement sur les faces perpendiculaires aux directions x et y (figure
2.6 a).
En reprenant le principe de calcul permettant d’obtenir la structure de bandes (section 2.3), on se
limite donc à un intervalle de calcul pour les composantes du vecteur d’onde sur la première zone
de Brillouin (présentée dans la figure 2.6 b). On peut donc calculer les modes sur dans le domaine








avec ~k = (kx, ky). Les directions de propagation étudiées
sont : ΓX (0 ≤ kx ≤ πa , ky = 0) ; XM (kx =
π
a , 0 ≤ ky ≤
π
a ) ; et MΓ (0 ≤ kx ≤
π
a , ky = kx), avec





Ici, nous avons choisi de travailler sur un substrat de quartz avec une couche guidante de SiO2
comme plate forme classique pour la propagation des ondes de Love. La figure 2.6(b) présente
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la structure de bande du système caractérisant la dispersion des ondes de surface par les piliers
phononiques composés de 5 couches (la première de 1 µm et les suivantes de 3 µm) et pour un
pas de 7 µm. La région au dessus de ligne du son associée au substrat, colorée en bleu cyan,
correspond aux modes qui se propagent dans le volume du substrat ou des ondes de surfaces
dites leaky surface waves qui se diffusent dans le volume du substrat. En dessous de cette ligne
du son, les modes sont soient localisés en surface ou dans le pilier, ces modes constituent le centre
de notre intérêt.
Dans cette structure de bande apparaissent plusieurs modes "plats" ayant une vitesse de
groupe pratiquement nulle, synonyme de résonances des piliers. Parmi ces modes on peut dis-
tinguer des modes ou la vibration mécanique est essentiellement localisée au sommet des piliers
(figure 2.6 b).
Figure 2.6 – Représentation de la cellule unité constituée d’un pilier phononique sur un
substrat en Quartz et une couche guidante en SiO2 (a), Structure de bande complète du pilier
sur le substrat avec les positions des modes de torsion et de flexion et la zone de Brillouin 2D
associée au calcul (b). La bande interdite est représentée en jaune, le cône du son en bleu.
Sur cette figure, les modes représentés en rouge correspondent aux modes possédant un champ de
déplacement principalement transverse (selon la direction y) et les modes gris aux autres modes.
Les dimensions du système influent sur les différents modes de résonance. En effet l’épaisseur
de la couche supérieure modifie la fréquence des modes de résonance tandis que l’épaisseur de
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la couche inférieure (en contact avec le substrat) joue sur la position des modes de résonance
localisés à la base du pilier qui correspond à une cavité résonante [37]. En étudiant la structure de
bandes, nous visons à placer les modes de torsion et de flexion au centre de la bande interdite et
les plus éloignés possible des autres modes parasites pouvant se propager dans le CP. L’objectif
est de découpler les modes en surface des piliers des autres modes afin de maximiser l’énergie
absorbée par le pilier.
2.2.4 Étude de l’interaction des ondes de Love avec les piliers
Les étapes décrites dans les sections précédentes ont permis la conception d’un pilier optimisé
de manière à avoir des modes de résonances isolés dans la structure de bandes associée au système
à ondes de surface . Afin d’observer l’effet des piliers sur la propagation des ondes acoustiques
de surface, et plus particulièrement des ondes de Love, nous avons mené une étude théorique en
transmission en créant un modèle de ligne à retard, formé d’un substrat, d’une couche guidante et
d’un pilier. Ce modèle est représenté dans la figure 2.7 a. Des conditions périodiques de continuité
sont appliquées sur les surfaces perpendiculaires à la direction y :
uface1 = uface2, (2.19)
avec uface1 et uface2 les champs de déplacements sur les faces du modèle. Ces conditions pé-
riodiques permettent d’obtenir les résultats correspondant à une ligne infinie de piliers avec une
périodicité de 7µm suivant la direction y.
Afin de simuler une propagation sur un substrat infini, il est nécessaire d’éviter les réflexions
des ondes sur les bords du domaine adopté pour le calcul. Pour cela, nous avons considéré une
portion (d’une longueur d’onde) à la base et de chaque côté (entrée et sortie) du domaine d’étude
avec un matériau absorbant en utilisant les conditions de PML (Perfectly Matched Layer). L’ob-
jectif est de construire des conditions sur les domaines PML pour absorber les ondes venant du
substrat et de la couche guidante et éviter les reflextions sur les bords du domaine d’étude. La
formulation mathématique des PML a été réalisée en 1994 par Béranger et al. dans le cas des
ondes électromagnétiques régies par les équations de Maxwell [39]. L’atténuation est centrée sur
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une longueur d’onde particulière. La gamme de fréquence étudiée ainsi que les dimensions des
PML doivent être bien choisies pour optimiser et accroître l’effet d’une atténuation sans réflexion.
L’étude sera menée dans le domaine fréquentiel, qui permet de calculer la réponse d’un mo-
dèle soumis à une excitation harmonique pour une ou plusieurs fréquences. Ce mode de résolution
permet de rendre compte des différents modes propres existants dans le système. Les résultats
correspondent donc à un état de régime permanent du système pour une fréquence fixée. Dans
notre cas, la perturbation sera une différence de potentiel placée sur des surfaces correspondantes
à des électrodes interdigitées (IDT ) qui vont, par l’effet piézoélectrique du substrat de quartz,
générer une déformation mécanique et donc une champ de déplacement (il est à noté que le même
effet peut être obtenu avec des forces placées sur ces surfaces).
Figure 2.7 – Représentation schématique du modèle de ligne à retard (a), champs de
déplacements obtenus pour le mode de flexion (b) et le mode de torsion (c) [30]
Les figures 2.7 (b) et (c) montrent les résultats de la norme du champ de déplacement, res-
pectivement pour les modes de flexion et torsion, des champs de déplacement le long du modèle
en normalisant l’échelle de déplacement dans le pilier par rapport au déplacement de l’onde de
Love dans le substrat. On remarque que le champ de déplacement de l’onde est atténué après le
pilier pour les deux modes de vibration, mais l’atténuation est plus importante dans le cas du
mode de torsion. De plus, on peut constater que le déplacement dans le pilier est bien concentré
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à la surface et que l’amplitude du déplacement est beaucoup plus importante que celle de l’onde
(34.6 fois pour le mode de flexion et 173 fois pour le mode de torsion). Cette différence dans le
déplacement explique la meilleure atténuation provoquée par le mode de torsion.
Afin d’exploiter plus facilement les résultats, nous avons tracé le spectre de transmission du
modèle (figure 2.8), il s’agit du champ de déplacement total (|upilier| =
√
|ux|2 + |uy|2 + |uz|2)
pris à la fin de la ligne de transmission en fonction de la fréquence introduite dans le système.
Le déplacement pris en compte peut être la moyenne du déplacement sur la ligne ou le dépla-
cement sur le point central. Il est important de normaliser les résultats avec les résultats d’un
modèle identique mais sans pilier pour que les résultats ne prennent pas en compte la dérive due
aux dimensions des IDTs qui fixent une fréquence centrale. Les données tracées correspondent à
l’équation :




où T (f) représente la transmission dépendante de la fréquence, |upilier| et |u0| correspondent
respectivement aux valeurs absolues des champs de déplacement respectivement pour les calculs
avec et sans pilier.
Le spectre de transmission (Figure 2.8) montre deux pics dans l’amplitude du champ de
déplacement total, aux fréquences correspondant aux modes de flexion et de torsion, soit environ
244 MHz et 250 MHz. L’atténuation de l’onde de Love atteint 54% pour le mode de flexion
et 90% pour le mode de torsion. Une estimation du facteur de qualité mécanique nous donne
environ 2250 pour le monde de flexion et 83000 pour le mode de torsion. Le mode de torsion
semble donc très intéressant pour des applications de détection. Ce facteur de qualité très élevé
est en effet intéressant car il rend compte de la bande passante très restreinte des modes confinés
au sommet des piliers, ainsi que de leur très grande absorption de l’énergie mécanique de l’onde
incidente. De plus, expérimentalement un facteur de qualité élevé permet de facilement repérer
le pic.
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Figure 2.8 – Spectre de transmission normalisé obtenu pour les ondes de Love[30].
2.3 Étude de la sensibilité théorique de la structure via la théorie
de perturbation
Le pilier que nous étudions et que nous avons optimisé montre une bonne absorption des ondes
de Love pour ses deux modes de résonance locaux positionnés dans la bande interdite. Afin de
pouvoir utiliser un tel dispositif en tant que capteur, il faut étudier l’effet d’une perturbation sur le
comportement du pilier en déterminant les paramètres qui sont affectés afin de pouvoir quantifier
cette perturbation. Pour cela, nous avons mené une étude sur la sensibilité des piliers en nous
intéressant plus particulièrement au mode de torsion qui présente les meilleurs caractéristiques :
facteur de qualité et absorption.
2.3.1 Estimation du décalage de la résonance locale par la théorie de pertur-
bation
2.3.1.1 Mise en place d’un modèle semi-analytique
Pour modéliser l’influence de particules biologiques se fixant en surface du système et ainsi
estimer la sensibilité du système utilisé comme capteur, nous avons choisi une approche semi-
analytique. Cette méthode se base sur la théorie de perturbation mécanique [15, 40] qui permet
d’évaluer le décalage de réponse du système à partir du système initial non perturbé. L’avantage
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d’un modèle semi-analytique est de pouvoir gagner en temps de calcul. En effet, ce modèle
permet d’obtenir des résultats pour le système perturbé, mais sans introduire de points de calculs
supplémentaires dans le calcul FEM, et sans tenir compte des effets dûs à la masse des particules.
L’objectif est d’évaluer le décalage de la fréquence de résonance en fonction d’un dépôt de masse
ponctuel à la surface du résonateur.
2.3.1.1.1 Équations de la théorie de perturbation
Afin de créer le modèle, nous avons défini le problème dans deux cas de figures : une particule
unique se déposant sur le pilier (figure 2.9 a) et un ensemble de particules de même masse se
déposant uniformément sur une surface (figure 2.9 b). En se basant sur le développement proposé












où ω0 est la pulsation de résonance pour le système non perturbé, ω la pulsation après per-
turbation, ρ est la densité du matériau constituant le pilier, δρ la perturbation de densité et
‖u‖2 = |ux|2 + |uy|2 + |uz|2 avec ux, uv, uz les composantes du champ de déplacement. Le pa-
ramètre que l’on cherche à estimer ici est le décalage entre les pulsations initiale et perturbée,
δω = ω − ω0. Il est possible de l’estimer en développant le paramètre δ(ω2) = ω2 − ω20 :
δ(ω2) = (ω0 + δω)
2 − ω20 = (δω)2 + 2ω0δω. (2.22)
Or (δω)2 << 2ω0δω, on a donc :
δ(ω2) ' 2ω0δω. (2.23)
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où f et f0 correspondent respectivement aux fréquences de résonance pour le système perturbé
et non perturbé.
Figure 2.9 – Schéma représentant le dépôt de masse ponctuel (a) et répartie uniformément sur
une surface (surface jaune) (b) sur le pilier.
Dans le cas d’une perturbation ponctuelle (figure 2.9 a), la perturbation de densité devient









avec δm une masse ponctuelle placée en un point ri = (xi, yi, zi) à la surface du résonateur
(figure 2.9 a). Le numérateur représente le déplacement au point où se trouve la perturbation et
l’intégrale du dénominateur est calculée sur l’ensemble du volume du résonateur.
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Pour un grand nombre de particules réparties uniformément à la surface du résonateur (figure
2.9 b), la perturbation devient une perturbation de masse surfacique, on considère alors un











2.3.1.1.2 Modèle numérique à base d’éléments finis
Afin de valider notre approche basée sur la théorie de perturbation, nous avons construit un
modèle numérique basé sur la méthode des éléments finis, afin de comparer les résultats obtenus
avec le modèle analytique présenté dans la partie précédente (Partie 2.3.1.1.1). Ce modèle reprend
la géométrie du modèle semi-analytique et le mode de calcul consiste à chercher les fréquences
propres de résonance dans le pilier. La masse ajoutée est modélisée grâce au module Weak
Contribution sur Comsol qui peut être appliqué sur un point ou une surface. Ce module permet
d’ajouter une force au système d’équation résolu par Comsol. La perturbation de masse sera
considérée comme étant une masse rigide accrochée au système. De plus, les particules sont
considérées très petites vis-à-vis du résonateur, on négligera donc les effets de raideur au niveau
de la connexion et les contraintes associées sur le système. Dans le cas d’une masse ponctuelle,
on ajoutera au point la force suivante [41] :
Fi = δmω
2u(ri), (2.27)
où δm est la masse ajoutée au point ri, ω la pulsation de résonance et u(ri) le champ de dépla-
cement au point ri.
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avec σp = N/S la densité surfacique de particules (où N est le nombre de particules et S la
surface où elles sont déposées). Il est à noter que dans le cas d’une répartition surfacique de
particules, il est possible d’utiliser le module Added Mass sur comsol, qui permet d’ajouter une
masse surfacique directement. Dans ce cas on rentrera l’équation δmN/S.
2.3.1.2 Décalage de la résonance locale
Lors de la mise en forme des équations de la théorie de perturbation pour une perturbation
ponctuelle (Équation 2.25), nous avons vu que le décalage de la fréquence de résonance dépend
du déplacement du point où se produit la perturbation de masse. Il est donc intéressant de faire
une étude du décalage de la fréquence en fonction de cette position. Nous nous sommes focalisés
sur le mode de résonance du pilier qui manifeste un mouvement de torsion au niveau de sa couche
supérieure (2.7). Compte tenu de la symétrie du champ de déplacement de ce mode, les calculs
ont été effectués en faisant varier la position de la masse ponctuelle depuis le centre jusqu’au bord
du pilier sur la surface supérieure de la couche SiO2 (figure 2.10(a) entre les points A et B), puis
entre les bords supérieur et inférieur sur la surface latérale de cette même couche (figure 2.10(a)
entre les points B et C). Pour toutes les simulations conduites, la valeur de la perturbation de
masse prise en compte est : δm = 1.15 fg, soit approximativement la masse d’un virus HIV-1 [42].
L’étude sur le mode de torsion est présentée dans la figure 2.10(b) et (c). On remarque une très
bonne correspondance entre les résultats numériques (FEM) et les résultats issus de la théorie de
perturbation, ce qui confirme la validité de la méthode semi-analytique. Les résultats montrent
un maximum de déplacement de la fréquence de 2.7 kHz pour le point B qui correspond au point
de déplacement maximum pour le mode de torsion ; à l’inverse, le centre du pilier ne se déplace
pas pour ce mode. Le décalage de fréquence est nul (figure 2.10 b et c).
Pour une répartition surfacique de particules, nous avons étudié l’influence du nombre de
particules (de masse individuelle δm = 1.15 fg) sur le décalage de la fréquence de résonance
(figure 2.10 d). On remarque que les modèles divergent à partir de 3.104 particules déposées sur
la surface du pilier, ce qui correspond à une couche uniforme déposée sur le pilier possédant une
densité de 0.63 g/m2.
Cette déviation peut être expliquée par la dépendance linéaire de l’équation utilisée (Équation
2.26) par rapport au paramètre N (le nombre de particules), qui provient du premier ordre de
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Figure 2.10 – Schéma représentant le positionnement de la particule sur la surface du cylindre
(a). Décalage de la fréquence de résonance pour une masse ponctuelle sur les chemins [AB] (b)
et [BC] (c) pour la théorie de perturbation (ligne verte) et le calcul FEM (points rouges). (d)
Comparaison entre la théorie de perturbation et calcul FEM pour une répartition homogène de
N particules sur la couche supérieure [30].
la théorie de perturbation [40]. Des ordres supérieurs doivent être considérés pour que le modèle
semi-analytique s’approche du modèle FEM.
En reprenant le modèle de transmission présenté (Partie 2.2.4) et en positionnant une masse
ponctuelle sur le point de déplacement maximum du mode de torsion (point B dans 2.10 (a)), on
obtient le spectre de transmission pour un pilier perturbé (figure 2.11). Le résultat montre que
le décalage obtenu dans le spectre de transmission est de 2.7 kHz, ce qui correspond à la même
valeur que celle obtenue précédemment (valeur au point B dans la figure 2.10(b)).
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Figure 2.11 – Transmission avec le modèle FEM avec (ligne rouge) et sans (points bleu) ajout
d’une masse ponctuelle au point de déplacement maximum du mode de torsion (point B dans
2.10 (a)) [30].
2.3.2 Étude de la sensibilité
L’étude théorique du pilier a montré que la fréquence de résonance subit un fort décalage
après une faible perturbation de masse. Il est alors intéressant de pouvoir estimer la sensibilité
du système, de la comparer à celle des capteurs SAW existants et de regarder les paramètres qui
l’influence.
2.3.2.1 Estimation de la sensibilité du système
Afin d’estimer le calcul de la sensibilité, il convient de prendre en compte le facteur de qualité
pour considérer la possibilité de détecter le décalage de fréquence. On note le facteur de qualité
Q = ∆f1f0 , avec ∆f1 la largeur à mi-hauteur du pic d’absorption et f0 la fréquence centrale du
pic. En prenant l’hypothèse que le facteur de qualité du mode de résonance varie peu après un
décalage de fréquence dû à une perturbation massique, on peut poser que le décalage est décelable
expérimentalement s’il est supérieur à la moitié de la largeur du pic :
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∆f1
2
≤ |δf |, (2.29)
avec δf le changement de fréquence du pic après perturbation. En remplaçant l’expression du












est directement le résultat des équations 2.25 et 2.26. Il est donc possible d’exprimer Qlimite,
















pour une répartition homogène de particules sur le pilier, en utilisant l’équation 2.26.
Dans cette dernière équation, nous avions posé précédemment σp = N/S, où N est le nombre de
particules sur le résonateur et S la surface sur laquelle s’applique la masse.
On peut donc introduire un paramètre de masse totale : mtotaleS = δmσp. Pour une géométrie et
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un mode de résonance donné, le facteur de qualité ainsi que les termes de déplacement sont fixés.












Comme le décalage de la fréquence est fortement dépendant du champ de déplacement de
la structure, la sensibilité sera dépendante du mode de vibration. En effet, le déplacement de
la surface du pilier est différent pour chaque mode. Dans notre étude, les modes de vibration
qui nous intéressent sont localisés sur la couche supérieure libre du pilier, qui constitue la partie
sensible.
En appliquant la formule 2.34 sur les différents modes de résonance présentés à la figure 2.5, on
obtient le tableau suivant :
Table 2.2 – Sensibilités minimales calculées avec la formule 2.34 pour les différents modes de
vibration présentés figure. 2.5





Flexion 2250 54 kHz 89.13 ng/cm2
Torsion 83000 1.5 kHz 1.48 ng/cm2
Compression Non excitable parles ondes de Love - -
Whispering gallery Non excitable parles ondes de Love - -
Cette évaluation montrent que le mode de torsion présente la plus grande sensibilité théorique
parmi les modes de résonance du pilier.
2.3.2.2 Influence des dimensions du système sur la sensibilité
Les sections précédentes ont présenté l’étude d’un pilier idéal qui possède de bonnes caracté-
ristiques pour des applications de biodétection. Il devient ainsi intéressant de regarder comment
évoluent les paramètres de la structure phononique (bande interdite, fréquence de résonance, ...)
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et d’estimer la sensibilité des piliers avec différentes dimensions.
En reprenant le modèle de cellule unitaire pour le cristal phononique présenté dans la partie 2.3,
nous avons étudié l’évolution de la bande interdite en fonction du rayon des couches par rapport
à leur épaisseur (figure 2.12 b). On remarque que la fréquence centrale de la bande interdite
se décale vers les hautes fréquences si les dimensions du système diminuent. L’ouverture de la
bande interdite peut être quantifiée par le rapport ∆f/f0 avec ∆f = fmax − fmin la largeur
de la bande interdite et f0 la fréquence centrale de la bande interdite. Ce rapport nous indique
que l’ouverture de la bande interdite diminue légèrement, passant de 0.56 pour une structure de
dimensions 3 µm à 0.5 pour une structure de dimensions 0.5 µm.
Figure 2.12 – F́réquences et largeur de la bande interdite en fonction du rayon du pilier par
rapport à l’épaisseur des couches : cas où le rayon est égal à l’épaisseur des couches (a), cas où
l’épaisseur est fixée à 0.5 µm (b). Structure de bande obtenu pour une épaisseur de 0.5 µm et
un ratio Rayon/Epaisseur de 0.8, la bande interdite est représentée en orange (c) [43].
Afin de maximiser les effets du CP sur la propagation des ondes, on recherche la bande
interdite la plus large possible. On fixe pour la suite l’épaisseur à 0.5µm et nous regardons
l’évolution de la bande interdite en fonction du ratio rayon/épaisseur (figure 2.12 b). On remarque
que pour les extrémités de la courbe (un ratio inférieur à 0.4 ou supérieur à 0.8, la bande interdite
se referme et la fréquence centrale de la bande se déplace vers les basses fréquences. Il y a deux
maxima pour la largeur de la bande interdite, pour un ratio de 0.4 (entre 1.196 GHz et 2.437
GHz) et 0.8 (entre 1.291 GHz et 2.437 GHz). Le ratio égal à 0.8 nous donne un rayon de 0.4 µm
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(contre 0.2 µm pour le ratio égal à 0.4). Pour la suite le ratio sera fixé à 0.8 ce qui correspond
à un rayon atteignable expérimentalement. La structure de bande du PC correspondante est
présentée dans la figure 2.12 (c).
Figure 2.13 – Spectre de transmission pour les piliers ayant un ratio de 1 (en bleu) et 0.8 (en
rouge), les modes de torsion sont dénotés T et les modes de flexions F [43].
Une fois le CP défini, nous suivons les mêmes étapes que précédemment (Partie 2.2.3) afin
d’optimiser les dimensions du pilier pour centrer au maximum les modes de résonance situés au
sommet des piliers. En considérant des piliers de rayon 0.4 µm et composés de 5 couches comme
précédemment, on trouve que la première couche en SiO2 doit mesurer 0.2 µm tandis que les
autres mesurent 0.5 µm. On place ensuite une ligne de ces piliers sur un modèle de ligne à retard
tel que décrit dans la partie 2.2.4. Afin de comparer l’impact de la largeur de la bande interdite
sur le spectre de transmission, les simulations ont également été réalisées avec un pilier ayant
un rayon de 0.5 µm. Comme précédemment, pour une onde de Love se propageant à travers les
piliers, on observe deux pics d’absorption dûs à l’excitation des modes de résonance locale. Le
premier correspondant à un mode de torsion, le second un mode de flexion (figure 2.13).
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En comparant les spectres obtenus, on remarque que la bande interdite la plus large donne une
atténuation plus importante et un meilleur facteur de qualité. En plus de cela, on voit apparaître
deux pics correspondant à deux modes de flexion pour le cas du ratio 0.8. Ces modes ont des
mouvements vibratoires suivant les axes x et y.
En reprenant la partie précédente et particulièrement l’équation 2.34, on peut estimer la
sensibilité théorique à partir de la fréquence de résonance et du facteur de qualité. Les résultats
sont présentés dans le tableau 2.3.
On voit que la sensibilité est fortement liée au CP et que l’étude de la bande interdite donne
de fortes indications sur le comportement des structures. Ici, la dissociation du mode flexion, en
deux modes distincts, fait décroître leur sensibilité, mais le mode de torsion reste le plus sensible
dans tous les cas.
Table 2.3 – Comparaison des facteurs de qualité et des sensibilités pour différentes dimensions
de piliers [43].









Flexion 243.99 MHz 2250 54 kHz 89.13 ng/cm2
Torsion 250.07 MHz 83000 1.5 kHz 1.47 ng/cm2
Rayon 0.5µm
Ratio 1
Flexion 1.4671 GHz 4400 165 kHz 7.39 ng/cm2
Torsion 1.5014 GHz 183000 4.12 kHz 0.11 ng/cm2
Rayon 0.5µm
Ratio 0.8
Flexion 1 1.4441 GHz 3000 235 kHz 10.1 ng/cm2
Flexion 2 1.4452 GHz 3000 243 kHz 10.1 ng/cm2
Torsion 1.5033 GHz 477000 3.06 kHz 0.036 ng/cm2
Les sensibilités présentées ici sont beaucoup plus importantes que celle des dispositifs SAW
classiques. La sensibilité limite des capteurs SAW est d’environ 20 ng/cm2 [21, 44, 45]. On
observe que le mode de torsion est plus sensible que le mode de flexion, le pilier 3µm montre des
limites de sensibilité de 1.47 ng/cm2 (torsion) et 89.13 ng/cm2 (flexion) tandis que la réduction
des dimensions à 0.5 µm donne une limite de sensibilité de 7.39 ng/cm2 (flexion) et 0.11 ng/cm2
(torsion). Pour le système présentant la bande interdite la plus large, on arrive à 10.1 ng/cm2
(flexions) et 0.036 ng/cm2 (torsion). On observe dans ce dernier cas que la limite de sensibilité du
mode de flexion diminue. Cela est dû au découplage des deux modes de flexion. Ces sensibilités
théoriques ne semblent pas réalistes. En effet, ces modèles ne prennent pas en compte l’influence
du milieu et considère que les perturbations de masse sont les mêmes et sont positionnées au
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même endroit pour tous les piliers de la rangée. Elles donnent une estimation de la limite de
sensibilité de ce type de système.
Il est toutefois possible d’évaluer l’influence d’une perturbation non homogène entre les piliers et
d’estimer l’impact sur le signal d’une adsorption progressive des particules sur le système.
2.3.2.3 Évolution de la réponse du système en fonction du nombre de particules
Dans les sections précédentes, les perturbations étaient considérées homogènes entre les pi-
liers. Elles apportent donc toutes la même contribution à l’atténuation du signal. Lors d’un test
expérimental, les particules vont s’accrocher progressivement sur différents piliers jusqu’à arriver
à un état stationnaire où l’on pourra considérer les perturbations homogènes.
Pour simuler cet effet, on peut agrandir le modèle de transmission afin de simuler plusieurs pi-
liers simultanément. Ici cinq piliers ont été placés sur la ligne à retard [46] (figure 2.14 a). Des
perturbations sur la surface des piliers ont été ajoutées sur chacun des résonateurs de la ligne
(0× δm, 25× δm, 50× δm, 100× δm et 200× δm).
Figure 2.14 – Modèle de transmission avec 5 piliers (les PML sont représentées en violet) (a),
Spectre de transmission pour une rangée de 5 piliers avec des perturbations différentes pour
chacun d’entre eux (b) (P0 : 0× δm, P1 : 25× δm, P2 : 50× δm, P3 : 100× δm, P4 : 200× δm).
Le signal est reçu sur toute la longueur de l’électrode de sortie, chaque pilier et donc chaque
perturbation apporte sa contribution à l’atténuation du signal. Le signal de sortie sera alors la
combinaison des différentes atténuations (figure 2.14 b). Le facteur de qualité du système étant
très élevé, on retrouve dans le signal de sortie les pics correspondant aux différents piliers, mais
l’atténuation globale du signal est réduite.
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Avant que l’accroche de particules ne soit considérée homogène, le signal à la résonance sera
donc moins atténué et le facteur de qualité moins important. On peut considérer qu’il s’agit
d’un état transitoire. Au fur et à mesure que l’accroche des particules s’homogénéise entre les
piliers, les perturbations sur les différents piliers seront de plus en plus semblables, les décalages
convergeront donc vers un même pic qui correspondra à une perturbation homogène répartie sur
toute la surface des piliers (Équation 2.26).
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Conclusion
L’objectif de ce chapitre était de définir une structure phononique que l’on considérera idéale
pour la suite de l’étude. En partant de la formulation classique de propagation des ondes acous-
tiques dans les milieux solides élastiques et assisté par la méthode FEM, nous avons étudié un
pilier composé d’une alternance de couches de deux matériaux différents.
Nous avons vu que ce type de structure permet de créer des phénomènes de bandes in-
terdites de fréquences empêchant la propagation des ondes dans le CP. De plus, la structure
retenue, constituée de Tungstène et de Silice, présente des modes de résonance locale confinée
sur la couche supérieure libre du pilier. Ces modes confinés présente un réel intérêt pour notre
étude. En effet, ils peuvent être obtenus par interaction avec les ondes de Love qui peuvent se
propager en milieu liquide en contact avec le substrat. De plus, ils manifestent une très forte
absorption des ondes acoustiques sur des bandes de fréquences très étroites et localisées. Enfin,
nous avons étudié leur sensibilité à un dépôt massique sur le système en développant une mé-
thode semi-analytique permettant d’obtenir une valeur de sensibilité limite des structures. Un
mode de résonance de torsion présente la sensibilité théorique la plus élevée. Cette sensibilité
est meilleure par rapport à la sensibilité des bio-capteurs SAW classiques, ce qui implique un
potentiel d’application prometteur des structures phononiques en dehors du cadre théorique. De
plus, les simulations indiquent que la sensibilité peut être ajustée en jouant sur les paramètres
géométriques du système.
La détection d’une perturbation massique se fait par un décalage de la fréquence de résonance
des modes de surface. Les résultats montrent que la sensibilité du système dépend du déplacement
de la structure, et donc que la prise en compte de la position de la perturbation de masse est
très importante pour estimer la sensibilité.
Cette structure, bien que difficilement réalisable, permet de mettre en évidence des phéno-
mènes nouveaux pour l’interaction entre des structures phononiques et des SAW. De plus, cette
structure a servi de référence pour les travaux expérimentaux que nous présenterons dans les
chapitre 4 et 5. Ces chapitres s’orientent sur la fabrication de structures phononiques ainsi que
leur caractérisation et les tests de détection et de sensibilité. Les méthodes de calcul présentées
ici ont été réutilisées dans ces chapitres afin d’optimiser les paramètres géométriques (principale-
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ment les rayons et hauteurs des piliers), pour la calibration des fréquences de travail, pour choisir
les matériaux et pour estimer les résultats d’atténuation attendus.
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Étude théorique de la propagation des
ondes de Love sous un liquide visqueux
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Introduction
Les SAW transverses et plus particulièrement les ondes de Love sont couramment utilisées
pour des applications de biodétection [1, 2, 3]. Elles sont donc amenées à interagir avec des
milieux liquides et viscoélastiques au contact de matières biologiques. Les ondes de Love se
créent en utilisant une couche guidante à la surface d’un substrat piézoélectrique. Ces ondes sont
principalement confinées dans la couche guidante et se déplacent avec un mouvement horizontal
de cisaillement perpendiculaire à la direction de propagation. Ce mouvement réduit énormément
les pertes d’énergie transportée par l’onde dans le fluide ou la couche biologique qui surmonte la
couche guidante. Ainsi, ce type d’onde est très utilisé pour des applications de détection dans les
domaines microfluidiques et des laboratoires sur puces [4, 5, 6]. L’essor de ce type de dispositifs
de détection rend nécessaire de pouvoir modéliser la propagation des SAW et des ondes de Love
dans des systèmes multicouches afin de pouvoir optimiser les systèmes. De nombreux modèles
analytiques, proposant des expressions simples de solutions aux équations de propagation, ont
été proposés [7, 8, 9]. Des modèles très complets comme celui proposé par Du et al. [7] font
intervenir la piézoélectricité et l’anisotropie des matériaux. Les modèles ont ensuite été complétés
pour prendre en compte la dispersion des ondes de Love et l’influence des effets de la charge d’une
couche liquide visqueuse [10, 11, 12, 13, 14].
Cependant, toutes les formulations analytiques proposées sont limitées à des géométries par-
faitement stratifiées (sans imperfections) et les équations ne sont résolues que pour les ondes de
Love d’ordre zéro [10, 14, 15]. De plus, pour tenir compte de la couche fluide dans les modèles, des
simplifications sont apportées aux matériaux. Ils sont généralement considérés comme isotropes
et la piézoélectricité est négligée. Les contraintes sur la géométrie imposent de ne pas modéliser
les électrodes dans le système. Les effets de masse et de forme des électrodes sont donc négligés.
De même, il n’est pas possible avec ces modèles de modéliser une couche guidante poreuse ou
rugueuse, ou encore la propagation à travers une structure périodique.
Afin d’évaluer au mieux l’effet d’une couche visqueuse sur les ondes de Love, nous avons
construit un modèle basé sur la méthode des éléments finis pour étudier la dispersion des ondes
de Love sous les liquides visqueux en incluant le maximum de paramètres. Ce modèle comprend
l’anisotropie des matériaux, la piézoélectricité et la viscoélasticité, ainsi que la possibilité d’in-
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troduire des discontinuités dans la structure étudiée, telles que l’introduction d’électrodes. Il est
également possible d’introduire des matériaux viscoélastiques (type polymères) ou d’interchanger
la nature des matériaux des différentes couches sans retravailler la théorie du modèle.
La méthode généralement utilisée pour résoudre ce type de problème est une analyse en fré-
quences propres qui permet de retrouver la relation entre le nombre d’onde k et la pulsation ω.
Cependant, les paramètres de viscosité du fluide et de viscoélasticité dépendent de la fréquence
de l’onde. Le mode de résolution en fréquences propres n’est donc pas utilisable. Pour contourner
le problème, le mode de résolution sera inversé en résolvant les équations sur le nombre d’onde k à
la place de la pulsation ω [16]. La fréquence est alors considérée comme un paramètre d’entrée et
les équations sont écrites de manière à résoudre un problème où le nombre d’onde k est la valeur
propre. Ce nombre d’onde complexe est directement lié à la vitesse de phase et à l’atténuation
de l’onde pour chaque fréquence de fonctionnement.
Dans ce chapitre, nous présenterons le problème complet de la modélisation des ondes de Love
dans une structure multicouches en tenant compte de l’anisotropie et de la piézoélectricité des
matériaux. Ensuite nous présenterons une méthode analytique classique, inspirée par le modèle
de Kiełczyński et al. [11] qui utilise des approximations pour formuler un problème soluble par les
algorithmes analytiques. Nous présenterons ensuite la méthode basée sur les éléments finis que
nous avons mis en place en y incluant les différents paramètes d’anisotropie, de piézoélectricité et
de viscoélasticité. Enfin, nous comparerons les résultats des deux modèles, puis nous présenterons
des résultats pour des structures et matériaux plus complexes.
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3.1 Écriture du problème
Pour cette étude, nous considérons une structure classique en deux dimensions (2D) pour
l’étude de la propagation des ondes de Love surmontée d’une couche de liquide visqueux. La
structure est composée d’un substrat piézoélectrique semi-infini, d’une couche guidante fine et
d’une couche liquide épaisse (figure 3.1). Plusieurs méthodes analytiques ont été proposées pour
modéliser la propagation des ondes de Love dans ce type de structure [8, 9, 11, 12, 13].
Figure 3.1 – Schéma 2D de la structure multicouche composée d’un substrat piézoélectrique,
d’une couche guidante d’épaisseur w et d’une couche fluide semi-infinie.
3.1.1 Équations de propagation dans un matériau piézoélectrique anisotrope
Nous partons des équations générales de propagation d’ondes, équations 2.1, 2.2 et 2.3, dé-
crites dans le chapitre précédent (Partie 2.1) ainsi que les notations associées. A cela, il faut
ajouter le potentiel électrique φ aux composantes du champ de déplacement qui seront calcu-
lées. Le système modélisé est bidimensionnel (Figure 3.1), les composantes calculées de potentiel
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électrique et du champ de déplacement ne dépendront que des positions x et z dans l’espace, et
seront notées :






Afin de représenter l’effet piézoélectrique, il faut réécrire l’équation de Hooke (Équation 2.3) en
















Dans ces équations εjk correspond aux coefficients de permittivité diélectrique, ekil aux co-
efficients piézoélectriques et Dj aux composantes de l’induction électrique (Electrical displace-
ment field), qui sont indexés sur les trois directions de l’espace comme dans la partie 2.1 :
(i, j, k, l) ∈ {1; 2; 3}. Pour un solide non conducteur, on a ∇.D = 0 . Le système étant réduit
à deux dimensions, les grandeurs physiques sont considérées invariantes suivant l’axe y, ce qui
revient à rendre nulles les dérivées suivant y ( ∂∂y = 0). De plus, nous nous intéressons au dé-
placement des ondes de Love, nous considérerons ainsi uniquement le déplacement suivant l’axe
x2 = y. En développant les équations 3.2 et ∇.D = 0, nous arrivons aux équations suivantes :
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Pour résoudre ces équations, on considère une propagation harmonique de la forme uy(x, z, t) =
Uy(x, z)e
i(ωt−kx) et φ(x, z, t) = Φ(x, z)ei(ωt−kx), où ω est la fréquence angulaire et k le nombre
d’onde complexe. Les paramètres Uy et Φ vérifient les conditions de Floquet tel que : Uy(x+a, z) =
Uy(x, z) et Φ(x+a, z) = Φ(x, z), avec a la taille du domaine d’étude sur l’axe x (Figure 3.1). En




























































































Ces équations décrivent la propagation d’une onde de Love en prenant en compte l’anisotropie
et la piezoélectricité du matériau.
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3.1.2 Équations de propagation dans un milieu isotrope, avec prise en compte
de la viscosité et de la viscoélasticité
Dans un milieu isotrope et non piézoélectrique, les coefficients piézoélectriques sont posés
nuls, et le tenseur de rigidité élastique peut être ramené au module de cisaillement µ (Figure
3.1). Le module de cisaillement correspond au second coefficient de Lamé qui peut être obtenu
pour un matériau isotrope par les formules :







où E et ν correspondent respectivement au module d’Young et au coefficient de poisson du
matériau. En reprenant le raisonnement à partir des équations 3.2 et 3.3 présentés pour un
matériau anisotrope piézoélectrique, on trouve les équations de propagation régissant un matériau























Pour exprimer la viscoélasticité d’un matériau, nous avons choisi d’utiliser le modèle de
visoélasticité de Kelvin-Voigt [19, 20, 21]. Ce modèle peut être représenté par la mise en parallèle
d’un amortisseur visqueux et d’un ressort (Figure 3.2) de manière à ce que les contraintes vues
par les deux éléments soient les mêmes. Lorsqu’une force constante est appliquée sur le système,
la déformation est d’abord absorbée par l’amortisseur jusqu’à un maximum de déplacement. À
mesure que la déformation augmente, la contribution du ressort augmente jusqu’à une tension
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maximale. Le taux de déformation décroît alors de façon exponentielle jusqu’à zéro. Le système
atteint donc un maximum de déplacement au bout d’un temps τ , appelé temps de relaxation :
τ = µ/η où η est la viscosité dynamique du matériau exprimé en Pa.s. Ce modèle considère
la déformation complètement élastique, et donc après la relaxation du matériau, il retrouve son
état initial.
Figure 3.2 – Représentation schématique du modèle de viscoélasticité de Kelvin-Voigt.
Le modèle de Kelvin-Voigt permet dans notre cas d’exprimer pour le matériau un module de
cisaillement complexe qui fait intervenir le coefficient de viscosité dynamique η. Il se décompose
en un module de stockage, de valeur constante, correspondant au module de cisaillement µ et
d’un module de perte proportionnel à la fréquence :





Pour modéliser la couche viscoélastique, nous prendrons les mêmes expressions que pour
un matériau isotrope (Équations 3.9 et 3.10) en remplaçant le module de cisaillement par le
module de cisaillement complexe (Équation 3.11). Le modèle de Kelvin-Voig, permet également
d’exprimer avec la même formulation (Équation 3.11) le caractère visqueux d’un liquide. Dans
93
Chapitre 3. Étude théorique de la propagation des ondes de Love sous un liquide visqueux
ce cas, le module de stockage g′ est nul, ce qui donne :
µ∗ = ig′′ = iηω, (3.12)
3.2 Formulation du problème
Dans cette partie, nous reprendrons les équations écrites dans la partie précédente afin de
mettre en place une modélisation de la propagation des ondes de Love incluant tous les para-
mètres. Nous comparerons nos résultats avec une méthode analytique déjà connue et publiée par
Kiełczyński et al. [11] que nous avons reproduite et que présentons en premier lieu.
3.2.1 Méthode analytique
3.2.1.1 Description de la méthode analytique proposée par Kiełczyński
Le modèle analytique proposé par Kiełczyński et al. [11] reprend la géométrie en 2D présentée
en figure 3.1 en considérant les différentes couches isotropes et en négligeant la piézoélectricité du
matériau substrat. De plus, la couche liquide est considérée semi-infinie. Cela simplifie donc les
équations 3.1 et 3.2. Le paramètre de potentiel est nul en tout point du système (φ(x, z, t) = 0)





On obtient donc une équation de propagation pour chaque couche qui dépendra des para-
mètres matériaux utilisés (ρ la densité et µ le module de cisaillement) ainsi que des vitesses dans
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vy : couche liquide
(3.13)
Les vitesses du substrat et de la couche guidante sont estimés avec la formule v =
√
µ/ρ.
Dans l’équation de la couche liquide, vy est le champ de vitesse dans le liquide visqueux et est
régi par les équations de Navier-Stokes.
Dans les équations 3.13 pour la couche guidante, on peut poser que le champ de déplacement
uy pour l’onde de Love peut être décrit par l’équation :
uy = W (z).e
i(k.x−ωt), (3.14)
où k est le nombre d’onde complexe, ω la pulsation etW (z) une fonction représentant l’amplitude
de l’onde sur la direction verticale. En remplaçant l’expression de uy dans l’équation 3.13 de la
couche guidante, on obtient :
Ẅ (z)− (k2GL − k2)W (z) = 0.
La solution de cette équation différentielle peut être écrite :
W (z) = C1.sin(q.z) + C2.cos(q.z), (3.15)
où q =
√
k2GL − k2, kGL = ω/vGL et C1, C2 sont des constantes arbitraires.
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De la même manière, pour le substrat on pose :
uy = U(z)e
i(k.x−ωt). (3.16)
En substituant cette expression avec l’équation 3.13 du substrat on arrive à l’équation différen-
tielle pour U(z) :
Ü(z)− (k2 − k2substrat).U(z) = 0.





k2 − k2substrat, k
2
substrat = ω/vsubstrate et C3 une constante arbitraire.
Finalement pour la couche liquide, on pose le champ de vitesse :
vy = V (z)e
i(k.x−ωt). (3.18)
En substituant cette expression avec l’équation 3.13 de la couche liquide, on arrive à l’équation
différentielle pour V (z) :
V̈ (z)− (k2 − jωρ
η
)V (z) = 0,
dont la solution est :
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Aux interfaces entre la couche guidante et le substrat et entre la couche guidante et le li-
quide, il faut définir des conditions de continuités sur le champ de déplacement et les fonctions

















La forme développée de l’équation 3.21 s’écrit :
C1.µGL.q = C4.η.λ




















La forme développée de l’équation 3.23 s’écrit :
C1.µGL.q.cos(−q.w)− C2.µGL.Q.sin(−q.w) = −C3.µsubstrat.b.eb.w.
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Ces différentes équations serviront à évaluer la vitesse et l’atténuation des ondes de Love dans
la structure multicouches. Les principales approximations de cette approche sont :
— La non prise en compte de l’anisotropie et de la piézoélectricité.
— La résolution au premier ordre des équations différentielles partielles qui donne une ap-
proximation la forme réelle des champs de déplacement et de la vitesse.
Ces équations seront résolues via un code Python qui a été développé dans le cadre de cette
thèse.
3.2.1.2 Résolution des équations sous python
En reprenant les équations de la partie précédente, on substitue les équations des champs de
vitesse et de déplacement des différentes couches dans les équations des conditions aux limites,
on arrive à quatre systèmes d’équations qui permettent d’évaluer les constantes C1, C2, C3 et C4.






− cos(qw). (µGL.µsubstrat.b.q − µGL.q.λ.jωη = 0) . (3.24)
Les parties réelle et imaginaire de l’équation de dispersion peuvent être séparées. On ob-
tient alors un système de deux équations dont les inconnues seront k le vecteur d’onde et α
l’atténuation :

A(µGL, ρGL, µsubstrat, ρsubstrat, η, ρliquide, w, k, α) = 0
B(µGL, ρGL, µsubstrat, ρsubstrat, η, ρliquide, w, k, α) = 0
.
Le code Python développé pour résoudre ce problème est présenté en annexe A.
Ce système d’équation sera résolu en utilisant la méthode de Newton qui consiste à trouver les
racines du système d’équation (correspondant ici au vecteur K = (k, α) en traçant la tangente et
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en prenant les points d’intersection avec l’origine comme nouveau point de départ. L’algorithme
continue ainsi jusqu’à converger vers la valeur recherchée.
Cet algorithme est très puissant et il converge vite vers la valeur cible. Cependant, pour que le
calcul puisse converger rapidement, la valeur initiale donnée pour lancer le calcul doit être très
proche de la solution recherchée (k − kinitial < |10−4|). Cela oblige à rechercher en amont, la
valeur initiale pour pouvoir lancer le calcul. Pour cela, nous recherchons une estimation de la
valeur initiale de k en utilisant la méthode de bissection, qui consiste à rechercher un zéro de
fonction de manière itérative en séparant le domaine d’application de la fonction en deux et en
sélectionnant la partie où existe le zéro. Cette méthode est appliquée sur la forme développée de











où kGL = ω/vGL = ω/
√
µGL/ρGL est le vecteur d’onde dans la couche guidante seule, et
ksubstrat = ω/vsubstrat = ω/
√
µsubstrat/ρsubstrat est le vecteur d’onde dans le substrat seul.
Une fois la valeur initiale obtenue, le calcul peut être lancé en faisant varier soit l’épaisseur
de la couche guidante, soit la fréquence, ou la viscosité du liquide. La vitesse de l’onde est
déterminée par vLove = ω/k et l’atténuation est directement la partie imaginaire du nombre
d’onde α trouvée.
Nous avons tout d’abord utilisé les mêmes matériaux que dans l’étude de Kiełczyński (sub-
strat en acier, couche guidante en cuivre et couche liquide d’eau) [11] afin de valider le modèle
par la reproduction de résultats existants dans la littérature et ce, avant de passer aux matériaux
qui nous intéressent.
3.2.2 Méthode par éléments finis
Sous Comsol, le module General Partial Differential Equations (abrévié en PDE) permet
de modéliser un problème physique directement à partir des équations physiques. Cela permet
à l’utilisateur de coupler manuellement différents domaines de la physique ou de prendre en
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compte des systèmes d’équations interdépendants pour lesquels il est difficile de faire varier tous
les paramètres.
3.2.2.1 Principe de fonctionnement du modèle PDE
Les équations aux dérivées partielles décrivent les variations d’un système plutôt que son état
dans l’espace et le temps. C’est-à-dire que les équations décrivent les changements de plusieurs
variables indépendantes, par exemple une variation d’un système dans le temps et l’espace. En
supposant que nous connaissons la solution d’un système à un temps t et toutes ses positions
spatiales, nous pouvons utiliser les équations aux dérivées partielles pour estimer numériquement
la solution après une petite variation dans le temps et ses positions.







−∇.(c∇U + αU− γ) + β.∇U + aU = f. (3.25)
Les termes U correspondent au vecteur de déplacement du système.
Cette équation peut être mise en correspondance avec les équations générales de propagation pour
les différents domaines de la physique, dans notre cas, l’équation 2.7. Les différents coefficients
portent donc les noms relatifs aux équations générales de la physique :
— ea est le coefficient de masse
— da est le coefficient d’atténuation
— c est le coefficient de diffusion
— α est le coefficient de convection de flux conservateur
— β est le coefficient de convection
— a est le coefficient d’absorbtion
— γ est le terme source de flux conservateur
— f est le terme source
Dans notre cas, la résolution de l’équation 3.25 est effectuée avec un mode de calcul en valeur
propre avec les valeurs λ inconnues correspondant aux vecteurs d’onde. Cette équation s’écrit
alors sous la forme d’un polynôme [22] :
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λ2eaU + λdaU−∇.(c∇U + αU− γ) + β.∇U + aU = f (3.26)
Cette formulation correspond dans notre cas à une inversion d’un problème aux valeurs
propres. En effet, dans un problème aux valeurs propres classique, la valeur du vecteur d’onde
est donnée en entrée du système et on calcule la fréquence propre du système en fonction du
vecteur d’onde. Dans notre cas, la fréquence est fixée en tant qu’une valeur d’entrée et le nombre
d’onde k constituera la valeur propre recherchée et calculée.
3.2.2.2 Implémentation des équations dans le modèle éléments finis
Pour simuler la structure à trois couches présentée dans la figure 3.1 avec le modèle PDE, nous
reprenons les équations 3.6, 3.7, 3.9 et 3.10. L’objectif est d’identifier les différentes grandeurs
de ces équations afin de les réécrire sous la forme d’une équation quadratique en valeur propre
suivant la forme déterminée par le modèle PDE (équation 3.26). Il est à noter que les équations
écrites dans la partie 3.1 font intervenir des grandeurs que l’on ne peut pas mettre en relation







Pour pouvoir simuler la structure, il faut introduire un vecteur U pour le déplacement et de

















Avec ce vecteur, le problème se pose sous la forme quadratique :
0 = aU + k2eaU− kdaU− C∇2U + β∇U,
où le vecteur d’onde k est la valeur propre du problème. L’identification des paramètres des
équations ainsi que les matrices a, ea, da, C et β sont présentée en annexe B pour les cas d’une
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couche piézoélectrique anisotrope et d’une couche isotrope (qui peut être solide rigide, solide
viscoélastique ou liquide visqueux).
Le calcul est effectué sur le domaine présenté en figure 3.1. La largeur du domaine a choisi est
estimé à une demi longueur d’onde a = λLove/2 = VLove/2f , avec f la fréquence choisie et VLove
la vitesse de l’onde de Love dans le cas d’un système substrat/couche guidante sans couche fluide.
Cette vitesse peut être évaluée par : VLove =
√
VsubstrateVGL avec Vsubstrate et VGL la vitesse de
l’onde transverse respectivement dans le substrat et dans la couche guidante. Par exemple, dans
notre premier cas, nous utilisons une couche guidante de SiO2 sur un substrat de quartz coupe
ST. On a donc VGL = 3009.3 m/s et Vsubstrat =
√
(C66 + e234/ε33)/ρsubstrat = 5052.2 m/s (avec
C66, e34, ε33 et ρsubstrat les coefficients du substrats présentés dans le tableau 3.1). On obtient
une vitesse pour l’onde de Love de VLove = 3899.2 m/s.
Enfin, avec la fréquence de fonctionnement de 250 MHz choisie pour cette étude, on obtient
un paramètre a = 7.8 µm. Pour la construction du modèle, nous choisissons une épaisseur de
substrat de 10a et de 2a pour la couche liquide ce qui correspond à des épaisseurs suffisantes
pour éviter les effets des deux frontières supérieure et inférieure du domaine du calcul.
Sous le logiciel Comsol, le substrat est considéré d’épaisseur finie. Une condition de dépla-
cement nul est appliquée à sa base (Uy = 0). De plus, de part et d’autre du domaine (suivant
la direction x), des conditions périodiques sont appliquées pour le champ de déplacement et le
potentiel. Enfin, des conditions aux frontières sont appliquées au niveau des interfaces entre le
















Entre la couche guidante et le fluide, on considère la contrainte normales nulles et la continuité
des contraintes transverses T13 et T23 :
T33|couche guidantez=0 = 0. (3.29)
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Les conditions aux limites de continuités sont appliquée par défaut par le logiciel. Pour imposer
d’autres conditions, il faut les ajouter manuellement.
Le modèle PDE retourne un grand nombre de solutions répondant au problème posé. Afin de








Le paramètre SP compare la moyenne de l’amplitude du déplacement dans la couche guidante
(−w ≤ y ≤ 0) à la moyenne de l’amplitude du déplacement sur le domaine de simulation (y ≤ 0).
Pour les ondes de Love, le champ de déplacement est majoritairement confiné à l’intérieur de
la couche guidante et il s’annule dans le substrat en s’éloignant de la surface. Le numérateur∫ 0
−w≤y≤0 |Uy|
2 sera donc proche du dénominateur
∫
y≤0 |Uy|
2, et donc le paramètre SP sera proche
de 1. Pour les modes de volumes, le paramètre SP sera très inférieur à 1 car le champ de
déplacement est entièrement réparti sur le domaine.
La figure 3.3 montre le champ de déplacement et le potentiel électrique calculés par notre modèle
numérique et confinés dans la couche de guidage pour l’onde de Love.
La valeur du vecteur d’onde complexe retenue permet d’évaluer la vitesse de phase et l’atté-





Attenuation = Im(k). (3.32)
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Figure 3.3 – Résultats obtenu par la simulation numérique pour le champ de déplacement uy
et le champ de potentiel φ.
3.3 Résultats de simulation
3.3.1 Comparaison des méthodes
Tout d’abord, nous avons comparé les résultats du modèle analytique repris de Kiełczyński
[11] pour une onde de Love se propageant dans une structure à trois couches telle que celle décrite
dans la figure 3.1. Nous rappelons que le modèle analytique ne prend pas en compte l’anisotropie
et la piézoélectricité du substrat. Nous avons réalisé différentes simulations en faisant varier
l’épaisseur de la couche guidante, la fréquence de travail et la viscosité de la couche liquide.
Pour comparer les modèles numérique et analytique, la première structure étudiée est composée
d’un substrat de quartz-ST, d’une couche de silice (SiO2) et d’une couche d’eau liquide. Les
paramètres utilisés dans les simulations FEM sont présentés dans le tableau 3.1. Dans le calcul
analytique, nous reprenons les valeurs du tableau 3.1 pour les densités des matériaux et la
viscosité η de l’eau. Le module transverse du SiO2 (µSiO2) correspond au paramètre C44 (SiO2).
Pour le substrat piézoélectrique, le module transverse µquartz = C66(quartz). Comme la structure
est un empilement de couches régulières, nous choisissons d’utiliser un maillage sous la forme
d’une distribution de mailles carrées.
Nous avons d’abord étudié la vitesse de phase et l’atténuation des ondes en fonction de
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Table 3.1 – Paramètres des matériaux utilisés pour les calculs FEM [17, 24]

















ε13 -0.897 0 0
ε33 4.0029 3.718 69.51
ρ kg/m3 2648 2203 1000
η Pa.s 8.9 10−2
l’épaisseur de la couche de guidage à la fréquence de fonctionnement de 250 MHz qui correspond
à une fréquence d’intérêt dans l’étude du chapitre précédent (Fig. 3.4 a), puis en fonction de
la fréquence pour une épaisseur fixe de 4.2 µm (Fig. 3.4 b). Dans les deux cas, nous observons
une bonne concordance entre les résultats analytiques du modèle de Kiełczyński et ceux issus
du calcul numérique. La vitesse de phase de l’onde de Love diminue à mesure que l’épaisseur
de la couche guidante augmente (de la valeur de vitesse dans le substrat jusqu’à la valeur dans
la couche guidante), tandis que l’atténuation connaît un maximum autour de 3.8 µm ce qui
correspond environ à un tiers de la longueur d’onde. À cette épaisseur, l’atténuation atteint un
maximum de 800 Np/m dans l’eau. Comme notre modèle prend en compte la piézoélectricité
(contrairement au modèle de Kiełczyński), nous pouvons confirmer que l’effet est négligeable sur
l’atténuation causée par la viscosité de l’eau. Cependant, la piézoélectricité ne peut plus être
négligée lors de l’évaluation de la vitesse de phase pour une épaisseur w inférieure à 2.2 µm à
250 MHz (Fig. 3.4 a), et également aux fréquences inférieures à 150 MHz pour w = 4.2 µm (3.4
b). En effet, lorsque l’épaisseur de la couche guidante devient faible, sa contribution à la vitesse
de l’onde diminue, et donc la vitesse de phase de l’onde de Love se rapproche de la vitesse dans
le substrat piézoélectrique. L’expression complète de la vitesse transverse de l’onde acoustique
dans un substrat piézoélectrique fait intervenir les coefficients piézoélectriques [17] :
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avec Γil = Cijklnjnk et γi = ekijnjnk,
où les paramètres ni correspondent à la polarisation de l’onde se propageant selon une direction
choisie. Il est donc logique d’observer une différence entre les deux simulations pour des épaisseurs
de couche guidante faibles. De même, lorsque la fréquence diminue, la longueur d’onde augmente.
Pour les faibles fréquences, l’épaisseur de la couche guidante nécessaire au bon confinement de
l’onde de Love est donc plus importante. Dans les calculs, cette épaisseur était fixée, donc la
contribution du substrat piézoélectrique est là aussi plus importante. Il est ainsi logique que la
prise en compte de la piézoélectricité dans le modèle donne une estimation de la vitesse de phase
légèrement différente.
Figure 3.4 – Évolution de la vitesse de phase et de l’atténuation de l’onde de Love en fonction
de l’épaisseur w de la couche guidante à 250 MHz (a) et de la fréquence pour une couche
guidante w = 4.2 µm (b).
Nous avons également comparé les résultats de notre modèle numérique avec ceux fournis
par le modèle analytique pour évaluer la vitesse de phase et l’atténuation des ondes en fonction
de la viscosité du fluide. Dans ce cas les paramètres de calculs sont fixés : une épaisseur de 4.2
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µm et une fréquence de 250 MHz (figure 3.5 a et b). On observe que les deux modèles divergent
pour des valeurs de viscosité supérieures à 1.2 Pa.s dans le cas de la vitesse de phase et 2.5 Pa.s
pour l’atténuation.
Les divergences entre les résultats analytiques et FEM peuvent être expliquées par les approxi-
mations prises lors de l’écriture de la forme développée des équations utilisées permettant de
résoudre le modèle analytique. En effet, le calcul FEM utilisant directement les formes différen-
tielles des équations, le problème est résolu à un ordre plus grand que les modèles analytiques
qui sont généralement limités à l’ordre zéro [10, 14, 15]. Cependant, la divergence apparaît pour
des valeurs de viscosité très importantes qui ne sont que peu utiles dans les études de capteurs
SAW pour des applications de biodétection. Par exemple, la viscosité du glycérol pur est proche
de 1 Pa.s [25, 26] et celle du miel à température ambiante est comprise entre 5 et 20 Pa.s
[27]. Les modèles analytiques sont donc parfaitement utilisables pour des variations classiques
de viscosité dans la couche liquide, mais si la viscosité intervient plutôt pour un matériau rigide
à forte viscosité il peut exister des différences significatives dans les résultats obtenus.
Figure 3.5 – Évolution de la vitesse de phase (a) et de l’attenuation (b) de l’onde de Love en
fonction de la viscosité de la couche liquide.
3.3.2 Résultats du modèle éléments finis pour des structures plus complexes
Afin d’aller plus loin et montrer l’intérêt du modèle PDE, nous avons également simulé des
matériaux ou des structures plus complexes. En effet, les principaux intérêts du modèle sont
de pouvoir changer les matériaux ou la nature des différentes couches (anisotropie, caractère
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piézoélectrique et viscoélasticité) en changeant uniquement les valeurs des constantes sans toucher
aux équations. De la même manière, il est possible de rajouter des couches dans le modèle très
simplement.
Pour montrer cela, nous avons refait des simulations avec un substrat de niobate de lithium
(LiNbO3), qui est fortement piézoélectrique et anisotrope, ainsi qu’avec une couche guidante en
polymère viscoélastique. De plus, il est possible de travailler avec des des couches non régulières.
Nous montrerons cela par des simulations en prenant en compte une électrode plus petite que le
périodicité de la structure.
3.3.2.1 Application au niobate de lithium
Nous avons utilisé notre modèle pour étudier la vitesse de phase et l’atténuation des ondes de
Love dans un système constitué d’un substrat LiNbO3 coupe Y 128o avec une couche de guidage
SiO2, sous une couche d’eau considéré comme un liquide visqueux. Le LiNbO3 est un matériau
très utilisé pour la propagation des SAW, notamment pour les applications capteurs [28, 29, 30].
Les paramètres considérés pour le LiNbO3 sont présentés en table 3.2.
Table 3.2 – Paramètres du niobate de lithium LiNbO3 utilisés pour les calculs FEM [17]




















Les résultats obtenus pour les vitesses de phase et d’atténuation sont présentés en figure 3.6.
Afin de montrer l’intérêt de travailler avec l’ensemble des paramètres du matériau, nous avons
choisi de comparer les résultats du modèle FEM incluant la piézoélectricité avec une approxi-
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mation n’incluant pas la piézoélectricité sur ce même modèle (les coefficients de piézoélectrique
du LiNbO3 sont considérés nuls). Nous présentons les résultats obtenus pour une variation de
l’épaisseur de la couche guidante (figure 3.6 a) et de la fréquence (figure 3.6 b) en prenant les
mêmes paramètres de calculs que dans la partie précédente.
On remarque que l’évolution des courbes de vitesses et d’atténuations sont similaires à ce que
l’on observe pour le quartz. On constate également qu’il existe un léger écart entre les courbes des
vitesses et d’atténuation avec et sans piézoélectricité. De la même manière que précédemment,
nous pouvons donc conclure que la prise en compte de la piézoélectricité du LiNbO3 a un effet
négligeable sur l’estimation de l’atténuation des ondes et également sur l’estimation de la vitesse
de phase pour des épaisseurs de SiO2 supérieures à 4.5 µm à 250 MHz (figure 3.6 a), et pour des
fréquences supérieures à 300 MHz pour une épaisseur de 4.2 µm (figure 3.6 b). Cependant, la
piézoélectricité ne peut plus être négligée pour estimer la vitesse des ondes lorsque l’on considère
l’épaisseur de la couche de guidage inférieure à 3 µm à 250 MHz (3.6 a), et pour les fréquences
inférieures à 250 MHz lorsque l’épaisseur de la couche guidante est fixée à 4.2 µm (3.6 b). Nous
pouvons alors conclure que l’effet piézoélectrique du substrat en LiNbO3 Y128 doit être pris en
compte lors de l’évaluation de la vitesse de l’onde de Love pour ce type de structure.
Figure 3.6 – Évolution de la vitesse de phase et de l’atténuation de l’onde de Love en fonction
de l’épaisseur w de la couche guidante à 250 MHz (a) et de la fréquence pour une couche
guidante w = 4.2 µm (b) avec un substrat de LiNbO3.
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3.3.2.2 Simulation pour une couche guidante viscoélastique
Dans cette partie nous reprenons le quartz comme substrat piézoélectrique, mais à la place
d’une couche guidante en SiO2 nous utiliserons un polymère viscoélastique. Nous avons choisi
d’utiliser le polymère SU-8 qui est une résine photosensible dont la composition est un dérivé
de résine époxy et qui est largement utilisé dans des procédés de micro et nano fabrication. De
plus, il est couramment utilisé comme couche guidante pour des dispositifs à ondes de Love pour
optimiser la sensibilité en bio-détection [31, 32, 33]. Ce matériau étant réputé viscoélastique,
nous considérerons que son module de cisaillement possède une partie imaginaire en reprenant
l’équation 3.11 de la partie 3.1. Les paramètres du polymère SU-8 sont [34, 35, 36] :
g′ = µ = 0.3 x1010 N/m2 (la partie réelle du module transverse)
η = 0.12 Pa.s (la viscosité du polymère)
ρ = 1200 kg/m−3
ε = 2.877 x10−11 F/m
La figure 3.7 présente la vitesse de phase et l’atténuation des ondes de Love dans le cas
d’un substrat de quartz avec une couche guidante en polymère SU-8 sur laquelle se trouve une
couche d’eau visqueuse. Sur cette figure, nous avons comparé le cas de la prise en compte de la
viscoélasticité (η = 0.12 Pa.s) et le cas où la viscosité de la couche guidante est négligée (η =
0). Les résultats montrent que la viscoélasticité du polymère n’affecte pas la vitesse de phase des
ondes de Love, en effet, la vitesse des ondes est définie par les parties réelles du module trans-
verse du substrat et de la couche guidante. Néanmoins, la viscosité augmente considérablement
l’atténuation dans la structure, on voit que dans cet exemple, l’atténuation est presque quatre
fois plus importante lorsque la viscoélasticité est considérée. Ces résultats montrent l’importance
de pouvoir considérer les propriétés viscoélastiques des matériaux polymères souples lorsqu’ils
sont utilisés comme couche guidante pour le transport des ondes de Love.
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Figure 3.7 – Évolution de la vitesse de phase et de l’atténuation pour une couche guidante en
polymère SU-8 en considérant la viscoélasticité du polymère (lignes) et sans la considérer
(ronds creux).
3.3.2.3 Prise en compte d’une électrode dans les simulations
Un des avantage du modèle est de pouvoir facilement introduire de nouvelles couches dans
le système à simuler sans avoir à recommencer le développement des équations. En partant de
cet hypothèse, nous avons ajouté une électrode au système quartz/SiO2/eau de la partie 3.3.1
afin de simuler une structure plus proche de la réalité. La structure implémentée est représentée
dans figure 3.8, la seule différence avec les parties précédentes est la présence d’une électrode
d’épaisseur fixe.
Á notre connaissance, il n’existe pas de méthode théorique pour résoudre ce problème qui
est relativement compliqué à manipuler en utilisant les formulations analytiques classiques, no-
tamment à cause de la couche guidante qui n’est plus un rectangle homogène et des conditions
périodiques verticales qui apparaissent.
L’électrode est considérée en aluminium isotrope non viscoélastique et conducteur parfait (en
choisissant une permittivité relative pour le métal εr = 1), avec les paramètres suivants :
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µ = 2.7 x1010 N/m2
ρ = 2700 kg/m−3
ε = 8.854 x10−12 F/m
Figure 3.8 – Schéma de la structure multicouches comportant une électrode.
Nous avons refait les calculs en faisant varier l’épaisseur de la couche guidante (figure 3.9 (a)
et (b)) et la fréquence (figure 3.9 (c) et (d)). Pour chacun de ces calculs, nous avons considéré
deux épaisseurs d’électrode : 200 et 500 nm qui sont des épaisseurs courremment utilisées pour
les dispositifs SAW. Nous avons comparé les résultats obtenus avec les calculs sans électrode.
Les paramètres fixés pour les calculs sont les mêmes que dans les parties précédentes. Nous
observons que la présence de l’électrode affecte la vitesse de phase de l’onde. La vitesse est
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légèrement supérieure à celle sans électrode en dessous de 6 µm pour le calcul en fonction de
l’épaisseur de la couche guidante (figure 3.9 (a)) et au dessus de 100 MHz pour le calcul en
fonction de la fréquence (figure 3.9 (c)). De plus, l’atténuation des ondes est fortement affectée.
Pour la vitesse de phase de l’onde en fonction de l’épaisseur de la couche guidante (figure
3.9 (a)), on peut considérer que l’influence de l’électrode peut être négligée pour une épaisseur
de la couche guidante supérieure à 6 µm, pour laquelle l’épaisseur d’électrode représente 3.33
% de la couche guidante (pour l’électrode de 200 nm) et 8.33 % (pour l’électrode de 500 nm).
Cependant, pour les couches guidantes inférieures à 6 µm, la présence de l’électrode ne peut
plus être négligée. On remarquera que la différence induite par les électrodes sur la vitesse est
maximale dans la pente de vitesse (entre 2 µm et 4 µm, là où elle est comprise entre la vitesse
du substrat (5052.2 m/s) et celle de la couche guidante (3899.2 m/s). Ces vitesses correspondent
au positionnement idéal de fonctionnement pour un dispositif de détection par ondes de Love.
Deuxièmement, nous pouvons également conclure que la présence de l’électrode affecte signi-
ficativement l’atténuation des ondes (figures 3.9 (b) et (c)). Excepté pour une couche guidante
très fine ou les très faibles fréquences, un fort décalage se crée pour les résultats d’atténuations
pour les modèles avec et sans électrodes. Pour les cas avec électrodes, l’atténuation est inférieure
jusqu’à un maximum de décalage de 30%. On peut alors conclure que, dans les modèles analy-
tiques classiques, l’atténuation des ondes est surestimée en négligeant l’électrode dans la couche
guidante. Il est donc important de pouvoir prendre en compte l’effet des électrodes pour ces
simulations afin de pouvoir appréhender au mieux le design de dispositifs de détection par ondes
de Love.
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Figure 3.9 – Évolution de la vitesse de phase à 250 MHz (a) et de l’atténuation (b) en
fonction de l’épaisseur de la couche guidante et de la fréquence ((c) et (d) respectivement) en
incluant une électrode en aluminium dans la structure quartz/SiO2/liquide pour des électrodes
de 200 nm (ronds rouges) et 500 nm (triangles bleu).
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Conclusion
Dans ce chapitre, nous nous sommes intéressés à l’influence d’une couche de liquide visqueux
sur la propagation des ondes de Love. Nous avons écrit ce problème sous la forme d’une propaga-
tion d’onde dans une structure composée de trois couches dont un substrat piézoélectrique, une
couche guidante isotrope et une couche de liquide visqueux. L’objectif était de modéliser cette
structure et l’onde de Love la parcourant en prenant en compte le plus de paramètres possibles.
Nous avons présenté un modèle analytique connu qui nous a servi de base pour notre modèle.
Il considère que toutes les couches sont isotropes et utilise un développement au premier ordre
des équations pour permettre la résolution avec les algorithmes classiquement utilisés. Nous
avons ensuite présenté notre modèle basé sur les éléments finis reprenant les équations complètes
développées dans la première partie de ce chapitre. La modélisation passe par le module PDE
de COMSOL qui permet d’écrire directement les équations que l’on veut évaluer, ce qui permet
d’inclure plus de paramètres dans le calcul et de les coupler plus facilement qu’un modèle FEM
classique.
Comme pour le modèle analytique reproduit, ce modèle est basé sur le calcul du nombre
d’onde complexe considéré en tant que valeur propre dans l’équation d’onde, à partir duquel la
vitesse de phase et l’atténuation peuvent être évaluées. Ce modèle prend en compte l’anisotropie
des matériaux, la piézoélectricité et la viscoélasticité sous fluide visqueux à n’importe quelle plage
de fréquence. En outre, une caractéristique forte du modèle est sa capacité à gérer des géométries
complexes telles que la prise en compte de l’électrode pour étudier son influence sur la vitesse
et l’atténuation des ondes. Concernant la dispersion des ondes de Love, nous avons montré
que la piézoélectricité du substrat ne doit pas être négligée pour certaines gammes spécifiques
de fréquences et d’épaisseurs de la couche guidante. De plus, pour les matériaux viscoélastiques
utilisés en tant que couche guidante (comme les polymères), la prise en compte de la viscoélasticité
n’affecte pas la vitesse de l’onde alors qu’elle augmente considérablement l’atténuation.
Le modèle actuel basé sur les éléments finis, n’est pas limité aux systèmes étudiés dans ce
travail, mais peut également être utilisé pour d’autres structures et matériaux multicouches sans
changer la formulation des équations. En plus de ces principaux avantages, le modèle offre la
possibilité de considérer n’importe quelle couche du système comme étant piézoélectrique ou
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viscoélastique, ou encore d’ajouter des couches sans avoir à retravailler les équations. Deuxiè-
mement, les éléments finis permettent de travailler avec des géométries plus complexe comme
nous l’avons montré avec les calculs prenant en compte l’électrode. Les calculs prennent un peu
plus de temps par cette méthode en comparaison avec la résolution analytique. Le calcul par
éléments finis impose de calculer les équations sur chaque point du maillage. Suivant le nombre
de point, les calculs peuvent prendre jusqu’à 15 minutes, ce qui reste relativement rapide, mais
il faudra ensuite trier les résultats pour sélectionner la solution recherchée. De surcroît, certes
cette méthode, telle qu’elle est présentée dans cette étude, nécessite la possession du logiciel
COMSOL, mais elle peut être parfaitement implémentée dans n’importe quelle plate-forme à
base d’éléments finis.
Cette étude nous permet de pouvoir évalue l’impact de la mise en fonctionnement en milieu
liquide de nos systèmes expérimentaux. De plus, ce modèle pourrait aider à améliorer l’optimisa-
tion des dispositifs basés sur les ondes de Love et permettrait d’étendre les études sur une large
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Introduction
Dans les chapitres précédents, nous avons utilisé des techniques de modélisation numérique
afin de mettre en évidence des phénomènes nouveaux dans les CP et les modes de résonances
localisées. Au moment de la fabrication, il s’est avéré que la structure envisagée lors du cha-
pitre 1 est très compliquée à réaliser actuellement du fait des matériaux utilisés (W et SiO2)
qui demandent beaucoup d’énergie pour être déposés et qui sont difficiles à travailler pour des
épaisseurs supérieures à quelques centaines de nm. Dans le cas particulier du SiO2, un dépôt
en forte épaisseur demande un équipement particulier (notamment une machine de PECVD)
pour pouvoir faire les dépôts en un temps raisonnable, qui n’est pas disponible à l’IJL. De plus,
l’alternance de ces couches pose également un défi au niveau de la fabrication.
Cependant, il a été montré théoriquement que des piliers composés uniquement d’une ou deux
couches présentent des effets similaires à ceux que nous avons mis en évidence précédemment,
notamment les modes confinés en surface de piliers [1, 2, 3, 4]. De plus, de premiers travaux
expérimentaux de dispersion des ondes acoustiques de surface de Rayleigh ont été réalisés en
utilisant des structurations de surface sous forme de piliers ou de trous. Ces travaux montrent
bien une absorption du signal pour certaines fréquences correspondant aux résonances locales
ainsi que l’excitation de mode de résonances localisés au sommet des structures piliers [5, 6, 7].
Une première étude expérimentale utilisant des ondes de Love a également été réalisée par Liu
et al. en utilisant un réseau de trous creusés dans une couche guidante en silice [8, 9]. Cette
structure permet de mettre en évidence une bande interdite autour de 1.2 GHz.
Dans ce chapitre, nous présenterons les structures retenues pour la fabrication après de nou-
velles modélisations numériques. Nous parlerons des équipements utilisés et des méthodes clas-
siques de fabrication mises en œuvre dans les salles blanches du 3IT et de l’IJL. Enfin, nous
expliquerons les différentes méthodes explorées pour la fabrication des microstructures retenues.
Chaque matériau a nécessité une adaptation et une recherche de protocole de fabrication.
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4.1 Structures phononiques et méthodes de fabrication
Dans cette section, nous décrirons les procédés de fabrication mis au point pour réaliser les
différents dispositifs et structures phononiques. Quatre grandes lignes de procédés différents ont
été étudiés afin de faire varier les types de matériaux utilisés. Les fabrications des différents
dispositifs ont été réalisées dans les salles blanches du CC MiNaLor (Centre de Compétence de
Micro et Nanotechnologies en Lorraine) à l’Institut Jean Lamour ainsi que dans les salles blanches
du LNN (Local de Nanofabrication et de Nanocaractérisation) au sein du 3IT de Sherbrooke. Les
procédés d’électrodéposition ont été mis au point dans les locaux de l’ICPM (Institut de Chimie
Physique et Matériaux ) à Metz.
4.1.1 Choix des structures à fabriquer
Dans les sections précédentes, et particulièrement dans le chapitre 2, nous avons développé
une méthode d’analyse basée sur la FEM pour concevoir des structures phononiques interagissant
avec les ondes de Love. Nous avons utilisé cette méthode pour concevoir théoriquement un pilier
composé de cinq couches. Cet empilement supposé idéal donne lieu à un mode de torsion qui
est particulièrement sensible à un dépôt massique. Cependant, cette structure multi-couches
s’avère très difficile à réaliser expérimentalement du fait des épaisseurs des couches requises, des
matériaux utilisés et de leur empilement. Les simulations ont toutefois permis de voir des effets
similaires pour des piliers simplifiés : homogènes ou constitués de deux couches. Par souci de
temps et pour des raisons de contraintes techniques, nous avons choisis d’étudier des structures
plus simples pouvant être réalisées en salle blanche et qui serviront de preuve de concept pour
le développement du bio-capteur.
Nous avons repris les simulations en prenant cette fois en compte les matériaux à notre dis-
position et les contraintes de fabrication notamment liées aux dépôts. Pour les matériaux, nous
avons choisi le cuivre qui est facile à déposer en grande épaisseur par différentes techniques,
l’oxyde de zinc (ZnO) qui est couramment utilisé à l’IJL et la silice (SiO2) qui est plus compli-
quée à travailler mais qui permettra de tester un matériau du pilier composite. Il est possible
d’optimiser les piliers en faisant varier leurs épaisseurs de manière à placer le mode de torsion
autour d’une même fréquence pour les différentes structures [10, 11]. Dans cette étude, nous
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choisissons une fréquence de fonctionnement de 200 MHz, ce qui correspond à des épaisseurs
possibles à atteindre pour les différents processus de fabrication. Pour les calculs, nous avons
choisi des piliers de même diamètre (3 µm) et de même périodicité (entre 7 et 9 µm) que pour
le pilier multicouche de la partie 2.
Nous avons également fabriqué des piliers monocouche en résine SU-8. Ce matériau étant
plus mou que les autres, pour les mêmes dimensions, les piliers résonneront à une fréquence
de résonance beaucoup plus faible. Les premières étapes de fabrication seront différentes, afin
d’optimiser la concordance entre la longueur d’onde des IDTs et la fréquence de résonance des
piliers.
Des piliers bicouches sont également envisagés, pour cela nous reprendrons les structures des
piliers monocouches sur lesquels une couche de polymère SU-8 est ajoutée. Nous avons également
envisagé des designs de trous qui permettent de tester d’autres structures, mais également de
développer un procédé de fabrication de piliers en cohérence avec la polarité de la résine photo-
sensible (partie 4.1.2.1 et 4.6). Les différentes structures cibles sont récapitulées dans le tableau
4.1.
Table 4.1 – Structures cibles pour la fabrication.
Structure Matériaux Diamètres Epaisseur Périodicité
Monocouche
SiO2 3/2 µm 2.5 µm 7-9 µm
ZnO 3/2 µm 2 µm 7-9 µm
Cu 3/2 µm 2 µm 7-9 µm
Polymère SU-8 3 µm 4.5 µm 9 µm
Bicouche
SiO2/SU-8 3 µm 2.5/2.5 µm 7-9 µm
ZnO/SU-8 3 µm 2/4 µm 7-9 µm
Cu/SU-8 3 µm 3/3 µm 7-9 µm
Trous dans la couche guidanteen SiO2
3/2 µm - 7-9 µm
4.1.2 Approche par photolithographie et lift-off
4.1.2.1 Description de la méthode et des équipements utilisés
Pour la réalisation des piliers, nous avons privilégié la photolithographie et le soulèvement
(lift-off ). Ces techniques classiques de la microfabrication permettent de transférer des motifs
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présents sur un masque vers un substrat. Le procédé complet comporte plusieurs étapes (figure
4.1) qui seront décrites plus en détail.
Figure 4.1 – Schéma récapitulant les étapes de fabrication par photolithographie et
soulèvement pour une résine photosensible positive (panneau supérieur) et négative (panneau
inférieur).
La préparation de l’échantillon : cette étape permet de nettoyer l’échantillon des pous-
sières et traces organiques qui pourraient s’être déposées avant que l’échantillon n’entre en salle
blanche ou lors de manipulations. Cela permet d’éviter les contaminations qui pourraient altérer
le transfert de motifs sur l’échantillon et de garantir un bon état de surface pour que l’enrésine-
ment soit homogène sur toute la surface.
L’échantillon subit un nettoyage par solvant en étant plongé successivement dans une solution
d’acétone puis d’isopropanol avant d’être rincé à l’eau distillée. L’ensemble se déroule dans un bac
à ultrason afin de favoriser le départ de possibles poussières. L’échantillon est ensuite séché sous
flux d’azote. Une étape de déshydratation sur une plaque chauffante est en général nécessaire
afin de s’assurer qu’il ne reste aucune trace de liquide sur l’échantillon.
L’enrésinement : Une résine photosensible est étalée par centrifugation sur l’échantillon à
l’aide d’une enrésineuse ou tournette. L’épaisseur finale de la résine dépend de plusieurs para-
mètres inhérent au procédé dont l’accélération, la vitesse et le temps de spin-coating ainsi que
la viscosité de la résine. La résine est ensuite recuite sur une plaque chauffante afin d’évaporer
rapidement une partie des solvants de la résine. Cela a pour but de stabiliser la résine afin de
pouvoir l’insoler.
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Dans notre cas, nous utilisons principalement des substrats en verre sur lesquels l’adhésion
de la résine est faible. Il faut donc utiliser un promotteur d’adhérence afin de favoriser l’accroche
de la résine sur le substrat. L’étaleuse du 3IT est un modèle CEE 200X (Brewer) (figure 4.2 a)
et celle de l’IJL est un modèle SPIN150 (SPS-Europe) (figure 4.2 b).
L’alignement et l’exposition : Le substrat est placé dans une aligneuse qui permet d’ajus-
ter sa position vis à vis du masque de photolithographie en quartz transparent sur lequel sont
imprimés des motifs en chrome. L’objectif est de positionner précisément les structures déjà
présentes sur le substrat par rapport à celles du masque. Ensuite, le substrat est plaqué contre
le masque afin d’éviter les phénomènes de diffraction des UV en sortie du masque. Le système
est alors exposé aux rayonnement UV sur les endroits non masqués. L’exposition va affecter les
chaînes des polymères de la résine, ce qui permettra d’enlever uniquement certaines parties lors
du développement. Les fournisseurs des résines indiquent une dose d’exposition (exprimée en
J/cm2) qui correspond à une durée d’exposition. La dose, et donc la durée d’exposition, varie en
fonction de la résine et de l’épaisseur déposée. La durée est également à adapter avec la puissance
de la machine utilisée.
Il est à noter que pour une résine négative, un recuit supplémentaire est indispensable après
l’exposition. En effet, dans ce cas, les chaînes polymères exposées vont se réaligner sous l’effet de
la chaleur, ce qui permettra de ne pas les dissoudre lors de l’étape suivante de développement.
Á l’IJL, nous utilisons l’aligneuse MJB4 (SUSS MicroTec) (figure 4.2 d) qui fonctionne avec une
longueur d’onde de 365 nm. Au 3IT, l’aligneuse 806 MBA (OAI) (figure 4.2 c) qui possède une
longueur d’onde de 330 nm est utilisée. Comme la longueur d’onde de l’aligneuse du 3IT est
inférieure, sa résolution spatiale est meilleure. Par contre l’alignement physique du masque par
rapport au substrat sur la MJB4 est plus précis.
Le développement de la résine : L’échantillon est placé dans un bain de développeur afin
de retirer les parties de la résine qui ont été exposées pour une résine positive et non exposées
pour une résine négative. Le développeur pour notre résine est une solution d’hydroxyde de
tétraméthylammonium (TMAH ).
Le dépôt en couche mince : Cette étape consiste à déposer sur l’échantillon une couche
de métal ou d’oxyde. Les méthodes de dépôts que nous avons principalement utilisées sont
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Figure 4.2 – Étaleuse Brewer et plaque chauffante du 3IT (a), étaleuse SPIN150 et plaque
chauffante de l’IJL (b), aligneuse OAI 806 du 3IT (c) et aligneuse MJB4 de l’IJL (d).
l’évaporation pour les dépôts métalliques fins (quelques centaines de nanomètres maximum)
et la pulvérisation cathodique pour les dépôts d’oxydes ou de matériaux plus épais (de l’ordre
du micromètres).
Dans le cas d’un dépôt par évaporation, le matériau source est chauffé jusqu’à atteindre son
point d’ébulition et ainsi permettre le dépôt des particules sur le substrat.
Nous avons utilisés à l’IJL le bâti de dépôt d’évaporation par effet Joule Méca 200 (Vinci
Technologies). Un courant électrique chauffe le creuset où est placé la matière à évaporer. Au
3IT, nous avons utilisé le bâti d’évaporation à canon à électrons EB8 (K.H. Frederick Co.), qui
chauffe le matériau par un faisceau d’électrons émis par un filament de tungstène.
Un dépôt par pulvérisation se fait à l’aide d’un plasma d’argon qui va bombarder une cible
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du matériau à déposer. Les ions du plasmas vont décrocher des particules de matière de la cible
qui vont se déposer sur le substrat.
Pour les dépôts par pulvérisation, nous avons utilisé à l’IJL les bâtis AC450 et DP650 (Alliance
Concept) et au 3IT le bâti SPT320 (Plasmionique).
Le soulèvement (lift-off) : Le soulèvement consiste à dissoudre la résine dans un solvant
afin de libérer les motifs déposés. Les résidus de dépôt présent sur la résine se retrouvent en
solution. Le soulèvement peut être accéléré en chauffant le solvant jusqu’à 70-80˚C (pour les
solvant adaptés tels que le Remover 1165 produit par l’entreprise Shipley) et en appliquant des
ultrasons pour faciliter le détachement de la résine du substrat.
4.1.2.2 Conception des masques de photolithographie
Après avoir défini les différentes structures à tester et les méthodes de fabrication (parties
4.1.1 et 4.1.2.1), nous avons conçu les masques de photolithographie nécessaires à la réalisa-
tion des échantillons. En effet, chaque étape du procédé de fabrication nécessite un masque,
respectivement pour déposer les électrodes ; déposer la couche guidante et protéger les contacts
électriques ; puis fabriquer des structures phononiques.
Nous utilisons pour la fabrication des structures, des wafers de quartz coupe ST de 4 pouces.
Par conséquent, les masques seront associés à ces dimensions.
Pour les électrodes, le paramètre important à définir est l’espacement entre les doigts des
IDTs. Cet espacement donne la longueur d’onde de l’onde générée par les IDTs. Une longueur
d’onde correspond à la distance entre deux électrodes successives de même polarité. Classique-
ment, le taux de métalisation est de 50%, ce qui signifie qu’une électrode a une largeur de λ/4
et est espacé de λ/4 de l’électrode suivante 4.3).
Dans la partie 4.1.1, à l’exception des piliers en polymère qui montrent une résonance à
des fréquences plus basses, les structures que nous avons retenu ont une fréquence de résonance
proche de 200 MHz. De plus, la couche guidante est considérée en silice et ayant une épaisseur
de 2 µm pour les différentes structures. On peut alors calculer la vitesse pour l’onde de Love
correspondante avec la méthode présentée dans la partie 3.2.1.1, ce qui nous donne une vitesse
vLove = 4000 m/s. Nous calculons donc la longueur d’onde correspondant à cette fréquence pour
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Cela nous donne une longueur d’onde de 20 µm, et donc des électrodes de 5 µm de large (figure
4.3). Sur une plaque de 4 pouces, nous réalisons 40 dispositifs.
Figure 4.3 – Dessin LayoutEditor d’un dispositif constitué de deux réseaux d’électrodes et
agrandissement sur les doigts de l’électrode
Le masque permettant la protection des contacts électriques présente un motif qui viendra
recouvrir les positions où l’on viendra positionner les pointes lors de la caractérisation. Enfin
le masque avec les structures phononiques présentent plusieurs configurations de motifs conçus
d’après les résultats de simulation de la partie 4.1.1.
Sur la partie supérieure du masque, nous avons placé les motifs pour des piliers de 6 µm
de diamètre avec un paramètre de périodicité entre 7 et 9 µm. La partie inférieure du masque
contient des piliers de diamètres 2 et 3 µm et de périodicité 5 et 6 µm.
Nous avons également placés des motifs pour réaliser des trous de deux géométries : 2 µm de
diamètre avec une périodicité 6 µm et de diamètre 6 µm avec une périodicité de 9 µm (figure
4.4).
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Figure 4.4 – Dessin LayoutEditor d’une matrice de structures phononique et agrandissement
sur les premiers rangs de structures.
Sur ce masque, nous laissons également des portions vides afin d’avoir une mesure du dispositif
sans structures phononiques.
Comme nous effectuons plusieurs niveaux de photolithographie, des marques d’alignements
sont réalisées. Ces marques permettront de positionner le substrat précisément par rapport au
masque lors d’une étape suivante. Les motifs doivent se complémenter d’un masque sur l’autre
(figure 4.5).
J’ai débuté mes étapes de fabrication d’échantillons au sein de la salle blanche de l’Université
de Sherbrooke. Après avoir réalisé mes masques de photolithographie sur le logiciel Layout Editor,
ces derniers ont été commandés à la société Photomask Portal. En tenant compte de l’utilisation
de photorésines négatives, les masques présentent des motifs opaques en chromes et des parties
transparentes.
La figure 4.6 représente la superposition numérique des différents masques et in fine, ce qui
sera obtenu sur nos échantillons.
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Figure 4.5 – Marques d’alignement sur les 3 masques, en vert le masque pour les électrodes,
en jaune le masque pour la protection des contacts électriques et en bleu les structures
phononiques
4.1.2.3 Application à la fabrication des électrodes interdigitées
La première étape consiste à fabriquer les électrodes sur le substrat de quartz. Ce premier
niveau est réalisé par photolithographie.
Deux procédés équivalents ont été utilisés en fonction du lieu de fabrication des échantillons. À
Sherbrooke, de la résine Az nLof2020 a été utilisée pour produire un film de 2 µm d’épaisseur (ce
qui correspond à un enrésinement à 3000 rpm durant 60 secondes et est ensuite recuit à 110˚C).
À Nancy, c’est la résine inversible Az 5214E qui est utilisée avec des paramètres d’enrésinement
qui donnent une épaisseur de résine de 1.6 µm.
Dans les deux cas, l’épaisseur de résine obtenue est suffisante pour réaliser l’étape d’évapora-
tion. Cette dernière correspond au dépôt d’une première couche de 10 nm de titane (Ti), appelée
couche d’accroche, et de la couche de 150 nm d’or constituant l’électrode.
Finalement la résine est retirée dans un bain de solvant chauffé à 80˚C. Pour aider à dégager
au maximum la résine, le bain est placé quelques minutes dans un bac à ultrasons. Enfin, si
des traces de résine persistent, l’échantillon est exposé quelques minutes à un plasma O2 qui va
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Figure 4.6 – Design superposé des masques de photolithographie réalisé avec LayoutEditor, en
vert le masque pour les électrodes, en jaune le masque pour la protection des contacts
électriques et en bleu les structures phononiques.
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dégrader les restes de composés organiques. Un exemple d’électrodes obtenu est présenté dans la
figure 4.7.
Figure 4.7 – Électrodes en or obtenues après soulèvement (images par microscopie optique).
À chaque étape du procédé de fabrication, une vérification au microscope optique est néces-
saire afin de s’assurer que les structures sont bien imprimées dans la résine (contrôle de la sur-
ou sous-exposition et du sur- ou sous-développement de la résine). De plus, pour s’assurer que
les épaisseurs de résine et de métaux correspondent au procédé, nous mesurons les différentes
épaisseurs sur le substrat avec un profilomètre.
Le même processus est utilisé pour l’étape de dépôt de la couche guidante. Dans ce cas, le
SiO2 sera déposé par pulvérisation cathodique.
4.2 Fabrication des structures phononiques
4.2.1 Piliers en polymère SU-8
Les piliers en polymères SU-8 sont une exception. Ils n’ont pas été réalisés sur substrat de
quartz avec les IDTs présentées dans les parties précédentes. En effet leur fréquence de résonance
se situe autour de 30 MHz seulement. Pour ne pas avoir à recréer de nouveaux designs d’échan-
tillons et ainsi éviter de recommander des masques, nous avons utilisés des dispositifs fabriqués
par M. Pedro Alberto Segura Chavez, doctorant à l’Université de Sherbrooke. Le support de
propagation des ondes de Love se fait par une couche guidante de 10 µm de SU-8. Ces dispositifs
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sont fabriqués sur un substrat de niobate de lithium (LiNbO3 coupe Y36), ce qui donne une
longueur d’onde des électrodes déposées de 144 µm [12, 13].
Nous avons utilisé la photorésine négative SU-8 2005 qui permet des dépôts supérieurs à 2
micromètres. La résine SU-8 est un dérivé de résine époxy et a l’avantage de pouvoir être rendue
permanente par un recuit supplémentaire à haute température (hardbaking). La couche guidante
pour ces dispositifs est également en résine SU-8 et est épaisse de 10 µm, réalisée en deux dépôts
successifs de 5 µm et exposition. Ensuite nous chauffons l’échantillon pendant 20 minutes à
150˚C pour durcir la résine et la rendre permanente. Cette étape peut être délicate avec les
substrats de LiNbO3 qui sont pyroélectriques en plus d’être piézoélectriques. L’échantillon ne
doit donc pas être posé sur la plaque chauffante, car cela provoque des arcs électriques entre le
substrat et la plaque chauffante, ce qui peut briser l’échantillon. Le recuit a pour effet secondaire
de diminuer d’environ 11% l’épaisseur de la couche guidante.
Figure 4.8 – Piliers SU-8 avant (a) et après (b) hardbaking.
La dernière étape consiste à réaliser les piliers. Pour cela, nous étalons une couche de résine
de 4.5 µm d’épaisseur, et comme la résine est négative, l’échantillon est ensuite exposé avec un
motif de trous présent sur le masque. Les piliers obtenus mesurent 4 µm de diamètre (figure 4.8
a). En observant les échantillons au microscope électronique à balayage (MEB), on voit qu’ils
sont bien alignés et bien homogènes entre eux. De plus on voit qu’ils sont bien définis et de même
largeur sur toute la hauteur (figure 4.9).
Il est également possible de faire une étape de hardbaking sur les piliers afin d’améliorer leur
rigidité. Là aussi, les dimensions des piliers sont réduites, passant à 4 µm d’épaisseur et 3.5 µm
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Figure 4.9 – Images MEB des piliers SU-8 avant hardbaking.
de diamètre. Nous discuterons plus en détail de l’intérêt de cette étape dans le chapitre suivant
(chapitre 5).
La figure 4.10 montre un dispositif avec des piliers en résine SU-8 complet après toutes les
étapes de fabrication.
Figure 4.10 – Dispositif complet avec des piliers en résine SU-8.
4.2.2 Structures en oxyde
4.2.2.1 Piliers en oxyde de zinc (ZnO)
La fabrication des structures utilisant le ZnO a été réalisée uniquement à Nancy. En effet,
c’est un matériau indisponible dans les salles blanches du LN2 pour cause de contamination
possible par ce matériau pour des applications optiques et photoniques.
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Une couche de 3 µm de ZnO est déposée par pulvérisation cathodique sur le substrat entre
les électrodes, puis les motifs sont protégés par de la résine positive et le ZnO excédentaire est
gravé avec une solution de gravure pour aluminium commercialisée par Fugifilm. Cette solution
est utilisé à l’IJL pour la gravure du ZnO avec des équivalences de gravure pour ce matériau.
Il s’agit d’une solution d’acide phosphorique (H3PO4). La vitesse de gravure est d’environ 210
nm/min, pour graver les piliers de 3.5 µm, il faut donc 16.5 minutes.
Les piliers gravés sont présentés dans la figure 4.11. On voit que les motifs sont bien définis,
que les piliers sont homogènes dans leurs dimensions et respectent l’organisation en réseau défini.
Pour garantir que hauteur des piliers reste la même suivant la position dans le réseau, on peut
ajouter une agitation pour renouveler la solution sur certaines zones.
Figure 4.11 – Images au microscope optique de piliers ZnO gravés.
Une mesure au profilomètre montre que les structures gravées mesurent bien 2 µm de hauteur.
Les piliers obtenus sont légèrement coniques, leur diamètre est plus petit au sommet qu’à leur
base (4 µm au sommet contre 5.5 µm à la base). En effet la gravure chimique est une gravure
isotrope, le pilier est donc attaqué en même temps que la matière à retirer. De plus, l’épaisseur
à graver est proche du diamètre des piliers ce qui amplifie ce phénomène.
4.2.2.2 Piliers en silice (SiO2)
Les piliers en SiO2 sont ceux dont la fabrication a rencontré le plus de contraintes. En effet,
c’est un matériau qui est difficile à travailler sur les épaisseurs qui nous intéressent (autour de
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2 µm) à Nancy. À Sherbrooke, il est plus facile à déposer sur de grandes épaisseurs grâce à des
procédés de PECVD (dépôt chimique en phase vapeur assisté par plasma ou Plasma-Enhanced
Chemical Vapor Deposition en anglais), mais ces procédés nécessitent un chauffage à 300˚C et
sont limités aux dépôts sur des substrats peu contaminants. Cependant, des solutions ont pu
être trouvées pour travailler avec ce matériau pour des fabrications par soulèvement et gravure
dans les salles blanches du 3IT.
Nous avons effectué des tests de fabrication par la méthode de soulèvement (lift-off ) sur
silicium. Pour cela nous avons choisi d’utiliser une résine négative KMPR afin de laisser des
ouvertures pour le dépôt de la silice sur le substrat mais aussi car elle résiste à des températures
élevées (420˚C).
Après le dépôt, l’échantillon a été placé durant 3 jours dans la solution de Remover 1165 (Shi-
pley). Cependant, comme la résine a été chauffée à des températures supérieures à la température
de hardbaking (220˚C), la résine est devenue plus difficile à retirer. La solution de Remover per-
met de retirer une partie de la résine mais sans libérer complètement les structures. Ainsi, nous
avons utilisé une solution Piranha pour dissoudre les résidus organique de manière plus agressive
qu’un simple soulèvement. La solution Piranha est un mélange d’acide sulfurique H2SO4 et de
peroxyde d’hydrogène H2O2 qui permet de produire de l’acide peroxymonosulfurique H2SO5.
L’utilisation de cette solution sur des résidus de résine nécessite de prendre des précautions
supplémentaires, en effet, la solution est en ébullition et son action sur la résine produit des
dégagement gazeux.
Les structures obtenues sont présentées dans la figure 4.12. On observe que les structures
sont régulières et homogènes. On voit que les piliers sont réguliers sur leur épaisseur, mais que
les diamètres sont légèrement supérieurs au motif inscrit sur le masque de photolithographie (un
diamètre de 7 µm pour les piliers contre 6 µm sur le masque et 3.5 µm pour les trous contre
5 µm sur le masque). Cela est dû au durcissement de la résine lors de l’étape de dépôt comme
pour les piliers en SU-8 de la partie précédente.
Une seconde méthode de fabrication par gravure a été envisagée. Pour cela on dépose toujours
la silice par PECVD. L’enrésinement vient ici en seconde étape, on utilise ici une résine positive
pour créer les motifs qui protègeront des zones pour la gravure. Ici, la gravure utilise l’acide
fluorhydrique qui est une solution de fluorure d’hydrogène (HF) à 49% dilué dans 10 volume
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Figure 4.12 – Images MEB de piliers en SiO2 fabriqués par soulèvement, trous (a-c) et piliers
(d-f).
d’eau. Cette solution est classiquement utilisée pour graver chimiquement les oxydes de silicium
[14, 15, 16]. Le taux de gravure pour le HF est de 28 nm/min. Les essais n’ont pu être réalisés
que dans les salles blanches de Sherbrooke, car le HF n’est pas disponible dans les salles blanches
de l’IJL.
4.2.3 Piliers en cuivre (Cu)
Pour fabriquer les piliers en cuivre, nous avons envisagé deux méthodes :
— le dépôt d’une couche de cuivre puis gravure humide du cuivre
— l’électroplacage du cuivre dans des trous formés dans une résine photosensible
La fabrication par gravure reprend les protocoles décrits dans les parties 4.2.2.1 et 4.2.2.2 pour
fabriquer les piliers en ZnO et SiO2 par gravure. Une épaisse couche de cuivre est déposée (3.5
µm) entre les deux réseaux d’IDTs. Une partie est protégée par des motifs en résines déposées par
électrodéposition et la gravure du cuivre excédentaire est réalisée par une solution de perchlorure
de fer (FeCl3). Cette solution est extrêmement réactive (de l’ordre de 6 µm/min), il est assez
difficile de graver de façon homogène des structures de petites dimensions (entre 2 et 3 µm) ce
qui donne une gravure de moins d’une minute.
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L’électroplacage est une technique permettant de déposer un métal à la surface d’un objet
conducteur en utilisant le principe de l’électrolyse. Cette méthode est largement utilisée dans
les procédés de fabrication en électronique, notamment pour déposer les connections entre les
différents composants [17, 18, 19].
L’objet est placé dans une solution, appelée électrolyte, contenant des cations métalliques.
Une électrode dans ce même métal sera immergée et branchée sur le potentiel positif (anode)
tandis que l’objet sur lequel on veut déposer le métal sera branché sur le potentiel négatif (ca-
thode). Cela produira une réaction de réduction : les atomes de l’électrode perdent des électrons
et passent en solution tandis que les cations en solution se déposent sur l’objet en captant les
électrons du courant électrique (figure 4.13). La réduction de l’électrode permet de conserver
une concentration constante en électrolyte en solution et ainsi conserver une vitesse de dépôt
constante.
Figure 4.13 – Schéma du principe de l’électroplacage.
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Pour mettre en place cette technique, nous sommes allés à ICPM de Metz, où nous avons pu
concevoir un protocole avec le Pr. Nicolas Stein (maître de conférence à l’Institut Jean Lamour
dans l’équipe Chimie et électrochimie des matériaux). Nous nous sommes inspirés des travaux
de Brek & Greer [20].
Préalablement, nous avons effectué sur les échantillons un dépôt de 10 nm/150 nm de chro-
me/cuivre qui permettra de connecter la cathode et faire croître le cuivre sur le substrat, et une
étape de photolithographie qui permet d’ouvrir des trous dans une résine photosensible afin de
ne laisser libre que les espaces pour faire pousser les piliers.
Pour préparer la solution électrolytique, nous dissolvons des cristaux de sulfate de cuivre
(CuSO4) afin d’obtenir une concentration de 125 g/l (ce qui équivaut à 0.78 Mol/l) dans une
solution d’acide sulfurique (H2SO4) concentrée à 50 g/l (0.5 Mol/l). La cellule d’électroplacage
est montée telle que présentée dans la figure 4.14.
Les éléments importants pour déposer le cuivre sont l’intensité du courant électrique et la
durée du dépôt. En effet, ces deux paramètres permettent de connaître l’épaisseur déposée sur
le substrat. La relation qui permet le calcul est la suivante [21] :




où Q est la charge électrique totale exprimée en coulomb (C.cm2), i = j.A est le courant appliqué
sur le système (enmA), calculé par le produit entre la densité de courant sur l’électrode (j exprimé
enmA/cm2) et la surface de l’électrode A. N = 2 est le nombre d’électrons échangés par atome se
libérant de l’électrode ou s’attachant au substrat, ρ = 8.96g/cm3 la masse volumique du cuivre,
MCu = 63.5g/mol la masse molaire du cuivre, F = 96485C/mol la constante de Faraday et V
le volume de cuivre déposé qui correspond au produit de la surface active sur le substrat et de
l’épaisseur visée.
Pour les échantillons tests, la surface mesurait environ 2.5 cm2. Nous avons testé différentes
valeurs de courant afin de vérifier l’impact sur le dépôt obtenu, ce qui revient à tester différentes
vitesses de dépôt. Pour cela nous avons procédé au dépôt sur un premier échantillon, en visant
une épaisseur de 3.5 µm, ce qui correspond à une valeur de charge électrique de 22.5 C que l’on
cherchera à atteindre pour d’autres valeurs de courant. Les données utilisées sont résumées dans
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Figure 4.14 – Montage d’électroplacage utilisé à Metz.
Table 4.2 – Données de courant et de temps testées pour développer le procédé de fabrication
par électroplacage, l’épaisseur déposée est calculée avec la formule 4.2.
j Epaisseur Temps de dépôt
5 mA/cm2 2.9 µm 26 min 5s
10 mA/cm2 3.2 µm 14 min 22s
15 mA/cm2 3.5 µm 10 min 35s
le tableau 4.2.
Après le dépôt, il est important de bien rincer l’échantillon à l’eau distillée puis à l’éthanol
avant de le sécher. Le rinçage est important car s’il reste du sulfate de cuivre en suspension, il
cristallisera lors du séchage, ce qui peut remplir l’espace entre les piliers et polluer ainsi l’échan-
tillon.
Nous avons observé les structures obtenues au MEB (figure 4.15). Le dépôt de cuivre est
conforme à nos attentes dans les cavités laissées libre et, pour une intensité donnée, la croissance
des piliers a été homogène sur la surface de l’échantillon. On voit également que la structure des
piliers est différentes en fonction de la vitesse de dépôt. En effet, la taille des grains augmente
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lorsque la densité de courant appliquée est forte. Pour une densité de courant de 15 mA/cm2
les grains visibles sont d’environ 2 µm de diamètre, pour une densité de courant de 10 mA/cm2
les grains mesurent environ 1 µm de diamètre et pour une densité de 5 mA/cm2 les grains sont
d’environ 800 nm de diamètre.
Figure 4.15 – Images MEB des piliers en cuivre pour un courant de 5 mA (a et b) et de 15
mA (c et d).
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Conclusion
Ce chapitre a présenté les méthodes de fabrication utilisées pour réaliser les dispositifs expé-
rimentaux constitués de micropiliers de différents matériaux. En tenant compte des contraintes
expérimentales et de simulations réalisées sous Comsol Multiphysics à partir des modèles déve-
loppées dans le chapitre 2, nous avons retenu différentes structures à fabriquer.
Nous avons réalisé dans un premier temps les IDTs et la couche guidante servant de support
de propagation pour les ondes de Love. Ensuite, pour les matériaux choisis (polymère SU-8, ZnO,
SiO2, cuivre), nous avons réalisé par photolithographie les dispositifs sur des substrat de quartz
(et LiNbO3 pour les structures SU-8).
Ces procédés de salle blanche ont conduit à l’obtention de plusieurs types d’échantillons :
des réseaux de piliers en polymère SU-8 sur substrat de LiNbO3, des piliers de SiO2, des piliers
en ZnO et des structures en cuivre obtenues par électrodéposition. En parallèle, les procédés de
gravure et de soulèvement ont été optimisés en fonction des matériaux et des dimensions.
Les images par microscopie optique et électronique ainsi que les contrôles d’épaisseurs (pro-
filomètres) ont confirmé l’obtention d’échantillons de façon reproductible, de bonne qualité et
homogène. La caractérisation et les sensibilités des échantillons seront présentés et discuté dans
le chapitre suivant (Chapitre 5).
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Introduction
Comme nous l’avons vu lors de la revue de littérature, il y a aujourd’hui peu d’études expéri-
mentales montrant un couplage entre les ondes acoustiques de surface, et particulièrement entre
les ondes de Love et des métastructures en piliers. Des travaux expérimentaux ont étudié les in-
teractions entre des structures en piliers et les ondes de Rayleigh [1], et entre un réseau de trous
et les ondes de Love [2]. Ces études mettent en évidence des phénomènes de dispersion de l’onde
tels que les bandes interdites ou le guidage des ondes élastiques, tout en évoquant le potentiel
des-dites structures pour les applications à la détection. Cependant, aucune étude expérimentale
réelle n’a été menée sur l’utilisation de ces phénomènes pour la détection de paramètres physiques
ou chimiques.
Dans le chapitre précédent, nous avons présenté les méthodes de fabrications dédiées pour
différents matériaux et géométries que nous voulions tester. L’objectif est de valider les résultats
des modèles théoriques présentés dans le chapitre 2. Il s’agira donc de montrer expérimentalement
un effet d’absorption du signal sur une bande de fréquence restreinte correspondant à la résonance
des piliers, et de mettre en évidence une détection d’un dépôt de masse à la surface des piliers.
Dans cette partie, nous allons nous concentrer particulièrement sur les dispositifs possédant des
piliers en polymère SU-8 qui ont été les plus rapides et les moins contraignants à fabriquer.
Dans ce dernier chapitre, nous présenterons le banc expérimental permettant la caractéri-
sation des échantillons et l’acquisition des données. Nous parlerons ensuite de l’étude menées
sur les effets de température. Enfin, nous discuterons les résultats obtenus en faisant varier une
masse déposée au sommet du réseau de pilier dans deux cas, l’augmentation d’un volume d’eau
et la variation de la concentration d’une espèce en solution pour une goutte déposée de volume
fixe.
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5.1 Caractérisations électriques sous pointes
La caractérisation sous pointes est utilisée en électronique afin de tester les composants élec-
troniques. Dans notre cas, elle servira à connecter l’analyseur de spectre aux électrodes déposées
sur le substrat piézoélectrique afin d’exciter les ondes de Love. La station est composée d’un
porte échantillon mobile dont la température peut être contrôlée, des pointes sur des supports
de position ajustable grâce à des vis de précision, et d’une optique permettant de positionner
précisément les pointes (figure 5.1).
Figure 5.1 – Banc de mesure sous pointe de l’IJL : station sous pointes avec un
agrandissement sur la connexion des pointes sur l’échantillon (a) et analyseur de réseau (b).
La caractérisation électrique utilise les paramètres S (Scattering parameters). Dans le cas
d’un dispositif de ligne à retard, les paramètres d’intérêt sont les paramètres S12 et S21 qui
correspondent respectivement à la puissance transférée du port 2 vers le port 1 et du port 1 vers





où a2 correspond à la mesure de l’onde incidente sur le port 2 et b1 correspond à la mesure de
l’onde réfléchie sur le port 1. Ces paramètres peuvent être exprimés en fonction de la tension et
de l’intensité mesurée aux ports :
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avec V1, V2 respectivement les tensions au bornes du port 1 et 2, I1, I2 respectivement les courants
aux ports 1 et 2, et Z0 l’impédance de référence définie à 50 Ω.
Les mesures ont été effectuées dans les locaux de l’IJL et les paramètres S ont été mesurés à
l’aide d’un analyseur de réseau (VNA Agilent-N5 figure 5.1 (b)) qui est relié à l’échantillon par
la station sous pointes (PM5 SUSS MicroTec figure 5.1 (a)). Ce système permet de réaliser des
mesures temporelles ou fréquentielles, et également d’effectuer des étapes de traitement de signal
directement lors de l’acquisition des données.
5.2 Caractérisation des structures en polymère SU-8
Les dispositifs en LiNbO3 présentant des piliers en SU-8 tel que présentés dans le chapitre
précédent (partie 4.2.1) ont été caractérisés sous pointes. Nous avons mesuré les réponses pour
des dispositifs sans piliers dans la ligne de transmission et des dispositifs avec des piliers avant
et après recuit (hardbaking), c’est à dire avant et après chauffage à 150˚C durant 20 minutes.
Durant ce recuit intervient le phénomène de réticulation, c’est à dire que des liaisons chimiques
vont apparaître entre les chaînes de polymère. De plus, la température de transition vitreuse de
la résine SU-8 est d’environ 60˚C pour la résine simple et de 120˚C pour le polymère réticulé
[6]. La transition vitreuse pour les polymères correspond au changement de la matière d’un état
viscoélastique vers un état rigide. Ces deux phénomènes permettent de changer les propriétés de
la résine en la rendant plus rigide, et affectent également les dimensions des piliers qui subissent
une diminution de taille [7, 8, 9]. La transition vitreuse de la résine est un phénomène réversible
au contraire de la réticulation. De plus nous avons étudié les réponses et sensibilités des dispositifs
aux changements de température et de la masse.
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5.2.1 Éffet des piliers sur le signal et influence du recuit (hardbake) sur la
réponse du polymère
La figure 5.2 (a) montre les spectres de transmission pour des dispositifs avec et sans pilier.
On remarque que la forme des deux signaux est similaire, mais qu’un pic d’absorption apparaît
autour de 32.5 MHz pour le dispositif avec piliers. Ce pic correspond à l’absorption de l’onde
de Love par les piliers. Nous avons repris les modèles théoriques du chapitre 2 en reprenant les
paramètres de la résine SU-8. Nous avons adopté les paramètres géométriques que nous avons
mesuré lors de la fabrication (partie 4.2.1 : un rayon de 4 µm, une hauteur de 4.5 µm et une
périodicité de 9 µm) ; et les propriétés mécaniques que l’on trouve dans la littérature [7, 10] que
nous avions utilisé lors de notre précédente étude expérimentale (partie 3.3.2.2 : un module de
Young de 0.3 x1010N/m2, un coefficient de poisson de 0.22 et une densité de 1200 kg/m3). Cette
étude théorique sur la SU-8 nous donne une estimation de la résonance à 32.41 MHz, ce qui
est très proche de la valeur expérimentale observée correspondant à l’absorption de l’onde par
les piliers. La différence de fréquence entre la prédiction et la mesure peut être expliquée par la
fluctuation des paramètres de la résine en fonction des paramètres de fabrication et de dépôt.
L’analyseur de spectre permet de traiter le signal de manière automatique afin de lisser le
signal. En effet, il est possible de sélectionner une gamme de signaux temporels avant la trans-
formée de Fourier, ce qui permet de retirer les bruits électromagnétiques des signaux visualisés.
Cette opération est qualifiée de lissage. Dans la figure 5.2 (b) et dans la suite de ce chapitre,
la gamme temporelle choisie est comprise entre 320 ns et 4 µs. Après traitement de signal, on
repère le pic d’atténuation à 32.47 MHz et on détermine un facteur de qualité de 120.
Dans le cas des piliers ayant subit un hardbake (figure 5.3), on observe que le pic se décale
légèrement vers les hautes fréquences (jusqu’à 32.65 MHz) et le facteur de qualité est grandement
augmenté, passant de 120 à 510 (figure 5.3). Ces effets sont dûs aux changements des paramètres
de dimension et au durcissement de la résine SU-8. En effet, la réduction des dimensions des piliers
va décaler la fréquence de résonance des piliers vers les hautes fréquences. De plus, l’augmentation
du module d’Young et de la rigidité du polymère limite aussi les pertes à l’interface entre la couche
guidante et les piliers, ce qui permet d’augmenter l’absorption du signal et de la restreindre à
une gamme de fréquences plus fine. La conséquence est l’augmentation du facteur de qualité.
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Figure 5.2 – Spectres de transmission (S12) obtenus pour un dispositif sans piliers et avec
piliers non recuit : signaux bruts (a) et après lissage (b), l’absorption des piliers est indiquée
par un cercle rouge.
L’apparition de ce pic est due à l’interaction des piliers avec les ondes de Love en absorbant
une partie de l’énergie de l’onde pour une fréquence particulière.
5.2.2 Influence de la température
L’utilisation du polymère a un inconvénient : la résine s’hydrate en restant à l’air libre, ce
qui modifie ses propriétés mécaniques. Avant une nouvelle caractérisation, il est donc nécessaire
de chauffer quelques minutes l’échantillon à 60˚C pour le sécher. Afin de vérifier que la résine ne
se détériore pas avec la température et donc que les dispositifs soient réutilisables. Nous avons
mené une étude en faisant varier la température.
Dans cette partie et la suivante (partie 5.2.3.2), les dispositifs utilisés ne sont pas tout à fait
les mêmes que dans la partie précédente. Les piliers fabriqués sont légèrement plus petits (4.1
µm avant recuit et 3.7 µm après), ce qui donne une résonance à une fréquence légèrement plus
haute (34.45 MHz).
Pour cette étude, nous avons utilisé le support chauffant contrôlé en température de la station
sous pointes. Nous avons d’abord augmenté progressivement la température de 30˚C jusqu’à
60˚C, puis baissé progressivement la température jusqu’à 30˚C, tout en acquérant les signaux
correspondant pour les dispositifs avec les piliers non recuit (figure 5.4 a et b) et les piliers recuits
hardbaked (figure 5.4 c et d).
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Figure 5.3 – Spectres de transmission (S12) obtenus pour un dispositif sans pilier (courbe
noire en tirets), avec piliers non recuit (courbe bleue continue) et avec des piliers recuits
(hardbaked) (courbe rouge continue).
Les mesures ont montré que la fréquence de résonance des piliers diminue avec l’augmen-
tation de la température. De plus, on remarque une amélioration du facteur de qualité du pic
d’atténuation dans le cas des piliers non recuits. Cette amélioration peut être expliquée par les
changements de propriétés de la résine SU-8 non recuite avec la température. En effet, avec l’aug-
mentation de la température, le matériau se rapproche de la température de transition vitreuse
des piliers (60˚C pour la résine non hardbaked) le matériau commence donc à se rigidifier [6, 11].
Comme la transition vitreuse est un phénomène réversible, les chaînes se désorganisent avec la
baisse de température et les piliers retrouvent leurs paramètres mécaniques initiaux.
Dans le cas de piliers hardbaked, la diminution de la fréquence de résonance est toujours
présente, mais l’effet sur le facteur de qualité est plus surprenant. En effet, il augmente jusqu’à
45˚C puis diminue. Cet effet pourrait être expliqué par la variation commune du module de
Young, du coefficient de Poisson de la résine hardbaked, du module de stockage et du module de
perte [12]. Ces variations conjointes indiquent une variation de la rigidité et de la viscosité du
matériau.
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Figure 5.4 – Spectres de transmission (S12) obtenus pour une montée en températures (a) et
une descente en température (b) pour les piliers SU-8 non recuits et les piliers hardbaked (c) et
(d). Les flèches rouges représentent l’évolution de la température. Fréquence du pic de résonance
en fonction de la température (points carrés en noir) ainsi que le tracé de l’ajustement linéaire
associé (droite rouge) pour le cas des piliers sans recuit (e) et avec recuit (f).
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Dans ces deux tests, les fréquences lors de la montée en température et de la descente se
superposent presque parfaitement. Il n’y a donc pas de phénomène d’hystérésis qui dégraderait le
dispositif après une montée en température. Cela permet de valider les protocoles expérimentaux
de la partie suivante où l’on utilisera des micro-gouttelettes déposées sur les piliers et nécessitant
donc un séchage entre deux mesures.
De plus, l’absence d’hystérésis permet d’utiliser ces dispositifs en temps que capteurs de tem-
pérature. En traçant une régression linéaire il est possible d’estimer la sensibilité en température
des piliers. On observe pour les piliers non recuits une sensibilité de 10.9 kHz/˚C avec un co-
efficient de détermination R2 = 0.9788 (figure 5.4 e). Pour les piliers hardbaked, la pente est
de 7.96 kHz/˚C avec un coefficient de détermination R2 = 0.993 (figure 5.4 f). Ces sensibilités
paraissent inférieures à celles que l’on peut trouver pour des capteurs à ondes de surface, mais
la sensibilité est élevée relativement à la fréquence de fonctionnement utilisée [13, 14, 15].
Cependant, pour les piliers non-recuits, on observe qu’un ajustement polynomial donne une
meilleure approximation que la régression linéaire, ce qui laisse supposer la contribution d’effets
non-linéaire dans le comportement de la résine SU-8 non recuite avec la température [16]. De
plus, cette sensibilité à la température oblige un contrôle de la température du système pour une
utilisation en tant que bio-capteur.
5.2.3 Mise en évidence de la sensibilité massique
Pour une utilisation bio-capteur, il faut vérifier les attentes quand à la sensibilité massique que
nous avons discuté dans le chapitre 2. Pour cela nous avons utilisé deux approches, la première
permet de vérifier le fonctionnement en faisant varier grandement la masse déposée sur les piliers,
et la seconde consiste à estimer plus finement la sensibilité de ce type de système.
5.2.3.1 Dépôt de micro-gouttelettes d’eau de tailles croissantes
Comme première preuve de fonctionnement et de sensibilité massique du système et des
structures piliers, nous avons déposé des micro-gouttelettes d’eau distillée sur les matrices de
piliers grâce à une micro-pipette. Nous avons acquis les signaux pour des gouttes de 2 à 7 µl
en maintenant une température de 30˚C au niveau de l’échantillon. Au delà de 7 µl, la goutte
dépasse du réseau de pilier, il n’est donc pas pertinent d’augmenter encore la taille des gouttes.
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Entre chaque mesure, le dispositif est séché en montant la température à 60˚C pendant quelques
minutes jusqu’à ce que l’eau s’évapore complètement. Les mesures sont présentées dans la figure
5.5.
On observe deux phénomènes sur le signal : la fréquence de résonance se décale vers les basses
fréquences et le facteur de qualité diminue avec le volume d’eau ajouté. Cet impact sur le facteur
de qualité est dû au nombre de piliers recouverts par la goutte. En effet, en plus de répartir la
masse sur un plus grand nombre de piliers, la viscosité de l’eau va également impacter plus de
structures. Un plus grand nombre de piliers disperseront une partie de l’énergie de l’onde dans
la goutte, ce qui correspondra à une énergie totale plus grande, et donc un facteur de qualité
moins important.
Figure 5.5 – Spectres de transmission (S12) obtenus pour différentes gouttes de volumes
différents, déposées sur les piliers.
Le décalage de la fréquence de résonance est linéairement dépendant du volume des gouttes et
donc de la masse d’eau déposée. Aussi, on observe que l’augmentation de la masse d’eau provoque
le décalage du pic de résonance vers les basses fréquences. Ce comportement est conforme à notre
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prédiction théoriques sur l’effet de l’ajout de masse sur les piliers (section 2.3.1.2). Ces résultats
présentent une première preuve de concept d’utilisation des métastructures couplées aux ondes
de Love pour une utilisation en détection.
Il est possible d’estimer la masse d’eau déposée, m = ρV , avec ρ ≈ 1000 kg/m3 la masse
volumique de l’eau et V le volume d’eau déposé. L’évolution du décalage étant linéaire, il est
facile de donner une première estimation de la sensibilité en prenant la pente de la droite. Avec
ces mesures en micro-gouttelettes, une première estimation de la sensibilité donne 0.38 kHz/µg.
5.2.3.2 Mise en solution d’une espèce dans une goutte de volume fixe
Afin de pousser notre étude un peu plus loin, il est nécessaire de pouvoir déceler des change-
ments de masse plus faibles. Pour cela, nous avons choisi de travailler avec un volume de goutte
de 2.5 µl en faisant varier la concentration d’une espèce mise en solutions. L’espèce mise en
solution est ici du sucre. Entre deux mesures, le dispositif est rincé à l’eau distillé et chauffé
jusqu’à 60˚C afin de le sécher. La température est ensuite stabilisée à 30˚C pour la mesure.
La figure 5.6 montre l’évolution de la résonance des piliers pour différentes concentrations de
sucre dans la goutte déposée. Pour des piliers non recuits, on remarque que la fréquence de la
résonance se décale faiblement vers les basses fréquences en augmentant la concentration, mais
la distinction entre les pics n’est possible qu’en repérant manuellement la fréquence de résonance
(figure 5.6 (a)). L’effet est plus visible pour les piliers hardbaked où l’on voit une nette distinction
ente les pics correspondant aux concentrations différentes (figure 5.6 (b)).
Le dispositif avec les piliers non recuits présente un saut entre la goutte d’eau seule et la
première concentration de sucre (de 34.50 MHz à 34.47 MHz). Il n’est alors pas possible d’estimer
simplement la sensibilité.
Par contre pour les piliers hardbaked, il est possible, à partir de la masse de sucre dans les
gouttes et du décalage de la fréquence, de remonter à une estimation de la sensibilité du dispositif.
La masse de sucre ajoutée dans chaque goutte peut être calculée avec la formule : msucre = C.V
avec C la concentration de sucre et V le volume de la goutte. Ces données nous donnent une
estimation de la sensibilité de 0.96 kHz/µg (figure 5.7).
Cependant, on observe que le facteur de qualité augmente en fonction de la concentration
de sucre en solution. Ce phénomène n’est pas attendu. En effet le volume des gouttes étant le
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Figure 5.6 – Spectres de transmission (S12) obtenu pour différentes concentrations de sucre
dans une goutte de 2.5 µl déposée sur les piliers non recuits (a) et piliers recuits (hardbaked)
(b).
même, on s’attend à ce que que la forme du pic d’atténuation soit là même. La dilution de sucre
dans l’eau augmente la viscosité du liquide [17, 18]. Il est donc probable que les piliers mesurent
à la fois les effets du changement de la masse de la goutte ainsi que le changement de viscosité
du milieu. Une solution envisagée pour confirmer cette hypothèse et valider complètement les
valeurs de sensibilités des dispositifs serait de mesurer les décalages pour des micro-billes d’oxyde
de fer (II, III) qui auraient un effet presque négligeable sur la viscosité de la goutte.
De plus, on s’attend à ce que les autres types de dispositifs fabriqués dans le chapitre précédent
(parties 4.2.2.1, 4.2.2.2 et 4.2.3), fonctionnant à une fréquence plus haute et avec des matériaux
plus rigides montrent des sensibilités plus importantes.
Ces premiers résultats expérimentaux de détection pourraient être étendus à des mesures de
biodétection en mettant en solution une espèce biologique et en mettant au point un protocole
de chimie de surface pour réaliser une détection spécifique. Nous discuterons ces points dans les
perspectives de ces travaux de thèse.
158
5.2. Caractérisation des structures en polymère SU-8
Figure 5.7 – Ajustement linéaire des fréquences de résonance en fonction de la concentration
en sucre (droite rouge) pour le cas des piliers hardbaked
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Conclusion
Dans ce chapitre, nous avons caractérisé les dispositifs avec les piliers en résine SU-8. Nous
avons montré que la présence des piliers influe sur les ondes de Love en créant une forte atténua-
tion à une fréquence de 32.5 MHz, correspondant à la fréquence de résonance des-dits piliers. De
plus, nous avons montré que la modification des paramètres physiques des piliers par un recuit
à une température supérieure à la température de réticulation (120˚C) change la réponse des
piliers en augmentant l’atténuation et le facteur de qualité.
Nous avons étudié la dépendance en température afin de nous assurer que les dispositifs ne se
détériorent pas après chauffage. Cette étude nous a montré que la résonance se décale en fonction
de la température et que la structure interne des piliers influe sur la réponse obtenue.
Nous avons également pu établir que, conformément aux modèles théoriques présentés dans
la partie 2.3.1, la présence d’une masse au sommet des piliers induit un décalage de la résonance
vers les basses fréquences et que ce décalage est linéairement dépendant de la masse ajoutée. Nous
avons pu vérifier cet effet de deux manières, d’abord en ajoutant un volume croissant d’eau au
sommet du réseau de piliers et ensuite avec une concentration croissante de sucre dans la micro-
solution. Ces résultats montrent une première utilisation des métastructures en piliers couplées
aux ondes de Love en tant que capteur de masse, capable de fonctionner en milieu liquide.
Cependant, ces résultats de sensibilité doivent être confirmés. En effet, la sensibilité au liquide
déposé change avec la concentration en sucre. L’effet mesuré semble être la combinaison de la
masse et du changement de la viscosité. Pour cela, de nouvelles mesures sont envisagées en
remplaçant le sucre en solution par des micro-billes qui auront un effet négligeable sur la viscosité.
De plus, nous n’avons pas eu le temps de caractériser que les dispositifs à piliers en résine SU-8.
Nous envisageons de réaliser la caractérisation et les tests dans les mêmes conditions en utilisant
les dispositifs en quartz avec les piliers en cuivre, ZnO et silice que nous avons pu fabriqués.
Enfin, afin de valider le fonctionnement du système pour une utilisation pour la biodétection,
il faudra mettre en place des protocoles utilisant une chimie de surface spécifique et une espèce
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Conclusion générale et perspectives
Ce manuscrit de thèse a présenté une approche qui consiste à utiliser les structures phono-
niques sous formes de piliers dans des capteurs à ondes acoustiques de surface. Ce sujet de thèse
pluridisciplinaire, à la fois théorique et expérimental a permis d’explorer différentes thématiques
comme la physique des ondes acoustiques et des cristaux phononiques, le fonctionnement des
biocapteurs, la science des matériaux et la fabrication en salle blanche. De plus, nous avons pu
valoriser ces travaux avec deux revues à comités de lectures et trois conférences internationales.
D’abord, nous avons exploré la littérature des capteurs à ondes acoustiques de surface et
de la physique des cristaux phononiques ainsi que les perspectives de leur utilisation dans des
systèmes de détection (chapitre 1). Cette revue bibliographique nous a permis d’orienter le sujet
vers des structures sous forme de piliers qui sont souvent couplées avec les ondes acoustiques
de surface. De plus, les piliers présentent l’avantage de pouvoir facilement interagir avec des
molécules en suspension dans un fluide. Nous avons enfin choisi de travailler avec un système
de ligne à retard utilisant les ondes de Love correspondant à la configuration la plus utilisé des
biocapteurs acoustiques. En effet, les ondes de Love ont la particularité de se propager dans le
plan du substrat, ce qui limite les interactions entre les ondes et le milieu liquide environnant,
et par conséquent réduit les pertes acoustiques dans le liquide.
Ensuite, nous avons développé des approches (chapitre 2) basées sur la méthode des éléments
finis afin de concevoir et présenter une structure phononique de référence. Cette structure corres-
pond à un cristal phononique constitué de couches cylindriques alternées de tungstène et de silice
(d’épaisseur et de rayon 3 µm) et présentant une large bande interdite. A partir de ce cristal,
nous avons conçu un pilier phononique, constitué d’un nombre fini de couches de tungstène et
de silice, et doté de modes de résonance localisés à la surface du pilier à des fréquences dans
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la bande interdite. Nous avons ensuite développé une méthode semi-analytique nous permettant
d’estimer la sensibilité de ces piliers à la détection de masse. Cette étude nous a permis d’évaluer
la sensibilité maximale d’un tel système à 1.48 ng/cm2 ce qui est environ 13 fois inférieur à un
capteur à onde de Love classique. Finalement nous avons exploré les impacts des dimensions des
piliers sur le système, notamment sur la fréquence des modes de résonance des piliers et de la
sensibilité associée.
Dans le chapitre 3, nous avons présenté une méthode permettant d’évaluer l’impact d’une
couche fluide viscoélastique sur la propagation des ondes de Love. Cette méthode se base sur
le développement des équations de propagation des ondes élastiques dans des matériaux piézo-
électriques, anisotropes et viscoélastiques. Ces équations sont ensuite entrées dans le logiciel de
calcul par éléments finis Comsol Multiphysics. Nous avons ensuite comparé les résultats obtenus
avec une méthode purement analytique et avons observé plusieurs différences de comportement
notamment à de très hautes valeurs de viscosité. De plus, notre modèle permet d’intégrer faci-
lement les paramètres de viscosité, la piézoélectricité et l’anisotropie des matériaux utilisés. Le
modèle apporte plus de flexibilité que les modèles analytiques. En effet, il permet de multiplier
le nombre de couches intégrées dans la simulation sans avoir besoin de développer à nouveau les
équations de propagation. Cet avantage a été mis en évidence par l’incorporation d’une couche
métallique correspondant à une électrode dans le modèle.
La structure de référence définie dans le second chapitre présentant de nombreuses difficultés
pour être réalisée, nous avons entrepris la fabrication de dispositifs expérimentaux comportant
des piliers composés uniquement d’une couche. Nous avons donc décrit dans le chapitre 4 les
protocoles de fabrication et le matériel de salle blanche que nous avons utilisé pour la réalisation
des dispositifs expérimentaux. Nous avons sélectionné des méthodes par soulèvement afin de
réaliser les électrodes sur un substrat piézoélectrique, puis différentes méthodes pour la réalisation
des piliers :
— la photolithographie directe permettant d’obtenir des piliers en polymère SU-8 ;
— le dépôt par pulvérisation de ZnO puis par gravure humide ;
— le dépôt par PECVD puis le soulèvement de la résine ou la gravure humide par acide
fluoridrique ;
— et l’électrodéposition du cuivre dans des cavités formées dans une résine photosensible.
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Enfin, le chapitre 5 a présenté les caractérisations sous pointes des dispositifs munis de piliers
en résine SU-8 qui ont mis en évidence une forte absorption du signal transmis à une fréquence de
32.45 MHz. Cette absorption a permis de valider nos modèles théoriques. Nous avons également
montré que cette absorption est dépendante des paramètres physiques de la résine, notamment
après un recuit à 150˚C qui permet la réticulation des chaînes de polymère. Ensuite, nous avons
étudié la sensibilité du système à la température et à un dépôt de masse par un dépôt de micro-
gouttelettes sur le réseau de piliers. Pour ces deux paramètres, la fréquence du pic d’absorption
se décale vers les basses fréquences. Nous avons finalement estimé la sensibilité du système en
déposant des gouttes de 2.5 µl contenant différentes concentrations de sucre. Cela a permis de
définir une première sensibilité pour les piliers recuits de 0.96 kHz/µg.
Ce travail présente donc une analyse et conception complète d’un dispositif phononique inter-
agissant avec les ondes de Love et une première preuve expérimentale du potentiel de détection
des micro-structures piliers couplées aux ondes acoustiques de surface.
Cependant, des limitations et perspectives d’améliorations sont envisagés :
— Seul les piliers SU-8 ont pu être testé. Leur fonctionnement s’opère relativement en basses
fréquences et leurs paramètres physiques donnent des sensibilités beaucoup plus faibles que
ce qui a été calculé pour la structure idéale dans le chapitre 2. Les mêmes expériences sont
prévues pour des piliers en oxyde de zinc, cuivre et silice dont on s’attend à des résonances
ayant un facteur de qualité plus important et une meilleure sensibilité. De plus, comme
il a été montré dans les simulations, la fabrication de structures multicouches devraient
également améliorer ses paramètres.
— Ces résultats de détection ne représentent qu’un pas vers un biocapteur fonctionnel. En
effet, en plus d’une preuve de sensibilité, il faut pourvoir intégrer une fonctionnalisation
chimique de la surface afin de rendre la détection spécifique.
— L’utilisation de matières biologiques est également différente des premiers tests effectués
avec des solutions. En effet, la viscosité des espèces se déposant sur les piliers aura une
influence en plus de leur masse.
— Afin de rendre le dispositif utilisable en dehors du laboratoire, il faut réfléchir à les inclure
sur des puces pouvant être connectées facilement à des connecteurs d’entrée-sortie élec-
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triques. Il faudra également réfléchir à inclure le dispositif dans un système microfluidique
tout en évitant les court-circuits, et travailler avec un flux de liquide adapté autour des
piliers.
Le système présenté dans ce manuscrit correspond à la première étape pour la mise en fonction
d’un système de biodétection se basant sur l’interaction de structures phononiques avec des ondes
acoustiques de surface. Les modèles théoriques et les premières fabrications en salle blanche
pourront être utilisées pour la réalisation et l’optimisation de nouveaux dispositifs de détection
dans la veine de ceux présentés ici.
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Annexe A
Code Python permettant de modéliser
le transport des ondes de Love dans un
système multicouches
Code permettant une modélisation analytique du problème posé au chapitre 3 et inspire de
la méthode proposée par Kiełczyńsky.
# −∗− coding : u t f−8 −∗−
from math import sqrt , pi , cos , s in , s inh , cosh , tan
from s c ipy . opt imize import root , b i s e c t
import matp lo t l i b . pyplot as p l t
import numpy as np
import os
os . system ( " c l e a r " )
"######Fonct ions######"
def d i sp_k ie l ( z ) :
k0 = z [ 0 ]
alpha = z [ 1 ]
F = np . empty (2 )
c = sq r t ( k_layer ∗∗ 2 − k0 ∗∗ 2 + alpha ∗∗ 2)
d = k0 ∗ alpha / c
e = sq r t ( k0 ∗∗ 2 − alpha ∗∗ 2 − k_substrate ∗∗ 2)
f = k0 ∗ alpha / e
a1 = ( k0 ∗∗ 2 − alpha ∗∗ 2) / (
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2 ∗ s q r t (2 ) ∗ s q r t ( omega ∗ rho_l / eta − 2 ∗ k0 ∗ alpha )
) + sq r t ( omega ∗ rho_l / eta − 2 ∗ k0 ∗ alpha ) / sq r t (2 )
b1 = ( k0 ∗∗ 2 − alpha ∗∗ 2) / (
2 ∗ s q r t (2 ) ∗ s q r t ( omega ∗ rho_l / eta − 2 ∗ k0 ∗ alpha )
) − s q r t ( omega ∗ rho_l / eta − 2 ∗ k0 ∗ alpha ) / sq r t (2 )
y1 = s i n ( c ∗ h_layer ) ∗ cosh (d ∗ h_layer )
y2 = cos ( c ∗ h_layer ) ∗ s inh (d ∗ h_layer )
y3 = mu_layer ∗∗ 2 ∗ ( c ∗∗ 2 − d ∗∗ 2) − omega ∗ eta
∗ mu_substrate ∗ (
f ∗ a1 + e ∗ b1
)
y4 = mu_layer ∗∗ 2 ∗ 2 ∗ c ∗ d − omega ∗ eta
∗ mu_substrate ∗ ( e ∗ a1 − f ∗ b1 )
y5 = cos ( c ∗ h_layer ) ∗ cosh (d ∗ h_layer )
y6 = s i n ( c ∗ h_layer ) ∗ s inh (d ∗ h_layer )
y7 = mu_layer ∗ mu_substrate ∗ ( e ∗ c + f ∗ d)
− omega ∗ eta ∗ mu_layer ∗ (
a1 ∗ d − b1 ∗ c
)
y8 = mu_layer ∗ mu_substrate ∗ (d ∗ e − c ∗ f )
+ omega ∗ eta ∗ mu_layer ∗ (
a1 ∗ c + b1 ∗ d
)
F [ 0 ] = ( y1 ∗ y3 − y2 ∗ y4 ) − ( y5 ∗ y7 + y6 ∗ y8 )
F [ 1 ] = y5 ∗ y8 − y1 ∗ y4 − y2 ∗ y3 − y6 ∗ y7
return F
def di sp (x ) :
return tan (H ∗ s q r t ( k_layer ∗∗ 2 − x ∗∗ 2) )
− ( mu_substrate / mu_layer ) ∗ s q r t (
( x ∗∗ 2 − k_substrate ∗∗ 2) / ( k_layer ∗∗ 2 − x ∗∗ 2)
)
def k_init_generat ion ( ) :
"######Determination ␣du␣K␣ i n i t i a l######"
k0 = [ ]
k0 . append ( k_substrate )
for i , H in enumerate(h [ 1 : ] ) : # commence l a bouc l e a p a r t i r de
#h [ 1 ] e t non h [ 0 ]
a = k0 [ i ]
b = k0 [ i ]
while di sp ( a ) ∗ di sp (b) > 0 :
a += 1
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k0 . append ( b i s e c t ( disp , a , b ) )
for i , H in enumerate(h [ : ] ) :
i f round(H, 10) == round( h_layer , 1 0 ) :
j = i
k i n i t = k0 [ j ]
print ( " k i n i t ␣=␣" , k i n i t )
return k i n i t
"######Parametres ␣de␣ s imu la t i on######"
frequency = (
250 .0 ∗ 1 .0 e6
) # Hz 250MHz pour c a l c u l s epa i s s eu r ou v i s c o s i t e ,
#100MHz pour f requence
h_layer = (
4 .2 ∗ 1 .0 e−6
) # pour un c a l c u l de v i s c o s i t e en t r e z 4 .2 um,
#1 um pour un c a l c u l epa i s s eu r
h = np . arange ( 0 . 0 , 10e−6, 0 . 1 e−6)
omega = 2 ∗ pi ∗ f r equency # pu l s a t i on
sub s t r a t = " quartz " # remplacer par " quar t z " , " s t e e l "
guide = " s i o 2 " # remplacer par " s i o2 " , "Cu" , "Zno"
f l u i d e = "eau" # remplacer par "eau " , " a i r " , " g l y c e r o l "
c a l c u l = " v i s c o s i t e " # remplacer par " epa i s s eu r " ,
#" v i s c o s i t e " , " f r equence "
"######Donnees␣ couches######"
i f f l u i d e i s "eau" :
rho_l = 1000 # kg/m3
eta = 0.00089 #Pa∗ s
e l i f f l u i d e i s " a i r " :
rho_l = 1 .2 # kg/m3
eta = 0.000018 # Pa∗ s
i f sub s t r a t i s " s t e e l " :
# S t e e l
mu_substrate = 8 .02 e10 # N/m^2
rho_substrate = 7 .8 e3 # kg/m^3
e l i f sub s t r a t i s " quartz " :
# Quartz ST90
mu_substrate = 6.6089 e10 # 3.177 e10 #N/m^2
rho_substrate = 2 .65 e3 # kg/m^3
169
Annexe A. Code Python permettant de modéliser le transport des ondes de Love dans un système multicouches
c44 = 3.177 e10
c46 = 1.0398 e10
c66 = 6.6089 e10
Ca = sq r t ( ( c66 / c44 ) − ( c46 ∗∗ 2 / c44 ∗∗ 2) )
e l i f sub s t r a t i s "LiNbO3" :
# Quartz ST90
# mu_substrate = 6.8 e10 # 3.177 e10 #N/m^2
rho_substrate = 4 .7 e3 # kg/m^3
c11 = 1.93 e11
c12 = 0.907 e11
c44 = 5.662 e10
c46 = 0e10
c66 = 7.576 e10
Ca = sq r t ( ( c66 / c44 ) − ( c46 ∗∗ 2 / c44 ∗∗ 2) )
E = c11−2∗c12∗ c12 /( c11+c12 )
po i s = c12 /( c11+c12 )
mu_substrate = E/(2∗(1+ po i s ) )
#v i t e s s e s u b s t r a t
v_substrate = sq r t ( c66/ rho_substrate ) #m/s
k_substrate = omega / v_substrate
i f guide i s "Cu" :
# Cu
mu_layer = 3 .91 e10 # N/m^2
rho_layer = 8 .9 e3 # kg/m^3
e l i f guide i s "Zno" :
# Layer_ZnO
mu_layer = 4 .23 e10 # N/m^2
rho_layer = 5.665 e3 # kg/m^3
e l i f guide i s " s i o 2 " :
# Layer_SiO2
mu_layer = 1.995 e10 #N/m^2 3.12 e10
rho_layer = 2.203 e3 # kg/m^3
# v i t e s s e gu ide
v_layer = sq r t (mu_layer / rho_layer ) # m/s
k_layer = omega / v_layer
print ( " v_substrate ␣=␣" , v_substrate )
print ( " k_substrate ␣=␣" , k_substrate )
print ( "v_layer ␣=␣" , v_layer )
print ( "k_layer ␣=␣" , k_layer )
"######Determination ␣du␣K␣ i n i t i a l######"
170
mur = mu_substrate / mu_layer
k0 = [ ]
k0 . append ( k_substrate )
for i , H in enumerate(h [ 1 : ] ) : # commence l a bouc l e f o r a p a r t i r
#de h [ 1 ] e t non h [ 0 ]
a = k0 [ i ]
b = k0 [ i ]
while di sp ( a ) ∗ di sp (b) > 0 :
a += 1
k0 . append ( b i s e c t ( disp , a , b ) )
for i , H in enumerate(h [ : ] ) :
i f round(H, 10) == round( h_layer , 1 0 ) :
j = i
k i n i t = k0 [ j ]
print ( " k i n i t ␣=␣" , k i n i t )
######Calcu l s######
Vphase = [ ]
Alpha = [ ]
a l p ha i n i t = 0 .01
i f c a l c u l i s " epa i s s eu r " :
H_layer = np . l i n s p a c e ( 0 . 1 , 10 . 0 , 10 .0 / 0 . 1 ) ∗ 1e−6
for j in range ( len ( H_layer ) ) :
h_layer = H_layer [ j ]
# k_ini t_generat ion ()
z i n i t = np . array ( [ k i n i t , a l ph a i n i t ] )
z = root ( d i sp_kie l , z i n i t , method="hybr" )
Vphase . append (2 ∗ pi ∗ f r equency / z . x [ 0 ] )
Alpha . append (abs ( z . x [ 1 ] ) )
k i n i t = z . x [ 0 ]
a l p h a i n i t = abs ( z . x [ 1 ] )
lam = [ ]
H_norm = [ ]
for i in Vphase :
lam . append ( i / f requency )
for i in range ( len ( lam ) ) :
H_norm. append (H_layer [ i ] / lam [ i ] )
e l i f c a l c u l i s " v i s c o s i t e " :
Eta = np . l i n s p a c e ( eta , 200 , 1 . 0 / 0 . 01 ) ∗ 1e−3
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for j in range ( Eta . shape [ 0 ] ) :
e ta = Eta [ j ]
z i n i t = np . array ( [ k i n i t , a l ph a i n i t ] )
z = root ( d i sp_kie l , z i n i t , method="hybr" )
Vphase . append (2 ∗ pi ∗ f r equency / z . x [ 0 ] )
Alpha . append (abs ( z . x [ 1 ] ) )
k i n i t = z . x [ 0 ]
a l p h a i n i t = abs ( z . x [ 1 ] )
Eta_cP = [ i for i in Eta ] # pour a f f i c h a g e en cP
i f c a l c u l i s " f r equence " :
f r e q = np . l i n s p a c e ( 1 0 . 0 , 400 .0 , 1000000) ∗ 1e6
for j in range ( len ( f r e q ) ) :
f r equency = f r e q [ j ]
omega = 2 ∗ pi ∗ f r equency
# re c a l c u l des v i t e s s e pour l e s chaque f requence
i f sub s t r a t i s " s t e e l " :
v_substrate = sq r t (mu_substrate / rho_substrate ) # m/s
k_substrate = omega / v_substrate
e l i f sub s t r a t i s " quartz " :
v_substrate = sq r t (mu_substrate / rho_substrate )
k_substrate = omega / v_substrate
v_layer = sq r t (mu_layer / rho_layer ) # m/s
k_layer = omega / v_layer
z i n i t = np . array ( [ k i n i t , a l ph a i n i t ] )
z = root ( d i sp_kie l , z i n i t , method="hybr" )
Vphase . append (2 ∗ pi ∗ f r equency / z . x [ 0 ] )
Alpha . append (abs ( z . x [ 1 ] ) )
k i n i t = z . x [ 0 ]
a l p h a i n i t = abs ( z . x [ 1 ] )
Alpha = np . array (Alpha )
Vphase = np . array (Vphase )
p l t . f i g u r e (2 )
p l t . subp lot (2 , 1 , 1)
t i t l e = (
"Frequency : "
+ str ( f requency / 1e6 )
+ "MHz, ␣Layer : "
+ guide
+ " , ␣ Substrate : "
+ subs t r a t
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)
p l t . t i t l e ( t i t l e )
i f c a l c u l i s " v i s c o s i t e " :
p l t . x l ab e l ( " V i s c o s i t y ␣ (cP) " )
p l t . p l o t (Eta_cP , Vphase , "o−" )
e l i f c a l c u l i s " epa i s s eu r " :
p l t . x l ab e l ( "Thickness ␣ (um) " )
p l t . p l o t (
H_layer∗1e6 , Vphase , "o−"
) # remplacer H_layer par H_norm pour une norma l i sa t ion
e l i f c a l c u l i s " f r equence " :
p l t . x l ab e l ( " f r equence ␣ (MHz) " )
p l t . p l o t ( f r e q ∗ 1e−6, Vphase , "o−" )
p l t . y l ab e l ( "Phase␣ v e l o c i t y ␣ (m/ s ) " )
v_Love = sq r t ( v_substrate ∗ v_layer )
a = v_Love / (2 ∗ f r equency )
p l t . subp lot (2 , 1 , 2)
i f c a l c u l i s " v i s c o s i t e " :
p l t . x l ab e l ( " V i s c o s i t y ␣ (cP) " )
p l t . p l o t (Eta_cP , Alpha , "o−" )
e l i f c a l c u l i s " epa i s s eu r " :
p l t . x l ab e l ( "Thickness ␣ (um) " )
p l t . p l o t ( H_layer∗1e6 , Alpha , "o−" )
# remplacer H_layer par H_norm
#pour une norma l i sa t i on
e l i f c a l c u l i s " f r equence " :
p l t . x l ab e l ( " f r equence ␣ (MHz) " )
p l t . p l o t ( f r e q ∗ 1e−6, Alpha , "o−" )
p l t . y l ab e l ( "Attenuation ␣ (Nepper/m) " )
p l t . show ( )
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Annexe B
Identification des paramètres des
équations et construction des matrices
de calcul pour le modèle PDE
En comparant les équations 3.6, 3.7, 3.9 et 3.10 avec le polynôme 3.26 demandé par le module












































et en réarrangeant l’équation du comportement électrique (équation 3.7), on obtient :
175













































Ces équations réarrangées permettent d’identifier les paramètres des matrices a, C, ea, da et
β.













0 0 0 0 0 0










0 0 0 0 0 0





ρω2 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0




−C66 0 0 −e16 0 0
0 0 0 0 0 0
0 0 0 0 0 0
−e16 0 0 −ε11 0 0
0 0 0 0 0 0





0 2i −2i 0 −3i −i
0 0 0 0 0 0
0 0 0 0 0 0
0 2i −2i 0 2i 2i
0 0 0 0 0 0




























































































































−µ 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 ε 0 0
0 0 0 0 0 0




−ρω2 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 (B.9)
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ea =

−µ 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 ε 0 0
0 0 0 0 0 0




0 0 0 0 0 0
0 −2i 0 0 0 0
0 0 0 0 0 0
0 0 0 0 2i 0
0 0 0 0 0 0
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Structure phononique à ondes de Love pour la biodétection
Le développement de systèmes de biodétection est extrêmement important pour un grand
nombre de domaines et la nécessité d’améliorer la sensibilité et la précision des mesures devient
un enjeu important pour des applications de pointe comme la sureté alimentaire, le diagnostic
médical ou encore la surveillance de l’environnement. Les ondes acoustiques de surface (SAW)
sont largement utilisées comme capteurs notamment pour la biodétection. Cependant les limites
théoriques de leur sensibilité sont rapidement atteintes. Parallèlement à l’accroissement de leur
positionnement sur le marché, de nouvelles méthodes de manipulation des ondes acoustiques
grâce à des arrangements périodiques, appelés cristaux phononiques, ont été développées. Nous
partons de l’hypothèse que ces structures peuvent être utilisées pour accroître la sensibilité des
capteurs acoustiques.
L’objectif de ce projet doctoral est de concevoir une plate forme de biodétection intégrant
des structures phononiques dans un dispositif SAW à ondes de Love afin d’améliorer la sensibilité
à un dépôt de masse et démontrer le potentiel de ce type de dispositif pour des applications de
biodétection.
Le travail s’appuie sur deux phases majeures, l’une de modélisation numérique afin de conce-
voir et optimiser une structure phononique de référence, l’autre de développement expérimental
de processus de fabrication en salle blanche et de tests de détection afin de caractériser les
dispositifs et d’estimer leur sensibilité.
Mots-clés: Dispositifs SAW, Cristaux phononiques, Ondes de Love, Biocapteur.
Abstract
Love wave phononic structure for biodetection
The development of biosensing systems is extremely important for a large number of fields and
the need to improve the sensitivity and accuracy of measurements is becoming an important issue
for cutting-edge applications such as food safety, medical diagnosis or environmental monitoring.
Surface acoustic waves (SAW) are widely used as sensors especially for biosensing, however the
theoretical limits of their sensitivity will soon be reached. In parallel with the increase of their
market position, new methods of manipulating acoustic waves through periodic arrangements,
called phononic crystals, have been developed.
The objective of the project is to design a biosensing platform integrating a phononic crystal in
a SAW device based on Love waves to increase the sensitivity to mass deposition and demonstrate
the potential of such device for biosensing applications.
The work is based on two major phases, one of numerical modeling in order to design and
optimize a reference phononic structure, the other of experimental development of manufacturing
processes in clean room and tests in order to characterize the devices and to estimate a first
sensitivity for this type of systems.
Keywords: SAW devices, Phononic crystals, Love waves, Biosensors.
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