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a b s t r a c t
This paper concentrates on a shortest path problem on a network where arc lengths
(costs) are not deterministic numbers, but imprecise ones. Here, costs of the shortest
path problem are fuzzy intervals with increasing membership functions, whereas the
membership function of the total cost of the shortest path is a fuzzy interval with a
decreasing linear membership function. By the max–min criterion suggested in [R.E.
Bellman, L.A. Zade, Decision-making in a fuzzy environment, Management Science 17B
(1970) 141–164], the fuzzy shortest path problem can be treated as a mixed integer
nonlinear programming problem. We show that this problem can be simplified into a bi-
level programming problem that is very solvable. Here, we propose an efficient algorithm,
based on the parametric shortest path problem for solving the bi-level programming
problem. An illustrative example is given to demonstrate our proposed algorithm.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The shortest path problem (SPP) is a classical and important network optimization problem, appearing in many
applications. It is certainly one of the most fundamental components in the fields of transportation and communication
networks [1]. In a network, the lengths of arcs are assumed to represent transportation time or cost, rather than the
geographical distances. Consider an acyclic directed network G(N, A), consisting of a set of nodes N = {1, 2, . . . , n} and
ofm directed arcs A ⊆ N × N . Each arc is denoted by ordered pair (i, j)where i, j ∈ N . It is supposed that there is only one
directed arc (i, j) from i to j. Let nodes s and t be the source node and the destination node, respectively.
We define a path pij as a sequence of alternating nodes and arcs, from i to j. If cij denotes a positive deterministic number
associated with arc (i, j) corresponding to the cost necessary to traverse (i, j) from i to j, the cost (length) of a path is the
sum of the costs of the edges on the path. The SPP can, therefore, be modeled as a linear (integer) programming problem:
min
∑
(i,j)∈A
cijxij (a)
s.t
∑
{j:(i,j)∈A}
xij −
∑
{j:(j,i)∈A}
xji =
{1 if i = s
0 if i 6= s, t(i = 1, . . . , n)
−1 if i = t
(b)
xij ∈ {0, 1} for any (i, j) ∈ A. (c)
(1)
However, the costs of many real world applications are not deterministic numbers. In these cases, using fuzzy
numbers [2–4] for modeling the problem is quite appropriate, and the fuzzy shortest path problem (FSPP) appears in a
natural way. In the FSPP, the total costs are fuzzy numbers, and it is difficult to find a path being smaller than all the others,
as the comparison among fuzzy numbers is an operation which can be defined in a wide variety of ways.
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Fig. 1. Membership function of c˜ij .
Numerous papers have been published on the FSPP [2,5,6,3,7–12], some of which generalized Dijkstra’s algorithm [9]. In
these algorithms, theweights of the arcs are considered interval numbers, and are defined by a partial order between interval
numbers. Blue et al. [2] have presented taxonomy of fuzzy graphs and, in a distinct section, provided formulations of FSPP
in terms of fuzzy paths and level sets. Okada [8] introduced the concept of the degree of possibility of an arc being on the
shortest path. Nayeem and Pal [7] proposed an algorithm based on the acceptance index, which gives a single fuzzy shortest
path. However, there are a lot of comprehensive published models and algorithms in literature, but to the author’s best
knowledge, due to thehigh computational complexity problemof FSPP, someof them find costswithout an existing path, and
also characterize the solution as a fuzzy set solution (not as a shortest path) [11],where each element is a nondominated path
or Pareto optimal path with fuzzy edge weights. In addition, these methods provide some of the decision-maker objectives,
but sometimes not enough guidelines for choosing the best point of view. Alternatively, solving the algorithms is not simple
in execution, and some of them are NP hard problems — they are suitable from a theoretical point of view but perhaps not
in real applied problems. In this paper, by the pattern in [13] on the fuzzy assignment problem, we define the costs of arcs in
the network as fuzzy intervals and formulate an FSPP. Then we reformulate this problem as a bi-level programming problem
and propose an efficient algorithm to solve it. In the presented model, the total cost, which are fuzzy intervals, is minimized
and, also, the highest reliability is considered to be as a second goal and, in fact, two objectives are followed, which are
modified by each other. Furthermore, the model has been designed based on fuzzy intervals, and the algorithm solves the
problem exactly without encountering fuzzy ranking approaches, and finds the optimal pathwith the highest reliability and
minimum total cost, explicitly. So decision makers can choose the best path without confusion. In this model the presented
algorithm can be modified, so that an order between paths which are based on reliability, is specified
The paper is developed as follows. In the next section, we present a mathematical formulation for the FSPP, based on the
concept of reliability. In Section 3,we analyze optimality conditions and then reformulate the FSPP as a bi-level programming
problem. In Section 4, we propose an algorithm, based on the parametric shortest path problem, for solving the bi-level
programming problem, and for the sake of illustration, we solve an example to explain the algorithm. Finally, in Section 5,
some conclusions are pointed out.
2. Fuzzy shortest path by reliability
Assume that there are several ways for traversing an arc, where traversing costs vary according to some factors, such as
quality, safety, convenience etc. We denote these factors by the general term ‘‘reliability’’. Hence, we assume a minimum
cost for traversing an arc where spending higher costs results in higher reliability until it reaches an upper bound, when
an increase in cost does not increase the reliability. In this case, the costs are no longer deterministic numbers and we will
denote them by c˜ij’s. We further define αij as the least cost associated with traversing (i, j) from i to j, and βij as the least
cost associated with traversing (i, j) from i to j at the highest reliability. It is obvious that we can assume βij > αij > 0. We
further assume that the degree of reliability associated with traversing (i, j) is 0 ≤ rij ≤ 1, that is, variation associated with
cij (i.e. rij(cij)). Clearly, the maximum reliability associated with an arc is one, and we can use this concept to define c˜ij as a
fuzzy interval, with rij(cij) as a membership function, and so, in general, c˜ij can be a fuzzy interval.
We define the membership function of c˜ij as the linear monotonically increasing function shown in (2) and Fig. 1, which
shows that any expense exceeding βij is not useful, since the reliability can no longer be increased at its upper limit, i.e. one.
Condition xij = 1 is added to (2) because there is no real expense if xij = 0 in any feasible solution x of (1).
µij(cij) = rij(cij) =

1 cij ≥ βij, xij = 1
cij − αij
βij − αij αij ≤ cij ≤ βij, xij = 1
0 otherwise.
(2)
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Fig. 2. Membership function of z˜.
We use the notation 〈αij, βij〉 to denote fuzzy interval c˜ij. Furthermore, let z˜ denote the total cost (length) of the path
from the source to the sink. z0 and z1 are defined as the lower and upper bounds of z˜, respectively. Therefore, we define the
membership function of z˜ as the linear monotonically decreasing function in (3) and Fig. 2. In addition, we use the notation
〈z0, z1〉 to denote fuzzy interval z˜.
µ¯(z(x)) =

1 z(x) ≤ z0
z1 − z(x)
z1 − z0 z0 ≤ z(x) ≤ z1
0 otherwise
(3)
where z(x) =∑(i,j)∈A cijxij and x is a feasible solution of (1). Numbers z0 and z1 are constants, and are subjectively dependent
on the decision of decision-makers. A logical andwise choice is for z0 to be theminimum total cost with respect tominimum
costs (αij’s) and z1 to be the maximum total cost with respect to maximum costs (βij’s), which means:
z0 = min
x∈X
∑
(i,j)∈A
αijxij and z1 = max
x∈X
∑
(i,j)∈A
βijxij
where X is the set of feasible points satisfying constraints (1)(b) and (1)(c).
To obtain a good selection of paths that minimizes cost while maximizing reliability, we choose Bellman–Zadeh’s
criterion [14], which maximizes the minimum of the membership function corresponding to that solution, i.e.,
max(min
x∈X (µij(cij), µ¯(z(x)))) = max(minxij=1(µij(cij), µ¯(z˜))) (4)
where xij is an element of a feasible solution x of (1). Then we can represent the fuzzy shortest path problem (with the
highest reliability) as follows:
max(min
xij=1
(µij(cij), µ¯(z(x)))) (a)
s.t.
∑
{j:(i,j)∈A}
xij −
∑
{j:(j,i)∈A}
xji =
{1 if i = s
0 if i 6= s, t(i = 1, . . . , n)
−1 if i = t
(b)
xij ∈ {0, 1} forany(i, j) ∈ A. (c)
(5)
This problem finds a path from node s to node t that has minimum cost and, furthermore, the maximum possible
reliability of arcs. We further restrict the cost of arc (i, j) to be less than or equal to βij since any expense exceeding βij
is not useful. By membership functions (2) and (3), we can represent (5) as the equivalent model (6), where cλij denotes the
minimum of the λ-cut of c˜ij (i.e.µij(cλij ) = λ) and
∑
(i,j)∈A c
λ
ij xij is the corresponding total cost of the path from the source
node to the destination node (by x ∈ X). It is obvious that λ can be the reliability of arcs in path.
max λ
s.t. λxij ≤
cλij − αij
βij − αij xij for (i, j) ∈ A (a)
λ ≤
z1 − ∑
(i,j)∈A
cλij xij
z1 − z0 (b)
0 ≤ λ ≤ 1 (c)
cλij xij ≤ βijxij for (i, j) ∈ A (d)∑
{j:(i,j)∈A}
xij −
∑
{j:(j,i)∈A}
xji =
{1 if i = s
0 if i 6= s, t(i = 1, . . . , n)
−1 if i = t
(e)
xij ∈ {0, 1} for any (i, j) ∈ A. (f)
(6)
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Since xij, cλij and λ are decision variables in (6), it can be treated as a mixed integer nonlinear programming model.
Although we can apply classical methods in nonlinear programming to solve this model [15], we solve this problem by
an efficient algorithm.
3. Problem solving
In this section, we attempt to describe fuzzy shortest path problem (6) based on crisp feasible solutions. For convenience,
we first define set E = {(i, j) ∈ A|xij = 1} as a special case feasible solution x of (5), then we can simplify (6) as follows:
max λ
s.t. λ ≤ c
λ
ij − αij
βij − αij for (i, j) ∈ E (a)
λ ≤
z1 − ∑
(i,j)∈E
cλij
z1 − z0 (b)
0 ≤ λ ≤ 1 (c)
cλij ≤ βij for (i, j) ∈ E. (d)
(7)
We let dij = βij − cλij , then (7) can be expressed as follows:
max λ
s.t. λ ≤ βij − αij − dij
βij − αij for (i, j) ∈ E (a)
λ ≤
z1 − ∑
(i,j)∈E
(βij − dij)
z1 − z0 (b)
dij, λ ≥ 0 for (i, j) ∈ E. (c)
(8)
Obviously, λ and dij’s are decision variables of (8). Now, assuming that x is a feasible solution of (5), the following theorem
finds an optimality condition for this solution.
Theorem 1. If x is a feasible solution of (5) and E = {(i, j) ∈ A|xij = 1}, then (λx, dij); (i, j) ∈ E is the optimal solution of (8)
iff:
λx =
z1 − ∑
(i,j)∈E
(βij − dij)
z1 − z0 =
βij − αij − dij
βij − αij for (i, j) ∈ E.
So optimal solution is unique.
Proof. Rewriting (8) into the following linear programming model:
max λ
s.t. dij + (βij − αij)λ ≤ βij − αij for (i, j) ∈ E (a)
−
∑
(i,j)∈E
dij + (z1 − z0)λ ≤ z1 −
∑
(i,j)∈E
βij (b)
dij ≥ 0 for (i, j) ∈ E (c)
λ ≥ 0 (d)
(9)
we obtain its dual problem as:
min
∑
(i,j)∈E
(βij − αij)wij +
(
z1 −
∑
(i,j)∈E
βij
)
w (a)
s.t wij − w ≥ 0 for (i, j) ∈ E (b)∑
(i,j)∈E
(βij − αij)wij + (z1 − z0)w ≥ 1 (c)
wij ≥ 0 for (i, j) ∈ E (d)
w ≥ 0. (e)
(10)
Let sij,(i, j) ∈ E, and s be the slack variables of (9)(b) and (9)(c), respectively. Similarly, let uij,(i, j) ∈ E and u be the surplus
variables of (10)(b) and (10)(c), respectively. Now suppose λx is the optimal value of (8); clearly λx < 1 (since otherwise
we should have µij(cij) = 1 for all (i, j) ∈ E and µ¯(z(x)) = 1, which means cij ≥ βij and∑(i,j)∈E cij = z0 = ∑(i,j)∈E αij
and therefore
∑
(i,j)∈E αij ≥
∑
(i,j)∈E βij, which is a contradiction). So, for any (i, j) ∈ E we will have dij > 0 and so, based
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on the complementary slackness theorem [2,17], we obtain uij = 0; ∀(i, j) ∈ E. Therefore wij − w = 0; ∀(i, j) ∈ E. If
wij = w = 0; ∀(i, j) ∈ E, there is a contradiction to (10)(c); therefore we have wij = w > 0; ∀(i, j) ∈ E, and again
by the complementary slackness theorem we find sij = s = 0, hence βij − αij = dij + (βij − αij)λx; ∀(i, j) ∈ E and
z1 −∑(i,j)∈E βij = (z1 − z0)λx −∑(i,j)∈E dij, and we will have:
λx =
z1 − ∑
(i,j)∈E
(βij − dij)
z1 − z0 =
βij − αij − dij
βij − αij for (i, j) ∈ E. (11)
Conversely, if (λx, dij); (i, j) ∈ E is a feasible solution of (8) that satisfies (11), we show that it is optimal. Since otherwise
there is another feasible solution such as (λ¯x, d¯ij); (i, j) ∈ E that is optimal and λ¯x > λx. Since λ¯x is optimal, therefore by the
first part of the theorem it satisfies (11), so:
λ¯x = βij − αij − d¯ij
βij − αij >
βij − αij − dij
βij − αij = λx for (i, j) ∈ E
λ¯x =
z1 − ∑
(i,j)∈E
βij − d¯ij
z1 − z0 >
z1 − ∑
(i,j)∈E
βij − dij
z1 − z0 = λx for (i, j) ∈ E.
By simplification, we will have:
d¯ij < dij for (i, j) ∈ E (a)
−
∑
(i,j)∈E
βij +
∑
(i,j)∈E
d¯ij > −
∑
(i,j)∈E
βij +
∑
(i,j)∈E
dij. (b) (12)
In addition, by (12)(a) and (12)(b) we have
∑
(i,j)∈E d¯ij <
∑
(i,j)∈E dij and
∑
(i,j)∈E d¯ij >
∑
(i,j)∈E dij respectively, which is a
contradiction, and completes the proof. 
3.1. Bi-level programming model
Since λx is the maximum value of the objective function of (8), by having a feasible solution x of (5), the maximum λx
must be the optimal solution of (6). However, a shortest path problem has many feasible solutions and it is hard to identify
the feasible solution that finds the maximum value of λx. By theorem (1) if λx is optimal then we have:
λx =
cλij − αij
βij − αij for (i, j) ∈ E. (a)
λx =
z1 − ∑
(i,j)∈E
cλij
z1 − z0 . (b)
(13)
By (13)(a)wewill have cλij = αij+(βij−αij)λx, and by (13)(b)we haveλx is themaximum iff
∑
(i,j)∈E c
λ
ij is theminimum. So
we can say, if we find λ such that
∑
(i,j)∈A c
λ
ij xij on X is minimized, and λ satisfies (13)(b) after finding E = {(i, j) ∈ A|xij = 1},
then λ is optimal. By this analysis, we can rewrite problem (6) as the following bi-level programming problem [16].
max λ (a)
s.t.
λ =
z1 − ∑
(i,j)∈A
(αij + (βij − αij)λ)xij
z1 − z0 (b)
x ∈ X∗ (c)
(14)
such that X∗ ⊆ X is the set of all optimal solutions of the following problem,
min
∑
(i,j)∈A
(αij + (βij − αij)λ)xij (a)
s.t.
∑
{j:(i,j)∈A}
xij −
∑
{j:(j,i)∈A}
xji =
{1 if i = s
0 if i 6= s, t(i = 1, . . . , n)
−1 if i = t
(b)
xij ∈ {0, 1} for any (i, j) ∈ A. (c)
(15)
We call (14) and (15) upper-level and lower-level problems, respectively. If λ is a fixed value, the lower-level is a classical
SPP, but in fact λ is a variable that satisfies the conditions of the upper-level problem, and it should bemaximum. In general,
there are many different methods to solve bi-level programming problems [16]. But our problem has a special form and we
can solve it efficiently with exactness.
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4. Solving the bi-level programming problem
In this section, we establish a simple and efficient algorithm based on the parametric cost shortest path problem to solve
the bi-level programming problem (14) and (15). Lower-level problem (15) is a parametric cost shortest path problem,which
we can solve by an effective algorithm [1], but the solutions of this problem depend on λ, and we must find the solution
that solves upper problem (14) by its associated λ. This algorithm can find intervals such as [λ1, λ2] ⊆ [0, 1], and for any
interval, a shortest path tree, T (λ) that is optimal for all λ ∈ [λ1, λ2]. Since cost functions cλij of the network are linear in
term of λ, then the variation of the total cost (of the shortest path) is linear in terms of λ. Therefore, we can check constraint
(14)(b) and find some interval in which the optimal λ lies. To specify such an interval, for any λ ∈ [λ1, λ2] and its associated
optimal solution x of lower-level problem (15), we define by (14)(b):
f (λ) = λ−
z1 − ∑
(i,j)∈A
cλij xij
z1 − z0 = λ−
z1 − ∑
(i,j)∈E
cλij
z1 − z0 = λ−
z1 − ∑
(i,j)∈P(λ)
cλij
z1 − z0 (16)
where, for simplicity, we have shown shortest path from source node s to sink node t in T (λ)with P(λ). If λ is optimal then
f (λ) = 0 (it is clear that f is a linear function by λ). By this definition, any interval [λ1, λ2] over which the sign of f (λ)
changes (i.e., f (λ1).f (λ2) ≤ 0) contains the optimal value of λ. We can compute λ by using the linearity of cλij and f (λ).
4.1. Proposed algorithm
For simplicity, we assume that βij − αij = γij, (i, j) ∈ A. Then parametric cost of (i, j) is cλij = αij + γij.λ. We utilize
a labeling algorithm (such as label setting or label correcting [1]). For solving the parametric shortest path problem with
costs cλij , we show the distance label of node i ∈ N by dλi and the distance label of node i ∈ N associated with costs γij by
dγi (remember that labeling algorithms find all shortest paths from a source to other nodes), and in optimality, distance label
(or potential) di of node i shows the length of the shortest path from the source to i, (from the view of linear programming
duality di is dual variable associated with constraint of ith node [1]). For any arc (i, j) ∈ Awe show the reduced cost of (i, j)
associated with cλij by c¯
λ
ij such that c¯
λ
ij = cλij + dλi − dλj (we note that necessary and sufficient condition for a set of distance
labels to represent shortest path distances in network with arc costs cλij is c¯
λ
ij = cλij + dλi − dλj ≥ 0 [1]). Theorem 5.1 and the
reduced cost of (i, j) associated with γij by γ¯ij such that γ¯ij = γij + dγi − dγj . The following algorithm describes details of our
proposed method.
Algorithm.
Input : Network G = (N, A, cλ)where cλij = αij + γij.λ.
Step 1: Let λ = 0.
Step 2: Solve SPP on G = (N, A, cλ) (by a labeling algorithm), find dλi for any i ∈ N , and find the tree of shortest paths, T (λ).
Step 3: For any i ∈ N , find distance labels dγi associated with T (λ) (by costs γij).
Step 4: For any arc (k, l) 6∈ T (λ), find reduced costs c¯λkl and γ¯ij, then compute λkl where:
λkl =
− c¯
λ
kl
γ¯kl
if γ¯kl < 0
∞ otherwise.
Step 5: Let λ¯ = min{λkl : (k, l) 6∈ T (λ)} + λ.
Step 6: Let arc (p, q) be a non tree arc for which λpq + λ = λ¯, then adding arc (p, q) to T (λ) and dropping the unique tree
arc entering node q gives an alternate tree of the shortest path at λ¯; update the distance labels of T (λ¯).
Step 7: If f (λ).f (λ¯) > 0 then go to step (3), else go to step (8).
Step 8: Let λ∗ = λ.f (λ¯)−λ¯.f (λ)
f (λ¯)−f (λ) (this λ
∗ is optimal and T (λ∗) is the optimal tree of the shortest paths).
Output:The optimal value of λ (i.e., λ∗) and the optimal shortest path.
We can use one of classic labeling algorithms (such as Dijkstra’s algorithm) to solve SPP [1]. Then dλi in step (2) is the
optimal distance label of node i at the end of the labeling algorithm. This label is the length of the shortest path, from the
source node to node i in the network, with arc costs cλij . λ¯ in step (5) is the maximum value so that the tree T (λ) remains a
tree of shortest path, as long as λ < λ¯, and we find a new tree T (λ¯) in step (6).
λ∗ in step (8) is the root of f (λ). In fact f (λ) is a piecewise linear function and f (λ∗) = 0 (we can obtain equation of f
from point (λ, f (λ)) to (λ¯, f (λ¯)) and then find λ∗ such that f (λ∗) = 0). The algorithm starts with λ = 0(cλij = αij), and in
any iteration, after specifying the tree of the shortest paths (T (λ)), finds λ¯ ≥ λ such that for all λ′ ∈ [λ, λ¯), T (λ) remains
the shortest path tree of the network with costs cλ
′
ij . Then in step (7), the algorithm checks that interval [λ, λ¯] contains the
optimal value of the problem (that is, with respect to root of f (λ)), otherwise λ is replaced with λ¯ and we repeat the steps
of the algorithm. If [λ, λ¯] contains the optimal value, by the linearity of f (λ), in step (8) the optimal value is found.
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Fig. 3. Example network.
Table 1
Arc information-numerical example.
Arc (i, j) Fuzzy cost 〈αij, βij〉
(1, 2) 〈4, 9〉
(1, 3) 〈5, 8〉
(2, 4) 〈3, 6〉
(2, 5) 〈4, 8〉
(3, 4) 〈3, 5〉
(3, 5) 〈6, 7〉
(4, 6) 〈4, 9〉
(5, 6) 〈4, 6〉
Table 2
Result of first iteration of the numerical example.
λ = 0
Costs arc (i, j) (1, 2) (1, 3) (2, 4) (2, 5) (3, 4) (3, 5) (4, 6) (5, 6)
cλij 4 5 3 4 3 6 4 4
Distance labels of nodes node i 1 2 3 4 5 6 T (λ) :
1→ 2→ 4→ 6.
1→ 2→ 5.
1→ 3.
dλi 0 4 5 7 8 11
dγi 0 5 3 8 9 13
In step (2) of algorithm we should solve a SPP by arc costs cλij = αij + γij · λ and find the tree of shortest paths (i.e. T (λ)).
There are several approaches to solving SPP which have different computational complexities [1]. We suppose the running
time of the selected algorithm for solving SPP to be O(g(m, n)) so that n and m is number of nodes and arcs, respectively.
In step (3) we find distance labels dγi associated with T (λ) (by costs γij). This work can be executed by a simple traverse
algorithm which is run in O(n) time. Finally, steps (4) and (5) can execute as a search algorithm in O(m) time [1]. After
finding new value of λ (i.e. λ¯) a non tree arc (p, q) add to T (λ) and a unique arc, leave the tree and then update distance
labels of tree in step (6), which can executed by a traverse algorithm in O(n) time. If the new value of variables satisfied
condition of step (7) we should repeat steps (3) to (6). In each of such stages, one of arcs of the graph is added to tree and
one other is deleted. However, since the number of arcs is finite, the algorithm is finitely terminated, and optimal path
is found in the final step, by updating distance labels based on optimal value of λ. So, we can say our algorithm runs in
O(g(m, n)+m(m+ 2n)) time, where, g(m, n) is the solution of the running time of the SPP in the selected algorithm.
4.2. Numerical example
Let us consider the fuzzy shortest path problem on the network shown in Fig. 3 with fuzzy costs as given in Table 1.
By solving the shortest path problem for cij = αij and longest path problem for cij = βij respectively, wewill have z0 = 11
and z1 = 24, and by γij = βij − αij we have γ12 = 5, γ13 = 3, γ24 = 3, γ25 = 4, γ34 = 2, γ35 = 1, γ46 = 5, γ56 = 2. Table 2
shows the data of the first iteration of the algorithm.
By Table 2, when λ = 0, non tree arcs are (3, 4), (3, 5), (5, 6), and by step (4) and step (5) we will have:
λ34 = − c¯
λ
34
γ¯34
= − c
λ
34 + dλ3 − dλ4
γ34 + dγ3 − dγ4
= −3+ 5− 7
2+ 3− 8 =
1
3
, λ35 = 35 , λ56 =
1
2
.
Therefore, λ¯ = min{ 13 , 35 , 12 }+λ = 13 +0 = 13 , after updating the distance labels of T (λ¯), arc (3, 4) enters to new shortest
path tree and then unique tree arc entering node 4 (i.e. (2, 4)) leaves it, (Table 3 shows the new results). By step (7) since
f (λ).f (λ¯) = f (0).f ( 13 ) = (−1).(−13 ) > 0, we should repeat the algorithm.
By Table 3, non tree arcs are (2, 4), (3, 5), (5, 6), and λ24 = λ56 = ∞, λ35 = 415 , therefore, λ¯ = 415 + 13 = 35 . Table 4 shows
the new results, by step (7) f (λ).f (λ¯) = f ( 13 ).f ( 35 ) = (−13 ).( 965 ) = − 365 < 0, so by step (8) we have:
λ∗ = λ.f (λ¯)− λ¯.f (λ)
f (λ¯)− f (λ) =
12
23
∈
[
1
3
,
3
5
]
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Table 3
Result of second iteration of the numerical example.
λ = 1/3
Costs arc (i, j) (1, 2) (1, 3) (2, 4) (2, 5) (3, 4) (3, 5) (4, 6) (5, 6)
cλij
17
3
18
3
12
3
16
3
11
3
19
3
17
3
14
3
Distance labels of nodes node i 1 2 3 4 5 6 T (λ) :
1→ 3→ 4→ 6.
1→ 2→ 5.
dλi 0
17
3
18
3
29
3
33
3
46
3
dγi 0 5 3 5 9 10
Table 4
Final updating result of the numerical example.
λ = 3/5
Costs arc (i, j) (1, 2) (1, 3) (2, 4) (2, 5) (3, 4) (3, 5) (4, 6) (5, 6)
cλij
35
5
34
5
24
5
32
5
21
5
33
5
35
5
26
5
Distance labels of nodes node i 1 2 3 4 5 6 T (λ) :
1→ 3→ 4→ 6.
1→ 3→ 5.
dλi 0
35
5
34
5
55
5
67
5
90
5
dγi 0 5 3 5 4 10
Fig. 4. Graph of f (λ) from numerical example.
Since, for any number λ′ ∈ [λ, λ¯), T (λ) remains the shortest path tree of the network with costs cλ′ij , and λ∗ ∈ [λ, λ¯),
so T (λ∗) is T (λ), but costs and distance labels are changed with respect to λ∗ and the shortest path from node 1 to
node 6 with the highest reliability is 1 → 3 → 4 → 6 that has reliability λ∗ = 1223 and total cost of this path is
d∗6 = cλ∗13 + cλ∗34 + cλ∗46 = 39623 = 17.217391. We can also complete steps of the parametric shortest path problem, and
find other value of λ and T (λ), (this is a very good idea for ranking the shortest paths with respect to variable reliability).
Fig. 4 shows graph of f (λ) for λ ∈ [0, 1] and λ∗ = 1223 . Piecewise linearity of f (λ) is shown in this graph.
5. Conclusions
In problems of graphs involving uncertainties, the FSPP is one of the most studied topics, since it has a wide range of
applications in different areas, and therefore deserves special attention.
This paper studied a fuzzy shortest path model in a network; this problem can be interpreted as the shortest path with
highest reliability. Any arc in the network has a fuzzy interval cost. We suggested an algorithm based on the parametric
(cost) shortest path problem, which solves our problem with exactness. The algorithm can yield a number belonging to
(0,1) as the highest reliability, and a shortest path by this highest possible reliability. This algorithm is independent of fuzzy
ranking. In fact, the FSPP is reduced as a crisp model. We can extend this problem to some interesting models; for example,
ordering paths by reliability or by cost. Also, we can define this problem on a time window network.
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