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ABSTRACT 
Traditional recommendation methods provide recommendations 
equally to all users. In this paper, a segmentation method using 
the Gaussian Mixture Model (GMM) is proposed to customize 
users’ needs in order to offer a specific recommendation strategy 
to each segment. Experiment is conducted using a live online 
dating network data.   
Categories and Subject Descriptors 
H.4 [Information Systems Applications]: Miscellaneous; D.2.8 
[Software Engineering]: Metrics complexity measures, 
performance measures.  
General Terms 
Algorithms, Management, Design, Experimentation. 
Keywords 
Segmentation Strategy, Online Dating Network. 
1. INTRODUCTION 
Traditional recommendation methods use the same 
recommendation strategy to recommend products/users to all 
users in the system targeting each individual need and interest. In 
reality, all markets (users) are heterogeneous and it is not possible 
to using only one market strategy to suit the needs of all the users.  
Market segmentation is a market classification process based on 
the needs and desires of users, buying behavior or habits [1]. It is 
easier to understand the needs of users from identified sub-market 
than the whole market and then employ a specific market strategy 
to the target market.  
In traditional systems, a clustering algorithm is applied to divide 
the users into groups according to the similarities of product 
preferences and then products are recommended to the grouped 
users. Although it is a simple and straight forward process, but, 
this commonly applied process ignores the needs of users. In 
particular, the desire and need of receiving the amount of 
recommended objects are not considered. Consider this example.  
In a social network, user A has sent 300 messages to other users 
during a one week period and user B has only sent 10 messages to 
other users during this period. If we assume users A and B are 
similar in terms of their profile characteristics, under a traditional 
recommendation system, the past contacts of A will be 
recommended to B and the vice-versa [3]. It is apparent that user 
A has no problem of finding partners and he would be interesting 
to know which of his contacts would likely to respond favorably. 
This type of users would prefer to receive the quality on their 
searches so the possibility of finding a suitable match is increased. 
For user B, the strategy should be different. A large number of 
recommendations to user B will be beneficial. 
2. User Segmentation 
In this paper, we propose to segment the users based on the 
degree centrality. In many applications [5], degree centrality is 
able to find prestigious people, abnormal activities by simply 
counting the number of connections. Degree centrality identifies 
connectivity between members by measuring their activity and 
participation in the network. Degree centrality includes indegree 
and outdegree centrality. Outdegree can be defined as the number 
of messages that a user has sent. As it is more intuitive to send the 
recommendation to a message sender rather than a message 
receiver, we observe the outdegree distribution for segmenting the 
population. Figure 1 shows the outdegree centrality of the 
underlying ODNs in a one week period. It is noticed that the 
number of users decreases quickly as the number of messages 
increases, before slowing down after a certain point. The figure 
also shows the long tail segment indicating that only the small 
number of users actively sent large number of messages. The 
figure suggests the existence of three components. This 
observation inspires us to use the Gaussian mixture model 
(GMM) [9]. 
 
Figure 1.  Outdegree Distribution in ODNs 
In GMM, the observed data comes from a mixture density. 
Formally, 
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Where T(x) is the Gaussian mixture function, x represents the 
dataset and x={x1, x2… xn}. k is the number of components in the 
model. Tm is the probability density function of the observation in 
component m and pm is the probability of the observation in the 
group m and 0≤pm≤1 and the sum of all the components 
probability equals to 1. 
The probability density function for the m component follows 
Gaussian distribution. Formally, 
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Where αm is the mean of the component and βm is the covariance 
of the component which decides the shape of the distribution. Let 
θm denote as the parameters for the m component and θj={αj,βj,pj}. 
Given the component parameter set θ={θ1, θ2,…θk} without 
component information on an observation point x, the probability 
of x is estimated by  
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For fixed number of component θ={θ1,θ2…θk} can be estimated 
using EM algorithm [4] . First, randomly choose the parameter 
configuration θ0 at the initialization step. Then iterative relocation 
method is applied. For each iteration, an E step and M step are 
involved.  
3. Results and Discussion 
Experiments are conducted to test the effectiveness of the 
proposed approach with a real-world dataset. The dataset is 
obtained from a live online dating network for one week 
communications amongst users. Table 1 shows the statistics of the 
dataset. 
Table 1. Data Statistics 
Attributes Data 
# Messages 629,978 
# Positive messages 108,192 
# Negative and null messages 521,786 
# users 106,617 
 
Three is found as the optimal number of components according to 
Bayesian Information Criterion (BIC) (as shown in Figure 2). 
This suggests that the users can be grouped into three segments 
based on the outdegree distribution. Table 2 shows the thresholds 
for the segmentation of users. The first segment represents active 
users with large value of outdegree. The second segment 
represents users with moderate activities in the network, and the 
last segment reflects quiet users with small value of outdegree. 
It is possible to apply different recommendation strategies to each 
distinct user segment. For the active user segment, the focus may 
be on the quality of recommendation as the users in this segment 
have already sent a large number of messages. For the moderate 
user segment, users require a moderate number of 
recommendations. For the quiet user segment, the 
recommendation strategy is to generate a great number of 
recommendations; which are still suitable; as the users in this 
segment have only sent a limited number of messages in the past.  
 
 
Figure 2. BIC and Components for Training Dataset 
Table 2. Segmentation of Users 
 
4. CONCLUSION 
In this work, a segmentation method using GMM is applied to 
customize users’ needs. Consequently, different recommendation 
methods may deployed to different segments.  
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Segment 
Threshold in 
Training Dataset 
Threshold in 
Testing Dataset 
Active users 
Number of sent 
messages >175 
Number of sent 
messages >237 
Moderate users 
Number of sent 
messages<176 and 
>47 
Number of sent 
messages<238 and  
>36 
Quiet users 
Number of sent 
messages<48 
Number of sent 
messages<37 
