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Abstract
We consider the asymptotic formula of spectral functions for elliptic operators with non-
smooth coefﬁcients of order 2m in Rn: If the coefﬁcients of top order are Ho¨lder continuous of
exponent tAð0; 1; we can derive the remainder estimate of the form OðtðnyÞ=2mÞ with any
yAð0; tÞ: This result holds without the condition 2m4n; which was always assumed in many
papers. We also show that the spectral function is differentiable up to order om:
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0. Introduction
In this paper we are interested in the asymptotic behavior of spectral functions for
elliptic operators of divergence form of order 2m in Rn whose coefﬁcients of top
order are Ho¨lder continuous of exponent tAð0; 1: Improving the result of [16] and
extending it to the case 2mpn; we will obtain the asymptotic formula for the spectral
function:
eðt; x; xÞ ¼ oAðxÞtn=2m þ OðtðnyÞ=2mÞ as t-N ð0:1Þ
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with any yAð0; tÞ: This formula corresponds to the result for the counting function
NðtÞ; the number of eigenvalues of A not exceeding t:
NðtÞ ¼
Z
O
oAðxÞ dx
 
tn=2m þ OðtðnyÞ=2mÞ as t-N ð0:2Þ
with any yAð0; tÞ; which was obtained by Zielinski [32] when 2m4n: If NðtÞ is
considered, we always assume that A is an operator deﬁned on a bounded domain O
with smooth boundary.
Spectral asymptotics of elliptic operators have been studied by many mathema-
ticians. Here we brieﬂy review the known results. First we talk about NðtÞ: When the
coefﬁcients are in CN; the details are found in [21]. Formula (0.2) holds with y ¼ 1;
which is the best possible value. This result was obtained by Seeley [22,23] and Pham
The Lai [19] for m ¼ 1; and by Vassiliev [29] for general m: If some assumption on
the Hamiltonian ﬂow is added, the two-term asymptotic formula can be obtained.
The case of Ho¨lder continuous coefﬁcients has been considered in [8–10,12–
15,26,32]. When 2m4n; Zielinski [32] showed that (0.2) holds with any yAð0; tÞ: For
a special type of operators including ordinary operators Miyazaki [14,15] obtained
(0.2) with y ¼ t for 0oto1: When 2mpn; formula (0.2) was obtained with y ¼
t=ðtþ 1Þ by Me´tivier [10] for 0otp1; and by Miyazaki [13] for t41: For the
second-order operators Miyazaki [15] derived (0.2) with y ¼ 3t=ð2tþ 3Þ for 0oto3:
Next, we talk about eðt; x; xÞ mainly when A is an operator deﬁned on Rn: When
the coefﬁcients are in CN; (0.1) holds with y ¼ 1; which is the best possible value.
This result was obtained by Ho¨rmander [5] by using Fourier integral operators. For
an operator deﬁned on a domain with boundary we refer to [4,11,27], where the
remainder term becomes a little more complicated since it involves the distance from
x to the boundary. We refer to [21] concerning the two-term asymptotic formula of
the spectral function.
The case of Ho¨lder continuous coefﬁcients has been considered in [9,16,26,28].
When 2m4n; Miyazaki [16] derived (0.1) with y ¼ t=ðtþ 1Þ in general case and with
y ¼ t in a special case if the remainder term OðtðnyÞ=2mÞ is replaced by
OðtðnyÞ=2mlog tÞ: When 2mpn; there seems to be no information on the spectral
function. The difﬁculty lies in the fact that the resolvent kernel is not continuous on
the diagonal. The treatment for the spectral function is more difﬁcult than that for
the counting function, because we cannot use the min–max principle.
The purpose of this paper is to derive (0.1) with any yAð0; tÞ and to show the
differentiability of the spectral function not only when 2m4n but also when 2mpn:
There are three keys to our result. The ﬁrst key is the asymptotic formula of the
spectral function for the pseudodifferential operator Ad with dAð0; tÞ associated with
A; which was obtained and applied to the asymptotic formula for NðtÞ by Zielinski
[32] (see also [30,31,33,34]). The second key is the evaluation of operator norms of
resolvents by using the Stieltjes integral involving the spectral function. This enables
us to take advantage of the information on the spectral functions of Ad and A itself.
The third key is the existence theorem of the Lp resolvents for elliptic operators of
divergence form by Miyazaki [17], which enables us to treat the case 2mpn: As Beals
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[3] did for elliptic operators of non-divergence form, we are able to apply the Lp
theory and evaluate the resolvent kernel of Ak with some k: By the third key we can
also show that the spectral function is differentiable up to order om:
The contents of this paper is as follows. In Section 1 we formulate our main
results. Theorem 1 asserts the differentiability of the spectral function and derives
rough estimates for its derivatives. Theorem 2 asserts the asymptotic formula (0.1).
After preparing necessary tools such as the Sobolev imbedding theorem, the kernel
theorem and the Lp resolvent theorem in Section 2 we prove Theorem 1 in Section 3,
where we also express the integral kernel of some function of A by the spectral
function. Sections 4–6 are devoted to the proof of Theorem 2. In Section 4 we
approximate A by a pseudodifferential operator Ad and estimate operator norms of
their resolvents. In Section 5 we derive the estimates for resolvent kernels. Finally, in
Section 6 we complete the proof of Theorem 2 by using the Pleijel formula.
1. Main theorems
Let us consider the elliptic operator of divergence form deﬁned in the n-
dimensional Euclidean space Rn
AuðxÞ ¼
X
jaj;jbjpm
DaðaabðxÞDbuðxÞÞ;
where x ¼ ðx1;y; xnÞ is a generic point in Rn and we use the notations
Da ¼ Da11 ?Dann ; Dj ¼ 
ﬃﬃﬃﬃﬃﬃ
1
p
@=@xj
for a multi-index a ¼ ða1;y; anÞ of length jaj ¼ a1 þ?þ an: For s ¼ j þ y with an
integer jX0 and 0oyp1 we denote by Bs ¼ BsðRnÞ the space of functions u in Rn
such that the derivatives @au with jajpj are continuous and semi-norms
juji ¼ maxjaj¼i supxARn
j@auðxÞj; i ¼ 0; 1;y; j;
jujt ¼ maxjaj¼j supxay j@
auðxÞ  @auðyÞj=jx  yjy
are bounded. We set jjujjBs ¼
Pj
i¼0juji þ jujt: In the proof of our result we need to
consider in the Lp frame work. Let 1pppN: We denote by jjujjLp the norm in the
space Lp ¼ LpðRnÞ: For sAR the Lp Sobolev space Hs;p ¼ Hs;pðRnÞ is deﬁned by
Hs; p ¼ fuAS0: /DSsuALpg;
where /DS ¼ ð1þPni¼1D2i Þ1=2; and the norm is given by
jjujjHs;p ¼ jj/DSsf jjLp :
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We also write Hs ¼ HsðRnÞ for Hs;2ðRnÞ: We denote by jjT jjX-Y or jjT jX-Y jj the
operator norm of an operator T from a Banach space X to another Banach space Y :
Throughout this paper we assume the following.
Strong ellipticity: There exists a constant c040 such that the principal symbol
aðx; xÞ ¼Pjaj¼jbj¼maabðxÞxaþb satisﬁes
aðx; xÞXc0jxj2m
for xARn and xARn:
Self-adjointness: aabðxÞ ¼ abaðxÞ for jajpm and jbjpm:
Smoothness: All the coefﬁcients aab are in L
NðRnÞ: Moreover aabABtðRnÞ with
some tAð0; 1 for jaj ¼ jbj ¼ m:
Since aab is regarded as a multiplication operator on L
p; we can also write
A ¼
X
jaj;jbjpm
DaaabD
b
and see that A is a bounded operator from Hm;p to Hm;p for each p: When we want
to specify p; we denote A by Ap: We deﬁne ALp by
DðALpÞ ¼ fuAHm;p: AuALpg; ALp u ¼ Au for uADðALpÞ:
Theorem 3 shows that ALp is a closed operator. When p ¼ 2; the operator AL2
coincides with that deﬁned by the sesquilinear form
B½u; v ¼
Z
Rn
X
jaj;jbjpm
aabðxÞDbuðxÞDavðxÞ dx:
If no confusion will occur, we will simply write A for ALp :
By Ga˚rding’s inequality there is a constant C0 such that
/Au; uS ¼
X
jaj;jbjpm
ðaabDbu; DauÞL2Xc0jjujj2Hm  C0jjujj2L2 ð1:1Þ
holds for uAHm; where /; S denotes the pairing which gives the duality between
Hm and Hm; and ð; ÞL2 the inner product in L2ðRnÞ:
We deﬁne the difference operators Dh; D1;h and D2;h by DhuðxÞ ¼ uðx þ hÞ  uðxÞ;
D1;hFðx; yÞ ¼ Fðx þ h; yÞ  Fðx; yÞ and D2;hFðx; yÞ ¼ Fðx; y þ hÞ  Fðx; yÞ; respec-
tively, for hARn; a function f of xARn and a function F of ðx; yÞARn  Rn: In order
to specify the dependence of various constants we set
M ¼ max
jaj;jbjpm
jaabj0; Mt ¼ maxjaj¼jbj¼m jaabjt;
zðAÞ ¼ ðn; m; c0; MÞ; ztðAÞ ¼ ðn; m; c0; M; MtÞ:
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The function oAðxÞ in (0.1) is deﬁned by
oAðxÞ ¼ ð2pÞn
Z
aðx;xÞo1
dx:
We are now ready to state our main result for the spectral function eðA; t; x; yÞ or
simply eðt; x; yÞ of AL2 :
Theorem 1. Let jajom and jbjom: The derivatives @ax@by eðt; x; yÞ are Ho¨lder
continuous of exponent y for any yAð0; 1Þ: There are C1 ¼ CðztðAÞÞ and C2 ¼
CðztðAÞ; yÞ such that
j@ax@by eðt; x; yÞjpC1tðnþjajþjbjÞ=2m; ð1:2Þ
jD1;h@ax@by eðt; x; yÞj þ jD2;h@ax@by eðt; x; yÞjpC2tðnþjajþjbjþyÞ=2mjhjy ð1:3Þ
hold for x; y; hARn and tX1:
Remark. When jajom  1 and jbjom  1; we can choose C2 in (1.3) so that it is
independent of y; since we can derive (1.3) from (1.2) by interpolation.
Theorem 2. For any yAð0; tÞ there is C ¼ CðztðAÞ; t; yÞ such that
jeðt; x; xÞ  oAðxÞtn=2mjpCtðnyÞ=2m
for xARn and tX1:
In the proof of Theorems 1 and 2 we may assume that A is positive without loss of
generality. Hence in the following we will assume that (1.1) holds with C0 ¼ 0:
2. Preliminaries
The Lp theory is based on the Sobolev imbedding theorem, which we formulate in
the following way (see [18, Theorem 9]).
Lemma 2.1. Let 1rprqrN and jX0 an integer. If m  n=p4j  n=q; then
Hm;pCH j;q and there is C ¼ Cðn; m; p; qÞ such that
jjujjH j;qrCjjujj1j=mðn=mÞð1=p1=qÞLp jjujj j=mþðn=mÞð1=p1=qÞHm;p :
Lemma 2.2. Let m  n=p ¼ j þ y with an integer jX0 and 0oyo1: Then Hm;pCB jþy
and there is C ¼ Cðn; m; pÞ such that
jjDh@aujjLNpCjjujj1ðjajþyÞ=mn=mpLp jjujjðjajþyÞ=mþn=mpHm;p jhjy
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for hARn and jajoj; and
jjDh@aujjLNpCjjujjHm;p jhjy
for hARn and jaj ¼ j:
In order to treat the derivatives of the integral kernel it is convenient to extend the
kernel theorem by Tanabe [25, Lemma 5.10] (see also [24]) as follows.
Lemma 2.3. Let s ¼ j þ y with an integer jX0 and 0oyo1: Let jajpj and jbjpj:
Assume that S and T are bounded linear operators on L2 satisfying
RðSÞCBsðRnÞ; RðTÞCBsðRnÞ;
where RðSÞ is the range of S and T is the adjoint of T : Then ST is an integral
operator, whose kernel we denote by Kðx; yÞ:
STf ðxÞ ¼
Z
O
Kðx; yÞf ðyÞ dy:
The derivatives @ax@
b
y Kðx; yÞ are Ho¨lder continuous of exponent y and satisfy
j@ax@by Kðx; yÞjpjjDaSjjL2-LN jjDbTjjL2-LN ;
jD1;h@ax@by Kðx; yÞjpjjDaSjjL2-By jjDbTjjL2-LN jhjy;
jD2;h@ax@by Kðx; yÞjpjjDaSjjL2-LN jjDbTjjL2-By jhjy
for x; y; hARn:
Proof. By Riesz’ theorem for each xARn there are functions F and G such that
jjFðx; ÞjjL2pjjSjjL2-LN ; jjGðx; ÞjjL2pjjTjjL2-LN and
Sf ðxÞ ¼
Z
Fðx; yÞf ðyÞ dy; Tf ðxÞ ¼
Z
Gðx; yÞf ðyÞ dy:
It is also seen that Fðx; Þ and Gðx; Þ are continuous in x as L2-valued functions and
that
jjFðx þ h; Þ  Fðx; ÞjjL2pjjSjjL2-By jhjy; ð2:1Þ
jjGðx þ h; Þ  Gðx; ÞjjL2pjjTjjL2-By jhjy: ð2:2Þ
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Since
STf ðxÞ ¼ ðTf ; Fðx; ÞÞL2 ¼ ð f ; TFðx; ÞÞL2
¼
Z
Rn
f ðyÞ dy
Z
Rn
Gðy; zÞFðx; zÞ dz
for fAL2; we see that ST has an integral kernel Kðx; yÞ with
Kðx; yÞ ¼ ðFðx; Þ; Gðy; ÞÞL2 : ð2:3Þ
If jX1; we can show that Fðx; ÞAC1ðRn; L2Þ as follows. Since Rð@lSÞCBs1; for
each xARn there is a function W such that @lSf ðxÞ ¼
R
Rn
Wðx; yÞf ðyÞ dy and
jjWðx; ÞjjL2pjj@lSjjL2-LN ; ð2:4Þ
jjWðx þ h; Þ  Wðx; ÞjjL2pjjSjjL2-B1þy jhjy: ð2:5Þ
In view of
t1fSf ðx þ telÞ  Sf ðxÞg  @lSf ðxÞ ¼
Z 1
0
f@lSf ðx þ ZtelÞ  @lSf ðxÞg dZ;
where el is the unit vector whose lth component is 1, we have
jjt1fFðx þ tel ; Þ  Fðx; Þg  Wðx; ÞjjL2pjjSjjL2-B1þy jtjy;
which implies that Fðx; Þ is differentiable in x as an L2-valued function and that
@lfFðx; Þg ¼ Wðx; Þ: Repeating this argument and using (2.1)–(2.5), we get
@ax@
b
y Kðx; yÞ ¼ ð@axFðx; Þ; @by Gðy; ÞÞL2
and its estimate. &
For R40 and gAð0; p=2Þ we set
LðR; gÞ ¼ flAC : jljXR; gparg lp2p gg:
Theorem 3. Let qA½2;NÞ and 1=q0 ¼ 1 1=q: Then for any pA½q0; q and any
gAð0; p=2Þ there are constants C ¼ CðzðAÞ; q; gÞ and R ¼ RðztðAÞ; q; gÞ such that
when lALðR; gÞ; the resolvent
ðAp  lÞ1 : Hm; p-Hm; p
exists and
jjðAp  lÞ1jjHi; p-H j; ppCjlj1þðiþjÞ=2m
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for 0pipm and 0pjpm: Moreover, the resolvents are compatible in the sense that
ðAp  lÞ1f ¼ ðAr  lÞ1f
holds for any p; rA½q0; q and fAHm;p-Hm;r:
Remark. Theorem 3 also holds when the top order coefﬁcients are uniformly
continuous.
Proof. By the complex interpolation method we have only to prove the assertion for
integers i and j: Theorem 3 is essentially the same as [17, Main theorem], in which the
assertion is only for a ﬁxed p: In order to show the independence from pA½q0; q we
have only to note that in the proof of [17] the resolvent is constructed by using
multiplication operators by functions in LN and Fourier multipliers ðaðx0; DÞ  lÞ1
with any ﬁxed x0ARn; which satisfy
jjDaðaðx0; DÞ  lÞ1jjLp-LppCjlj1þjaj=2m
for any pA½q0; q and jajp2m with some C ¼ CðzðAÞ; q; gÞ: The compatibility of these
operators gives that of the resolvents. &
3. Rough estimates for spectral functions
Lemma 3.1. For an integer k41þ n=2m; yAð0; 1Þ and gAð0; p=2Þ there are C ¼
CðzðAÞ; k; y; gÞ and R ¼ RðztðAÞ; k; y; gÞ such that
jjDaðA  lÞkjjL2-LNpCjljkþn=4mþjaj=2m; ð3:1Þ
jjDhDaðA  lÞkjjL2-LNpCjljkþn=4mþðjajþyÞ=2mjhjy ð3:2Þ
for hARn; jajom and lALðR; gÞ: In (3.1) with jajom and (3.2) with jajom  1 the
constants R and C can be chosen so that they are independent of y:
Proof. Choose a sequence fpigki¼0 satisfying
2 ¼ pkopk1o?op1op0 ¼N;
1
p1
¼ 1 y
n
;
1
pi
 1
pi1
om
n
; 1pipk:
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Since RððApi  lÞ1ÞCLpi-Hm; piCLpi-Lpi1 ; it follows from the compatibility of
resolvents that
ðA  lÞk ¼
Yk
i¼1
ðApi  lÞ1:
By Lemma 2.1 and Theorem 3 we have
jjðApi  lÞ1jLpi-Lpi1 jj
pCjjðApi  lÞ1jLpi-Lpi jj1ðn=mÞð1=pi1=pi1Þ
 jjðApi  lÞ1jLpi-Hm;pi jjðn=mÞð1=pi1=pi1Þ
pCðjlj1Þ1ðn=mÞð1=pi1=pi1Þðjlj1þ1=2Þðn=mÞð1=pi1=pi1Þ
pCjlj1þðn=2mÞð1=pi1=pi1Þ
for lALðR; gÞ with some R: Similarly we have
jjDaðAp1  lÞ1jLp1-LNjjpCjlj1þn=2mp1þjaj=2m;
jjDhDaðAp1  lÞ1jLp1-LNjjpCjlj1þn=2mp1þðjajþyÞ=2mjhjy
for jajom: Combining the above inequalities, we get the lemma. &
Proof of Theorem 1. Let fEtg be the spectral resolution of identity for A:
A ¼
Z N
0
t dEt:
Let k as in Lemma 3.1. Since RðEtÞCDðAkÞ and
jjðA  lÞkEtjjL2-L2 ¼ max
0pspt
ðs  lÞkpðt þ jljÞk
for tX0 and lo0; we see from Lemma 3.1 that for any yAð0; 1Þ there is R40 such
that
jjDaEtjjL2-LNpCjljkþn=4mþjaj=2mðt þ jljÞk; ð3:3Þ
jjDhDaEtjjL2-LNpCjljkþn=4mþðjajþyÞ=2mðt þ jljÞkjhjy ð3:4Þ
for hARn; jajom; tX0 and lp R: Applying Lemma 2.3 to Et ¼ EtEt and using
(3.3), (3.4) with l ¼ maxft; Rg; we obtain Theorem 1. &
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We end this section with the lemma which expresses the integral kernel of a
function of A by the spectral function.
Lemma 3.2. Let s4n=2m: Assume that fAC1½0;NÞ satisfies
j f ðsÞjpCð1þ sÞs; j f 0ðsÞjpCð1þ sÞs1 ð3:5Þ
for sX0 with some constant C: Then f ðAÞ is an integral operator with continuous
kernel, which can be written as
Z N
0
f ðsÞ dseðs; x; yÞ: ð3:6Þ
Proof. For simplicity, we denote by f ðA; x; yÞ the integral kernel of f ðAÞ if it is an
integral operator. The idea of the proof is similar to that in [2]. The proof consists of
two steps. First, we will show that the function fR with R41 deﬁned by fRðsÞ ¼ f ðsÞ
for 0pspR and fRðsÞ ¼ 0 for s4R has a continuous integral kernel satisfying
fRðA; x; yÞ ¼
Z N
0
fRðsÞ dseðs; x; yÞ: ð3:7Þ
To do so, for e40 we choose fR;e with support contained in ½0; R so that fR;e is a
linear combinations of characteristic functions of some intervals and that j fR;eðsÞ 
fRðsÞjpe for 0pspR: It is easily checked that fR;e is an integral operator with
fR;eðA; x; yÞ ¼
Z N
0
fR;eðsÞ dseðs; x; yÞ: ð3:8Þ
Applying Lemma 2.3 with S ¼ fR;eðAÞ  fRðAÞ and T ¼ ER and estimating their
operator norms in the same way as in the proof of Theorem 1, we get j fR;eðA; x; yÞ 
fRðA; x; yÞjpC0e: Hence letting e-0 in (3.8), we get (3.7).
Next, we will show that the lemma follows from
fRðAÞu ¼
Z
Rn
fRðA; ; yÞuðyÞ dy ð3:9Þ
for uAL1-L2: Let fNðA; x; yÞ denote the integral in (3.6). By Theorem 1, (3.5) and
integration by parts we have j fRðA; x; yÞ  fNðA; x; yÞjpC0Rsþn=2m; which implies
that fRðAÞu-
R
Rn
fNðA; ; yÞuðyÞ dy in LN as R-N: On the other hand, jj fRðAÞ 
f ðAÞjjL2-L2pC0Rs implies fRðAÞu-f ðAÞu in L2 as R-N: Hence letting R-N in
(3.9), we get the lemma. &
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4. Approximation by pseudodifferential operators
In the rest of this paper we choose d and s arbitrarily so that
0odo1; 0osodt: ð4:1Þ
Let us take jACN0 ðRnÞ satisfying supp jCfxARn: jxjo1g;
R
Rn
jðxÞ dx ¼ 1 and
jðxÞX0 and approximate fABtðRnÞ by a CN function Fdf ðx; xÞ deﬁned by
Fdf ðx; xÞ ¼
Z
Rn
f ðyÞjð/xSdðx  yÞÞ/xSdn dy
¼
Z
Rn
f ðx /xSdyÞjðyÞ dy:
Concerning the pseudodifferential operator we follow the notations of [6] including
Sm
0
1;d ¼ Sm
0
1;dðRnÞ which denotes the symbol class of order m0 and type ð1; dÞ:
Lemma 4.1. For fABtðRnÞ we have the following:
(a) FdfAS01;d:
(b) jFdf ðx; xÞ  f ðxÞjpCðnÞj f jt/xSdt:
(c) j@bx@axFdf ðx; xÞjpCðn; a; bÞj f jt/xSdtjajþdjbj for jaj þ jbj40:
(d) Let ðFdf Þðx; xÞ denote the symbol of the adjoint of Fdf ðX ; DÞ: Then
(i) ðFdf ÞAS01;d;
(ii) ðFdf Þ  Fd %fASð1dÞ1;d ;
(iii) for jajX0;
j@axfðFdf Þðx; xÞ  Fdf ðx; xÞgjpCðn; t; dÞj f jt/xSdtð1dÞjaj:
Proof. The proof of (a)–(c) is given in [7] or [32]. By the theory of pseudodifferential
operators (see [6]) (d)(i) and (d)(ii) follow from (a). More precisely, we have
ðFdf Þðx; xÞ ¼ Fdf ðx; xÞ þ
X
0ojgjoN
ð ﬃﬃﬃﬃﬃﬃ1p Þjgj
g!
@gx@
g
xFdf ðx; xÞ þ rNðx; xÞ;
where rNAS
ð1dÞN
1;d : We see from (c) that j@gx@aþgx Fdf ðx; xÞjpC/xSdtð1dÞjgjjaj for
jgj40: If we take an integer N so that NXð1þ dt dÞ=ð1 dÞ; we have
j@axrNðx; xÞjpC/xSð1dÞNjajpC/xSdtð1dÞjaj: Hence we get (d)(iii). &
Lemma 4.2. Set
adab ¼ 12 fFdaab þ ðFdabaÞg:
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Then we have the following:
(a) adabAS
0
1;d;
(b) j@gxðadabðx; xÞ  aabðxÞÞjpC/xSdtjgj for jgjX0;
(c) adabðX ; DÞ  aab is a bounded operator from Hs; p to Lp and satisfies
jjadabðX ; DÞ  aabjjHs; p-LppCðn; M; Mt; t; d; sÞ
for 1opoN:
Proof. Condition (a) is clear from Lemma 4.1(d). In view of aab ¼ aba and Lemma
4.1(d) we have
adab ¼ 12fFdaab þ Fdaba þ bdabg ¼ Fdaab þ 12 bdab;
where bdabAS
ð1dÞ
1;d and j@gxbdabðx; xÞjpC/xSdtð1dÞjgj: Then (b) follows
from Lemma 4.1(b)–(d). By (b) we have j@gxfadabðx; xÞ/xSs  aabðxÞ/xSsgjp
C/xSðdtsÞjgj for jgjX0: Applying [7, Proposition 2.1], we see that ðadabðX ; DÞ 
aabÞ/DSs is an integral operator with kernel Kðx; yÞ satisfying jKðx; yÞjpGðx  yÞ
with GAL1: Therefore (c) follows. &
We approximate A by the pseudodifferential operator
Ad ¼
X
jaj¼jbj¼m
DaadabðX ; DÞDb þ Cd;
where adab is as in Lemma 4.2 and CdX0 is the constant which will be speciﬁed soon.
From Lemma 4.2 and the interpolation inequality we have
/ðA  Ad þ CdÞu; uSpC0jjujjHms jjujjHmp
c0
2
jjujj2Hm þ C00jjujj2L2
for uAHm with some C00 independent of Cd: So taking Cd ¼ C00; we get
/Adu; uS ¼
X
jaj¼jbj¼m
ðadabðX ; DÞDbu; DauÞL2 þ Cdðu; uÞL2
X
c0
2
jjujj2Hm ð4:2Þ
for uAHm: Since AdAS2m1;d; we have Ad : H
m;p-Hm;p for 1opoN: Deﬁne
Ad;L2 by
DðAd;L2Þ ¼ fuAHm : AduAL2g; Ad;L2u ¼ Adu for uADðAd;L2Þ:
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Then it follows from (4.2) and Lemma 4.4 below that Ad;L2 is a positive self-adjoint
operator in L2: We write simply Ad for Ad;L2 if no confusion will occur. Let us
investigate the Lp and L2 resolvents of Ad:
Lemma 4.3. Let qA½2;NÞ; 1=q0 ¼ 1 1=q and gAð0; p=2Þ: There are constants C1 ¼
CðzðAÞ; q; gÞ; C2 ¼ CðztðAÞ; q; g; t; d; sÞ and R ¼ RðztðAÞ; q; g; t; d; sÞ such that the
resolvents ðA  lÞ1 : Hm; p-Hm; p and ðAd  lÞ1 : Hm;p-Hm;p exist for pA½q0; q
and lALðR; gÞ and satisfy
jjðA  lÞ1jjHi;p-H j; ppC1jlj1þðiþjÞ=2m; ð4:3Þ
jjðAd  lÞ1jjHi;p-H j; pp2C1jlj1þðiþjÞ=2m; ð4:4Þ
jjðAd  lÞ1  ðA  lÞ1jjHi;p-H j; ppC2jlj1þðiþjsÞ=2m ð4:5Þ
for 0pipm and 0pjpm:
Moreover, the resolvents ðAd  lÞ1 are compatible in the sense stated in Theorem 3.
Proof. Theorem 3 shows the existence of ðA  lÞ1 and estimate (4.3) for lALðR0; gÞ
with some R0:
Let us show the existence of ðAd  lÞ1 and estimate its norm. Since
ðAd  lÞðA  lÞ1 ¼ I  ðA  AdÞðA  lÞ1;
ðA  lÞ1ðAd  lÞ ¼ I  ðA  lÞ1ðA  AdÞ;
we can formally write
ðAd  lÞ1 ¼ ðA  lÞ1
XN
N¼0
fðA  AdÞðA  lÞ1gN : ð4:6Þ
Hence it remains to show the convergence of the series in (4.6). Since
A  Ad ¼
X
jaj;jbjpm
Aab;
where Aab ¼ Daðaab  adabðX ; DÞÞDb for jaj ¼ jbj ¼ m; Aab ¼ DaaabDb for 0ojaj þ
jbjo2m and Aab ¼ aab  Cd for jaj ¼ jbj ¼ 0; we have Aab : Hzða;bÞ;p-Hjaj;p where
zða; bÞ ¼ m  s for jaj ¼ jbj ¼ m and zða; bÞ ¼ jbj for jaj þ jbjo2m: Setting
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zðaNþ1; bNþ1Þ ¼ j; M 0 ¼ maxjaj;jbjpmjjAabjjHzða;bÞ;p-Hjaj;p and C0 ¼
P
jaj;jbjpm1; we have
jjðA  lÞ1fðA  AdÞðA  lÞ1gN jjHi;p-H j; p
p
X
a1;b1
?
X
aN ;bN
jjðA  lÞ1jHi;p-Hzða1;b1Þ;pjj

YN
s¼1
jjAasbs jHzðas;bsÞ;p-Hjasj;pjj
 
 jjðA  lÞ1jHjasj;p-Hzðasþ1;bsþ1Þ;pjj
!
p
X
a1;b1
?
X
aN ;bN
C1jlj1þðiþjÞ=2m
YN
s¼1
M 0C1jlj1þðjasjþzðas;bsÞÞ=2m
pC1jlj1þðiþjÞ=2mfC0C1M 0jljs=2mgN ð4:7Þ
when jljX1: If we choose R so that RXR0; RX1 and C0C1M 0Rs=2mp1=2; we see
that the series in (4.6) converges for lALðR; gÞ and obtain (4.4), (4.5).
In view of (4.6) the compatibility of ðAd  lÞ1 follow from that of ðA  lÞ1 and
Aab: &
For the L2 resolvents we can estimate operator norms in C\½0;NÞ: Let dðlÞ ¼
disðl; ½0;NÞÞ:
Lemma 4.4. Let 0pipm and 0pjpm: For lAC\½0;NÞ the resolvent ðA  lÞ1 exists
and there is C1 ¼ Cðn; m; c0Þ such that
jjðA  lÞ1jjHi-H jpC1
jljðiþjÞ=2m
dðlÞ : ð4:8Þ
There are constants C2 ¼ CðztðAÞ; t; d;sÞ and C3 ¼ CðztðAÞ; t; d;sÞ such that
ðAd  lÞ1 exists and satisfies
jjðAd  lÞ1jjHi-H jp2C1
jljðiþjÞ=2m
dðlÞ ; ð4:9Þ
jjðAd  lÞ1  ðA  lÞ1jjHi-H jpC2
jlj1þðiþjsÞ=2m
dðlÞ2 ð4:10Þ
when jljX1 and dðlÞXC3jlj1s=2m:
Proof. The statement for A is well known (see [9]).
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The proof of the statement for Ad is similar to that in Lemma 4.3. Using (4.8)
and replacing jlj1þðiþjÞ=2m and jlj1þðjasjþzðas;bsÞÞ=2m with dðlÞ1jljðiþjÞ=2m and
dðlÞ1jljðjasjþzðas;bsÞÞ=2m; respectively, in (4.7), we get
jjðA  lÞ1fðA  AdÞðA  lÞ1gN jjHi-H j
pC1
jljðiþjÞ=2m
dðlÞ C
0C1M 0
jlj1s=2m
dðlÞ
 !N
:
This combined with (4.6) shows the existence of ðAd  lÞ1 and gives (4.9),
(4.10). &
5. Estimates for resolvent kernels
In the rest of this paper we choose an integer k so that k41þ n=2m: Let
m1;y; m2k be the roots of z
2k ¼ l with lAC\½0;NÞ: We number them so that
0oargmkpp=2k or 2p p=2kpargmko2p and that p=2kparg mjp2p p=2k for
jak: The following lemma can be easily proved.
Lemma 5.1. There is C1 ¼ CðkÞ such that
ðsin p=2kÞjmkjp dðmjÞpjmkj; jak;
jmkj
dðmkÞ
pC1
jlj
dðlÞ:
By Lemma 3.2, ðA2k  lÞ1 has an integral kernel Glðx; yÞ which is written
Glðx; yÞ ¼
Z N
0
1
s2k  l dseðA; s; x; yÞ ¼
Z N
0
1
s  l dseðA
2k; s; x; yÞ: ð5:1Þ
Since Lemma 3.2 is based on the estimates for operator norms of ðA  lÞ1 obtained
in Theorem 3, Lemma 4.3 shows that ðA2kd  lÞ1 is also an integral operator, whose
kernel we denote by Gdlðx; yÞ; and that the similar formula to (5.1) holds for Ad: In
order to estimate Glðx; yÞ  Gdlðx; yÞ we write
ðA2k  lÞ1  ðA2kd  lÞ1 ¼
X2k
j¼1
Qj ;
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where
Qj ¼
Yj1
i¼1
ðA  miÞ1
 !
fðA  mjÞ1  ðAd  mjÞ1g
Y2k
i¼jþ1
ðAd  miÞ1
 !
:
Lemma 5.2. For 1pjp2k; Qj is an integral operator. We denote its kernel by Qjðx; yÞ:
There are constants C1; C2 and R depending only on ztðAÞ; k; t; d and s such that
jQjðx; yÞjpC1 jlj
ðnsÞ=4km
dðlÞ ; jak; ð5:2Þ
jQkðx; yÞjpC1 jlj
1þðnsÞ=4km
dðlÞ2 ð5:3Þ
when jljXR and dðlÞXC2jlj1s=4km:
Proof. First, we consider the case jok: Let fpigki¼0 be a sequence satisfying
2 ¼ pkopk1o?op1op0 ¼N; 1
pi
 1
pi1
om
n
; 1pipk:
When 1piok; by applying Lemma 4.3 with q ¼ p1 and g ¼ p=2k and using Lemma
2.1 we obtain
jjðA  miÞ1j Lpi-Lpi1 jjpCjmij1þðn=2mÞð1=pi1=pi1Þ; ð5:4Þ
jjðAd  miÞ1j Lpi-Lpi1 jjpCjmij1þðn=2mÞð1=pi1=pi1Þ; ð5:5Þ
jjðA  miÞ1  ðAd  miÞ1j Lpi-Lpi1 jj
pCjmij1s=2mþðn=2mÞð1=pi1=pi1Þ ð5:6Þ
for jmijXR0 with some R0X1: When i ¼ k; by Lemma 4.4 we obtain
jjðA  mkÞ1j Lpk-Lpk1 jjpCdðmkÞ1jmkjðn=2mÞð1=pk1=pk1Þ; ð5:7Þ
jjðAd  mkÞ1j Lpk-Lpk1 jjpCdðmkÞ1jmkjðn=2mÞð1=pk1=pk1Þ; ð5:8Þ
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jjðA  mkÞ1  ðAd  mkÞ1j Lpk-Lpk1 jj
pCdðmkÞ2jmkj1s=2mþðn=2mÞð1=pk1=pk1Þ ð5:9Þ
for jmkjX1 and dðmkÞXC0jmkj1s=2m with some C0:
Using (5.4)–(5.9) and the similar estimates for ðAd  %miÞ1 with koip2k and
applying Lemma 2.3 to Qj ¼ SjT ; where
Sj ¼
Yj1
i¼1
ðA  miÞ1
 !
fðA  mjÞ1  ðAd  mjÞ1g
Yk
i¼jþ1
ðAd  miÞ1
 !
;
T ¼
Y2k
i¼kþ1
ðAd  miÞ1;
it follows that Qj is an integral operator which satisﬁes
jQjðx; yÞjp jjSjjjL2-LN jjTjjL2-LN
pCdðmkÞ1jmkj1kþn=4ms=2m  Cjmkjkþn=4m
pC jmkj
12kþðnsÞ=2m
dðmkÞ
pC jlj
ðnsÞ=4km
dðlÞ ;
where the last inequality follows from Lemma 5.1. Finally, noting that jljXR02k
and dðlÞXC1C0jlj1s=4km; where C1 is as in Lemma 5.1, imply jmkjX1; jmkjXR0
and dðmkÞXC0jmkj1s=2m; we get (5.2) for jok: The case jXk can be treated
similarly. &
Estimate (5.3) for Qkðx; yÞ is not so sharp. In fact, (5.3) yields (0.1) only with
0oyot=2: For our purpose we need to improve (5.3) by using the information on
the spectral functions for Ad and A:
For a positive integer l and l1;y; llAC we deﬁne
Fðs; l1;y; llÞ ¼
Yl
i¼1
ðs  liÞ1:
By the second resolvent formula we have
Qk ¼FðA; m1;y; mkÞðAd  AÞFðAd; mk;y; m2kÞ
¼
X
jaj;jbjpm
Qab; ð5:10Þ
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where
Qab ¼ FðA; m1;y; mkÞDababDbFðAd;mk;y; m2kÞ
with bab ¼ adabðX ; DÞ  aab for jaj ¼ jbj ¼ m; bab ¼ aab for 0ojaj þ jbjo2m and
bab ¼ Cd  aab for jaj ¼ jbj ¼ 0: Applying Lemma 2.3 and taking operator norms of
the adjoint operators, we see that Qab has an integral kernel Qabðx; yÞ which satisﬁes
jQabðx; yÞj
pjjFðA; m1;y; mkÞDajjL2-LN jjðbabDbFðAd; mk;y; m2kÞÞjjL2-LN
pjjDaFðA; %m1;y; %mkÞjjL1-L2 jjbabDbFðAd; mk;y;m2kÞjjL1-L2
pCjjFðA; %m1;y; %mkÞjjL1-H jaj jjFðAd; mk;y; m2kÞjjL1-Hzða;bÞ ; ð5:11Þ
where zða; bÞ ¼ m  s for jaj ¼ jbj ¼ m and zða; bÞ ¼ jbj for jaj þ jbjo2m:
Lemma 5.3. Let aA½0; 1 and let FðsÞ denote Fðs; %m1;y; %mkÞ or Fðs; mk;y; m2kÞ: Then
there is C ¼ Cðm; c0; aÞ such that
jjFðAÞjj2L1-HmapC sup
xARn
Z N
0
sajFðsÞj2 dseðA; s; x; xÞ:
This also holds if we replace A with Ad:
Proof. In the same way as in [16, Lemma 7.3] we use the complex interpolation
method to get
jjFðAÞf jj2HmapCjjAa=2FðAÞf jj2L2 ¼ CðAajFðAÞj2f ; f ÞL2 :
This combined with Lemma 3.2 gives the lemma. &
Lemma 5.4. Let 1oaob þ 1 and bX0: Then for lAC\½0;NÞ
Z N
0
sa
js  mkj2js  m1jb
dspCða; b; kÞjmkj
ab
dðmkÞ
: ð5:12Þ
Proof. Let Iða; bÞ denote the left-hand side of (5.12). When b ¼ 0; the lemma can be
proved by complex integration. Noting that sy=js  m1jp2jm1jy=dðm1ÞpCðkÞjmkjy1
for yA½0; 1 and sA½0;NÞ; we see that the general case is reduced to the case b ¼ 0: In
fact, Iða; bÞpCjmkjbIða; 0Þ when 1oao1; Iða; bÞpCjmkjabIð0; 0Þ when 0papb;
and Iða; bÞpCIða  b; 0Þ when boaob þ 1: &
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Lemma 5.5. Let g be a real-valued increasing function on ½0;NÞ satisfying
jgðsÞ  sn=2mjpC1sðnyÞ=2m
for some yA½0; 1 and C140: Then for any aA½0; 1 there is C2 ¼ Cðn; m; k; a; y; C1Þ
such that
Z N
0
sajFðs; m1;y; mkÞj2 dgðsÞpC2
jljn=4kmþa=2k
dðlÞ 1þ
jlj1y=4km
dðlÞ
 !
;
Z N
0
sajFðs; mk;y; m2kÞj2 dgðsÞpC2
jljn=4kmþa=2k1=k
dðlÞ 1þ
jlj1y=4km
dðlÞ
 !
for lAC\½0;NÞ:
Proof. For sake of simplicity we set m ¼ mk and g ¼ m1: Noting
js  gj=js  mjjpCðkÞ; jak
for sX0 and using integration by parts, we haveZ N
0
sajFðs; m1;y; mkÞj2 dgðsÞpC
Z N
0
sa
js  mj2js  gj2k2
dgðsÞ
¼ Cn
2m
Z N
0
sa1þn=2m
js  mj2js  gj2k2
ds
 C
Z N
0
d
ds
sa
js  mj2js  gj2k2
 !
ðgðsÞ  sn=2mÞ ds
pC
Z N
0
sa1þn=2m
js  mj2js  gj2k2
ds þ C
Z N
0
asa1þðnyÞ=2m
js  mj2js  gj2k2
ds
þ C
dðmÞ
Z N
0
saþðnyÞ=2m
js  mj2js  gj2k2
ds:
Since k41þ n=2m; we can apply Lemma 5.4 to get the ﬁrst inequality of the lemma.
The second inequality can be derived similarly. &
We cite Zielinski’s result for the spectral function of Ad:
Theorem 4. There is C ¼ CðztðAÞ; t; d; sÞ such that
jeðAd; t; x; xÞ  oAðxÞtn=2mjpCtðnsÞ=2m
for xARn and tX0:
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Proof. See [31,32]. &
Lemma 5.6. If there are yA½0; s and C140 such that
jeðA; t; x; xÞ  oAðxÞtn=2mjpC1tðnyÞ=2m
for xARn and tX0; then there are constants C2; C3 and R depending only on zðAÞ; t; d;
s; k; y and C1 such that
jGlðx; xÞ  Gdlðx; xÞjpC2
jljðnsÞ=4km
dðlÞ 1þ
jlj1y=4km
dðlÞ
 !
when jljXR and dðlÞXC3jlj1s=4km:
Proof. By the estimates for Qjðx; yÞ with jak in Lemma 5.2 it remains to derive the
estimate for Qkðx; yÞ: Noting jaj þ zða; bÞp2m  s and using (5.11), Lemmas 5.3, 5.5
and Theorem 4, we have
jQabðx; yÞj2pC jlj
n=4kmþjaj=2km
dðlÞ 1þ
jlj1y=4km
dðlÞ
 !
 jlj
n=4kmþzða;bÞ=2km1=k
dðlÞ 1þ
jlj1s=4km
dðlÞ
 !
pC jlj
ðnsÞ=2km
dðlÞ2 1þ
jlj1y=4km
dðlÞ
 !2
;
which yields the estimate for Qkðx; yÞ: So we get the lemma. &
6. Proof of Theorem 2
Lemma 6.1. If there are yA½0; sÞ and C140 such that
jeðA; t; x; xÞ  oAðxÞtn=2mjpC1tðnyÞ=2m ð6:1Þ
for xARn and tX0; then there is C2 ¼ CðzðAÞ; t; d; s; y; C1Þ such that
jeðA; t; x; xÞ  oAðxÞtn=2mjpC2tðnZÞ=2m
with Z ¼ ðyþ sÞ=2 for xARn and tX0:
Proof. Let ZAð0; sÞ; which will be speciﬁed later. We choose positive constants t0
and C0 so that l ¼ t þ ﬃﬃﬃﬃﬃﬃ1p C0t1Z=4km with tXt0 is contained in the range described
ARTICLE IN PRESS
Y. Miyazaki / Journal of Functional Analysis 214 (2004) 132–154 151
in Lemma 5.6. Let GðlÞ be a curve from %l to l in C\½0;NÞ: Then using Pleijel’s
formula (see [1,20])
eðA2k; t; x; xÞ  1
2pi
Z
GðlÞ
Gzðx; xÞ dz

p2jImljjGlðx; xÞj
for A2k and that for A2kd ; we have
jeðA2k; t; x; xÞ  eðA2kd ; t; x; xÞjpJ1 þ J2 þ J3; ð6:2Þ
where
J1 ¼ 4jIm ljjGdlðx; xÞj; J2 ¼ 2jIm ljjGlðx; xÞ  Gdlðx; xÞj;
J3 ¼ 1
2p
Z
GðlÞ
fGzðx; xÞ  Gdz ðx; xÞg dz

:
By Theorem 4 we have
Gdlðx; xÞ 
np=4km
sinðnp=4kmÞoAðxÞðlÞ
1þn=4km


¼
Z N
0
1
s  l dsðeðA
2k
d ; s; x; xÞ  oAðxÞsn=4kmÞ


¼
Z N
0
eðAd; s1=2k; x; xÞ  oAðxÞsn=4km
ðs  lÞ2 ds


pC
Z N
0
sðnsÞ=4km
js  lj2 dspC
jljðnsÞ=4km
dðlÞ ;
which gives
J1pCtðnsÞ=4km þ CtðnZÞ=4kmpCtðnZÞ=4km: ð6:3Þ
In the usual way (see [9]) we obtain from Lemma 5.6
J2 þ J3pCtðnsÞ=4kmlogt þ CtðnþZysÞ=4km: ð6:4Þ
Finally, by setting Z ¼ ðyþ sÞ=2 we get the lemma from Theorem 4 and
(6.2)–(6.4). &
We are now ready to prove Theorem 2. Deﬁne the sequence fyjg by y0 ¼ 0 and
yjþ1 ¼ ðyj þ sÞ=2 ð jX1Þ: Then Theorem 1 and Lemma 6.1 show that (6.1) holds
with y ¼ yj ¼ ð1 2jÞs for any jX0: Since we can choose s and d arbitrarily so that
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(4.1) is satisﬁed, we conclude that (6.1) holds with any yAð0; tÞ: This completes the
proof of Theorem 2.
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