In this work, we extend the quantum optimal control theory of molecules subject to ultrashort laser pulses to the case of solvated systems, explicitly including the solvent dielectric properties in the system Hamiltonian. A reliable description of the solvent polarization is accounted for within the Polarizable Continuum Model (PCM). The electronic dynamics for the molecule in solution is coupled with the dynamics of the surrounding polarizable environment, that affects the features of the optimized light pulse. Examples on test molecules are presented and discussed to illustrate such effects.
I. INTRODUCTION
Our capability to control the "micro-world of chemistry and physics" [1] lies on the possibility to selectively guide the dynamics of a quantum system through the interaction of the system with a suitable perturbing agent (e.g., an external laser pulse), in such a way that starting from a given initial state, the system is driven to a desired final state (e.g., a specific excited state, a specific product in a chemical reaction, a desired many-body quantum state, etc). [2] [3] [4] [5] [6] [7] [8] Many efforts have been devoted to the control of nuclear dynamics, allowing to successfully achieve specific products ratios of chemical reactions and crystallization processes, photodissociation of molecules in gas phase, energy flow optimization in light-harvesting complex, and generally proving the method valuable in the conception of effective experiments [9] [10] [11] [12] . From the experimental point of view, studies mainly employed learning algorithms, where the external field is iteratively modified following an experimental feedback [13] . Recently, femtosecond experiments on systems with complex multidimensional potential energy surfaces have been used together with theoretical ab initio quantum calculations to identify specific Hamiltonian information and optimal laser pulses, as well as to bring the system in the desired target state [14] [15] [16] .
Application of optimal control theory in single molecule spectroscopy studies are of great interest, with the aim to identify ultrafast laser pulses to gain access to the intrinsic ultrafast molecular processes such as vibrational motions, excitation energy transfer, charge transfer, etc [17, 18] . In all these possible molecular application, the target of the optimal control problem is a specific excited state of the molecule. In our study, we will indeed focus on problems where the target state is an electronic excited state, with the molecule at equilibrium bond length. From the theoretical side, the control of a quantum system relies on the quantum optimal control theory (QOCT). In this approach, the optimal laser pulse is calculated a priori from the assumed systems Hamiltonian [2] [3] [4] [19] [20] [21] . Optimal control theory is widely applied to the study of molecular electronic states with ultrashort laser pulses [21] [22] [23] , which require a short time scale (fs) to avoid nuclear relaxation and energy level rearrangements; with the application of optimal control theory it is possible to compute perfectly suited laser fields able to drive the system to the desired target state.
Once the final shape of the pulse is obtained, the analysis of its polarization and frequencies can allow to understand the molecular behaviour and excitation mechanism [22, 23] .
The quantum optimal control theory has been successfully applied to gas phase molecules but, contrarily to the experimental approaches, its application to molecules in the presence of an external environment (e.g. a solvent) is more limited. Many studies focused on targeting specific vibronic molecular states in condensed phases using density matrix theory to introduce dissipative coupling with external bath [5, 24, 25] . In addition, concerning specifically the effect of solvation in optimal control problems, an effort was done by Keefe et al. to account for the molecular geometry fluctuations due to the electrostatic interaction with the molecular dipoles of the solvent, as certain structures may be stabilized or destabilized by the solvent presence [5, 26] . In their study, they select different molecular geometries from a simulation performed with explicit solvent and calculate the vibronic excited state for all of them. The purpose of their multi target optimal control theory is then to find the optimal laser pulse which performs better on average for all the different structure, as all of them are present in the solvated system.
All these studies partially include the effect of the solvent on the control problem, and none is able to account at the same time both the interaction of the molecular system with the external control field and the polarization interaction of the same system with the external medium (i.e. the so called reaction field problem). Furthermore, in the presence of an external medium surrounding the target molecules we have to face two additional problems regarding a coherent extension of the QOCT. The first one is due to the fact that in a condensed medium the electric field accessible to the observer for the control of the molecular system is different with respect to the field acting locally on the system itself (i.e. the so called local field problem); [27] the second problem regards the nature of the excited electronic state (i.e the target states) of a solvated molecule with respect to the case of an isolated molecules. [28] In fact due to the interaction with the polarizable solvent the excited states are no more elements of the eigenfunction spectrum of a single electronic Hamiltonian but are eigenfunctions of different state-specific Hamiltonians. We remark that these characteristics of the excited electronic state of molecules in a polarizable environment reflects the non linear-nature of the molecular Hamiltonian associated to the quantum mechanical problem for these systems. This is a characteristic already met with in quantum optimal control problems, although in rather different contexts (e. g. Bose-Einstein condensates). [29] [30] [31] In this manuscript we present a generalization of the QOCT for solvated molecules in which all these effects are for the first time explicitly considered. The molecules in solution will be described within the Polarizable Continuum Model (PCM) for solvation. [28, [32] [33] [34] [35] [36] [37] .
The PCM is "de facto" a standard of contemporary computational quantum chemistry for the study of the molecular properties and processes in solution. PCM is an implicit solvation model in which the solvent is represented as a dielectric medium and the solute interacting with the medium and with external field of various nature and complexity can be described at the various standard theoretical level of quantum chemistry.
The paper is organized as follows: in the "Theory" part, we present the theoretical formalism; in particular in section II A we review a suitable form of the QOCT for isolated molecules; in section II B we review the basic aspects of the PCM solvation model necessary for the extension of the QOCT to molecules in solution; this extension is presented in section II C.In sect. II D we discuss the algorithm implementing the QOCT approach.
In the "Computational applications" part, we present the computational protocol and the numerical results of the QOCT for two molecules in solution, N-methyl-6-quinolone (MQ) and LiCN. In this part, we explore how the effect of the solvent modifies the optimal control process itself, in terms of the computational effort needed to solve the optimal control problem and the shape and amplitude of the final control pulse, and how the presence of the solvent modifies the final result, in terms of the state actually reached by the molecular system.
II. THEORY

A. Quantum Optimal Control Theory
Quantum Optical Control Theory (QOCT) has been actively developed since the mid '80s. [2] [3] [4] We review here one of the possible approaches to QOCT; following closely the works of Rabitz et al. [19] [20] [21] we want to manipulate a suitably shaped laser pulse, in order to drive the system from an initial state at t = 0 where ψ(0) = ψ 0 to a final state ψ(T ) = ψ T corresponding to a chosen final time t = T . The final state should maximize the expectation value of a chosen operatorÔ acting on the system. In this work,Ô will be the projection operator on the desired excited state Ψ, i.e.,Ô = |Ψ Ψ|.
The molecule is treated quantum-mechanically, while ε(t) is the electric field associated to the laser pulse, that is the quantity an experimenter can directly control. The time dependent Schrödinger equation for the system is:
whereĤ 0 is the system Hamiltonian without the interaction with the external field, ε(t)
is the external control field andμ is the dipole operator of the molecule. Eq. 2 is explicitly written in the length gauge (other gauges are possible as well). [38] Note that atomic units are used throughout this work.
The optimal field can be obtained maximizing the following constrained objective functional:
where χ(t) is the Lagrange multiplier imposing that ψ(t) satisfy the time dependent Schrödinger equation at any time t, and T 0 α(t)|ε(t)| 2 dt is a positive function which plays the role of a penalty factor: the higher the laser fluence, the more negative its contribution to J. The time dependence of α(t) allows to enforce a given envelope to the laser pulse, e.g. penalizing too strong values at the beginning or end of the pulse.
To compute the stationary points of J, i.e. ∂J = 0, we have to differentiate with respect to ψ(t), χ(t) and ε(t). Details are given in Appendix A. From the condition ∂ |ψ J = 0, ∂ |χ J = 0, ∂ ε J = 0 come three coupled equations for the wave function ψ(t), the Lagrange multiplier χ(t) and the field [21] :
Several algorithm have been implemented to numerically solve this problem. Here we adopt an iterative algorithm introduced by Rabitz and coworkers in ref. [20] . When using this algorithm in vacuo, J has the property to increase monotonically.
Practically the algorithm builds upon a forward propagation of ψ(t) starting with ψ(0) = 0 and a backwards propagation of χ(t) starting with χ(T ) =Ôψ(T ). The latter procedure has been interpreted in a rather transparent way by Tannor in his textbook. [39] The projector
O eliminates from ψ(T ) the unwanted contributions from states other than Ψ, and the backward propagation is needed to find out what were the components of the field that gave rise to the desired portion of ψ(T ). More details on our practical implementation are given in Section II D.
B. Polarizable Continuum Model
In this section we shall briefly review the Polarizable Continuum Model (PCM). PCM provides a suitable framework to perform quantum-mechanical calculations of molecules embedded in a dielectric environment including polarization effects [28, [35] [36] [37] 40] . PCM features comprise: (1) considering the environment as a continuum and infinite dielectric medium characterized by a frequency-dependent dielectric function (ω); (2) tackling the molecule through quantum mechanics; (3) assuming the molecule inside a vacuum cavity -shaped according to the molecular geometry-inserted within the otherwise homogeneous dielectric environment; and (4) the reaction-and cavity-field polarization of the medium are described in terms of apparent surface charges (ASCs) q placed on the cavity surface and depending on the molecular potential and the applied electric fields at the cavity surface, respectively. More specifically, the reaction field is the electric field due to the solvent polarization induced by the solute charge density, and will modify both the energy levels and the wavefunctions of the molecular states. In turn, this will affect the way the molecule interacts with light, e.g., by modifying the molecular transition dipole moments. Later on we shall see that the mutual solute-solvent polarization mediated by the reaction field has also direct effect in the laser driven solute state evolution. The cavity field (that will be discussed more in details below) is related to the modification of the electric field associated with the laser pulse inside the dielectric within the cavity hosting the molecule The time dependent Schrödinger equation in the PCM case can be obtained through a variational formulation that includes non-equilibrium effects [41] , leading to a non-linear Schrödinger equation: [29] i
whereĤ 0 is the Hamiltonian of the isolated molecule, q[ψ(t < t)] represents the time dependent solvent polarization charges induced by the solute on the solvent (that in general depend on the entire history of the solute wavefunction ψ(t ) up to time t) placed on the boundary of the cavity,V is the molecular electrostatic potential of the solute at the representative points on the cavity boundary; [28, 35, 42] μ is the effective electric dipole operator and the subscript M in the field (ε M (t)) reminds that this is the Maxwell field in the solvent. Effective dipole and Maxwell field will be discussed later on.
Non equilibrium reaction field effects. At the beginning of the simulated experiment (for t ≤ 0), the solute is in its ground state and in equilibrium with the solvent. When the laser pulse has impinged the system (for t > 0), the full system (solute and solvent) evolves according to the fast electric field oscillations of the laser. The slow degrees of freedom of the solvent cannot follow neither the laser pulse nor the solute density fluctuations in response to the laser field, and therefore, remain frozen in the initial configuration at equilibrium with the ground state of the solute. Only the fast degrees of freedom of the solvent are able to adapt to the perturbations, induced by the laser pulse propagation and the solute evolution. We incorporate this phenomenology by considering the following time dependent PCM equations for the polarization charges: [43] 
where Q P CM (t − t ) is the solvent response matrix, non-local in time and depending on the whole spectrum of the frequency-dependent dielectric permittivity of the medium. In this work we perform the integral and rewrite the polarization charges q(t) in Eq. (8) as a sum of two set of charges, following non-equilibrium treatments [33, 43] : a dynamical charge term which follows the instantaneous polarization (q d (t) = Q P CM d ψ(t)|V |ψ(t) ) and an inertial term q in , constant in time, which is the response to the potential due to the ground state of the molecule (q in = (Q P CM
Q P CM 0 and Q P CM d are the PCM response matrices obtained by the static 0 and the dynamic d dielectric constants, respectively. As done before [42] , we can also rewrite q(t) as:
We also define charge operatorsq d = Q P CM dV and ∆q d = Q P CM dV − q d (|Φ 0 ) in such a way that:
Cavity field effects. In Eq.7, it appears the effective dipoleμ =μ +μ which includes the cavity field effect [44, 45] . The latter effect can be cast by
where q cf [ε M (t)] are the polarization charges due to the control electric field ε M (t) that develop to satisfy the electrostatic boundary conditions at the dielectric function discontinuity between the solvent and the molecular cavity, see Fig. (1). ε M (t) is a so-called Maxwell field, i.e., a field that could be measured in the dielectric in the absence of the solute cavity. ε M (t)
is therefore the field that can be directly controlled by shaping the incident laser pulse. The q cf [ε M (t)] are given by a PCM-like equation: [35, 40, 45] 
where Q cf is the cavity-field analogue of Q P CM d and V ε M (t) = −ε M (t) · r is the potential associated with the control Maxwell electric field in the long-wavelength limit. The field produced by the charges q cf generalizes to PCM the cavity field originally introduced by Onsager for spherical cavities. [27] We also remark that within the dielectric the relation between the intensity of the propagating electromagnetic radiation and the field ε M (t) is slightly different than in vacuo, as for a given ε M (t), the intensity in the dielectric is a factor n (n is the refractive index) smaller than what would be in vacuo for the same field.
Ground and excited state description in PCM. The state vector |ψ(t) can be approximated in terms of a many-electron basis set
where |Φ 0 is the ground state while the others correspond to excited states. The excited states are generated applying an excitation operator to the reference state |Φ 0 , promoting the electrons from the occupied orbitals to the vacant ones. The accuracy of the Schrödinger equation in solution depends on the choice of the basis set in Eq. 16 expansion. For computational simplicity and feasibility, in this work we use as the reference the state given by the Hartee-Fock single determinant of the molecular solute, under a regime of equilibrium solvation (|Φ 0 = |HF ). The excited states |Φ I are given by a configuration interaction expansion limited to single excitations (CIS) [42] . In particular, the quantum mechanics calculation providing the description of the molecule (i.e., the energy and ordering of its electronic states) is performed using the solvent polarization equilibrated with the solute ground state, which means that we are describing the system immediately after the excitation, when the solvent did not have time to equilibrate with the new electronic configuration of the solute. This is called the frozen solvent approximation, and we identify the frozen solvent excited states as |Φ f ro I .
More in details, the Hartree-Fock wavefunction |HF is obtained from the solution of the Hartree-Fock equations involving the following Fock matrix (in the molecular orbitals basis):
F 0 pq are the matrix elements of the Fock operator for the isolated system; and q(|HF ) is defined by:
The 
When the frozen approximation is relaxed, i.e., the solvent is let free to equilibrate with a given excited state. Each excited state is obtained as a stationary state of the functional: [33, 37 ]
that yields a time-independent Schrödinger equation with a state-specific Hamiltonian:
The excited state |Φ eq I will therefore be different from |Φ f ro I . For example, the frozen solvent states remain a good basis set for the new excited states, [37] i.e, in general it will be possible to write:
The expansion coefficients C 0 This computational strategy to find solvated excited states is similar in spirit to the standard approach employed for solvated ground states. The key change is that instead of assuming a Slater determinant ansatz for the solvated ground state wavefunction and optimizing a linear combination of single-particle states, here we optimize a linear combination of frozen solvent excited (multi-particle) states.
C. Quantum Optimal Control Theory in the Polarizable Continuum Model
In this section, we discussed how to modify the optimal control algorithm described previously for its application in the case of a solvated molecule, with a PCM description of the environment. Including the PCM terms in the optimal control problem, the J functional then becomes:
We proceed similarly to what we did in vacuo, differentiating J P CM with respect ψ(t), χ(t) and ε M (t). Details are given in Appendix A. The three final coupled equations are:
The PCM forward propagation equation has an additional term with respect to the in vacuo case, straightforwardly related to the additional ψ(t)|q d |ψ(t) ·V term in the Hamiltonian. The backward propagation, on the other hand, has a more complex dependence on bothq d andV and a direct dependence on ψ(t), which is a consequence of the ψ(t)|q|ψ(t)
term, which generates extra terms in the equations (see Appendix A 2). Finally, eqs. (24) (25) can be rewritten in terms of the HF charges q(|HF ) as:
which are the equations effectively implemented, as they are the most convenient when the wavefunction basis set defined by Eq. (19) is used.
D. Optimization algorithm in vacuo and in solution
Many algorithms were proposed to solve the optimal control problem. [4, 5, 39] Here, we adopt the iterative algorithm introduced by Rabitz et al. [20] briefly described in the following. In our code is also implemented a second algorithm described in Ref. [46] , which rely on a very similar scheme. Each iteration of the algorithm but the first is made of a backward propagation of χ(t) and a forward propagation of ψ(t), under the influence of two different fields (Scheme 2).
During the first iteration, which is usually identified as iteration 0, ψ(t) is propagated from t = 0 to t = T under the effect of an initial guess for the electric field of the desired shape (e.g. π-pulse, constant,..). Values of ψ(t) are stored at each time step.
Iteration 1 (and all the following iterations) starts with the evaluation of J or ψ(T )|Ô|ψ(T ) .
If the desired level of accuracy (in terms of the value of ∆J = J 1 − J 0 , or the discrepancy between the target and the present value of ψ(T )|Ô|ψ(T ) )) is not achieved, |χ(T ) is set equal toÔ|ψ(T ) and a backward propagation is started. At each time step the backward fieldε M is calculated. This field is a support field, not the one we are aiming to tune with the optimal control algorithm, and its purpose is only to allow the backward propagation of
where the apex in Eq. 29 means that χ 1 (t) is calculated at iteration 1 while ψ 0 (t) is calculated at iteration 0.
Once all the values of χ 1 (t) are calculated and stored, one can propagate ψ 1 (t) forward, calculating ε M (t) at each step as:
where now χ 1 (t) and ψ 1 (t) are both calculated at iteration 1. The procedure is iterated until the desired accuracy on ψ(T )|Ô|ψ(T ) is obtained.
This algorithm is immediately extendable to PCM, modifying the propagation equations with the additional PCM terms. In particular, as we have already mentioned, there is an additional term in the propagation equation of χ(t) that is due to an extra nonlinear dependence. Such term does not represent a problem for the algorithm in our particular case, since backward propagation for χ(t) has access to the full time-dependence of ψ(t) once performed the forward propagation. In general, nonlinearity has been already tackled with success in optimal control problems for Bose-Einstein condensate [29] [30] [31] . There the non-linear term is local in space (∝ |ψ(t)| 2 ), while the PCM non-linear term is global, i.e., integrated in space. However, it should be noted that while the in vacuo algorithm was demonstrated to lead to a monotonic increase of J [46] , the additional terms in the χ propagation equation do not allow the demonstration used in the in vacuo case. Practically, as it is shown in Section III B, for the calculations we performed in solvent, which means at least for the specific molecules and parameters we consider, J behaves monotonically in solution as well (Sec. III B).
III. COMPUTATIONAL APPLICATIONS
In this section we present numerical applications of the QOCT-PCM method to the study of laser pulse for the optimal population of selected excited states of two molecular solvated systems: N-methyl-6-quinolone (MQ) and LiCN.
MQ is an interesting system with peculiar photo-physical properties, [47] already studied in the framework of optimal control in vacuo in Ref. [22] . As stated there, the electrical pulse to excite this system to the first excited state must be very short (approx 6 fs.) to avoid nuclear relaxation. A π-pulse (i.e., a light pulse able to take all the ground state population in the excited state for a two level system) [21] of such duration was shown to be ineffective to obtain the desired selectivity on the target excited state. Optimal control in vacuo already proved to solve this issue in Ref. [22] , and we extend it to the solvent case.
LiCN molecule has an electronic structure strongly affected by the presence of the solvent, and it is interesting to show how to deal with the choice of the target excited state in this particular case, and to study the differences in behaviour and performances of the optimal control algorithm. Moreover, LiCN was already used as a model system to test the extension of PCM to real time quantum approaches (real time time dependent functional theory, RT-TDDFT and time dependent CIS) [38, 42, 43] The present is a further extension of those works. We chose acetonitrile as solvent for both systems. It is also possible to choose between three different shapes for α(t):
where T is the duration of the laser pulse (250 a.u., ≈ 6 fs, in all the simulations) [22] .
The α sin (t) shape promotes sinusoidal envelope, with small values of the field amplitude at the beginning and at the and of the time interval, while α smooth shape is the one used in
Ref. [22] ; this shape is a regularized version of a constant amplitude field which is suddenly turned on, slightly smoothed at the beginning and end of the pulse. In atomic units, α(t) and thus α 0 are given in units of e 2 a 2 0 −1 E −1 h . In the present implementation of the QOCT-PCM optimization algorithm (see scheme in Fig. 2) , the electric field in the first iteration ε 0 has been selected on the basis of the following considerations. If the target state has well defined characteristics, one sensible choice would be to choose a π-pulse with an appropriate value of the frequency, able to guarantee a We start performing a set of calculations with different parameters for the isolated molecule, to asses the behavior of the OC algorithm as implemented by us. Figure 3 a) shows QM molecule and the value and direction of the transition dipole for 0-1 transition, while Figure 4 shows the energy levels of MQ molecule.
The optimal control problem has been solved, using different laser pulses in terms of shape and amplitude [21] . The parameters of the penalty term (α0, α(t), etc.) and the starting guess for the field define the final shape of the solution. A smart choice of parameters can lead to a better optimal solution depending on the desired characteristic for the laser pulse (amplitude, shape, length) which in turn depend on the system under study and the available experimental set up. Our interest is to compare results obtained in vacuo and in PCM, exploring some possibilities for the penalty term parameters and how they can affect the final results in the different environments (the role of the initial field guess is briefly discussed in Appendix A 2).
Effect of the shape factor α(t). Figure 5 analyze the differences in the OC algorithm behaviour as obtained by the different choice of the shape field factor α(t) (see Eq. 31). The three plots in the left panel refer to calculations performed in vacuo, while the right panel refers to calculations performed in acetonitrile implicit solvent that will be commented later in this work.
We here show calculations only with α(t) = α smooth (t) and α(t) = α sin (t), as the α const shape gives practically the same results as α smooth , which only differs for a small penalty for high fields at the beginning and the end of the time interval, that accounts for the experimental turning on and turning off of the laser pulse.
In Figure 5 left panel it is shown how the α sin shape is the one that performs worst in terms of reaching the target state. While for α0=1 a.u. the overall performance (J value) is similar to the ones of of α(t) = α smooth (t), J becomes increasingly smaller with larger values of α0, without a significant gain in the value of the field amplitude.
Even if this particular shape performs poorly, it is useful to be able to chose a specific shape for the optimized pulse, e. g. for experimental reasons. In this case the α sin shape starts and ends to zero, similarly to a π-pulse shape. Other shapes of interest could be also implemented.
As expected, the integrals of the field are generally smaller with increasing values of α0, with a consequence on the value of ψ(T )|Ô|ψ(T ) . As we have already pointed out, in the case of α(t) = α sin (t) the loss in performance is particularly severe. We compare our results with the ones of Ref [22] for optimal control on MQ for a 250 a.u. pulse. After 30 iteration they report achieving a population of the target state larger than 95%. We use a different propagation algorithm for the wave function and a different starting field, but we obtain the same result with both α0 = 10 a.u. and α0 = 40 a.u. (α(t) = α smooth (t)), and similar values for the field amplitude. The shape and frequency distribution of the optimal pulse are discussed in the following and compared with the ones in Ref. [22] .
Effect of the solvent. We focus now on the comparison with solvated MQ, implementing the theory described in Sec. II C. In the right panel of Fig. 5 , J, ψ(T )|Ô|ψ(T ) and The target state for MQ in solution is the first excited state, as in vacuo (i.e.,Ô = |1 eq 1 eq |); the solvent affects the state energy (see Fig. 4 ) but for this molecule has a negligible effect on its wavefunction (i.e., |1 eq ≈ |1 f ro ≈ |1 vac ). This choice allows to study the effect of the solvent inclusion on a simple system, where the presence of the solvent only slightly modifies the electronic structure of the molecule, before moving to more complex scenarios. This indirectly shows that the effect of the solvent is not only in the cavity field term (that would generically magnifies the Maxwell field), the time dependent reaction field has a role too.
Frequency analysis of the optimal laser field. To better understand the characteristics of the optimal control field with respect to the system under study, and its dependence on the target state and on the starting optimal control parameters, we analyze the Fourier transform of the optimal control pulses obtained after 100 iterations with different starting conditions. First, we compare results obtained with α(t) = α smooth and α0=10 a.u. with the results in Ref. [22] with the same parameters on the same molecule, with the aim of validating our numerical implementation. In Figure 6 a) the field and Fourier transform on the direction parallel to the transition dipole moment are plotted, while in b) the direction is perpendicular to the dipole. On the parallel direction the main peak of the Fourier transform corresponds to the resonant frequency for the 0-1 transition, at 3.118 eV. A π-pulse with this frequency would cause a population inversion in a two level system but, as already mentioned, in Ref. [22] is discussed how this approximation does not work for the system under study for short pulses (250 a.u.) and how an optimized pulse is needed instead. Nevertheless a significant component of the field corresponds to the resonance frequency. Concerning the perpendicular component of the Fourier transform, there is a peak corresponding to a static component at nearly zero frequency and two others peaks around 3.5 eV and 5.8 eV.
These additional frequencies allow the optimized pulse to populate the first excited state, discouraging further excitation and de-excitation to competitive states. These results are in complete agreement with the ones obtained in Ref. [22] .
We then compare the results obtained with different α(t) shapes in vacuo and in implicit solvent. Only the component parallel to the transition dipole moment is shown for clarity ( Fig. 7 a,b) ).
The two α(t) shapes give very similar results in terms of frequency, both in vacuo and in acetonitrile, with the main peak corresponding to the resonance energy for the 0-1 transition.
In implicit solvent this frequency is at ω= 3.565 eV, blue shifted with respect to gas-phase, as expected from free energy values in Fig. 4 , and a second peak at ω 6 eV is visible for both shapes of α(t).
A deeper analysis of the populations behaviour in time under the influence of the optimal field, and of the fluxes between excited states, it will be carried out in a future paper.
LiCN
LiCN was chosen due to the characteristics of its electronic structure and to how it is modified by the presence of the solvent. In Figure 3 b) we show the direction and value of the transition dipole of the 0-2 transition (0-7 in PCM), while to better understand the effect of the solvent on the position of the different levels in the two environments and to guide the choice of the target state, we report in Fig. 8 a correlation plot showing the energies of the lowest states in gas-phase and their non-equilibrium free-energy within the frozen solvent approximation. From the figure it is apparent that some states are very sensitive to the solvent effects, [42] and for them we also expect some non-negligible change in the wavefunction.
For LiCN in vacuo we chose as target state the second excited state (the same chosen in a previous study, [22] that we here extend to the solvated case). Figure 8 shows that it corresponds to the sixth excited state in solution (in the frozen solvent approximation).
Moreover we have to take into account that solvent equilibration may change the states. By solving Eq.(21) using the self consistent algorithm described in Sec. II B, we find in fact how |7 eq is written in terms of frozen solvent states after the solvent is equilibrated with the molecule (|7 eq = −0.216|5 f ro −0.874|7 f ro −0.436|11 f ro ). This choice allows to test the algorithm in PCM for a complex target state, written as a linear combination of frozen solvent ones (see Sec. II B).
LiCN: QOCT in vacuo. Results for LiCN in vacuo ( Fig. 9 left panel) are similar to the ones obtained for MQ, with some differences due to the different nature of the molecule.
For the sake of clarity, we restricted our study to α(t) = α smooth (t), that was proposed previously [22] and gave good results for MQ. On the contrary, simpler fields with plain shapes as the α smooth one seem to be more suitable as a starting point to satisfy the problem requirements. LiCN 0-2 transition has a smaller value of the transition dipole with respect to MQ 0-1 excitation, as a consequence an effective choice of α(t) is even more important.
In the calculation with α0 = 10 a.u. the optimal control algorithm is slower to find the desired solution, with very low values of ψ(T )|Ô|ψ(T ) in the first iterations (notice that to show this behaviour in Fig. 9 the two plots for ψ(T )|Ô|ψ(T ) are plotted with y axes starting from 0, differently with respect to Fig. 5 ) Values for T 0 |ε(t)| 2 dt are larger with respect to MQ, showing how stronger fields are needed to populate the desired excited state in LiCN. On the contrary, the final value of ψ(T )|Ô|ψ(T ) in vacuo is very similar for MQ and LiCN. As a consequence, J in LiCN is smaller than for MQ, as it accounts for the larger value of the field integral.
LiCN: QOCT-PCM in solution. Comparing the results obtained for LiCN in vacuo ( Fig.9 left panel) and in PCM ( Fig.9 right panel) in terms of performances of the algorithm, the results are very similar (independently from the values of α0) in terms of final J, target state population and optimized field, showing that in solution it is possible to get the same performance as in vacuo. Hence, at least for the examples shown here, the additional nonlinear terms (reaction field terms) of the Hamiltonian for the solvated system (see Eq. (7)) do not modify the performance of the QOCT algorithm. In addition, we also remark that although in the case of the solvated molecules (i.e. in PCM) the target state for LiCN (|7 eq ) is a linear combination of the eigenstates basis set (three of them dominate, see Fig.(8) ), the performances of the QOCT algorithm in vacuo are again retained.
Eventually from our data we can say that optimal control performance (in terms of J and on how close one can go to a target excited state) is very system and state dependent and a careful choice of the optimal control parameters and starting field can help to achieve better results.
IV. CONCLUSIONS
In this study, we extended QOCT to the case of solvated molecules. In particular, to account for the solvent, we used a PCM approach and we included into the effective Hamiltonian of the molecule both the term describing the solvent polarization induced by the time dependent charge distribution of the solute (reaction field) and the interaction with the electric field associated with the incoming light pulse as modified by the solute cavity (cavity field effects). The present work extends thus the recently developed time dependent PCM theory to the case of QOCT. [38, 42, 43] The presence of the dielectric medium modifies the optical and electronic properties of the molecular system as the electronic dynamics of the molecule is coupled with the one of the solvent. In particular, the resulting objective functional J for a quantum solute in a dielectric solvent contains a non-linear term, a feature found before in a different context [29] (a local non-linearity there, a global non-linearity in our case) that leads to QOCT evolution equations with additional terms with respect to the in vacuo case.
We applied the newly developed QOCT-PCM approach to two molecules in solution, LiCN and MQ, that were investigated before either in the contest of TD-PCM [38, 42, 43] or QOCT. [22] From our data we found that the inclusion of PCM terms into the Hamiltonian do not seem to substantially modify the performance of the optimal control algorithm. Indeed in our calculaions it was possible to achieve similar final target state populations in solvent as in vacuo, and through a comparable number of iterations. The main difference in the amplitude of the optimal field which, depending on the system, is smaller or larger in PCM than in vacuo, indirectly shows that the effect of the solvent is both in the cavity field term and in the time dependent reaction field. For the solution case, we also pointed out that the target excited state can be chosen to be that equilibrated with the solvent. Such state can be represented as a linear combination of non-equilibrium (frozen solvent) excited states.
In conclusion, the theory and the implementation described here provide the tools to include in a computationally affordable way the effect of a solvent in the design, by QOCT, of light pulses able to take a solute in a desired state.
Solvated system
Similarly to what was done in vacuo, we differentiate Eq. 23 with respect to ψ(t), χ(t) and ε(t): In this Appendix we want to to briefly discuss the choice of the guess field at the beginning of the OC iterations. To this purpose we applied the optimal control problem to MQ in vacuo with different starting fields: ε 0 0.001 = (0.001, 0.001, 0.001) a.u., ε 0 0.003 = (0.003, 0.003, 0.003) a.u., ε 0 0.01 =(0.01, 0.01, 0.01) a.u. and ε 0 0.03 =(0.03,0.03,0.03) a.u. (Fig.  10) In the case studied, the value of ψ(T )|Ô|ψ(T ) after 100 iterations is very similar in the four cases, while the fields behave quite differently: the three smaller fields converge to the same final value of amplitude, while the larger field reaches the same value of ψ(T )|Ô|ψ(T ) , but its final amplitude is much larger. In practice it would need a large amount of iterations to converge to a value similar to the one of the other three cases. In this particular case ε 0 0.001 is the starting pulse which guarantees the better performance, which means the smaller field with the same final value of ψ(T )|Ô|ψ(T ) . Nevertheless, depending on the values of the transition dipoles and the orientation of the molecule, it can happen that the final value ofÔ|ψ(T ) after the first iteration(s) is too small to provide the information needed by the algorithm in order to improve the field at the next step (i. e., a starting zero field will not allow the algorithm to work). In such cases, a larger field must be used, with the consequence that is simply a larger amplitude of the optimized field ( Fig. 10 ). For this reason we have used ε 0 0.01 =(0.01, 0.01, 0.01) a.u. as starting field for the bulk of our calculations. 
