Given two elliptic operators A 1 and A 2 , let us consider the following problems:
Introduction
We are concerned with Comparison Principle for linear second order partial differential operators. Comparison Principle, as Maximum Principle, is a mathematical tool which is used frequently in many fields of mathematics [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . In this paper we propose to give a new Comparison Principle. More precisely, let us consider u A and u B solution of
where A = ij a ij 
where for any matrix c = (c ij ), λ 1 (c), λ 2 (c) and λ 3 (c) stand for, respectively, the first, the second and the third eigenvalue of c and Tr(c) = λ 1 (c) + λ 2 (c) + λ 3 (c).
Finally let us point out that the assumption (H) is sufficiently sharp: indeed it is possible to give a condition infirming (H) and implying that (I) does not hold.
We use our results to give the behaviour of the solution of (E A ) in the all space R N , N 3:
We assume that the support of f (·) is compact. The result depends to the geometry of the matrix a(x) = (a ij (x) ).
Without any hypothesis about this geometry the more general result is: there exist some positive constants c 1 , c 2 and R such that for any x ∈ R N , |x| R we have c 1 |x| 2(θ − 1) u(x) c 2 |x| 2(θ −1) ( In some sense this result is optimal. Indeed in the case A is the Laplace operatorθ = θ = N/2 and thus we obtain the classical optimal result:
u(x) ∼ c |x| N −2 as |x| goes to infinity.
Finally, let us point out that we can obtain some results more precise than ( * ) if we use some adequate hypothesis.
Notations, hypothesis and method

Notations and hypothesis
Let Ω be a bounded connected open subset of R N , N 3. We can study the case N = 2 similarly. For any uniformly elliptic operator C = ij c ij (x) ∂ 2 ∂x i ∂x j , with c ij = c ji ∀i, j, we set c = c(x) the matrix of its coefficients. c is a symmetric definite positive matrix. We assume that c is Lipschitz continuous matrix. We denote by
the eigenvalues of matrix c. Let us point out that λ i (c) depends on x in Ω. For any c 2 (Ω)-function ϕ we set
where D 2 ϕ stands for the Hessian matrix of ϕ and G N for the permutation group of the set {1, 2, . . . , N}. Let us assume that ϕ is such that the function ϕ(x)/|∇ϕ(x)| 2 is well defined in Ω. This holds for instance if ϕ is convex as we will see later.
Let us consider the two following functions:
These functions are well defined in Ω since we have
and since ϕ(x)/|∇ϕ(x)| 2 is well defined. Let us define for any t ∈ [0, T ] Q c,ϕ
where
The function ϕ will be precised later. Its role is crucial to establish spectral estimates from above and below of the function Cϕ/|∇ c ϕ| 2 , that we need to state our main result (cf. Propositions 7 and 8 and Theorem 9). Let f 1 and f 2 be two non negative functions. Let us set, from any t ∈ [0, T ], k c,ϕ
Let us point out that k c,ϕ
and since ϕ |∇ϕ| 2 is well defined.
Method
The role of the function ϕ is crucial in our work. Its choice depends on the geometry of Ω and on the form of operator A. We call ϕ shape function [7, [9] [10] [11] . Our idea is simple: to give a positive answer, it suffices to get a subsolution r A (·) of (E A ) and a supersolution r B (·) of (E B ), such that
How to construct these functions? For this we use a shape function ϕ: For instance, we look for r A (·) in the form
where r a (·) is a suitable function of one variable. What is the link between r a (·) and u A (·)? The function r a (·) is the solution of an ordinary differential equation constructed from the partial differential equation (E A ). The main difficulty is to establish an ordinary differential equation which is as close as possible to (E A ), in some sense. For this we need some sharp spectral estimates that we state in the case Ω and ϕ convex. The general case will be deduced from the first one by a deformation process.
Preliminary results. Some spectral estimates
In the sequel we need the following result proved in [3] (if also [1] 
where G N stands for the permutation group of the set {1, 2, . . . , N}. 
Proposition 1. Let us consider the operator
Then we have:
The proof of this result is elementary. We omit it.
Remark. It is not interesting to choose x 0 close to the boundary of Ω; for instance, a good choice of x 0 is the so called harmonic center of the convex Ω [2] .
Proposition 3. Let us consider the operator
where c = (c ij (x)) ij is a positive symmetric matrix. Let ϕ be a strictly convex function satisfying the assumption of Proposition 2. Then we have the following spectral estimates:
Proof. First of all, let us remark that we have
where D 2 ϕ stands for the Hessian matrix of ϕ. Following Theorem 1 we have, for any x ∈ Ω,
From Proposition 2 the functions Q c,ϕ (5) and (4) are well defined. Thus the result follows by writing
Remark. Let us point out that in the interesting particular case C is the Laplace operator, the previous result becomes:
where Q c,ϕ
And in addition, if Ω = B(0, R), ϕ(x) = |x| 2 we obtain explicitly:
and thus we have Q c,ϕ
Let us point out that in some particular but realistic cases the result of Proposition 3 takes a simpler form, as mentioned in Corollaries 4 and 5.
Corollary 4. Assume that c = (c ij ) does not depends on
where 
Ordinary differential equation linked with operators
A and B: construction of super and sub solution of (E A ) and (E B ) respectively
We are going to introduce an ordinary differential equation denoted (E) which is essential to construct the supersolution r 1 of (E B ) and the subsolution r 2 of (E A ): r 1 and r 2 will be constructed from a solution of (E). Let us set
and which will play the role of Q c,ϕ i
in (4) and (5). Let us consider the following ordinary differential equation:
where k is some function which will play the role of k c,ϕ i in (6) and (7). We assume that
s ds < +∞. To write (E) in some canonical way, let us introduce the function β solution of
Let us remark that β satisfies:
for any s and any t such that 0 < s t. This implies
in some neighbourhood of 0. Then Eq. (E) can be rewritten as:
It is easy to see that the solution of (9) is
and it satisfies
Thus we have proved the following result Proposition 6. Function ω given in (9) and (10) is the unique solution of Eq. (E).
Subsolution of equation
To use Proposition 2, let us suppose that Ω is convex and ϕ is regular in Ω and strictly convex such that:
In order to simplify the exposition of the results, we assume, in a first step, that the functions k a,ϕ 1 in (6) and k b,ϕ 2 in (7) satisfy:
Remark. We will see later that when (H1) is not satisfied, we can proceed by approximation in a neighbourhood of 0.
Let us set q a (t) = Q a,ϕ
1 is defined in (4) and let us consider the solution r a (·) of
From Proposition 6, r a (·) is given by formula (10) i.e.
Proposition 7. Let us set
Then r A (·) is a subsolution of (12).
Proof. First step. In a first step, assume that r a (·) is regular. In a second step, we will study the non regular case by a regularization procedure. From (13) we have:
From (6) we have:
and from (4)
From (16), applying Proposition 3, we get
Since r a (t) 0 for any t, by (17) we can estimate from below the left-hand side of (14.1) and by (15) we can estimate from above the right-hand side of (14.1). We obtain:
This can be written:
And since r a (·) and ϕ(·) are regular, (18) is valid in all Ω. Thus (18) means 
Let us consider r the solution of
r (·) is regular enough in order to define r (ϕ(x)) and r (ϕ(x)) and it is easy to see that
Thus there is a subsequence, again labeled , such that r tends to r a in W 1,∞ 0 (]0, T [) for the weak- * topology, as goes to zero. Let us recall that r a (·) is the solution of (13). From Appendix B we get
Supersolution of equation
We proceed in the same way as in the previous section. Using operator B, we consider the similar equation of (13)
where (5) and (7) Section 2 and r b (·) is given by
Proposition 8. Let us set r B (x) = r b • ϕ(x). Then r B (·) is a supersolution of (20).
The proof is similar to that of Proposition 7.
The comparison principle
From operators A and B let us introduce the following kernels: (4) and (5) respectively. To locally compare u A (·) and u B (·), it is necessary that there exists some links between (A, f 1 ) and (B, f 2 ). In this paper we give a sufficient condition to establish the following comparison principle:
Theorem 9. Let us assume that there exists a constant
Then under assumption (H1) the following comparison holds:
where u A (·) and u B (·) are, respectively, solution of (12) and (20).
Proof. Now this proof is easy to get. Indeed our assumption means that
and since r a • ϕ and r b • ϕ are respectively subsolution of (E A ) and supersolution of (E B ), we clearly obtain:
Remarks.
1. To prove the previous result, we assumed hypothesis (H1) i.e. we supposed that k 
Now it is sufficient to compare u A and u B uniformly with respect to using Theorem 9. The main difficulty is then to prove some estimates uniformly with respect to . This point of our work is left to the interested reader: in this paper, our goal is to develop the main idea without peppering it with too many technical details.
2. We will see that in some important and particular cases the kernels K = (h 1 , . . . , h N ) mapping Ω to Ω, satisfying det ∇h(x) > 0 ∀x ∈ Ω. In order to use the previous results, our idea is to transport equation (E A ) and (E B ) to Ω by applying h. Let us noticeÃ and B the transported operators which are variable coefficients; we have the following 
where D For any j , 1 j N , let us consider ω j the j th eigenfunction of matrixã = (ã ij ) corresponding to eigenvalue λ j (ã). Let us assume that ω j = 1.
Proposition 12. Spectral estimates of matrix (ã ij ).
We have the following estimates: 
N (h) where
Proof. We have
Let us consider the following bilinear form For any ξ belonging to R N we have:
Now let us take ξ = ω j in (2). Using (1), we obtain
The next parts of the proof is then obvious. 2
Propositions 12 and 3 give without too technical computations, a satisfactory spectral estimate forÃ. In fact we obtain the following 
Corollary 13 (of Propositions 12 and 3). If we denote by ϕ(·) the shape function on Ω, we have
     Qã ,ϕ N (t) t Ã ϕ |∇ãϕ(x)| 2 Qã ,ϕ 1 (t) t ∀x ∈ y ∈ Ω | ϕ(y) = t , ∀t ∈ ]0, T ]
Remark.
If Ω = B(0, R) and ϕ(y) = |y| 2 the previous result becomes:
∀y such that |y| 2 = t. Compare with Corollary 5.
Remark (About the setting of the ordinary differential equation linked withÃ).
The additional term k c k ∂ ∂y k , which appears in (0) Proposition 10, does not imply any major disadvantage for our method. In the ordinary differential equation (E) in Section 4, the coefficient q(·) of ω (·) is the only one which changes: the term originating from k c j ∂ ∂y k adds itself to the coefficient q(·). In order to avoid doing the same work again, we omit the work corresponding to Sections 4 and 5. Theorem 9 is still valid in this framework.
Examples and application
Example 1. The significance of shape function ϕ is illustrated by the following pseudo-radial example:
where C stands for A or B.
In this case our assumption (H) becomes:
and we obtain:
Remarks.
1. Let us point out that to well define the above hypothesis it is sufficient to assume, for instance, that f i , i = 1, 2, is bounded on some neighbourhood of O.
2. In the particular radial case i.e. where a = b = (δ ij ), (H pr ) becomes:
After a change of variables it is easy to show that
are respectively the solution of
And then (H pr ) is the optimal condition to compare u 1 (x) and u 2 (x) [9] . This very particular example shows, if necessary, that our spectral estimates (SE) and consequently our hypothesis (H) are in some sense optimal: the possible loss of the optimal quality of the result is a consequence of the choice of the shape function ϕ. To understand inequality (H pr ) we think that it is interesting to give a sufficient inequality less sharp than (H pr ) but more explicit than (H pr ).
Proposition 14. Assume that α(f
Proof. It suffices to see that we have
and Proof. Let us remark that, for any x ∈ R N , x = 0, we have:
Example 2 (Ellipsoïdal case). Let us consider
Then it is clear that
The spectral estimate (SE) becomes from Corollary 4
where m = inf[m i | i = 1, . . . , N], m = sup[m i | i = 1, . . . , N], Λ N (c, ϕ) and Λ 1 (c, ϕ) are defined as in Corollary 4:
In addition we have:
Thus condition (H1) becomes:
Applications
A priori estimates in linear case
Let us consider a sequence of problems
where the coefficients a ij (·) are regular. Let us assume that there exists two constant, symmetric, definite positive matrices c and d such that
The result is: where
ds dt.
Comparison in nonlinear case
Let us consider the two nonlinear equations
Assume that there exists two constant, symmetric, definite positive matrices c and d such that:
if the following inequality is satisfied
Elliptic problem setting in R N
Asymptotic behaviour of the solution as |x| goes to infinity. We suppose N 3. We are going to study the asymptotic behaviour of the solution u(·) of the following equation:
where f is a nonnegative function belonging to L 1 (R N ) and having a compact support; we assume that u exists. The symmetric matrix a = (a ij ) is a bounded, Lipschitz and uniformly elliptic. We suppose that there exist two radial nonnegative functions g and h with compact support and satisfying:
We assume that h(|x| 2 ) belongs to L 1 (R N ).
Our idea is to approach, in the ball B(0, R), the solution u(·) by the solution u R (·) of:
as R goes to infinity. The previous comparison results permit us to estimate u R (·) from above and from below by two known radial functions v R (·) and ω R (·) respectively. As the behaviour of v R (·) and ω R (·) are known we can deduce the behaviour of u(·) as R goes to infinity. We shall see that the behaviour of the solution u(·) of (3) is controlled by the behaviour of the function
as |x| goes to infinity. This result is new; and it seems surprising for us. Let us set:
Since the matrix a(·) is bounded and uniformly elliptic, we have 0 < θ θ ,θ ∈ R + . We assume the following hypothesis:
(H3) there exist some positive radial function γ (·) such that
Remark. It is interesting to note that we have the following estimates: for any x N 2
The interval
measures the dispersion spectrum of the matrix (a ij ). And we will see that the function Λ(·) leaving in I (a) controls, in some sense, the behaviour of the solution of (3) as |x| goes to infinity. There exist two constant elliptic matrices c and d such that for any (2λ 1 (d) ). For any > 0 there exist R > 0 such that for any x such that |x| R we have:
For any > 0, let us set
where¯ (·) is an affine function such thatq (·) is continuous. From (7) we have
Similarly we define
where (·) is an affine function such that q (·) is continuous. From (9) we have
Proposition 18. Suppose that a is a bounded Lipschitz and uniformly elliptic matrix. Then we have:
where v ρ (·) and ω ρ (·) are the following radial functions
Proof. Let us consider the solution v ρ (·) of
It is easy to see that
From (5), (7), (8) and Theorem 9 we obtain
By a similar way we can state that
It is clear that there exist two constants δ 1 > δ 2 > 0 such that
From (11) and Proposition 18 we deduce the following result.
Corollary 19.
Proposition 20. We have
Proof. (1) first step. A priori estimates of u ρ (·)
Since the matrix a(·) is Lipschitz, (5) can be written:
Multiplying (12) by u ρ and after an integration on B(0, ρ), it follows from the fact that b ∈ L ∞ (R N )) N :
where c stands for some constant which is independent of ρ from 
Theorem 21. There exist R > 1 such that:
where c i , i = 1, 2, are some positive constants and
,
whereθ and θ are given by (5.1).
Proof. Our idea is to estimate from above ω (·) and from below v (·).
(i) first step. Estimate from above of ω (|x| 2 ). Let us consider (9) and R defined in (6) . Let us consider R > R +1, large enough such that supp
from the very definition of q (·). Or again
But since supp
because we have (11). Thus we obtain
since supp(h(·) is compact. Consequently (14) and (15) entail the result:
where c stands for some constant independent with respect to R and . From the Proposition 20, (16) entail:
This means u(x) c/|x| 2( θ−1) by monotonicity with respect to .
(ii) second step. Estimate from below of v (|x| 2 ). Consider R > 0 chosen as previously:
Using the very definition ofq (·), v (|x| 2 ) can be written:
But we have, using (11) :
where c stands for some positive constant independent with respect to R and . In addition
Thus it follows from (17), (18) and (19): u(x) ∀|x| > R, by monotonicity with respect to . And our proof is achieved. 2
Now let us examine the classical interesting case: a ij (x) = δ ij that is to say A is the Laplace operator. Then Theorem 21 says that u(x) = c(x)/|x| N −2 for |x| large enough, where c(·) is some function bounded from above and below, respectively, by two positive constants. We will show that the more precise is the behaviour of Λ(·), the more precise is the one of u(·). For this we assume hypothesis (H3). As in (7) and (9) From (1) , in the same way as the study of (E) we can establish that we have (see ( 
by using (1.1). From (1) again we have:
Our goal is now to pass to the limit in (3) as goes to zero. Our result is:
Proposition 17. Assume that k(ϕ) belongs to L 2 (Ω). Then we have:
where r = lim r , up to a subsequence, in W 1,∞ (0, T ) for the weak * topology.
The proof is straightforward [11] . So we omit it.
