As one of the promising techniques in Broadband Wireless Access (BWA), IEEE 802.16 also namely WiMax provides wide-area, high-speed, and non-line-of-sight wireless transmission to support multimedia services. Four service types are defined in the specification of IEEE 802.16 for QoS support. In order to achieve end-to-end multimedia services, 802.16 QoS must be well integrated with IP QoS. In this paper, we propose a framework of cross-layer QoS support in the IEEE 802.16 network. Two novel mechanisms are proposed in the framework for performance improvement: Fragment Control and Remapping. Fragment Control handles the data frames that belong to the same IP datagram in an atomic manner to reduce useless transmission. Remapping is concerned with the mapping rules from IP QoS to 802.16 QoS and is designed to reduce the impact of traffic burstiness on buffer management. Simulation study has shown that the proposed scheme has higher goodput and throughput, and lower delay than the contrast.
Introduction
Broadband Wireless Access (BWA) technology provides an easy, time-saving, and low-cost method for deployment of the next generation (beyond 3G) network infrastructure. Since 1998, IEEE 802. 16 [1] focuses on fixed location wireless access and supports up to 134 Mbps data rate. Moreover, the standardization of a new 802.16 interface, 802.16e [2] , supports wireless access with high mobility, has also been completed recently. The WiMax Forum (Worldwide Interoperability for Microwave Access) [3] , [4] a wireless industry consortium with about 100 members including major vendors such as AT&T, Fujitsu, Intel, and Siemens Mobile, is supporting 802.16 technology and promoting its commercial use, which means 802.16 is becoming the most important technology in BWA.
As shown in Fig. 1 , the PMP (Point to Multipoint) configuration of IEEE 802.16 network consists of a base station (BS) and a couple of subscriber stations (SSs) that connect to the BS via high-speed wireless link. The BS acts as a gateway to the Internet. Legacy LANs or even more complex subnet systems can connect to the IEEE 802.16 network via SS. An IEEE 802.16 network (including the Legacy LANs that connect to the SS) can cover a large geographical area since the distance between the BS and the SS can be up to 30 miles [1] . IEEE 802.16 was designed to support multimedia service via QoS support of different service types. Mechanisms of QoS support such as admission control and bandwidth allocation in IEEE 802.16 were extensively researched in the literature. Based on the connection-oriented concept, the admission control scheme [5] - [8] must be properly designed to decide whether a new request of traffic flow can be granted or not. The new request is granted only when the bandwidth requirement of the request can be satisfied and none of the quality of the existing traffic flows is violated. On the other hand, some works [9] - [12] in designing an efficient scheduling mechanism for bandwidth allocation of IEEE 802.16 were also researched and proposed. The common idea of these scheduling mechanisms is to dynamically allocate time slots according to the service type of the traffic flows and to achieve higher network utilization. Well-known scheduling algorithms such as Earliest Deadline First (EDF), Weighted Fair Queueing (WFQ), Round Robin (RR), etc. were adopted in the literature. To integrate IP layer scheduling (Layer 3) and IEEE 802.16 scheduling (Layer 2), Chen et al. [13] , [14] proposed the idea of multi-layer QoS scheduling support by assigning different scheduling algorithms in Layer 3 and Layer 2 for different combinations of L3 and L2 service types. Cicconetti et al. [15] even proposed the idea of considering the data type (such as web traffic, audio, video, etc.) of the application to assign an IEEE 802.16 service type and adopt an appropriate scheduling mechanism.
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QoS issue for different transmission systems such as Ethernet, WLANs, and 3G cellular, has been addressed in the literature. For Ethernet QoS, Perez et al. [16] , [17] proposed the idea of multi-layer infrastructure that classifies and prioritizes the voice and video traffic in order to improve the performance of collaborative system applications. Wang et al. [18] , [19] proposed a cross-layer adaptive scheme to improve IEEE 802.11e QoS by concurrently adapting each host's MAC-layer parameters based on their applicationlayer QoS requirements and physical-layer channel conditions. Some researches [20] , [21] proposed the idea of multi-layer QoS scheduling support by assigning different scheduling algorithms in the physical-layer for different upper layer service types in 3G cellular networks. Anastácio et al. [22] presented a description of characterization and classification parameters for beyond 3G mobile systems in the context of cross-layer design. Since the transmission characteristic differs for different transmission systems, QoS design in Ethernet, WLANs, and 3G cannot fit well in IEEE 802. 16 .
Existing research works as mentioned above presented the requirement of integrating different layers of QoS supporting in IEEE 802.16 or other structures. Their main focus is on multi-layer QoS mapping, and none of them proposed a complete framework of integration. In this paper, a cross-layer QoS framework and associated mechanisms for IEEE 802.16 PMP networks are proposed. In addition to the basic QoS mechanisms such as mapping from IP service types to IEEE 802.16 service types, the admission control for QoS flows, and the scheduling scheme as in other research works, two novel mechanisms namely Fragment Control and Remapping are proposed in the framework to improve network throughput. Fragment Control handles the data frames that belong to the same IP datagram in an atomic manner to reduce useless transmission. Remapping is concerning about dynamically adjusting the mapping rules from IP QoS to 802.16 QoS and is designed to reduce the impact of traffic burstiness on buffer management.
The remainder of the paper is organized as follows. First of all, we present the overall architecture as well as the novel features of the proposed QoS framework in Sect. 2. Key mechanisms in the proposed framework for QoS support in IEEE 802.16 network are presented in Sect. 3. Simulation study for performance evaluation and comparisons is presented in Sect. 4. Finally, Sect. 5 concludes this paper.
Cross-Layer QoS Framework
Although the 802.16 standard only defined up to L2 specification for the BS and SS, the proposed framework requires the BS and SS to be equipped with some of the L3 functionalities, such as IP header processing and L3 service class interpretation, for better service support. Since the traffic flows in the 802.16 network are classified as downlink or uplink, we present the framework in the downlink mode and the uplink mode respectively in the following: 
Downlink Mode
In the downlink mode, we assume the sender is located outside the 802.16 network and the receiver is located within the 802.16 network as displayed in Fig. 2(a) . The framework in the downlink mode is illustrated in Fig. 3 (a). Main functional blocks in the proposed QoS framework are briefly explained as follows:
(1) Connection Setup: Since there are mainly two categories of Quality-of-Service framework in L3 (IP layer), Integrated Service (IntServ) [23] , [24] and Differentiated Service (DiffServ) [25] , the functional blocks of Classifier and QoS Mapping from L3 to L2 are required at the BS for resource management in L2 admission control. In other words, the BS must be equipped with some of IP layer functionality, such as interpretation of IP header, to have a better support of QoS. (2 can change the mapping rule from L3 service type to L2 service type under certain situations to increase the utilization of the queues in the scheduler. The mechanism of changing the mapping rule is called Remapping in the paper.
Uplink Mode
We assume the sender is connected to the SS in the uplink mode in Fig. 2(b) . As illustrated in Fig. 3(b) , the operation of the framework in the uplink mode is more complicated than the downlink mode, since the SS must negotiate with the resource manager BS. Major differences of the uplink mode from the downlink mode are explained in the following:
( 
Cross-Layer QoS Mechanisms

QoS Mapping from L3 to L2
There are mainly two QoS frameworks in IP layer: Inte- grated Service (IntServ) and Differentiated Service (DiffServ), each of them defines different classes of QoS. We adopted a simple mapping rule from IP layer QoS to 802.16 QoS types [13] in our proposed framework as illustrated in Fig. 4 .
Admission Control
We adopt a simple rate-based admission control scheme, in which the new QoS flow must provide the required bandwidth and the BS check if there is enough capacity for the new flow. The algorithm of the admission control is displayed in Fig. 5 . For example, a new UGS flow with bandwidth requirement b UGS is accepted when the remaining capacity (i.e. the total capacity of the link B -the current load b C ) is larger than b UGS . Moreover, since the characteristic of the flow in each service type varies, the required bandwidth defined for each service type should be different. More specifically, the peak rate for an UGS flow, the average rate for an rtPS flow, and the minimum rate of an nrtPS flow are used in the admission control respectively.
Fragment Control
As mentioned in Sect. 2.1, since fragmentation is always necessary for an IP packet to be transmitted via the 802.16 link, the objective of proposed Fragment Control is to provide a grouping mechanism so that the fragments of the same IP packet are treated as a whole during L2 processing. We assume that all fragments of the same IP packet are put into the L2 buffer in an atomic manner such that fragments coming different IP packets are not interleaved in the buffer. Therefore, one bit of a flag field in the header of the 802.16 MAC frame is enough for grouping the fragments. The reserved bit (Rsv 1) in the header of the 802.16 MAC frame (as shown in Fig. 6 ) is used for fragment grouping. The fragments coming from the same IP packet are marked with the same value ('0' or '1') alternately in the flag field of the MAC frames and put into the 802.16 queue as illustrated in Fig. 7 . L2 buffer operations are designed to treat the fragments with the same marking as a group. Therefore, in the case of congestion, the fragments of the same group should be removed all together for saving unnecessary frame transmissions in the congestion control mechanism such as Drop Tail (DT) or Random Early Detection (RED). The DT scheme drops data at end of the buffer when buffer overflows. The RED scheme adopts early detection of congestion by using two threshold values min th and max th on buffer utilization. Drop probability of the data frames located in between min th and max th is increasing linearly from zero to the maximum probability max p as illustrated in Fig. 8 .
Given that we assume the sender is connected to the SS Fig. 8 The buffer state and drop rate in RED rule.
Fig. 9
The new buffer mapping rule of rtPS and nrtPS.
directly in the uplink mode, all fragments of an original IP datagram sent by the sender are expected to arrive at the SS within a short time. Therefore, the Virtual Reassembler is designed at the SS for grouping all fragments of the same IP datagram and marking the value of Rsv bit in the corresponding data frames with the same value of '0' or '1.'
Remapping
The proposed Remapping scheme is concerning with integrated buffer management of rtPS and nrtPS queues to achieve better buffer utilization and reduce frame dropping. Since the framework adopts static mapping rules from L3 QoS classes to 802.16 service types, there are cases that the rtPS queue overflows due to bursty traffic condition while the nrtPS queue still can accept more data frames. To better utilize buffers in the queues, a remapping rule is designed for L3 higher priority CL and EF packets to use nrtPS buffers when the rtPS queue is going to be full. Note that our proposed Remapping rule only focuses on VBR traffic sources of rtPS and nrtPS, since (1) UGS is for CBR traffic that requires dedicated resource, and (2) BE is the lowest priority service that does not require much attention.
To support Remapping, buffer utilization of rtPS and nrtPS queues must be continuously monitored. Moreover, two threshold parameters, Upper-Bound and Lower-Bound, are defined for the queues. Rules in the Remapping scheme are explained as follows:
(1) When buffer utilization of the rtPS queue exceeds its Upper-Bound, the queue monitor notifies the Mapping module in the framework triggering new remapping rules that map CL, EF, and AF packets to nrtPS as illustrated in Fig. 9(a) . (2) In the case of remapping being operated, if buffer uti- lization of rtPS queue is lower than Lower-Bound, the mapping rules are restored back to the original ones as shown in Fig. 4 . (3) In the case of the nrtPS queue exceeds its Upper-Bound (i.e. the nrtPS is going to be full soon), the original mapping rules are restored only when buffer utilization of rtPS queue is lower than the middle line of UpperBound and Lower-Bound to reduce oscillations of rule application. (4) Similarly, in nrtPS case, when its buffer is getting saturated, the mapping rule is revised so that L3 AF packets can use the L2 buffer of BE to reduce packet loss. The new mapping is shown in Fig. 9(b) , and the Remapping scheme likes the rtPS state.
Performance Evaluation
Simulation Environment
The network environment used in the simulation is displayed in Fig. 10 . Six types of traffic flow each for different IP class (IntServ-GS, IntServ-CL, IntServ-BE, DiffServ-EF, DiffServ-AF, DiffServ-BE) are generated in the simulated network. The inter-arrival time and the duration of each traffic flow are exponentially distributed. We varied the size of IP packets from 704 bytes to 1728 bytes in the simulation. Detail parameters of the simulation for Fragment Control are shown in Table 1 , and parameters for Remapping are displayed in Table 2 . The difference between Table 1 and Table 2 is that the total rate of the QoS flows (ρ QoS ) can be up to 100% of the network capacity to emphasize the performance impact of Fragment Control. Moreover, we will also compare the performance of Fragment Control with two different congestion control schemes namely DT (Drop Tail) and RED (Random Early Detection) in the simulation. Note that the Remapping scheme is designed for congestion avoidance, and the parameter Upper Bound is used as the congestion threshold in Table 2 . According to the queuing theory as well as network practice, utilization above 80% is typically treated as an indication for nearcongested situation. Thus, the value of Upper Bound is set as 80%. Furthermore, as mentioned in Sect. 3.4, another parameter Lower Bound is used to get rid of the oscillation in applying Remapping rules. We simply set the value of Lower Bound as the half of Upper Bound (i.e. 40%) in the simulation.
Simulation Results
Fragment Control
The average goodput of the case with Fragment Control (FC) and the case without FC under packet size 1728 bytes in the downlink mode is displayed in Fig. 11 . As mentioned above, either DT or RED is used for congestion control in the simulation. Figure 12 displays the average goodput in the uplink mode. The two figures demonstrate that the FC scheme combined with either DT or RED can achieve higher goodput rates in all service types. The figures also show that as the total load of QoS flows goes up, the goodput gain of FC also increases. The reason behind the poor goodput per- formance of the DT scheme without the aid of Fragment Control is twofold: (1) Some scheduling buffers in 802. 16 are wasted in buffering those fragments that cannot be successfully reassembled due to part of the original IP packet is dropped. (2) Those fragments that cannot be successfully reassembled also compete the network capacity with other fragments. In the case of RED congestion control, the goodput is even worse than that of DT since random dropping in RED does not consider the coherence of fragments and creates more fragments that cannot be successfully reassembled. The average delay of the case with FC and the case without FC under packet size 1728 bytes is displayed in Fig. 13 and Fig. 14 . As in the case of goodput, the figures demonstrate proposed FC is helpful for delay improvement either with DT or RED congestion control. It is worth mentioning that the buffering delay of Virtual Reassembler in the uplink mode does not affect too much the delay advantage of FC over the counterparts as demonstrated in Fig. 14 .
For more investigation of the performance improve- In the case the uplink mode (Fig. 16) , the goodput gain of FC combined with DT can be up to 30% under QoS load = 0.65 and 70% under QoS load = 0.85. The delay gain of FC with DT is mostly around 15%. On the other hand, as demonstrated in Fig. 17 and Fig. 18 , the gain of FC with RED in terms of the goodput and delay is even greater than that of FC with DT. For example, the goodput gain of FC with RED can be up to 50% under QoS load = 0.65 and 150% under QoS load = 0.85 in the uplink mode. Figure 19 and Fig. 20 display the throughput of the Remapping scheme and the contrast Fixed mapping scheme. Since Remapping provides the mechanism to integrate buffer management of L2 scheduling queues, it can achieve higher throughput under heavy input loads. However, as the total input load is reaching the saturation point of the network capacity (i.e. 100%), the Remapping scheme does not make any good since all scheduling queues are almost full at most of the time. As shown in Fig. 21 , the best gain of Remapping in terms of throughput is about 8%. Note that the gain of Remapping in the uplink mode is much smaller than that of the downlink mode since the operation of Virtual Reassembler in the uplink mode creates more traffic burstiness and weakens the benefit of Remapping. As shown in Figs. [22] [23] [24] , with the help of Remapping, the goodput of Remapping and Fragment Control is much better than the Fixed mapping mechanism. Moreover, the gain of Remapping and Fragment Control can be up to 71% under the total traffic load = 0.95.
Remapping
Discussion
To compare the performance improvement by Fragment Control for the two congestion control schemes DT and RED, Fig. 25 and Fig. 26 display the performance gain of DT with FC over RED with FC in the downlink and uplink modes respectively. The figures demonstrate that the average goodput in the case of DT with FC is slightly greater (up to 7%) than that of RED with FC, but the average delay presents the opposite result. The reason is because in RED the random early dropping of data frames in the scheduling buffers decreases the queue length and thus reduces the throughput, the goodput, and the buffering time of each data frame. Moreover, the phenomenon implies that the selection of the congestion control scheme can be based on the performance demand of the application data. By considering the delay gain and goodput gain of DT and RED in Fig. 25 and Fig. 26 , we summarize the suggested congestion control scheme for different traffic types and load in Table 3 . Since the goodput gain of DT over RED for downlink is insignificant as shown in Fig. 25 , RED is suggested as the congestion control scheme to achieve higher delay gain. For the uplink traffic, since the delay gain of RED and the goodput gain of DT are nearly equal, the traffic type that reflects the performance demand plays the role for selecting the proper scheme. For real-time traffic which is more delay-sensitive, RED is suggested to achieve high delay performance. DT, on the other hand, is used to achieve high goodput performance for application like file transfer. As also shown in Table 3 , the traffic load does not have impact on the selection of the congestion control scheme.
Conclusion
As the most promising Wireless-MAN technology, IEEE 802.16 provides broadband, wide coverage, and QoS support to meet the demand of the next generation BWA (Broadband Wireless Access) network. To achieve the better QoS service in the IEEE 802.16 network, we proposed a cross-layer QoS framework integrating L3 and L2 QoS in the IEEE 802.16 network. Main functional blocks in the framework include: QoS mapping from L3 to L2, Admission control, Fragment Control, and Remapping. Fragment Control handles the data frames from the same IP datagram as a group in L2 operations to reduce useless transmission and delay time. Remapping is designed for more flexible use of L2 buffers by changing the mapping rules from IP QoS to L2 service type under congested situation of the rtPS and nrtPS queues. Extensive simulation results have demonstrated that the proposed framework as well as the associated mechanisms can achieve the better performance in terms of the delay, goodput and throughput in the heavy input load.
