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Density functional theory (DFT) has become the most popular method for the quan-
tum mechanical simulation of molecules and condensed phase systems. Even though
DFT provides an excellent compromise between accuracy and performance, the si-
mulation of large systems is still challenging in terms of computational cost. The
objective of this thesis has been the development of approximate DFT-based meth-
ods that are computationally less expensive. In order to reduce the complexity of
the DFT charge density, two strategies are pursued. One strategy combines different
levels of theory into hybrid schemes, keeping the higher accuracy of DFT only for se-
lected parts of the investigated system. The second strategy involves the linearization
of the representation of the charge density using a resolution of identity approach.
A hybrid quantum mechanics/molecular mechanics (QM/MM) approach has been
developed that includes polarization effects explicitly for large-scale simulations of
adsorbate-metal systems. The adsorbate is treated by DFT and the metallic substrate
is described at the MM level. The image charge formalism is employed in a self-
consistent fashion in order to describe the induced charge density in the metal and
the electrostatic response of the QM subsystem.
A similar QM/MM setup has been used to study the wetting behavior of water
on corrugated and flat hexagonal boron nitride monolayers on Rh(111). Induction
effects are in this case negligible due to the polarity of the substrate. The electrostatic
properties of the substrate have been reproduced by assigning partial charges to each
MM atom. A new method is introduced to determine such charges for periodic systems
from restrained electrostatic potential fitting. The proposed method is especially
suited to tune charges for nano-structured materials exposing surfaces and porous
structures.
By introducing a local resolution of identity (LRI) approach within the Gauss-
ian and plane waves method, the computational effort for calculating the density-
dependent terms of the Kohn-Sham matrix is reduced. Significant speed-ups of the
self-consistent field iterations have been observed for periodic systems. In order to
reduce the LRI overhead, which becomes predominant for molecular dynamics simu-
lations, a more efficient scheme has been developed to compute analytic integrals of
contracted spherical Gaussian functions. Validation tests on a large variety of mo-
lecular systems demonstrate that errors introduced by the LRI approximation are




Dichtefunktionaltheorie (DFT) ist mittlerweile die am ha¨ufigsten genutzte Methode
um Moleku¨le und kondensierte Materie auf quantenmechanischer Basis zu simulieren.
Obwohl DFT einen exzellenten Kompromiss zwischen Genauigkeit und Rechenauf-
wand bietet, ist letzterer fu¨r große Systeme immer noch zu hoch. Die Zielsetzung
dieser Doktorarbeit war die Entwicklung DFT-basierter Na¨herungsmethoden, die we-
niger rechenintensiv sind. Um die Komplexita¨t der DFT Ladungsdichte zu reduzieren,
wurden zwei Ansa¨tze verfolgt. Der erste Ansatz zielt auf die Verwendung von Hy-
bridmodellen, wobei nur ein kleiner Teil des untersuchten Systems akkurat mit DFT
beschrieben wird und der andere mit einer weniger genauen Methode. Der zweite
Ansatz umfasst die Darstellung der Ladungsdichte in linearisierter Form durch Ent-
wicklung in eine andere Basis.
Ein sogenannter QM/MM Hybridansatz, der Quantenmechanik mit klassischer Me-
chanik verbindet und zudem Polarisationseffekte beru¨cksichtigt, wurde fu¨r die Simu-
lation von Adsorbaten auf Metallen entwickelt. Die adsorbierten Moleku¨le werden
hierbei mit DFT beschrieben und das metallische Substrat mit einem klassischen
Kraftfeld. Die induzierte Ladungsdichte im Metall und die elektrostatische Reaktion
des QM-Teils werden in sich konsistent mithilfe von Spiegelladungen beschrieben.
Ein a¨hnliches QM/MM-Modell wurde verwendet, um das Benetzungsverhalten von
Wasser auf gewellten und planaren Bornitridmonolagen, welche auf Rh(111) adsor-
biert sind, zu untersuchen. Das Substrat ist in diesem Fall polar und Induktionsef-
fekte ko¨nnen vernachla¨ssigt werden. Die elektrostatischen Eigenschaften des Substrats
wurden reproduziert, indem jedes MM-Atom mit einer Partialladung versehen wurde.
Eine neue Methode zur Bestimmung dieser Ladungen, die sich insbesondere fu¨r nano-
strukturierte Oberfla¨chensysteme und poro¨se Strukturen eignet, wird vorgestellt.
Ein Na¨herungsverfahren zur Darstellung der lokalen DFT-Dichte wurde mit der
sogenannten “Gaussian-and-plane-waves”-Methode kombiniert. Zielsetzung war, den
Rechenaufwand fu¨r die Beitra¨ge zur Kohn-Sham-Matrix, die von der Dichte abha¨ngen,
zu reduzieren. Eine deutliche Beschleunigung des sogenannten “Self-Consistent-Field”
Iterationsschritts wurde damit erreicht. Die lokale Na¨herung der Dichte ist jedoch
mit einem Mehraufwand u.a. in Bezug auf die Integralberechnung verbunden, der
insbesondere fu¨r Molekulardynamik-Simulationen schnell dominant wird. Deshalb
wurde ein effizienteres Verfahren zur Berechnung analytischer Integrale entwickelt.
Die approximative Darstellung der lokalen Dichte verursacht nur geringfu¨gige Fehler,
wie durch umfangreiche Tests gezeigt werden konnte.
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Over the last decades, computer simulations at the nanometer scale became increas-
ingly important to study molecular structures, liquids and solids as well as interfaces
between different phases. At the atomic and molecular level, quantum effects have
to be considered to gain information about the electronic structure. Since chemical
interactions and reactions involve changes in the electronic distribution, the accurate
prediction of the latter is needed. The theoretical basis is provided by quantum me-
chanics which postulates the existence of a wavefunction that completely describes the
quantum system. The wavefunction is obtained by solving the Schro¨dinger equation.
However, its exact solution is practically impossible for many-electron systems, due
to rapidly increasing complexity with respect to system size. Thus, approximations
must be introduced. One possible ansatz is to directly use the wavefunction as basic
variable. Another approach is employed in density functional theory (DFT), where
the electronic density is used as variable instead. Considering an N -electron system,
the wavefunction has 3N degrees of freedom, whereas the electronic density is de-
fined by three spatial coordinates. Consequently, DFT is computationally much less
expensive than wavefunction-based methods.
DFT became increasingly popular after the introduction of the Kohn-Sham (KS)
approach which partially resolved the problem of insufficient accuracy in the functional
description of the electronic structure. KS-DFT provides a fair compromise between
accuracy and efficiency enabling the simulation of systems of several hundreds of
atoms. However, the timescales accessible in molecular dynamics (MD) simulations
are still in the range of picoseconds. Even static calculations of large condensed mat-
ter systems, metals in particular, remain challenging. To make such simulations and
calculations affordable, further approximations have to be introduced. The DFT ap-
proach can be simplified by dividing the system in two parts. The smaller subsystem
that is chemically of major interest, is treated by quantum mechanics (QM) and the
other subsystem is described at the molecular mechanics (MM) level of theory. Such
a hybrid QM/MM approach has first been proposed by Warshel and Levitt [1] in 1976
and worked out in detail by Karplus et al. [2] in 1990. The strength of QM/MM is that
it combines the accuracy of QM methods with computationally inexpensive classical
force fields. There has been a steadily increasing interest in application and devel-
opment of such hybrid methods. The number of articles and reviews has increased
fourfold within in the last 15 years as displayed in Figure 1.1. The importance of
QM/MM has been also emphasized by awarding the 2013 Nobel Prize to Warshel,
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Figure 1.1.: Number of articles and reviews per year where QM/MM has been applied or
QM/MM methods were developed.
Levitt and Karplus for “the development of multi-scale models for complex chemical
systems”. The further development of QM/MM methods focuses mainly on a better
description of the MM-based interactions between QM and MM part. In particu-
lar, the electrostatic coupling between the two subsystems can be treated at different
levels of sophistication and has been also subject to further improvement in this work.
Resolution of identity (RI) approximations of the total charge density are another
possibility to improve the performance of DFT. The KS-DFT density is represented
by a sum over the squares of one-electron orbitals, which are typically expanded in n
atom-centered basis functions. In the basis set representation, the density is expressed
in terms of the density matrix containing the expansion coefficients and products of
the basis functions. However, this leads to O(n2) contributions of the density and an
unfavorable O(n4) scaling for the term describing the Coulomb interactions between
the electrons. Different density fitting techniques, also referred to as RI, have been
developed in order to improve the scaling behavior and to reduce the prefactor. RI
approximations can be considered as state of the art and are implemented in almost
all important quantum chemistry codes. The quest for better RI techniques is still
on-going and an active field of research.
The focus of this thesis has been the development of approximate DFT methods.
In particular, QM/MM approaches for solid-liquid interfaces have been developed.
Another key aspect is the combination of an RI approach with the Gaussian and
plane waves (GPW) method. This thesis is organized in seven chapters. In the next
chapter, the theoretical framework of DFT, density fitting and QM/MM is presented.
In Chapter 3, an image charge augmented QM/MM approach is introduced which
allows to include polarization in the simulation of adsorbate-metal systems. The elec-
trostatic interactions between molecule (QM) and metal (MM) are accounted for by
employing a self-consistent image charge approach. In Chapter 4, the wetting of water
on corrugated and flat hexagonal boron nitride monolayers at Rh(111) is investigated
employing a similar QM/MM setup. The electrostatic properties of the substrate
are reproduced by partial charges, which are obtained from restrained electrostatic
3potential fitting designed for nano-structured systems. The focus of Chapter 5 is on
the development of a local RI approach within a GPW scheme. In Chapter 6, an
integral scheme based on solid harmonic Gaussian functions is derived with regard to
the integral types required for local RI. In Chapter 7, the results and achievements of
this thesis are summarized and possible following developments are discussed.

2. Theoretical approaches
In this chapter, the theoretical framework fundamental to the methods developed in
this thesis are briefly presented. In particular, density functional theory and hybrid
approaches combining different levels of theory are described in general terms. To
put Chapter 5 of this thesis in perspective, an overview of density fitting techniques
is given.
2.1. Density functional theory
2.1.1. Key aspects
Density functional theory (DFT) has become a standard technique for solving elec-
tronic structure problems. It is broadly applied to molecular as well as condensed
phase systems. Compared to wavefunction based methods, the computational cost of
DFT is much lower while the accuracy is still sufficient for a wide range of systems.
DFT has also been extensively used in this thesis and all method developments were
embedded in a DFT framework.
Unlike in wavefunction theories, the central quantity is not the N -electron wave-
function Ψ(x1,x2, ...,xN), but the total electron density ρ(r) defined as [3, 4]
ρ(r) = N
∫
Ψ∗(x1,x2, ...,xN)Ψ(x1,x2, ...,xN)dω1dx2...dxN , (2.1)
where xi are the spin orbitals. Note that we integrate over all N spin variables ω, but
only over N − 1 spatial variables r. The ground state density ρ0 is obtained, when Ψ
corresponds to the ground state wavefunction Ψ0(x1,x2, ...,xN).
The basic premise of DFT is that the ground state electronic energy E0 is completely
determined by ρ0. This statement and further implications are commonly referred to
as Hohenberg-Kohn theorems [5]. These theorems also imply that the ground state
energy can be obtained variationally. For any trial density, E0 is related to the energy
functional E[ρ] by
E[ρ] ≥ E0. (2.2)
This is equivalent to saying that the density which minimizes the total energy is the
exact ground state density.
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In accordance with the Hohenberg-Kohn theorems, the DFT energy functional can
be expressed as
E[ρ] = T [ρ] + Vext[ρ] + Vee[ρ], (2.3)
where T [ρ] is the kinetic energy of the electrons and Vext[ρ] represents the Coulomb
interaction with an external potential usually due to the nuclei. The repulsive electron-
electron interactions are summarized in Vee[ρ], which includes the classical Coulomb
interaction and non-classical terms. Unfortunately, explicit expressions of T [ρ] and
Vee[ρ] are not known and suitable approximations have to be introduced. Early at-
tempts to derive functionals mainly failed due to the bad representation of the kinetic
energy. The most popular of these so-called orbital-free approaches is the Thomas-
Fermi model [6, 7] where the derivation of T [ρ] is based on the theory of the non-
interacting uniform electron gas. However, also the performance of the latter is poor
and the construction of accurate models for T [ρ] turned out to be difficult [4, 8, 9].
2.1.2. Kohn-Sham approach
In contrast to orbital-free methods, the Kohn-Sham (KS) approach [10] allows for an
accurate treatment of the kinetic energy and represented a breakthrough in DFT. By
introducing an orbital basis, T [ρ] can be partitioned in a non-correlated term that
can be evaluated exactly and a small contribution accounting for the correlation. The
general idea is to introduce a reference system of N non-interacting electrons, where
the density ρ(r) is the same as for the interacting system. In the KS approach, ρ(r)





The kinetic energy functional TS[ρ] for the non-interacting system can be also formu-








For the interacting system, the so-called exchange-correlation functional Exc[ρ] is in-
troduced that contains the missing correlation in the kinetic energy and the non-
classical part of the electron-electron interaction,
Exc[ρ] = (T [ρ]− TS[ρ]) + (Vee[ρ]− J [ρ]). (2.6)
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The general expression for the energy functional within KS-DFT can be now written
as
E[ρ] = TS[ρ] + Vext[ρ] + J [ρ] + Exc[ρ]. (2.8)
Equation 2.8 can be solved by applying the variational principle with respect to the
orbitals. Considering additionally the orthonormality constraint, the KS equations
are obtained
HˆKSφi = iφi, (2.9)



















This set of equations can be solved iteratively by a self-consistent field procedure.
The KS formalism is in principle exact since all correlation effects are incorporated
in Exc. However, the explicit form of the latter is unknown and sufficient approxima-
tions have to be introduced.
2.1.3. Exchange-correlation functionals
The accuracy of a KS-DFT calculation depends heavily on the choice of the exchange-
correlation (XC) functional. A general scheme for a systematic improvement of the
approximation of Exc[ρ] does not exist and the development of more accurate func-
tionals is still on-going. Nevertheless, Perdew et al. suggested a classification of XC
functionals referred to as “Jacob’s ladder” [11]. This ladder has five rungs where for
each rung more descriptors of the electronic system are introduced. For each step up
the ladder, an improved accuracy can be expected, but not guaranteed.
The ladder’s first rung, local density approximation (LDA) [10], includes only the
electronic density as variable. In LDA, the density is treated locally and relies on the




The exchange and correlation part are treated separately and combined linearly,
ELDAxc [ρ] = E
LDA







The exchange energy for a uniform electron gas takes a simple analytic form derived
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Analytic expressions of the LDA correlation energy are only available in the limiting
cases of extremely high or low densities. For densities in between, interpolating for-
mulas have been constructed by, e.g., Vosko, Wilk and Nusair (VWN) [12] or Perdew
and Wang (PW) [13]. LDA is mainly used in solid state physics where the approx-
imation of a uniform electron gas is often sufficient. For molecular systems, LDA
underestimates the exchange and overestimates the correlation energy and predicts
bond strengths that are usually 100 kJ/mol too large [4, 14].
The next step on the Jacob’s ladder is the generalized gradient approximation




Various GGA functionals have been proposed. For molecular systems, one of the
most popular ones is the BLYP functional, which is a combination of the Becke 1988
exchange functional [18] and the Lee-Yang-Parr (LYP) correlation functional [19].
The Perdew-Burke-Ernzerhof (PBE) functional [20] is usually favored for materials,
but performs also well for molecular systems. The exchange part of PBE is given in
terms of the LDA exchange,
PBEx = 
LDA
x F (s), (2.16)
where F (s) can be considered as an enhancement factor defined as
F (s) = 1 + α− α
1 + βs2
. (2.17)





The correlation part is also related to its LDA counterpart by adding a function H(t),




The explicit form of H(t) can be found in Refs. [4, 20]. The parameters in the PBE
functional like α or β do not depend on experimental input, but are derived from
constraints that the exact XC functional theoretically should satisfy. These are, for
example, conditions concerning the asymptotic behavior of the exchange and correla-
tion potential or an upper bound for the XC energy with respect to LDA as suggested
by Lieb and Oxford [21]. Since the method development in this thesis focused on
condensed phase systems, PBE has been predominately used for the associated appli-
cations.
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The third rung of the ladder are the meta-GGA methods. These methods include







where occ indicates that the sum is running over the number of occupied orbitals. A
commonly used meta-GGA functional is, e.g., TPSS (Tao-Perdew-Staroverov-Scuseria)
[22] which is also employed for materials and can be considered as meta-GGA equiv-
alent of the PBE functional. The inclusion of τ comes with almost no additional
computational cost. This changes for the next rung, which involves so-called hybrid
functionals. These functionals include exact Hartree-Fock exchange, which means
that EDFTx [ρ] is partly replaced with its orbital analogue E
HF
x [Ψ] [4]. Including exact
exchange often improves the accuracy, but increases the computational cost by at least
an order of magnitude. Popular hybrid functionals are, e.g., B3LYP [23] or PBE0 [24].
The fifth rung of the ladder is the random phase approximation (RPA) [25–27]. The
essence of this approximation is to employ virtual orbitals as a further variable in
order to improve, among others, on dispersion interactions.
2.1.4. Dispersion correction
It is commonly known that LDA, GGA, meta-GGA and hybrid functionals fail to
describe dispersion interactions [28]. The correct modeling of van der Waals (vdW)
interactions is especially important for weakly interacting systems, e.g., stacked DNA
base pair configurations or molecules physisorbed at metal surfaces. But also for sys-
tems with strong electrostatic interactions such as ionic liquids, dispersion interactions
play a crucial role and cannot be neglected [29–32].
To incorporate vdW forces, several corrections have been proposed. A concise
overview of the existing methods is given in Ref. [28]. The simplest models are the
DFT-D corrections, where an empirical correction term is added to the KS-DFT
energy,
EDFT−D = EDFT + Edisp. (2.21)








where rAB is the distance between particle A and B. Faster decaying Cn/r
n
AB terms
with n > 6 are usually neglected. The dispersion coefficients CAB6 are specific for
each element combination and are usually referenced to experimental data. The most
popular DFT-D scheme is Grimme’s DFT-D2 correction [33]. The C6 coefficients for
the latter are computed from ionization potentials and static polarizabilities. To avoid
that Edisp diverges for small rAB, a damping function is introduced.
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One of the short-comings of these simple DFT-D corrections is that the disper-
sion coefficients are independent of the chemical environment. However, the C6 co-
efficients can significantly vary for different oxidation or hybridization states. The
DFT-D3 scheme of Grimme [34] accounts for environmental effects by treating the
dispersion coefficients as function of the coordination number. Depending on the
number of neighbors, the appropriate coefficient is assigned to each pair AB dur-
ing each simulation step. As an additional improvement, DFT-D3 includes also the
C8/r
8
AB interaction term. Other models like the scheme by Tkatchenko and Scheﬄer
(vdW-TS) [35] or the Becke-Johnson (BJ) model [36–38] are also capable to capture
the environmental dependence of the dispersion coefficients. In the vdW-TS scheme,
this is achieved by considering effective atomic volumes, whereas in the BJ model the
polarizabilities of the atoms are considering in a rather sophisticated way. A further
problem of the empirical approaches is, that the dispersion interactions are not solely
pairwise attractive, which is especially important for condensed phase systems. In
DFT-D3, this is empirically accounted for by introducing an additional three-body
term.
A non-empirical approach for including dispersion is provided by the so-called vdW
density functionals (vdW-DFs). The vdW functionals do not rely on experimental
parameters, but directly determine the dispersion contribution from the electronic
density. To account for the missing long-range part in local or semi-local functionals
such as LDA or GGA, a non-local correlation term is added. The general form of the




where ϕ(r, r′) is a function depending on r − r′. Initially, vdW-DFs overestimated
the dispersion interactions and were computationally more demanding than GGA or
hybrid functionals. Thanks to more recent improvements on the accuracy and com-
putational performance of vdW-DF [40–42], these type of functionals are becoming
increasingly popular. However, vdW functionals are a pairwise approach as well and
will fail for systems where higher order dispersion terms cannot be neglected. In the
context of DFT, RPA is the most advanced method. It includes also many-body
dispersion effects, but comes with a much higher computational cost.
2.2. Density fitting
2.2.1. Incentive
In Kohn-Sham DFT, the electron density ρ is represented in terms of the molecular
orbitals φi, see Equation 2.4. Since the KS operator already depends on {φi}, the
KS equations can be only solved numerically for atomic calculations. In molecular
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calculations, the KS differential equations are converted to a set of algebraic equations















Employing the basis set expansion, the expression for the Coulomb term defined in


























where ρAB is the density obtained for atom pair AB. Inserting Equation 2.28 in the












The evaluation of these integrals scales with n4, where n is the number of basis
functions. Thus, the computation of the Coulomb term will dominate the calculation
and limit the system size. Additionally, the expansion of the density leads to n2
contributions for Exc[ρ] and Vext[ρ].
To improve the scaling especially of the Coulomb term, many resolution of identity
(RI) approaches for representing the density have been developed. Density fitting
techniques can be roughly divided in approximations of
1. each product χAµ (r)χ
B
ν (r)
2. each pair density ρAB (local fitting)
3. full density ρ(r) (global fitting).
Other approaches rely on a projection and cubic spline expansion of the density [43]
or an alternative representation in, e.g., plane waves [44]. However, these methods are
not considered in the following. Density fitting techniques have been implemented for
KS-DFT [45–47], but also within Hartree-Fock [48–50], second-order Møller-Plesset
(MP2) [51–54] and coupled cluster frameworks [55,56].
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2.2.2. Pair-product fitting
The first attempts to reduce the scaling of J [ρ] date back to the 1940s. One of the first
approaches is the Zero-Differential-Overlap (ZDO) scheme [57,58] where multi-center
integrals are completely neglected. The product of two different orbitals is set to zero,
χAµ (r)χ
B
ν (r) ≈ δµνδABχAµ (r)χBν (r) (2.30)
and the remaining integrals are parametrized to compensate for this crude approx-
imation. Different flavors of ZDO exist such as the Intermediate Neglect of Differ-
ential Overlap (INDO) [59], which keeps additionally two-center ERIs of the type
(µAµA|νBνB). The Neglect of Diatomic Differential Overlap (NDDO) [60] represents
an improvement over INDO since also the (µAνA|κBλB) integrals are retained.
The Mulliken approximation [61, 62] was proposed in 1949 and states that the
product χAµ (r)χ
B





the overlap matrix elements Sµν as expansion coefficients. If the two centers A and B

















Within the Mulliken approximation, the ERIs are reduced to one and two-center inte-
grals. The Ru¨denberg approximation [63] is conceptually similar to Mulliken’s ansatz,
but considers cases where centers A and B are farther apart from each other. The
Lo¨wdin scheme [64] is as well similar to the Mulliken approximation, but introduces
more sophisticated expansion coefficients λµν
χAµ (r)χ
B













which also include the parameters α and β determined from conditions on total charges
and moments,
λAµν = Sµν(1 + α/β)
−1 λBµν = Sµν(1 + β/α)
−1. (2.33)
All these early methods for approximating χAµ (r)χ
B
ν (r) suffer from several deficiencies
such as no rotational invariance or a poor representation of nodal structures. The
Projection of Diatomic Differential Overlap (PDDO) [65] improves on these short-
comings by expressing the two-center product of basis functions as linear combination


















The expansion is entirely expressed in terms of functions that are part of the basis
set. The coefficients Cµνmn and Cµνkl are obtained by minimizing the error in the
overlap integral. The Limited Expansion of Diatomic Overlap (LEDO) [66] uses the
same expansion, but minimizing the error in the Coulomb integral.
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2.2.3. Local and global fitting
In local fitting schemes, the pair densities ρAB are fitted instead of the individual
products χAµ (r)χ
B
ν (r). This requires the introduction of an independent set of auxiliary













The expansion coefficients {aAi } and {aBj } are obtained by a least square fitting pro-
cedure. More details on local density fitting approaches are given in Chapter 5.
Global density fitting approaches have been first introduced by Sambe and Felton
[67] in 1975, were further developed by Dunlap [68] and Vahtras et al. [69] and became
popular by the extensive work of Ahlrichs and co-workers [45, 70, 71] in the 1990s.
Instead of fitting pair densities, an approximation of the full density is attempted




cifi(r) = ρ˜(r). (2.36)




′ = min. (2.37)
Global density fitting techniques are mainly used for the Coulomb part and are also
widely used in MP2 implementations. Within a KS-DFT context, the application of
global RI for Exc[ρ] is rarely reported since the XC term can be efficiently calculated
by numerically integration with a formally linear scaling [72, 73]. However, fully
variational RI approaches have been also derived for the XC part [74].
The advantage of global and local fitting compared to methods like PDDO or LEDO
is that the full or local density is only fitted once. Using PDDO or LEDO, the nAnB
products have to be fitted for each pair, where nA and nB are the basis functions at
A and B, respectively. An obstacle of the global and local fitting approaches is that
a set of a carefully optimized auxiliary basis functions has to be provided, whereas
PDDO and LEDO do not require any further external input.
The auxiliary basis sets contain generally more functions than the primary basis sets
and include functions with higher l quantum numbers. Auxiliary basis sets for global
RI schemes are usually larger by a factor of two. The auxiliary basis sets for local RI
have to be more extended. They are on average 3-4 times larger than the primary
basis sets. The reason is that the error in the local fit is linear, whereas the error is
quadratic for global schemes [68, 75]. This is due to the fact that another metric is
used for the local fit, which is explained more in detail in Chapter 5. Furthermore, the
presence of a third atom C providing additional basis functions cannot be exploited
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since the fit is restricted to the pair AB. To compensate for this, the basis set has to
be increased. On the one hand, a larger fit basis set is apparently a disadvantage and
computationally more demanding. On the other hand, the pair fit is independent of
its chemical environment. The quality of the fit is not affected whether AB constitutes
a diatomic molecule or a pair within a larger structure.
2.3. Hybrid approaches - QM/MM
Quantum mechanical (QM) methods are able to accurately describe the electronic
structure of molecular and condensed phase systems, but come with a high computa-
tional cost. Even though the computational cost of DFT is relatively low compared
to wavefunction-based methods, it is still limited to a few hundred or a few thousand
atoms. However, enzymes and other large biomolecules easily reach sizes of several
100 000 atoms. Furthermore, ab initio molecular dynamics simulations at the DFT
level are restricted to the picosecond timescale [76]. Force-field based methods al-
low for simulation times in the nanosecond range and larger system sizes, but are
generally less accurate and cannot describe electronic processes. QM/MM hybrid
schemes [1] combine methods at different levels of theory. The chemically interesting
region is treated by QM while its environment, e.g. solvent molecules, are treated by
molecular mechanics (MM).
In QM/MM, the Hamiltonian is partitioned in three parts,
Hˆtotal = HˆQM + HˆMM + HˆQM/MM, (2.38)
where HˆQM and HˆMM describe the QM and MM subsystems, respectively. The last
term defines the interactions between the QM and MM system and is treated at the
MM level of theory. The resulting total energy of the partitioned Hamiltonian is
Etotal = EQM + EMM + EQM/MM. (2.39)
The definition of the QM/MM energy is not straightforward and has to be carefully
chosen for each system. vdW and electrostatic interactions have to be considered. If
the QM system is linked to the MM subsystem by covalent bonds, bonded terms have








Bonds cut by the QM/MM boundary can, e.g., occur in QM/MM setups of large
biomolecules. Different schemes to cope with covalently coupled subsystems are re-
viewed in Ref. [77]. The conceptually simplest approach is the link-atom method [2],
where the dangling bond of the QM subsystem is saturated with, e.g., a hydrogen
atom (link atom). The covalent bonds crossing the boundary are modeled by classical
force fields.
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Dispersion interactions between QM and MM atoms are usually accounted for by
the Lennard-Jones (LJ) potential [78]. The LJ parameters AB and σAB are assigned















where rAB is the distance between A and B. The first term in Equation 2.41 describes
Pauli repulsion, while −1/r6AB is the typically vdW term used in similar form for the
DFT-D approach discussed above.
Electrostatic interactions can be treated at different levels of complexity and the
QM/MM development in this thesis focused on improvements of these interactions.
The different electrostatic embedding models include polarization effects between the
QM and MM subsystem to a different extent, see reviews [77,79]. The simplest model
is mechanical embedding where a set of pre-calculated partial charges is also assigned
to the QM atoms. The charge-charge interactions between QM and MM atoms are
simply treated by classical expressions. The major drawback of this approach is that
the QM charge density does not respond to the presence of the electrostatic field
generated by the MM charges. Furthermore, mechanical embedding is rarely useful in
simulations. If the QM configuration changes during, e.g., a reaction, a re-evaluation
of the point charges would be required.
In the most popular scheme, electrostatic embedding, the MM charges can polarize














|Rj −Ra| , (2.42)
where N is the number of electrons and L and M are the number of QM and MM
atoms, respectively. The set of MM points charges {qa} are located at Ra and the QM
atoms with nuclear charges Zj at the center Rj. Using electrostatic embedding, the
QM charge distribution can adapt in every step of the electronic structure optimization
to the electrostatic environment. No charges have to be derived for the QM atoms and
the QM charge density is coupled to the configuration of the MM system. However,
the electrostatic embedding is computationally more demanding than the mechanical
approach. If the number of MM atoms is rather large, the evaluation of the one-
electron integrals will dominate the calculation.
A further improvement is introduced by polarized embedding methods where the
QM atoms can polarize the MM regions as well. Various models for treating polar-
ization have been developed and are exhaustively discussed in reviews [80–85]. In
most schemes, the QM charge density is unaffected by polarization of the MM region.
On a higher level of sophistication, QM density and MM charges mutually modify
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each other in a fully self-consistent fashion. So-called Drude oscillator models [86–88]
represent the induced dipoles by a massless point charge attached to the MM atom
via a spring. Other approaches are based on point dipole induction models [80] or rely
on distributed multipole analysis [89] of the QM part. However, most of these polar-
ization model have been developed for biomolecular systems and their application to
different types of systems is not straightforward. In Chapter 3 of this thesis, a polar-
ized embedding method for adsorbate-metal systems is developed. On the contrary,
the QM/MM setup for the wetting of the nanomesh, Chapter 4, neglects polarization
and is based on electrostatic embedding discussed above.
3. Simulation of adsorption processes at
metallic interfaces: an image charge
augmented QM/MM approach [90]
In this chapter, a novel method for including polarization effects within hybrid quan-
tum mechanics/molecular mechanics (QM/MM) simulations of adsorbate-metal sys-
tems is presented. The interactions between adsorbate (QM) and metallic substrate
(MM) are described at the MM level of theory. Induction effects are additionally
accounted for by applying the image charge formulation. The charge distribution in-
duced within the metallic substrate is modeled by a set of Gaussian charges (image
charges) centered at the metal atoms. The image charges and the electrostatic re-
sponse of the QM potential are determined self-consistently by imposing the constant-
potential condition within the metal. The implementation is embedded in a highly
efficient Gaussian and plane wave framework and is naturally suited for periodic sys-
tems. Even though the electronic properties of the metallic substrate are not taken
into account explicitly, the augmented QM/MM scheme can reproduce characteristic
polarization effects of the adsorbate. The method is assessed through the investigation
of structural and electronic properties of benzene, nitrobenzene, thymine and guanine
on Au(111). The study of small water clusters adsorbed on Pt(111) is also reported in
order to demonstrate that the approach provides a sizable correction of the MM-based
interactions between adsorbate and substrate. Large-scale molecular dynamics (MD)
simulations of a water film in contact with a Pt(111) surface show that the method
is suitable for simulations of liquid/metal interfaces at reduced computational cost.
3.1. Introduction
Interfaces between metallic substrates and molecular adsorbates are present in elec-
trolysis, heterogeneous catalysis, transistors, metal-supported nanodevices and many
other applications. The accurate theoretical description of such interfaces requires
large simulation cells consisting of several layers in the metallic substrate and suf-
ficient lateral dimensions. A full quantum mechanical treatment of these systems,
e.g. by means of density functional theory (DFT) is often not affordable due to com-
putational limitations. Computationally less expensive approaches, like molecular
mechanics (MM), can provide a solution, but cannot capture electronic effects. An
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alternative strategy is the usage of a hybrid scheme combining QM and MM meth-
ods [1]. In a QM/MM setup of an adsorbate-metal system, the electronic structure of
the adsorbate is of primary importance. Thus, the adsorbate is treated by QM and
the metal by classical force fields. Such a model implies that the interactions between
adsorbate and substrate are described by an empirical potential. However, with stan-
dard force fields it is not straightforward to reproduce polarization effects explicitly.
The polarization of metal and adsorbate is caused by electrostatic screening effects
in metallic conductors. The electronic distribution of the metal responds to the elec-
trostatic potential generated by the adsorbate, such that the electrostatic potential
within the metal is zero or at least a constant when an external potential is applied.
This response can be modeled in terms of an image charge distribution within the
metal [91, 92]. Image charges interact with the charge density of the adsorbate and
can affect structural and electronic properties of the adsorbed molecule. Experimental
and theoretical studies [93, 94] showed that effects associated to the induced charge
distribution drive the self-assembly of organic molecules on metallic substrates. In-
cluding polarization is also crucial for modeling electrochemical interfaces at metal
electrodes. Wernersson et al. demonstrated that neglecting image charges can lead to
highly inaccurate forces on the electrolytes and qualitatively wrong results for certain
system parameters [95]. Image charge interactions are also present between the tip
of an atomic force microscope (AFM) and the sample generating significant forces
on the tip. Therefore, taking these phenomena into account is also important in the
interpretation of AFM images, as discussed in Refs. [96–98].
Several models for capturing polarization effects at metallic interfaces within MM
schemes have been addressed in literature. An approach called discrete classical model
(DCM) was introduced by Finnis et al. [99,100] and used for simulations of isopropanol
on Pt(111) [101]. The basic idea behind this method is to model the polarization of
the metal by a set of point charges and dipoles assigned to each metal atom. Another
MM-based approach tries to reproduce the polarization of the metal by attaching two
opposite charges, which are connected by a spring potential or rigid rod, to each atom
in the metallic substrate [102,103]. Both methods do not account for the fact that the
image charges modify the charge distribution of the adsorbate and that this in turn
changes the polarization of the metal. Therefore, a variational procedure adjusting
the induced charges on-the-fly is required. The Gaussian charge method developed
by Siepmann and Sprik [104] treats the image charges as dynamical variables and
realizes the mutual modification of induced and adsorbate charges. The Siepmann-
Sprik scheme has been successfully applied to water/platinum interfaces [104–106] as
well as ionic liquids at platinum [107] and carbon [108,109] electrodes within a purely
classical frame.
Even though QM/MM frameworks are very popular for simulations of biochemical
systems [77, 110–113], there are only a few cases where QM/MM models have been
applied to metallic substrates [114, 115]. Self-consistent techniques are available for
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the inclusion of polarization effects in QM/MM simulations of bioorganic molecules
[89, 116, 117], but there is no such method, to our knowledge, available for metallic
interfaces. This motivates us to adapt the Siepmann-Sprik approach to a QM/MM
scheme.
Here, we present an implementation of the image charge (IC) method within a
QM/MM framework, where the QM part is treated at the Kohn-Sham (KS) DFT
level within a mixed Gaussian and plane wave [118] (GPW) formalism. In the next
section, the theoretical setup is introduced and the implementation details are de-
scribed. Efficiency and scalability of our method, which is referred to as IC-QM/MM
in the following, are also discussed. Different test systems, such as small aromatic
molecules adsorbed on Au(111), are used to assess the new approach. We investigate
how the interactions of the DFT charge density with the image charges affect interac-
tion and adsorption energies as well as the electronic structure of the adsorbate. The
IC-QM/MM approach is applied to small water clusters on Pt(111) and the accuracy
of our approach is evaluated by comparing structural and energetic properties to ex-
perimental data and full DFT results. “Full DFT” in this context means, that metal
as well as adsorbate are treated at the DFT level. Furthermore, results for a large-
scale MD simulation of a liquid water/Pt(111) interface are discussed and related to
experimental studies.
3.2. Theory and implementation
3.2.1. QM/MM formulation of the image charge approach:
IC-QM/MM
The charge distribution ρ(r) of a molecule approaching the metallic surface generates
an electrostatic potential (Hartree potential) VH(r) that extends beyond the surface
into the substrate. VH(r) induces an electrostatic response of the metallic conductor
such that the electrostatic potential within the metal is constant. To model this
response, Siepmann and Sprik [104] introduced the induced charge distribution ρm(r),
which in turn generates the potential Vm(r) screening VH(r) in the region of the
substrate. Siepmann and Sprik proposed to define ρm(r) as a linear expansion of















where Ra is the position of metal atom a and ga the spherical Gaussian function
located at a. The width of all Gaussian functions is determined by one single, fixed
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parameter α and qa can be interpreted as magnitude of the induced charge at each
position a. The expansion coefficients ca are unknown and are obtained by imposing
the condition that the electrostatic potential is constant for each point r within the
metallic slab,
VH(r) + Vm(r) =
∫
ρ(r′) + ρm(r′)
|r′ − r| dr
′ = V0. (3.2)
In this expression, V0 is a constant potential that can be different from zero, if an
external potential is applied. While in the original Siepmann-Sprik method ρ(r) is
obtained from the distribution of point charges associated with the force field, in





Pµνχµ(r)χν(r) + ρcore(r). (3.3)
Pµν is the density matrix and {χµ} represents the basis of contracted Gaussian func-
tions used to expand the molecular orbitals.











Instead of imposing the condition of Equation 3.2, this constraint is modified such that
only the weighted integral of Equation 3.2 is forced to a constant. This is equivalent
to requiring that the gradients of Eel with respect to the coefficients ca are zero, i.e.
Eel has to be minimized as function of the variables ca. Thereby, the following set of

























Here, Tab are the Coulomb integrals between two spherical Gaussian functions cen-
tered at two different metallic centers. These integrals are stored in an NIC × NIC
matrix, where NIC is the number of metal centers carrying an image charge. Solving
the linear set of equations yields the unknowns ca and the potential Vm(r) can be
calculated. This potential is then added to VH(r) and the corrected electrostatic term
is added to the Hamiltonian. New molecular orbitals and a new KS charge density
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are obtained by solving the KS equations for the corrected Hamiltonian. As usual in
DFT calculations, this procedure is iterated until self-consistent convergence of the
electronic structure optimization is achieved. Thanks to the self-consistent optimiza-
tion scheme, the polarization of the QM subsystem induced by the interaction with
the metal is automatically taken into account.
It can be easily demonstrated that our QM/MM formulation of the IC method
provides the correct solution for Eel. The electrostatic energy of a charge distribu-
tion in the vicinity of a metal is equivalent to the Coulomb energy between the real
charges and half of the Coulomb interaction energy between real charges and image
charges [91]. Assuming for simplicity that V0 = 0, the electrostatic energy given in












|r′ − r| drdr
′. (3.6)
Employing the condition given by Equation 3.5 (2nd line), it can be shown that the














ga(r)(VH(r) + Vm(r))dr︸ ︷︷ ︸
=0
. (3.7)
The IC-QM/MM approach differs from the original Siepmann-Sprik method in sev-
eral aspects. In the classical version of the IC approach, the potential is rigorously
forced to a constant at every metal site Ra, whereas in IC-QM/MM a condition on the
potential is imposed at every real-space grid point r. The condition we employ is that
the integral of the potential weighted by a localized Gaussian function equals zero, see
Equation 3.5. This guarantees that the quantity VH + Vm is approximately constant
over the whole space of the metallic slab, which is not the case in the original scheme.
Therefore, IC-QM/MM is expected to be numerically more stable with respect to the
parameter α as discussed below.
When forces are required, e.g. for geometry optimizations or MD runs, the force
contributions of the image charges have to be considered. The total gradient of the
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Since VH +Vm is only approximately constant within the metal, the integration over r
in the region of the metal will yield very small contributions. The localized Gaussians
ga decay rapidly to zero resulting in a zero-contribution of these terms for regions
outside the metal.
3.2.2. Implementation details
The IC method has been implemented in the QM/MM [119, 120] part of the CP2K
[121] program package. So far, the QM/MM driver of CP2K provided only an efficient
scheme for calculating electrostatic interactions between permanently charged MM
atoms and QM charge density. Our implementation is based on the GPW approach
[44,118], which allows to represent the image charge density ρm(r) on a regular grid.
Within the GPW formalism, this is equivalent to an expansion of the density in an
auxiliary basis set of plane waves. The latter allows to solve the Poisson equation
in reciprocal space yielding the potential Vm(G), where G is the reciprocal lattice
vector. The potential in real space Vm(r) is obtained by a subsequent inverse Fast
Fourier Transform (FFT−1). Periodic boundary conditions (PBC) follow directly
from calculating the potential in Fourier space. Note that the QM and MM boxes
need to be of the same size, since the KS and IC density have to be represented
on commensurate grids. For systems with a small QM region and a very large MM
subsystem, this requirement could substantially contribute to the computational cost.
To obtain the density ρm(r), the linear set of equations given in Equation 3.5 is
solved by employing a Gaussian elimination scheme or a conjugate gradient (CG)




needs to be computed for each IC center a at every iteration of the SCF cycle. When









is calculated following the algorithm illustrated in Figure 3.1. The potential vb gen-
erated by a single Gaussian charge b is obtained after solving the Poisson equation in
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Figure 3.1.: Pseudocode for calculating matrix T. The inner loop iterates solely over all
a larger or equal to atom index b because T is symmetric. (a) First version: the potential
vb is calculated for each metal atom explicitly. (b) Improved version: the potential vb is
calculated only once for a chosen reference atom.
reciprocal space. After an inverse FFT step, vb is transferred to real space and the
integrals Tab are computed by numerical integration on the real space grid. In the first
version of this algorithm published in Ref. [90], the potential vb is calculated for each
metal atom, see Figure 3.1(a). In total, 2NIC FFTs are performed, which can become
a bottleneck for the performance for large NIC. Figure 3.1(b) displays an improved
version of this algorithm where we utilize that the single Gaussian charges are indeed
located at different positions on the grid, but generate the same vb. The potential
vb is calculated once for a chosen reference atom reducing the number of FFTs to
two. In order to obtain the correct integrals, the Gaussian charge at center a has to






because T is symmetric. Since matrix T does not depend on ρ(r), it needs to be
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Figure 3.2.: DFT optimized structures of the five investigated molecules adsorbed on a
metallic surface: (a) nitrobenzene, (b) thymine, (c) guanine, (d) benzene on Au(111) and
(e) water on Pt(111). Color code: orange: C, white: H, blue: N, red : O, yellow : Au, gray :
Pt.
calculated only once at the very beginning of the SCF cycle. However, for large NIC,
computing the integrals Tab on the full grid can become computationally expensive.
The iterative CG scheme can be used as alternative algorithm to solve the set
of linear equations. The expansion coefficients ca are initially guessed and ρm and
Vm are calculated. The CG procedure is then applied to update the coefficients
iteratively until the electrostatic energy is minimized. At each iteration of the CG,
only two FFTs and the calculation of NIC numerical integrals are required, which
can, in principle, be computationally more efficient than the exact calculation of
matrix T. However, the CG optimization requires several iterations that need to
be performed at every SCF step. To ensure a fast convergence of the CG, a proper
preconditioning of the gradient is applied. The optimal choice for the preconditioner
is a good approximation of the matrix T. In practice, we always compute T in the
first step. Geometry optimizations and MD simulations can exploit the fact that the
same matrix T can be used as CG preconditioner for several configurations before
being updated. Therefore, the Gaussian elimination scheme is always the method
of choice for single point calculations. The preconditioned-CG is used for geometry
optimizations and MD simulations.
Our implementation is designed to enable simulations of large systems and takes





The IC-QM/MM approach has been tested on five different adsorbate-metal sys-
tems involving physi- and chemisorbed molecules. These are benzene, nitrobenzene,
3.3. Computational details 25
thymine and guanine adsorbed on Au(111) as well as water adsorbed on Pt(111). The
DFT optimized structures are displayed in Figure 3.2. In the case of H2O/Pt, a water
dimer and a cluster of 12 molecules have also been considered. The metallic sub-
strates are modeled by a four-layer slab and PBC are applied in all three dimensions.
In order to properly accommodate the adsorbates on the surface, avoiding spurious
interactions with the periodic images, p(12×12) replica of the unit cell are used in the
lateral dimensions. To decouple the periodic images in the dimension perpendicular
to the surface, a vacuum of 25 A˚ is added along the [111] direction. The slab structure
is asymmetric, meaning that the molecule is adsorbed only on one side of the slab,
while the atoms of the lowest metal layer are kept fixed in the bulk positions.
QM part of the calculation
Full DFT calculations are performed as reference and compared to QM/MM results
obtained with and without IC correction. All calculations are carried out with the
CP2K program package [121]. For QM calculations, double-ζ valence plus polar-
ization (DZVP) basis sets of the Molopt-type [122] are used to represent the va-
lence electrons. The interactions between valence and core electrons are described
by norm-conserving Goedecker, Teter and Hutter pseudopotentials [123–125]. The
Perdew-Burke-Ernzerhof (PBE) functional [20] models the exchange and correlation
potential. Van der Waals interactions are accounted for by employing Grimme’s D3
dispersion correction [34]. The energy cutoff for the auxiliary plane wave expansion
of the density is set to 400 Ry.
MM part of the calculation
At the MM level of theory, Au and Pt are described through embedded atom model
(EAM) potentials [126] obtained from the LAMMPS [127] data base. Lattice con-
stants were optimized at the respective level of theory. For Au, lattice parameter of
4.08 A˚ (EAM) and 4.20 A˚ (DFT) are used, whereas the experimental spacing of 3.92 A˚
is employed for both, EAM and DFT, in case of Pt. Using the same lattice constants
for EAM and DFT is possible for Pt, since the DFT spacing deviates by less than 2%
from the experimental (EAM) one.
The MM-based interactions between metal and molecule are modeled with em-
pirical potentials reproducing dispersion, Pauli repulsion and, for H2O/Pt, specific
chemisorption terms. Induction effects are accounted for by image charges. A modi-
fied Born-Mayer potential,
V (rij) = Aij exp(−rij/κ)− Cijr−6ij · fdmp(rij), (3.12)
is employed for the interactions between Au and adsorbed molecules. The parame-
ters were taken from Ref. [128]. The attractive term was modified with a damping
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function fdmp as used in Ref. [33] in order to reproduce the full DFT molecule-surface
separation. This potential is not expected to reproduce accurate structures, but is
only instrumental to estimate the effects of the IC method on a standard QM/MM
setup.
Interactions between water molecules and Pt are computed from the Siepmann-
Sprik potential [104], which has been implemented in the MM module of CP2K. The
chemisorption potential by Siepmann and Sprik is a sum of two- and three body terms.
It was parametrized to correctly model the ground state geometry and potential curves
determined by ab initio cluster calculations. The two-body part of the chemisorption
potential defines the pair interactions between Pt and O atoms,
v2(rji) = Ar
−α
ji − Cr−6ji −Df2(rji)r−3ji Φji(φji), (3.13)
where rji is the distance between the oxygen of water molecule i and Pt atom j. The
first two terms describe repulsion and attractive dispersive interactions, respectively.
The third term depends additionally on the angle φji between the H2O dipole vector
of molecule i and vector rji. The purpose of this term is to capture chemical bonding.








which is set to zero for rji ≥ rcut. The function Φji(φji) directs the hydrogens away









The three-body function defines the position of the water molecules on the surface
and pushes the water on top of the metal atoms,










θijk is the angle between rji and the vector rjk between Pt atom j and its neighbors
k. The v3 term is entirely repulsive and is sensitive to different surface topologies.
The parameters A,B,C,D,E, F, rcut, α and β are given in Ref. [104]. Further details
on the implementation and the expressions for the corresponding forces can be found
in Appendix A.
Analysis of properties
Different structural and electronic properties have been analyzed for the optimized
structures. In particular, interaction energies Eint are calculated according to
Eint =
Eslab+mol − (Eslab + Emol)
n
, (3.17)
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where Eslab+mol denotes the total energy of the optimized adsorbate-metal system and
n the number of adsorbed molecules. Eslab and Emol are the energies of the slab
and molecules in the geometry of the complex, respectively. Adsorption energies are
instead computed from the energies of the optimized individual components as
Eads =
Eslab+mol − (Eoptslab + nEoptmol)
n
. (3.18)
The interaction and adsorption energies obtained from full DFT calculations are af-
fected by the basis set superposition error and have been corrected by the counterpoise
formalism [129,130].
Electron density differences ∆ρelec are used to investigate changes in the molecular
electronic distribution induced by the metal. ∆ρelec is obtained as grid-based difference
of ρslab+molelec and the electronic densities of the individual components, taken with
atomic coordinates as in the complex,
∆ρelec = ρ
slab+mol
elec − ρslabelec − ρmolelec. (3.19)
For purpose of representation, we introduce the one-dimensional electron density dif-




Furthermore, molecular dipole moments are computed from the positions of the atomic
cores and the centers of maximally localized Wannier orbitals (MLWO) [131,132].
3.3.2. MD simulation
IC-QM/MM has also been applied to perform an MD simulation of the liquid wa-
ter/Pt(111) interface. The supercell of the substrate is modeled laterally with a
p(6×8) repetition of the unit cell and vertically by four metal layers. The Pt(111)
surface is surmounted by a 15 A˚ thick liquid water film, consisting of 151 molecules.
Above the water system, 20 A˚ of vacuum space are introduced to decouple the pe-
riodic images along the vertical axis. The QM/MM setup is identical to the setup
of the static water/Pt(111) calculations. The simulation is performed within the mi-
crocanonical (NVE) ensemble at a temperature of 330 K and a time step of 1 fs is
used. The system has been equilibrated for 25 ps employing velocity rescaling for the
first 18 ps. The last 55 ps of the simulation have been used for analysis of structural
features. The measured drift of the total energy is in the range of 10−5 eV/ps/atom
during the production run. MLWO were calculated every fifth time step for the last
40 ps of the simulation and used for calculation of the average molecular dipole mo-
ments. For analysis of the electronic rearrangement, ∆ρelec has been calculated and
averaged for ten equally spaced snapshots.
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Figure 3.3.: Technical parameters. (a) Dependence of total energy and x-gradients (of
an arbitrary metal atom) on parameter α. The x-gradients refer to the IC contribution,
see Equation 3.9. (b) Execution time of a single point calculation of thymine on Au(111)
performed on a Cray XC30 system. Note that a double logarithmic scale is employed. (c)
Time for calculating IC matrix T. The labels explicit and reference atom refer to the two
versions of the algorithm displayed in Figure 3.1.
3.4. Tests and applications
3.4.1. Gaussian width α and performance
The only adjustable variable in the IC-QM/MM scheme is the width α of the Gaussian
charge distribution ρm, see Equation 3.1. To assess the influence of α on the electro-
static interaction energy, test calculations using the thymine-gold system have been
performed. The dependence of total energy and gradients on the Gaussian width is
reported in Figure 3.3(a). For values of α larger than 3.0 A˚−2, neither the total energy
nor the image charge contribution to the gradients show a significant dependency on
α. However, drastic changes are found for smaller values. Small values of α corre-
spond to very broad Gaussians, which results in a uniform charge distribution across
the metal, i.e. the Gaussians are no longer localized at the atomic centers. This leads
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Figure 3.4.: Nitrobenzene on Au(111). Isosurface of the electrostatic potential obtained with
(a) full DFT, (b) IC-QM/MM (solid) and (b) QM/MM (transparent). For IC-QM/MM,
the electrostatic potential corresponds to Vm+VH as defined in Equation 3.2. Red: vacuum
value + 0.004 a.u. Blue: vacuum value -0.004 a.u.
obviously to non-physical results arising from technical artifacts. Using extremely
large values for α is also not recommendable because very steep Gaussians are not
accurately described by a mesh representation over finite grids. For the calculations
discussed in the following, a value of 3.0 A˚−2 has been chosen.
In order to evaluate the performance of our IC-QM/MM implementation, the av-
erage time needed for a single point calculation for thymine on Au(111) has been
estimated, see Figure 3.3(b). Using the first version of the algorithm shown in Fig-
ure 3.1(a), the additional computational cost introduced by the IC correction is mainly
determined by the evaluation of matrix T. The test system consists of 576 metal atoms
resulting in a matrix of size 576×576. Consequently, FFT has to be performed 1152
times and 166 176 integrals have to be calculated. Employing the improved version
of the algorithm, the single Gaussian potential is only calculated for a chosen refer-
ence atom reducing the number of FFTs to two. This results in a speed-up of factor
5-6 for calculating the matrix T, see Figure 3.3(c). For the total execution time, a
factor of two is gained. The parallel efficiency of the IC-QM/MM scheme is shown in
Figure 3.3(b). For this system, the scaling is good up to 512 cores, while beyond this
limit no further speed-up is possible due to load-balancing effects. The comparison of
timings reported in Figure 3.3(b) also shows that by introducing the IC approxima-
tion with the improved algorithm, the QM/MM calculations become approximately
two times slower. However, IC-QM/MM is still up to 22 times faster than a full DFT
calculation.
3.4.2. Electrostatic potential and induced charges
Isosurfaces of the electrostatic potential as obtained by full DFT, IC-QM/MM and
QM/MM are displayed for nitrobenzene on Au(111) in Figure 3.4. The electrostatic
potential VH generated by the adsorbed molecule in the QM/MM calculation extends
inside the metallic substrate. By applying the IC correction, the screening of the
metal is imposed. As mentioned before, VH + Vm is not required to be exactly zero,
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Figure 3.5.: Nitrobenzene on Au(111). Contour plot of the electrostatic potential (Vm+VH)
[a.u.] in the first (a) and second (b) layer of the metal slab as obtained with IC-QM/MM.
Figure 3.6.: Image charges induced in a 4-layer Au(111) slab by a nitrobenzene molecule.
Charge distribution induced in the first (a) and second (b) metal layer. Magnitude qi of the
induced charges in layer 1-4 (c).
but only its weighted integral. However, the sum of VH + Vm is basically zero at
every grid point r inside the slab, as evident from the isosurfaces of the electrostatic
potential shown in Figure 3.4(b). The contour plots of the potential provide more
details, see Figure 3.5. At some grid-points, very small non-zero values can occur.
Comparing IC-QM/MM to full DFT, qualitatively similar potentials are obtained.
However, the potential in the immediate vicinity (i.e. within the Van der Waals radii)
of the metallic centers of the first layer is not correctly reproduced by IC-QM/MM.
The reason is that IC-QM/MM does not take into account the explicit electronic
structure of the substrate neglecting the spatial expansion of the electron shell.
Despite the fact that image charges are introduced to capture a macroscopic effect,
investigation of induced charges at an atomistic level reveals some interesting features.
The IC distribution induced by nitrobenzene on Au(111) is displayed in the contour
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Figure 3.7.: Dependence of the total induced charge Qtotind on the size of a finite one-layer
Au(111) slab. The inverse length L is given in units of the lattice constant a. The charged
ions Na+ and Cl– have been placed 4.0 A˚ above the metal slab. The computational setup
corresponds to the one described in Section 3.3 except that PBC are not applied.
plots of Figure 3.6(a) and (b). The induction effect occurs mainly in the first layer,
while its magnitude decreases rapidly with the distance from the surface. Compared
to the first layer, charges induced in the second layer are an order of magnitude
smaller. In the third and fourth layer, the induction effect essentially vanishes, see
Figure 3.6(c). It is further observed that, as expected, the electronegative nitro group
induces positive charges and the electropositive benzene ring induces negative image
charges in the first layer. The inverse distribution is found in the second layer.
The total sum of the image charges for the given test system is in the order of 10−2.
This sum is expected to converge to zero when reaching the macroscopic continuum
limit [104,107], i.e. in the limit of an infinite metal slab. The finite sum of the image
charges does not correspond to a physical charge since the image charges are merely a
computational tool to impose the correct behavior of the electrostatic potential. This
is demonstrated by placing Na+ and Cl– ions above a finite metal slab, where a total
induced charge of −1 is expected for Na+ and +1 for Cl–. As shown in Figure 3.7,
the total induced charges approach these values with increasing size of the slab.
3.4.3. Aromatic adsorbates on Au(111)
Geometries and energetics
For nitrobenzene, thymine and guanine adsorbed on Au(111), full DFT structure
optimizations yield basically a planar geometry of the adsorbate with an adsorbate-
surface separation dad−metal of about 3.1 A˚. An almost planar structure has been ob-
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Table 3.1.: Interaction Eint (kJ/mol) and adsorption energies Eads (kJ/mol) of thymine and
guanine on Au(111). Energies are given for the structure optimized with the respective
method.
thymine guanine
Eint Eads Eint Eads
QM/MM −59.4 −58.3 −67.0 −65.5
IC-QM/MM −63.3 −62.3 −73.1 −71.4
∆IC−QM/MM −3.9 −4.0 −6.1 −5.9
tained for benzene/Au(111) with benzene adsorbed at an fcc threefold hollow site and
dad−metal=3.0 A˚, which is in agreement with the results reported in Ref. [133]. High
symmetry adsorption sites are not observed for nitrobenzene, thymine and guanine.
The optimization of the molecular structures by QM/MM also results in planar geome-
tries and the metal-molecule separations are in agreement with the DFT ones. The
QM/MM structures are almost unchanged upon the introduction of image charges,
which is attributed to the relatively large molecule-substrate separations. The reason
is that the induction effect is relatively weak and the related force contributions are
too small to noticeably change the structure.
The interaction and adsorption energies are computed for thymine and guanine and
reported in Table 3.1. The contributions to interaction and adsorption energies arising
from polarization lies in the range of −4 to −6 kJ/mol, which coincides with the values
given in Ref. [104]. Comparing thymine and guanine, it appears that the polarization
energy is larger for the latter. This is attributed to the larger dipole moment (see
below) of guanine causing a stronger induction effect. As expected, the IC correction
strengthens the interaction between the adsorbate and metal. Nonetheless, energies
obtained with full DFT deviate up to −40 kJ/mol from the QM/MM results. Having
chosen existing MM interaction pair potentials, not parametrized for the specific model
described in this work, we cannot expect a better agreement with the DFT values.
Our goal is the assessment of the IC approach. The development of better force fields
for these test cases is beyond the scope here.
Even better understanding of the energetic aspects of the interaction with the in-
duced charges is provided by the variation of the molecule-surface separation. In the
plots displayed in Figure 3.8, z is the height of the molecule above the surface, and
zeq is the height corresponding to the optimized geometry. Panel (a) of Figure 3.8
shows the variation of the total QM energy EQM and the image energy EIC of thymine
adsorbed on Au(111). EIC is the energy of the molecule derived from the interaction
between the molecular charge density and the IC distribution (second term of Equa-
tion 3.6). This energy term decreases (in absolute terms) monotonically by increasing
the distance. The modulation of EQM is due to the presence of the image charges,
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Figure 3.8.: Potential curves. (a) Image energy EIC and difference in total QM energy
EQM vs. thymine-Au(111) separation for IC-QM/MM. (b) Difference in total energy E vs.
thymine-Au(111) separation. Eeq and E
eq
QM are the energies at equilibrium distance zeq.
The potential curves have been calculated for the structure optimized with the respective
method.
which induce a self-consistent perturbation of the electronic structure of the molecule.
In plain QM/MM calculations, EQM of the molecule is not affected by the separation
from the metal. If the self-consistent treatment would be omitted, EQM would display
the same behavior as EIC and a minimum at zeq could not be observed.
The variation of the total energy E vs. the distance from the substrate are re-
ported in panel (b) of Figure 3.8. For separations larger than the equilibrium dis-
tance, the image charges significantly increase the steepness of the QM/MM curve
and approximate the full DFT curve better. Including polarization accounts in this
case for roughly half of the difference between full DFT and QM/MM. Considering
distances between zeq and z > −0.4 A˚, all three curves coincide. For values smaller
than z = −0.4 A˚, the full DFT curve is steeper indicating repulsive interactions that
are not captured by our relatively simple polarization model. Since image charges
are modeling a long-range effect, it is reasonable that improvements are obtained for
z > zeq, but only very limited for z < zeq.
Electronic structure
In the self-consistent procedure, the induced charge density ρm and the molecular
density ρ mutually modify each other. In order to study the electronic structure
rearrangements of the adsorbate, we investigated the difference in electron density
∆ρelec upon adsorption of benzene on Au(111). This system is an ideal test can-
didate since, due to its planar and highly symmetric structure, polarization is only
occurring vertically to the molecule plane. Figure 3.9(a) shows ∆ρelec for benzene as
obtained with IC-QM/MM. Accumulation of electron density (red) is observed below
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Figure 3.9.: Difference in electron density ∆ρelec upon adsorption of benzene on Au(111).
(a) Three-dimensional representation of ∆ρelec obtained with IC-QM/MM. Red regions cor-
respond to increased and blue regions to decreased electronic density. (b-d) Plane-integrated
density difference ∆ρ1Delec. Brown spheres indicate the position of the metal layers and the
red sphere the position zbenz of benzene. zeq indicates the equilibrium separation obtained
by full DFT.
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Figure 3.10.: Difference in electronic density ∆ρelec upon adsorption of benzene on Au(111)
as obtained by full DFT calculations. (a) Three-dimensional plot. Red regions correspond
to increased and blue regions to decreased electronic density. (b) Plane-integrated electron
density difference ∆ρ1Delec. Brown spheres indicate the position of the metal layers and the
red sphere the position of the benzene molecule. The cumulative or “running” integral of
∆ρ1Delec (starting integration from the vacuum) corresponds to the number of electrons lost
(negative) or gained (positive).
and depletion (blue) above the ring plane. The vertical rearrangement of the elec-
tron density points at a polarization of the pi-electron system towards the surface.
This is also clearly appearing in the plots of the plane-integrated density difference
∆ρ1Delec, see Figure 3.9(b-d). Negative values of ∆ρ
1D
elec correspond to depletion and
positive values to accumulation of electrons. Figure 3.9(b) presents ∆ρ1Delec for benzene
located at its equilibrium position zeq as obtained by full DFT. Close to the position
of the benzene (red sphere), IC-QM/MM shows the expected negative peak above
and a positive peak below the ring plane. However, ∆ρ1Delec obtained by full DFT is
by factor of 10 larger than predicted by IC-QM/MM and the shape of the peaks is
more sophisticated. As obvious from the one- and three-dimensional representations
of ∆ρelec (see also Figure 3.10(a)), the density between benzene and substrate is not
separated. Bader charge analysis [134,135] implies a charge transfer of 0.14 electrons
from benzene towards the surface. The cumulative integral of ∆ρelec, displayed in
Figure 3.10(b), shows the loss of electrons vertically to the surface plane and con-
firms the value obtained by the Bader charges. From that we can conclude that the
molecule is not solely physisorbed on the surface, but that considerable electronic
interactions between benzene and Au(111) occur. This type of interactions at short
distances cannot be reproduced by polarization models like the IC approach alone.
By rigidly displacing benzene to larger distances from the metal, the overlap be-
tween the surface and molecular states is reduced. At large distances, the only pertur-
bation remaining must be attributed to polarization. As demonstrated by the plots in
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Figure 3.11.: Dipole moments (green arrows) of the adsorbates with atomic coordinates
optimized by IC-QM/MM. (a) Nitrobenzene, (b) thymine and (c) guanine on Au(111).
Table 3.2.: Dipole moments µ (Debye) for nitrobenzene, thymine and guanine adsorbed
on Au(111). µx, µy, µz are the x-, y-, and z-component of the dipole vector respectively.
IC-QM/MM structures have been used for all adsorbates.
method µx µy µz |µ| ∆ |µ|
nitrobenzene
QM/MM -4.59 -0.29 -0.25 4.61 0.15
IC-QM/MM -4.75 -0.30 -0.25 4.76
thymine
QM/MM -4.02 -1.50 0.06 4.29 0.17
IC-QM/MM -4.19 -1.55 0.06 4.46
guanine
QM/MM 6.53 -0.97 0.35 6.61 0.23
IC-QM/MM 6.75 -1.03 0.43 6.84
panels (c) and (d) of Figure 3.9, the agreement between DFT and IC-QM/MM in the
region of the adsorbate is also quantitatively very good in this case. By construction,
the electronic structure of the metal cannot be reproduced within the IC model.
To further study electronic effects due to polarization, molecular dipoles have been
calculated from the position of the Wannier centers as obtained for the structures op-
timized with the IC-QM/MM method. Without the IC contributions, the electronic
structure of the molecule is not affected by the presence of the metal. Therefore,
the electronic properties are expected to be those of the molecule in gas phase, apart
from small modifications induced by the slight geometrical rearrangement of the phy-
sisorbed system. The polarization of the electronic structure through the IC poten-
tial is, instead, well recognized in the increased dipole moments of all three tested
molecules, see Table 3.2. The single components of the dipole vectors µx, µy and µz
refer to the molecule and axis orientation displayed in Figure 3.11. Since the adsorbed
molecules are almost planar, the dominant components of the dipoles are those in the
xy plane. The largest changes of the dipole due to IC polarization is also observed
within this plane. This corresponds to an enhancement of the charge separation within
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Figure 3.12.: Variation of the dipole moment µ in Debye for guanine adsorbed on Au(111)
dependent on the molecule-surface separation. µx and µy are the x- and y-component of
the dipole vector respectively. zeq is the equilibrium position of the molecule as obtained
from the IC-QMMM model.
the molecule between the more electronegative and the more electropositive groups.
Only in the case of guanine, which already has a positive µz component, we observe
a non-negligible increment of the dipole also along the z-axis.
QM/MM calculations neglecting induction cannot capture the effect that the dipole
moment is sensitive to the molecule-surface separation. Displacing the molecule along
the z-axis, the stronger or weaker interaction with the image charges causes a mod-
ulation of the molecular dipole. Figure 3.12 exemplary displays distance-dependent
alterations of the lateral component of the dipole moment as well as its magnitude
for guanine on Au(111). We observe that the enhancement induced by the image
charges decays as the inverse of the distance from the metal, which is indeed the
asymptotic long-range behavior of the IC potential. For large separations, the dipole
moment converges to the value for an isolated guanine molecule or in other words,
to the QM/MM value without image charges. This is demonstrated in Figure 3.13
where the lateral and vertical components of the dipole moment are displayed for
large displacements of up to 2A˚ from the equilibrium position.
3.4.4. Water on Pt(111)
Static calculations of water clusters
Starting with the geometry of a single water molecule on Pt(111), the molecule-
surface separation predicted by full DFT is with 2.38 A˚ considerably smaller than
for aromatic adsorbates on Au(111). Hence, stronger induction effects are expected
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Figure 3.13.: Variation of the dipole moment µ in Debye for guanine adsorbed on Au(111)
for large molecule-surface separations. µx, µy and µz are the x-, y- and z-component of the
dipole vector respectively. zeq is the equilibrium position of the molecule as obtained from
the IC-QM/MM model.
potentially causing structural changes. While the distance is essentially the same
with all three models, the induced charges play an important role in determining
the tilt angle. The latter is defined as the angle between surface normal and dipole
vector of the H2O molecule. According to full DFT results, the H2O monomer binds
preferentially at atop sites and lies nearly flat on the surface with a tilt angle of
roughly 75◦. Similar results were reported in Ref. [136]. Atop binding is also observed
with the QM/MM potential describing the interactions between water and platinum.
The empirical potential was designed to rotate the molecule such that the hydrogens
point up. That means, a small angle between surface normal and dipole moment is
energetically favored. The angle predicted by full DFT is roughly 60◦ larger indicating
an attractive interaction between hydrogens and platinum. IC-QM/MM yields an
angle that is approximately 10◦ closer to full DFT. Despite the fact, that the difference
to full DFT is still large, image charges account at least partly for the rotation of the
tilt angle. This demonstrates that polarization effects are important for modeling
the interactions between hydrogen and platinum. Structural differences become much
more pronounced when several water molecules are adsorbed on Pt(111). The changes
in geometry compared to QM/MM without image charges are reported in Figure 3.14.
The most remarkable effect of the image charges is that water is not only adsorbed
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Figure 3.14.: Top view (a) and perspective (b) view of the optimized structures of the
12H2O water adsorbed on Pt(111). Red: structure optimization using QM/MM without
IC. Blue: structure optimization using IC-QM/MM.
via metal-oxygen (M-O), but also via metal-hydrogen (M-HO) bonds. “H-down”
water molecules are also predicted by full DFT structure optimization. Experimental
studies [137–139] using X-ray absorption, X-ray emission and X-ray photoelectron
spectroscopy found, indeed, that water is adsorbed (intact) with both Pt-O and Pt-
HO bonding species on Pt(111). More recent studies of water monolayers on Pt(111)
employing scanning tunneling [140] and vibrational spectroscopy [141] found a so-
called
√
39 structure of the monolayer. Nonbonded hydrogens in this structure show
also the preference to point towards the surface rather than away.
The interaction and adsorption energies of the water clusters are reported in Ta-
ble 3.3. The contribution of the image charges to the interaction energies is roughly
−3 kJ/mol for 1H2O and 2H2O, which agrees with the values reported in Ref. [104].
For 12H2O, the contribution of the image charges is two times larger indicating that
the overall polarization effect is increased with increasing number of adsorbates. Gen-
erally, the IC-QM/MM energies are close to the energies predicted by full DFT. Espe-
cially, the adsorption energies obtained with IC-QM/MM show good agreement with
the full DFT results. The deviation is less than 4.0 kJ/mol for all water systems.
Comparing interaction and adsorption energies, it is to note that the latter contain
also intermolecular hydrogen bonding EH−bond resulting in more negative values for
the adsorption energies of the clusters.
The increase in dipole moment is almost marginal for a single molecule upon in-
troduction of polarization. However, the changes in electronic structure are much
more pronounced for a whole water cluster. Table 3.4 summarizes the results for
12H2O. The dipole moments obtained with QM/MM and IC-QM/MM have been
calculated for the respective structures presented in Figure 3.14. The numbering of
the molecules corresponds to the one shown in Figure 3.14(a). The dipole moment of
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Table 3.3.: Interaction Eint (kJ/mol) and adsorption energies Eads (kJ/mol) of water clusters
on Pt(111). Eads includes intermolecular hydrogen bonding EH−bond (kJ/mol per molecule).
Energies are given for the structure optimized with the respective method.
1 H2O 2H2O 12H2O
Eint Eads Eint Eads EH−bond Eint Eads EH−bond
QM/MM −41.6 −37.3 −40.9 −49.2 −10.6 −36.4 −61.9 −26.0
IC-QM/MM −44.2 −43.6 −43.7 −52.9 −10.5 −42.8 −66.6 −24.4
full DFT −44.9 −43.5 −50.6 −56.8 −7.0 −44.2 −63.0 −19.7
a single water molecule in the cluster can be up to 0.7 Debye larger than in gas phase
(1.85 Debye [142]) due to the formation of hydrogen bonds (H-bonds) with neigh-
boring water molecules. Significantly larger dipole moments are already obtained by
the QM/MM description omitting polarization. Several theoretical [143, 144] studies
have already exhaustively discussed this phenomenon. For reference, DFT simula-
tions with the PBE functional predict average dipole moments of bulk water between
3.10 to 3.27 Debye [143,145,146]. In addition to that, the effect of the IC polarization
induces a further enhancement of the molecular dipoles up to 0.3 Debye. In particu-
lar, molecule 3 undergoes the largest dipole-change. Namely, by introducing the IC
polarization, molecule 3 changes its orientation and moves towards molecule 6 (see
Figure 3.14(a)), strengthening the corresponding H-bond. In general, the changes
in dipole moments are due to both, the structural changes and the difference in the
electrostatic potential given by the image charges.
MD simulation of a water film
A typical snapshot of the water film on Pt(111) and the first adsorbed water layer
(adlayer) are presented in Figure 3.15(a) and (b). The water molecules of the adlayer
form hexagonal rings, which are experimentally and theoretically observed for water
adsorbed at (111) surfaces of several fcc metals [139, 147, 148]. The vacancies in the
honeycomb-like structure are locally occupied resulting in an average coverage of 70%
of all top sites.
The plane-averaged density of the water molecules as function of the distance from
the surface is displayed in Figure 3.15(c). The sharp peak at 2.36 A˚ indicates the
adlayer followed by a ∼3A˚ thick region of density depletion. A second peak is found
at about 5 A˚ showing that the metallic substrate also dictates the water structure in
the second adsorption layer. Compared to bulk water, the water molecules in these
regions are expected to be massively overstructured. Further away from the surface,
the density oscillations decay rapidly. For distances larger than 10 A˚, the density
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Table 3.4.: Dipole moments µ in Debye for 12H2O on Pt(111). ∆ |µ| is the deviation of the
dipole moments comparing IC-QM/MM and QM/MM. The molecule numbers correspond
to the numbering in Figure 3.14(a).
IC-QM/MM structure QM/MM structure
molecule nr. |µ|IC−QM/MM |µ|QM/MM ∆ |µ| |µ|QM/MM ∆ |µ|
1 2.52 2.44 0.08 2.47 0.05
2 2.64 2.49 0.15 2.49 0.15
3 2.45 2.38 0.07 2.14 0.31
4 2.71 2.55 0.16 2.48 0.23
5 2.67 2.53 0.14 2.52 0.15
6 2.54 2.46 0.08 2.40 0.14
7 2.42 2.29 0.13 2.18 0.24
8 2.52 2.39 0.13 2.34 0.18
9 2.75 2.64 0.11 2.53 0.22
10 2.01 1.98 0.03 1.97 0.04
11 2.30 2.26 0.04 2.25 0.05
12 2.25 2.17 0.08 2.17 0.08
corresponds to the one of bulk water. At the liquid-vacuum interface, the density
finally decreases to zero.
For further discussion of structural and electronic properties, the water film was
split in four separate layers guided by the oscillations in the density profile, see Fig-
ure 3.15(c). Radial distribution functions (RDFs) for each layer are reported for
oxygen-oxygen (O-O) and oxygen-hydrogen (O-H) in Figure 3.16(a) and (b). The
curves for the second and third layer resemble RDFs of bulk liquid water obtained
with DFT-PBE in previous studies [143, 149]. The peaks for the water-metal and
water-vacuum layers are located at the same distance. However, the peak heights
of the fourth layer are significantly smaller due to the reduced coordination at the
water-vacuum interface. Even though the coordination is also reduced for the adlayer
along the z-axis, the peak heights at 2.7 A˚ (O-O) and 1.7 A˚ (O-H) are comparable
to bulk water. For larger distances, the RDFs decay to values smaller than 1 and
show several additional peaks. This is in agreement with the plane-averaged density
profile predicting an overstructuring in the adlayer which compensates the lacking
coordination in the third dimension for small, but not for large distances.
First insights in the nature of hydrogen bonding at the metallic interface are given
by the plane-averaged distributions of O and H atoms, see Figure 3.15(d). The onset
of the hydrogen distribution is at shorter distances thanks to the reorientation induced
by the polarization of the image charges, i.e. some H atoms are pointing towards the
substrate, which was already observed for the water clusters. The largest fraction of
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Figure 3.15.: Structural and electronic properties obtained for a water film on Pt(111). (a)
Typical snapshot of the water/Pt(111) simulation cell. (b) Snapshot of the water adlayer.
(c) Plane-averaged water density ρw along the surface normal. The arrows indicate the
division of the water film in 4 different layers. (d) Plane-averaged particle density ρp for O
and H atoms. (e) Plane-integrated electronic density difference ∆ρ1Delec between water and
Pt(111).
the hydrogens of the adlayer are located in the plane of the oxygen atoms indicated
by the large peak at 2.36 A˚. The small H atom peak at 3.2 A˚, located in the region of
density depletion, implies that a fraction of the water molecules in the adlayer forms
H-bonds with the acceptors of the second layer. This is confirmed by more detailed
analysis using a standard criterion for defining an H-bond [150,151]. Almost half of the
water molecules of the adlayer donate one of their H atoms to the bulk. The second H
atom functions as H-bond donor in the plane of the adlayer. For further investigation
of the H-bond network, the average number of H-bonds for each molecule (accepted
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Figure 3.16.: Structural properties for the four different layers of the water film defined in
Figure 3.15(c). (a) Oxygen-oxygen and (b) oxygen-hydrogen RDFs. (c) Distribution of the
total number of H-bonds per molecule.
and donated) was calculated and the distribution for each layer has been plotted in
Figure 3.16(c). From the results we can see that most of the molecules of the second
and third layer have four H-bonds. At the liquid/metal interface, the probability
of the formation of four H-bonds is significantly reduced, while the probability of
forming only three H-bonds increases. From that we can conclude that the geometry
of the metal surface dictates hydrogen bonding patterns that are incommensurate
with the tetrahedral structure characteristic for bulk water. This leads to unfavorable
interactions with the adjacent liquid resulting in a region of density depletion.
Simulations of a similar system within a purely classical frame using the same
empirical interaction potential and a classical version of the IC approach are reported
in Ref. [105]. We obtain very similar results for the profile of the water density and
the structure of the adlayer. However, in the purely classical model, more vacancies
are occupied resulting in a 15% larger coverage. The average density of hydrogens
donated to the bulk is approximately five times larger with our method. This suggests
that in our IC-QM/MM description the adlayer is less hydrophobic than predicted by
the purely classical model. The latter implies that the interactions between the water
molecules predicted by the DFT-PBE potential are stronger than for the classical
potential (SPC/E), which is confirmed by structural and dynamical properties such
as RDFs or diffusion coefficients [149,152,153] and thermodynamic properties [154].
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Figure 3.17.: Plane-averaged electrostatic potential V 1DH of 151 H2O on Pt(111) for a par-
ticular snapshot of the MD simulation. Brown spheres indicate the position of the metal
layers. V 1DH has been averaged along the surface normal (z-direction).
Comparing the structural properties of the water/metal interface predicted by IC-
QM/MM to experiments and ab initio calculations, we find that our model reproduces
some crucial features of the
√
39 structure. The water molecules form H-bonds pre-
dominately in the plane of the adlayer and nonbonded hydrogens point down to the
surface. Hexagonal rearrangements are also structural motives occurring in the
√
39
structure. However, the formation of five- and seven-membered rings is not captured.
IC-QM/MM allows also some insight in the electronic rearrangements upon adsorp-
tion of the water film. The plane-integrated electronic density difference is displayed
in Figure 3.15(e). Electron accumulation is observed below and depletion above the
adlayer. Compared to the adsorption of a single nonpolar molecule like benzene, the
polarization is orders of magnitude larger. The electronic polarization extends also
into the second layer, but decreases to zero in the third layer. The average dipole
moment in the bulk-like layers is ∼ 3.0 Debye and about 0.2 Debye smaller at the liq-
uid/vacuum interface due to a reduced number of H-bonds. Even though the latter is
true at the metal/liquid interface, the average dipole moment is also 3.0 Debye which
must be attributed to polarization effects.
The observed structural and electronic properties are strongly affected by the pres-
ence of the IC interactions with the QM molecules. This is easily verified by switch-
ing off these interactions and following the MD trajectory as generated by the bare
QM/MM scheme. As a result, the first layer of water molecules in contact with the
Pt surface is destabilized. The ordered arrangement is disrupted in a few ps and some
molecules dissociate. This unphysical phenomenon is most probably a consequence
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of the strong distortion forces arising by suddenly switching off the image charges.
As shown in Figure 3.17, the IC contributions significantly change the electrostatic
potential over a range of more than 10 A˚ above the surface.
3.5. Conclusions
In this chapter, an image charge augmented QM/MM method has been introduced
to enable QM/MM simulations of molecules adsorbed on metallic surfaces. With IC-
QM/MM, important polarization effects are included explicitly. The method has been
evaluated using a few simple test systems such as benzene, nitrobenzene, thymine and
guanine on Au(111). It has been demonstrated that our model reproduces the essen-
tial physics, i.e. the potential within the metal is screened and the induced charges
display the expected distribution in the substrate layers. We could show that the
IC-QM/MM method substantially strengthens the interaction between molecules and
metal and can reproduce at least partially the electrostatic response of the molecular
charge density to the induced charges. Close to the surface, the rearrangement of the
electronic structure is not sufficiently captured by a pure polarization model since the
molecular and metallic charge densities are not separated. However, IC-QM/MM is
expected to model the long-range interactions correctly.
The method has been further evaluated with small water clusters adsorbed at
Pt(111). Interaction and adsorption energies agree well with full DFT results set
as benchmark. Pronounced structural changes attributed to polarization effects are
observed for the largest cluster. By comparing to experimental data, we could show
that the IC-QM/MM structure is reasonable.
We applied our method to perform an MD simulation of a liquid water/Pt(111)
interface. Structural analysis of the water film and especially the adlayer, reveals
that the water molecules bind strongly to the surface and that the hydrogen bonding
is frustrated by the geometry of the surface. The water-metal interface is thus hy-
drophobic, but more hydrophilic than predicted by purely classical simulations. As
discussed in Ref. [105], the reorganization in the adlayer occurs at timescales larger
than nanoseconds. Obtaining dynamical properties at these timescales with ab initio
MD is out of scope, but possible to address with the IC-QM/MM approach. IC-
QM/MM is potentially a valuable tool to study these interfaces with large-scale MD
and to allow implications on electrochemical properties of metal electrodes. Successful
application of the classical equivalent of the IC approach in electrochemistry [107–109]
also suggests that the method holds promise especially for electrochemical systems.

4. Wetting of water on hexagonal boron
nitride@Rh(111): A QM/MM model
based on atomic charges derived for
nano-structured substrates [155]
The wetting of water on corrugated and flat hexagonal boron nitride (h-BN) monolay-
ers on Rh(111) is studied within a hybrid quantum mechanics/molecular mechanics
(QM/MM) approach. Water is treated by QM methods, whereas the interactions be-
tween liquid and substrate are described at the MM level. The electrostatic properties
of the substrate are reproduced by assigning specifically generated partial charges to
each MM atom. We propose a method to determine restrained electrostatic potential
(RESP) charges that can be applied to periodic systems. The approach is based on the
Gaussian and plane waves algorithm and allows an easy tuning of charges for nano-
structured substrates. We have successfully applied it to reproduce the electrostatic
potential of the corrugated and flat h-BN/Rh(111) known as nanomesh. Molecular
dynamics simulations of water films in contact with these substrates are performed
and structural and dynamic properties of the interfaces are analyzed. Based on this
analysis and on the interaction energies between water film and substrate, we found
that the corrugated nanomesh is slightly more hydrophilic. On a macroscopic scale,
a smaller contact angle is predicted for a droplet on the corrugated surface.
4.1. Introduction
Wetting behavior of liquid water on surfaces is a long-standing research field with ma-
jor importance for technological applications such as sensors and coatings [156, 157].
Deeper understanding of the wetting at functional surfaces is especially important for
fluids confined in nanoscale structures. Controlling the wettability at the nanoscale
potentially enables the development of smart surfaces and nano-based devices. In
this respect, versatile templates like single layers of hexagonal boron nitride (h-BN)
on metal surfaces are of particular interest. Monolayers of h-BN have been epitax-
ially grown on hot metallic surfaces by chemical vapor deposition of borazine [158]
molecules. The structural and electronic properties of BN can be tuned by the choice
of the metal [159, 160]. h-BN structures have been prepared on a range of transi-
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tion metals, such as Rh(111), [158, 161] Ni(111), [162–164] Cu(111), [162, 165, 166]
Ir(111) [167,168] and several others [169–173].
On Rh(111), a corrugated superstructure is formed with a periodicity of 3.2 nm
induced by the lattice mismatch between BN and Rh [161,174, 175]. The unit cell of
this so-called nanomesh is given by 13×13 BN units on 12×12 Rh(111). The nanomesh
is characterized by a regular arrangement of 2 nm “pores” separated by regions less
tightly bound to Rh(111) called “wire”. The corrugation causes a modulation in the
electrostatic potential (ESP) above the BN layer, which is thought to be responsible for
trapping molecules in the pores [176]. Preferential adsorption in the pore regions has
been studied for organic molecules, [161, 177, 178] noble gas atoms [179] and to great
extent for small water clusters [180–184]. The mesh structure is very robust, stable in
gas phase, [185] survives immersion in liquids [161,186] and withstands temperatures
up to 1000 K [161]. By intercalation of atomic H, which strongly binds to the Rh
surface, the interaction between nitrogen and Rh is weakened and the h-BN layer
becomes much flatter. However, this modification can be easily reversed by desorption
of hydrogen, thus recovering the original nanomesh [187]. By reversible intercalation
and removal of H atoms, switching between corrugated and flat structure is possible.
Since the corrugation determines the functionality of the surface, the interactions
between molecules and substrate can be reversibly altered. This is also interesting in
the context of wetting in order to control the hydrophilicity of the surface.
In this work, the wetting of liquid water on the corrugated and the H-intercalated
nanomesh is studied. The two substrates are in the following referred to as nm and
nm-H, respectively. A full quantum mechanical description of the wetting by density
functional theory (DFT) is not affordable because of computational limitations. In-
stead, a computationally less expensive hybrid scheme combining quantum mechanics
(QM) with molecular mechanics (MM) is used [1]. In our QM/MM setup, the liquid
water is described by DFT, whereas the substrate and the interactions between sub-
strate and molecules are treated at the MM level of theory. A similar setup has been
used in our previous work and proved to be successful for adsorbate-metal systems [90].
In order to properly describe the electrostatic interactions between substrate and liq-
uid, the very specific modulated features of the ESP above the nanomesh have to be
reproduced. These features have been extensively characterized by DFT calculations
of the electronic structure of the nanomesh [160,183]. MM force fields typically rely on
partial atomic charges to model electrostatic interactions. A popular approach is to
apply a fitting procedure in order to determine the charges that optimally reproduce
a given ESP. Often, restraints and constraints are also implemented to guarantee
physically meaningful values of the resulting charges, which are then called RESP
charges [188]. This approach is widely used for nonperiodic molecular systems. Fit-
ting RESP charges for periodic systems leads to additional difficulties due to the
long-range nature of the ESP. Periodic RESP schemes were derived and successfully
applied to molecular crystalline systems like metal organic frameworks [189,190]. We
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present in this work a novel adaptation and extension of the RESP charge fitting
procedure for periodic systems that are slab-like. Our approach is based on a mixed
Gaussian and plane wave (GPW) formalism [44,118] and hence naturally dealing with
periodic ESPs and additionally circumventing problems related to their ill-defined ref-
erence state.
In the next section, the theory and implementation of our periodic RESP model are
described. Adjustable parameters of the QM/MM setup are discussed and validated.
RESP charges are derived for nm and nm-H and the accuracy of the fitted potential
is assessed. Molecular dynamics (MD) simulations of liquid water at nm and nm-H
interfaces are performed using the previously described QM/MM setup. Structural
and dynamic properties are discussed for insight in the wetting at molecular scale.
We address interaction energies and the contact angle of a water droplet on these
substrates to evaluate and compare the hydrophilicity in macroscopic terms.
4.2. Periodic RESP fitting
4.2.1. Theory
For obtaining RESP charges, a quantum chemical calculation is performed to generate
a reference ESP VQM. A set of atomic point charges {qa} is derived such that the
difference between VQM and the potential VRESP generated by {qa} is minimized. This
minimization is performed in a least squares fitting procedure at defined grid points







where N is the total number of grid points included in the fitting procedure. The
optimal choice of {rk} depends on the system and is discussed below. In our approach,
the point charges are represented as Gaussian functions with fixed width α. The















where Ra is the position of atom a and ga is the normalized spherical Gaussian function
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is inserted in Equation 4.1. When calculating RESP charges for periodic systems,
periodic boundary conditions (PBC) have to be employed for the calculation of VRESP.
Our approach is based on the GPW formalism. Within the GPW approach, the RESP
charge distribution ρ can be represented on a regular grid. Fast Fourier transforms
(FFT) are used to change the representation from real space ρ(r) to reciprocal space
ρ(G), where G is the reciprocal lattice vector. Since the Poisson equation is solved
in reciprocal space, the obtained potential VRESP(G) is naturally periodic. An inverse
FFT is used to transfer the potential back to real space.
To avoid physically meaningless atomic charges, restraints Rrest and constraints
Rconst are introduced in the fitting procedure. The total residual is consequently
R = Resp +Rrest +Rconst. (4.4)




(qj − tj)2, (4.5)
where tj is the target charge and β a scaling factor determining the strength of the
restraint. Various constraints can be employed. Usually, the sum of all fitted charges




(qj − qtot), (4.6)
where λ is the Lagrange multiplier. Additional constraints can be employed, for
example, to ensure that specific atoms carry the same charge.
To obtain the set of atomic charges {qa}, the residual R needs to be minimized with
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qbTab + 2β(qa − ta) + λ = 0. (4.10)
Storing the unknowns {qa} and λ in vector Q, their solutions is obtained by solving
the linear set of equations
AQ = B. (4.11)
If n is the number of atoms, the matrix elements Aab are defined for a, b ≤ n in terms
of the Kronecker delta δab,
Aab = Tab + 2βδab (4.12)
indicating that 2β is only added to the diagonal elements of matrix T. The other
elements are in this case 1 except for An+1,n+1. Depending on the number and type
of constraints, matrix A is modified accordingly. For a ≤ n, vector B is given by
Ba = Ca + 2βta. (4.13)
The element Bn+1 is here equal to the total charge of the system. In matrix represen-
tation this can be summarized as





An1 · · · Ann 1














and solved by a conventional Gaussian elimination scheme or a conjugate gradient
procedure.
4.2.2. Implementation
The periodic RESP fitting based on the GPW approach is part of the CP2K program
package [121, 191]. In order to obtain a periodic solution of VRESP, PBC have to be
applied for all parts of the fitting procedure. Periodic solutions are required for vector
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|r′ − rk| dr
′. (4.17)
The procedure to obtain periodic solutions for va(rk) and subsequently Tab and Ca is
shown in Figure 4.1. The potential va(rk) is transferred to real space by an inverse FFT
step once the Poisson equation has been solved in reciprocal space. The matrix and
vector elements are then computed on the real space grid for the set of pre-defined grid
points {rk}. This computation is performed for all n atoms. As already discussed in
Section 3.2.2, the single Gaussian charges ga(r) are in fact located at different positions
on the grid, but generate the same potential va. Theoretically, va could be calculated





Raref . This would massively reduce the computational effort by decreasing the number
of FFTs from 2n to 2. Since we use a grid-based approach, the atom positions might
not coincide with any of the grid points. Hence, the equality va(rk) = varef (r
′
k) is only
an approximation where the accuracy depends on the coarseness of the grid. RESP
fitting is usually a post-processing step and performed after a single-point calculation.
Thus, trading accuracy for speed is not crucial here and calculating va explicitly for
all n atoms is the preferred option.
Our implementation of periodic RESP fitting utilizes the massive parallelization
procedures already present in CP2K and enables an efficient computation of RESP
charges also for large systems.
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Figure 4.2.: Grid points sampled in the range of 2-4 A˚ above the surface for the symmetric
corrugated h-BN/Rh(111) slab. Color code: B green, N blue , Rh gray, grid points pink.
In calculations of periodic ESPs, the arbitrariness of the reference state needs to be
considered. Campan˜a´ et al. [189] pointed out that reference and fitted potential can
suffer from different constant offsets, which they addressed by modifying the residual
R accordingly. However, in our approach VQM and VRESP are computed in the same
way using the GPW scheme. Hence they have the same constant offset which cancels
out when evaluating Resp.
4.2.3. Sampling of fit points
A set of grid points is chosen where the atomic charges are fitted to correctly re-
produce the reference potential. In molecular calculations, the grid points that are
included in the fitting are usually chosen to lie outside the van der Waals region where
intermolecular interactions have to be described correctly. In addition, regions of high
electron density, e.g., within the van der Waals regions, cannot be modeled accurately
by atomic charges anyway. For slab-like systems, the ESP has to be accurately re-
produced over the surface which is especially important when studying adsorption
processes. A good choice is to sample the ESP in a specified range of, e.g., 2-4 A˚
above the surface. In case of corrugated substrates like nm, our sampling is flexible




The superstructure of nm is represented by a hexagonal arrangement of 13×13 h-BN
on 12 × 12 replica of the Rh unit cell. For nm-H, 12 × 12 H atoms are intercalated
between the h-BN and the topmost Rh(111) layer. We model nm by a slab of seven
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Rh layers terminated on both sides by one h-BN monolayer. PBC are applied in
all calculations. Spurious interactions with periodic images are avoided by adding a
vacuum of at least 15 A˚ in the direction perpendicular to the surface.
All calculations are carried out with the CP2K program package [121, 191]. Struc-
ture optimization and calculation of VQM for nm and nm-H are performed at the
Kohn-Sham DFT level within the GPW approach [44,118]. Single-ζ valence plus po-
larization (SZVP) basis sets are used to describe the valence electrons of Rh, whereas
basis sets of at least double-ζ quality (DZVP) are used for the other elements [122].
Norm-conserving pseudo-potentials [123–125] are employed to approximate the inter-
actions between valence electrons and atomic cores. The exchange and correlation
potential is given by the revised Perdew-Burke-Ernzerhof (revPBE) [192] functional.
The latter is used in combination with Grimme’s D3 correction [34] to account for
long-range dispersion interactions. The cutoff for the plane wave (PW) expansion of
the auxiliary density is set to 500 Ry. Fermi-Dirac smearing [193] at an electronic
temperature of 300 K and Broyden density mixing [194] are employed to guarantee a
smooth convergence.
For the fitting procedure of the RESP charges, the total charge of the system is
constrained to zero and atoms of pre-defined groups are constrained to carry identical
charges. Moreover, restraints are employed as described below. To evaluate the
quality of the fit, VRESP is compared to the reference DFT potential by means of the














QM/MM has been used to perform MD simulations of liquid water at the nm and
nm-H interface. For the MD simulations, the hexagonal h-BN/Rh(111) slabs have
been extended to orthorhombic slabs with 13× 26 h-BN and 12× 24 Rh. Both slabs
are surmounted with a 15 A˚ thick water layer consisting of 833 water molecules. A
vacuum space of 25 A˚ is added to prevent interactions with periodic images along the
[111] direction. The water layer is treated at the DFT level of theory, whereas the
interactions between water and the nanomesh are computed at the MM level. The
positions of the substrate atoms are kept fixed in their DFT optimized structure. For
the QM part DZVP basis sets, the PBE functional [20] and a PW cutoff of 300 Ry
are used.
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The electrostatic interactions between water layer and nanomesh are modeled by the
RESP charges given in Table 4.2. The electrostatic coupling procedures implemented
in the QM/MM [119, 120] part of CP2K are employed to correctly treat the electro-
statics with PBC. Note that QM and MM box have been set to the same size in order
to avoid computationally expensive decoupling between QM images. To reproduce
dispersion and Pauli repulsion between water and nanomesh, an empirical potential
of the Lennard-Jones (LJ) type is used. The B-O and N-O interaction parameters are
σB-O = 3.31 A˚, σN-O = 3.26 A˚, B-O = 0.52 kJ/mol and N-O = 0.63 kJ/mol. The latter
were derived from the B-B and N-N interaction parameters given in Ref. [195, 196]
and the O-O parameters of the SPC/Fw water model [197].
All MD simulations are performed within the canonical (NVT) ensemble using a
time step of 0.5 fs. Before starting the actual simulations, all systems have been pre-
equilibrated solely by MM for at least 1 ns using the SPC/Fw water potential and
temperature annealing up to 300 K. The QM/MM simulations are run at a tempera-
ture of 330 K and equilibrated for at least 10 ps. The last 20 ps of the simulations
have been used for analysis.
To obtain interaction energies and properties related to the contact angle, a DFT-
based MD simulation of a pure 15 A˚ thick water slab is performed with the same
number of molecules. The interaction energies Eint between nm and water film are
computed per unit area according to
Eint =
Enm+H2O − (Enm + EslabH2O)
A
, (4.20)
where Enm+H2O denotes the averaged potential energy of nm surmounted with the




of the pure water slab. A is the area defined by the horizontal dimensions of the slab
systems.
The contact angle θ of a water droplet on a surface can be estimated from interface





where γLV, γSL and γSV represent the energies of the liquid-vacuum, solid-liquid and
the solid-vacuum interfaces, respectively. For the nanomesh, γSV is not accessible
since the corresponding bulk-phase of nm cannot be properly defined. However, the
difference of cos θ between nm and nm-H can be computed assuming that γSV is
identical for both systems. Following the argumentation in Ref. [201], we estimate
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Table 4.1.: RESP charges for boron and nitrogen atoms of the wire region of the pristine
h-BN/Rh(111) obtained with different strengths β of the harmonic restraints. The charges
have been restrained to the target values of 0.255 and −0.255, respectively
β
target value 0.01 0.001 0.0001
B4 0.255 0.239 0.211 0.201
N4 −0.255 −0.272 −0.302 −0.311
RRMS 0.61 0.14 0.02








[e] charge of B atomcharge of N atom
Figure 4.3.: Dependence of the RESP
charge q on the Gaussian width α. Charges
fitted for a single h-BN sheet.












Time for matrix  T
Time for total RESP fit
Figure 4.4.: Execution time for RESP fit-
ting and for calculating matrix T on a Cray
XC30 system.
where EbulkH2O is the averaged potential energy for bulk water and nslab and nbulk are the
number of water molecules in the slab and bulk, respectively. To assess EbulkH2O, bulk
water is simulated at the DFT level using a cubic box with 128 water molecules.
4.4. Tests and results
4.4.1. Parameter validation and performance
The RESP approach relies on restraining charges during the fitting process, see Equa-
tion 4.5. Target values for the charges and the strength of the restraint β are tunable
parameters. The larger β, the less flexible is the fitting leading to larger RRMS errors.
We found that values of β > 10−4 drastically increase the RRMS value, see Table 4.1.
Therefore, β was always set to 10−4 yielding physical charges and an accurately fitted
potential. The target values were partly estimated from unrestrained ESP charges
and density derived Blo¨chl charges [202].
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Figure 4.5.: Water slab on a free-standing BN layer. The setup of the calculations corre-
sponds to the one described in Section 4.3. (a) Snapshot of the simulation cell containing
120 water molecules and (b) interaction energies Eint between water film and BN layer.
The Gaussian width α of the charge distribution ρ is another adjustable parameter
in our approach, see Equation 4.2. To evaluate the influence of α on the fitted charges
q, test runs of a single h-BN sheet have been performed. The dependency of the
magnitude of q on α is reported in Figure 4.3. The charges do not depend on the
Gaussian width for values of α larger than 3.0 A˚−2. However, the fitting procedure
becomes unreliable for smaller values. Small values of α model too broad Gaussian
functions describing a uniform charge distribution rather than localized charges, which
necessarily leads to wrong results.
The LJ parameters modeling the dispersion were not specifically optimized for nm
and nm-H. To assess the error introduced by inaccurate dispersion interactions, MD
simulations of a water slab in contact with a free-standing BN layer have been per-
formed, see Figure 4.5(a). MD simulations have been carried out with full DFT
meaning that the whole system is treated by DFT and with QM/MM treating in-
teractions between water and BN at the MM level. For this system, electrostatic
interactions at the interface can be neglected. The MM-based interactions between
BN and water have been assumed to be of the LJ type. Comparing the interaction
energies obtained by full DFT simulations and QM/MM provides a direct measure of
the quality of the LJ parameters given in Section 4.3.2. The interaction energy based
on the LJ parameters is larger by a factor of 1.25 indicating that our QM/MM setup
is slightly overestimating the dispersive interactions, see Figure 4.5(b).
The performance of the periodic RESP fitting is evaluated for nm and displayed in
Figure 4.4. The calculation of matrix T is by far the computationally most expensive
step and dominates the timings. Using an orthorhombic model for nm, the potential
va(r,Ra) has to be evaluated 3368 times, which sums up to 6736 FFTs. However,
the time needed for the RESP fitting is order of magnitudes smaller than the time
needed to converged the wavefunction for such a large system. The parallel efficiency
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Figure 4.6.: Assignment of the atom types for (a) nm and (b) nm-H. The height of B and N
atoms is measured relative to the average height of the topmost Rh layer (Rh1). Top view
of the BN layer (left) and side view of the whole symmetric slab (right).
of our implementation is good up to 1024 processes and decreases beyond due to load
balancing effects.
4.4.2. Charges fitted for the nanomesh
To reduce complexity, the atoms of the nanomesh have been assigned to different sets.
Charges of atoms belonging to the same set are enforced to be identical by constraints.
For nm, B and N atoms are divided in four types depending on the height above the
topmost Rh layer, see Figure 4.6(a). The first set of atoms defines the wire region,
the second and third the rim of the pore and the fourth set the pore itself. The
same strategy is used for nm-H shown in Figure 4.6(b). Since the difference in height
between wire and pore is only 0.1 A˚ for the latter, the atoms are simply assigned to
pore and wire establishing no further sets for the transition between the two regions.
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Table 4.2.: RESP charges fitted for nm and nm-H. Atom types correspond to the assignment
in Figure 4.6.
nm nm-H
atom type charge atom type charge
B1 0.040 B1 0.014
B2 0.048 B2 0.031
B3 0.074 N1 -0.099
B4 0.201 N2 -0.120
N1 -0.139 Rh1 0.000
N2 -0.154 Rh2 0.048




RMS 1.3·10−5 RMS 5·10−6
RRMS 2.4·10−2 RRMS 8·10−3
As shown in Table 4.2, positive charges are generally obtained for boron and negative
charges for nitrogen, which is in agreement with the difference in electronegativity.
Comparing the magnitude of charges for B and N atoms, larger values have always
been obtained for nitrogen. This is an effect arising from the slightly positive charges
of Rh and constraining the total charge to zero. Furthermore, the absolute charge
values for B and N are larger in the pore and decrease gradually moving from rim to
wire. This is essential to reproduce the modulation of the potential as shown below.
The intercalated H atoms of nm-H are negatively charged pointing to a hydride-like
character. This seems reasonable because the H monolayer is quasi-bonded to the
topmost Rh layer.
Table 4.3.: Difference of the electrostatic potential ∆V (eV) between pore and wire obtained
by DFT and RESP charges at different heights above the wire.
nm nm-H
Height [A˚] ∆VDFT ∆VRESP ∆VDFT ∆VRESP
2.8 0.640 0.615 0.156 0.157
3.8 0.535 0.511 0.108 0.119
4.8 0.438 0.411 0.088 0.094
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Figure 4.7.: Electrostatic potential at 4.8 A˚ above the wire. Potential for nm obtained by
(a) DFT, (b) generated by RESP charges given in Table 4.2 and (c) potential generated by
RESP charges from an unrestrained and unconstrained fit. (d) DFT potential and (e) fitted
potential for nm-H.
4.4. Tests and results 61
RMS and RRMS errors are very small indicating a high quality of the fit. The
RRMS errors are smaller [189] or at least comparable [190] to the values reported
for the RESP fitting of periodic molecular structures. To gain better insight into the
characteristics of the ESP, the latter is plotted at a height of 4.8 A˚ above the wire in
Figure 4.7. A strong modulation of the potential is observed, where the absolute values
are smaller above the pore than above the wire. The fitted potential reproduces the
main features of VQM qualitatively very well. The resemblance seems slightly worse for
nm-H. Assigning atoms to different sets and constraining their charges causes slight
distortions of the symmetry of the potential, whereas the symmetry is preserved in
an unconstrained and unrestrained fitting procedure, see Figure 4.7(c). Since nm-H
is almost flat, the assignment of atoms to the pore and wire is somewhat delicate and
can strongly affect the modulation and the symmetry of the fitted potential. Quanti-
tatively, the potential difference ∆V between pore and wire is of primary importance
and is reported in Table 4.3 for different heights above the wire. ∆V is generally well
reproduced by the RESP charges for both systems and it is 4-5 times larger for nm.
At 2.8 A˚ above the surface, the deviation compared to DFT is less than 4% for nm
and 1% for nm-H. Further away from the surface - at 4.8 A˚ -, the deviation is a bit
larger, but still less than 7%. Recalling that the potential was solely fitted between 2
to 4 A˚ above the slab, it is encouraging that even for regions outside the fitting range
the potential is well represented by the RESP charges.
4.4.3. Structural and dynamic properties of water at the nm and
nm-H interface
The structural properties and the dynamics of the liquid water film interacting with
the two different substrates are investigated from the analysis of the MD trajectories.
A typical snapshot of the water film on each substrate is presented in Figure 4.9(a and
b). Radial distribution functions (RDFs) for different layers of the slab are reported
in Figure 4.8 and are essentially identical for both systems. In the middle of the
slab, the RDF reproduces the typical shape found for bulk liquid water by DFT-PBE
studies [143,149]. The reduced peak heights obtained for RDFs of the interface regions
are due to the diminished coordination. The slight difference in peak heights for the
latter suggests that water is more structured at the substrate than at the vacuum
interface.
The plane-averaged density of the water molecules ρw as function of the vertical
distance from the surface is presented in Figure 4.9(c and d). Since the absolute height
of BN changes depending on the corrugation and on the presence of intercalated H, the
plane of the highest BN pairs was taken as reference (z = 0) to define the distance of
the water molecules from the surface. Both systems show a sharp large peak at 3.1 A˚
(nm) and 3.2 A˚ (nm-H) where the density is more than twice as large as in bulk water.
The adlayer is followed by a 2.0 A˚ broad region of density depletion with a significantly
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Figure 4.8.: (a) Oxygen-oxygen and (b) oxygen-hydrogen RDFs for water/nm. The four
different layers are defined as shown in Figure 4.9(c).
smaller density of 0.5 g/cm3. A second broad peak is found at 6.0 A˚ showing that
the water configuration is still dictated by the substrate. The first and second peak
indicate that the water molecules at the interface are overstructured compared to bulk
water. At larger distances, the density distribution is uniform corresponding to bulk
water. The density decreases finally to zero at the liquid-vacuum interface. In the
case of nm, an earlier onset of the density profile and an additional broad shoulder at
2.3 A˚ are observed. The 2D plot of the spatial distribution of O atoms at a distance
of 2.3 A˚, see Figure 4.9(f), shows that water molecules are localized in the pore at this
height, while none are found over the wire. This proves that the water film follows
the corrugation of the BN layer and confirms the visual impression obtained from the
snapshot in Figure 4.9(a).
For further analysis, the water films are partitioned into four layers following the
oscillations in the averaged density profile as shown in Figure 4.9(c and d). First
information on the hydrogen bonding patterns at the interface are provided by the
plane-averaged distributions of O and H atoms presented in Figure 4.9(e). The largest
fraction of the hydrogens in the first layer is located in the plane of the O atoms
indicated by the large peaks at 3.1 A˚ (nm) and 3.2 A˚ (nm-H). At this height, the
H atom density is only 1.3 times larger compared to the O atom density, whereas a
factor of two is expected for bulk water. This suggests that many H-bonds are formed
with the acceptors of the second layer or the substrate. The H-bonds donated to the
second layer are counted applying a standard criterion for defining a H-bond [150,151].
In both cases roughly 45% of the water molecules of the adlayer donate one H-bond
to the second layer, but only 2% of them donate both. All the other H atoms, which
are not involved in a H-bond to a molecule in the second layer, form either an in-layer
H-bond, or point towards the substrate. The onset of the H-distribution is for both
systems at shorter distances than for oxygen alluding that H atoms point towards
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Figure 4.9.: Typical snapshot of the simulation cells of (a) water/nm and (b) water/nm-H.
(c-e) Properties as function of the distance from the BN wire. Plane-averaged water density
ρw along the surface normal (z-direction) for (c) water/nm and (d) water/nm-H. The arrows
indicate the division of the water film in four different layers. (e) Plane-averaged particle
densities ρp for O and H atoms. Spatial distribution of (f) O and (g) H atoms for water/nm
at 2.3 A˚ from the wire. (h) Spatial distribution of H atoms at a distance of 1.2 A˚.
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Figure 4.10.: Distribution of the total number of H-bonds per molecule. The layers of
the water film are defined in Figure 4.9(c and d). (a) Distribution of H-bonds for wa-
ter/nm. (b) Distribution of H-bonds at the water-substrate interface comparing water/nm
and water/nm-H.
the surface. This is confirmed by the 2D plot of the spatial hydrogen distribution at
1.2 A˚ displayed in Figure 4.9(h) for water/nm. At distances smaller than 1.5 A˚, the
probability of finding O atoms is zero, whereas this not true for H atoms. Some water
molecules located in the pore direct their hydrogens towards the substrate. This is
also observed for molecules above the wire. At 2.3 A˚, oxygen can be only found in
the pore, but H atoms can be also found above the wire, see Figure 4.9(f and g).
The average number of accepted and donated H-bonds per molecule has been com-
puted for further investigation of the hydrogen bonding properties. The distribution
of H-bonds in each layer is plotted for water/nm in Figure 4.10(a). In the bulk-
like part of the film, the second and third layer, most of the molecules are involved
in four hydrogen bonds, which is in agreement with DFT-PBE studies of bulk wa-
ter [143,146,203,204]. At the interface, the H-bonding is frustrated and the probability
for forming three H-bonds is slightly larger than for a tetrahedral configuration. Small
differences between the H-bond distributions of the adlayer are observed comparing
the two substrates. As shown in panel (b) of Figure 4.10, the probabilities for three
and four H-bonds are equivalent for the water/nm-H system indicating slightly less
frustrated H-bond patterns imposed by the substrate.
Indication of a possible polarization of the molecules interacting with the substrate
could be obtained by the analysis of the average orientation of the dipole moment. As
first approximation to the dipole moment orientation, we consider the angle α between
surface normal and the vector d lying in the H2O molecular plane and bisecting the
HOH angle, as shown in Figure 4.11(a). An angle of 90◦ refers to a dipole orientation
parallel to the surface. The vector d points away from the substrate if 0◦ ≤ α < 90◦
and towards the substrate if 90◦ < α ≤ 180◦. The distribution of α is shown for
water/nm in Figure 4.11(b). Note that a homogeneous orientational distribution
exhibits the shape of a sine with a maximum at 90◦, which can be validated by simple
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Figure 4.11.: Orientation of the water molecules. (a) Definition of the orientation angle
α with respect to the surface normal. (b) Distribution of α for each layer obtained for
water/nm. (c) Distribution of α in the adlayer for water/nm and water/nm-H. (d) Absolute
error ∆ for the distribution of α. (e) Angle α correlated with the spatial distribution of
water molecules along the horizontal y-axis of the orthorhombic unit cell of nm. (f) Height
of the BN layer measured relative to the topmost Rh layer along the y-axis.
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Figure 4.12.: Results for the pure water slab. (a) Plane-averaged water density ρw along
the z-direction which is perpendicular to the water-vacuum interface. The arrows indicate
the division of the water film in three different layers. (b) Distribution of the orientation
angle α for the three different layers.
trigonometric considerations. In this representation, it is difficult to evaluate if any
angle is preferred. Therefore, the distributions have been normalized by sinα such
that for homogeneous distributions no or only a weak dependence on α is expected.
Homogeneous distributions are found for layers two and three confirming their bulk-
like nature, see Figure 4.11(b). At the liquid/vacuum interface, the distribution has
a broad peak at around 105◦ indicating that the dipole moments are preferentially
directed towards the bulk. The same is observed for the liquid/vacuum interfaces of
a pure water slab, see Figure 4.12. This is understood with the tendency of water to
optimize the number of H-bonds with other water molecules. Two peaks are instead
observed for molecules belonging to the adlayer: one at 55◦ indicating an increased
probability for the orientation towards the bulk and a second one at around 100◦−110◦,
which corresponds to molecules turned towards the substrate. Molecule orientations
towards the surface are associated with increased interactions between adlayer and
substrate mediated by H-bonds.
Comparing the distributions in the first layer for water/nm and water/nm-H, we
find that the orientation angle of 100◦ − 110◦ is less favored for water/nm-H, see
Figure 4.11(c). This implies that the interactions with the surface are weaker for
the flat nanomesh. The curves displayed in Figure 4.11(c) deviate also for α < 30◦
and α > 150◦. These differences must be attributed to technical artifacts. Due to
limited sampling and the discrete nature of the distribution, each angle is error-prone.
The errors are especially large for small and large angles, which is illustrated by ∆
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Figure 4.13.: MSD for water/nm observed for a set of 23 molecules of the adlayer located
in the pore and over the wire, respectively.
depicted in Figure 4.11(d). The functional form of the absolute error ∆(α) is given
by
∣∣∣∂(sinα)−1∂α ∣∣∣.
We also want to determine whether the molecules orientated towards the substrate
are preferentially located at specific sites of the nanomesh, i.e. pore or wire. For that
reason, α is correlated with the spatial distribution of water molecules along the y-
dimension of the unit cell at a fixed x-value, see Figure 4.11(e). In Figure 4.11(f), the
corresponding h-BN height along the same line is reported, thus identifying the pore
area between 30−50 A˚. We find that angles of 95◦−110◦ are more probable for water
molecules in the pore pointing to stronger interactions here. This agrees well with
previous DFT based studies where stronger interactions between water molecules and
nanomesh are predicted for molecules trapped in the pore [182].
In order to estimate the diffusivity of the water molecules on nm, the mean square
displacement [78] (MSD) has been computed and is presented in Figure 4.13. The
MSD has been measured for two sets of 23 water molecules belonging to the first
layer over the pore and over the wire, respectively. The slope of the time-dependent
MSD plot for molecules on the wire is clearly larger than for molecules in the pore.
This indicates that the diffusivity within the pore is substantially reduced confirming
that the modulated ESP tends to trap molecules there. These results agree with
experimental and theoretical studies of nano-ice clusters on nm [180, 184]. Based
on scanning tunneling microscopy, Ma et al. [180] proposed the formation of stable
ice hexamers in the pore, whereas well-defined structures have not been found on the
wire. The latter has been interpreted as result of the high mobility of weakly adsorbed
molecules.
4.4.4. Wetting behavior
To assess the wetting behavior of water on nm and nm-H, interaction energies Eint
and properties related to the contact angle θ have been computed, see Table 4.4. The
interaction energy is 4% larger for water/nm indicating that the surface is more hy-
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Table 4.4.: Interaction energy Eint (kJ/(mol·nm2)) and ratio of solid-liquid γSL with respect





drophilic. Macroscopically, smaller contact angles correlate with a larger hydrophilic-
ity of the surface. The contact angle θ is not directly accessible, but it can be related
to the ratio −γSL/γLV defined in Section 4.3.2. A larger ratio corresponds to a larger
cos θ and a smaller θ, given that 0◦ ≤ θ ≤ 180◦. From our evaluation of the liq-
uid/substrate interaction energies, we obtain that the ratio −γSL/γLV is larger for
water/nm predicting consequently a smaller contact angle. Taking the difference of
the ratios, the resulting ∆ cos θ is 0.04, which is a property that could potentially be
confirmed by experimental studies. However, the comparison to experiment is not
straightforward due to the approximations implied in our model. First, the Young
equation is an approximation assuming a static contact angle for a droplet on a sur-
face, whereas in practice a range of angles is observed [200]. Also it is assumed that
γLV is the same for the two systems. Second, our theoretical model for describing the
water/substrate interface is limited since the interactions between liquid and surface
are treated at the MM level of theory. The electrostatic interactions are modeled ac-
curately as demonstrated in Section 4.4.2. However, the dispersion interactions might
be slightly overestimated which has been discussed in Section 4.4.1.
4.5. Conclusions
We introduced a method to fit RESP charges for periodic systems based on the GPW
scheme and we applied it to study the wetting behavior of water on the h-BN/Rh
nanomesh depending on the modulation of the ESP. The proposed periodic RESP
method offers great flexibility in assigning the real space volumes where the reference
ESP should be reproduced with higher accuracy. This allows to tune the calculation
of RESP charges easily for nano-structured materials exposing surfaces and porous
structures.
RESP charges have been determined to reproduce the ESP of two different sub-
strates based on the h-BN/Rh interface, i.e. nm and nm-H. The first is characterized
by a relative strong modulation of the potential, following the corrugation of the h-BN
layer, while the effect for the second is reduced due to the presence of intercalated
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H atoms. The resulting charges have been used to model the interaction of the two
substrates with liquid water within a QM/MM approach, where water is treated at
the DFT level and the interaction with the substrate at the MM level.
Structural and dynamic properties of the two interfaces have been extracted from
the analysis of the generated MD trajectories. We observe that the water film follows
the corrugation of the h-BN layer for nm. In both cases the interaction of water with
the substrate is responsible for the formation of an overstructured adlayer with an
unfavorable H-bond network with respect to water’s preferred tetrahedral structure.
The effect of the frustration of the H-bonding appears to be slightly more pronounced
at the nm than at the nm-H interface. By inspecting the average orientation of
water molecules, an increased probability is found for molecules turned towards the
substrate, which is in particular associated to molecules placed over the pore of nm.
In addition to that, molecules close to the pore show a reduced diffusivity with respect
to molecules staying over the wire.
Finally, interaction energies between substrate and water film and the surface energy
of a free standing liquid water film have been calculated. These energies are used to
compare the wetting of water on nm and nm-H. We find that the nm surface is slightly
more hydrophilic, as also shown by the structural investigation. Macroscopically, we
predict a smaller contact angle for a droplet of water on nm than on nm-H.

5. Local density fitting within a Gaussian and
plane waves approach
A local resolution of identity approach (LRI) is introduced within the Gaussian and
plane waves (GPW) framework. The construction of the Kohn-Sham (KS) matrix
in GPW scales already linearly with respect to system size by using a plane wave
expansion of the density for the evaluation of the Coulomb term in combination with
a local basis. The intention is to retain the linear scaling of the GPW approach, while
reducing the prefactor for computing the KS matrix. The locality of the density fitting
ensures an O(n) scaling and is implemented by approximating the atom pair density
by an expansion in one-center fit functions. The prefactor is smaller with LRI since
the computational demands for the grid-based operations become negligible, while
they are dominant in GPW. The accuracy of LRIGPW is assessed for many different
systems and properties. Generally, total energies, reaction energies, intramolecular
and intermolecular structure parameters are well reproduced. LRIGPW yields also
high quality results for extended periodic structures such as liquid water, ice XV and
molecular crystals. The speed-up of the self-consistent field (SCF) procedure depends
mainly on the symmetry of the simulation cell, the grid cutoff and the system size. A
speed-up of the SCF step by a factor of 2-25 has been observed for periodic systems.
5.1. Introduction
The computational cost of density functional theory (DFT) calculations is mainly
dominated by the evaluation of the Coulomb term J . The Coulomb term requires
the calculation of the four-center two-electron repulsion integrals (ERIs), defined in
Equation 2.29. The computational cost for the calculation of the ERIs grows with the
fourth power of the number of basis functions n. The O(n4) scaling behavior becomes
a bottleneck for large systems and will limit the system size.
Density fitting approaches, also referred to as resolution of identity (RI), were in-
troduced in order to accelerate the evaluation of J . Early attempts aimed at approxi-
mating the two-center product χAµχ
B




ν are basis functions centered
at A and B, respectively [61–66, 205]. Pioneering work on approximating the full
density [67, 68, 206] (global fitting) or the atomic pair densities [207] (local fitting)
by an expansion in one-center auxiliary fit functions dates back to the 1970s. Global
fitting schemes were first proposed by Sambe and Felton [67] and further developed
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by Dunlap [68], Ahlrichs et al. [45,70,71] and others [69]. Using global RI, the scaling
of the ERIs is formally only reduced to O(n3), since the fitting process itself is an
O(n3) process. However, the prefactor is significantly smaller leading to speed-ups of
more than a factor of 10 [71].
In local fitting schemes on the contrary, the fitting of the expansion coefficients
scales formally only quadratically and can be further reduced to O(n). Thus, linear-
scaling schemes for J with respect to molecular size can be obtained. Local fitting
has been also employed for the exact exchange contribution K in hybrid functionals
[75,208,209]. Depending on the algorithm, the scaling of the K term is not necessarily
reduced, but merely the prefactor [209]. Locality in density fitting is achieved by either
using local metrics [75, 207] or local domains [50, 208, 210]. The latter rely on pre-
defined criteria to localize the fitting region. For example, Sodt et al. [208] proposed a
scheme where each product of orbital functions is tagged to a parent atom and fitted
using only auxiliary functions on atoms in a certain radius around this parent atom.
Local metrics define an alternative local operator. Baerends et al. [207] introduced a
local metric where the electron density is decomposed into pair-atomic densities ρAB.
Each of these pair densities are approximated by an expansion in auxiliary functions
centered at atoms A and B. In the early work of Baerends and Ros, an overlap
metric is employed, i.e. the residual of the overlap is minimized. This strategy was
subsequently used by several others [46,211] and also in this work.
An overlap metric yields linear errors, whereas the error in the fit is quadratic for
Coulomb metrics where the Coulomb repulsion of the density residual is minimized
[68, 75]. Several attempts were made to introduce locality for the latter. Attenuated
Coulomb metrics have been developed by Jung et al. [212] and Reine et al. [213]
using damping parameters that lead to rapid decays of the expansion coefficients
with interelectronic distance. Recently, Merlot et al. [75] proposed the Pair Atomic
Resolution of identity (PARI) approximation. In this approach, the density is split in a
sum of atom pair densities as suggested by Baerends et al. [207]. The major difference
is that each product χAµχ
B
ν for each pair AB is fitted instead of the pair densities ρAB.
Furthermore, the Dunlap correction [214] and a Coulomb metric is employed. The
advantage compared to Baerends’ approach is that the fitting is robust, variational
and the error of the fit is quadratic. However, the prefactor for the fitting is larger
since each product χAµχ
B
ν for each pair AB is approximated. A further obstacle is
that the PARI approximation for the J term leads to unphysical attractive electronic
interactions and gives rise to severe convergence problems.
Apart from an O(n) scaling, the local atomic-pair fitting approach proposed by
Baerends et al. has several advantages compared to global RI. The quality of the
fitted pair density does not depend on the chemical environment, because the fitting
is always restricted to pair AB. Since the fitting is applied separately to each pair,
the dimensions remain in principle modest and are independent of the system size.
Another advantage is that pair-wise fitting schemes can be easily parallelized by dis-
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tributing the pairs over the nodes. However, since the error in the fit is linear, larger
auxiliary basis sets have to be used to reach the same accuracy as with Coulomb
metrics. Fitting each pair AB separately, the presence of auxiliary functions at neigh-
bor C cannot be exploited increasing additionally the size of the auxiliary basis sets
compared to global fitting techniques.
In this work, the local resolution of identity (LRI) approach of Baerends et al.
[207] has been adapted to a Gaussian and plane waves (GPW) framework [44, 118],
implemented in the CP2K program package [121,191] and is in the following referred to
as LRIGPW. In CP2K, the evaluation of the Coulomb interaction and the construction
of the Kohn-Sham (KS) matrix scale already linearly with system size by exploiting
the plane wave expansion of the density to solve the Poisson equation in Fourier
space. In combination with a local basis, it is possible to reduce the scaling for the
computation of the Coulomb matrix to an O(n) process. Using LRI, the scaling
is still linear, while the prefactor for the calculation of the grid-dependent terms is
massively reduced. The fitted density is computed on the grid and subsequently used
for evaluation of the core-electron interactions and Coulomb and exchange-correlation
contributions.
In the next section, the theory and implementation details of LRIGPW are de-
scribed. The construction of the auxiliary basis sets and their optimization are dis-
cussed. The accuracy of LRIGPW is assessed by comparing total and reaction energies
as well as molecular structure parameters for a broad range of systems. LRIGPW is
employed to evaluate different properties of periodic structures such as ice XV and
molecular crystals. Molecular dynamics (MD) simulations of liquid water have been
performed as well. Finally, timings and remaining problems are discussed.
5.2. The LRIGPW method
5.2.1. Central aspects and bottlenecks of the GPW method
In GPW, a dual representation of the electronic density ρ(r) is used [44, 118]. The






where Pµν is the density matrix. Alternatively, the density can be represented in an






ρ(G) exp(iG · r), (5.2)
where Ω is the volume of the unit cell, G the reciprocal lattice vector and ρ(G)
denotes the representation of the density in reciprocal space. The density is mapped
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Figure 5.1.: Total GPW run time and time needed for the operations on the grid (collocation
of the density and integration of the potential). Calculations are carried out for liquid water
boxes of different sizes with the setup described in Section 5.4.
on a regular grid and Fast Fourier Transforms (FFTs) are used to rapidly convert the
representation from real to reciprocal space and vice versa.
The Coulomb energy J [ρ] in the PW representation is given by











where VH(G) = 4piρ(G)/G
2 is the Hartree potential in reciprocal space. VH(G) is
obtained by collocating the density on a real space grid and transferring it to reciprocal
space by FFT. The Poisson equation is solved in reciprocal space and the potential is
subsequently converted to its real space analogue VH(r). The XC energy is calculated
re-using the real space density grid. The XC potential Vxc(r) is evaluated at each grid
point and added to VH(r). The corresponding contribution Hµν to the KS matrix is
obtained by integrating the sum of both potentials on the grid,
Hµν =
∫
(VH(r) + Vxc(r))χµ(r)χν(r)dr. (5.4)
Within the GPW framework, the calculation of the potential and of the KS matrix
scales linearly with system size. This is achieved in two steps. Namely, using a
local basis of Gaussian functions, the expression of the KS density introduced in














The first step is to discard all negligible contributions to ρ(r) by exploiting effective
screening procedures. Only non-zero products of Gaussian functions on atoms that
are sufficiently close are included, i.e. only pairs AB, where B is a neighbor of A,
are considered. The number of these neighbor pairs scales linearly with system size.
Second, the scaling of J [ρ] is reduced to O(n) by employing a PW representation
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and solving the Poisson equation in reciprocal space as described above. However,
the prefactor of the grid-based operations, i.e. the collocation of the density and the
integration of the potential on the grid, is rather large for periodic systems. The
reason is that these grid-based operations have to be performed for each pair of atoms
AB stored in the neighbor list. For a liquid water box of 64 H2O, the number of
pairs is already larger than 200 000. The relation between total run time and grid-
based operations is displayed in Figure 5.1 for water boxes of different sizes. For
the medium-sized systems up to 128 H2O molecules, the grid-operations require more
than 90% of the total run time. Even for larger systems, where matrix operations
become more time-consuming, the grid operations are the most expensive steps.
The objective of this work is to reduce the prefactor for the grid-based operations
by introducing a density fitting scheme. The fitting scheme needs to be local to retain
the linear scaling for the KS matrix. An overlap metric is the most reasonable choice
since the fitted density is employed for both, Coulomb and XC part. A Coulomb
metric is superior in terms of accuracy, but is applied to the Coulomb part only.
These requirements, locality in combination with an overlap metric, are fulfilled by
the pair-fitting scheme proposed by Baerends et al. [207]. This scheme is opportunely
adapted to the GPW scheme and from now on named the LRIGPW method.
5.2.2. Local density fitting
Within the LRIGPW approach, the atomic pair densities ρAB are approximated by












The fit functions are also Gaussian-type functions and provided as an additional













for each pair AB. Note that we drop the upper index (AB) except for ambiguous cases.
The expansion coefficients are obtained by minimizing the difference D between exact
and approximated density ρ˜AB,
DAB =
∫
|ρAB − ρ˜AB|2dr, (5.7)














where {χµ} denote functions of the primary basis set. This corresponds to a constraint
on the number of electronsNelec since it holds thatNelec=
∑
ABNAB. Minimizing Equa-
tion 5.7 with respect to the expansion coefficients and applying the charge constraint,
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yields a linear set of equations for each pair,
Sa = t + λn, (5.9)































for functions at B. The last term on the rhs of Equation 5.9 is associated with the











The complete derivation of Equation 5.9 can be found in Appendix B.1. In matrix
representation, the linear system of equations is given by







SAAm1 · · · SAAmm SABm1 · · · SABmk




































where m and k are the number of auxiliary basis functions at A and B, respectively.
The upper part of the vector a yields the expansion coefficients on center A and the
lower part on center B. The overlap matrix S includes next to the elements SABij and
also the self-overlap SAAil and S
BB
pj . For the self-pair AA, only the upper part of the
vectors and the self-overlap SAAil remain.
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where the sum is running over the number of neighbors of A, i.e., we get contributions









In LRIGPW, the total density is thereby presented as a sum over the number of
atoms, whereas in GPW we have a sum over pairs, see Equation 5.5. Coming back to
the 64H2O box, the collocation of the fitted density is obtained by performing a loop
over 192 atoms rather than 200 000 pairs.
In the fitting scheme proposed here, no constraint is set that prevents the fitted
density from getting negative. Indeed, numerical inaccuracies of the fitting procedure
can produce small negative values of the density at grid points far from the atomic
centers, where the density should be zero. However, the absolute values of these
numerical errors are smaller than 10−6 a.u., which is less than the error introduced by
the interpolation/extrapolation operations associated with the multigrid approach in
CP2K [44].
5.2.3. Construction of the Kohn-Sham matrix
The expression for the density-dependent terms of the KS matrix Hµν , see Equa-










































V˜ (r)fXi (r)dr. (5.21)












































The integral of the potential IXi is computed for each atom X, whereas in GPW the
potential has to be integrated for each pair.
5.2.4. Forces and stress
For the LRIGPW scheme, also the expressions for the forces have to be adapted. The





































































The first term in Equation 5.25 is evaluated on the grid and is analogues to the GPW
expression. The second term is summed over the number of neighbors of A and has
no GPW-equivalent. Contributions for this term are only obtained for pairs AB with
A 6∈ B. “Self-pairs” AA and AA′, where A′ is the periodic image of A, give zero





















































5.2. The LRIGPW method 79
The explicit form of the derivatives of the integrals is discussed below. The derivative

























































The computation of the stress tensor requires the virial. The contribution to the virial










where hkl refers to component k of one of the three lattice vectors; k, l = x, y, z. The







where rAB is the vector connecting A and B and FAB is the pair-wise force defined in
Equation 5.26. Note that also the periodic “self-pairs” AA
′
contribute to the virial
since modifying the box size changes the internal interactions between A and its
images.
5.2.5. Derivation of auxiliary basis sets
The fitting procedure outlined in the last sections requires an independent set of
auxiliary functions {fi} as input. Various approaches have been tested in order to
obtain sets of auxiliary functions sufficiently flexible to accurately describe the density,
but also sufficiently compact to limit the computational costs.
Generation by geometric progression
The simplest and most successful strategy is to generate uncontracted Gaussian basis
sets using a geometric progression for the exponents {α˜i},
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where m is the number of exponents in the auxiliary basis set. The maximal exponent
α˜max and the minimal exponent α˜min are trivially obtained from the exponents of the
orbital basis αmax and αmin as
α˜max = 2αmax α˜min = 2αmin. (5.36)
Analogously, the largest angular quantum number is set to l˜max = 2lmax. Note that
higher angular momentums are usually necessary for hydrogen.
The auxiliary basis sets given in Appendix B.2 have all been generated by geo-
metric progression and are tailored for the Molopt family of basis sets [122], which
are good quality basis sets for ground state calculations using generalized gradient
approximation (GGA) functionals. The Molopt basis sets are compact and highly
contracted. For example, the double-ζ basis set for oxygen contains 14 contracted
Cartesian Gaussian functions corresponding to 98 primitive functions. In general, the
RI basis set has to be 3-4 times larger than the primary basis, which implies that a
set of 300-400 functions is required. Indeed, extensive tests showed that smaller LRI
basis sets lead to highly inaccurate energies and molecular properties or even to the
failure of the fit. In order to reduce the size of the LRI basis sets, the optimization of
the LRI exponents has been attempted. This attempt has not been successful and is
in the following merely described for the sake of completeness.
Optimization attempts
The LRI fitting approach is not variational and an optimization procedure [52] as
proposed for global RI schemes is not possible. Nevertheless, the integrated square
of the difference between fitted and exact pair density, the residual DAB, can be
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and it is optimized with respect to the exponents {α˜i} and the contraction coefficients
{c˜i} of the auxiliary basis sets. Note that the first term in Equation 5.37 is a constant
and is unaffected by the optimization procedure. The optimization procedure for the
LRI basis set has been implemented in CP2K including some optional parameters
to limit the range of the exponents. The optimization has been performed for small
molecules like O2 or H2O usually giving values for D in the range of 10
−7 − 10−6 a.u.
The residual D is calculated for the converged GPW wavefunction, passed to a global
optimizer [215] and re-evaluated at each step. The integrals required for D are calcu-
lated analytically allowing for a rather fast update of D. A few hundred optimization
steps can be performed per minute on one CPU.
Even though rather small final values of D can be obtained, the resulting basis sets
are not flexible enough unless as large and complete as those reported in Appendix B.2.
Since all attempts to derive smaller basis sets have failed, the basis sets obtained from
the geometric progression have been used for all applications presented in this work.
5.3. Implementation details
5.3.1. General procedure
The LRIGPW approach has been implemented in the DFT part of the CP2K pro-
gram package [121,191]. The pseudocode for the LRIGPW implementation is shown








j dr are ab-
breviated as (a|b) and (a˜|b˜) and ∫ χAµχBν fAi dr and ∫ χAµχBν fBj dr as (a|b|a˜) and (a|b|b˜),
respectively.
The density has to be fitted at each step of the self-consistent field (SCF) proce-
dure by solving Equation 5.9. However, most of the matrices and vectors needed to
solve the linear system of equations or to update the KS matrix are calculated just
once when the SCF procedure is initialized. The self-overlap and the vector n can be
pre-calculated for each elemental type, i.e., for each type of LRI basis set. Indeed,
the overlap matrix S and its inverse, the integrals (a|b|a˜) and (a|b|b˜) and the deriva-
tives daAi /dPµν and da
B
j /dPµν do not depend on the density matrix. At each SCF
iteration, the vector t and the Lagrange multiplier λ are easily constructed from the
pre-computed integrals and the density matrix. Equation 5.9 is solved and the fitted
density is subsequently collocated on the real space grid for each atom X. Once the
fitted density is available, the standard GPW procedures are applied to compute the
Hartree and XC potentials. The sum of the electrostatic and the XC contribution to
the potential is integrated for each atom X yielding the vector elements {IXi }. The
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Loop over all atomic kinds K
Calculate vector elements nKi
Calculate self-overlap SKKij with i, j ∈ auxiliary basis set
End K loop
Loop over all pairs AB
Calculate integrals (a|b) and (a˜|b˜)
Calculate integrals (a|b|a˜) and (a|b|b˜)
Construct and invert matrix S









Calculate density matrix Pµν
Loop over all pairs AB
Calculate t and Lagrange multiplier λ
Get expansion coefficients for AB: a = S−1t+ λS−1n






















i (r) on the real space grid
Sum up total density: ρ˜(r) = ρ˜(r) + ρ˜X(r)
End X loop
Transfer to reciprocal space: ρ˜(r)
FFT−−−→ ρ˜(G)
Solve Poisson equation: ρ˜(G) −→ V˜H(G)
Transfer back to real space: V˜H(G)
FFT−1−−−−→ V˜H(r)
Calculate V˜xc and sum up: V˜ (r) = V˜H(r) + V˜xc(r)
Loop over all atoms X




Loop over all pairs AB












IF SCF converged exit
End SCF cycle
Figure 5.2.: Pseudocode for LRIGPW for a single point calculation. Only operations directly
related to LRIGPW are displayed. Evaluation of other terms, e.g. pseudopotentials, are as
in GPW and not reported.
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KS matrix is finally updated for each pair from the pre-calculated derivatives of the
expansion coefficients and the vector elements {IXi }.
If forces are required, the derivatives of the integrals (a|b), (a˜|b˜), (a|b|a˜) and (a|b|b˜)
with respect to the positions are necessary, see Equations 5.25 and 5.26. FAB is then
built from the pre-computed matrices and their derivatives.
The LRIGPW operations shown in Figure 5.2 can be easily parallelized using a
standard message passing interface (MPI). The computation of the LRI integrals, the
evaluation of the expansion coefficients and the update of the KS matrix are performed
independently for each pair. These tasks are parallelized by distributing the pairs over
the processors. For the grid-based collocation of the density and the integration of
the potential, the distribution is applied to the grid points.
5.3.2. Evaluation of LRI integrals
The LRI integrals (a|b), (a˜|b˜) (a|b|a˜) and (a|b|b˜) are overlap integrals of contracted
spherical Gaussian functions that are calculated exploiting efficient recursion schemes.
The most commonly used approach is the Obara-Saika (OS) recursion [216], which is
applied to primitive Cartesian Gaussian functions. The transformation from Cartesian
to spherical functions and the contraction steps are performed on top of the already
computed integrals. Integrals (a|b|a˜) and (a|b|b˜) include two functions located at the
same center. The product of two Cartesian Gaussians centered at the same atom
gives a new Gaussian,
φ(α, l, r,R)φ˜(α˜, l˜, r,R) =
(x−Rx)lx+l˜x(y −Ry)ly+l˜y(z −Rz)lz+l˜z exp [−(α + α˜)(r−R)2]
(5.42)
with exponent (α+α˜) and angular momentum L = lx+ l˜x+ ly+ l˜y+ lz+ l˜z. The (a|b|a˜)
and (a|b|b˜) integrals are then calculated like ordinary two-center overlap integrals.
The angular momentum Lmax is the sum of lmax (primary basis) and l˜max (auxiliary
basis set). Typical values of Lmax are between 6 to 8 for the basis sets used. The OS
recursion for such large angular momentums is rather expensive. Instead, the integrals
(a|b|a˜) and (a|b|b˜) can be formally computed as three-center overlap integrals, which
is generally less efficient. However, the recursion is in that case performed for smaller
angular momentums and turned out to be slightly more efficient.
Calculating (a|b|a˜) and (a|b|b˜) becomes computationally expensive for periodic sys-
tems. Using the Molopt basis set in combination with the auxiliary basis sets given in
Appendix B.2, the dimensions of the integral matrix computed for Cartesian primi-
tives is in the range of 100 × 100 × 400 taking the oxygen example of Section 5.2.5.
The recursion and contraction operations have to be carried out for each pair which
makes this part of the calculation the dominating step of the electronic structure op-
timization. The situation becomes even worse when the derivatives of these integrals

















Figure 5.3.: Flow chart for calculating the inverse or pseudoinverse of S. Cholesky DC is
short for Cholesky decomposition.
are required since the derivatives are constructed from higher angular functions [216]
and the contraction has to be performed for each spatial derivative separately.
An alternative analytical integration scheme employing solid harmonic Gaussian
(SHG) functions has been implemented in order to reduce the computational cost for
these integrals. The main advantage of the proposed method is the reduced number
of operations required for the contraction step. Furthermore, recursive elements are
pre-computed and re-used multiple times. The SHG integral scheme is described in
Chapter 6.
5.3.3. Inversion of the overlap matrix
For very large auxiliary basis sets, the overlap matrix S becomes ill-conditioned, i.e.,
the matrix is numerically positive semi-definite. The inversion of an ill-conditioned
matrix S is numerically unstable and leads to SCF convergence problems. This prob-
lem can be solved by calculating the pseudoinverse instead. For the pseudoinverse, a
singular value decomposition (SVD) of S is performed. Singular values smaller than a
given threshold are skipped and the pseudoinverse is constructed following the method
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proposed in Ref. [217]. Since S is quadratic and symmetric, the SVD can be replaced
by a diagonalization, which is, however, not much more efficient. The calculation
of the pseudoinverse is computationally 10-20 times more expensive than a simple
inversion and might significantly affect the performance. Therefore, the procedure
displayed in Figure 5.3 has been implemented. The SCF usually converges without
problems, even when the condition number κ of matrix S is rather large. Conver-
gence problems are in general attributed to a few pairs that have overlap matrices
with extremely large condition numbers (log κ > 20). Only for these problematic
pairs the pseudoinverse algorithm is adopted, thus limiting the computational effort.
The condition number is estimated from the Cholesky decomposition of S. When
log κ is larger than a predefined threshold, the pseudoinverse is preferred to standard
inversion. This happens only for a small fraction of the pairs (∼1%). When using
the pseudoinverse, the expression of the forces should also be adapted. However, the
numerical inconsistencies introduced by keeping the same expression already used for
the standard inversion appears to be negligible according to our tests.
The condition number of S is indeed rather large using the auxiliary basis sets
given in Appendix B.2. Nevertheless, computing the inverse of S (for all pairs) is
sufficient for most systems. The SCF is typically stable enough to converge to a target
accuracy of 10−6 a.u. with respect to changes in the density matrix Pµν . Computing
the pseudoinverse following the procedure in Figure 5.3 is only carried out when
necessary, e.g., for problematic systems or when tighter convergence criteria are set.
The regular inversion of S is preferred due to the lower computational cost, but also
because it is more accurate. Namely, by computing the pseudoinverse we introduce
another approximation on top of the density fitting. By increasing the threshold for
the accepted singular values, the numerical stability is improved. On the other hand,
the fitting becomes less flexible and it becomes increasingly difficult to reproduce the
GPW density. In our setup, singular values smaller than 10−8 are usually removed,
which greatly improves the stability, but reduces the accuracy of the fit only slightly.
5.4. Computational details
5.4.1. General setup
LRIGPW and GPW calculations are carried out for isolated molecules and dimers as
well as periodic structures, such as ice XV, molecular crystals, graphene and liquid
water. All calculations are performed with the CP2K program package at the KS-DFT
level. For the primary basis sets, double-ζ plus polarization (DZVP) and triple−ζ
plus double polarization (TZV2P) basis sets of the Molopt type [122] are used. The
LRIGPW tests are performed with medium- (m-aux) and large-sized (l-aux) auxiliary
basis sets, see Appendix B.2. Both auxiliary basis sets contain the same number of
exponents, but the large basis sets include additionally functions with higher angular
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Table 5.1.: PW cutoffs for all systems.
system cutoff [Ry] relative cutoff [Ry]
isolated molecules, (HF)2 dimer 400 40
(NH3)2, (H2O)2, formic acid dimer 600 40
graphene 500 40
GMTKN24 benchmark 600 40
ice XV 800 50
molecular crystals 800 60
H2O boxes (benchmark) 400 50
128H2O box (MD) 300 50
momentum for the large exponents. For hydrogen, an alternative auxiliary basis (m+-
aux) with more diffuse functions is also available. If not indicated otherwise, the
valence electrons are described at the DZVP level and the m-aux basis set is used.
Norm-conserving pseudopotentials [123–125] are employed to approximate the core-
electron interactions. The Perdew-Becke-Ernzerhof (PBE) [20] functional is employed
for the XC potential. Unless otherwise stated, the Grimme D3 correction [34] is
employed to model dispersion interactions. The PW cutoff has been adjusted for each
type of system individually and is reported in Table 5.1. The optimization of the
molecular orbitals is achieved with the orbital transformation (OT) technique [218]
for all systems, except graphene. In the latter case, a simple diagonalization of the
KS matrix is used. Periodic boundary conditions are applied in all spatial directions
for condensed matter systems. For graphene, a slab model with 25A˚ vacuum is used
to avoid spurious interactions with the periodic images.
5.4.2. Systems and properties investigated
Dimers The accuracy of LRIGPW for intermolecular distances is studied for the
hydrogen-bonded dimers of HF, NH3, H2O and formic acid. The ammonia dimer has
a very flat potential energy surface and several minima exist. The ammonia dimer
considered here has D2h symmetry and is referred to as “cyclic” in Ref. [219]. The
structure optimizations of the dimers are not counterpoise (CP) corrected.
Graphene The equilibrium lattice constant is calculated using a supercell of 12×12
units.
GMTKN24 benchmark suite Reaction energies are studied for the WATER27,
DARC and S22 subsets of the GMTKN24 benchmark database [220]. The WATER27
subset assesses the decomposition energies of neutral (H2O)n, positively H
+(H2O)n
and negatively charged OH–(H2O)n water clusters. The DARC subset is a collection
of different Diels-Alder reactions. S22 includes binding energies of hydrogen-bonded
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Figure 5.4.: Two of the possible 18 symmetry inequivalent structures of ice XV. In both
cases, 2×2×2 supercells are shown along the [001] axis. (a) 2C1 structure with P 1¯ symmetry
(b) 9A2 structure exhibiting Cc symmetry. Color code: H, white; O, green and red indicating
distinct sublattices.
dimers as well as complexes with predominant London dispersion interactions. For
the labeling of the reactions see Appendix B.3. These PBE calculations are carried
out without D3 correction. For DARC and S22, the m+-aux basis set is used for hy-
drogen to provide more flexibility needed to model complexes with difficult electronic













Ice XV is the latest discovered polymorph of ice [221–224]. It is one of the 15 known
distinct crystalline ice phases and can be regarded as the hydrogen-ordered counter-
part of ice VI. Ice XV is one of the high-pressure ice phases and occurs in the ∼1 GPa
regime. Starting from ice VI, the hydrogen network can order in three different ways
labeled as A, B and C. Each of them exhibits two distinct image forms. These six
subunits can be combined to 18 symmetry inequivalent structures of ice XV with P 1¯
(#2), P21 (#4), Pn (#7) and Cc (#9) space group symmetry. Within this notation,
4C2 refers, for example, to one of the two possible P21 structures with C-type order-
ing. For more details on the labeling conventions see Ref. [223, 224]. In Figure 5.4,
the experimentally determined 2C1 structure [221] and the theoretically predicted
9A2 structure [224] are shown. Both structures consist of two interpenetrating, polar
sublattices. Due to the P 1¯ symmetry, the dipole moments of both sublattices cancel
for the antiferro-electric 2C1 structure. On the contrary, 9A2 has a net dipole and is
ferro-electric.
The unit cell of ice XV consists of 10 water molecules and has been extended to
a 2×2×2 supercell. The structures and the supercell parameters have been retrieved
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Figure 5.5.: Supercells of molecular crystals studied and number of molecules Nmol per cell.
(a) NH3, 2×2×2 supercell, Nmol=32. (b) CO2, 2×2×2 supercell, Nmol=32 (c) Formic Acid,
1×3×2 supercell, Nmol=24 (d) Urea, 2×2×2 supercell, Nmol=16 (e) Succinic anhydride,
2×2×1 supercell, Nmol=16. Color code: C orange, O red, N blue, H white.
from the Supporting Information (SI) of Ref. [224]. In the original work, the geom-
etry and the volume were relaxed under 1 GPa isotropic external pressure at the
RI-Møller-Plesset (RI-MP2) level of theory using a cc-TZ basis set. The relaxed cells
are triclinic slightly deviating from an orthorhombic configuration. Starting from the
relaxed structures and cell vectors, molecular and total dipole moments are computed
from the center of the atoms and the centers of the maximally localized Wannier
orbitals (MLWO) [131, 132]. The Berry-Phase approximation [225] is also used to
estimate net dipole moments. Infrared (IR) spectra are obtained from normal mode
analysis by calculating the variations of the dipole moments along the vibrations.
Molecular crystals Cohesive energies and lattice parameter of five different molecu-
lar crystals are studied: NH3, CO2, formic acid, urea and succinic anhydride. Their
geometries and supercells are displayed in Figure 5.5. The experimental structures
of the formic acid, urea and succinic anhydride crystals have been retrieved from
the Cambridge Structural Database [226]. The respective reference codes are FOR-
MAC01, UREAXX09 and SUCANH15. The structures of NH3 and CO2 are obtained
from work [54] building the geometries from the experimental lattice parameters and
the information on the space group. The geometries and lattice vectors have been
relaxed at the GPW level starting from the experimental cell parameters given in
Table 5.5. The cohesive energies are computed for the relaxed structures as suggested
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− Egasmol − ECP, (5.45)
where Nmol is the number of molecules in the supercell, Esupercell(V ) is the total energy
of the supercell and Egasmol is the gas phase energy of an isolated, relaxed molecule. The
CP correction ECP is defined as
ECP = E
crystal
mol+ghost(V )− Ecrystalmol (V ), (5.46)
where Ecrystalmol+ghost(V ) and E
crystal
mol (V ) are the energies of one single molecule in the
geometry it takes in the crystal, with and without ghost functions. For NH3 and
CO2, the first two coordination shells, i.e. the 12 nearest neighbors, are considered as
ghost atoms, whereas for the other molecular crystals only atoms of the first coordi-
nation shell are included.
Liquid Water Benchmark calculations are performed for liquid water boxes increas-
ing the size from 32 to 512 water molecules. The liquid water boxes are orthorhombic
and the box lengths are adjusted such that the density is always 1.0 g/cm3.
MD simulations of liquid water are carried out within the canonical (NVT) ensemble
for the water box with 128 molecules. The temperature is set to 330 K and the time
step is 0.5 fs. The system has been equilibrated for about 4 ps. Structural features
are sampled from, at least, the last 25 ps of the simulation.
5.5. Results and discussion
5.5.1. Total energies and structure parameters
Differences between exact and fitted density are usually very small unless the fit
breaks down, e.g., due to a too small auxiliary basis set. The total residual
∑
ABDAB
is usually in the range of 10−7−10−6 a.u. and is not a good measure for the accuracy.
The error caused by the LRI approach is better assessed by comparing molecular
energies and structure parameters.
Total energies
Total energies of a few small isolated molecules and of liquid water boxes are compared
to the GPW value. The difference between the absolute values are reported per atom
in Table 5.2. The single point energies are obtained with different combinations of the
DZVP and TZV2P primary basis sets and the medium- and large-sized fit sets. For
the single molecules, total energies are given for structures relaxed at the GPW-DZVP
level. The LRI error in the total energy is mostly less than 100 µEH (∼0.26kJ/mol),
for DZVP combined with the m-aux basis set. Employing a larger auxiliary basis sets,
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Table 5.2.: Differences in total energies ∆E (µEH) per atom comparing GPW and LRIGPW
using two different primary and two different auxiliary basis sets. ∆E calculated for isolated
molecules and liquid water (liq) boxes of different sizes.
DZVP TZV2P
∆E(m-aux) ∆E(l-aux) ∆E(m-aux) ∆E(l-aux)
HF 263 66 258 70
HCl 72 75 71 77
O2 1 74 6 72
CO2 90 2 191 99
H2O 112 59 116 56
NH3 71 60 75 64
CH4 89 76 86 71
Borazine∗ 497 − − −
(32H2O)liq 41 62 190 202
(128H2O)liq 68 35 51 157
(512H2O)liq 27 57 164 188
∗l-aux and TZV2P basis sets not available for B.
all errors are smaller than 80 µEH. The TZV2P basis set captures more features of the
electronic structure and should be more difficult to fit. Nevertheless, the deviations
are only slightly larger. The LRI errors are in the range reported for global RI
schemes applied to the Coulomb part, where total energies are affected by errors of
less than 200 µEH [45, 70]. Further reduction of the error to less than 60 µEH has
been reported with carefully optimized auxiliary basis sets [71]. However, errors larger
than 1000 µEH have also been reported for critical cases [70, 71]. Such large errors
have not been observed with LRIGPW so far.
The errors in the total energies are generally smaller when using a larger auxiliary
basis set. For some cases, the opposite is found. This must be attributed to the fact
that the numerical stability is lower for the larger auxiliary basis sets causing numerical
noise of several µEH. The reason for the latter is that the condition number of the
overlap matrix S is increased, see Section 5.3.3. Total energies can only be a first
hint to evaluate the accuracy of LRIGPW. More relevant are relative energies and
structure parameters. For such properties, the accuracy is indeed always improved
when increasing the size of the auxiliary basis set, as shown below.
Intramolecular structure parameters
In Table 5.3, intramolecular distances and angles are presented for small molecules.
The optimizations are carried out at the DZVP and TZV2P level employing the m-
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Table 5.3.: Intramolecular geometry parameters obtained with two different orbital basis
sets. For LRIGPW, the m-aux basis sets have been employed. Bond lengths d are given in
A˚ and angles θ in degrees.
DZVP TZV2P
quantity GPW LRIGPW ∆ GPW LRIGPW ∆
HF dFH 0.9379 0.9377 0.0002 0.9315 0.9314 0.0001
HCl dClH 1.2898 1.2899 0.0001 1.2877 1.2877 0.0000
HBr∗ dBrH 1.4384 1.4383 0.0001 − − −
O2 dOO 1.2308 1.2304 0.0004 1.2270 1.2264 0.0006
CO2 dOC 1.1776 1.1777 0.0001 1.1756 1.1754 0.0002
θOCO 180.00 180.00 0.00 180.00 180.00 0.00
H2O dOH 0.9719 0.9717 0.0002 0.9701 0.9701 0.0000
θHOH 104.04 104.18 0.14 104.29 104.39 0.10
NH3 dNH 1.0253 1.0254 0.0001 1.0214 1.0217 0.0003
θHNH 105.84 105.91 0.07 106.35 106.44 0.09
CH4 dCH 1.0962 1.0962 0.0000 1.0954 1.0955 0.0001
θHCH 109.47 109.47 0.00 109.47 109.47 0.00
∗TZV2P basis set not available for Br
aux basis set for LRI. For both primary basis sets, the LRI errors are in the same
range. The error in the bond lengths is smaller than 0.6 mA˚ and the angles deviate
by less than 0.14◦. For comparison, the global RI errors are reported to be smaller
than 1 mA˚ for the bond length and 0.1◦ for the angles [45,70,71].
We can argue that we have almost reached the basis set limit with the TZV2P basis
sets. Comparing the GPW difference between DZVP and TZV2P is thus a measure
for the incompleteness of the DZVP basis set. In fact, the bond length and angle
differences between GPW structures optimized with the two different primary basis
sets are up to 6 mA˚ and 0.5◦, respectively. The error introduced by the small primary
basis set is thus significantly larger than the error of the fit.
Intermolecular structure parameters
For the simulation of liquid phase systems or condensed phase systems in general,
the accurate description of intermolecular interactions is very important. In order
to evaluate the LRIGPW accuracy for intermolecular properties, the geometries of
the HF, NH3, H2O and formic acid dimers are compared to GPW. The dimers are
optimized at the DZVP and TZV2P level. The dimer geometries are displayed in
Figure 5.6 and the intermolecular structure parameters, such as internuclear distances,
angles and dihedral angles, are given in Table 5.4. The interactions between these
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Figure 5.6.: Dimer geometries. (a) HF dimer, (b) NH3 dimer, (c) H2O dimer and (d) formic
acid dimer. Atoms of the H-bond acceptor molecule are labeled with a, atoms of the donor
molecule with d. Color code: F cyan, H white, N blue, O red, C orange.
Table 5.4.: Intermolecular geometry parameters for the (HF)2, (NH3)2, (H2O)2 and formic
acid (FA)2 dimers obtained with two different primary basis sets. For LRIGPW, the m-aux
basis set is used (except: m+-aux for H/(H2O)2 at TZV2P level). Distances R given in A˚,
angles θ and dihedral angles Ψ in degrees. Site names and labels are specified in Figure 5.6.
DZVP TZV2P
quantity GPW LRIGPW ∆ GPW LRIGPW ∆
(HF)2 R(F · · ·F) 2.762 2.765 0.003 2.762 2.766 0.004
R(Fa · · ·Hd) 1.822 1.826 0.004 1.828 1.833 0.005
θHdFdFa 5.56 5.66 0.10 5.55 5.80 0.25
θHaFaHd 112.71 112.81 0.10 112.29 112.58 0.29
(NH3)2 R(N · · ·N) 3.157 3.154 0.003 3.160 3.158 0.002
θHdNdNa 42.29 42.36 0.07 42.22 42.25 0.03
(H2O)2 R(O · · ·O) 2.923 2.928 0.005 2.922 2.917 0.005
θHdOdOa 5.26 5.10 0.16 5.03 3.79 1.24
θ∗dip 120.37 120.30 0.07 119.50 118.26 1.24
(FA)2 R(C · · ·C) 3.780 3.735 0.045 3.783 3.728 0.055
θOaHdOd 178.75 179.60 0.85 178.53 179.63 1.1
ΨOaHdOdCd 180.83 182.08 1.25 179.30 180.13 0.83
∗θdip: angle between OO-axis and bisection line of the HOH angle of the H-bond acceptor water molecule.
dimers are mediated by hydrogen bonds. Linear hydrogen bonds are found for HF,
H2O and the formic acid dimer, whereas the ammonia dimer is bound non-linearly.
The geometry parameters obtained for (HF)2, (H2O)2 and (NH3)2 in this work are in
good agreement with previously published results [219, 228]. The formic acid dimer
is different from the other dimers in the sense that it is planar and exhibits two
equivalent linear hydrogen bonds [229]. Therefore, it will be discussed separately.























Figure 5.7.: RDFs for liquid water obtained with GPW and LRIGPW at the DZVP level.
(a) Oxygen-oxygen and (b) oxygen-hydrogen RDFs.
For (HF)2, (H2O)2 and (NH3)2, the LRI internuclear distances computed at the
DZVP level are affected by errors smaller than 5 mA˚ and the error of the LRI angles
is smaller than 0.16◦. The differences between the GPW structures computed with
the DZVP and TZV2P basis sets are up to 6 mA˚ and 0.87◦ for distances and angles,
respectively. Also here we can argue that the error margins due to the incompleteness
of the DZVP basis set are larger than the error of the fit. At the TZV2P level, the
LRI errors are in most cases not significantly larger. However, the features of the
electronic density are more sophisticated and larger auxiliary basis sets are required
for a few cases. For example, the m-aux basis set appeared to be insufficient for (H2O)2
yielding errors in the angles of several degrees. The correct geometry is reproduced
by employing the m+-aux basis, which contains more diffuse functions, for hydrogen.
The planar geometry of the formic acid dimer is preserved using the LRI approach,
but the C· · ·C distance is underestimated by 45 mA˚ which is an order of magnitude
larger than for the other dimers. To assess the significance of this deviation, we com-
pare to the error introduced by neglecting the CP correction for the geometries. In
work [219], intermolecular distances in dimers are reported to change upon CP cor-
rection by as much as 25 mA˚. Assuming that the basis set superposition error (BSSE)
is in the same range for the formic acid dimer, we can conclude that an LRI error of
45 mA˚ is still acceptable when neglecting the CP correction anyway. Furthermore by
including more diffuse fit functions, the LRI error in the C· · ·C distance can be also
reduced to values smaller than 10 mA˚.
Conclusions that can be drawn from dimer geometries are somewhat limited since
no averaging over a larger number of structures is possible. Structural properties ob-
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tained from MD trajectories are a much more comprehensive test. Figure 5.7 displays
the radial distribution functions (RDFs) sampled over the NVT trajectories of the
water box with 128 H2O molecules. The RDFs obtained with LRIGPW in combina-
tion with the m-aux basis sets differ noticeably from the GPW result. The lower and
smoother RDF profile indicates that the liquid is less structured, i.e., the intermolec-
ular interactions (hydrogen bonds) are weaker. On the contrary, the GPW-RDFs
are almost perfectly reproduced with the larger auxiliary basis set. The remaining
differences can be attributed to the different length of the trajectories. The GPW
trajectory has been extended for 50 ps, whereas the “LRIGPW (l-aux)” trajectory is
only 25 ps long.
5.5.2. Reaction energies
Decomposition and reaction energies are calculated for the WATER27, DARC and
S22 subsets of the GMTKN24 benchmark suite. The relative and absolute errors with
respect to the GPW results for the WATER27 subset are plotted in Figure 5.8 for
two different combinations of primary and auxiliary basis sets. The relative LRI error
∆GPWrel is typically less than 2% and never larger than 5% using DZVP in combination
with the m-aux basis sets, see Figure 5.8(a). The agreement is quite good already at
this level of approximation, in particular considering that a 5% deviation corresponds
to an absolute error of only 3.6 kJ/mol, see Figure 5.8(c). Employing a larger auxiliary
basis set, the decomposition energies are almost perfectly reproduced. The maximal
deviation with respect to GPW is reduced to 1.3%, see Figure 5.8(b).
One of the largest deviations at the DZVP level (13.1 kJ/mol) is observed for the
decomposition energy of the (H2O)20 cluster, reaction 14, see Figure 5.8(c). The
absolute difference between the GPW results obtained with the DZVP and TZV2P
basis sets is 27.8 kJ/mol for this reaction. Assuming that the basis limit is reached
with the TZV2P basis set, we conclude that the LRI error is significantly smaller than
the basis set error.
The relative errors ∆
CCSD(T)
rel with respect to the CCSD(T) reference values are also
computed, using both the DZVP and the TZV2P primary basis sets. DFT performs
reasonably well for neutral and positively charged water clusters, but it fails for the
negatively charged clusters. As expected, GPW and LRIGPW show an equivalent
behavior in comparison to CCSD(T), see Figure 5.8(d,e).
For the DARC subset, we find that pure DFT is insufficient as soon as aromatic
compounds are involved in the reaction, see Figure 5.8(f). Regarding the fitting,
LRIGPW reproduces again the GPW energies very well. The S22 subset includes the
binding energy of several hydrogen bonded dimers such as NH3 and H2O, for which
DFT yields accurate values and LRIGPW works smoothly, see Figure 5.8(g). For
the complexes, where dispersion interactions are predominant, DFT fails drastically.
However, the fitting remains stable except for reaction 15, which labels a stacked
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Figure 5.8.: Decomposition/reaction energies for the GMTKN24 subsets WATER27, DARC
and S22. Relative errors with respect to GPW ∆GPWrel at the DZVP level for WATER27
using the (a) m-aux and (b) l-aux basis sets. (c) Absolute errors ∆GPWabs with respect to
GPW. Relative errors ∆
CCSD(T)
rel with respect to CCSD(T) for WATER27 at (d) the DZVP
and (e) TZV2P level and for (f) DARC and (g) S22 at the TZV2P level.
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Figure 5.9.: (a) Lattice optimization for a graphene sheet. Displayed are the relative en-
ergies. E0 is the total energy at the equilibrium lattice constant. (b) Dissociation curve of
HF. z indicates the H-F distance and z0 the equilibrium distance.
conformation of two DNA bases. In this case, a break down of the LRI approach has
been observed using TZV2P as primary basis. At the DZVP level instead, LRIGPW
is stable for this reaction, deviating from GPW by 1.8 kJ/mol. These results suggest
that the m-aux basis sets are not always flexible enough to capture the detailed
features of the electronic structure at the TZV2P level.
5.5.3. Graphene lattice and HF dissociation curve
In order to test the performance of LRIGPW for 2D periodic materials, a lattice
parameter optimization of graphene is carried out. The total energy of the graphene
layer has been evaluated by varying progressively the lattice parameter from 2.40
to 2.56 A˚, and accordingly re-scaling the coordinates. The energy has been plotted
dependent on the lattice constants, showing that the equilibrium is reached for a0
between 2.46 and 2.47 with both methods, see Figure 5.9. However, for larger lattice
constants, the LRIGPW curve deviates slightly from the GPW results, suggesting
increasing errors for longer C-C bond lengths.
To assess the accuracy of the LRI approach for atom pairs that are far apart, the
dissociation curve for the HF monomer has been computed, see Figure 5.9(b). One
could expect that at larger distances, when the interaction is still present, but the
atoms are already separated, the fitting of pair densities becomes less accurate. The-
oretically, numerical instabilities could lead to “density ripples” at distant points in
space. In practice, such problems have not been observed. The GPW and LRIGPW
dissociation curves agree perfectly. Also the dissociation limit, where the density be-
tween hydrogen and fluoride is quasi zero, is modeled accurately. The LRI basis sets
are apparently flexible and diffuse enough to prevent a break down of LRI in the disso-
ciation region. Stability issues have also never been encountered in the periodic case,
which might be partly attributed to automatically set cutoffs for hardly overlapping







































Figure 5.10.: Results for the 18 symmetry inequivalent ice XV structures. (a) Relative
energies Erel per molecule are defined as (E − Eaver)/Nmol, where E is the total energy of
the supercell, Eaver the average of all 18 structures and Nmol the number of molecules in
the supercell. (b) Net dipole moments obtained by the Berry phase approximation. (c) Net
dipole moments calculated from MLWO. Note that the curves in (b) and (c) are exactly on
top of each other.
densities, i.e. pairs that are very far apart and that could establish a problem are not
considered anyway.
5.5.4. Ice XV
The energetic differences between the 18 symmetry inequivalent ice XV structures
are rather subtle and provide a tough test for the LRIGPW approach. In Fig-
ure 5.10(a) the total energies per molecule are reported with respect to the average.
The black curve shown Figure 5.10(a) resembles closely the curve obtained with PBE
in Ref. [224]. Small deviations must be attributed to different basis sets and the
inclusion of the D3 correction. The differences between the 18 structures are in a
small range of 1 kJ/mol. GPW and LRIGPW consistently predict that 9A2 is the
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Figure 5.11.: IR-spectra obtained for the 7B1 structure of ice XV based on normal mode
analysis. The spectra are broadened by Lorentzian functions with a full width at half
maximum (FWHM) of 40cm−1.
global minimum structure. Using the m-aux basis sets, deviations are observed for
the structures with C-type and partly with A-type hydrogen bonding. Increasing the
auxiliary basis sets, the accuracy is noticeably improved and only small deviations
remain for the 4A1, 7A1 and 9A1 structures.
The net dipole moments obtained from the Berry phase approximation are presented
in Figure 5.10(b). Their values seem to be insensitive to the inaccuracies introduced
by the density fit. LRIGPW and GPW dipoles match exactly. In the periodic case,
the Berry phase dipoles are defined modulo a certain period determined by the cell
dimensions. In order to retrieve the unshifted values, the net dipole moments have
been calculated from molecular dipoles estimated from MLWO, see Figure 5.10(c).
Again, GPW and LRIGPW dipole moments agree perfectly. Furthermore, we find
that 2A1, 2B1 and 2C1 have a net dipole moment of exactly zero, while 9A1 and 9B2
have very small residual dipoles.
The IR-spectrum of the 7B1 structure has been computed with GPW and LRIGPW
and is displayed in Figure 5.11. The main spectral features are well reproduced by
LRIGPW. However, the differences are noticeable, especially the additional peak at
1350 cm−1. These inaccuracies are most likely attributed to the incremental approach
used to obtain the spectra. The IR-spectra are obtained from static calculations
within the harmonic approximation as outlined in Section 5.4. For such an approach,
the derivatives of the forces (Hessian) and the derivatives of the dipole moments with
respect to the atomic positions have to be computed. The intensities and shifts of the
IR-bands are very sensitive to inaccuracies in these derivatives. In CP2K, the Hessian
and the dipole derivatives are obtained from finite differences, which is less accurate
than using an analytical approach. For LRIGPW, these derivatives are additionally
affected by numerical noise when using the inverse of the overlap matrix S. As dis-
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cussed in Section 5.3, the overlap matrix has generally very large condition numbers
for the auxiliary basis sets used, which limits the stability of the SCF convergence.
In a finite difference approach, the atoms are incrementally shifted and the SCF is
converged for each configuration. The differences in total energy between these incre-
ments can be in the range of the numerical accuracy when using simply the inverse
of S. As a consequence, no distinct IR bands are obtained, but only numerical noise.
However, the numerical stability is mostly recovered by computing the pseudoinverse
for at least the most problematic atomic pairs. The numerical stability could be
further improved by increasing the threshold for the accepted singular values when
constructing the pseudoinverse. On the other hand, this would reduce the quality of
the density fit as discussed in Section 5.3.3. When computing the derivatives with a
finite difference approach, we carefully have to balance numerical stability and flexi-
bility in the density fitting. This might have non-negligible effects on the IR-spectra
which are very sensitive to errors in the Hessian and the dipole derivatives. However,
a better agreement between LRIGPW and GPW spectra is expected if the derivatives
would be calculated analytically.
5.5.5. Molecular crystals
Cohesive energies
The five investigated molecular crystals are characterized by intermolecular interac-
tions of different nature, i.e., electrostatic polarization, hydrogen bonding, and dis-
persion forces. The computed and measured cohesive energies, Ecoh, are listed in
the upper part of Table 5.5. The experimental values are derived from sublimation
energies ∆Hs. When comparing to experiment, it is to note that the temperature-
dependence and zero-point vibrational energies are not considered for the computed
values. The cohesive energies of molecular crystals have been calculated at the MP2
level previously and good agreement with experimental values is reported for the five
crystals under investigation [54,227,230,231]. However, even at the PBE-D3 level, the
computed Ecoh compare reasonably well to experiment. In fact, the results for formic
acid and succinic anhydride are in remarkably good agreement with the experimental
values.
LRIGPW reproduces the cohesive energies computed with GPW very well. Abso-
lute differences are smaller than 5 kJ/mol and relative deviations are smaller than 5%.
By increasing the size of the auxiliary basis sets, the maximal deviation is reduced to
less than 2 kJ/mol corresponding to a relative difference of 2%. The absolute errors
are in any case within the margins of the CP correction ECP, see Table 5.5. Note that
ECP is determined by the primary basis sets. Within the error range of the fit, the
same ECP are obtained with LRIGPW.
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Table 5.5.: CP corrected cohesive energies Ecoh (kJ/mol) for structures and cells relaxed at
the GPW level. Lattice parameter abc (A˚) of the unit cell for NH3, CO2, formic acid (FA),
urea (U) and succinic anhydride (SA). The CP correction and the difference ∆GPW with
respect to GPW are given in kJ/mol as well. Note that for NH3 and CO2 a = b = c. δGPW
is the ratio: difference/GPW value.
GPW LRIGPW (m-aux) LRIGPW (l-aux) Experiment∗
Ecoh CP Ecoh ∆GPW Ecoh ∆GPW Ecoh
NH3 −44.3 −1.5 −44.9 0.6 −44.3 0.0 −36.3
CO2 −24.1 −1.8 −23.9 0.2 −23.4 0.7 −31.1
FA −68.7 −3.5 −70.8 2.1 −69.8 1.1 −68
U −111.0 −4.2 −106.3 4.7 −111.0 0.0 −92
SA −81.3 −3.5 −85.1 3.8 −83.2 1.9 −81
GPW LRIGPW (m-aux) LRIGPW (l-aux) Experiment†
abc abc δGPW% abc δGPW% abc
NH3 5.035 4.941 1.9 4.986 1.0 5.048
CO2 5.720 5.626 1.6 5.656 1.1 5.550
10.328 − − 10.236 0.9 10.241
FA 3.604 − − 3.561 1.2 3.544
5.374 − − 5.354 0.4 5.356
5.572 5.522 0.9 5.547 0.4 5.645
U 5.572 5.522 0.9 5.547 0.4 5.645
4.704 4.704 0.0 4.692 0.2 4.704
5.385 − − 5.391 0.1 5.426
SA 6.960 − − 6.954 0.1 6.975
11.700 − − 11.540 1.4 11.717
∗for experimental Ecoh see [227,230] and SI of [231]; † for abc [226,227,230]
Lattice vectors
The cell relaxation with both, GPW and LRIGPW, preserves the orthorhombic or, in
the case of NH3 and CO2, cubic symmetry. Only for urea, the lattice vectors deviate
by 1-2◦ from an orthorhombic symmetry. Comparing the GPW results to experiment,
relatively large deviations of up to 3% are observed. One source of error is for sure
that we have neglected that the cell optimizations are also affected by the BSSE.
Using LRIGPW in combination with the m-aux basis sets, the lattice parameters
did not convergence for formic acid and succinic anhydride and many steps have been
required for the other crystals. Providing more flexibility by employing the l-aux basis
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sets, the cell parameters converged smoothly and differ typically by less than 1% from
the GPW results. The error introduced by the fit is probably not much larger than the
BSSE. The latter might be severe since the cells have been relaxed at the DZVP level.
Note that BSSE-free equilibrium lattice constants can be in principle obtained from
an indirect approach, which is computationally less efficient, see Ref. [224, 227, 230]
for details.
5.5.6. Computational efficiency of LRIGPW
The SCF convergence with GPW and LRIGPW requires approximately the same
number of SCF steps to reach convergence. Slower convergence is only observed for
systems with an extremely ill-conditioned overlap matrix S, but the problem can be
solved applying the pseudoinverse.
The total run times reported in Figure 5.12(a) refer to single point calculations of
water boxes with NH2O molecules, which are carried out on NH2O/2 cores of a Cray
XC40 machine. The major objective of LRIGPW is to reduce the computational
cost for the grid-based operations as discussed in Section 5.2.1. And indeed, the
time required for the collocation of the density and the integration of the potential is
drastically reduced with LRIGPW and becomes in fact negligible, see Figure 5.12(a).
The grid-operations are speeded up by a factor of 20-50 with respect to GPW. These
speed-ups do not directly translate in an acceleration of the SCF iteration because LRI
introduces also additional overhead. The density has to be fitted at each SCF step
and Equation 5.9 has to be solved for each pair. Moreover, summing up the expansion
coefficients in order to obtain {a˜Xi } requires additional MPI communication since the
pairs are distributed.
The speed-up of the SCF step is system-dependent. For isolated systems, the
speed-up is negligible since the number of pairs is not much larger than the number of
atoms. On the contrary, a very large number of pairs is generated for periodic systems,
like liquid water. For the medium-sized water boxes, the SCF step is accelerated by a
factor of 3-5 depending on the platform, see Figure 5.12(b). The speed-up is noticeably
smaller for large water boxes since the grid-operations contribute less to the total run
time. Grid-operations require more than 90% of the total run time for 128 H2O
compared to 71% for 512 H2O, see Figure 5.12(a).
The efficiency of LRIGPW depends also on the size of the auxiliary basis sets.
Larger basis sets do not increase the time for the grid-operations significantly, but
have an impact on the density fitting operations. The speed-up factors are a bit
smaller for the l-aux basis set, but still in the range of 2-4, see Figure 5.12(b).
The acceleration of the SCF iterations is also to some extent platform-dependent
which is due to the fact that the relative performance of particular operations depends
on the system architecture. Namely, grid-operations on CrayXC40 cores are faster
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Figure 5.12.: Timings for GPW and LRIGPW on a Cray XC40 machine (Dora). (a) Total
GPW run time and time for grid-based operations for liquid water boxes of different sizes.
(b) Speed-up of the SCF step for an isolated water cluster of 20 molecules and liquid water
on Cray XC30 (Daint) and Cray XC40 (Dora) machines. (c) Speed-up of the SCF step for
ice XV dependent on the grid cutoff. (d) Time per MD step for liquid water (128 molecules)
limiting the number of SCF steps to 5. LRI init indicates the time needed for initializing
the LRI matrices prior to the SCF. For water boxes with NH2O molecules, NH2O/2 MPI
processes are spanned. For (H2O)20 and ice XV, 8 and 32 processes are used, respectively.
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relative to other operations, such as matrix multiplications etc., than on CrayXC30
cores. The possible speed-up we can gain with LRI is thus smaller.
In Figure 5.12(c) the SCF speed-up is reported dependent on the grid cutoff for the
2B1 structure of ice XV. Generally, the speed-ups are 5 times larger than for liquid
water due to the triclinic symmetry of the ice XV boxes. For orthorhombic cells, grid-
operations can be simplified by separating the spatial directions, thereby reducing the
computational cost. The GPW grid-operations are thus more expensive for triclinic
cells, while the computational cost is not significantly increased for the LRIGPW grid
operations. Since the LRI overhead is independent of the cell symmetry, LRIGPW is
more efficient with respect to GPW for non-orthorhombic boxes. LRIGPW becomes
even more efficient when increasing the cutoff. For 1000 Ry, a factor of more than 25
is observed for the SCF speed-up.
The time per MD step for a liquid water box of 128 H2O is reported in Fig-
ure 5.12(d). The number of SCF steps has been set to five to ensure a fair com-
parison. Even though the SCF is accelerated, the MD step takes 5 times longer with
LRIGPW. This is due to the high computational cost related to the initialization of
the LRI matrices. Almost 85% of the time is spent for calculating the LRI integrals
and the inversion of the overlap matrix S. The most time-consuming part is the cal-
culation of (a|b|a˜), (a|b|b˜) and their derivatives. As mentioned before, an alternative
integral scheme has been developed to replace the OS procedure. With the SHG
scheme, the time for integrals and derivatives is already reduced by a factor of 2.5, see
Figure 5.12(d). So far, the SHG implementation is merely a β-version and requires
more optimization to be truly efficient. More effort is also required to minimize the
computational cost for the inversion of S.
The memory requirements of LRIGPW are also rather large since the precomputed
LRI matrices are stored for each atom pair. This is not a major obstacle on high
performance computing platforms, but on local computer clusters, and further opti-
mization is necessary.
5.6. Conclusions
In this chapter, a local density fitting approach has been introduced within GPW in
order to reduce the prefactor for the construction of the KS matrix. For periodic sys-
tems, the grid-based part of the calculation, such as the collocation of the density and
integration of the potential, clearly dominates the calculation of the KS matrix and
the overall run time. The computational demands for these operations are massively
decreased with LRI since they are performed for each atom instead for each atom
pair.
LRIGPW requires an independent set of auxiliary functions as input. Medium-
and large-sized auxiliary basis sets have been generated from geometric progressions
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without further need of optimization. Instability issues due to the size of these basis
sets are addressed by computing the pseudoinverse instead of the inverse for ill-defined
overlap matrices.
The accuracy of LRIGPW has been assessed for a wide range of systems. Total
energies, reaction energies, intramolecular and intermolecular structure parameters
are well reproduced by LRIGPW. This has also been found for the cohesive energies
of five different molecular crystals. The difference to the GPW result is significantly
smaller or at least not larger than the CP correction. Good agreement with respect to
the GPW reference has been also found for the relative energies of the 18 symmetry
inequivalent structures of ice XV. Especially, the net dipole moments are exactly
reproduced. Furthermore, LRIGPW proved to be stable within the dissociation limit
and applicable for lattice optimizations of 2D and 3D periodic structures. The m-aux
basis sets appeared to be applicable for almost all systems and properties. Employing
larger auxiliary basis sets improves the results, particularly for cell relaxations and
structural properties extracted from MD trajectories such as RDFs. Generally, the
m-aux basis sets yield accurate results for primary basis sets of DZVP as well as
TZV2P quality. However, providing more flexibility by adding more functions might
be occasionally necessary at the TZV2P level.
For LRIGPW, the computational cost of the grid-dependent operations becomes
negligible. This is reflected in a speed-up of the SCF step which depends on the
symmetry of the simulation cell, the size of the system, the grid cutoff and (slightly)
on the computing platform. For orthorhombic cells, speed-up factors of 2-5 are ob-
served for relatively low grid cutoffs, whereas the SCF is speeded-up by a factor of
15 for triclinic cells. However, the initialization of the LRI matrices prior to the SCF
becomes especially time-consuming when forces are required. So far, the MD step is
in fact slower with LRI. The optimization of the initialization is in progress and the
first version of a new integral scheme showed already some success. Moreover, the
SCF step can be further accelerated by improving the parallelization strategy and
removing communication overhead. Further development of LRIGPW also includes
the extension to meta-GGAs which requires some LRI specific modifications for the
kinetic energy density τ .
6. Integral evaluation of contracted solid
harmonic Gaussian functions
An integral scheme based on solid harmonic Gaussians is introduced for the efficient
calculation of two-center overlap integrals and their derivatives. Such integrals are
important for the local resolution of identity (LRI) approach discussed in Chapter 5.
The evaluation of the overlap (a|b) has been adapted from Ref. [232]. However, LRI
requires also the computation of the integrals (a|b|a˜) and (a|b|b˜), where two functions
are centered at A and B, respectively. The mathematical expressions for the latter are
derived based on the differentiation rules of the spherical tensor gradient operator and
have been formally proved for arbitrary quantum numbers l. The scheme presented
herein is superior to the Cartesian Gaussian-based Obara-Saika scheme. A speed-up
of factor 2.5 is already observed for the integrals and their derivatives even though
the current implementation is still inefficient and requires more optimization.
6.1. Introduction
Rapid evaluation of analytical integrals is important for a wide range of methods in
quantum chemistry. The computation of overlap integrals is required for quantum
mechanics (QM), molecular mechanics (MM) and hybrid QM/MM methods. Many
ab initio codes use Gaussian functions as orbital basis and numerous integral schemes
for the evaluation of Gaussian overlap integrals have been proposed [216, 232–241].
A popular approach is the Obara-Saika (OS) scheme [216] which employs a recursive
formalism over Cartesian Gaussian functions. Recurrence relations are also used in the
McMurchie-Davidson scheme [233] based on Hermite Gaussian functions. Commonly,
QM codes utilize spherical harmonic Gaussians (SpHG) since for a given angular
momentum l the number of Cartesian Gaussian functions is greater or equal to the
number of SpHGs, i.e., (l+1)(l+2)/2 Cartesians compare to 2l+1 spherical harmonics.
Thus, intermediary integrals are computed in a primitive Cartesian Gaussian basis
followed by a transformation to contracted SpHG integrals.
An alternative integral scheme employs contracted solid harmonic Gaussian (SHG)
functions, which correspond to SpHG functions after appropriate manipulation of the
normalization constant. The formulation of these integrals is based on the spheri-
cal tensor gradient operator (STGO) [242, 243] and Hobson’s theorem of differenti-
ation [244]. The resulting expressions contain an angular momentum part that is
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independent of the exponent. This part is obtained by relatively simple recursions
and can be pre-computed and re-used multiple times. The contraction is performed
only for integrals of s-functions. Unlike for Cartesian functions, subsequent transfor-
mation and contraction steps are not required. The SHG-integral approach is superior
to Cartesian-based methods especially for highly contracted orbital basis sets where
the subsequent contraction step is otherwise dominant.
In this work, the SHG scheme is employed for the overlap integrals required for
the LRIGPW (local resolution of identity for Gaussian and plane waves) method
implemented in the CP2K program package [121,191], see Chapter 5. An SHG-based
integral scheme is particularly efficient when LRIGPW is used in combination with
the highly contracted Molopt basis sets [122]. These basis sets and the corresponding
auxiliary basis sets are so-called family basis sets, i.e., the same set of exponents
is used for all angular momentum states. In this case, the contraction vector can
also be re-used multiple times. The evaluation of the two-center overlap integrals
(a|b) follows closely the procedure developed by Giese and York [232]. LRIGPW
requires also overlap integrals of the type (a|b|a˜) and (a|b|b˜), where two different
functions are located at center A and B, respectively. The extension of the expressions
given by Giese et al. to these type of integrals is not straightforward and requires as
intermediate step the evaluation of the integrals (a|r2na |b) and (a|r2nb |b). The formulas
for (a|r2na |b), (a|r2nb |b), (a|b|a˜) and (a|b|b˜) are derived applying the STGO and are
proved to be valid for all n ∈ N. An implementation of a β-version of the SHG
integrals and their derivatives is discussed. The performance of the SHG integrals is
compared to the Cartesian-based OS scheme.
6.2. Integral and derivative evaluation
6.2.1. Definitions and notations
The notation used herein corresponds to Ref. [232,245,246]. The unnormalized, primi-
tive SHG is given by
χl,m(r, α) = Cl,m(r) exp (−αr2) (6.1)






are obtained by rescaling the standard spherical harmonics Yl,m(θ, φ). The primitive
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Since the integrals in CP2K are in fact based on SpHGs, we have to correct for the fac-
tor k =
√
(2l + 1)/4pi accordingly. Contracted SpHG functions ϕl,m are constructed















22l+3(l + 1)!(αi + αj)l+3/2
]−1/2
(6.5)
as defined in Ref. [247]. For convenience, the factor k is in the following included in
the normalization constant Nl, i.e Nl = kN˜l.
We further introduce the regular scaled solid harmonics Rl,m. The relationship
between the regular solid harmonics Cl,m and Rl,m is
Rl,m(r) =
1√
(l −m)!(l +m)!Cl,m(r). (6.6)
The regular scaled solid harmonics are complex and can be decomposed into a real






The cosine and sine parts can be constructed from recursion relations as discussed
below. In the following, we use the notations,
ra = r−Ra
rb = r−Rb
r2ab = |Ra −Rb|2
(6.8)
where Ra references the position of the Gaussian center A and Rb the position of
center B. The scalar derivative of X(r2ab) with respect to the square-separation r
2
ab








6.2.2. Overlap integrals (a|b)
In this section, the expressions for the two-center overlap integrals of two contracted





follows the work by Giese and York [232] adapting changes related to different nor-
malization constants accordingly.
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Derivation of the integral expressions







where the differential operator Cl,m(∇) is referred to as STGO. The derivation of the
overlap integrals starts now by noting that exp(−αr2) is an eigenfunction of Cl,m(∇)






where Cl,m(∇a) acts on Ra. A solid harmonic s-function is simply given by χ0,0(r) =





Inserting this expression in Equation 6.10 gives the following formula for the overlap
integrals
(a|b) = Cla,ma(∇a)Clb,mb(∇b)S(r2ab). (6.14)
The integral S(r2ab) corresponds to the contracted overlap of s-functions and depends
on the square separation r2ab, see Equation 6.18. Considering this integral scheme as a
Gaussian multipole expansion of a diffuse charge density, S(r2ab) can be interpreted as
the monopole result. The product and differentiation rules for the STGO [236–238,














where the prefactors are
Al,m = (−1)m
√
(2− δm,0)(l +m)!(l −m)! (6.16)
Bj,κ =
1
(2− δκ,0)(j + κ)!(j − κ)! . (6.17)
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denoting the overlap of two primitive s-functions as
(0a|0b) =
∫








where ζαβ = αβ/(α+ β). The expression for (0a|0b) given in Equation 6.19 is used to













in Equation 6.15 refers to elements of the 2×2 matrix
Qlama,lbmb,jκ built from the real translation matrix described in the following part.
Positive m reference a cosine (c) and negative m a sine (s) component which is dis-
cussed in detail below.




ϕlama(r−Ra)O(r− r′)ϕlbmb(r′ −Rb)drdr′, (6.21)
given that the integrals for la, lb = 0 are a function of the square separation r
2
ab. Solely
the expression for S(r2ab) is modified replacing (0a|0b) by (0a|O|0b). For more details
see Ref. [232].
The real translation matrix
The matrix Qlama,lbmb,jκ is obtained from the real translation matrix Wlm,jκ which





where the label µ indicates that we insert in this case only positive values,i.e. µ = |m|.























































The resulting matrix contains four entries where positive m refer to a cosine (c)
component and negative m to a sine (s) component, i.e.,
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Qcclama,lbmb,jκ: ma,mb ≥ 0
Qcslama,lbmb,jκ: ma > 0, mb < 0
Qsclama,lbmb,jκ: ma < 0, mb > 0
Qsslama,lbmb,jκ: ma < 0, mb < 0.
For example, the cc component is addressed for the overlap of ϕ3,2(ra) and ϕ4,1(rb)
and sc for ϕ3,−2(ra) and ϕ4,1(rb).
The elements of the transformation matrix Wlm,jκ are also defined for negative m.
The expressions for Wlm,jκ have been adapted from Ref. [245,246] reversing the sign




















The cosine Rcl,m(r) and sine component R
s
l,m(r) of the regular scaled solid harmonics,
see Equation 6.7, are obtained by relatively simple recursion relations [245,246]
Rc00 = 1 (6.26)

















(l +m+ 1)(l −m+ 1) , 0 ≤ m < l (6.30)
where r = (x, y, z). The usage of c/s in the last recurrence formula indicates that
the relation is used for both, Rclm(r) and R
s
lm(r). The recursions are only valid for
positive m. However, the regular scaled solid harmonics are also defined for negative




Note that these symmetry relations have to be employed for the evaluation of R
c/s
l−j,µ−κ
since µ− κ can be also negative. Furthermore, only elements with l− j ≥ µ± κ give
non-zero contributions.
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As is easily verified, the matrix elements of Wlm,jκ obey the same symmetry rela-
tions with respect to sign changes of m,
W cclm,jk = (−1)mW cclm,jk
W cslm,jk = (−1)mW cslm,jk
W sclm,jk = −(−1)mW sclm,jk
W sslm,jk = −(−1)mW sslm,jk
(6.32)
where we have used the notation m = −m. These symmetry relations are not impor-
tant for the evaluation of Wlµ,jκ since µ ≥ 0 by definition. However, they are required
for the evaluation of the derivatives discussed below.
6.2.3. Integrals (a|r2na |b) and (a|r2nb |b)
The expressions for (a|r2na |b) and (a|r2nb |b) are fundamental for the derivation of the











b ϕlbmb(rb)dr, n ∈ N (6.34)
is not straightforward. Equation 6.15 cannot be simply adapted by replacing (0a|0b)
with (0a|r2na/b|0b) since this would only be valid for operators of the type O(r− r′).
The product χl,m(ra)r2na in terms of the STGO
The operator r2na depends on the position Ra and Cl,m(∇a) is acting on the product





a = Cl,m(ra) exp (−αra)r2na . (6.35)
The expression of this product in terms of the STGO Cl,m(∇a) is non-trivial. The
derivation is again based on the application of Hobson’s theorem and has been at-
tempted in the first place for specific n starting from n=0, see Equation 6.12. The
solutions have been then built recursively up to n=5, see Appendix C.1. From these,












(l + j − 1)!
(l − 1)!αj exp
(−αr2a)r2(n−j)a , (6.36)
and proved to be valid for all n ∈ N, see Appendix C.2. Note that we obtain n terms
for χl,m(ra)r
2n
a multiplied with the corresponding combinatorial factors.
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Derivation of integral expressions
Inserting Equations 6.36 and 6.13 in Equation 6.33 yields
(a|r2na |b) = Cla,ma(∇a)Clb,mb(∇b)Ta(r2ab), (6.37)
where Ta(r
2
ab) is again the monopole results for the given integral. The derivation
follows now the same procedure as for the overlap (a|b). The final result is
































(la + j − 1)!
(la − 1)!αj (0a|r
2(n−j)
a |0b)(k). (6.39)






















with c = α+ β and ζαβ = αβ/c. Equation 6.40 has been validated for m = 0,...,5; see
Appendix C.3. A proof of the given formula for all m ∈ N is similarly elaborate as
for Equation 6.36 and has not been accomplished yet. The derivatives of (0a|r2ma |0b)
are obtained by applying the Leibniz rule of differentiation [249]. The general formula
and the explicit expressions for 0 ≤ m ≤ 5 are given in Appendix C.3. Note that
Equation 6.38 is identical to Equation 6.15 except that the integral S(r2ab) is replaced
by Ta(r
2
ab) representing a sum of integrals. The formulas for (a|r2nb |b) are analogous
to (a|r2na |b) substituting Ta(r2ab) by Tb(r2ab),













where the derivative of Tb(r
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(lb + j − 1)!
(lb − 1)!βj (0a|r
2(n−j)
b |0b)(k). (6.42)
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and has been as well only verified for 0 ≤ m ≤ 5.
6.2.4. Overlap integrals (a|b|a˜) and (a|b|b˜)
The two-center overlap integrals of the type (a|b|a˜) and (a|b|b˜) include two functions







The integrals (a|b|a˜) or (a|b|b˜) are not as easily derived for SHG functions as for
Cartesian Gaussian functions. The complications arise from reducing the product of
two functions located at the same atom to one function. For Cartesian Gaussians, the
exponents and the angular momentum of the two functions are simply added as shown
in Equation 5.42. However, this is not possible for SHGs. First, the expression of the
product of two SHGs in terms of the STGO is derived. Then the integral expressions
are rationalized.
Product of two SHGs at the same center
The derivation for two primitive SHG functions at Ra starts by using the definitions
given in Equations 6.1 and 6.2,
χl,m(α, ra)χl˜,m˜(α˜, ra) = Cl,m(ra) exp(−αr2a)Cl˜,m˜(ra) exp(−α˜r2a)
= λ exp
(−α′r2a)Yl,mYl˜,m˜rl+l˜a (6.46)















where GL,l,l˜M,m,m˜ are the Clebsch-Gordon (CG) coefficients and |l− l˜| ≤ L ≤ l+ l˜. Note
that this expansion of the product of spherical harmonics is valid since they form a
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complete set of orthonormal functions. A similar expansion for solid harmonics is
not possible since this would require the completeness of the latter in R3. Inserting
the CG expansion in Equation 6.46 (1), re-introducing solid harmonics (2) as defined






























The L quantum numbers of the non-zero contributions in the CG expansion proceed
in steps of two starting from Lmax = l + l˜. Thus, l + l˜ − L is always even and we can
express χL,M(α





















employing the notation p = (l + l˜ − L)/2.
Derivation of integral expressions
Having an expression for the product of primitive SHG functions, the further steps in
the derivation of the (a|b|a˜) integrals are analogous to the (a|b) integrals. Inserting





























(La + j − 1)!
(La − 1)!(α′)j (0a
′ |r2(p−j)a |0b),
(6.52)




′, ra)r2ma χ0,0(β, rb)dr, (6.53)
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is given in Equation 6.40. The derivation proceeds as for the (a|b) and (a|r2na |b)
















The integral (a|b|a˜) can be considered as a sum of (a|r2na |b) integrals, introducing
some modifications due to normalization and contraction. The expression for (a|b|b˜)
is analogous and is obtained by replacing Pa by Pb, defined in Equation 6.56, and







































(Lb + j − 1)!




where β′ = β + β˜.
6.2.5. Derivatives
The derivatives of the integrals (a|b), (a|r2na |b), (a|r2nb |b), (a|b|a˜) and (a|b|b˜) are ob-
tained by applying the product rule to the r2ab-dependent quantity and the angular-
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The derivatives of (a|r2na |b) and (a|r2nb |b) are obtained from Equations 6.57 by substi-




ab), respectively. For (a|b|a˜) and (a|b|b˜), we replace
by Pa(La, r
2
ab) and Pb(Lb, r
2
ab) considering additionally the CG expansion.
For the derivatives of Q˜
c/s,c/s
lama,lbmb,j
, the differentiation rules of the real scaled solid



































where (±1)m = 1 if m ≥ 0 and (±1)m = −1 if m < 0. Note that the derivative of Rcl,m
with respect to y is constructed from the sine and Rsl,m from the cosine components.
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A special case has to be considered for the x, y components, whenm = 0. The matrices




la,ma,lb,−1,jκ are never calculated since the real translation
matrix Wlµ,jκ is evaluated only for positive m, see Equation 6.22. However, we can
use the symmetry relations given in Equations 6.32. For example if ma = 0, the




and for the y derivative we employ the symmetry relations:
Q˜scla,−1,lb,mb = −(−1)Q˜scla,1,lb,mb
Q˜ssla,−1,lb,mb = −(−1)Q˜ssla,1,lb,mb .
(6.64)
Note that calculating the Cartesian derivatives of the SHG integrals requires only
to increase the scalar derivative of the monopole integral by +1 and to combine the
lower-order matrix elements of Q
c/s,c/s
lama,lbmb,jκ
linearly. Compared to Cartesian-based
integral schemes, the effort for the recursive part of the calculation is not increased.
6.3. Implementation details
The SHG integrals have been implemented within the LRIGPW framework described
in Chapter 5. For LRIGPW, the integrals (a|b), (a˜|b˜), (a|b|a˜) and (a|b|b˜) are required
where a, b reference primary basis functions and a˜, b˜ auxiliary basis functions.
In order to obtain (a|b|a˜) and (a|b|b˜), the two SHG functions at the same center are
summarized employing the CG expansion given in Equation 6.48. The CG coefficients
for SHGs are computed by multiplying Equation 6.48 by YL,M(θ, φ) and integrating
GL,l,l˜M,m,m˜ =
∫
YL,M(θ, φ)Yl,m(θ, φ)Yl˜,m˜(θ, φ)dΩ, (6.65)
where θ and φ are the angular coordinates of the spherical polar system. Note that we
assume in Equation 6.48 an expansion in real spherical functions and insert actually
real rather than complex spherical harmonics in Equation 6.65. The permissible values
for L range in steps of 2 from |l − l˜| to l + l˜, but not all possible combinations with
M give non-zero contributions. For l, l˜ ≤ 2, the product of two spherical harmonics
is expanded in not more than four terms. However, the number of terms progresses
with increasing l + l˜.
The pseudocode for the implementation of the SHG integrals for LRIGPW is
shown in Figure 6.1. Since the CG coefficients do not depend on the atom posi-
tions, the non-vanishing CG coefficients are pre-calculated before entering the loop
over pairs and are re-used for each atom pair. The matrix Q˜l1m1,l2m2(j, rab), de-
fined in Equation 6.58, and its Cartesian derivatives are only calculated once per
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Tabulate CG coefficients GL,l,l˜M,m,m˜
Loop over all pairs AB
lmax = MAX(la,max + l˜a,max, lb,max + l˜b,max)
Pre-tabulate Rcl,m(rab) and R
s
l,m(rab) 0 ≤ l ≤ lmax
Pre-calculate matrix Q˜l1m1,l2m2(j, rab) 0 ≤ (l1, l2) ≤ lmax
Compute derivatives of S(r2ab) and S˜(r
2
ab)





Calculate (a|b) = ∑j {Sa(r2ab)}′ Q˜c/s,c/slama,lbmb(j, rab)
Calculate (a˜|b˜) = ∑j {S˜a(r2ab)}′ Q˜c/s,c/sl˜am˜a,l˜bm˜b(j, rab)
Calculate (a|b|a˜) = ∑La,Ma GLa,la,l˜aMa,ma,m˜a∑j {Pa(La, r2ab)}′ Q˜c/s,c/sLaMa,lbmb(j, rab)
Calculate (a|b|b˜) = ∑Lb,Mb GLb,lb,l˜bMb,mb,m˜b∑j {Pb(Lb, r2ab)}′ Q˜c/s,c/slama,LbMb(j, rab)
End AB loop
Figure 6.1.: Pseudocode for calculating SHG integrals (a|b), (a˜|b˜), (a|b|a˜) and (a|b|b˜) for
LRIGPW, where a, b refer to functions of the primary and a˜, b˜ to functions of the auxiliary
basis set set. The notation {X(r2ab)}′ indicates that the (l1+l2-j)-th derivative of X with
respect to r2ab is taken.
pair because they are independent of the exponents and can be used for (a|b), (a˜|b˜),
(a|b|a˜) and (a|b|b˜). Then, the scalar derivatives of the integrals over primitive s-









(k). The integrals and their Cartesian derivatives are finally computed from
the contracted s-integrals and Q˜l1m1,l2m2(j, rab). The evaluation of (a|b|a˜) and (a|b|b˜)
is so far restricted to la/b + l˜a/b = 11 because the calculation of Pa/b(r
2
ab) is limited to
p = (la/b + l˜a/b − La/b)/2 ≤ 5, see Equations 6.52 and 6.56. In practice, this is more
than sufficient.
Potentially, the SHG scheme is superior to the Cartesian-based OS scheme, es-
pecially for highly contracted basis sets. Within the OS scheme, the intermediate
integrals of primitive Cartesian Gaussian functions are computed and subsequently
contracted and transferred to integrals of SpHGs. For SHG integrals on the other
hand, the contraction is only performed for the integrals over s-functions and the
transformation to SpHGs is trivially accomplished by manipulating the normaliza-
tion constant. Furthermore, the Cartesian integrals are computed recursively for each
primitive, whereas in the SHG scheme recursive operations are only required for eval-
uating R
c/s
l,m. The computational cost for computing the latter is negligible since they
can be pre-tabulated and re-used multiple times. The SHG scheme gets especially
efficient when derivatives of the integrals are required. The derivatives of Cartesian
Gaussians are constructed from higher-order angular functions (i.e., l + 1) whereas
the derivatives of R
c/s
l,m are constructed from combinations of (l − 1) harmonics. In
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Table 6.1.: Ratio of the integral timings comparing the Obara-Saika (OS) and the solid
harmonic Gaussian (SHG) scheme for different primary and auxiliary basis sets. m-aux
indicates the medium-sized and l-aux the large auxiliary basis set. The time for evaluating
all integrals, i.e. (a|b), (a˜|b˜), (a|b|a˜) and (a|b|b˜), and their derivatives has been measured.
ratio
DZVP TZVP TZV2P
m-aux l-aux m-aux l-aux m-aux l-aux
OS(screened)/SHG 2.4 2.4 1.6 1.7 1.1 1.1
OS(not screened)/SHG 5.0 5.1 3.4 3.4 2.2 2.2
the OS scheme, the transfer to contracted spherical functions has to be performed for
each spatial direction. The contraction step is a bottleneck for highly-contracted basis
sets since it is 4 times more expensive when also derivatives are computed. The same
contracted quantities, i.e., the scalar derivatives of S(r2ab) and Pa/b(r
2
ab), are used for
the integrals as well as their Cartesian derivatives and almost no additional effort is
necessary.
So far, the implementation of the SHG integrals is not very efficient concerning array
accesses which can be improved by more favorable indexing. Further optimization
is also necessary for the contraction loops by employing, among others, a proper
screening, i.e., neglecting contributions from primitives with negligible overlap.
6.4. Results and discussion
The time spent for evaluating the integrals (a|b) and (a˜|b˜) is minimal compared to
the computational cost for the integrals (a|b|a˜) and (a|b|b˜), independent of the in-
tegral scheme. Within the SHG scheme, the time required for computing matrix
Q˜l1m1,l2m2(j, rab), see Equation 6.58, and its derivatives is negligible. Contracting the
integrals over s-functions is the dominating step followed by the construction of the
integrals from Pa/b(r
2
ab) and Q˜l1m1,l2m2(j, rab).
The performance of the SHG scheme has been compared with the commonly used
OS scheme. The tests have been performed for a box of 128 water molecules with the
setup and basis sets described in Section 5.4. The time for evaluating all integrals (a|b),
(a˜|b˜), (a|b|a˜) and (a|b|b˜) and their derivatives is averaged over 10 molecular dynamics
steps. The ratio between OS and SHG timings are reported for different primary
and auxiliary basis sets in Table 6.1. For the OS scheme, contributions of hardly
overlapping primitive Gaussians are screened by default. Such an approximation is
not applied for the SHG method, yet. The screening speeds up the OS integral
evaluation by a factor of two. Nevertheless, the SHG scheme is already faster by
a factor of 2.4 at the DZVP level. For a fair comparison, the screening of the OS
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integrals has been switched off showing that the SHG scheme is five times faster at
the same level of accuracy. The performance of the SHG scheme with respect to the
OS method is only slightly affected by the size of the auxiliary basis sets. However, the
speed-up gained by the SHG scheme is much smaller with larger primary basis sets.
The TZVP and TZV2P Molopt basis set contain the same number of exponents and
the maximal angular momentum is unchanged. However, TZVP and TZV2P include





for contracting the integrals over primitive s-functions. This is due to the fact that
the contraction loops are inefficiently implemented and employ no screening. With a
more efficient implementation of this step, the reverse trend is expected, i.e., increasing
speed-up with increasing number of contractions.
All results presented here have to be considered preliminary. Speed-ups are so far
only obtained when calculating the integrals and their derivatives. No speed-up is
observed for the integrals alone. This is not unexpected since the SHG scheme is
especially efficient when derivatives are needed for the reasons discussed above.
6.5. Conclusions
An integral scheme based on SHG functions as been developed for the efficient eval-
uation of overlap integrals (a|b), (a|b|a˜) and (a|b|b˜) and their derivatives important
for the LRIGPW scheme introduced in Chapter 5. The expressions for (a|b) have
been adapted from the work of Giese and York [232]. Pursuing the application of the
STGO in Ref. [232], formulas for the integrals (a|b|a˜) and (a|b|b˜) have been derived.
It has been shown that the latter can be considered as sum of (a|r2na |b) and (a|r2nb |b)
integrals, where the operators r2na and r
2n
b depend on the positions of centers A and
B. The integral formulas for (a|r2na |b) and (a|r2nb |b) have been developed by employing
Hobson’s theorem and have been proved to be valid for all n ∈ N.
The SHG method has been shown, by measure of empirical timings, to be superior
to the Cartesian Gaussian-based OS scheme for non-trivial angular momentums. Even
though the implementation of the SHG scheme is still rather inefficient, speed-ups of
a factor of 2.5 have been achieved for the LRI integrals and their derivatives. Using
SHG functions leads to integral and derivative expressions where the angular part is
independent of the primitive exponents. The angular part can thus be pre-computed
and re-used multiple times. In addition, the calculation of the integrals and their
derivatives requires only the contraction of the integrals over s-functions and their
scalar derivatives.
7. Summary and outlook
7.1. Summary
The common focus of the work presented in this thesis is the introduction and ap-
plication of methods aiming at the reduction of the complexity of the charge density
within density functional theory (DFT). This has been accomplished with two differ-
ent strategies. One approach is to divide the chemical model in two subsystems, where
one subsystem is treated at the quantum mechanics (QM) level and the other at the
molecular mechanics (MM) level. Such hybrid approaches combining different levels
of theory are commonly referred to as QM/MM. The second strategy is to employ a
resolution of identity (RI) approach to approximate the total charge density.
Modeling the electrostatic interactions between QM and MM subsystem has re-
mained a challenge over the last decades. The first part of this work has been dedi-
cated to the development of an image charge (IC) augmented QM/MM approach that
explicitly includes polarization effects in the simulation of adsorbate-metal systems.
The adsorbate is thereby described by DFT and the metallic substrate at the MM
level of theory. The polarization effects at the metallic interface are accounted for
by applying a self-consistent image charge formalism. The IC-QM/MM approach
has been successfully employed to study organic and inorganic molecules adsorbed
on Au(111) and Pt(111) surfaces. The method has been also applied to study the
liquid water/Pt(111) interface by means of molecular dynamics (MD). Simulations at
timescales larger than 100 ps can be addressed with IC-QM/MM, which would not be
feasible with ab initio MD. Thus, IC-QM/MM is a valuable tool to study electrochem-
ical interfaces where dynamical processes are typically occurring in the nanosecond
range.
A similar QM/MM scheme has been employed to study the wetting of water on
hexagonal boron nitride (h-BN) monolayers on Rh(111). The water film is treated at
the DFT level and the substrate is described by MM. Induction effects play a minor
role for the interactions between water and h-BN/Rh(111). A standard electrostatic
embedding QM/MM approach is sufficient in this case. The electrostatic potential
of the substrate has been reproduced by assigning partial charges to each substrate
atom. To obtain such charges, a restrained electrostatic potential (RESP) fitting
technique has been developed for periodic systems. The periodic RESP fitting is
based on the Gaussian and plane waves (GPW) approach and offers enough flexibility
to easily adjust charges for nano-structured substrates. The RESP charges have been
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determined for two different interaction modes between h-BN and the metal, which are
characterized by different modulations of the electrostatic potential over the surface.
These charges have been used to perform MD simulations and to investigate effects
at the interface between liquid water film and substrate. The local variations of
the electrostatic potential at the surface were found to determine changes in the
hydrophilicity of the substrate and to affect the surface tension and thus the contact
angle.
The last part of this work pursued the second strategy for reducing the complexity
of the DFT charge density. A local resolution of identity (LRI) approach has been
introduced within the GPW framework. The dual representation of the DFT charge
density in GPW provides an efficient way to linearize the scaling of the Kohn-Sham
(KS) matrix. Adding the LRI approach on top of GPW, the linear scaling behavior is
maintained, but the prefactor for expensive operations is reduced. In particular, the
collocation of the density as well as the integration of the potential on the real-space
grid dominate the entire computational effort in GPW for large periodic systems.
The LRI implementation has been proposed to reduce the cost of the real-space grid
operations, making this part of the computation inexpensive. LRIGPW is especially
efficient for periodic structures with speed-ups of the self-consistent field (SCF) iter-
ations by factors between 2-25. The speed-up depends mostly on the symmetry of
the simulation cell, the number of grid points and the system size. In the present
implementation, LRIGPW is affected by an excessive overhead in the initialization of
the LRI integrals and especially their derivatives. For this reason, its application for
MD simulations is still not efficient. In order to solve these problems, a new scheme
for the analytic integration has been developed, which is based on solid harmonic
Gaussian functions. The new scheme proved already to be superior to the initially
implemented Cartesian Gaussian-based method. However, further optimizations of
the new integration procedures and of other parts of the code are required before
LRIGPW can be considered a broadly applicable alternative to the standard GPW
scheme. Including LRI in GPW comes without significant loss of accuracy. The error
introduced by the fit is usually smaller than the error due to the incompleteness of
the basis sets.
In conclusion, both strategies, QM/MM and LRI, have been introduced to enabled
the simulation of large systems. The system sizes that can be addressed with QM/MM
will still be out of range with full DFT, whether LRI is used or not. However, QM/MM
trades accuracy for speed and involves partly rather crude approximations, limiting
the validity of the model. An accurate description of the electronic structure is in-
evitable for an adequate investigation of chemical problems. In this perspective, the




Several algorithmic improvements of the methods developed in this thesis are pos-
sible and partly in progress. IC-QM/MM as implemented here is up to a factor of
two slower than standard QM/MM. A more efficient procedure to evaluate the IC
matrix is presently under development. The computational cost for the IC correction
becomes negligible with the new scheme which is especially appealing from a user’s
point of view. As indicated before, also the LRIGPW approach is subject to further
optimization.
The LRIGPW approach represents also a good basis for possible extensions. In
particular, local density fitting is also applicable within the augmented Gaussian and
plane waves (GAPW) framework [251, 252] developed for all-electron calculations.
The GAPW approach is based on a partition of the density in smooth contributions
and rapidly varying terms close to the nuclei. The construction of the GAPW den-
sity contributions relies on projections of basis functions. Such projections can be
simplified using the LRI approach, thereby reducing the computational cost.

A. Derivatives for the Siepmann-Sprik
potential
The last term of the pair potential v2, see Equation 3.13, depends on the orientation
of the dipole vector of the water molecule and is in the following referred to as d2. The
d2 term and the three-body term v3, see Equation 3.16, and their derivatives had to
be explicitly implemented in CP2K. The assignment of the different vectors is given
in Figure A.1.
A.1. Derivatives of the d2 term
The d2 term depends on the angle φji between the dipole vector of the water molecule
and vector rji and is defined as

















The direction of the dipole vector is approximated by the vector rix lying in the H2O
molecular plane intersecting the HOH angle,
rix = rim + ril (A.4)
Figure A.1.: Definition of the vectors and angles for the Siepmann-Sprik potential.
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The indices m and l refer to the two hydrogen atoms of the water molecule. Using
the product rule, the derivative of d2 with respect to i (O) and j (Pt) contains three
terms. For the derivative with respect to m, l (H atoms) we only get one term,
∂d2
∂rj(n)
= A˜j,n + B˜j,n + C˜j,n
∂d2
∂ri(n)





where n = x, y, z. The first term is
A˜j,n = −D · ∂f2(rji)
∂rji














(rji − rcut)2 . (A.7)
The second term reads





The third term, C˜, includes the derivative of the function Φji, which depends on ri,
rj and the positions of the hydrogen atoms rm and rl.
C˜(j,i,m/l),n = −D · f2(rji) · r−3ji · Φ
′
ij(φij), (A.9)
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Note that we obtain identical derivatives for both hydrogen atoms. The derivatives

















A.2. Derivatives of the v3 term
The three-body term is given by

















The derivative with respect to Pt atom j and O atom i is a sum of three terms. The
derivative with respect to Pt atom k contains only one term,
∂v3
∂rj(n)
= E˜j,n + F˜j,n + G˜j,n
∂v3
∂ri(n)





The first term, E˜, is
E˜j,n = E · ∂f2(rji)
∂rji











The second term, F˜ , contains the derivative of r−βji ,











The third term, G˜, includes the derivative of angle θijk, which depends on the positions
of i, j and k,
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B.1. Derivation of the fit formulas










Taking the derivatives with respect to the expansion coefficients ax gives
0 = −2
∫














dr = nx. (B.4)
Note that the derivative has to be taken with respect to aAi and a
B
j and that d/dax
































Sxiai = 2tx − λnx. (B.6)
where Sxi, tx and nx are as defined in Section 5.2.2. In order to find an expression for
the Lagrangian multiplier λ, Equation B.6 is multiplied from the left with the inverse
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= NAB − nTS−1t, (B.9)
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Table B.1.: Number of s, p, d, f and g functions in the auxiliary basis sets tailored for the
primary basis sets of the Molopt type.
element m-aux m+-aux l-aux
H 10s9p8d6f 10s9p8d7f6g 10s10p10d7f
B 10s9p8d7f6g − −
C 15s13p12d11f9g − 15s15p15d15f15g
N 15s13p12d11f9g − 15s15p15d15f15g
O 15s13p12d11f9g − 15s15p15d15f15g
F 15s13p11d10f8g − 15s15p15d15f15g
Cl 15s13p11d10f8g − 15s15p15d15f15g
Br 12s11p10d9f8g − 12s12p12d12f12g
B.2. Auxiliary basis sets
The LRI auxiliary basis sets are tailored for the Molopt basis sets and given in CP2K
format. Basis sets with the ending “-MEDIUM”, “MEDIUM PLUS” and “-LARGE”
are abbreviated with m-aux, m+-aux and l-aux, respectively. The size of the auxiliary
basis sets is summarized in Table B.1. The CP2K basis set format is:
Element symbol Name of the basis set
nset (repeat the following block of lines nset times)
dummy lmin lmax nexp nshell(lmin) nshell(lmin +1) ... nshell(lmax -1) nshell(lmax)
a(1) c(1,l,1) c(1,l,2) ... c(1,l,nshell(l)), l=lmin ... lmax
a(2) c(2,l,1) c(2,l,2) ... c(2,l,nshell(l)), l=lmin ... lmax
. . . . .
. . . . .
. . . . .
a(nexp -1) c(nexp -1,l,1) c(nexp -1,l,2) ... c(nexp -1,l,nshell(l)), l=lmin ... lmax
a(nexp) c(nexp ,l,1) c(nexp ,l,2) ... c(nexp ,l,nshell(l)) , l=lmin ... lmax
nset : Number of exponent sets
dummy : dummy argument for historical reasons , no meaning
lmax : Maximum angular momentum quantum number l
lmin : Minimum angular momentum quantum number l
nshell(l): Number of shells for angular momentum quantum number l
a : Exponent
c : Contraction coefficient
The auxiliary basis sets are uncontracted and contain thus only one exponent per set
and all contraction coefficients are set to one. Taking for example the third set of the
m-aux basis set of element H, we have an s, p and d function, each with an exponent
of 5.698118029748.
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Hydrogen
H LRI -MOLOPT -GTH -MEDIUM H LRI -MOLOPT -GTH -LARGE
10 10
2 0 0 1 1 2 0 2 1 1 1 1
22.956000679816 1.0 22.956000679816 1.0 1.0 1.0
2 0 1 1 1 1 2 0 2 1 1 1 1
11.437045132575 1.0 1.0 11.437045132575 1.0 1.0 1.0
2 0 2 1 1 1 1 2 0 2 1 1 1 1
5.698118029748 1.0 1.0 1.0 5.698118029748 1.0 1.0 1.0
2 0 2 1 1 1 1 2 0 3 1 1 1 1 1
2.838893149810 1.0 1.0 1.0 2.838893149810 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 3 1 1 1 1 1
1.414381779030 1.0 1.0 1.0 1.0 1.414381779030 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 3 1 1 1 1 1
0.704667527549 1.0 1.0 1.0 1.0 0.704667527549 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 3 1 1 1 1 1
0.351076584656 1.0 1.0 1.0 1.0 0.351076584656 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 3 1 1 1 1 1
0.174911945670 1.0 1.0 1.0 1.0 0.174911945670 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 3 1 1 1 1 1
0.087143916955 1.0 1.0 1.0 1.0 0.087143916955 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 3 1 1 1 1 1
0.043416487268 1.0 1.0 1.0 1.0 0.043416487268 1.0 1.0 1.0 1.0
H LRI -MOLOPT -GTH -MEDIUM -PLUS
10
2 0 0 1 1
22.956000679816 1.0
2 0 1 1 1 1
11.437045132575 1.0 1.0
2 0 2 1 1 1 1
5.698118029748 1.0 1.0 1.0
2 0 3 1 1 1 1 1
2.838893149810 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
1.414381779030 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
0.704667527549 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
0.351076584656 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
0.174911945670 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
0.087143916955 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
0.043416487268 1.0 1.0 1.0 1.0 1.0
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Boron and Carbon
B LRI -MOLOPT -SR-GTH -MEDIUM
10
2 0 0 1 1
6.106888146994 1.0
2 0 1 1 1 1
4.184422872733 1.0 1.0
2 0 2 1 1 1 1
2.867154982438 1.0 1.0 1.0
2 0 3 1 1 1 1 1
1.964566666264 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
1.346115647683 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
0.922354719774 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
0.631994903672 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
0.433041160526 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
0.296718605830 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1
0.203310768286 1.0 1.0 1.0 1.0 1.0
C LRI -MOLOPT -GTH -MEDIUM C LRI -MOLOPT -GTH -LARGE
15 15
2 0 0 1 1 2 0 4 1 1 1 1 1 1
12.265249535796 1.0 12.265249535796 1.0 1.0 1.0 1.0 1.0
2 0 0 1 1 2 0 4 1 1 1 1 1 1
8.393323897961 1.0 8.393323897961 1.0 1.0 1.0 1.0 1.0
2 0 1 1 1 1 2 0 4 1 1 1 1 1 1
5.743697741369 1.0 1.0 5.743697741369 1.0 1.0 1.0 1.0 1.0
2 0 2 1 1 1 1 2 0 4 1 1 1 1 1 1
3.930512410253 1.0 1.0 1.0 3.930512410253 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 4 1 1 1 1 1 1
2.689718105443 1.0 1.0 1.0 1.0 2.689718105443 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.840620950051 1.0 1.0 1.0 1.0 1.840620950051 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.259568976731 1.0 1.0 1.0 1.0 1.0 1.259568976731 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.861944990411 1.0 1.0 1.0 1.0 1.0 0.861944990411 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.589843970612 1.0 1.0 1.0 1.0 1.0 0.589843970612 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.403640503209 1.0 1.0 1.0 1.0 1.0 0.403640503209 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.276218227104 1.0 1.0 1.0 1.0 1.0 0.276218227104 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.189020944078 1.0 1.0 1.0 1.0 1.0 0.189020944078 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.129350324469 1.0 1.0 1.0 1.0 1.0 0.129350324469 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.088516680105 1.0 1.0 1.0 1.0 1.0 0.088516680105 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.060573506012 1.0 1.0 1.0 1.0 1.0 0.060573506012 1.0 1.0 1.0 1.0 1.0
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Nitrogen
N LRI -MOLOPT -GTH -MEDIUM N LRI -MOLOPT -GTH -LARGE
15 15
2 0 0 1 1 2 0 4 1 1 1 1 1 1
18.085460794596 1.0 18.085460794596 1.0 1.0 1.0 1.0 1.0
2 0 0 1 1 2 0 4 1 1 1 1 1 1
12.261342381151 1.0 12.261342381151 1.0 1.0 1.0 1.0 1.0
2 0 1 1 1 1 2 0 4 1 1 1 1 1 1
8.312783328846 1.0 1.0 8.312783328846 1.0 1.0 1.0 1.0 1.0
2 0 2 1 1 1 1 2 0 4 1 1 1 1 1 1
5.635791296275 1.0 1.0 1.0 5.635791296275 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 4 1 1 1 1 1 1
3.820879515162 1.0 1.0 1.0 1.0 3.820879515162 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 4 1 1 1 1 1 1
2.590429542527 1.0 1.0 1.0 1.0 2.590429542527 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.756225284825 1.0 1.0 1.0 1.0 1.0 1.756225284825 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.190662475247 1.0 1.0 1.0 1.0 1.0 1.190662475247 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.807229654538 1.0 1.0 1.0 1.0 1.0 0.807229654538 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.547274923593 1.0 1.0 1.0 1.0 1.0 0.547274923593 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.371034240764 1.0 1.0 1.0 1.0 1.0 0.371034240764 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.251548905102 1.0 1.0 1.0 1.0 1.0 0.251548905102 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.170541811795 1.0 1.0 1.0 1.0 1.0 0.170541811795 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.115621690178 1.0 1.0 1.0 1.0 1.0 0.115621690178 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.078387669856 1.0 1.0 1.0 1.0 1.0 0.078387669856 1.0 1.0 1.0 1.0 1.0
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Oxygen
O LRI -MOLOPT -GTH -MEDIUM O LRI -MOLOPT -GTH -LARGE
15 15
2 0 0 1 1 2 0 4 1 1 1 1 1 1
24.031909411024 1.0 24.031909411024 1.0 1.0 1.0 1.0 1.0
2 0 0 1 1 2 0 4 1 1 1 1 1 1
16.167926705922 1.0 16.167926705922 1.0 1.0 1.0 1.0 1.0
2 0 1 1 1 1 2 0 4 1 1 1 1 1 1
10.877281929506 1.0 1.0 10.877281929506 1.0 1.0 1.0 1.0 1.0
2 0 2 1 1 1 1 2 0 4 1 1 1 1 1 1
7.317899463920 1.0 1.0 1.0 7.317899463920 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 4 1 1 1 1 1 1
4.923256831173 1.0 1.0 1.0 1.0 4.923256831173 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
3.312215198528 1.0 1.0 1.0 1.0 3.312215198528 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
2.228356126354 1.0 1.0 1.0 1.0 1.0 2.228356126354 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.499169204968 1.0 1.0 1.0 1.0 1.0 1.499169204968 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.008594756710 1.0 1.0 1.0 1.0 1.0 1.008594756710 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.678551413605 1.0 1.0 1.0 1.0 1.0 0.678551413605 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.456508441910 1.0 1.0 1.0 1.0 1.0 0.456508441910 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.307124785767 1.0 1.0 1.0 1.0 1.0 0.307124785767 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.206624073890 1.0 1.0 1.0 1.0 1.0 0.206624073890 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.139010297734 1.0 1.0 1.0 1.0 1.0 0.139010297734 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.093521836600 1.0 1.0 1.0 1.0 1.0 0.093521836600 1.0 1.0 1.0 1.0 1.0
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Flourine
F LRI -MOLOPT -GTH -MEDIUM F LRI -MOLOPT -GTH -LARGE
15 15
2 0 0 1 1 2 0 4 1 1 1 1 1 1
30.051345530254 1.0 30.051345530254 1.0 1.0 1.0 1.0 1.0
2 0 0 1 1 2 0 4 1 1 1 1 1 1
19.938448805906 1.0 19.938448805906 1.0 1.0 1.0 1.0 1.0
2 0 1 1 1 1 2 0 4 1 1 1 1 1 1
13.228750119875 1.0 1.0 13.228750119875 1.0 1.0 1.0 1.0 1.0
2 0 1 1 1 1 2 0 4 1 1 1 1 1 1
8.777003238198 1.0 1.0 8.777003238198 1.0 1.0 1.0 1.0 1.0
2 0 2 1 1 1 1 2 0 4 1 1 1 1 1 1
5.823360872741 1.0 1.0 1.0 5.823360872741 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 4 1 1 1 1 1 1
3.863679998041 1.0 1.0 1.0 1.0 3.863679998041 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 4 1 1 1 1 1 1
2.563472100302 1.0 1.0 1.0 1.0 2.563472100302 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.700810939922 1.0 1.0 1.0 1.0 1.0 1.700810939922 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.128453027836 1.0 1.0 1.0 1.0 1.0 1.128453027836 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.748705341754 1.0 1.0 1.0 1.0 1.0 0.748705341754 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.496750573522 1.0 1.0 1.0 1.0 1.0 0.496750573522 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.329583774194 1.0 1.0 1.0 1.0 1.0 0.329583774194 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.218672045896 1.0 1.0 1.0 1.0 1.0 0.218672045896 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.145084398567 1.0 1.0 1.0 1.0 1.0 0.145084398567 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.096260510214 1.0 1.0 1.0 1.0 1.0 0.096260510214 1.0 1.0 1.0 1.0 1.0
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Chlorine
Cl LRI -MOLOPT -GTH -MEDIUM Cl LRI -MOLOPT -GTH -LARGE
15 15
2 0 0 1 1 2 0 4 1 1 1 1 1 1
9.154068388220 1.0 9.154068388220 1.0 1.0 1.0 1.0 1.0
2 0 0 1 1 2 0 4 1 1 1 1 1 1
6.912319085635 1.0 6.912319085635 1.0 1.0 1.0 1.0 1.0
2 0 1 1 1 1 2 0 4 1 1 1 1 1 1
5.219554094999 1.0 1.0 5.219554094999 1.0 1.0 1.0 1.0 1.0
2 0 1 1 1 1 2 0 4 1 1 1 1 1 1
3.941332078728 1.0 1.0 3.941332078728 1.0 1.0 1.0 1.0 1.0
2 0 2 1 1 1 1 2 0 4 1 1 1 1 1 1
2.976135177849 1.0 1.0 1.0 2.976135177849 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 4 1 1 1 1 1 1
2.247306347170 1.0 1.0 1.0 1.0 2.247306347170 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.696961164809 1.0 1.0 1.0 1.0 1.696961164809 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.281390584998 1.0 1.0 1.0 1.0 1.0 1.281390584998 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.967589515524 1.0 1.0 1.0 1.0 1.0 0.967589515524 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.730635515442 1.0 1.0 1.0 1.0 1.0 0.730635515442 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.551709426219 1.0 1.0 1.0 1.0 1.0 0.551709426219 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.416600732575 1.0 1.0 1.0 1.0 1.0 0.416600732575 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.314578947059 1.0 1.0 1.0 1.0 1.0 0.314578947059 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.237541382419 1.0 1.0 1.0 1.0 1.0 0.237541382419 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.179369626890 1.0 1.0 1.0 1.0 1.0 0.179369626890 1.0 1.0 1.0 1.0 1.0
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Bromine
Note that only the short-range version of the Molopt basis sets is available for Br,
which are smaller than the standard Molopt basis sets. Thus, the auxiliary basis sets
are smaller, too.
Br LRI -MOLOPT -SR-GTH -MEDIUM Br LRI -MOLOPT -SR-GTH -LARGE
12 12
2 0 0 1 1 2 0 4 1 1 1 1 1 1
3.474785476240 1.0 3.474785476240 1.0 1.0 1.0 1.0 1.0
2 0 1 1 1 1 2 0 4 1 1 1 1 1 1
2.716635367517 1.0 1.0 2.716635367517 1.0 1.0 1.0 1.0 1.0
2 0 2 1 1 1 1 2 0 4 1 1 1 1 1 1
2.123903121648 1.0 1.0 1.0 2.123903121648 1.0 1.0 1.0 1.0 1.0
2 0 3 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.660496849921 1.0 1.0 1.0 1.0 1.660496849921 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.298199414321 1.0 1.0 1.0 1.0 1.0 1.298199414321 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
1.014950265894 1.0 1.0 1.0 1.0 1.0 1.014950265894 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.793502162206 1.0 1.0 1.0 1.0 1.0 0.793502162206 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.620370970464 1.0 1.0 1.0 1.0 1.0 0.620370970464 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.485014609065 1.0 1.0 1.0 1.0 1.0 0.485014609065 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.379191132736 1.0 1.0 1.0 1.0 1.0 0.379191132736 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.296456874614 1.0 1.0 1.0 1.0 1.0 0.296456874614 1.0 1.0 1.0 1.0 1.0
2 0 4 1 1 1 1 1 1 2 0 4 1 1 1 1 1 1
0.231774086782 1.0 1.0 1.0 1.0 1.0 0.231774086782 1.0 1.0 1.0 1.0 1.0
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B.3. GMTKN24 reactions
Table B.2.: Subsets of the GMTKN24 benchmark suite. Reaction types as given in Sup-
porting Information of Ref [220].
WATER27 subset
1 (H2O)2 10 (H2O)8 cube (S4) 19 H3O
+(H2O)2 (2D)
2 (H2O)3 cyclic 11 (H2O)20 dodecahedron 20 OH
–(H2O)
3 (H2O)4 cyclic 12 (H2O)20 fused cube 21 OH
–(H2O)2
4 (H2O)5 cyclic 13 (H2O)20 face−sharing 22 OH
–(H2O)3
5 (H2O)6 prism 14 (H2O)20 edge−sharing 23 OH
–(H2O)4(C4)
6 (H2O)6 cage 15 H3O
+(H2O) 24 OH
–(H2O)4(Cs)
7 (H2O)6 book 16 H3O
+(H2O)2 25 OH
–(H2O)5
8 (H2O)6 cyclic 17 H3O
+(H2O)3 26 OH
–(H2O)6
9 (H2O)8 cube (D2d) 18 H3O





1 ethene + butadiene
2 ethyne + butadiene
3 ethene + cyclopentadiene
4 ethyne + cyclopentadiene
5 ethene + cyclohexadiene
6 ethyne + cyclohexadiene
7 furan + maleic anhydride (endo-product)
8 furan + maleic anhydride (exo-product)
9 furan + maleimide (endo-product)
10 furan + maleimide (exo-product)
11 cyclopentadiene + maleic anhydride(endo-product)
12 cyclopentadiene + maleic anhydride (exo-product)
13 cyclopentadiene + maleimide (endo-product)
14 cyclopentadiene + maleimide (exo-product)
S22 subset
1 (NH3)2 8 (CH4)2 16 ethene·ethyne
2 (H2O)2 9 (C2H4)2 17 benzene·H2O
3 formic acid dimer 10 benzene·CH4 18 benzene·NH3
4 formamide dimer 11 benzene dimer (C2h) 19 benzene·HCN
5 uracil dimer (C2h) 12 pyrazine dimer 20 benzene dimer (C2v)
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Table B.2.: continued
S22 subset
6 2-pyridoxine· 13 uracil dimer (C2) 21 indole·benzene
2-aminopyridine 14 indole·benzene 22 phenol dimer
7 adenine·thymine 15 adenine·thymine (stack)
C. Supplementary information for solid
harmonic Gaussian integrals
C.1. The product χl,m(ra)r2na in terms of the STGO
The general formula for generic n of the product χl,m(ra)r
2n
a is given by
χl,m(α, ra)r
2n











(l + j − 1)!
(l − 1)!αj exp
(−αr2a)r2(n−j)a (C.1)
where ra = r − Ra. The proof can be found in the next section. For the (a|b|a˜)
and (a|b|b˜) integrals required for LRIGPW, the formula has been implemented for
0 ≤ n ≤ 5. The implementation for larger n is in fact not necessary. The expressions







































+ 3l(l + 1)
Cl,m(∇a) exp (−αr2a)r2a
(2α)lα2













+ 6l(l + 1)
Cl,m(∇a) exp (−αr2a)r4a
(2α)lα2
+ 4l(l + 1)(l + 2)
Cl,m(∇a) exp (−αr2a)r2a
(2α)lα3













+ 10l(l + 1)
Cl,m(∇a) exp (−αr2a)r6a
(2α)lα2
+ 10l(l + 1)(l + 2)
Cl,m(∇a) exp (−αr2a)r4a
(2α)lα3
+ 5l(l + 1)(l + 2)(l + 3)
Cl,m(∇a) exp (−αr2a)r2a
(2α)lα4
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(l + j − 1)!
(l − 1)!αj exp
(−αr2a)r2(n−j)a
is valid for all n ∈ N. The definitions and notations introduced in Section 6.2.1 of
Chapter 6 are used. tbs indicates that the identity of the left-hand side (lhs) and the
right-hand side (rhs) of the equation remains to be shown.
Definition 1. The product of a solid harmonic Gaussian function at center Ra mul-
tiplied with the operator r2na is defined as
χl,m(ra)r
2n
a := Cl,m(ra) exp
(−αr2a)r2na , (C.8)
where Cl,m is the solid harmonic defined in Equation 6.2 and n ∈ N.










(l + j − 1)!
(l − 1)!αj exp
(−αr2a)r2(n−j)a (C.9)
where Cl,m(∇a) is the spherical tensor gradient operator (STGO) acting on center Ra.
Note that we have dropped the indices writing In instead of I
l,m,α,ra
n .





















Note that have we have also dropped the indices l,m, α, ra here.
Lemma 1. Let IIn be defined as in Definition 3. Then it holds
IIn = χl,m(α, ra)r
2n
a . (C.11)
Proof. The proof is based on Hobson’s theorem [244] and Leibniz rule of differentiation
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Inserting the last line in Equation C.12 leads to
Cl,m(∇a) exp




































































(l +m− j − 1)!
(m− j)! . (C.16)
This identity will be used in the proof of Lemma 3.
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The procedure is now as follows: we take the (l − 1)-th derivative with respect to x
on both sides and set then x = −1. We show that the obtained equation corresponds









































Each of the terms in this sum contains a factor (1 + 1/x)p where p ≥ 1, p ∈ N since





III(−1) = 0. (C.22)





































(l +m− j − 1)!
(m− j)! (−1)
m−j. (C.24)



















(l +m− j − 1)!
(m− j)! . (C.26)
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Lemma 3. Let In and IIn be defined as in Definition 2 and Definition 3. Then it
holds that
In = IIn. (C.27)
Proof. This is proved by mathematical induction.











2. Induction Hypothesis: it holds that Ii = IIi for all natural numbers i < n.
3. Inductive Step: we have to show that In = IIn using the induction hypothesis. We
have proved in Lemma 1 that
IIn−j = χl,m(ra)r2(n−j)a
= Cl,m(ra) exp(−αr2a)r2(n−j)a ,
(C.30)



















































(l + k − 1)!
(l − 1)!αk exp
(−αr2a)r2(n−j−k)a .
(C.33)
In the following, it is shown that Equation C.33 is indeed equivalent to In. All terms










(l + j − 1)!
(l − 1)!αj exp
(−αr2a)r2(n−j)a (C.34)
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(l + k − 1)!
(l − 1)!αk exp
(−αr2a)r2(n−j−k)a .
(C.35)




















































(l + k − 1)!
αk
r2(n−j−k)a . (C.37)
In order to remove the sum over k = 0, ..., n-j in expression II′′n, the δ function is


























The range of the newly introduced sum is m = 1, ..., n since for the lower bound of
summation we find that m = j + k ≥ 1 + 0 = 1 and for the upper bound m =
j + k ≤ j + (n − j) = n. For the inner sum over indices j, it must be considered
that k = m − j is negative if j > m while the lower bound of the k-sum is in fact
k ≥ 0. Thus, the upper range of the summation of the j-sum has to be changed to
min(l, n,m), which is equivalent to min(l,m) because m ≤ n. The summation ranges
for the innermost sum are not modified since k = m − j ≤ n − j. In the next step,
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It remains to be shown that I′′n = II
′′
n by comparing summand by summand. For each




































(n− j)!(l +m− j − 1)!













(l +m− j − 1)!
(m− j)! . (C.43)











(l +m− j − 1)!
(m− j)! . (C.44)
It can be verified with common software packages such as Mathematica [253] or its
online analogue Wolfram Alpha that the rhs is indeed zero. However, it is easily









(l +m− j − 1)!
(m− j)! , (C.45)
which corresponds to Lemma 2. In order to show that the rhs of Equation C.44 is












(l +m− j − 1)!
(l − j)! (C.46)









(l +m− j − 1)!
(l − j)! , (C.47)
which also corresponds to Lemma 2.
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Theorem 4. It holds for all n ∈ N that
In = χl,m(α, ra)r
2n
a . (C.48)
Proof. Lemma 1 states that IIn = χl,m(α, ra)r
2
a and it holds In = IIn according to
Lemma 3.
C.3. Integrals (0a|r2ma |0b) and (0a|r2mb |0b) and their
derivatives




















as well as their derivatives are explicitly given for 0 ≤ m ≤ 5,m ∈ N. Note that the
Gaussian product rule has been used to summarize the Gaussian functions at Ra and
Rb,
exp(−αr2a) exp(−βr2b ) = exp(−ζαβr2ab) exp(−cr2p) (C.51)





where c = α + β and ζαβ = αβ/c. Further, the notations r
2
ab = |Ra − Rb|2 and
rp = r−Rp are used.
C.3.1. Integral expressions for (0a|r2ma |0b)
The evaluation of
(0a|r2ma |0b) = exp(−ζαβr2ab)Ia,m (C.53)
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which has been computed with Mathematica for 0 ≤ m ≤ 5. The identity
Ra −Rp = β
c
(Ra −Rb) (C.55)























































































C.3.2. Integral expressions for (0a|r2mb |0b)
The calculation of
(0a|r2mb |0b) = exp(−ζαβr2ab)Ib,m (C.61)





are computed using here the identity
Rb −Rp = α
c
(Rb −Ra) (C.63)
to express the integrals in terms of the square distance r2ab. The only difference to the
Ia,m integrals is that β
2j/cj is replaced by α2j/cj, for example



























C.3.3. Derivatives of (0a|r2ma |0b)
The n-th derivative with respect to r2ab is obtained by applying the Leibniz rule of












































































































































































n(n− 1)(n− 2)(n− 3)
24
(−ζαβ)n−4uviv
+ n(n− 1)(n− 2)(n− 3)(n− 4)(−ζαβ)n−5ku
(C.81)







































































C.3.4. Derivatives of (0a|r2mb |0b)
The derivatives are also taken with respect to r2ab for the integrals
(0a|r2mb |0b) = exp(−ζαβr2ab)Ib,m. (C.87)
redefining v = Ib,m. The expressions for the derivatives are almost the same as for
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