In the setting of multi-instance learning, each object is represented by a bag composed of multiple instances instead of by a single instance in a traditional learning setting. Previous works in this area only concern multiinstance prediction problems where each bag is associated with a binary (classification) or real-valued (regression) label. However, unsupervised multi-instance learning where bags are without labels has not been studied. In this paper, the problem of unsupervised multi-instance learning is addressed where a multi-instance clustering algorithm named BAMIC is proposed. Briefly, by regarding bags as atomic data items and using some form of distance metric to measure distances between bags, BAMIC adapts the popular k-MEDOIDS algorithm to partition the unlabeled training bags into k disjoint groups of bags. Furthermore, based on the clustering results, a novel multi-instance prediction algorithm named BARTMIP is developed. Firstly, each bag is re-represented by a k-dimensional feature vector, where the value of the i-th feature is set to be the distance between the bag and the medoid of the i-th group. After that, bags are transformed into feature vectors so that common supervised learners are used to learn from the transformed feature vectors each associated with the original bag's label. Extensive experiments show that BAMIC could effectively discover the underlying structure of the data set and BART- 
Introduction
Multi-instance learning originated from the study of drug activity prediction problem. The goal is to endow learning systems with the ability of predicting that whether a new molecule could be used to make some drug, through analyzing a collection of known molecules. The qualification of the molecule to make some drug is determined by some of its shapes with low energy. The main difficulty lies in that each molecule may have many alternative low-energy shapes while biochemists only know that whether a known molecule is qualified to make some drug instead of knowing that which of its alternative shapes is responsible for the qualification. In order to solve this problem, Dietterich et al. [1] proposed the notion of multi-instance learning, where the training set is composed of many bags each containing many instances.
Previous works on multi-instance learning only deal with prediction tasks where each bag is associated with a binary or real-valued label. Dietterich et al. [1] studied the standard multi-instance prediction (STDMIP) problem where a bag is positively labeled if it contains at least one positive instance; otherwise, it is labeled as a negative bag. The task is to learn some concept from the training set for correctly labeling unseen bags. Recently, in addition to the above definition of STDMIP, two kinds of generalized multi-instance prediction (GENMIP) problems are formalized by Weidmann et al. [2] and Scott et al. [3] , respectively. In GENMIP problems, a bag is qualified to be positive if instances in the bag satisfy some sophisticated constraints other than simply having at least one positive instance. Moreover, besides the above multi-instance classification problems with discretevalued (in particular, binary) outputs, multi-instance regression (MIR) problems with real-valued outputs have also been investigated [4] [5] [6] .
However, unsupervised multi-instance learning where training bags are without labels have not been thoroughly studied even though it should not be considered less important than multi-instance prediction, i.e. supervised multiinstance learning. There are two main reasons for the necessity of unsupervised multi-instance learning. Firstly, in some cases, it is hard or costly to obtain labels for the bags. For instance, biochemists may easily design various drug molecules each represented by a bag whose instances correspond to the low-energy shapes of the molecule [1] , while it is quite costly to conduct biochemical experiments in order to determine the functionality (label) of the molecule (bag). Therefore, unsupervised multi-instance learning may help the biochemists identify similar molecules which may have similar properties so as to facilitate the drug design process. Secondly, it is well-known that unsupervised learning could help find the inherent structure of a data set. Therefore, even for multi-instance prediction tasks where bags are with labels, it is instructive to initially perform unsupervised multi-instance learning. In this way, some useful information about the data set may be acquired which could benefit the following prediction procedure.
Cluster analysis (clustering) is one of the most popular unsupervised learning methods, which is the process of grouping a set of physical or abstract objects into classes of similar objects [7] . A good clustering will produce high quality clusters with high intra-class similarity and low inter-class similarity. It can be used as a stand-alone tool to gain insight into the distribution of data or to serve as a preprocessing step for other tasks. In this paper, the problem of unsupervised multi-instance learning is directly investigated where a multi-instance clustering algorithm named BAMIC, i.e. BAg-level Multi-Instance Clustering, is proposed. Concretely, BAMIC tries to partition the unlabeled training bags into k disjoint groups of bags, where several forms of Hausdorff metric [8] are utilized to measure distances between bags with which the popular k-MEDOIDS algorithm is adapted to fulfill the clustering task. Experimental results show that BAMIC could effectively reveal the inherent structure of the multi-instance data set.
In addition, based on the clustering results of BAMIC, a novel multi-instance prediction algorithm named BARTMIP, i.e. BAg-level Representation Transformation for MultiInstance Prediction, is also developed. Specifically, BART-MIP performs representation transformation by converting each bag into a corresponding k-dimensional feature vector whose i-th feature equals the distance between the bag and the medoid of the i-th group. Consequently, bags are transformed into feature vectors meaning that the original task of multi-instance prediction is reduced to the task of traditional supervised learning. In this paper, support vector machines are employed to learn from the reduced learning problems. Extensive experiments show that the performance of BARTMIP is highly competitive to those of other multiinstance prediction algorithms on various multi-instance prediction problems, such as STDMIP, MIR and two kinds of GENMIP models. 1 The rest of this paper is organized as follows. Section 2 briefly reviews previous literatures on multi-instance learning. Section 3 presents BAMIC and reports its experimental results on real-world and artificial data sets. Section 4 presents BARTMIP and reports its experimental results on various multi-instance prediction problems. Section 5 discusses the relationships between BARTMIP and other related works. Finally, Sect. 6 concludes and raises several issues for future work.
Literature review
Multi-instance learning originates from the research of drug activity prediction [1] , where the PAC-learnability of this learning framework has been studied by many researchers. Long and Tan [9] showed that if the instances in the bags are independently drawn from product distribution, then the APR (Axis-Parallel Rectangle) proposed by Dietterich et al. [1] is PAC-learnable. Auer et al. [10] showed that if the instances in the bags are not independent then APR learning under the multi-instance learning framework is NP-hard. Moreover, they presented a theoretical algorithm that does not require product distribution, which has been transformed to a practical algorithm named MULTINST [11] . Blum and Kalai [12] described a reduction from PAC-learning under the multi-instance learning framework to PAC-learning with one-sided or two-sided random classification noise. They also presented a theoretical algorithm with smaller sample complexity than that of the algorithm of Auer et al. [10] . Goldman et al. [13] presented an efficient on-line agnostic multi-instance learning algorithm for learning the class of constant-dimension geometric patterns, which tolerated both noise and concept shift. Later, this algorithm was extended so that it could deal with real-valued output [14] .
Many practical STDMIP algorithms have been developed during the past years, such as APR algorithms [1] , DIVERSE DENSITY [15] and its variants [16, 17] , multi-instance lazy learning algorithms [18] , multi-instance tree learners [19] [20] [21] , multi-instance rule inducer [20] , multi-instance logistic regression methods [22] , multi-instance neural networks [23] [24] [25] [26] [27] , multi-instance kernel methods [28] [29] [30] , and multi-instance ensembles [22, [31] [32] [33] [34] , etc. STDMIP techniques have already been applied to diverse applications including content-based image retrieval [35] [36] [37] [38] [39] , scene classification [17, 40] , stock selection [15] , landmark matching [13, 14] , computer security [19] , subgoal discovery [41] , web mining [42] , etc.
In the early years of the research of multi-instance learning, most works were on multi-instance classification with discrete-valued outputs. Later, multi-instance regression with real-valued outputs caught the attention of many researchers [4] [5] [6] .
Besides the STDMIP and MIR problems as introduced above, two kinds of GENMIP models have also been formalized recently. Firstly, Weidmann et al. [2] indicated that through employing different assumptions of how the instances' classifications determine their bag's label, different kinds of multi-instance prediction problems could be defined. Formally, let X denote the instance space and = {0, 1} denote the set of class labels. A multi-instance concept is a function ν MI : 2 X → . In STDMIP, this function is defined as (1) , where c I ∈ C is a specific concept from a concept space C defined over X , and X ⊆ X is a set of instances.
Based on this characterization, Weidmann et al. [2] defined three kinds of GENMIP problems, i.e. presence-based MI, 2 threshold-based MI, and count-based MI. Presence-based MI is defined in terms of the presence of instances of each concept in a bag, as shown in (2); threshold-based MI requires a certain number of instances of each concept to be present simultaneously, as defined in (3); count-based MI requires a maximum as well as a minimum number of instances of a certain concept in a bag, as defined in (4) .
In (2) to (4), ν P B , ν T B and ν CB are functions defined on 2 X → , C ⊂ C is a given set of concepts, is a counting function : 2 X × C → N which counts the number of a given concept in a bag, t i ∈ N and z i ∈ N are respectively the lower and upper threshold for concept c i . Two algorithms have been proposed for this kind of GENMIP model (GENMIP Model I), i.e. TLC [2] and CCE [43] , both 2 Here multi-instance is abbreviated as MI.
of which could also work well in solving STDMIP problems.
Independently of Weidmann et al. [2] , Scott et al. [3] defined another GENMIP model where the target concept is defined by two sets of points. Specifically, they defined their concepts by a set of q 'attraction' points C = {c 1 , . . . , c q } and a set of q 'repulsion' pointsC = {c 1 , . . . ,c q }. Then the label for a bag X = {x 1 , . . . , x p } is positive if there is a subset of r points C ⊆ C ∪C such that each attraction point c i ∈ C is near some point in X and each repulsion pointc j ∈ C is not near any point in X. In other words, if one boolean attribute a c i is defined for each attraction point c i ∈ C which takes the value of 1 if there exists some point x ∈ X near it, and another boolean attributeāc j is defined for each repulsion pointc j ∈C which takes the value of 1 if there is no point from X near it, then the bag's label is an r-of-(q + q ) threshold function over these attributes. Several algorithms have been specially designed for this kind of GENMIP model (GENMIP Model II), such as GMIL-1 [3] , GMIL-2 [44] , k ∧ [45] and k min [46] . The same as TLC [2] and CCE [43] , these GENMIP algorithms could also be utilized to solve STDMIP problems. In addition, GENMIP Model II has also been applied to applications such as robot vision, content-based image retrieval, binding affinity, and biological sequence analysis [3] .
Note that none of these two GENMIP models is more expressive than the other one. For instance, by setting t i ≥ 2 (i ∈ {1, . . . , q}) for each attraction point, then both the threshold-based MI and count-based MI models of Weidmann et al. [2] will not be possible to be represented by the GENMIP model of Scott et al. [3] . On the other hand, as indicated by Tao et al. [45] , when r < q + q , the representational ability of Scott et al.'s model will go beyond the generalization scope of Weidmann et al.'s. It is also worth noting that these two GENMIP models do overlap with each other under certain circumstances. For instance, by setting t i = z i = 1 (i ∈ {1, . . . , q}) for each attraction point and setting t j = z j = 0 (j ∈ {1, . . . , q }) for each repulsion point, then the count-based MI model of Weidmann et al. is just the one of Scott et al. with r = q + q .
It is worth mentioning that multi-instance learning has also attracted the attention of the Inductive Logic Programming (ILP) community. De Raedt [47] suggested that multiinstance problems could be regarded as a bias on inductive logic programming, and the multi-instance paradigm could be the key between the propositional and relational representations, being more expressive than the former, and much easier to learn than the latter. Recently, Alphonse and Matwin [48] successfully employed multi-instance learning to help relational learning, where the expressive power of relational representation and the ease of feature selection on propositional representation are gracefully combined. It is also worth noting that although multi-instance learning was proposed initially based on propositional representation, a recent modification developed by McGovern and Jensen [49] allows multi-instance techniques to be used on relational representation. These works confirm that multiinstance learning can really act as a bridge between propositional and relational learning.
All the works reviewed in this section concern supervised multi-instance learning where bags are associated with labels (discrete-valued or real-valued). In the next section, unsupervised multi-instance learning problem where bags are without labels is addressed by the first multi-instance clustering algorithm BAMIC.
Multi-instance clustering

BAMIC
Previous works show that multi-instance representation, i.e. bag of multiple instances, seems a natural and appropriate form for object description in many real-world problems. For instance, in drug activity prediction, due to rotations of internal bonds a drug molecule usually have many lowenergy shapes each can be represented by an instance [1] ; Another example is scene classification, where an image usually contains multiple regions each of which can be represented as an instance [17, 40] ; Web mining is a further example, where each of the links in the web page can be regarded as an instance [42] . However, although it is relatively easy to represent a large number of available objects (e.g. images in databases) by bags of instances via pre-defined bag generation process, obtaining labels for these objects will be a rather costly and tedious work. In this case, unsupervised multi-instance learning techniques could properly manifest its capability to summarize some useful information from unlabeled training bags which could be utilized for further analysis.
As introduced in Sect. 1, clustering is one of the most popular strategies for unsupervised learning. Traditional clustering schemes include partitioning methods (e.g. k-MEDOIDS), hierarchical methods (e.g. AGNES), densitybased methods (e.g. DBSCAN), grid-based methods (e.g. STING), model-based methods (e.g. SOM), etc. [7] . In this paper, BAMIC adapts the popular k-MEDOIDS algorithm to complete the desired multi-instance clustering task due to its simplicity and efficiency.
Note that at the first glance, multi-instance clustering may be regarded as merely a simple extension of traditional clustering task where the objects to be clustered are now sets of instances instead of single instances. However, the task of clustering multi-instance bags has its own characteristics. Specifically, in order to cluster objects described by sets of instances, the most intuitive strategy is to let the instances contained in one set contribute equally to the clustering process. While for multi-instance clustering, this kind of strategy may not be appropriate since the instances comprising the bag usually exhibit different functionalities. For example, only one or few of the low-energy shapes describing one molecule would be responsible for its qualification to make certain drugs. Similarly, only one or few of the regions describing one image would be useful for certain applications such as scene classification. Therefore, although in multi-instance clustering the labels of the bags are missing, the bags should not be regarded as simple collections of independent instances while the idiosyncrasies and relationships of the instances in the bags should be carefully investigated.
Let X denote the domain of instances. Suppose the training set U is composed of N unlabeled bags, i.e. U = {X 1 , X 2 , . . . , X N } where X i ⊆ X is a set of instances. BAMIC clusters all the training bags into k disjoint groups
By regarding each bag as an atomic object, the popular k-MEDOIDS algorithm can be easily adapted to fulfill the desired clustering task provided that some kind of distance function is used to measure the distances between bags. Actually, there have been two types of such distances, i.e. maximal Hausdorff distance [8] and minimal Hausdorff distance [18] . Formally, given two bags of instances A = {a 1 , . . . , a m } and B = {b 1 , . . . , b n }, the maximal and minimal Hausdorff distances are defined as (5) and (6) 
Both maximal and minimal Hausdorff distances have been successfully applied to the STDMIP problems [18] and MIR problems [4] . However, in our preliminary experiments, it was found that neither of these two distances could work well on the GENMIP problems. The reason that maximal Hausdorff distance did not work well may be its sensitivity to outlying points [18] , while the reason for the unsatisfactory performance of minimal Hausdorff distance may be that it only considers the distance between the nearest pair of instances in A and B. Therefore, in this paper, another distance called average Hausdorff distance 3 is proposed to measure the distance between two bags: 3 Actually, aveH(·, ·) doesn't satisfy the triangle inequality and thus can not be regarded as a metric distance [62] . For instance, let A = {1}, B = {2} and C = {1, 2}, then aveH(A, C) + aveH(C, B) =
-number of clustered groups Bag_dist -distance metric used to calculate distances between bags, which could take the form of maximal, minimal or average Hausdorff distance in this paper
Outputs:
Groups -clustering outputs
Medoids -Medoids of clustered groups
Process:
(1) Randomly select k training bags as the initial medoids
until {the clustering results do not change}; 
where | · | measures the cardinality of a set. In words, aveH(·, ·) averages the distances between each instance in one bag and its nearest instance in the other bag. Conceptually speaking, average Hausdorff distance takes more geometric relationships between two bags of instances into consideration than those of maximal and minimal Hausdorff distances. Figure 1 illustrates the complete description of BAMIC. Based on some specific form of Hausdorff distance (maximal, minimal or average), BAMIC partitions the unlabeled training set into k disjoint groups each containing a number of training bags. The medoid of each group is the one which has the minimum average distance to the other bags in the same group. aveH(A, C). However, considering that minH(·, ·) is neither a metric distance (minH(A, C) + minH(C, B) = 0 < 1 = minH(A, C)) but is still called as minimal Hausdorff distance in the literature [18] . Following the same naming style, aveH(·, ·) is called as average Hausdorff distance in this paper.
Experiments
Experimental setup
To the best of the authors' knowledge, BAMIC is the first work on unsupervised multi-instance learning, and there is no benchmark data set for the evaluation of unsupervised multi-instance learning algorithms. In this paper, several supervised multi-instance data sets are employed instead to test the effectiveness of BAMIC. Traditionally, the quality of the clustering results is usually measured by various cluster validation indices [50] , where the desired grouping properties such as the labeling information are not available. However, for the experiments reported in this subsection, the labels associated with the bags are known, which can be utilized to give more realistic estimate of the clustering quality other than using cluster validation indices.
Considering that no other multi-instance clustering methods are available for comparative studies, the performance of BAMIC is evaluated against two traditional clustering methods, i.e. the partitioning method k-MEDOIDS and the hierarchical method AGNES (AGglomerative NESting, also known as the single-linkage clustering) [7] .
Let S be a set of N binary labeled bags, i.e. S = {(X 1 , BL X 1 ), (X 2 , BL X 2 ), . . . , (X N , BL X N )} where X i ⊆ X is a set of instances and BL X i ∈ {0, 1} is the binary label associated with X i . As shown in Fig. 1 , given parameters k (number of clustered groups) and Bag_dist(·, ·) (distance metric between bags), BAMIC will partition the set of unlabeled bags {X 1 , X 2 , . . . , X N } into k disjoint groups G j each containing a number of bags. However, as for k-MEDOIDS and AGNES, both of which cluster the data set at the level of instances instead of at the level of bags. In this way, the bag X i may be broken into several parts each belonging to different group when the clustering process is completed. In order to account for the effect of fractional bags, each instance in the bag X i is now assigned with a weight 1 |X i | . By doing this, instances from small bags will have higher weights than instances from large bags while bags are considered to be of equal importance (i.e. with weight 1). Note that this kind of weighting strategy has been shown to be reasonable for multi-instance learning as in the literatures [2, 21] .
For each group
denote the sum of weights of those instances in G j which are coming from bags (may be fractional for k-MEDOIDS and AGNES) with label l. Furthermore, let W j denote the sum of weights of all the instances in G j , i.e.
Based on this, the following two criteria are defined in this paper to assess the quality of the clustering results:
The first criterion avgpurity(·) measures the weighted average purity of the clustering results. Here, purity of G j refers to the ratio of the weights of (fractional) bags belonging to the dominating class in G j to the total weights of (fractional) bags in G j , which is then weighted by
The bigger the value of this criterion, the better the performance of the clustering algorithm; The second criterion avgentropy(·) measures the average entropy of the clustering results, i.e. the information needed to correctly classify all the (fractional) bags in the clustered groups. It resembles the entropy definition used in traditional decision tree building [51] . The performance is perfect when
The smaller the value of this criterion, the better the performance of the clustering algorithm.
Experimental results on several STDMIP and GENMIP data sets are reported in the following two subsections respectively.
STDMIP data sets
MUSK data is a real-world benchmark test data for STDMIP algorithms, which was generated in the research of drug activity prediction [1] . Here each molecule is regarded as a bag, and its alternative low-energy shapes are regarded as the instances in the bag. A positive bag corresponds to a molecule qualified to make a certain drug, that is, at least one of its low-energy shapes could tightly bind to the target area of some larger protein molecules such as enzymes and cell-surface receptors. A negative bag corresponds to a molecule unqualified to make a certain drug, that is, none of its low-energy shapes could tightly bind to the target area. In order to represent the shapes, a molecule was placed at a standard position and orientation and then a set of 162 rays emanating from the origin was constructed so that the molecule surface was sampled approximately uniformly. There were also four features representing the position of an oxygen atom on the molecular surface. Therefore each instance in the bags was represented by 166 continuous attributes.
There are two data sets, i.e. MUSK1 and MUSK2, both publicly available at the UCI machine learning repository [52] . MUSK1 contains 47 positive bags and 45 negative bags, and the number of instances contained in each bag ranges from 2 to 40. MUSK2 contains 39 positive bags and 63 negative bags, and the number of instances contained in each bag ranges from 1 to 1,044. Detailed information on the MUSK data is tabulated in Table 1 .
Figures 2 and 3 show how the performance of each clustering algorithm on the MUSK data changes as the number of clustered groups increasing in terms of average purity and average entropy respectively. The number of clustered groups ranges from 5 to 90 on MUSK1 while from 5 to 100 on MUSK2, both with an interval of 5. BAMIC-w-minH denotes the version of BAMIC when minimal Hausdorff distance is used to measure distance between bags. The same naming rule goes for BAMIC-w-maxH and BAMICw-aveH. For each of the five clustering algorithms, when the number of clustered groups is fixed, experiments are repeated for ten times where the averaged evaluation value out of ten runs is depicted as a point in the figure. The concrete experimental results of each clustering algorithm in terms of average purity and average entropy are also reported in Tables 2 and 3 respectively, where the number of clustered groups ranges from 5 to 80 with an interval of 15. The value following '±' gives the standard deviation and the best result out of the five clustering algorithms on each number of clustered groups is shown in bold face. Figure 2 and Table 2 show that in terms of average purity, on both MUSK1 and MUSK2, all the three versions of BAMIC significantly and consistently outperform k-MEDOIDS and AGNES. Furthermore, there is no significant difference among the performance of the three versions of BAMIC on MUSK1, while the performance of BAMICw-aveH is slightly inferior to those of BAMIC-w-minH and BAMIC-w-maxH on MUSK2. Figure 3 and Table 3 reveal the same phenomena as shown above when the performance of clustering algorithm is evaluated in terms of average entropy. The above results indicate that BAMIC could work well on the real-world MUSK data.
GENMIP data sets
In addition to the above STDMIP data sets, several GENMIP data sets are employed to further evaluate the performance of each clustering algorithm. Specifically, the presence-based MI of GENMIP Model I proposed by Weidmann et al. [2] is used.
In generating presence-based MI data sets, |C| concepts were used. To generate a positive bag, the number of instances in a concept c i was chosen randomly from {1, . . . , 10} for each concept. The number of random instances was selected with equal probability from {10|C|, . . . , 10|C| + 10}. To form a negative bag, they replaced all instances of a concept c i by random instances.
Hence the minimal bag size in this data set was |C| + 10|C| and the maximal bag size was 20|C| + 10. It is obvious that STDMIP problem is just a special case of presence-based MI by using only one underlying concept (i.e. |C| = 1). Therefore, learning from presence-based MI data sets would be inevitably more difficult than learning from STDMIP data sets such as the MUSK data. In this paper, four presence-based MI data sets are used, i.e. 2-5-5, 2-10-0, 3-5-5, 3-5-10. Here the name of the data set '2-5-5' means it was generated with 2 concepts, 5 relevant and 5 irrelevant attributes. The same naming rule goes for the other data sets. In each data set, there are five different training sets containing 50 positive bags and 50 negative bags, and a big test set containing 5,000 positive bags and 5,000 negative bags. When the data set is used to evaluate the performance of a supervised multi-instance algorithm (as shown in Sect. 4.2.4), the average test set accuracy of the classifiers trained on each of these five training sets is recorded as the predictive accuracy of the tested algorithm on that data set. In this subsection, however, only the five training sets contained in each data set are used to evaluated the performance of the unsupervised multi-instance clustering algorithms.
Figures 4 and 5 show how the performance of each clustering algorithm on the presence-based MI data sets changes as the number of clustered groups increasing in terms of average purity and average entropy respectively. The number of clustered groups ranges from 5 to 100 with an interval of 5 on all data sets. When the number of clustered groups and the clustering algorithm are fixed, the averaged evaluation value out of five training sets is depicted as a point in the figure. The concrete experimental results of each clustering algorithm in terms of average purity and average entropy are also reported in Tables 4 and 5 respectively, where the number of clustered groups ranges from 5 to 80 with an interval of 15. The value following '±' gives the standard deviation and the best result out of the five clustering algorithms on each number of clustered groups is shown in bold face.
As shown by Figs. 4 and 5 together with Tables 4 and 5 , on all data sets and evaluation criteria, all the three versions of BAMIC significantly and consistently outperform k-MEDOIDS and AGNES. Specifically, both k-MEDOIDS and AGNES totally fail to find the inherent structure of the concerned GENMIP data. Furthermore, on all data sets and evaluation criteria, the performance of BAMIC-w-aveH is superior to those of BAMIC-w-minH and BAMIC-w-maxH, while there is no significant difference between the performance of the latter two versions of BAMIC. The above results show that in addition to the STDMIP data as shown in Sect. 3.2.2, BAMIC (especially BAMIC-w-aveH) could also work well on the more complicated GENMIP data.
Applications to multi-instance prediction
BARTMIP
The difficulty of multi-instance prediction (whether STDMIP, MIR or GENMIP) mainly lies in that although the training bags are labeled, the labels of their instances are unknown. Actually, a bag corresponds to a real-world object while the instances correspond to feature vectors describing the object. In contrast to typical machine learning settings where an object is represented by one feature vector, in multi-instance learning an object is represented by a set of feature vectors. Therefore, common supervised machine learning methods can hardly be applied. In fact, Dietterich et al. [1] showed that learning algorithms ignoring the characteristics of multi-instance problems, such as popular decision trees and neural networks, could not work well in this scenario. 4 Until now, there are two distinct strategies to deal with the representation difficulty encountered in multi-instance prediction [43] . The most straightforward strategy is to modify supervised learning algorithms to meet the representation of feature vector sets. Actually, Zhou and Zhang [31] showed that supervised learning algorithms could be adapted to multi-instance prediction as long as their focuses are shifted from the discrimination on the instances to the discrimination on the bags. Most current multi-instance prediction algorithms, especially those for solving STDMIP and MIR problems, can be viewed as going along this way. On the other hand, the opposite strategy, i.e. transforming the representation to meet the requirement of common supervised learning algorithms, can also be considered. In fact, several multi-instance prediction algorithms, especially those They considered four multi-instance algorithms and their supervised counterparts by simply sharing the bag's label to all the instances in the bag. Experiments on 12 multi-instance data sets show that, in most cases (8 out of 12 data sets), the best performance is obtained with the multi-instance algorithm rather than the traditional supervised learner.
for solving GENMIP problems, have been proposed along this way.
In this paper, with the help of BAMIC, a new solution to the problem of multi-instance prediction named BARTMIP is proposed along the second strategy. In detail, training bags are firstly clustered into k disjoint groups of bags using BAMIC as introduced in Sect. 3. Intuitively, since clustering could help find the inherent structure of a data set, the clustered k groups might implicitly encode some information on the spacial distribution of different bags. Therefore, BARTMIP then tries to re-represent the bags based on the clustering results. Specifically, each bag is re-represented by a k-dimensional feature vector whose i-th feature corresponds to the distance between the bag and the medoid of the i-th group. When all the bags are transformed into the k-dimensional feature vectors, common supervised learners could be used to train on the generated feature vectors to distinguish the bags.
When an unseen bag is given for prediction, BARTMIP firstly re-represents it by querying the clustering results, then feeds the generated feature vector to the trained predictor to obtain the predicted label. This means the clustering results, at least the medoids of each clustered groups, should be stored for prediction so that the unseen bag can be transformed into the corresponding feature vector through measuring its distance to different group medoids. However, although BARTMIP is not so efficient as multi-instance prediction algorithms that do not query on training bags in prediction, such as RELIC [19] , it is more efficient than algorithms that require storing and querying all the training bags in prediction, such as CITATION-KNN and BAYESIAN-KNN [18] . As will be shown in the next subsection, a prominent advantage of BARTMIP is that it can be easily applied to MIR problems by simply replacing the binary classifier built on the transformed feature vectors with a regression estimator, and applied to GENMIP problems without any modification, while most current multi-instance prediction algorithms can not. Let D be the set of labeled training bags, i.e.
set of instances and L X i is the label (binary or real-valued) associated with X i . The complete description of BARTMIP is illustrated in Fig. 6 . Based on BAMIC, steps (1) to (2) cluster the training set into k disjoint groups. 5 After that, steps (3) to (8) firstly convert each training bag into one feature vector associated with the bag's label, and then use the given learning algorithm to train a predictor from the transformed feature vectors. Note that many algorithms can be used to implement the learning algorithm. Finally, steps (9) to (11) output the label for the test bag by feeding the generated feature vector to the learned predictor.
Note that although BARTMIP is designed along one existing strategy, i.e. performing representation transformation to meet the requirement of traditional supervised learning algorithms, it has its own characteristics. Firstly, for all the other multi-instance prediction algorithms based on representation transformation [2, 3, [43] [44] [45] [46] , the bags are transformed into corresponding feature vectors by structuring the input space at the level of instances. While for BARTMIP, through unsupervised clustering of training bags, representation transformation is performed by structuring the input space at the level of bags, which seems more pertinent to the original representation of multi-instance learning. On the other hand, most existing multi-instance prediction algorithms have only been applied to one or two kinds of 
-number of clustered groups Bag_dist -distance metric used to calculate distances between bags, which could take the form of maximal, minimal or average Hausdorff distance in this paper TBag -test bag (TBag ⊆ X ) Learner -common supervised learner for the transformed feature vectors
Outputs:
Label -predicted label for the test bag (Label ∈ {0, 1} or [0, 1])
Predictor(·) = Learner(Tr); (9) for j ∈ {1, 2, . . . , k} do (10) y j = Bag_dist(TBag, C j ); (11) Label = Predictor( y 1 , y 2 , . . . , y k ); multi-instance prediction problems. In this paper, BARTMIP is utilized to solve various kinds of multi-instance prediction problems, including STDMIP, MIR and two kinds of GENMIP problems.
Experiments
Experimental setup
As shown in Fig. 6 , several parameters should be determined in advance to make BARTMIP be a concrete prediction algorithm. In this subsection, support vector machines (SVM), 6 backpropagation neural networks (BNN) and Knearest neighbors (KNN) are used respectively as the base learners to learn from the transformed feature vectors. Considering that after representation transformation, different multi-instance learning problems will give rise to different common supervised learning problems, thus the parameters used by each base learner are coarsely tuned for different data sets to yield comparable performance. For SVM, Gaussian kernels are used with γ -parameter set to be 0.25 and C-parameter set to be 3. For BNN, the number of hidden 6 Specifically, the Matlab R version of LIBSVM [60] is used, where the Matlab code is available at http://www.ece.osu.edu/~maj/osu_svm/ or http://www.csie.ntu.edu.tw/~cjlin/libsvm/.
neurons is set to be the number of input neurons. For KNN, the number neighbors considered is set to be 3. The following experiments (as shown in Table 6 ) on the MUSK data, whose detailed characteristics have already been introduced in Sect. 3.2.2, are performed to determine other parameters of BARTMIP.
Ten times of leave-one-bag-out tests are performed on both MUSK1 and MUSK2, where the parameter k (i.e. the number of clustered groups) ranges from 20% to 100% of |D| (i.e. the number of training bags) with an interval of 20%. BARTMIP-SVM-minH denotes the version of BART-MIP where SVM is employed to learn from the transformed feature vectors and minimal Hausdorff distance is used to measure distance between bags. The same naming rule goes for the other algorithms. The value following '±' gives the standard deviation and the best result out of three different distance measures on each number of clustered groups is shown in bold face. Table 6 shows that the number of clustered groups does not significantly affect the performance of each prediction algorithm. When the base learner is fixed, in most cases better performance is achieved when average Hausdorff distance is used as the bag distance metric (except BART-MIP-KNN on MUSK1 and BARTMIP-BNN on MUSK2). Furthermore, when the bag distance metric is fixed, in all cases better performance is achieved when SVM is used as the base learner. Therefore, in the rest of this paper, the reported results of BARTMIP are all obtained with μ set to be the moderate value of 60%, where SVM is employed to learn from the transformed feature vectors and average Hausdorff distance is utilized to measure distance between bags. Experimental results of BARTMIP on all kinds of multiinstance prediction formalizations, including STDMIP, MIR and GENMIP, are reported sequentially in the following subsections. Note that the performance of different algorithms have been reported on different data sets. For each data set used in this paper, the experimental results of other algorithms ever reported on that data set are included for comparative studies. Furthermore, in Sect. 4.2.3, time complexities of BARTMIP and some other algorithms are also compared. All the algorithms studied in this paper take the propositional (i.e. attribute-value) representation language.
STDMIP data sets
Experimental results on the most widely used STDMIP data sets, i.e. the MUSK data, are shown in this subsection. The performance of BARTMIP (γ = 0.25, C = 3) are presented in the first part of Table 7 . The first part also contains the results of those algorithms designed for GEN-MIP Model I (i.e. TLC [2] and CCE [43] ) and GENMIP Model II (i.e. k ∧ [45] and k min [46] ), which can also work on the MUSK data. The second part contains the results of other learning algorithms designed for the STDMIP problems. Note that Zhou and Zhang [31] have shown that ensembles of multi-instance learners could achieve better results than single multi-instance learners. However, considering that BARTMIP is a single multi-instance learner, the performance of ensembles of multi-instance learners are not included in Table 7 for fair comparison. The em- pirical results shown in Table 7 have been obtained by multiple runs of tenfold cross-validation (10CV), by 1,000 runs of randomly leaving out 10 bags and training on the remaining ones (10OUT), or by leave-one-bag-out test (LOO). 7 Table 7 shows that, among the algorithms shown in the first part, BARTMIP is comparable to CCE but apparently better than TLC, k ∧ and k min on both MUSK1 and MUSK2. Compared with those algorithms shown in the second part, BARTMIP is comparable to ID APR, CITATION-KNN and BOOSTING but apparently better than the other algorithms on MUSK1, while it is comparable to DD-SVM, ID APR, MITI, MI SVM and RBF-MIP but apparently better than the other algorithms on MUSK2. These observations show that BARTMIP works quite well on the STDMIP problems.
MIR data sets
In 2001, Amar et al. [4] presented a method for creating artificial MIR data, which was further studied by Dooly et al. [6] in 2002. This method generates an artificial receptor (target point) t at first. Then, artificial molecules (denoted as X i ) with 3-5 instances per bag are generated, with each feature value considered as the distance from the origin to the molecular surface when all molecules are in the same orientation. Let X ij denote the j -th instance of X i and X ij k denote the value of the k-th feature of X ij . Each feature has a scale factor s k ∈ [0, 1] to represent its importance in the binding process. The binding energy E X i of X i to t is calculated as:
7 As pointed out by Andrews et al. [29] , the EM-DD algorithm [16] seems to use the test data to select the optimal solution obtained from multiple runs of the algorithm. Thus, the experimental results of EM-DD shown in Table 7 are those given by Andrews et al. [29] .
where n is the number of features and
is called the Lennard-Jones potential [53] for intermolecular interactions with parameters (the depth of the potential well) and σ (the distance at which V (u) = 0), and u is the distance between the bag instances and the target point on a specific feature (they assumed that u > σ which means V (u) < 0). Based on this, the real-valued label RL X i ∈ [0, 1] for molecule X i is the ratio of E X i to the maximum possible binding energy E max :
where E max = − · n k=1 s k . Thresholding at 1/2 converts RL X i to a binary label BL X i .
The artificial data sets are named as LJ-r.f.s where r is the number of relevant features, f is the number of features, and s is the number of different scale factors used for the relevant features. To partially mimic the MUSK data, some data sets only use labels that are not near 1/2 (indicated by the 'S' suffix) and all scale factors for the relevant features are randomly selected between [0.9, 1]. Note that these data sets are mainly designed for multi-instance regression, but they can also be used for multi-instance classification through rounding the real-valued label to 0 or 1.
Leave-one-bag-out test is performed on four artificial data sets, i.e. LJ-80.166.1, LJ-80.166.1-S, LJ-160.166.1 and LJ-160.166.1-S. Each data set contains 92 bags. The performance of BARTMIP (γ = 1, C = 1) is compared with those of BP-MIP, RBF-MIP, DIVERSE DENSITY and CITATION-KNN, where the performance of BP-MIP, RBF-MIP and those of DIVERSE DENSITY and CITATION-KNN are reported in [24] , [27] and [4] respectively. Table 8 and Table 9 gives the predictive error and squared loss of each comparing algorithm. In terms of predictive error (as shown in Table 8 ), BART-MIP is comparable to RBF-MIP and CITATION-KNN but significantly outperforms BP-MIP and DIVERSE DENSITY on all data sets. In terms of squared loss (as shown in Table 9 ), BARTMIP is comparable to CITATION-KNN on LJ-80.166.1 and is worse than CITATION-KNN on LJ-80.166.1-S, LJ-160.166.1 and LJ-160.166.1-S, but significantly outperforms BP-MIP, RBF-MIP and DIVERSE DENSITY on all data sets. These results indicate that, in addition to STDMIP problems, BARTMIP could also work well on MIR problems. In addition, Table 10 and Table 11 report respectively the training time and testing time of those algorithms studied in this subsection on both STDMIP and MIR (thresholding real-valued label into binary one) data sets. Experiments are conducted on an HP server equipped with 4 G RAM and four Intel Xeron TM CPUs each running at 2.80 GHz. As shown in Table 10 , the training complexity of BARTMIP is comparable to that of RBF-MIP while much smaller than that of BP-MIP and DIVERSE DENSITY (As a lazy learning style algorithm, CITATION-KNN takes no training phase and thus leads to the null training complexity). As shown in Table 11 , the testing complexity of BARTMIP is comparable to that of BP-MIP, RBF-MIP and DIVERSE DENSITY while much smaller than that of CITATION-KNN. The above results show that BARTMIP is quite efficient in both training phase and testing phase compared to other multi-instance prediction algorithms.
GENMIP Model I
Weidmann et al. [2] designed some methods for artificially generating data sets of GENMIP Model I. In each data set they generated, there are five different training sets containing 50 positive bags and 50 negative bags, and a big test set containing 5,000 positive bags and 5,000 negative bags. The average test set accuracy of the classifiers trained on each of these five training sets is recorded as the predictive accuracy of a tested learning algorithm on that data set. Note that in this subsection, the results of MI SVM and the TLC algorithms are from the literature [2] , while the results of CCE are from [43] .
The way on how to generate presence-based MI data sets has already been introduced in Sect. 3.2.3. Experimental results on this kind of data sets are shown in Table 12 , here the name of the data set '2-10-5' means this data set was generated with 2 concepts, 10 relevant and 5 irrelevant attributes.
In generating threshold-based MI data sets, Weidmann et al. [2] also used |C| concepts. They chose thresholds t 1 = 4 and t 2 = 2 for data sets with |C| = 2, and t 1 = 2, t 2 = 7 and t 3 = 5 for data sets with |C| = 3. For positive bags, the number of instances of concept c i was chosen randomly from {t i , . . . , 10}. To form a negative bag, they replaced at least ( (X, c i ) − t i + 1) instances of a concept c i in a positive bag X by random instances. The minimal bag size in this data set is i t i + 10|C|, the maximal size is 20|C| + 10. In this paper, four threshold-based MI data sets are used. The results are shown in Table 13 , here the name of the data set '42-10-5' means this data set has at least 4 instances of the first concept and 2 instances of the second concept in a pos- itive bag, with 10 relevant and 5 irrelevant attributes. The same naming rule goes for the other data sets. In generating count-based MI data sets, Weidmann et al. [2] still used |C| concepts. They used the same value for both threshold t i and z i . Hence, the number of instances of concept c i is exactly z i in a positive bag. They set z 1 = 4 and z 2 = 2 for data sets with |C| = 2, and z 1 = 2, z 2 = 7 and z 3 = 5 for data sets with |C| = 3. A negative bag could be created by either increasing or decreasing the required number z i of instances for a particular c i . They chose a new number from {0, . . . , z i − 1} ∪ {z i + 1, . . . , 10} with equal probability. If this number was less than z i , they replaced instances of concept c i by random instances; if it was greater, they replaced random instances by instances of concept c i . The minimal bag size in this data set is i z i + 10|C|, and the maximal possible bag size is i z i + 10|C| + 10. In this paper, four count-based MI data sets are used. The results are shown in Table 14 , here the name of the data set '42-10-5' means this data set requires exactly 4 instances of the first concept and 2 instances of the second concept in a positive bag, with 10 relevant and 5 irrelevant attributes. The same naming rule goes for the other data sets.
For these GENMIP data sets, the γ -parameter and the C-parameter are coarsely tuned to be 10 and 5 respectively for the Gaussian kernel SVM. Considering that attributed selection (AS) has been applied to refine the TLC algorithm [2] , for fair comparison, this strategy has also been adopted to improve the performance of BARTMIP. In detail, backward attribute selection [54] was used. It starts with all attributes and in each round eliminating one attribute where the remaining attribute subset will mostly improve the performance of the algorithm. The effectiveness of a given subset of attributes is evaluated by tenfold cross-validation on the training set using this subset, and the attribute selection process terminates when eliminating attributes will no longer improve the algorithm's performance or there is only one attribute remaining. Of course, this method is computationally expensive and increases the runtime of BARTMIP considerably.
On presence-based MI data sets (as shown in Table 12 ), the performance of BARTMIP is better or at least comparable to those of MI SVM, CCE and TLC, while the performance of BARTMIP with AS (i.e. BARTMIP-AS) is also better or at least comparable to that of TLC with AS (i.e. TLC-AS) when the strategy of attribute selection is incorporated. On threshold-based MI data sets (as shown in Table 13 ), the performance of BARTMIP is better or at least comparable to those of MI SVM, CCE and TLC except on '275-5-10', while the performance of BARTMIP with AS is not so good as that of TLC with AS as attribute selection has not significantly enhanced the generalization ability of BARTMIP. On count-based MI data sets (as shown in Table 14 ), the performance of BARTMIP is significantly better than those of MI SVM, CCE and TLC on '42-10-5', '42-10-10' and '275-10-5' except on '275-5-10' where all the algorithms fail due to the very high ratio of irrelevant attributes, while BARTMIP with AS performs better on '42-10-10' but worse on '42-10-5' and '275-10-5' than TLC with AS. It is worth noting that, although the TLC algorithms (with and without AS) achieve high average accuracies on almost all these data sets of GENMIP Model I, the variance of their results are higher or much higher than those of BARTMIP (with and without AS), MI SVM and CCE in most cases. The experimental results show that BARTMIP could also work well on GENMIP Model I as well as on STDMIP and MIR problems, even though it is not a specially designed learner of GENMIP Model I such as TLC and CCE.
GENMIP Model II
In presenting GENMIP Model II, Scott et al. [3] also designed an algorithm (referred to here as GMIL-1) for their model and successfully applied it to various areas such as robot vision, content-based image retrieval, biological sequence analysis and molecular binding. However, this algorithm requires explicitly enumerating all axis-parallel boxes in the discrete space {0, . . . , s} d (where d is the dimensionality and s is the number of discrete values in each dimension), where each box is assigned with a boolean attribute. This inevitably causes the time complexity of GMIL-1 to be exponential in d and prohibits its applicability to high dimensional learning problems (e.g. the MUSK data as shown in Sect. 4.2.2). Later on, Tao and Scott [44] developed some heuristics to significantly speed up GMIL-1 in certain circumstances, yielding the algorithm named GMIL-2. Unfortunately, GMIL-2 still has exponential time complexity and cannot scale well to higher dimensions.
In order to overcome the above problem of exponential time complexity, Tao et al. [45] reformulated GMIL-1 using a kernel that can be used with a support vector machine to efficiently learn geometric multi-instance concepts (i.e. an r-of-(q + q ) threshold function as shown in Sect. 2). They showed that computing such a kernel on two bags X 1 and X 2 is equivalent to count the number of axis-parallel boxes in a discrete, bounded space that contain at least one point from each of X 1 and X 2 . They proved that the counting problem is #P-complete and gave a fully polynomial randomized approximation scheme (FPRAS) for it. Later, this kernel is further generalized along the line of Weidmann et al.'s count-based MI [46] . In addition to the widely used MUSK data, they also tested their kernels (i.e. k ∧ [45] and k min [46] ) on content-based image retrieval data [3] , protein superfamily identification data [55] and multi-site drug binding affinity data [3] . In this paper, two of these data sets, i.e. the protein superfamily identification data and multi-site drug binding affinity data are used to further evaluate the effectiveness of BARTMIP. 8 The γ -parameter and the Cparameter are coarsely tuned to be 1 and 10 respectively for the Gaussian kernel SVM, the results of other comparing algorithms are all from [45] and [46] .
The protein superfamily identification data 9 deals with the problem of identifying new Trx-fold (Thioredoxin-fold) proteins based on each protein's primary sequence. However, the low conservation of primary sequence in the Trxfold superfamily makes conventional modeling methods such as Hidden Markov Models (HMMs) difficult to use. Therefore, Wang et al. [55] proposed to using multi-instance learning techniques for identification of new Trx-fold proteins. They mapped each protein's primary sequence to a bag in the following way: firstly, they found the primary sequence motif (typically CxxC) in each (positive and negative) sequence that is known to exist in all Trx-fold proteins. Secondly, they extracted a window of size 204 around it (20 residues upstream, 180 downstream, which is a region known to contain the entire Trx-fold) and aligned these windows around the motif. Finally, they mapped all sequences to 8-dimensional profiles based on the numeric properties of Kim et al. [56] and used them as inputs to the multi-instance learning algorithms.
The resulting data set contains 193 bags out of which 180 bags (20 positive and 160 negative) have been studied by Wang et al. [55] and Tao et al. [45, 46] . In this paper, the same experimental setup is used to evaluate the performance of BARTMIP on this data set. In detail, 20-fold crossvalidation on 20 positive bags and 8-fold cross-validation on 160 negative bags are performed. In each round, BARTMIP is trained on 19 positive proteins plus one of 8 sets of negative proteins, and then tested on the held-out positive protein plus the remaining 7 sets of negative proteins. The above process is repeated for each positive protein and each of the 8 sets of negative proteins. The average predictive error, false positive rate and false negative rate of BARTMIP over 160 (20×8) times of runs are compared with those of other multi-instance prediction algorithms as shown in Table 15 (DIVERSE DENSITY is abbreviated as DD).
The second data studied in this subsection, i.e. the multisite drug binding affinity data, is a generalization of the synthetic data of Amar et al. [4] and Dooly et al. [6] which has been introduced in Sect. 3.2.3. The purpose of generalization is to reflect the notion of 'antagonist' drugs [1] where a molecule must bind at multiple sites to be labeled positive. Adopting the same notation as used in Sect. 3.2.3, in the generalized case, there is a set of target points T ('subtargets') instead of a single target point. A bag X i is qualified to be positive iff each target point t ∈ T must bind to some instance in X i . In other words, similar to (12), the label of X i is determined by thresholding the following generalized 
Using the above generalized data generator, Scott et al. [3] build ten 5-dimensional data sets (200 training bags and 200 testing bags) each with 4 subtargets and tested their algorithm GMIL-1 on them. Tao et al. [45] also generated data with dimension 10 and 20, each with 5 subtargets, to further evaluate how well their algorithm k ∧ handles higherdimensional data. As with the 5-dimensional data, ten sets were generated, each containing 200 training bags and 200 testing bags. The average predictive errors of BARTMIP on these data sets (with dimensionality of 5, 10 and 20) are compared with those of other multi-instance learning algorithms as shown Table 16 (DIVERSE DENSITY is abbreviated as DD).
On the protein superfamily identification data (as shown in Table 15 ), in terms of all evaluation criteria, the performance of BARTMIP is worse than those of k ∧ and k min , but significantly better than those of GMIL-2 and EMDD. Furthermore, DIVERSE DENSITY significantly outperforms all the other comparing algorithms in terms of false negative rate. On the multi-site drug binding affinity data (as shown in Table 16 ), the performance of BARTMIP is comparable, and in most cases superior to the those of k ∧ , GMIL-1, GMIL-2, EMDD and DIVERSE DENSITY. These experimental results show that BARTMIP could also work well on GENMIP Model II as well as on STDMIP and MIR problems, even though it is not a specially designed learner of GENMIP Model II such as GMIL-1, GMIL-2, k ∧ and k min .
Discussion
As mentioned in Sect. 4.1, BARTMIP solves multi-instance prediction problems by transforming the representation to meet the requirement of traditional supervised learning algorithms. Actually, several algorithms, especially those for GENMIP problems, such as TLC [2] , CCE [43] , GMIL-1 [3] , GMIL-2 [44] , k ∧ [45] and k min [46] have also been designed along this way. In this section, the relationships between BARTMIP and those algorithms are discussed in more detail.
Weidmann et al. [2] proposed TLC to tackle GENMIP Model I problems, which constructs a meta-instance for each bag and then passes the meta-instance and the class label of the corresponding bag to a common classifier. TLC uses a standard decision tree for imposing a structure on the instance space, which is trained on the set of all instances contained in all bags where the instances are labeled with their bag's class label, so that a meta-instance is generated for each bag. However, simply labeling the instances with their bag's class label for decision tree building may be misleading. For instance, in STDMIP problems (special case of presence-based MI problems with |C| = 1), not all the instances in a positive bag should also be labeled positive. In contrast to TLC, BARTMIP performs unsupervised clustering at the level of bags for representation transformation, where the label of each bag is not necessarily shared by its instances.
Scott et al. [3] proposed GMIL-1 to tackle GENMIP Model II problems, which operates in a discretized feature space X = {0, . . . , s} d (as shown in Sect. 4.2.5). GMIL-1 works by enumerating the set of all possible axis-parallel boxes B X (including degenerate ones) in X (so that (x 1 , . . . , x p ) , the algorithm set a b = 1 if some point from X lies in b and a b = 0 otherwise. Using the above remapping of each bag to 2|B X | boolean attributes, the target concept defined by some C,C and r (as shown in Sect. 2) can be represented by an r-of-(q + q ) threshold function over the attributes a c i for c i ∈ C and ac j forc j ∈C. As shown in [3] , such a threshold function can be easily learned by WINNOW [57] while making only O(r(q + q )d log s) mistakes in an online learning setting. Unfortunately, the time complexity of GMIL-1 is exponential in both log s and d. Although Tao and Scott [44] have developed some heuristics (GMIL-2) to significantly improve the computation efficiency of GMIL-1 in certain situations, GMIL-2 still has exponential time complexity which limits its application to problems with higher dimensions. In contrast to GMIL-1 and GMIL-2, BARTMIP could scale quite well to learning problems with higher dimensions, such as those problems shown in Sects. 4.2.2 and 4.2.3.
For those algorithms mentioned above, i.e. TLC [2] , GMIL-1 [3] and GMIL-2 [44] , together with k ∧ [45] and k min [46] (kernel reformulations of GMIL-1), bags are transformed into corresponding feature vectors in a supervised way. That is, the boolean label of each bag is essential for the process of representation transformation. While for BART-MIP, this process is accomplished in an unsupervised way by unsupervised clustering at the level of bags. One advantage of unsupervised clustering is that BARTMIP could be easily adapted to solve MIR problems with real-valued outputs, which is much more difficult for TLC, GMIL-1, GMIL-2, k ∧ and k min to do so. Another advantage of unsupervised clustering is that additional unlabeled bags, if available, could be incorporated with the labeled training bags in the clustering process. For instance, in the problem of content-based image retrieval using multi-instance learning techniques [36, 37] , only a few images (bags) will be labeled by the users while plenty of unlabeled images are available in the database which could be combined with the labeled ones to get more reliable clustering results.
CCE [43] also performs representation transformation in an unsupervised way. Firstly, all the instances contained in all the bags are collected, and the popular clustering algorithm k-MEANS [58] is employed to cluster the instances into d groups. Secondly, each bag is transformed into a d-dimensional feature vector, where if the bag has some instances being clustered to the i-th group, then the value of the i-th feature is set to 1 and 0 otherwise. They also use support vector machines to build a classifier on the transformed feature vectors. Finally, considering that there is no criterion available for judging which kind of clustering result is the best for re-representation of the bags, the above procedures are repeated with different values of d where an ensemble of m classifiers are produced and their outputs are combined by majority voting when making predictions for unseen bags. Although in this way CCE could utilize the power of ensemble learning [59] to achieve strong generalization ability, experimental results reported in Sect. 4.2.4 show that its generalization ability is still worse than that of BARTMIP, which is only a single multi-instance learner. The superiority of BARTMIP may attribute to the clustering results obtained by BAMIC which successfully reveal the underlying distribution of training bags.
As already mentioned several times, a unique characteristic of BARTMIP is that it performs representation transformation by structuring the input space at the level of bags instead of at the level of instances. Specifically, TLC [2] structures the input space by building a decision tree from the set of all instances contained in all bags by sharing the bag's class label to its component instances; GMIL-1 [3] , GMIL-2 [44] , k ∧ [45] and k min [46] structures the input space by enumerating all the axis-parallel boxes at instance level and then constructing boolean attributes from those boxes; CCE [43] structures the input space by dividing the instances into many disjoint regions using the popular k-MEANS clustering algorithm. However, BARTMIP structures the input space at the level of bags by clustering the training bags into several disjoint groups of bags. We suppose that this kind of representation transformation strategy is more pertinent to the original representation of multiinstance learning, i.e. each object represented by a bag (a set of feature vectors) instead of one feature vector.
Conclusion
In this paper, the problem of unsupervised multi-instance learning is addressed where a novel multi-instance clustering algorithm named BAMIC is proposed. BAMIC seeks to cluster training bags into a number of disjoint groups of bags, where the popular k-MEDOIDS algorithm is adapted by using some form of distance metric to measure distance between bags. Based on the information provided by the clustering results of BAMIC, a novel multi-instance prediction algorithm named BARTMIP is proposed. BARTMIP re-represents each bag by a feature vector whose feature values are set to be the distances between the bag and the medoids of clustered groups. Therefore, the bags are transformed into feature vectors so that common supervised learners (support vector machines in this paper) are used to learn from the induced data set. Extensive experiments show that BAMIC could effectively reveal the underlying structure of multi-instance data sets while BARTMIP is highly comparable to other multi-instance prediction algorithms on a wide range of multi-instance prediction problems, including STDMIP, MIR and two kinds of GENMIP models.
BAMIC is the first work toward unsupervised multiinstance learning, it is obvious that investigating other kinds of unsupervised multi-instance learning methods to yield better learning ability is an important and interesting issue worth further study.
For BAMIC, there will exist some clusters containing only one bag when the number of clustered groups is large. Investigating some appropriate methods to eliminate these 'trivial' clusters is an important issue for future work. Further evaluating the performance of BARTMIP on more available multi-instance data sets will be another interesting future work.
In addition to several well-established algorithms [2, 3, [43] [44] [45] [46] , the success of BARTMIP further shows the feasibility of solving multi-instance prediction problems through representation transformation. Actually, there are many possible ways for this purpose. For examples, referring to Fig. 6 , each bag can be transformed into a feature vector whose i-th feature equals the average distance of it to all the bags in G i instead of the distance of it to the medoid of G i . Furthermore, besides support vector machines, other supervised learning methods such as neural networks can also be used as the classifier training algorithms. Exploring other schemes for modifying the representation of multi-instance prediction problems is also an interesting issue for future work.
