Smartphones have been used for recognizing different transportation states. However, current studies focus on the speed of the object, which only relies on the GPS sensor rather than considering other suitable sensors and actual application factors. In this study, we propose a novel method that considers these factors comprehensively to enhance transportation state recognition. e deep Bi-LSTM (bidirectional long short-term memory) neural network structure, the crowd-sourcing model, and the TensorFlow deep learning system are used to classify the transportation states. Meanwhile, the data captured by the accelerometer and gyroscope sensors of smartphone is used to test and adjust the deep Bi-LSTM neural network model, making it easy to transfer the model into smartphones and conduct real-time recognition. e experimental results show that this study achieves transportation activity classification with an accuracy of up to 92.8%. e model of the deep Bi-LSTM neural network can be used for other timeseries fields such as signal recognition and action analysis.
Introduction
Using sensor data to recognize different types of motion state or physical activities has attracted great attention in recent years [1, 2] . Transportation state detection can be considered as a kind of state recognition task, and the transportation state data can be captured by smartphone sensors. Smartphones are equipped with powerful sensors such as accelerometer, gyroscope, pressure, and magnetometer. Owing to the popularity of smartphones, potentially huge volumes of data can be obtained and significant information can be retrieved from these sensors. In the process of training the neural network, the traditional data acquisition method cannot improve the recognition rate of the model because of the quantity and quality of data. To get more information, we propose a crowdsourcing mode [3] for collecting the transportation state data.
e crowd-sourcing mode can provide powerful, reliable, and enriched data so as to enhance the recognition rate.
In the transportation state recognition field, many studies have employed sensors such as GPS (Global Position System) and accelerometers and also used the GIS (Geographic Information System) to detect the modes of transportation.
In many case studies, the GPS sensor is used as an integral part to capture the location and the speed. Although the results are encouraging, GPS is not an appropriate sensor for transportation state recognition. Because in many sites, there are tall buildings that affect the GPS signal and result in GPS positioning failure. Some situations are inevitable, such as people crossing the tunnel, entering the building, and taking the subway, which prevents the GPS sensor from working. In order to get much valid motion data, we use a gyroscope sensor and accelerometer sensor instead which can resolve the above problems of GPS.
e transportation recognition problem is tackled by using big data analysis, upgraded software-hardware technology, and cloud business models. Deep learning techniques for data analysis have excellent performance in many fields, such as image recognition, speech recognition, audio processing, and natural language processing.
ere are many open-source deep learning architecture models, such as Caffe, eano, orch, and TensorFlow. TensorFlow is Google's second-generation AI (artificial intelligence) learning system [4] . It was designed from the ground up to be a good deep learning solution for mobile platforms and could be integrated into Android smartphones easily through Java interface.
ere are many kinds of neural network models, built by deep learning techniques, such as autoencoder, restricted Boltzmann machine, deep belief networks, CNN (convolutional neural network), and RNN (recurrent neural network).
is study examines some core problems in choosing suitable sensors, selecting various neural network structures and deep learning techniques. Subsequently, the application of the neural network model and crowdsourcing mode to the real-world is also considered.
e remainder of this study is organized as follows. In Section 2, the related works are presented. Section 3 establishes the neural network model and proposes the method for choosing a better neural network. Section 4 presents the experimental result, and Section 5 concludes this study and discusses its limitations.
Related Works
Many algorithms have been proposed for transportation state recognition such as SVM (support vector machine), decision trees, random forest, Bayesian belief network, and neural network.
Bolbol et al. [5] introduced a framework which was tested by using coarse-grained GPS data based on SVM classification. However, it took much time to compute the GPS data, get some parameters, and use SVM to classify the states. In addition, this method depended on the GPS data, and if the GPS signal was not stable, then GPS data would exert a negative influence on the classification results. e same issues were also presented in [6, 7] . Zhang et al. [6] used permutation entropy of speed as a feature for transportation state detection and used ELM (extreme learning machine) to distinguish different transportation. While the learning speed of ELM was faster than traditional forward feed network learning algorithms, experimental results were not better.
Shafique and Hato [8] compared the SVM, AdaBoost, decision tree, and random forests to classify the transportation state. Although these experimental results were better, the limitations of these papers were that the data were collected by the special facility and the device could not collect more data at one time. Stenneth et al. [9] proposed a method to infer a mode of transportation based on the GPS sensor on the mobile device and knowledge of the underlying transportation network. While this method used a GPS sensor and the speed of the object to classify the states, it could not recognize the motion state of the object.
Lari and Golroo [10] adapted random forest to analyze the collected data in order to distinguish transportation states. However, this method also relied on the GPS data, especially the speed of the object, if GPS tracking accuracy was not guaranteed, it does not perform well. Shafique and Hato [11] also adapted random forest to classifying the smartphone data among various modes. In that study, the GPS sensor and accelerometer sensor were used to collect data, and the age and gender of tested people were also used as features in classification. In spite of good recognition results, there was an existing problem of the trip segment.
Feng and Timmermans [12] used a Bayesian belief network model to infer transportation states and activity episodes simultaneously and compared the performance of three different groups of sensor data (GPS data only, accelerometer data only, and the combination of GPS and accelerometer data). In addition, it proposed the use of recorded real-time speed and distance in the case of missing data. Xiao et al. [13] identified travel modes using a Bayesian network, four features were extracted to construct the Bayesian network, and two targeted features were added to improve the mode identification performance. Byon and Liang [14] used neural network-based artificial intelligence to identify the mode of transportation, which detected the patterns of the distinct physical profile of each mode. It was also found that the route-specific neural network classifier performed better than the general neural network classifier.
According to the literature above, deep learning and machine learning techniques have been successfully applied in transportation state recognition. However, most of these studies used GPS sensor data as the only source of data to recognize states, which means that the speed of the object determines the result of classification, rather than considering other suitable sensors and real-world status. Based on the above analysis, we propose using the deep Bi-LSTM neural network for classification and collecting raw sensor data from the sensors of acceleration and the gyroscope built in a smartphone. Furthermore, we adopt deep learning methods that can automatically learn the features from a particular dataset that includes a training set and test set [15] .
e TensorFlow system is used to construct the model and train and test the neural network architecture. e model is transferred into an Android smartphone for validation. e validation process optimizes the model structure and collects more information, which could improve the accuracy of experimental results.
Methodology

Experimental Setup.
e experiments probed a smartphone attached to the waist to collect the sensor data during six common transport states.
e main steps of transportation recognition are shown in Figure 1 . First, two kinds of sensor data were collected by developing a smartphone application or using other applications in the App store.
en, the data were filtered to remove random noise during the preprocessing phase. After that, the data were divided into blocks of the same size so that various features could be extracted. It was vital to extract the most discriminative features that can distinguish different transport states. Next step, the neural network was trained until certain recognition accuracy was achieved. Finally, the model was transferred to the smartphone to test real-time situation by the smartphone application program.
In this study, six types of transport state are defined, namely, BIC (bicycling), BUS (bus), RUN (running), STI (statics), SUB (subway), and WAL (walking), as shown in Table 1 . People performed six states wearing a smartphone on the waist, making sure the monitor of the smartphone is facing out; the steps are as shown in Figure 2 . e sensor data, which are the signals obtained by applying acceleration and angular velocity, were collected by a HUAWEI P9 smartphone and a XIAOMI smartphone at 50 Hz sampling rate.
Data Collection.
In order to improve the accuracy, the crowd-sourcing mode was used to collect the data. Figure 3 shows collecting the transportation state using a smartphone. e crowd-sourcing mode enables to get and share more information. e data were collected by smartphones, and the various states of information were sent to the data centered by Internet. e data center will analyze these data and send the results to the users.
Transportation State Classification
Different Transport States.
In this study, acceleration and angular velocity are used to describe different states. Figure 4 shows acceleration and angular velocity signals for the six transport states, in which the smartphone is placed on the waist as sown in Figure 2 . Compared with other states, the signal of BIC is very sensitive to the road condition, and this is because the contact area of bicycle tires and ground is relatively small especially when the speed is fast and the road condition is poor. In order to reduce noise, the BIC signal was filtered. e acceleration signals of STI and SUB were also filtered. When the subway is running at a constant speed, it is difficult to recognize it. erefore, the angular velocity signal is used to identify it because the ups and downs of subway line lead to differences in angular velocity signals. e differences between the signals of RUN and WAL are more noticeable. Furthermore, every transport state has its own characteristic values of acceleration and angular velocity. Each state has at least one key feature to distinguish it from other states.
Feature Extraction.
Before extracting features, the segment is needed for data preprocessing. Features are extracted from sensor data within a short time frame called a window that covers the full features of a transport state [16] .
e duration of each state determines the size of the window. A smaller size of the window may not precisely contain the full characteristics of each state, while a larger one may bring noises in [17] . Typically, the time signals were then sampled in fixed-width sliding window of 2.56 sec and 50% overlap between them, optimized for the power of two vectors (2.56 sec × 50 Hz � 128 cycles) [18] .
When using sensor signals to discriminate transport state, it is vital to consider the temporal dependence of nearby reading. LSTM neural network that utilizes data over time intervals is appropriate for this task. e discriminating transport state can be deemed to a sort of classification issue, where the input data set is time series signals and the output set is the transport state label. Figure 5 shows the transport state recognition process, consisting of a training phase and a test phase. e features are extracted from the raw time series data set and then utilized to train a perfect classification model until the stopping criteria are achieved during the training phase. In the test phase, features are extracted from the test set and the trained classification model is used to predict a transport state label. Figure 5 also shows that various neural networks can be used to extract features. In this study, Bi-LSTM was utilized to extract features. In a classical RNN, the transmission of the state is one-way, from front to back, which limits the direction of propagation. In this study, the output of the current moment is not only related to the previous state, but also the state after it. So the Bi-LSTM is necessitated to deal with this condition. One primary purpose of the Bi-LSTM is to increase its available information.
Classification.
e structure of Bi-LSTM is illustrated in Figure 6 (a), and the structure of LSTM is illustrated in Figure 6 (b).
e Bi-LSTM structure has two directions which are the forward layer and backward layer, and the two-layers have no intersection in the running phase until the final output layer. In this study, based on features of sensor data which are time sequence, the output results of the current moment is not only related to the previous state, but also the state after it, so the Bi-LSTM is used to record the information of backward layer and forward layer and to increase expression of the neural network. However, the normal single-directional LSTM cannot get the information of the next state. e computation process of Bi-LSTM is defined as follows:
where forward ��������→ t is the result of the forward layer which is not a vector but is a real number; backward ← t is the result of the backward layer, which is a real number also; output t is the probability value generated by combining forward ��������→ t and backward ←���������� t ; f and g are nonlinear activation functions; J is the joint function; h is the values of the hidden layer; U, W, and V are the weight matrices; and b, d, and c are the bias values.
When feature extraction has been done, the next step is the classification. To normalize the probabilities of the output labels, the softmax layer is the inferred state class that is expressed as follows:
where l i is the ith value computed by multiplying the neuron values in the last layer with the weights connected to the ith output neuron, soft max (l i ) is the output probability, and
Regularization.
In spite of Bi-LSTM has superior performance in some fields, there are some weaknesses such as optimum problem and overfitting. Regularization can be used to compensate for these weaknesses. Weight decay and L2 regularization are regularization methods that add an extravalue into the loss function to penalize the large weights, which can be expressed as follows:
where C is the value of regularization; C 0 is the cost function; λ is the regularization coefficient (λ > 0); and w is calculated as shown in the following equations according to the rule that regularization can choose a model with low risk and complexity at the same time:
where η is the learning rate and (1 − (ηλ/n)) is a factor which can adjust the weight and make weight smaller.
Experiments
In the experiment, 11 volunteer subjects performed these six transport states while carrying the smartphones on their waists. ere are 8 subjects that are used for training, and the others are used for testing. e amount of training set is 16755 * 128 * 6, and the test set is 4239 * 128 * 6. e sensor data were sampled at a rate of 50 Hz and divided into windows of 128 values. en, this study puts 6 axes (acceleration 3 axes and gyroscope 3 axes) in a raw input, and 1 input vector � 128 * 6 + 1. e format of input data is shown in Figure 7 . e experimental configuration is shown in Table 2 . e size of batch expresses the size of data for every running process.
e LRB (learning rate base) expresses basic learning rate and ranges from 0.5 to 0.005. e LRD (learning rate decay) expresses the decay rate. ReLU (rectified line unit), a kind of activation functions, is used to increase the nonlinear variation, which can make the neural network learn more features. To get a better solution and adjust the learning rate, the high learning rate is used in the beginning. Multiplied LRB and LRD are used to reduce the learning rate gradually. en, the DLR (decayed learning rate) is defined as follows:
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where DLR is the learning rate that is used in each round of optimization, decaySteps is the speed of the decay rate, and globalStep is the global step's counter. In this study, the moving mean model was adopted to make the model more robust. e MAD (moving average decay) determined the updating speed of the Bi-LSTM neural network model. When the value of the MAD is greater, where the reasonable values for decay is close to 1.0, the network model updates faster. An empirical value for the number of training epochs was set up from 1000 to 1400, which could be a stopping criterion for neural network training.
To increase the accuracy of Bi-LSTM network classification, different numbers of hidden layers were tested and four layers yielded the best results.
e structure of the neural network is shown in Figure 8 .
e experimental results are shown in Table 3 . It was found that the accuracy is sensitive to hyperparameters. In order to get a better result in this study, different optimization methods were used. In the design of neural network structure, multihidden layers were used; in the process of neural network optimization, the LRD, the loss function of regularization, and the moving average model are used which are provided by TensorFlow. e classification accuracy is shown in Figure 9 . e blue curve expresses the accuracy of the training data, and the red curve shows the accuracy of the test data. In most cases, the accuracy of the training data is a little higher than that of the test data. Moreover, the red curve converges quickly, and the results are relatively stable, which demonstrates that the proposed model is robust and stable. To better evaluate the experimental results, the confusion matrix was utilized to illustrate the results, as shown in Table 4. e precision, recall, and F Score are defined in the following equations:
where tp is the true positives, fp is the false positives, and fn is the false negatives.
As demonstrated in Table 4 , STI and SUB activities are the difficult ones for deep Bi-LSTM to discriminate. e reason is that the signals of subway and STI are similar sometimes especially when stationary activities suddenly receive an external effect, and the state of the object changes slightly, which results in signal changing and making the state change. In order to test the accuracy of the model in the actual situation, the neural network model was transferred to an Android phone. e transfer process is straightforward becuase TensorFlow has the Android interface. We developed an Android app to test the neural network model, which can collect the transport state data and recognize the transport state, as shown in Figure 10 . In Figure 10 (b), Proavg indicates the probability that the state is identified by the model as a different motion state. For example, if SUB is selected, then the SUB data are collected and submitted in Figure 10(a) , and then the results are shown in Figure 10 (b) which presents the probabilities of all the states; we can find that the SUB is 0.93 which presents the probability of SUB data being identified in the SUB state and gives the final results at the bottom of the page.
is study also compared the deep Bi-LSTM neural network with RNN and other variants of the RNN network as shown in Table 5 . e results showed that deep Bi-LSTM outperforms other neural network models, which means the deep Bi-LSTM can deal with the recognition of the state than other variants of RNN. e internal structure of the LSTM unit can remember more information than the RNN unit. So it is why the result of the LSTM is better than RNN. e Bi-LSTM neural network changes the LSTM neural network structure which imports the backward layer and forward layer, which leads the Bi-LSTM neural network make the most of the date features. e key point is the structure of the deep Bi-LSTM which can increase the availability in the information of different states than other variants of RNN. For training the neural network model on a general personal computer, the deep Bi-LSTM neural network was recommended.
Conclusion
is study proposes a transport state detection method using a deep learning approach based on the deep Bi-LSTM neural network. Although most of the previous studies have adopted various methods, they overlooked some problems such as the attenuation of GPS signals in urban areas and tunnels. When smartphone cannot receive the GPS signal and the accelerometer sensor cannot record all signals of the transport state, this study uses the gyroscope sensor instead of the GPS sensor to record signals. In order to get more data, this study uses the crowd-sourcing mode to (a) (b) Figure 10 : Performance of the model in the smartphone. develop an app to collect more data and enhance the recognition accuracy. Future work will be based enriching the dataset, adjusting the neural network structure, and improving the recognition rate.
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