An algebraic technique adapted to the problems of the fundamental theoretical physics is presented. The exposition is an elaboration and an extension of the methods proposed in previous works by the author.
Introduction.
It is widely recognized that contemporary fundamental theoretical physics is based on geometrical and algebraic ideas, methods and constructions. Moreover, in our days any fundamental physical theory must be formulated purely in generalized geometrical setting, using a good amount of algebraic machinery. In this situation it is reasonable to work directly in algebra-geometrical language and to leave the actual physical model to the final study (calculations). To do this one needs an appropriate algebraic technique adapted to the problems of theoretical and mathematical physics.
In this paper an approach to such adaptation is presented. The exposition is in fact an elaboration and an extension of constructions and methods developed in the papers [1] , [2] and lectures [3] . More details, proofs and applications can be found there. We hope that our technique will be useful in different researches, such as [5] - [30] .
We use the following general notations:
• F = R, C;
• N = {1, 2, 3, . . . } ⊂ Z + = {0, 1, 2, . . . } ⊂ Z = {0, ±1, ±2, . . . }.
We, also, use the standard notation of homology theory (see, e.g., [4] ). In particular,
• Hom(S; S ′ ) is the set of all mappings from a set S to a set S ′ .
• Hom F (L; L ′ ) is the linear space of all linear mappings from a linear space L to a linear space L ′ ;
• Hom A (M; M ′ ) is the A-module of all A-linear mappings from an Amodule M to an A-module M ′ , where A is an associative commutative algebra;
• Hom alg (A; A ′ ) is the set of all algebra morphisms from A to A ′ , where A, A ′ are associative commutative algebras;
• Hom Lie (A; A ′ ) is the linear space of all Lie algebra morphisms from a Lie algebra A to a Lie algebra A ′ .
Note,
• the set End(S) = Hom(S; S) has the structure of a monoid under the composition rule of mappings;
• the set End F (L) = Hom F (L; L) has the structure of an unital associative algebra under the composition rule of mappings; the adjoint Lie algebra gl F (L) is defined by the commutator rule of mappings;
• the set End A (M) = Hom A (M; M) has the structure of an unital associative A-algebra under the composition rule of mappings, the adjoint Lie A-algebra gl A (M) is defined by the commutator rule of mappings;
• the set End alg (A) = Hom alg (A; A) has the structure of a monoid under the composition rule of mappings;
• the set End Lie (A) = Hom Lie (A; A) has the structure of a monoid under the composition rule of mappings.
All linear operations are done over the number field F. The summation over repeated upper and lower indices is as a rule assumed. If objects under study have natural topologies, we assume that the corresponding mappings are continuous (for example, if S and S ′ are topological spaces, then Hom(S; S ′ ) is the set of all continuous mappings from S to S ′ ).
2 The multiplication in algebras and modules.
The multiplication in algebras.
Definition 1. Let A be an associative commutative algebra. A linear mapping R ∈ End F (A) is called a multiplicator of the algebra A, if the multiplicator rule R(f · g) = f · Rg holds for all f, g ∈ A,
i.e., if R ∈ End A (A). Let M(A) = End A (A) be the set of all multiplicators of the algebra A.
Proposition 1. Let A be an associative commutative algebra. The following statements are valid:
• the set M(A) is an unital subalgebra of the algebra End F (A);
• for any R ∈ M(A) the kernel Ker R = {f ∈ A | Rf = 0} and the image Im R = {f = Rg | g ∈ A} are ideals of the algebra A (in other words, submodules of the A-module End A (A));
• for any R ∈ M(A) the image R(ann A) ⊂ ann A;
• the commutator [R ′ , R ′′ ] ∈ Hom F (A; ann A) for all R ′ , R ′′ ∈ M(A), in particular, the algebra M(A) is commutative if ann A = 0 (for example, if the algebra A is unital).
Remind, the annihilator ann A = {f ∈ A | f · A = 0} (i.e., f · g = 0 for all g ∈ A); Proposition 2. Let A be an associative commutative algebra. The adjoint action defines the algebra morphism
The kernel Ker ad = {f ∈ A | ad f = 0} = ann A. In particular, the mapping ad :
Proposition 3. Let A be an unital associative commutative algebra, and let e ∈ A be the unit element of A. The natural algebra isomorphism
is defined.
In this case we may identify algebras M(A) and A.
The multiplication in modules.
Definition 2. Let A be an associative commutative algebra, and let M be an A-module.
is called a multiplicator of the A-module M if the multiplicator rule Note, the direct product E A (M, A) has the structure of an unital algebra with the component-wise multiplication, defined by the composition rule,
where
, and the unit element id = ( id M , id A ).
Proposition 4. Let A be an associative commutative algebra, and let M be an A-module. The following statements are valid:
• the set M(M) is an unital subalgebra of the algebra E A (M, A);
Remind, the annihilator ann M A = {M ∈ M | A · M = 0}, while the annihilator ann A M = {f ∈ A | f · M = 0}.
Proposition 5. Let A be an associative commutative algebra, and let M be an A-module. The adjoint action defines the algebra morphism
Proposition 6. Let A be an associative commutative algebra, and let M be a free A-module with an A-basis b = {b i ∈ M | i ∈ I}, I is an index set, so
Let A be an associative commutative algebra, and let M be an A-module. Let us consider the mapping
We assume that the mapping π is the surjection, i.e., Im π = M(A). In this case, the inverse image
We denote by
the set of all sections of the the bundle π. In more detail,
There are the following relevant subsections:
The set S F (π) has the structure of a linear space, the set S A (π) has the structure of an A-module. Elements of an A-module S A (π) may be called covariant multiplicators.
Let a covariant multiplicator ∆ ∆ ∆ ∈ S A (π) be given. By construction, the composition
Theorem 1. Let A be an associative commutative algebra, and let M be an A-module. For every R ∈ M(A) the inverse image π −1 (R) is an A-affine space over the A-module Hom A (M; ann M A). Hence, the triple π : M(M) → M(A) is an A-affine fiber bundle over the A-module Hom A (M; ann M A).
Any associative commutative algebra A has the adjoint structure of an A-module, where
The resulting A-module we denote A A A.
Proposition 7. Let A be associative commutative algebra, and let A A A be the adjoint A-module. Then
• there is the natural algebra injection
Hochschild cohomology.
Let A be an associative commutative algebra, let K, M be A-modules, and let U = A, K, V = A, M.
of multiplicator cochains over the M(U) with coefficients in the M(V) is defined by the rule
In particular, the set C(U, V) has the natural structure of a tensor Aalgebra, where
Theorem 2. Let a mapping κ ∈ C 1 (U, V) be fixed.
• The endomorphism δ is an exterior differentiation of the tensor A-
• if the residual G(κ) = 0 then the composition δ • δ = 0, and the differential complex {C q (U, V), δ q | q ∈ Z} is defined, with the cohomology spaces
Proof. The proof is done by the direct verification.
4 The differentiation in algebras and modules.
The differentiation in algebras.
Definition 5. Let A be an associative commutative algebra. A linear mapping X ∈ End F (A) is called a differentiation of the algebra A, if the Leibniz rule
Let D(A) be the set of all differentiations of the algebra A.
The set D(A) has the natural structure of a Lie algebra with the commuta-
, as the Lie bracket.
Proposition 8. Let A be an associative commutative algebra. The following statements hold:
• the action M(A) → End F (D(A) ) is defined by the composition rule, A) ) is defined by the commutator rule,
• these actions are related by the matching condition
Thus, the set D(A) has the structure of a Lie algebra and the structure of an M(A)-module, related by the matching condition. Briefly, D(A) is a Lie M(A)-algebra.
Proposition 9. Let A be an associative commutative algebra. The following statements are valid:
• for any X ∈ D(A) the kernel Ker X = {f ∈ A | Xf = 0} is a subalgebra of the algebra A, while the image Im X = {f = Xg | g ∈ A} is a Ker X-module;
• for any X ∈ D(A) the equality X(f ·g) = f ·Xg holds for all f ∈ Ker X and g ∈ A, i.e., X ∈ End Ker X (A);
• for any X ∈ D(A) the image X(ann A) ⊂ ann A.
The differentiation in modules.
Definition 6. Let A be an associative commutative algebra, and let M be an A-module.
is called a differentiation of the A-module M, if the Leibniz rule Proposition 10. Let A be an associative commutative algebra, and let M be an A-module. The following statements hold:
is defined by the component-wise composition rule,
is defined by the component-wise commutator rule,
Thus, the set D(M) has the structure of a Lie algebra and the structure of an M(M)-module, related by the matching condition. Briefly, D(M) is a Lie M(M)-algebra. Proposition 11. Let A be an associative commutative algebra, and let M be an A-module. The following statements hold:
Ker X-modules;
• for any X = (∇ X , X) ∈ D(M) the equality ∇ X (f · M) = f · ∇ X M holds for all f ∈ Ker X and M ∈ M, i.e., ∇ X ∈ End Ker X (M);
• for any X = (∇ X , X) ∈ D(M) the image ∇ X (ann M A) ⊂ ann M A, and the image X(ann A M) ⊂ ann A M.
Proposition 12.
Let M be an A-module. There is the natural Lie A-algebra injection
Moreover, the image Im I = {X = (ρ, 0) | ρ ∈ End A (M)} is an ideal of the Lie M(M)-algebra D(M), thus the short exact sequence of Lie algebras
Proposition 13. Let A be an associative commutative algebra, and let M be a free A-module with an A-basis b = {b i ∈ M | i ∈ I}, I is an index set, so
There is a nice way to treat differentiations of an A-module M. Namely, let us consider the mapping
We assume that the mapping Π is the surjection, i.e., Im Π = D(A). In this case, the inverse image Π Proof. Indeed, let X ∈ D(A), and
On the other side, let X = (∇ X , X) ∈ Π −1 (X) and ρ ∈ End A (M), then the sum (∇ X , X) + (ρ, 0) = (∇ X + ρ, X) ∈ Π −1 (X), because Π(∇ X + ρ, X) = X, and
the set of all sections of the bundle Π. In more detail, X → ∇ ∇ ∇ X = (∇ X , X) for all X ∈ D(A). There are the following relevant subsections:
The set S F (Π) has the structure of a linear space, S A (Π) has the structure of an A-module, S Lie (Π) has the structure of a Lie algebra, and S A-Lie (Π) has the structure of Lie A-algebra, where the algebraic operations are defined point-wise. Elements of the A-module S A (Π) are usually called covariant derivatives.
Let A be associative commutative algebra, and let A A A be the adjoint Amodule. Then
• there is the natural Lie algebra injection
5 The gauge transform.
Let A be an associative commutative algebra, and let M be an A-module. Let Aut A (M) be the group of all automorphisms of the A-module M, i.e., the group of all mappings G ∈ End A (M) having the inverse
Definition 7. Let A be an associative commutative algebra, and let M be an A-module. Every mapping G ∈ Aut A (M) defines the gauge transform of the A-algebra M(M) by the rule
Theorem 4. Let A be an associative commutative algebra, and let M be an A-module. The gauge transform of the A-algebra M(M) defines the action
Remark 2. The gauge transform of the A-algebra M(M) defines an equivalence relation in M(M). Namely, two multiplicators
One can check that this relation is really an equivalence relation.
Definition 8. Let A be an associative commutative algebra, and let M be an A-module. Every mapping G ∈ Aut A (M) defines the gauge transform of the Lie A-algebra D(M) by the rule
Theorem 5. Let A be an associative commutative algebra, and let M be an A-module. The gauge transform of the Lie A-algebra D(M) defines the action ad :
Proof. Indeed,
i.e., ad G ∈ End Lie (D(M)).
Remark 4. The gauge transform of the A-algebra D(M) defines an equivalence relation in D(M). Namely, two differentiations
6 De Rham cohomology.
of differential forms over the U with coefficients in the V is defined by the rule
In particular, the set Ω(U, A) has the natural structure of an exterior A-algebra, while the set Ω(U, M) has the natural structure of an exterior Ω(U, A)-module.
Definition 10. For every ξ ∈ D(U) the interior product i ξ ∈ End A (Ω(U, V)) is defined by the contraction rule
Proposition 15. The following statements hold:
, the mapping i ξ is an exterior differentiation of the exterior algebra Ω(U, A) and the exterior Ω(U, A)-module Ω(U, M).
Proposition 16. The following statements hold:
, q ∈ Z, and ω ∈ Ω(U, V), i.e., the mapping L ξ is a differentiation of the exterior algebra Ω(U, A) and the exterior Ω(U, A)-module Ω(U, M); for all ω ∈ Ω q (U, V), ξ 0 , . . . , ξ q ∈ D(U), the "checked" argument is understood to be omitted, thus
Theorem 6. The following statements hold:
• d(φ ∧ ω) = dφ ∧ ω + (−1) q φ ∧ dω for all φ ∈ Ω q (U, A), q ∈ Z, and ω ∈ Ω(U, V), i.e., the mapping d is an exterior differentiation of the exterior algebra Ω(U, A) and the exterior Ω(U, A)-module Ω(U, M);
• if the residual F (κ) = 0 then the composition d Proof. The proof is standard, but calculations are rather tiresome. See [1] for full details. Proof. Indeed, by Proposition 12, the pair E = ( id M , 0) ∈ D(M), while L E = id Ω(M) . Hence, by the Cartan magic formula, the homotopy formula
holds, implying the claim.
