Abstract. Let F[x] be the space of polynomials in d variables, let G N be the Grassmannian of N -dimensional subspaces of F[x] and let J N stand for the family of all ideals in F[x] of codimension N . For a given G ∈ G N we let
Preliminaries
Let F be a normed linear space, let G N (F ) be the Grassmannian of N -dimensional subspaces of F and let G N (F ) denotes the Grassmannian of all subspaces of F of codimension N . For a given G ∈ G N (F ) let
i.e., G G (F ) is a family of all subspaces J in F that are "missing" G or, equivalently, the family of all subspaces of F that complement G.
It is well-known and easy to see that (with appropriate topology on G N (F )) for any G ∈ G N (F ), the set G G (F ) is an open and dense subset of G N (F ). The main focus of this article is an investigation of the following "ideal" version of this statement.
Let In general the answer is "No". What is even more surprising, that there are "good ideals" J ∈ J N such that every "neighborhood" U(J) ⊂ J N has a non-empty intersection with J G for any G ∈ G N and there are "bad" ideals J ∈ J N (for d ≥ 3) such that some "neighborhoods" U (J) ⊂ J N have an empty intersection with J G for some G ∈ G N . This contrast illuminates the non-homogeneous nature of J (as oppose to G N ).
We will use the rest of this section to describe the topology on J N . Actually, any norm on F[x] and any "reasonable" notion of convergence of a sequences of ideals in J N will lead to the same results. The underlined reason for it is the existence of intrinsic (Zariski) topology on the Hilbert scheme F N (F d ) parametrizing J N , which is formally weaker then any reasonable topology (cf. [6] ).
For the sake of specificity, define the norm
that uniquely identifies the ideal J via (J ⊥ ) = J. We will adopt the following definition of convergence:
A simple perturbation argument yields the following:
Then the space E complements J m for sufficiently large m and
, where P m and P are projections onto E with ker P m = J m , ker P = J. Conversely, let P m and P be projections onto a space E with ideal kernels, such that (1.2) holds. Then ker P m → ker P .
The symbol P N will stand for all N -dimensional ideal projections and for a G ∈ G N we let P G be the family of all ideal projections onto G. Thus J G is in one-to-one correspondence with P G .
A nice characterization of ideal projections is due to C. de Boor [2] :
. Then P is an ideal projection if and only if
In one variable, the space F <N [x] of polynomials of degree less than N complements every ideal J ∈ J N (cf. proof of Proposition 2.1 below). In two or more variables there does not exist a subspace G ∈ G N with this property. However:
. For every N and d there exists a fixed finite family E N of Ndimensional (translation-invariant and spanned by monomials) subspaces of F[x]
such that every J ∈ J N complements at least one E ∈ E N .
Let F <N [x] be the space of polynomials of degree less than N and F ≤N [x] be the space of polynomials of degree at most N . It follows from Theorem 1.5 that
The next theorem is a consequence of Theorem 1.5 and the de Boor's formula. 
, let g be a monomial of degree K + 1. Then g = x j f for some j = 1, ..., d and by (1.3):
This theorem allows us to define an ε-neighborhood of an ideal J ∈ J N : Let E ∈ E N be such that J ∈ J E . Let P be an ideal projection onto E with ker P = E.
"Good Ideals"
We will now examine closely one special space E ∈ E N :
Let B be the collection of coefficients
Then, by the de Boor's formula (1.3), we have
Inductively, we conclude that
are polynomials in dN variables B. Now, using P (x j f ) = P (f P x j ) for every f ∈ E we conclude that
Hence a sequence of d polynomials (p 1 , ..., p d ) given by (1.4) (or equivalently the sequence of dN coefficients B) completely determines the ideal projector P onto E. What so special about this particular space E is that the converse also holds: 
complements E. Hence every sequence B of dN scalars defines an ideal projection P B onto E by (2.4) and every ideal projection P onto E defines a sequence B P by (2.2). Clearly
P B P = P and B P B = B.
Proof. It is clear from the construction of E that
We are now ready to prove that every ideal J ∈ J E is a "good ideal". Proof. First, we establish that J E ∩ J G = ∅ . Let g 1 , ..., g N be a bases in G and  e 1 , .. ., e N be a bases in E. There exists a sequence {z *
in dN variables (coordinates of the points z k ) is not identically zero. Therefore the set
is an open and dense set in (
Similarly the set
Therefore, there exists a sequence B * ∈ F dN such that P B * is an ideal projection onto E and ker P B * ∈ J G . Let
It follows that B G = ∅. Suppose that ker P B ∈ J G i.e., ker P B ∩ G = {0}. Then
implies α k = 0 for all k = 1, ..., N . Hence ker P B ∈ J G is the same as linear independency of the sequence of polynomials (P B g k , k = 1, ..., N ). Since, by (2.4),
Since B G = ∅, this determinant is a non-zero polynomial in F[B], hence there exists an open and dense set of B ⊂ F dN such that ker P B ∈ J G .
"Bad Ideals"
In this section we will use a beautiful construction of A. Iarrobino and modified the reasoning of [7] to show that for d ≥ 3 and for sufficiently large N there exists an ideal J ∈ J N such that J is not the limit of ideals in J E , where E :=span{1, For any choice of matrix C ∈ F U ×V , the space J C spanned by monomials of degree greater than n and the specific polynomials
complements H and is an ideal. The latter is so because each p u is homogeneous, thus every product of a monomial with p u is in J C . Furthermore, as is easy to see
for each C. Proof. Assume that J C complements H and that there is a small perturbation of J C that complements E. In other words, assume the existence of a sequence of ideals {J m } such that each J m complements G and J m → J C . This is the same as the existence of a sequence of ideal projections P m onto H such that ker P n complements E and H at the same time and P m f → P f for every f ∈ F d [x] . In particular
Since P m is a projection onto H it follows that 
