We study the genealogical distance of two randomly chosen individuals in a population that evolves according to a two type Moran model with mutation and selection. We prove that this distance is stochastically smaller than the corresponding distance in the neutral model, when the population size is large. Moreover, we prove convergence of the genealogical distance under selection to the distance in the neutral case, when the system is in equilibrium and the selection parameter tends to infinity.
Introduction
The study of genealogies in population models has a long history. In the case of neutral Wright-Fisher populations or Moran models Kingman [Kin82] introduced a coalescent process that can be used to analyze genealogical quantities. To be able to include selection in the genealogical model, Krone and Neuhauser [KN97] , [NK97] introduced the so called ancestral selection graph. They also were the first studying the typical genealogical distance of two randomly chosen individuals under selection, which is also the object we are interested in. They gave a first order expansion of the Laplace transform of the distance in the selection parameter and showed that the linear term vanishes. There are other ideas on analyzing the genealogy in the Wright-Fisher population like, for example, the lookdown construction of Donelly and Kurtz [DK96] , [DK99] . But, as far as we know, there were no further results on the genealogical distance of two individuals when selection is present. We note that most of the above methods, on analyzing genealogical properties, have in common that they fix a time and construct or read off the genealogy by looking backward in time. In contrast to this approach Depperschmidt, Greven and Pfaffelhuber [DGP12] considered the genealogy as an evolving object and introduced a tree-valued Markov process that describes dynamically the genealogical relationship in the Wright-Fisher population with mutation and selection. Using generator calculations under equilibrium, this approach has the advantage that one can find (relatively easy) recurrence relations for the genealogical distance of two individuals. As a result they were able to generalize the first order expansion of Krone and Neuhauser to a second order expansion and proved that for small selection parameter the distance under selection is shorter (in the Laplace order) compared to the neutral model.
We will also follow a forward in time approach to prove that the typical genealogical distance of two randomly chosen individuals is shorter under selection compared to neutrality. Our result generalizes the existing results in two ways namely we have the dominance not only in the Laplace but also in the stochastic order and we are not restricted to small selection parameters nor an equilibrium population. Instead we can show this result for all times and all selection parameters.
We consider a population of N ∈ N individuals, where each individual i carries some type u i ∈ {0, 1}, and evolves according to the following dynamic: At rate N 2 we pick two individuals i, j uniformly without replacement from the population and, with probability 1 2 (1+ α N (u i −u j )), individual j dies and is replaced by an offspring of individual i and, with probability 1 2 (1 + α N (u j − u i )), individual i dies and is replaced by an offspring of individual j. We call α ≥ 0 the selection parameter and note that type 1 has a selective advantage. In the case where j is replaced by an offspring of i, we call i the ancestor of j, and, in the case where i is replaced by an offspring of j, we call j the ancestor of i. Note that the child of an individual i always has the same type as its parent.
In addition to the above transition, at rate N · ϑ 0 (N · ϑ 1 ) a randomly chosen unfit (fit) individual i mutates to a fit (unfit) individual. We call ϑ 0 , ϑ 1 ≥ 0 the mutation parameters (see Section 2.1 for the definition of the model).
We note that the above construction generates a distance r t on the set of individuals, called the genealogical distance, where r t (i, j) is defined as the time to the most recent common ancestor of two individuals i, j in the today's (i.e. at time t measured from the beginning of time) population (see Section 2.2). In this paper we are interested in this distance, to be precise we are interested in the random variable R N,α t given by
Note that
where µ N is the uniform distribution on the set of individuals {1, . . . , N }. In this sense, R N,α is the typical genealogical distance of two randomly chosen individuals.
To analyze this quantity it is convenient to consider the large population limit and one can prove (see [DGP12] -compare also Section 2.3) that
At this point we note that the frequency of type 1 processȲ N :=Ȳ N,α := (Ȳ N,α t ) t≥0 converges for N → ∞, where the limit process,Ȳ , is called the Wright-Fisher diffusion with mutation and selection (see for example Section 10.2 in [EK86] ). This process can be characterized via the following operator G, that acts on twice continuously differentiable functions, C 2 ([0, 1]):
In this sense we call R α the genealogical distance in a Wright-Fisher population.
In this paper we will prove that there is a coupling such that
i.e. the genealogical distance in the Wright-Fisher population under selection at all times t is stochastically smaller than the distance under neutrality, where we assume that at the beginning of time, t = 0, all individuals are related, i.e. R α 0 = R 0 0 = 0 (see Section 3.1). Note that in this case, the distance under neutrality is given by
That is, the law of the distance under neutrality is (up to time t) the exponential distribution. The result gives the (much more general) answer to a question stated in [DGP12] , namely if for small α one has R α ≤ R 0 stochastically. In their work they proved that when α is small and the system is in equilibrium, one has domination in the Laplace order, which is, in general, weaker than the stochastic order.
It is known (see again [DGP12] ) that for small selection parameters (i.e. α → 0) one has R α ⇒ R 0 and it is (as far as we know) still open to prove what happens when the selection parameter is large (i.e. α → ∞). [DGP12] suggested that in this case there are only fit types left in the population and hence there is no selective advantage and therefore the genealogical distance should look similar to the neutral case. We give a proof of this claim, namely we prove that when the system is in equilibrium, one has (see Section 3.1)
2 The genealogical distance in the Moran model
In this section we give a formal definition of the quantities we are interested in. In Section 2.1 we define the model. In Section 2.2 we give the construction of the model in terms of Poisson processes, which allows us to define the genealogical distance. Finally, in Section 2.3, we give a very short introduction to the tree-valued model, i.e. the model with values in marked-(ultra-)metric measure spaces, and sketch how this setup can be used to prove convergence of the genealogical distance.
The model
We want to describe the genealogy of a population, consisting of N ∈ N individuals, where we assume that all individuals k ∈ {1, . . . , N } carries some type u k ∈ K := {0, 1}. We assume further, that the types (u k (t)) k∈{1,...,N } evolve according to the following dynamics:
(1) Resampling: Every pair i = j is replaced with rate one. If such an event occurs, i is replaced by an offspring of j with probability 1 2 , or j is replaced by an offspring of i with probability 1 2 and the offspring always carries the type of its parent.
(2) Mutation: The type of an individual i changes (independent of the others) from u i to 1 − u i with the mutation rates
(3) Selection: For a pair i = j at rate
a selection event takes place, i.e. individual j is replaced by an offspring of individual i, and we call α ≥ 0 the selection parameter. Note that type 1 has a selective advantage compared to 0 and we call 1 the fit type.
Remark 2.
1. In order to analyze this model, we will consider the large population limit (i.e. N → ∞). In this situation we note that even though the above model differs a bit from the model described in the introduction, the large population limits coincide. And we decided to use the above construction for technical reasons. ♣
Graphical construction and the genealogical distance
Here we give the formal (graphical) construction of the above model, where we follow the approach in [GPW13] and [DGP12] . Let I N := {1, . . . , N }, N ∈ N, K := {0, 1} and η i,j
be a realization of a family of independent rate 1 Poisson point processes,
be a realization of a family of independent rate α N Poisson point processes and η
be a realization of families of independent rate ϑ 0 , ϑ 1 Poisson point processes. We assume that all random mechanisms are independent of each other.
Now we consider the type process (u i (t)) i∈I N ,t≥0 , that starts in some initial value (u 1 (0), . . . , u N (0)) ∈ K I N , where we assume for the rest of this paper:
(u 1 (0), . . . , u N (0)) = (ū 1 , . . . ,ū N ), where (ū i ) i∈N are independent and identically distributed and evolves according to the following rules: If η i,j res ({t}) = 1, then we set u j (t) = u i (t−) (such an event is called resampling event). If η i,j sel ({t}) = 1, then we set u j (t) = u i (t−) if u i (t−) = 1 (such an event is called selection event). If η i mut 0 ({t}) = 1, then we set u i (t) = 1 if u i (t−) = 0 and if η i mut 1 ({t}) = 1, then we set u i (t) = 0 if u i (t−) = 1 (such events are called mutation events).
Next we need the notion of ancestors of two individuals i and j at time t and we start with the following definition:
For i, i ∈ I N , 0 ≤ h < t < ∞ we say that there is a path from (i, h) to (i , t) if there is an n ∈ N, h ≤ t 1 < t 2 < · · · < t n ≤ t and j 1 , . . . , j n ∈ I N such that for all k ∈ {1, . . . , n + 1} (j 0 := i, j n+1 := i ) η • is the fit type, which corresponds to 1, • is the unfit type, which corresponds to 0. Note that selection arrows can only be used by a fit type. On the right side we see the genealogical tree of the population at time t. In this case the ancestor of all individuals at time h would be individual 4, i.e. A h (i, t) = 4 for all i = 1, . . . , 4
Note that for all i ∈ I N and 0 ≤ h ≤ t there exists an unique element
with the property that there is a path from (A h (i, t), h) to (i, t). We call A h (i, t) the ancestor of (i, t) at time h (see Figure 1 ). Let r 0 be a (pseudo-ultra)metric on I N and i, j ∈ I N . Then we define the following (pseudo-ultra)metric on I N :
We will in the following always assume that r 0 ≡ 0, i.e. all individuals are related at time 0.
Finally we define the random variable R N,α t by
In the following we will abbreviate R N t := R N,α t , when the context is clear.
Remark 2.2. Note that by the above assumption, we have P (R N t ≤ h) = 1 for all h ≥ t. ♣ 2.3 A note on the tree-valued Moran model and the genealogical distance in the large population limit
Since we need some of the results for the tree-valued Moran model, we give here a (very) short introduction to this model. Define
Since r t , defined in the previous section, is only a pseudo-metric, we consider the following equivalence relation ≈ t on I N : x ≈ t y ⇔ r t (x, y) = 0. We denote byĨ t N := I N /≈ t the set of equivalence classes and note that we can find a set of representativesĪ t N such thatĪ t
Then the tree-valued Moran model with mutation and selection, of size N is defined as U
where [·] denotes the equivalent class induced by the equivalence relation ∼, where roughly speaking two (marked) metric measure spaces are equivalent, if there is a measure preserving isometry ϕ between the two metric measure spaces which also preserves the types (also called marks). For all interested readers, we refer to [GPW13] (for the non marked setup) or [DGP12] (for the tree-valued Moran model with mutation and selection and its large population limit; the so called tree-valued Fleming-Viot process). For all others, we summarize the results needed in this paper.
for all t ≥ 0, where R t is a variable on [0, ∞). Moreover,
for all x < t and
for t → ∞ and all α ≥ 0 and R ∞ does not depend on the initial type configuration.
Remark 2.4. Note that the Wright-Fisher diffusion, described in the introduction has an unique stationary distribution which is given by the following density (21) with respect to the Lebesgue measure (see Section 10.2 in [EK86] ). Applying Theorem 4 in [DGP12] we can therefore interpret R ∞ as the genealogical distance of this equilibrium Wright-Fisher population. ♣ Proof. The first part is Theorem 3 in [DGP12] combined with the fact that
is the distance matrix distribution (see Definition 3.4 and Definition 3.6 in [DGP12] and recall that the map µ → f dµ is continuous for all bounded continuous f ).
The second part follows, since 
Results
Here we give the main result of this paper and some further results and discussions that are related.
The main result
Recall Proposition 2.3 and write R α in order to indicate the dependence on the selection parameter α > 0.
Theorem 3.1. There is a coupling such that
for all t ≥ 0 and α ≥ 0.
Moreover, in the case where ϑ 1 = ϑ 2 =: ϑ one has
Remark 3.2. The restriction in the second result seems absolutely unnecessary. But, in the general case, it is much harder to show convergence of the moments of the one dimensional Wright-Fisher diffusion in equilibrium (compare Remark 5.7). ♣
Further observations
In this section we remark some further results, that can be obtained using the methods presented in the proof of the main theorem.
(1) Even though the result is given for the two type model, the method used for the proof can be generalized to an arbitrary number of types by specifying suitable selection and mutation operators and we claim that
The result in Theorem 3.1 stays valid in the model with any finite number of types.
(2) The following result generalizes the observation in [DGP12] .
Remark 3.4. (a) We note that by differentiation, one gets the following asymptotic density for α → 0:
If we now calculate the Laplace transform:
then this is exactly the Laplace transform given in Theorem 5 of [DGP12] (where one has to choose γ = 1, ϑ • = ϑ • = 1).
(b) Since we defined the genealogical distance to be the time to the most recent common ancestor, while in [DGP12] they defined the distance to be two times the distance to the most recent common ancestor, we need to multiply with two in the above transform.
(c) It is not necessary to choose ϑ 0 = ϑ 1 = 1 2 , but the calculations for general ϑ 0 , ϑ 1 are a bit harder. ♣ (3) One may ask if there is some sort of monotonicity in the parameter α. Figure 2 shows that we can not expect a monotonicity on the level of cumulative distributions functions (and therefore on the level of stochastic dominance) in general. The heuristic reason why this can not be true is the following: Assume initially there is a fixed (the same for all selection parameters) positive fraction, say ε > 0, of unfit types in the population. Then, when α → ∞, the unfit types will immediately be replaced by fit types, which implies that there is a positive fraction of individuals with genealogical distance 0. Moreover, when there are only fit types left in the population, then there is no selective advantage and therefore the genealogical distance will look like the neutral distance. That means that L(R) ≈ εδ 0 + (1 − ε)e −t dt. But, since the initial number of unfit types tends to zero, when α → ∞, we are in the situation of Theorem 3.1. In other words, we have two effects: The larger α is the quicker the population can reduce distance of a small fraction of individuals with the price that after small time the distance looks like the exponential distribution. On the other hand when α is small the system needs more time to reduce the distances but has a larger fraction of individuals where this reduction is possible. Hence, the two graphs might intersect each other, which is exactly what we see in Figure 2 (the two curves intersect at time 1.4). Figure 3 shows that we can not even expect monotonicity for the expectations. complicated than one would expect. ♣
The key observation
Here we present the basic idea and tool for the poof of our result. Roughly speaking, instead of considering a backward in time dynamic, which is in some sense the classical approach, we will use a forward in time representation, which is closely connected to the idea of evolving genealogies in the sense of tree-valued processes. This new approach has the advantage that we will get an approximation of the genealogical distance by solutions of an SDE.
To be more precise, we can approximate the genealogical distance by the sum of the squares of the coordinates of an n-dimensional Wright-Fisher diffusion with a certain selection and mutation operator and a certain initial condition, when we let n go to infinity. In Section 4.1 we present the basic idea, which we turn into a theorem in Section 4.2.
The idea
Recall that
and that r t (i, j) ≤ h if and only if, individual i and j in the time t population had a common ancestor before time h (measured backwards). Or, in other words, in the time t − h population there was an individual that gave birth to both i and j. Hence, two individuals in a population at time t are related at some time h (measured backwards) if they are in the same family spanned by some common ancestor at time t − h. If we now ask for the probability that two randomly chosen individuals are related at time h (measured backwards), then this is same as to ask for the probability that we sample two individuals from the same family. Therefore, if we want to calculate this probability, we only need to know how big the different families are. To do so, we start a process at time t − h with N individuals and each individual gets a label (or "type") κ 1 , . . . , κ N , where we interpret the mass of type κ i as the family size spanned by the individual i. That is, for example, at time 0 (which corresponds to the time t − h) all individuals are in their own family, i.e. the relative frequency, which we denote by f 1 , . . . , f N , of the family sizes is 1/N, . . . , 1/N . Now, when time evolves, a family, say with label κ i , gets a new member due to resampling, say one member of the family labeled by κ j (or in other words one member of the family κ j dies and gets replaced by a member of κ i ), i.e. Figure 4) . Note that this dynamic is the dynamic of an N -type Moran model with population size N and the probability of sampling two individuals from the same family with frequency f i is (for large N ) given by f 2 i , or, to be more precise,
This is the situation under neutrality. When we now add mutation and selection, then we can use the same idea, but in contrast to the neutral model, the fitness of a family depends on the number of fit individuals within this family and mutation will change the type of an individual but not the family the individual belongs to. Roughly speaking we have external "types" with frequencies f 1 , . . . , f N , which give the sizes of the different families and internal types with frequencies y 1 , . . . , y N , which give the fraction of fit (i.e. of type 1) types in this families (see Figure 5) . indicates the fraction of fit types, which we denote by y1, y2, y3. Mutation (as in the f1 box) can only change the type within a family. Selection (dashed arrows from the f2 box to the f3 box) can only occur from a fit type. Resampling (black arrows between the f1 and f2 box) occurs independently of the internal type.
Instead of considering the external type frequency f i and the internal type frequency y i we will in the following consider the two internal type frequencies y i and z i , where z i is the fraction of individuals with the unfit type in family κ i , i.e. z i = f i − y i . In the next section we give the formal statement of the above observations, where we identify the vector (y 1 , . . . , y N , z 1 , . . . , z N ) with a vector (x 1 , . . . , x 2N ).
Formal statement
for some n ∈ N. Moreover, let φ : S n → R be a twice continuously differentiable function (in each component) and set x 2n := 1 − 2n−1 i=1 x i for x ∈ S n . We define the following operator
where for α, ϑ 0 , ϑ 1 ≥ 0:
and
Proposition 4.1. The martingale problem associated with (L, C 2 (S n ), x) is well-posed for all initial values x ∈ S n . Moreover, the associated process X n is Feller (i.e. the corresponding semigroup is Feller) and has a modification with continuous paths.
Remark 4.2. In the situation of the previous section x 1 , . . . , x n would be the fraction of fit types, i.e. y 1 , . . . , y n , and x n+1 , . . . , x 2n would be the fraction of unfit types, i.e. z 1 , . . . , z n . ♣
In the following we will always write for simplicity Y n (i) := X n (i) and Z n (i) := X n (i + n) for i = 1, . . . , n, where X n (2n) :
Theorem 4.3. LetȲ t be the two type Wright-Fisher diffusion at time t > 0 (given in the introduction) and let
Then
for all h < T .
Remark 4.4. Note that we have
n i=1 Y n,T t (i) t≥0 d = Ȳ t+T t≥0 .(38)
♣
In order to avoid confusion we note at this point that we typically use n for the dimension of the Wright-Fisher diffusion and N for the population size of the finite model.
Proofs
Here we present the proofs of our results. We start with the proof of the main Theorem 3.1 and then we will prove the key observation, Theorem 4.3. The proofs are based on the ideas in [Gri17] .
Proof of the main result
We use the notations from Section 4.2, where we abbreviate X n t := X n,T −h t , t ≥ 0, for some fixed T > h > 0 (at the end we are interested in X n h ). We start with the following Lemma, which follows by a straight forward calculation (see Appendix A):
Lemma 5.1. Define the functions
where
We define the following times:
for ε > 0.
Lemma 5.2. If we denote by F t the filtration generated by X n , then τ 0 , τ 0 , τ ε are F t+ := s>t F s -stopping times and they satisfy τ ε ↓ τ 0 almost surely. Moreover, we have φ 2 (X n τ 0 ) = φ 2 (X n τ 0 ) = E[φ 2 (X n t 0 )] = 0 almost surely. Proof. The first part is Proposition 2.1.5 in [EK86] together with the fact that t → φ 2 (X n t ) is continuous (note that the image of a compact interval under a continuous function is compact and therefore closed).
For the second part observe that φ 2 (X n t ) ≤ −ε implies φ 2 (X n t ) ≤ −ε implies φ 2 (X n t ) < 0 for all 0 < ε ≤ ε, by continuity. This gives τ 0 ≤ τ ε ≤ τ ε . Now, by definition of τ 0 , there is a sequence t n ≥ τ 0 such that t n ↓ τ 0 and φ 2 (X n tn ) ≤ −ε n for some ε n > 0 and all n ∈ N. This gives t n ≥ τ εn and the second part follows.
The last part is again a consequence of the continuity.
Lemma 5.3. There is an almost surely finite stopping time S such that φ 2 (X n t ) = 0 for all t ≥ S and S is integrable. Proof. We will prove this Lemma in Section 5.2.3.
We are now ready to prove our main result and split the proof in two steps. First we prove the dominance and then we show convergence when α → ∞.
Proof of Theorem 3.1 -stochastic dominance.
We start by showing E[φ 2 (X n t )] ≥ 0 for all t ≥ 0 and all n large enough.
Lemma 5.4. One has t 0 > 0 for all n large enough.
Proof. Recall, X n 0 = X n,T −h 0 and the initial condition given in Theorem 4.3. Then we have
a generator calculation (see Appendix A) shows that
In the case, where ϑ 0 ∧ϑ 1 > 0, L(Ȳ t ) is absolutely continuous to the Lebesgue measure and therefore E[Ȳ T −h (1 −Ȳ T −h )] > 0 which gives the result. In the case where either ϑ 0 = 0 or ϑ 1 = 0 and the processȲ t starts in its absorbing state, we haveȲ t =Ȳ 0 ∈ {0, 1} for all t ≥ 0, which implies X n t (i) · X n t (i + n) = 0 for all i = 1, . . . , n. This gives E[φ 2 (X n t )] = 0 for all t ≥ 0 and therefore t 0 = ∞. IfȲ t does not start in its absorbing state, then P (Ȳ t ∈ {0, 1}) > 0 and the result follows analogue to the above.
In order to show E[φ 2 (X n t )] ≥ 0, we abbreviate g t := φ 2 (X n t ) and note that E[φ 2 (X n t )] ≥ 0 is equivalent to t 0 = ∞. Assume that t 0 < ∞. Then S 0 := S ∨ t 0 is an integrable stopping time and
is a continuous bounded martingale (see Proposition 4.1). Note that M g is also a martingale with respect to {F t+ } (see Remark 2.2.14 in [EK86] ) and by the optional sampling theorem (see Theorem 2.2.13 in [EK86]) we get
It follows that (56) and
Therefore, by Lemma 5.2 and Lemma 5.3,
Now, by definition, τ 0 ∧ τ 0 = t 0 and hence
Note that by Lemma 5.3 and the definition of τ 0 we have {S ≤ τ 0 } = {τ 0 = ∞}. Hence,
This gives φ 2 (X n t 0 ) ≥ 0 almost surely and therefore, since E[φ 2 (X n t 0 )] = 0, φ 2 (X n t 0 ) = 0 almost surely. Lemma 5.5. Let ϑ 0 ∧ ϑ 1 > 0, then P (φ 2 (X n t ) = x) = 0 for all x ∈ R and all t > 0. In the case, where ϑ 0 = 0 or ϑ 1 = 0, we either have P (φ 2 (X n t ) = 0) = 1 for all t > 0 or P (φ 2 (X n t ) = 0) < 1 for all t > 0. Proof. The first part follows by the fact that L(X n t ) is absolutely continuous to the Lebesgue measure. The second part follows similarly since P (Ȳ t ∈ {0, 1}) < 1, with the one exception, that when the Wright-Fisher diffusion Y t starts in its absorbing state, thenȲ t =Ȳ 0 ∈ {0, 1} for all t ≥ 0 which implies P (φ 2 (X n t ) = 0) = 1 for all t > 0.
In view of the above Lemma φ 2 (X n t 0 ) = 0 almost surely is only possible if either t 0 = 0, which would contradict Lemma 5.4, or t → E[φ 2 (X n t )] ≡ 0. Hence t 0 = ∞ and therefore
for all t ≥ 0 and all n sufficiently large.
If we now write X n,α t in order to indicate the dependence on the selection parameter α ≥ 0, then
for all n sufficiently large. We can now apply Theorem 4.3 to get
for all h < T . Since P (R α T ≤ h) = P (R 0 T ≤ h) = 1 for all h ≥ T a classical result of Strassen (see [Lin99] or [Str65] ) gives the stochastic dominance.
Proof of Theorem 3.1 for α → ∞.
Recall that the total number of fit typesȲ
Moreover, recall that, by Remark 2.4, the stationary distribution has the following density:
Lemma 5.6. LetȲ be a [0, 1]-valued random variable with density ρ, where we assume that ϑ 0 = ϑ 1 =: ϑ. Then
Proof. One can easily see that for ϑ = 1/2,
For arbitrary ϑ one can use numerical software such as MAPLE in order to show the result.
for α → ∞. Hence we have
and the result follows analogue to the first step combined with the domination result.
Proof of the key observation
Here we prove our main tool. In Section 5.2.1 we show how to relate a measurevalued process with the genealogical distance. Next, in Section 5.2.2, we give the large population limit of this measure-valued process. The characterization of this limit will then be used in Section 5.2.3 to prove the result.
Family dynamic of the finite population model
We start with the notion of descendents.
We call D h,T (M ) the set of descendants at time T of the individuals in M that lived at time h. We abbreviate D h,T (x) := D h,T ({x}) and write A h,T := {i ∈ I N : D h,T (i) = ∅} for the set of ancestors at time T − h (measured backward). We note
is the disjoint union of closed balls (with respect to r T ) with radius T − h.
The model under neutrality
We define for 0 ≤ t, T
where we assume in the following (κ i ) i∈N are i.i.d. uniformly distributed random variables also independent of the random mechanisms given in Section 2.2.
and (X N,T t ) t≥0 has the following dynamic:
Therefore,
satisfies the definition of a measure-valued Moran model (see for example [Daw93] or [EK93] ). Recall that the generatorΩ N of the measure-valued Moran model is defined on the set of polynomials Π, where we call a function a polynomial if it is the linear combinations of functions of the form
Remark 5. 
Adding selection
In order to describe the model with mutation and selection, we define the pro- 
with probability Y t (i) · Z t (j) (i.e. an unfit descendant j is replaced by a fit descendant of i due to resampling),
with probability Y t (i) · Y t (j) (i.e. a fit descendant j is replaced by a fit descendant of i due to resampling),
with probability Z t (i) · Y t (j) (i.e. a fit descendant j is replaced by an unfit descendant of i due to resampling),
with probability Z t (i) · Z t (j) (i.e. an unfit descendant j is replaced by an unfit descendant of i due to resampling).
At rate
with probability Y t (i) · Z t (j) (i.e. an unfit descendant j is replaced by a fit descendant of i due to selection),
with probability Y t (i) · Y t (j) (i.e. a fit descendant j is replaced by a fit descendant of i due to selection).
At rate ϑ 0 we have
with probability Z t (i) (i.e. mutation from an unfit descendent of i to a fit descendent) and with rate ϑ 1 we have
with probability Y t (i) (i.e. mutation from a fit descendent of i to an unfit descendent).
Note that (Y , Z) is a (2N − 1)-dimensional Wright-Fisher model:
As before, we now want to define a suitable measure-valued process:
and define X N,T t
and satisfies
with
where χ(u) = 1(u ≤ 1) and
Proof. This is a straight forward calculation.
Remark 5.11. Note that
♣ Finally observe the following two facts:
Lemma 5.12. One has
Proof. One can follow the approach, presented in the previous section, in order to prove that
By the definition of D t,T and R N T we get that
Remark 5.13. In terms of the tree-valued model described in Section 2.3 it is also true that (compare the proof of Proposition 2.3 for the notation)
♣ Lemma 5.14. Let
Proof. Observe that, by Remark 5.13 and the definition of r, this is exactly the time to the most recent common ancestor, i.e. the first time where there is only one single ancestor left that gave birth to all individuals. By Proposition 6.9 in [DGP12] one can bound the number of ancestors by a birth-death process with quadratic death rate. We can now apply Theorem 3.2 and Corollary 3.4 in [KN97] to get the result.
The large population limit
We start with the proof of Proposition 4.1.
Proof. (Proposition 4.1) Define for i ≤ n
and for i ∈ {n + 1, . . . , 2n − 1}
then b : S n → R 2n−1 is Lipschitz and satisfies
Now the result follows by Theorem 8.2.8 in [EK86] .
Remark 5.15. Recall the definition of L N given in Lemma 5.9. If we restrict its definition to functions φ ∈ C 2 (S n ), where we set x 2n = 1 − 2n−1 i=1 x i for x ∈ S n , then it is a straight forward calculation (using Taylor expansion) to show that
♣ Now, we need to define a suitable limit object for X N,T given in Lemma 5.10. In order to do this recall that we can define partial derivation for polynomials (see (84)) by ∂Φ ∂µ
We consider
and (ii) The solution has a modification with continuous paths and we denote this modification by X T .
(iii) If X N,T 0 ⇒ µ T for some random measure µ T , then
as processes and X T 0 = µ T .
Proof. The existence of a solution follows by (iii), which is straight forward by showing convergence of the corresponding generators. The uniqueness can be proven either by duality or using the Girsanov transform. We refer to [Daw93] or [EK93] for a rigorous proof of (i)-(iii).
Lemma 5.17. In our situation we have
whereȲ T is the Fisher-Wright diffusion with mutation and selection given in the introduction (note thatȲ 0 = E[ū 1 ] by the strong law of large numbers -compare Section 2.2) and hence the assumptions of the Proposition are satisfied.
Proof. Note that in our case as processes.
In order to complete the proof, we need to observe that and let X n,N = X 2n,N be the process given in Lemma 5.9 with initial condition X n,N 0 (i) = 0 for i > 2n and 
Then, in view of Remark 5.15 and Lemma 4.5.1 (see also Remark 4.5.2) in [EK86] we get X n,N ⇒ X n as processes (compare also Lemma 5.17 for the convergence of the initial condition). By the same argument as in Lemma 5.14, we get that
where S n,N := inf t > 0 :
In order to see that E[S n ] < ∞ we can apply Skorohod's representation theorem (see Section 8.5 in [Bog07] , Vol. II) and may assume for the following that X n,N → X n almost surely. Assume now, there is a subsequence such that S n,N k →S < ∞. 
and therefore S n ≤S. Hence we get S n ≤ lim inf N →∞ S n,N and by Fateou's lemma:
A Generator calculations
Here we give the calculations needed in Section 5.1. For simplicity we will denote by y i := x i , i = 1, . . . , n the "fit members of family i" and by z i := x i+n , i = 1, . . . , n the "unfit members of family i". Moreover, we letȲ := n i=1 y i be the total number of fit types in the population and note thatZ := 
