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ARCHIMEDEAN CLASSES OF MATRICES OVER ORDERED
FIELDS
J. CIMPRICˇ
Abstract. Let (F,≤) be an ordered field and let A,B be square matrices over
F of the same size. We say that A and B belong to the same archimedean
class if there exists an integer r such that the matrices rATA − BTB and
rBTB − ATA are positive semidefinite with respect to ≤. We show that
this is true if and only if A = CB for some invertible matrix C such that
all entries of C and C−1 are bounded by some integer. We also show that
every archimedean class contains a row echelon form and that its shape and
archimedean classes (in F ) of its pivots are uniquely determined. For matrices
over fields of formal Laurent series we construct a canonical representative
in each archimedean class. The set of all archimedean classes is shown to
have a natural lattice structure while the semigroup structure does not come
from matrix multiplication. Our motivation comes from noncommutative real
algebraic geometry and noncommutative valuation theory.
1. Introduction
The notion of the natural valuation of an ordered field was introduced by Baer in
[3]. Through [2] it motivated Krull to introduce valuations with non-archimedean
value groups in [13]. Krull’s valuation theory was extended to skew-fields by
Schilling [18] and natural valuations of ordered skew-fields were studied by Con-
rad [7] and Holland [11]. For matrices over skew-fields the valuation theory was
developed in [8], [17] and [19] but it can be shown that orderings exist only in the
1× 1 case. On the other hand, partial orderings also exist in other cases but their
natural valuations have only been studied in the commutative 1 × 1 case; see [4].
It would be interesting to study other cases, too.
We will concentrate on the simplest case, namely matrices over ordered fields
with transpose as involution and positive semidefinitness as partial ordering, be-
cause the theory is already nontrivial and the results may be of interest in linear
algebra. We define a relation n on Mn(F ) by A n B if and only if there exist an
integer r such that rBTB−ATA is positive semidefinite with respect to the order-
ing of F . This relation is reflexive and transitive, but it need not be antisymmetric.
The corresponding equivalence relation ∼n on Mn(F ) defined by A ∼n B if and
only if A n B and B n A is called archimedean equivalence and the elements of
the factor set Mn(F )/∼n are called archimedean classes. The canonical projection
vn : Mn(F )→Mn(F )/∼n is called the natural valuation.
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The paper is organized as follows. In section 2 we recall the construction of
the natural valuation of an ordered field and generalize it to matrices over ordered
fields. Our construction does not produce a value function in the sense of Morandi
[17], so we carefully explain the relationship between the two. In section 3 we show
that each archimedean class in Mn(F ) contains a row echelon form and that its
shape and the natural valuations of its pivots are uniquely determined. In section 4
we show that the relation n induces a lattice structure on Mn(F )/∼n. In section
5 we characterize relations n and ∼n by divisibility. In section 6 we try to find
a canonical representative in each archimedean class. This works for matrices over
formal Laurent series fields but not in general. In section 7 we discuss different
ways of introducing a semigroup structure on Mn(F )/∼n.
2. Preliminaries on natural valuations
We will recall the construction of the natural valuations of an ordered field and
generalize it to an ordered ring with involution. We will illustrate our construction
on the matrix ring Mn(F ) with transpose involution ordered in two different ways.
The natural valuation of the first ordering is a value function in the sense of Morandi
while the natural valuation of the second ordering does not have an analogue in
noncommutative valuation theory.
2.1. Natural valuations of ordered fields. Let (F,≤) be an ordered field.
Clearly, charF = 0, and so F contains Q. For every a, b ∈ F write a  b iff
there exists r ∈ N such that |a| ≤ r|b| (or equivalently, a2 ≤ r2b2). Write a ∼ b
iff a  b and b  a and note that this relation is a congruence on the multiplica-
tive semigroup of F . The congruence classes are also called archimedean classes of
(F,≤). The factor semigroup F/∼ is linearly ordered by [a]  [b] iff a  b. The
canonical projection from F to F/∼ will be denoted by v and called the natural
valuation of ≤. We will write F/∼= Γ ∪ {∞} where ∞ := {0} is the congruence
class of zero and Γ is the set of all other congruence classes. Clearly, Γ is an abelian
group with [a] + [b] := [ab] as operation and 0 := [1] as neutral element. We will
call it the value group of v.
Let us now briefly sketch an alternative construction. We say that an element
a ∈ F is bounded if there exists r ∈ N such that −r ≤ a ≤ r. An element a ∈ F
is infinitesimal if −r ≤ a ≤ r for every r ∈ N. The set V of all bounded elements
is a valuation subring of F and the set m of all infinitesimal elements is the only
maximal ideal of V . The set U := V \m is a subgroup of the multiplicative group
F× = F \ {0} and the factor group Γ := F×/U is linearly ordered by aU  bU iff
a
b
∈ V . The natural valuation of (F,≤) is then the canonical projection v : F× → Γ
extended to F by v(0) =∞ where ∞ 6∈ Γ is larger from all elements from Γ.
For every ordered group G, the field R(G)) of formal Laurent series can be
ordered by the sign of the lowest nonzero coefficient. The corresponding value
group is G and the natural valuation assigns to each element the least element
of G with nonzero coefficient. Hahn’s embedding theorem for ordered fields says
that every ordered field with value group Γ has an order-preserving embedding into
R((Γ)). See [10] for the origins; a complete proof appeared much later. In [14] it is
shown that the real closure of an ordered field has a truncation closed embedding
into R((Γ¯)) (where Γ¯ is the division hull of Γ) which maps the field into R((Γ)).
An ordered field is archimedean iff it has no unbounded elements iff it has no
nonzero infinitesimal elements iff Γ has only one element iff it is a subfield of R.
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2.2. Ordered rings with involution. The construction from the previous section
can be extended to ordered rings with involution. Let R be a ring with involution
∗ and let ≤ be a relation on the subset S := {a ∈ R | a∗ = a} which is reflexive,
transitive and satisfies 0 ≤ a∗a for every a ∈ R. We define two relations on R by
a  b iff there is r ∈ N such that a∗a ≤ rb∗b,
a ∼ b iff a  b and b  a.
Clearly,  is reflexive and transitive and ∼ is an equivalence relation. As above,
we say that the canonical projection v : R → R/∼ is the natural valuation of ≤.
Consider the equivalence class ∞ := v(0). Its complement is denoted by Γ and
called the value set of v. Whenever we work with several rings or several orderings,
we will add a suitable index to ≤, , ∼, v or Γ.
Note that v(a) = ∞ iff a∗a = 0, so Γ can be empty. Lemma 2.2 will show
that the factor set R/∼ = Γ ∪ {∞} need not have any algebraic structure because
∼ need not be a congruence relation on the multiplicative semigroup of R and it
need not be compatible with the involution. Moreover, the partial ordering of R/∼
induced by  need not be a linear ordering.
Example 2.1. If R is a partially ordered commutative ring with positive squares
then Γ ∪ {∞} has the structure of a partially ordered commutative semigroup. In
particular, if R is a partially ordered field with positive squares then Γ has the
structure of a partially ordered abelian group. See [4] for additional information.
Let R be the ring Mn(F ) of all n × n matrices with transpose as involution.
Then S is the vector space Sn(F ) of all symmetric n×n matrices. We will consider
two orderings of S: C ≤ D iff trC ≤ trD in subsection 2.3 and C ≤ D iff D − C
is positive semidefinite in subsection 2.4. The first ordering is uncommon but its
natural valuation is the most common valuation on R. The second ordering is the
most common ordering of R but its natural valuation is very uncommon. The rest
of the paper will then give more details about this uncommon valuation.
2.3. Noncommutative valuation theory. Let (F,≤F ) be an ordered field with
natural valuation vF : F → ΓF ∪ {∞} and let n be a natural number. We assume
that Sn(F ) is ordered by C ≤ D iff trC ≤F trD. The corresponding ordering 
of Mn(F ) is then A  B iff trATA ≤F r trBTB for some r ∈ N. We will denote
the natural valuation of ≤ by w.
The mapping c → cIn identifies F with a subset of Mn(F ). Moreover, we have
that cIn  dIn iff c F d. It follows that ΓF can be identified with a subset of Γ. To
show that Γ = ΓF , it suffices to observe that for every matrix A = [aij ] ∈Mn(F ),
(1) A ∼ ‖A‖∞ · In,
where ‖A‖∞ := maxi,j |aij | is the max norm of A and In is the identity matrix.
Furthermore, relation (1) implies that for every A ∈Mn(F ),
(2) w(A) = vF (‖A‖∞).
Since vF is the natural valuation, vF (max{x, y}) = vF (x+y) = min{vF (x), vF (y)}
for every x, y ∈ F≥0. It follows that for every matrix A = [aij ] we have that
(3) vF (‖A‖∞) = min
i,j
vF (aij).
Relations (2) and (3) imply that the natural valuation w : Mn(F ) → Γ ∪ {∞}
satisfies [19, Definition 1.2], i.e. w is a vF -value function on Mn(F ) which for every
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A,B ∈Mn(F ) satisfies w(A)+w(B) ≤ w(AB) and w(ATA) = 2w(A). By the proof
of [19, Theorem 2.2], w is the only such function. Therefore w can be considered
as the canonical extension of vF from F to Mn(F ).
2.4. The main example. A matrix A ∈ Sn(F ) is positive semidefinite iff vTAv ≥
0 for every v ∈ Fn. The set of all positive semidefinite matrices will be de-
noted by S+n (F ). It defines a partial ordering ≤n of Sn(F ) by A ≤n B iff B −
A ∈ S+n (F ). The corresponding relations on Mn(F ) are defined by A n B iff
ATA ≤n rBTB for some r ∈ N and A ∼n B iff A n B and B n A. We will
call ∼n archimedean equivalence. The natural valuation of ≤n will be denoted by
vn : Mn(F )→Mn(F )/∼n where we decomposeMn(F )/∼n into Γn and∞ = {0n}.
Note that ATA ≤ rBTB implies trATA ≤F r trBTB, thus vn(A) n vn(B)
implies w(A)  w(B). Therefore, we have a mapping φ : Γn ∪ {∞} → ΓF ∪ {∞}
which is order-preserving and makes the following diagram commutative:
Mn(F )
vn
✲ Γn
F
‖ · ‖∞
❄ vF
✲ ΓF
φ
❄
w
✲
As above, the mapping vF (c) 7→ vn(cIn) identifies ΓF with a subset of Γn.
In other words, we can consider vn as a refinement of w. Let us show that the
properties of vn are much worse than the properties of w.
Lemma 2.2. Notation from above. If n ≥ 2, then
(1) ∼n is not a congruence relation on the multiplicative semigroup of Mn(F ).
(Namely, A ∼n B always implies AC ∼n BC but not CA ∼n CB.)
(2) n is not a linear ordering of Γn ∪ {∞}.
(3) There exists A ∈Mn(F ) such that vn(A) 6= vn(AT ).
Proof. To prove (1) for n = 2, note that[
0 1
1 0
]
∼2
[
1 0
0 1
]
but [
1 0
0 0
] [
0 1
1 0
]
6∼2
[
1 0
0 0
] [
1 0
0 1
]
.
To prove (2) and (3) for n = 2, note that A =
[
0 1
0 0
]
satisfies A 62 AT and
AT 62 A. To get examples for larger n just add some zero rows and columns. 
Lemma 2.3 characterizes relations n and ∼n for archimedean fields. Note that
(4) A ≤n (trA)In
for every A ∈ S+n (F ) since (trA)In −A =
∑
1≤i<j≤n(Eij − Eji)TA(Eij − Eji).
Lemma 2.3. Notation from above. Pick any A,B ∈ Mn(F ). If A n B then
kerA ⊇ kerB. If F is an archimedean field then the converse is also true. If F is
a non-archimedean field then the converse fails already for n = 1.
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Proof. The first claim is clear. To prove the second claim note that kerA ⊇ kerB
implies that there is some C of appropriate size such that A = CB. The trace
inequality (4) implies that ATA = BTCTCB ≤n tr(CTC)BTB. If F is an
archimedean field, then trCTC is bounded by some natural number, so A n B.
If F is a non-archimedean field, then it contains some unbounded element t. Note
that ker[t] = ker[1] = 0 but [t] 61 [1]. 
3. Row echelon forms
We will show that each archimedean class contains a row echelon form whose
shape and natural valuations of its pivots are uniquely determined.
3.1. QR decomposition. Let M∗,n(F ) :=
⋃∞
m=1Mm,n(F ) be the set of all matri-
ces over F with n columns and arbitrary many rows. For technical reasons we will
also study extensions of the relations n and ∼n from Mn(F ) to M∗,n(F ).
For every A,B ∈M∗,n(F ) we write, as above,
A n B iff ATA ≤n rBTB for some r ∈ N and
A ∼n B iff A n B and B n A.
By the Gram-Schmidt algorithm, every subspace of Fn has an orthogonal basis
with respect to the standard inner product. However, we do not always have an
orthonormal basis unless F is pythagorean. Instead, we will use normalization in
the ℓ∞-norm ‖v‖∞ := maxi |vi|.
We say that a matrix C is a row echelon form if all zero rows of C are at the
bottom of C and if for each i the first nonzero element in the (i + 1)-th nonzero
row is on the right-hand side of the first nonzero element in the i-th nonzero row.
The first nonzero element in the i-th nonzero row is also called the i-th pivot.
Lemma 3.1 is a variant of QR decomposition.
Lemma 3.1. For every A ∈ Mm,n(F ) with rank r ≥ 1 there exists matrices Q ∈
Mm,r(F ) and R ∈Mr,n(F ) such that
(1) A = QR.
(2) The columns of Q are orthogonal and ℓ∞-normalized.
(3) R is a row echelon form with positive pivots and no zero rows.
Moreover, Q and R are uniquely determined by A. We also have that Q ∼r Ir.
Proof. Let vi be the i-th column of A for each i = 1, . . . , n and let r be the rank
of A. Let k1 be the first index such that vk1 6= 0, k2 the first index such that
vk2 6∈ span{vk1}, k3 the first index such that vk3 6∈ span{vk1 , vk2}, etc. Now set
w′1 = vk1 and w
′
i = vki −
∑i−1
j=1
〈vki ,w
′
i〉
〈w′
i
,w′
i
〉 w
′
i for i = 2, . . . , r. Write wi = w
′
i/‖w′i‖∞
for i = 1, . . . , r and note that Q := [w1 . . . wr] satisfies (2). Now pick cij ∈ F such
that vj =
∑r
i=1 cijwi for j = 1, . . . , n and note that R := [cij ] satisfies (1) and
(3). The matrix D := QTQ is diagonal since wi are orthogonal and it satisfies
Ir ≤n D ≤n mIn since wi are ℓ∞-normalized. It follows that Q ∼n Ir. Suppose
that QR = Q′R′, where Q = [w1 . . . wr ] and Q
′ = [z1 . . . zr] satisfy (1) and R = [cij ]
and S = [dij ] satisfy (2). Let ci,ki and dj,lj be the pivots of R and R’. The t-th
column of QR = Q′R′ is c1tw1+ . . .+cttwt = d1tz1+ . . .+dttzt. For t = min{k1, l1}
one gets that w1 = z1; for t = min{k2, l2} one gets that w2 = z2; and so on. 
The natural embedding j : Mn(F ) → M∗,n(F ) satisfies the property A n B iff
j(A) n j(B) for every A,B ∈ Mn(F ). In other words, j is an o-embedding. It
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follows that j induces a mapping j′ : Mn(F )/∼n→ M∗,n(F )/∼n which is also an
o-embedding. Corollary 3.2 will show that every element of M∗,n(F )/∼n contains
a square matrix which implies that the mapping j′ is onto. Therefore, j′ is an
isomorphism of partially ordered sets.
Corollary 3.2. Every archimedean class of M∗,n(F ) contains a square matrix
which is a row echelon form.
Proof. Pick any A ∈M∗,n(F ) of rank r. The claim is clear if r = 0. Otherwise we
can decompose A = QR where Q ∼r Ir and R is a row echelon form. It follows
that QR ∼n R, so R belongs to the archimedean class of A. Since R ∼n
[
R
0
]
for
any number of zero rows, the claim follows. 
3.2. Shape. For every row echelon form C ∈Mk,n(F ) we define its shape
shape(C) = {(i, j) ∈ Nk × Nn | ∃j0 ≤ j : cij0 6= 0}.
where Nn := {1, . . . , n}. It consists of all positions that lie above the “staircase”.
Proposition 3.3. Let A,B ∈ M∗,n(F ) be row echelon forms. If A  B then
shape(A) ⊆ shape(B). Moreover, for every pivot position (i, ki) of shape(B) we
have that v(ai,ki )  v(bi,ki).
Proof. Suppose that for some row echelon forms A,B ∈ M∗,n(F ) we have that
vn(A)  vn(B) but shape(A) 6⊆ shape(B). Let i be the smallest integer such that
the i-th row of shape(A) is not contained in shape(B) (which can have less than i
rows) and let j be the smallest integer such that (i, j) ∈ shape(A). It follows that
(i, j) is a pivot position of shape(A) (so aij 6= 0) and (i, j) 6∈ shape(B) and the j-th
column of shape(B) does not contain any pivot position of shape(B) (otherwise
shape(A) would have a step of size ≥ 2.)
Recall that for every elementary matrix E, C → CE is an elementary column
transformation of the matrix C. Let us perform the standard Gauss algorithm on
the columns of B. We use the first pivot to kill all other elements in the first row
of B, then we use the second pivot to kill all other elements in the second row
of B and so on. Let Q be the product of all elementary matrices that we used
in this procedure. Note that B˜ = BQ has the same shape and the same pivots
as B but all non-pivot elements are zero. In particular, the j-th column of B˜ is
zero. We claim that the j-th column of A˜ := AQ is also zero. The assumption
vn(A) n vn(B) implies that there exists r ∈ N such that ATA ≤ rBTB. It follows
that A˜T A˜ ≤ rB˜T B˜ which implies the claim.
Finally, note that the (i, j)-th element of A˜ is aij because the i-th pivot of
B (if it exists) lies on the right-hand side of aij , and so the elementary column
transformations from the product Q did not act on aij . Since the j-th column of
A˜ is zero, it follows that aij = 0 which is not possible by the choice of (i, j). This
contradiction finishes the proof of the first part.
To prove the second part, let A˜ and B˜ be as above. Write u for the ki-th column
of A˜ and v for the ki-th column of B˜. As above, A˜
T A˜ ≤ rB˜T B˜ implies that
uTu ≤ rvT v for some r ∈ N. Since u = (u1, . . . , ui−1, ai,ki , 0, . . . , 0)T for some
u1, . . . , ui−1 ∈ F and v = (0, . . . , 0, bi,ki , 0, . . . , 0), it follows that a2i,ki ≤ rb2i,ki , i.e.
v(ai,ki)  v(bi,ki). 
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Corollary 3.4. Let A,B ∈M∗,n(F ) be row echelon forms. If vn(A) = vn(B) then
shape(A) = shape(B) and for each i, the natural valuation of the i-th pivot of A is
equal to the natural valuation of the i-th pivot of B.
Corollary 3.4 implies that we can define the shape of an archimedean class.
4. Γn is a lattice
We will show that the partial ordering induced by n on the value set Γn is in
fact a lattice ordering, i.e. each finite subset of Γn has supremum and infimum.
4.1. Lattice structure of positive semidefinite matrices. Let (F,≥) be an
ordered field. For every A,B ∈ S+n (F ) write
A ⊒n B iff A ≤ rB for some r ∈ N
and
A ≈n B iff A ⊒n B and B ⊒n A.
The mapping i : M∗,n(F ) → S+n (F ), A 7→ ATA satisfies A n B iff i(A) ⊒n i(B),
i.e. i is an o-embedding. Therefore i induces a mapping i′ : M∗,n(F )/ ∼n→
S+n (F )/ ≈n which is also an o-embedding. The plan is to show that S+n (F )/ ≈n
is a lattice and then pull this result back to M∗,n(F )/∼n which is isomorphic to
Γn ∪ {∞}. One can also deduce Lemma 2.3 from Lemma 4.1 this way.
Lemma 4.1. Suppose that A,B ∈ S+n (F ). If A ⊒n B then also kerA ⊇ kerB. If
F is an archimedean field, then we also have the converse. For non-archimedean
fields the converse already fails for n = 1.
Proof. If v ∈ kerB and A ⊒n B then clearly vTAv = 0. By [15, Corollary 2.4],
there exists an invertible P ∈ Mn(F ) and a diagonal D ∈ Sn(F ) with entries di
such that A = PTDP . It follows that
∑
i di(Pv)
2
i = 0. Since 0 ≤n A, also 0 ≤n D,
which implies that di(Pv)i = 0 for each i. Therefore DPv = 0, and so v ∈ kerA.
Suppose now that F is archimedean and kerA ⊇ kerB. Pick an invertible
Q ∈ Mn(F ) such that E := QTBQ is a diagonal matrix with nonzero entries
e1, . . . , ek. Write C := Q
TAQ and note that kerC ⊇ kerE implies that cij = 0 if
either i > k or j > k. It follows that C = M ⊕ 0n−k ≤n (trM)Ik ⊕ 0n−k ≤ uD
where u ∈ N is such that trM
min{e1,...,ek}
≤ u. Therefore A ≤n uB. 
By the Gram-Schmidt algorithm (or [15, Proposition 1.3]), every subspace U
of Fn satisfies U ⊕ U⊥ = Fn. It follows that for every C ∈ Sn(F ) we have that
Fn = imC⊕kerC. We define its Moore-Penrose inverse C+ = (C|imC)−1⊕0|kerC .
For every A,B ∈ S+n (F ) we define their parallel sum A : B = A(A + B)+B. The
basic properties of A : B from [1] carry over from R to general ordered fields. In
particular, we have the following generalization of [1, Corollary 21].
Lemma 4.2. If A,B,C ∈ S+n (F ) and A ≤n B then A : C ≤n B : C.
Proof. Note that ker(A+C) ⊆ kerC. Namely, (A+C)x = 0 implies that xTAx =
xTCx = 0 which implies that Cx = 0 as in the proof of Lemma 4.1. It follows that
imC ⊆ im(A+C), which implies that C(A+C)+(A+C) = C = (A+C)(A+C)+C.
If A ≤n B, these identities imply that 0 ≤n C(B+C)+(B−A)(B+C)+C+C((B+
C)+− (A+C)+)(A+C)((B+C)+− (A+C)+)C = C(A+C)+C−C(B+C)+C =
C − C(B + C)+C − (C − C(A+ C)+C) = B : C −A : C. 
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Proposition 4.3. For every [A], [B] ∈ S+n (F )/≈n, their greatest lower bound and
their least upper bound are given by the formulas
[A] ⊓n [B] = [A+B] and [A] ⊔n [B] = [A : B].
Proof. Pick A,B,C ∈ S+n . Since A ≤n A + B and B ≤n A + B we have that
A ⊒n A+B and B ⊒n A+B. If A ⊒n C and B ⊒n C, then A ≤ rC and B ≤ sC
for some r, s ∈ N. If follows that A+B ≤ (r+ s)C, thus A+B ⊒n C. This proves
the first part. To prove the second part, note that A : B ≤n A and A : B ≤n B
by [1, Lemma 18], which implies that A : B ⊒n A and A : B ⊒n B. If C ⊒n A
and C ⊒n B then C ≤ tA and C ≤ tB for some t ∈ N. By Lemma 4.2, we have
that 1
2
C = C : C ≤n (tA) : C ≤n (tA) : (tB) = t(A : B) which implies that
C ⊒n A : B. 
For every A,B ∈ S+n (F ), we clearly have that ker(A+B) = kerA∩kerB and by
[1, Lemma 3] we also have that ker(A : B) = kerA+kerB. By Lemma 4.1, we can
define the kernel of an equivalence class by ker[A] := kerA. By Proposition 4.3, ker
is a lattice homomorphism from (S+n (F )/ ≈n,⊔n,⊓n) to (Subspaces(Fn),+,∩).
4.2. Lattice structure of rectangular matrices. Proposition 4.4 shows that
Γn ∪ {∞} is a lattice.
Proposition 4.4. For every two elements vn(A), vn(B) ∈ Γn ∪ {∞} their greatest
lower bound and their least upper bound are given by the formulas
vn(A)∧nvn(B) = vn(
[
A
B
]
) and vn(A)∨nvn(B) = vn(
[
A(ATA+BTB)+BTB
B(ATA+BTB)+ATA
]
).
Proof. Let i′ be as above. By Lemma 4.3, we have that
i′(vn(
[
A
B
]
)) = [ATA+BTB]n = [A
TA] ⊓n [BTB] = i′(vn(A)) ⊓n i′(vn(B))
and
i′(vn(
[
A(ATA+BTB)+BTB
B(ATA+BTB)+ATA
]
)) =
= [ATA(ATA+BTB)+BTB(ATA+BTB)+ATA+
+BTB(ATA+BTB)+ATA(ATA+BTB)+BTB]n =
= [(ATA+BTB)(ATA+BTB)+(ATA : BTB)]n =
= [ATA : BTB]n = [A
TA] ⊔n [BTB]n = i′(vn(A)) ⊔n i′(vn(B)).
Since i′ is an o-imbedding, this implies the formulas. 
By Propositions 4.3 and 4.4, the mapping ker ◦i′ is a lattice homomorphism from
(M∗,n(F )/∼n,∨n,∧n) to (Subspaces(Fn),+,∩).
Corollary 4.5. For every A,B ∈M∗,n(F ) of the same size we have that
vn(A+B)  vn(A) ∧n vn(B).
Proof. This follows from Lemma 4.4 and
0 ≤n (A−B)T (A−B) = 2
[
A
B
]T [
A
B
]
− (A+B)T (A+B) 
Corollary 4.6. For every A.B ∈M∗,n(F ), we have shape(vn(A))∪shape(vn(B)) ⊆
shape(vn(A) ∧2 vn(B)). The inclusion can be strict.
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Proof. The first part follows from Proposition 3.3. To prove the second part, note
that the relation ET11E11+E
T
12E12 = I
T
2 I2 implies that v2(E11)∧2 v2(E12) = v2(I2).
Therefore, shape(v2(E11) ∧2 v2(E12)) = shape(v2(I2)) = {(1, 1), (1, 2), (2, 2)}. On
the other hand, shape(vn(A)) ∪ shape(vn(B)) = {(1, 1), (1, 2)}. 
5. Bounded and bibounded elements
Let (F,≤) be an ordered field and n an integer. We say that a matrix A ∈
M∗,n(F ) is bounded (w.r.t. ≤n) if A n In where In is the identity matrix. We say
that A ∈ M∗,n(F ) is bibounded if A ∼n In. We will also use this terminology for
scalars and vectors which can be identified with elements of M∗,1(F ). A scalar a is
bounded iff v(a) ≥ 0. It is bibounded iff v(a) = 0. Every vector v clearly satisfies
v ∼1 ‖v‖∞ where ‖v‖∞ is the ℓ∞ norm of v. It follows that a vector is bounded iff
all its components are bounded and that a vector is bibounded iff its ℓ∞ norm is
bibounded. We can make every nonzero vector bibounded by dividing it with its
ℓ∞ norm.
5.1. A characterization of n and ∼n. The aim if this section is to characterize
the relations n and ∼n in terms of divisibility.
Proposition 5.1. For every A ∈Mk,n(F ) and B ∈Ml,n(F ) we have that A n B
iff A = CB for some bounded C ∈Mk,l(F ).
Proof. If A = CB for some bounded C ∈Mk,l(F ) then A = CB n IlB = B.
Conversely, suppose that A n B. Since F l = imB ⊕ (imB)⊥ w.r.t. to the
standard inner product, we can decompose every v ∈ F l as v = Bx+ y, yTBx = 0.
Let us define Cv = Ax. To show that C is well-defined note that Bx+y = Bx′+y′
implies Bx = Bx′ and y = y′. Thus, x−x′ ∈ kerB ⊆ kerA which implies Ax = Ax′.
To show that C is bounded, pick any v ∈ F l and decompose it as v = Bx+ y with
yTBx = 0. We have that vTCTCv = xTATAx ≤ rxTBTBx ≤ rxTBTBx+ryT y =
r(xTBTBx+ yTBx+ xTBT y + yT y) = rvT v. It follows that CTC ≤l rIl. 
Proposition 5.2. For every A ∈Mk,n(F ) and B ∈Ml,n(F ) where k ≥ l, we have
that A ∼n B iff A = CB for some bibounded C ∈Mk,l(F ).
Proof. Suppose that A = CB for some bibounded C ∈ Mk,l(F ). Since C ∼l Il, it
follows that A = CB ∼n IlB = B.
Since sIl ≤l CTC ≤l rIl for some r, s ∈ N, it follows that sBTBn ≤ BTCTCB ≤n
rBTB which implies that A ∼n B.
Conversely, if A ∼n B, then kerA = kerB. It follows that t := dim(imB)⊥ =
l − dim imB = l − n + dimkerB ≤ k − n + dimkerA = dim(imA)⊥ =: t′. Pick
an orthogonal basis u1, . . . , ut of (imB)
⊥ and an orthogonal basis v1, . . . , vt′ of
(imA)⊥. Now make all ui and vj bibounded by dividing them with suitable scalars.
Every element z ∈ F l can be written as z = Bx +∑ti=1 αiui. We define Cz :=
Ax+
∑t
i=1 αivi. Since kerA = kerB, C is well-defined and one-to-one.
Let us show that C is bibounded. Since A ∼n B and ui ∼1 1 ∼1 vi for every
i = 1, . . . , t, we can pick r, s ∈ N such that sBTB ≤n ATA ≤n rBTB and suTi ui ≤
vTi vi ≤ ruTi ui for every i = 1, . . . , t. We claim that szT z ≤ zTCTCz ≤ rzT z for
every z ∈ F l which implies that sIl ≤ CTC ≤ rIl. Pick any z = Bx+y ∈ F l where
y =
∑
αiui ∈ (imB)⊥. We have that zT z = xTBTBx + yTBx + xTBT y + yT y =
xTBTBx + yT y = xTBTBx +
∑t
i=1 α
2
i u
T
i ui. On the other hand, z
TCTCz =
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xTATAx+ (Cy)TAx+ (Ax)TCy + yTCTCy = xTATAx+ yTCTCy = xTATAx+∑t
i=1 α
2
i v
T
i vi. The claim follows. 
5.2. A characterization of bounded and bibounded matrices. We will char-
acterize bounded and bibounded matrices in terms of their entries; see Proposition
5.5. We start with some preparation. The following is well-known.
Lemma 5.3. If A,B belong to S+n (F ) and A ≤n B and A is invertible, then B is
also invertible, A−1, B−1 ∈ S+n (F ) and B−1 ≤n A−1.
Proof. Note that B is invertible since A ≤n B implies kerA ⊇ kerB by Lemma
4.1. Now use A−1 −B−1 = (A−1 −B−1)A(A−1 −B−1) +B−1(B −A)B−1. 
Let us characterize the analogues of bounded and bibounded elements in S+n (F ).
Lemma 5.4. For every matrix A ∈ S+n (F ) we have the following.
(1) A ⊒n In iff all diagonal entries of A are bounded.
(2) A ≈n In iff A ⊒n In and detA is bibounded.
Proof. One direction of claim (1) is clear and the other follows from A ≤ (trA)In.
Suppose that A ⊒n In and detA is bibounded. By (1) all diagonal entries of A
are bounded. Since a2ij ≤ aiiajj for all i, j, it follows that nondiagonal entries of
A are also bounded. Therefore all minors of A are bounded. The assumption that
detA is bibounded implies that A−1 = (detA)−1Cof(A) exists and all its entries
are bounded. By (1) it follows that A−1 ⊒n In which implies that In ⊒n A.
To prove the other direction of claim (2), suppose that In ⊒n A. For k = 1, . . . , n
write Ak for the upper left k × k corner of A. By assumption, there exists s ∈ N
such that sIn ≤n A, and so sIk ≤n Ak for all k. Lemma 5.3 implies that Ak is
invertible and A−1k ≤ s−1Ik for every k. Thus, detAk−1detAk = (A
−1
k )kk ≤ s−1 for all k.
Now, (detA)−1 is bounded since (detA)−1 = (detA1)
−1
∏n
k=2
detAk−1
detAk
≤ s−n. 
Proposition 5.5 is a corollary of Lemma 5.4.
Proposition 5.5. For every element A ∈Mm,n(F ) we have the following.
(1) A is bounded iff all entries of A are bounded.
(2) A is bibounded iff A is bounded, m ≥ n, and at least one of the n×n minors
of A is bibounded.
A square matrix A is bibounded iff it is invertible and both A and A−1 are bounded.
Proof. The diagonal entries of ATA are
∑n
j=1 a
2
ij where i = 1, . . . , n. They are
bounded iff all aij are bounded. Claim (1) now follows from Lemma 5.4. To prove
claim (2) note that, by Lemma 5.4, a matrix A ∈ Mm,n(F ) is bibounded iff it is
bounded and detATA is bibounded. If m < n, then detATA = 0, so it is not
bibounded. The Binet-Cauchy theorem (see [9], for example) implies that detATA
is equal to the sum of squares of all n× n minors of A. It follows that detATA is
bibounded iff the n× n minor of A of the largest absolute value is bibounded iff at
least one of the n× n minors of A is bibounded. 
Proposition 5.5 implies that a matrix A ∈ Mn(F ) is bounded iff w(A) ≥ 0.
However, condition w(A
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5.3. Bibounded elementary matrices. Recall that the Gauss algorithm con-
sists of a series of elementary row tranformations that can be represented as left
multiplications by elementary matrices Eij(α), Ei(α) and Pij where α ∈ F .
Lemma 5.6. For every α ∈ F , we have the following.
(1) A matrix of the form Eij(α) is bibounded iff α is bounded.
(2) A matrix of the form Ei(α) is bibounded if α is bibounded.
(3) A matrix of the form Pij is always bibounded.
Proof. (1) By Lemma 5.5, Eij(α) is bounded iff α is bounded. Since Eij(α)
−1 =
Eij(−α) and α is bounded iff −α is bounded, the claim follows.
(2) By Lemma 5.5, Ei(α) is bounded iff α is bounded. Since Ei(α)
−1 = Ei(1/α),
the claim follows from the definition of a bibounded element of F .
(3) Follows from Lemma 5.5. 
We already know that for every A ∈ Mk,n(F ) there exists a bibounded Q ∈
Mk(F ) such that QA is a row echelon form. We can also prove this result by a
bibounded version of Gauss algorithm.
If the first column of A contains only zeros then move to the next column.
Otherwise pick in the first column an element of the largest absolute value (the first
pivot) and move it to the first row by an appropriate P1j . Now kill all elements
below the pivot by Ej1(−aj1/a11) where j = 2, . . . , n. By the choice of the pivot, the
elements −aj1/a11 are bounded. Thus the matrices Ej1(−aj1/a11) are bibounded.
Finally move to the next column. If all elements from a22 to an2 are zero, then
move to the next column. Otherwise pick an element of the largest absolute value
(the second pivot) and move it to the second row by an appropriate P2j . Now kill
all elements below the pivot with Ej2(−aj2/a22), j = 3, . . . , n, which are bibounded
by the choice of the pivot. Finally, move to the next column. Continue until you
run out of columns.
The elements above a pivot cannot be killed unless their valuation is greater or
equal to the valuation of the pivot. This is already clear on the matrix E12(a).
However, if A is bibounded and square, then the corresponding row echelon form is
also bibounded and square. By Lemma 5.5 this can only happen if it has bounded
entries and bibounded determinant. It follows that its diagonal entries are also
bibounded. Therefore we can use a bibounded version of Gauss algorithm to kill
all elements above the diagonal. Finally, a bibounded diagonal matrix is clearly a
product of bibounded Ei(α). This proves Proposition 5.7.
Proposition 5.7. A square matrix over F is bibounded iff it is a product of bi-
bounded elementary matrices.
Remark 5.8. For every A ∈M∗,n(F ) and every row echelon form B ∈M∗,n(F ),
A n B iff
[
B
A
]
∼n
[
B
0
]
iff bibounded Gauss on
[
B
A
]
gives
[
B
0
]
.
6. Archimedean canonical forms
We want to choose a canonical representative in each archimedean class of
M∗,n(F ). This works for Laurent series fields but it does not work in general.
Let Γ be a linearly ordered Abelian group and let F = R((Γ)) be the field of
formal Laurent series with real coefficients and with exponents in Γ. A row echelon
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form C ∈M∗,n(F ) with pivots ci,ki , i = 1, . . . , r, is called an archimedean canonical
form if it has no zero rows and there exist m1, . . . ,mr ∈ Γ such that
(i) ci,ki = t
mi and
(ii) for every j < ki, cj,ki has no terms with exponents ≥ mi.
Explicitly,
C =


0 . . . tm1 c1,k1+1 . . . c1,k2 c1,k2+1 . . . c1,k3 c1,k3+1 . . .
0 . . . 0 0 . . . tm2 c2,k2+1 . . . c2,k3 c2,k3+1 . . .
0 . . . 0 0 . . . 0 0 . . . tm3 c3,k3+1 . . .
...
...
...
...
...
...
...
. . .


Note that an archimedean canonical form contains more information than just
the information about the archimedean classes of its entries.
Proposition 6.1. For every nonzero A ∈M∗,n(F ) there exists a unique archimedean
canonical form C ∈M∗,n(F ) such that A ∼n C.
Proof. By Proposition 3.1 we may assume that A is a row echelon form with no
zero rows. Each pivot ai,ki of A can be decomposed uniquely as ai,ki = uit
mi where
ui is bibounded. If we divide each nonzero row of A with ui we get a matrix B such
that B ∼n A and bi,ki = tmi . Now we perform bibounded row transformations of
B which use the pivot tmi to kill all terms with exponents ≥ mi in all entries above
the pivot. The result is an archimedean canonical form C such that C ∼n B. This
proves the existence part.
To prove uniqueness pick another archimedean canonical form D ∼n A. By
Lemma 2.3, C and D have the same rank and thus the same number of rows, say r.
By Corollary 3.4, C ∼n D implies that C and D have the same shape and the same
pivots in each row. By Proposition 5.2, there exists a bibounded Q ∈ Mr(F ) such
that D = QC. If q1, . . . , qr are the columns of Q and e1, . . . , er are the columns of
Ir, then D = QC implies that
tm1q1 = t
m1e1(5)
c1,k2q1 + t
m2q2 = d1,k2e1 + t
m2e2(6)
c1,k3q1 + c2,k3q2 + t
m3q3 = d1,k3e1 + d2,k3e2 + t
m3e3(7)
...
Equation (5) implies that q1 = e1. Equation (6) implies that (c1,k2 − d1,k2)e1 =
tm2(e2 − q2). Since all powers that appear in the components of the left-hand
side are < m2 and all powers that appear in the components of the right-hand
side are ≥ m2, it follows that c1,k2 = d1,k2 and q2 = e2. Similarly, equation (7)
implies that (c1,k3−d1,k3)e1+(c2,k3−d2,k3)e2 = tm3(e3−q3). Since all powers that
appear in the components of the left-hand side are < m3 and all powers that appear
in the components of the right-hand side are ≥ m3, it follows that c1,k3 = d1,k3 ,
c2,k3 = d2,k3 and q3 = e3. This process stops after r steps and gives that Q = Ir . 
Remark 6.2. Since every ordered field F with value group Γ can be o-embedded
into R((Γ)) by Hahn’s embedding theorem, it is tempting to assume that archimedean
canonical forms exist for matrices over general fields. However, the problem is that
to construct the archimedean canonical form we do not need just ring operations
but also the operation of truncation which can take us out of the image of F in
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R((Γ)). If we want the image of F to be truncation closed we must pass to real
closures. Let F¯ be the real closure of (F,≤) and let Γ¯ be he division hull of Γ.
In [14] it is shown that there exists an o-embedding ψ : F¯ → R((Γ¯)) such that
ψ(F¯ ) is truncation closed in R((Γ¯)) and ψ(F ) is contained in R((Γ)). Pick now any
A ∈ Mn(F ) and compute the archimedean canonical form C of ψn(A) := [ψ(aij)]
in Mn(R((Γ))). The properties of ψ imply that there exists B ∈Mn(F¯ ) such that
ψn(B) = C. Since ψn is an o-embedding, it follows that B ∼n A in Mn(F¯ ). So C
is a representative of the archimedean class of A in Mn(F¯ ).
This is not very useful because in Mn(F¯ ) we have better representatives of
archimedean classes. Namely, if
∑
i σiPi is the spectral decomposition of A
TA
and τi are representatives of archimedean classes of
√
σi, then A ∼
∑
i τiPi.
7. Can we multiply archimedean classes?
We already know that the relation ∼n is not a congruence relation on the
multiplicative semigroup on Mn(F ). More precisely, A ∼n B always implies
AC ∼n BC but it does not always imply CA ∼n CB. Therefore, the factor
set Mn(F )/∼n= Γn ∪ {∞} is not a semigroup in the usual way. We can address
this issue in at least three different ways:
(1) We give up on the multiplicative structure of Mn(F )/∼n and consider the
following construction instead. For every C ∈Mn(F ), the mapping
φC : Mn(F )/∼n→Mn(F )/∼n, φC(vn(A)) := vn(AC)
is order-preserving. The mapping φ : C 7→ φC from the multiplicative semi-
group ofMn(F ) to the semigroup of order-preservingmaps fromMn(F )/∼n
to Mn(F )/∼n is a homomorphism of semigroups.
(2) We define some unnatural multiplication on Mn(F )/∼n; see section 7.1.
(3) We modify the definition of the relation ∼n; see section 7.2.
7.1. An unnatural multiplication. We will define a multiplication onMn(F )/ ∼n.
Although the definition is unappealing its properties are very good.
Proposition 7.1. The operation  on Mn(F ) defined by
AB := ‖A‖∞‖B‖∞In
has the following properties:
(1) It is associative and commutative.
(2) If A n B for some A,B ∈ Mn(F ) then AC n BC for every C ∈
M∗,n(F ). In particular ∼n is a congruence relation on (Mn(F ),).
(3) vn is surmultiplicative, i.e. vn(AB) n vn(A)vn(B) := vn(AB) for
every A ∈Mn(F ) and every B ∈Mn(F ).
(4) φ is multiplicative, i.e. φ(vn(A)vn(B)) = φ(vn(A))φ(vn(B)) for every
A,B ∈Mn(F ).
(5) ∧n is distributive over , i.e. (vn(A)∧nvn(B))vn(C) = (vn(A)vn(C))∧n
(vn(B)vn(C)) for every A,B,C ∈Mn(F ).
(6) ∨n is not distributive over .
Proof. Claim (1) is clear since (AB)C = ‖A‖∞‖B‖∞‖C‖∞In = A(BC).
Claim (2) follows from the fact that A n B implies ‖A‖∞  ‖B‖∞.
For every A ∈M∗,n(F ) we have that ATA ≤n (trATA)In ≤ n2‖A‖2∞In, so
(8) A n ‖A‖∞In.
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Claim (3) follows from inequality (8). Namely, AB n (‖A‖∞In)B = B(‖A‖∞In) n
(‖B‖∞In)(‖A‖∞In).
Claim (4) follows from φ(vn(A)vn(B)) = φ(vn(AB)) = v(‖AB‖∞) =
v(‖A‖∞‖B‖∞) = v(‖A‖∞)v(‖B‖∞) = φ(vn(A))φ(vn(B)).
If we multiply
max{‖A‖∞, ‖B‖∞}2 ≤ ‖A‖2∞ + ‖B‖2∞ ≤ 2max{‖A‖∞, ‖B‖∞}2
with ‖C‖2∞ and we use ‖
[
A
B
]
‖∞ = max{‖A‖∞, ‖B‖∞} we get that
[
A
B
]
C ∼n
[
AC
BC
]
.
This implies claim (5).
To prove claim (6), take
A =
[
1 0
0 0
]
, B =
[
0 0
0 1
]
and any C with ‖C‖∞ = 1. Then
(v2(A) ∨2 v2(B))v2(C) = 0C = 0
and
(v2(A)v2(C)) ∨2 (v2(B)v2(C)) = I2 ∨2 I2 = I2. 
It would be interesting to know if there exists a multiplication on Γn such that
we also have distributivity for ∨n.
7.2. A variant of relations n and ∼n. Let F be an ordered field and n an
integer. For every A,B ∈Mn(F ) we write
A≫n B iff CA n CB for every C ∈Mn(F ).
A ≡n B iff A≫n B and B ≫n A.
It is clear that≡n is a congruence relation on the multiplicative semigroup ofMn(F )
and that the congruence class of zero is a singleton.
Proposition 7.2. For every A,B ∈Mn(F ), the following are equivalent.
(1) A≫n B.
(2) For every y ∈ Fn there exists r ∈ N such that AT yyTA ≤n rBT yyTB.
(3) For every y ∈ Fn there exists a bounded αy ∈ F such that yTA = αyyTB.
(4) There exists a bounded α ∈ F such that A = αB.
Proof. (1) implies (2). Just replace C with a matrix whose first row is yT and other
rows are zero.
(2) implies (3). Use that for every vectors w, z ∈ Fn which satisfy wwT ≤n rzzT
for some r ∈ F there exists α ∈ F such that w = αz and α2 ≤ r.
(3) implies (4). By assumption AT and BT are locally linearly dependent. By
Theorem 2.3 in [5] either AT and BT are linearly dependent or their exists a nonzero
v ∈ Fn such that imAT and imBT are subsets of the span of v. If either rankA > 1
or rankB > 1 then we are in the first case. Consequently A = αB for some α.
If rankA ≤ 1 and rankB ≤ 1 then there exist a, b ∈ Fn such that AT = vaT
and BT = vbT . By (3), for every y ∈ Fn there exists a bounded αy ∈ F such
that (yTa)vT = αy(y
T b)vT . Since v 6= 0, it follows that yTa = αyyT b. Therefore
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yT b = 0 implies yTa = 0 for every y ∈ Fn. In particular, a = αb. Therefore
A = αB in this case, too. By (3), α must be bounded.
(4) implies (1). This is clear. 
The following is now clear:
Corollary 7.3. For every matrices A,B ∈Mn(F ) we have that A ≡n B iff either
A = B = 0n or if A 6= 0n and B 6= 0n and 1‖A‖∞A = 1‖B‖∞B and vF (‖A‖∞) =
vF (‖B‖∞). In other words, the factor set Mn(F )6=0n/ ≡n is isomorphic to Kn×ΓF
where Kn = {A ∈Mn(F ) | ‖A‖∞ = 1}.
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