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Single-ion Soret coefficients characterize the tendency of ions in an electrolyte solution to move
in a thermal gradient. When these coefficients differ between cations and anions, an electric field
can be generated. For this so-called electrolyte Seebeck effect to occur, the different thermodiffusive
fluxes need to be blocked by boundaries—electrodes, for example. Local charge neutrality is then
broken in the Debye-length vicinity of the electrodes. Confusingly, many authors point to these
regions as the source of the thermoelectric field but also readily ignore them in derivations of the
time-dependent Seebeck coefficient S(t), giving a false impression that the electrolyte Seebeck effect
is purely a bulk phenomenon. Here, we derive S(t) generated by a z+ : z− electrolyte subject to a
thermal gradient, without enforcing local electroneutrality. Next, we experimentally measure S(t)
for twelve acids, bases, and salts near stainless steel and titanium electrodes. At steady state, we find
S ≈ 2 mV K−1 for many electrolyte-electrode combinations, much higher than predictions based on
previous literature. We fit our expression for S(t) to the experimental data, treating the single-ion
Soret coefficients as fit parameters, and also find larger-than-literature values, accordingly.
I. INTRODUCTION
Mobile charges often move preferentially along or
against thermal gradients. For electrons in a metal, such
movement underlies the Peltier-Seebeck effect, which is
used in solid-state devices that refrigerate, measure tem-
perature, or harvest thermal energy; For ions in a non-
isothermal fluid, thermodiffusion underlies the analogous
electrolyte Seebeck effect [1, 2]. Microscopically, ionic
thermodiffusion in electrolytes has been ascribed to ion-
ion interactions [3] and to the dynamics and (hydro-
gen bonding) structure of the surrounding solvent [1, 4–
9]. On mesoscopic length scales, ionic thermodiffusion
can perturb the salt density c(x) = ρ+(x) + ρ−(x)—
the Soret effect—with ρ±(x) the local ionic densities of
a binary electrolyte, leading to measurable variations in
the electrolyte’s conductivity [10–12] and refractive index
[8, 9, 13] and to convection [14, 15]. Ionic thermodiffu-
sion can also perturb the local ionic charge number den-
sity q(x) = z+ρ+(x) + z−ρ−(x) with z± the ionic valen-
cies. Resulting regions of nonvanishing ionic charge den-
sity eq(x), with e the elementary charge, then generate
a macroscopic thermoelectric field—the Seebeck effect—
that can be measured as the thermovoltage VT between
electrodes held at a temperature difference ∆T [16–21],
see Fig. 1. (The thermovoltage VT should not be con-
fused with the thermal voltage kT/e, with k Boltzmann’s
constant and T temperature.) The related Seebeck coef-
ficient S(t) = −VT (t)/∆T (t) varies in time as ions take
time responding to ∆T , which itself may be time depen-
dent.
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Figure 1. Schematic (not to scale) of a thermoelectric cell
comprising an electrolyte solution and two electrodes. Both
anions and cations move to the cold electrode, the cations
slightly more so than the anions. This gives a higher salt
density near the cold electrode and a net charge density over
a Debye length λ near both electrodes.
Eastman [4] and Wagner [22] were the firsts to find
expressions for the steady-state value Slate generated by
a thermocell filled with dilute electrolyte. For a binary
multivalent electrolyte near ideally polarizable electrodes
[23],
Slate =
2k
e
α+ − α−
z+ − z− , (1)
with αi = Q
∗
i /2kT the single-ion Soret coefficient (i =
+,−), which is a (modern) dimensionless notation [2] for
the ionic heat of transport Q∗i . Eastman [24] and Wagner
[22] also proposed expressions for the Seebeck coefficient
Searly generated instantaneously after applying a temper-
ature difference,
Searly =
2k
e
D+α+ −D−α−
D+z+ −D−z− , (2)
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2with Di the ionic diffusivities.
Equations (1) and (2) appeared frequently [16, 25–27],
and so did simplifications for monovalent ions [2, 21, 28–
32] and extensions to multicomponent multivalent elec-
trolytes [1, 33–39]. Derivations of these expressions usu-
ally involve the ionic flux density,
Ji(x, t) = −Di
(
∇ρi + zieρi
kT
∇ψ + ρiQ
∗
i
kT 2
∇T
)
, (3)
where, for notational ease, we have not written the (x, t)-
dependence of T, ρi, and the local electrostatic potential
ψ, and of Di and Q
∗
i , with indirect spatiotemporal depen-
dence through their T and ρi dependencies. The usual ar-
gument leading to the steady-state [Ji(x, t) = 0] Seebeck
coefficient Slate is that breaking ionic charge neutrality
comes at a huge energetic penalty [42], so that q(x) = 0
must hold everywhere [1, 2, 22, 29, 32–34, 36, 38, 39].
The usual argument leading to Searly of an open circuit
configuration [
∑
i ziJi(x) = 0] is that, at t = 0, ions have
not reacted to an applied thermal gradient yet, meaning
that ∇ρi(x) = 0 [1, 33, 36, 37, 39][40].
We find these arguments problematic for two reasons.
The first problem is that the assumptions of local charge
neutrality and unperturbed ionic densities are inconsis-
tent with the resulting nonzero Seebeck coefficients Slate
and Searly: If ionic densities would be strictly unper-
turbed, the Poisson equation [cf. Eq. (5a)] would pre-
dict a spatially constant electrostatic potential, yielding
Slate = Searly = 0. The second problem is that it is
unclear on what timescale the “instantaneous” Seebeck
coefficient Searly is achieved. A thermal gradient cannot
be imposed instantaneously, and even if it could be, ions
would not react to it instantaneously. And S = 0 as long
as ions have not reacted.
As we show in Appendix A (see also Ref. [30]), the first
problem can be solved by using Eq. (3) and Poisson’s
equation and by replacing the too stringent demand for
local charge neutrality q(x) = 0 by the weaker demand
for global charge neutrality
∫
dx q(x) = 0 (conservation
of particles in a closed, initially charge-neutral setup).
The thus-found steady-state solution for ψ [cf. Eq. (A5)]
correctly yields Eq. (1) and shows that charge neutral-
ity is broken near the electrodes over a length λ called
the Debye length. While, indeed, breaking ionic charge
neutrality is energetically costly, this does not forbid
the system to break it in tiny—λ ∼ 1 nm for aqueous
electrolytes—regions close to the electrode surface, any-
way [42]. Ignoring those regions, however, misses the
point that the thermovoltage is caused by ionic charge
separation [23].
A first step to resolving the second problem was set
by Stout and Khair [43], who found the time-dependent
thermovoltage VT (t) of a z : z, D+ = D− = D elec-
trolyte, again, using both Eq. (3) and the Poisson equa-
tion. Assuming an instantaneous steady-state tempera-
ture profile, they found that VT (t) relaxes to the z : z sim-
plification of Eq. (1) on the Debye timescale τD = λ
2/D,
typically τD ∼ 1 ns for aqueous electrolytes. This small
value suggests that the electrolyte Seebeck effect is much
faster than the Soret effect, which develops on the dif-
fusion timescale τdif = 4L
2/(pi2D) ∼ 103 s [10], with
L = 3 mm a typical value for the electrode separation
2L. Stout and Khair’s theoretical finding, however, was
at odds with experimental studies that found that VT (t)
indeed develops fast at early times [faster than the ex-
perimental resolution (seconds)] but evolves thereafter
with the slow timescale τdif [27, 37]. Many authors,
therefore, explained the dynamics of VT (t) in terms of
the time-dependent (charge-neutral) salt density c(x, t)
[7, 16, 17, 27, 33, 44–46], shown by de Groot [47] and
Bierlein [48] to evolve on the timescale τdif . However,
while the Poisson equation connects q(x, t) to VT (t),
there is no such connection between c(x, t) and VT (t),
making the relevance of Bierlein’s often-used expression
to VT (t) unclear. To solve this problem, one of us—with
M. Bier—amended Stout and Khair’s model to describe
a 1 : 1 electrolyte with D+ 6= D− [49]. For this case,
we showed that q(x, t) relaxes exponentially with both
τD and τdif—and, because of Poisson’s equation, so does
VT (t) (cf. Fig. 2). Our analytical expression for VT (t)
yielded S = 0 strictly at t = 0—respecting the initial con-
ditions inserted in Poisson’s equation—and also took an
elegant form [cf. Eq. 17 of Ref. [49]] at intermediate times
t  τD ∧ t  τdif . Strikingly, Eq. (17) of Ref. [49] coin-
cides with the 1 : 1 simplification of Eq. (2)—providing
evidence that the “instantaneous” Seebeck coefficient is
reached exponentially on the Debye timescale—though
we did not realize this at the time of writing.
Much recent literature on the electrolyte Seebeck effect
aims at thermal energy harvesting applications, seeking
electrode-fluid combinations that maximize S(t), for in-
stance with textured electrode surfaces [20, 27, 50, 51],
nonaqueous electrolytes [32, 34, 35, 41], and immersed
nanoparticles [28, 29, 36, 37, 39, 52]. To put such stud-
ies in context requires systematic studies of dilute elec-
trolytes between flat electrodes of various materials. Sev-
eral potentiometric studies were performed with flat elec-
trodes and added redox couples [16, 35, 39, 41, 44, 50, 51].
In this case, VT (t) stems partially from thermogal-
vanic effects, which involve the exchange of electrons
at the electrode-electrolyte interface. Conversely, ex-
periments with (almost) ideally-polarisable electrodes—
where VT (t) was generated solely by thermodiffusion—
are scarce [20, 27]. Accordingly, in Sec. III of this arti-
cle, we measure VT (t) for twelve aqueous binary elec-
trolytes containing monovalent and divalent ions (hy-
droxides, acids, and chloride and sulfate salts) near Ti
and stainless steel electrodes. Such electrodes are used
often in biomedical applications due to their high corro-
sion resistance [53] and low impedance [54]. But, to the
best of our knowledge, no prior thermovoltage measure-
ments were performed with such electrodes before.
To interpret our experimental data, we first theoreti-
cally derive the time-dependent Seebeck coefficient S(t)
in Sec. II: We generalize the calculation of Ref. [49] for
S(t) caused by an instantaneous thermal gradient to ar-
3bitrary z±. Doing so, we confirm Eq. (2) for t τD∧t
τdif and Eq. (1) for t τdif . Again, unlike earlier deriva-
tions of Eqs. (1) and (2), ours does not enforce local
charge neutrality. Thereafter, to better describe our ex-
periments, we derive S(t) for a case where the tempera-
ture difference increases not instantaneously, but with a
characteristic timescale τap. The resulting expression for
S(t) depends parametrically on α±, D±, and τap. Hence,
given enough experimental data, we could in principle
determine all five parameters through fitting our expres-
sion for S(t) to data. Practically, as we can use literature
values for D± and as we have an independent measure-
ment of τap, we determine the single-ion Soret coefficients
α± of our binary electrolytes from a two-parameter fit of
S(t) to our experimental data. While Refs. [7, 16, 17, 44]
similarly determined the sum α+ + α− from Searly and
Slate, to the best of our knowledge, directly accessing the
individual α± has not been done before—not by poten-
tiometric experiments nor by any other method. In fact,
several authors have stated that individual α± cannot be
measured [3, 11, 25]; literature values for single-ion Soret
coefficients α± essentially all derive from experimental
measurements of α+ + α−, together with the “reduction
rule” of Takeyema and Nakashima [18]. While we see
no conceptual obstacles that forbid us to determine α±
from the above two-parameter fit, our method yields α±
generally larger than literature values, see Sec. IV.
II. THEORY FOR THE TIME-DEPENDENT
ELECTROLYTE SEEBECK COEFFICIENT S(t)
A. Theoretical model
To generalize the 1 : 1-electrolyte findings of Ref. [49]
to ions of arbitrary valency, we consider the same setup
of an electrolyte of salt concentration ρs between two
flat parallel ideally-polarizable electrodes. We choose
the electrode separation 2L to be much smaller than
the electrode’s size in the lateral direction. Moreover,
we assume the system to be isothermal in this lateral
direction. Under these conditions, all observables de-
pend only on the coordinate x ∈ [−L,L]. We treat
the solvent as a structureless dielectric medium of di-
electric constant ε(x, t), which could vary spatiotempo-
rally through c(x, t) and T (x, t) dependencies. When
the temperature of one of the electrodes is suddenly in-
creased by ∆T , the electrolyte relaxes thermally with
the timescale τT = 4L
2/pi2a. For a typical thermal
conductivity a ≈ 1.4 × 10−7 m2 s−1, thermal relaxation
is much faster than the diffusive relaxation τT /τdif ∼
D/a ≈ 1/100 and much slower than Debye-time relax-
ation τT /τD ∼ L2D/λ2a  1 (for L  λ). For the
case D+ 6= D−, Ref. [49] ignored this thermal relax-
ation and assumed T (x, t) to reach its steady-state pro-
file T (x) = T0 + ∆T (x + L)/(2L) instantaneously, in-
stead. Despite this simplification, the analytical expres-
sion for VT (t) accurately followed numerical data that
resolved the time dependence of T (x, t), even around
t ≈ λ2/D+ (albeit worse around D−/D+ ≈ 10, see Fig. 5
of Ref. [49]), when T (x, t) had not relaxed yet. Likewise,
in this article, we do not solve the heat equation [55], but
rather use two approximations to the time-dependent lo-
cal temperature T (x, t). In the first, trivial choice, we
follow Ref. [49] (and most prior theoretical work alike)
and assume the above linear T (x)-profile to set in instan-
taneously. Later, in Sec. II E, we consider a case closer
to our experiments of Sec. III, wherein ∆T (t) builds up
exponentially, but where T (x, t) is still linear in x. For a
detailed discussion of concurrent thermal and ionic relax-
ation, we refer to Sec. III C of Ref. [49], which reported
an ionic density wave from the heated towards the un-
perturbed electrode.
For the above instantaneous linear T (x)-profile, Eq. (3)
simplifies to
Ji(x, t) = −Di
(
∂xρi +
zieρi
kT
∂xψ +
ρiQ
∗
i
kT 2
∆T
2L
)
. (4)
With the Poisson equation and the continuity equation
ε0ε∂
2
xψ = −eq , (5a)
∂tρi = −∂xJi , (5b)
with ε0 the vacuum permittivity, we come to a closed set
of equations for ρ±(x, t) and ψ(x, t). Again, for nota-
tional convenience we have dropped the spatiotemporal
dependence of all observables and parameters. We sub-
ject Eqs. (4) and (5) to the following initial and boundary
conditions
ρi(x, t = 0) = ρi,0 , (6a)
q(x, t = 0) = ρ+,0z+ + ρ−,0z− = 0 , (6b)
∂xψ(±L, t) = 0 , (6c)
Ji(±L, t) = 0 , (6d)
which express initially homogenous ionic density pro-
files [Eq. (6a)] that yield a globally charge-neutral sys-
tem initially [Eq. (6b)]. Moreover, we assume the ther-
moelectric cell to be in open-circuit configuration and
its electrodes to be ideally polarizable and nonadsorb-
ing. This means that the electrodes do not acquire
electronic surface charge, expressed by Gauss’s law in
Eq. (6c), and that the ionic currents at the electrodes
vanish [Eq. (6d)]. We note that Eq. (6c) only fixes ψ
up to a constant that drops out of the thermovoltage
VT (t) = ψ(L, t)−ψ(−L, t), the quantity of interest here.
This definition of VT is the same as Wu¨rger’s [2] and
differs from Ref. [49] by an overall minus sign.
We see from Eq. (5a) and Eq. (6b) that ψ = cst. at
time t = 0, meaning that VT (t = 0) = 0 and S(t =
0) = 0, accordingly. While the diffusion (∼ ∂xρi) and
electromigration term (∼ ∂xψ) of Eq. (4) vanish at t = 0,
the finite thermodiffusion term (∼ ∆T ) drives the system
out of equilibrium.
4B. Dimensionless formulation
With the dimensionless observables t˜ = tD+/L
2, x˜ =
x/L, ρ˜i = ρi/ρs, q˜ = q/ρs, ψ˜ = eψ/(kT0), T˜ = T/T0,
and J˜i = JiL/(D+ρs) we rewrite Eqs. (4) and (5) to
∂2x˜ψ˜ = −n2
z+ρ˜+ + z−ρ˜−
z2+ρ˜+,0 + z
2−ρ˜−,0
, (7a)
∂t˜ρ˜+ = ∂x˜
(
∂x˜ρ˜+ +
z+ρ˜+
T˜
∂x˜ψ˜
)
, (7b)
ξ∂t˜ρ˜− = ∂x˜
(
∂x˜ρ˜− +
z−ρ˜−
T˜
∂x˜ψ˜
)
, (7c)
with ξ = D+/D− the diffusivity ratio and n = L/λ
the Debye separation parameter, with λ = [e2(ρ+,0z
2
+ +
ρ−,0z2−)/ε0εkT0]
1/2 the usual Debye length. Likewise,
Eq. (6) becomes
ρ˜i(x˜, t˜ = 0) = ρ˜i,0 , (8a)
q˜0(x˜, t˜ = 0) = ρ˜+,0z+ + ρ˜−,0z− = 0 , (8b)
∂x˜ψ˜(±1, t˜ ) = 0 , (8c)
J˜±(±1, t˜ ) = ∂x˜ρ˜± + α±ρ˜±
T˜
= 0 , (8d)
where  = ∆T/T0 sets the strength of the thermal gradi-
ent and where ρ˜i,0 counts the number of cations and an-
ions into which a single salt molecule dissociates in solu-
tion. For H2SO4, for example, ρ˜+,0 = 2, ρ˜−,0 = 1, z+ = 1,
and z− = −2.
From hereon, we focus on small applied temperature
differences  1 and expand all observables and parame-
ters in , using the general notation f = f0+f1+O
(
2
)
.
The unperturbed density and temperature profiles ρi,0
and T0 as used above are in line with this definition.
Now, using ψ˜0 = 0 and T˜0 = 1, we find that the first
surviving terms of Eq. (7) are at O () and read
∂2x˜ψ˜1 = −n20
z+ρ˜+,1 + z−ρ˜−,1
z2+ρ˜+,0 + z
2−ρ˜−,0
, (9a)
∂t˜ρ˜+,1 = ∂x˜
(
∂x˜ρ˜+,1 + z+ρ˜+,0∂x˜ψ˜1
)
, (9b)
ξ0∂t˜ρ˜−,1 = ∂x˜
(
∂x˜ρ˜−,1 + z−ρ˜−,0∂x˜ψ˜1
)
. (9c)
Note that we ignored T -dependence of D± in Eqs. (7b)
and (7c)—giving terms ∂x˜Di∂x˜ρ˜i,1 = O
(
2
)
that would
not have appeared in Eqs. (9b) and (9c). Moreover, in
n0 appears the first term of a small- expansion of the
dielectric constant ε, though we do not use ε0 here as this
symbol is reserved for the vacuum permittivity. Instead
of n0, ξ0, and αi,0, for notational convenience, we write
n, ξ and αi from hereon. Practically, the above small-
 expansion has simplified our model to the point that
we can ignore the c(x, t) and T (x, t) dependence of the
parameters Di, Q
∗
i , and . Strictly speaking, however,
this simplified model is only applicable for infinitesimally
small ∆T .
Inserting Eq. (9a) into Eqs. (9b) and (9c), using initial
charge neutrality z+ρ˜+,0 + z−ρ˜−,0 = 0, and writing χ =
z+/z−, we find
∂t˜ρ˜+,1 = ∂
2
x˜ρ˜+,1 − n2
χρ˜+,1 + ρ˜−,1
χ− 1 , (10a)
ξ∂t˜ρ˜−,1 = ∂
2
x˜ρ˜−,1 − n2
χρ˜+,1 + ρ˜−,1
1− χ , (10b)
a Debye-Falkenhagen-type equation [56, 57].
C. Solution for the thermovoltage in the s domain
We apply Laplace transformations to both sides of
Eq. (10) [for a function f(x, t) we write fˆ(x, s) =∫∞
0
dt˜ exp (−st˜ )f(x, t˜ )] and group the result in a matrix
equation,
(
∂2x˜
ˆ˜ρ+,1
∂2x˜
ˆ˜ρ−,1
)
=
s+
χn2
χ− 1
n2
χ− 1
χn2
1− χ ξs+
n2
1− χ
( ˆ˜ρ+,1ˆ˜ρ−,1
)
,
(11)
which we write as X ′′ = MX, with double primes in-
dicating second partial derivatives on the vector X =
(ˆ˜ρ+,1, ˆ˜ρ−,1)T . M is diagonalized by M = PDP−1, where
P =
(
ν1 ν2
1 1
)
, D =
(
µ2 0
0 η2
)
, (12)
and where ν1, ν2, µ, and η read
ν1 =
s(ξ − 1) + ζ
n2
χ− 1
2χ
− χ+ 1
2χ
, (13a)
ν2 =
s(ξ − 1)− ζ
n2
χ− 1
2χ
− χ+ 1
2χ
, (13b)
µ2 =
1
2
[
n2 + s(1 + ξ)− ζ] , (13c)
η2 =
1
2
[
n2 + s(1 + ξ) + ζ
]
, (13d)
respectively, with
ζ =
√
n4 + 2n2s(1− ξ)χ+ 1
χ− 1 + s
2(1− ξ)2 . (14)
With U = (u1, u2)
T ≡ P−1X we rewrite X ′′ = MX
to U ′′ = DU , which is solved by u1 = a1 sinhµx˜ and
u2 = a2 sinh ηx˜, with a1, a2 to be fixed by the boundary
conditions. We return to the ionic densities ρ± with X =
PU ,
ˆ˜ρ+,1 = ν1a1 sinhµx˜+ ν2a2 sinh ηx˜ , (15a)
ˆ˜ρ−,1 = a1 sinhµx˜+ a2 sinh ηx˜ . (15b)
To O (), Eq. (8d) yields
∂x˜ ˆ˜ρ±,1(±1, s) = −α±,0ρ˜±,0
s
. (16)
5Inserting Eq. (15) into Eq. (16) yields
ν1a1µ coshµ+ ν2a2η cosh η = −α+ρ˜+,0
s
, (17a)
a1µ coshµ+ a2η cosh η = −α−ρ˜−,0
s
, (17b)
at both boundaries. We solve for a1 and a2,
a1 =
α−ρ˜−,0ν2 − α+ρ˜+,0
(ν1 − ν2)s µ coshµ , (18a)
a2 =
α+ρ˜+,0 − α−ρ˜−,0ν1
(ν1 − ν2)s η cosh η , (18b)
and reinsert these results into Eq. (15) to find
ˆ˜q1(x˜, s) =
n2ρ˜+,0z+
sζ(1− χ)
[
(α+ + α−χν2)(1 + χν1)
sinhµx˜
µ coshµ
− (α+ + α−χν1)(1 + χν2) sinh ηx˜
η cosh η
]
. (19)
Now, the following local electrostatic potential
ˆ˜
ψ1(x˜, s) =
n4(α+ + α−χν2)
sζ(1− χ)2z−
1 + χν1
µ2
(
sinhµx˜
µ coshµ
− x
)
− n
4(α+ + α−χν1)
sζ(1− χ)2z−
1 + χν2
η2
(
sinh ηx˜
η cosh η
− x
)
,
(20)
satisfies both Eqs. (7a) and (8d). We use VˆT (s) =
ψˆ(1, s) − ψˆ(−1, s) and write ˆ˜VT (s) ≡ ˆ˜V aT (s) + ˆ˜V bT (s) +
O (2) to find
ˆ˜V aT (s) =
2n4(α+ + α−χν2)
sζ(1− χ)2z−
1 + χν1
µ2
(
tanhµ
µ
− 1
)
,
(21a)
ˆ˜V bT (s) =
2n4(α+ + α−χν1)
sζ(1− χ)2z−
1 + χν2
η2
(
1− tanh η
η
)
.
(21b)
D. Solution for the Seebeck coefficient in the t
domain
The poles of VˆT (s) at s = 0 determine the steady state
of VT (t). At s = 0, we find ζ = n
2, µ2 = 0, η2 = n2, ν1 =
−1/χ, and ν2 = −1. Inserting those expressions, we find
ˆ˜V aT (s) = 0 and
ˆ˜V bT (s) = −
2
s
α+ − α−
z+ − z−
(
1− tanhn
n
)
. (22)
The inverse Laplace transformation L−1{ ˆ˜V bT (s)} now
yields Eq. (1) for n 1, which is a relevant simplification
for us as n > 3.5× 106 in the experiments of Sec. III.
The other poles of ˆ˜VT (s) with nonzero residues appear
in the tanhµ and tanh η terms of Eq. (21) and lie at
µ = ±iNj and η = ±iNj , with Nj = (j − 1/2)pi. With
Eqs. (13c) and (14) we write µ = ±iNj to
2N 2j + n2 + s(1 + ξ) =
=
√
n4 + 2n2s(1− ξ)χ+ 1
χ− 1 + s
2(1− ξ)2 , (23)
which has two solution, sj− and s
j
+, for each j. For the
experimentally relevant n 1 case, we find
sj−
n1
= −N 2j
1− χ
1− ξχ +O(n
−2) , (24a)
sj+
n1
= − n
2
ξ
1− ξχ
1− χ −
N 2j
ξ
1− ξ2χ
1− ξχ +O(n
−2) . (24b)
(The zeros of the tanh η term turn out to yield same
sj±.) For ξ = 1 and χ = −1, we find sj+ = −n2 − N 2j ,
sj− = −N 2j , and ν1 = 1 hence ˆ˜V aT (s) = 0. As VT (t)
relaxes with the Debye time for ξ = 1 [49], we conclude
that the sj+ and s
j
− solutions are associated to
ˆ˜V bT (s) and
ˆ˜V aT (s), respectively.
The n 1 behavior of Eqs. (13) and (14) at sj− reads
ζ(sj−) = n
2 + sj−(1− ξ)
χ+ 1
χ− 1 +O
(
n−2
)
, (25a)
ν1 = − 1
χ
+ sj−
1− ξ
χn2
+O (n−4) , (25b)
ν2 = −1 +O
(
n−2
)
, (25c)
µ2 = −N 2j +O
(
n−2
)
, (25d)
where we already evaluated µ2 at sj− and where all pre-
sented orders of n were chosen with foreknowledge of
the first surviving terms in the calculation below [cf.
Eq. (28)].
Likewise, the n 1 behavior of Eqs. (13) and (14) at
sj+ reads
ζ(sj+) =
n2
ξ
1− ξ2χ
1− χ +
N 2j (1− ξ)
ξ
1 + ξ2χ
1− ξχ +O(n
−2) ,
(26a)
ν1 = − 1
χξ
+O(n−2) , (26b)
ν2 = −ξ +O(n−2) , (26c)
η = −N 2j +O(n−2) . (26d)
For the residues of ˆ˜VT (s) at s
j
±, we inspect the terms
tanh(µ)/µ − 1 and tanh(η)/η − 1 in Eq. (21) and note
that the residues of 1 at sj± are zero. For the tanh terms,
we find
tanhµ
µ
s→sj−
=
1− χ
1− ξχ
2
s− sj−
+O(n−2) , (27a)
tanh η
η
s→sj+
=
1− ξ2χ
ξ − ξ2χ
2
s− sj+
+O(n−2) . (27b)
6Inserting Eqs. (25) and (27a) into Eq. (21a) gives
ˆ˜V aT (s)
s→sj−∼ 4α+z− − α−z+
z+ − z−
ξ − 1
ξz+ − z−
1
N 2j (s− sj−)
+O(n−2) . (28)
Likewise, inserting Eqs. (26) and (27b) into Eq. (21b)
gives
ˆ˜V bT (s)
s→sj+∼ 4ξα+ − α−
ξz+ − z−
1
N 2j (s− sj+)
+O(n−2) . (29)
Calculating VT (t) =
∑
{0,sj−,sj+}Res
(
VˆT (s) exp (st˜), s
)
now gives
VT (t) = VT,late + VT,dif(t) + VT,D(t) +O
(
n−1, 
)
,
(30a)
with
−VT,late
∆T
=
2k
e
α+ − α−
z+ − z− , (30b)
VT,dif(t)
∆T
=
4k
e
D+ −D−
D+z+ −D−z−
α+z− − α−z+
z+ − z−
×
∞∑
j=1
exp
[−tN 2j Da/L2]
N 2j
, (30c)
VT,D(t)
∆T
=
2k
e
D+α+ −D−α−
D+z+ −D−z− exp
[−tDm/λ2] , (30d)
where we used
∑∞
j=1N−2j = 1/2 for the sum over sj+,
leading to VT,D(t). In Eqs. (30c) and (30d) appear
valency-weighted arithmetic and harmonic means of the
cationic and anionic diffusivities
Dm =
D+z+ −D−z−
z+ − z− , Da =
(z+ − z−)D+D−
z+D+ − z−D− ,
(31)
where Da is the ambipolar diffusivity of neutral salt [42].
For z+ = −z− = 1, Eq. (30) reduces correctly to Eq. (16)
of Ref. [49] [up to the different minus-sign convention
stated below Eq. (6)]
From Eq. (30) we find the transient Seebeck coefficient
S(t) = −VT (t)/∆T as
S(t) = Slate + 2(Searly − Slate)
∞∑
j=1
exp
[−N 2j t/(N 21 τdif)]
N 2j
− Searly exp [−t/τD] +O
(
n−1, 
)
, (32)
with Slate and Searly from Eqs. (1) and (2) and with
τdif = 4L
2/(pi2Da) the diffusion time and τD = λ
2/Dm
the Debye time—generalizing our definitions of Sec. I
where we considered D+ = D−. We note that the sum
in Eq. (32) can be rewritten with the identity [58]
∞∑
j=1
exp
(−N 2j θ)
N 2j
=
1
2
−
√
θ
pi
− 2
√
θ
∞∑
k=1
(−1)kierfc
(
k√
θ
)
,
(33)
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Figure 2. S(t) [Eq. (32)] normalized to Slate [Eq. (1)] of a
1 : 1 electrolyte, which we denote S1:1late. We show several
valencies [1 : 1 (blue), 1 : 2 (red), 2 : 1 (magenta), 2 : 2
(black)] and ξ ≡ D+/D− = 0.1, 1, 10 (solid, dotted, and dash-
dotted lines), and use α+ = 0.5, α− = 0.1, n ≡ L/λ = 1000,
and max(j) = 500 throughout. (Fig. 5 of Ref. [49] used the
same α±). The shaded areas correspond to times for which
S(t) takes its Searly and Slate values, respectively. We also
indicate the relaxation times τD and τdif for ξ = 1 (1/n
2 and
4/pi2, respectively, in units of L2/D+); these times are slightly
shifted for other ξ as D and Dm [Eq. (31)] are ξ dependent.
For the 1 : 1 electrolyte with ξ = 10, we show with black
circles the result of substituting Eq. (33) into Eq. (32), using
max(k) = 10.
with Nj = (j−1/2)pi as before. Equation (33) is useful as
the sum on its left-hand side converges quickly for θ ≈ 1,
while, conversely, the sum on its right-hand side does so
for θ  1.
At t = 0, the time-dependent exponents in Eq. (32) are
unity. Again using
∑∞
j=1N−2j = 1/2 then yields S(0) =
0. Then, the early Debye-time relaxation of S(t) comes
from the last term in Eq. (32). After this relaxation, for
times t  τD ∧ t  τdif , we have exp [−t/τD] ≈ 0 and
exp
[−(2j − 1)2t/τdif] ≈ 1 and, using the same sum iden-
tity, we find S(t) = Searly. Finally, at late times t τdif ,
S(t) relaxes to Slate. This S(t) behavior is also visible in
Fig. 2, where we plot Eq. (32) for several valencies and
ξ = D+/D− at fixed α+ = 0.5, α = 0.1, n = 103, and
max(j) = 500. We also see there that Searly = Slate for
ξ = 1, that higher valencies generally lead to smaller S(t),
and that higher ξ lead to slower relaxation (for these α±).
7Moreover, while Eqs. (30) and (32) are invariant under
+ ↔ −, Fig. 2 shows that S(t) is not invariant under
ξ → 1/ξ at fixed α±. Finally, for the ξ = 10, 1 : 1
electrolyte we substitute Eq. (33) into Eq. (32) and show
S(t) with black circles. Truncating the error function ex-
pression already at k = 10, this expression approximates
S(t) very well until D−t/L2 = 102. For larger max(k),
the correspondence becomes even better (not shown).
E. Seebeck coefficient for a slowly applied ∆T
In the experiments of Sec. III, the temper-
ature difference increases roughly as ∆T (t) =
∆T∞ [1− exp(−t/τap)], with ∆T∞ its late-time asymp-
tote and with τap a characteristic timescale. Accord-
ingly, to bring our model closer to these experiments,
we replace our assumption of an instantaneous steady-
state temperature profile T (x) by T (x, t) = T0 +
∆T∞ [1− exp(−t/τap)] (x + L)/(2L). Tracing our steps
of Secs. II A-II D, we see that Eq. (8d) changes to
J˜±(±1, t˜ ) = ∂x˜ρ˜± +
α±ρ˜±
[
1− exp(−t˜/τ˜ap)
]
T˜
= 0 ,
(34)
with τ˜ap = τapD+/L
2, and that Eq. (16) changes to
∂x˜ ˆ˜ρ±,1(±1, s) = − α±,0ρ˜±,0
s(1 + τ˜aps)
. (35)
The same factor 1/(1 + τ˜aps) then enters Eqs. (17)-(22),
(28), and (29). In particular, Eq. (21) now reads
ˆ˜V aT (s) =
2n4(α+ + α−χν2)
s(1 + τ˜aps)ζ(1− χ)2z−
1 + χν1
µ2
(
tanhµ
µ
− 1
)
,
(36a)
ˆ˜V bT (s) =
2n4(α+ + α−χν1)
s(1 + τ˜aps)ζ(1− χ)2z−
1 + χν2
η2
(
1− tanh η
η
)
.
(36b)
Clearly, at s = 0, the factor 1/(1 + τ˜aps) is unity; hence,
VT,late is unaffected. Evaluating the poles s
j
± now yields
VT,dif(t)
∆T∞
=
4k
e
D+ −D−
D+z+ −D−z−
α+z− − α−z+
z+ − z−
×
∞∑
j=1
exp
[−N 2j t/(N 21 τdif)]
N 2j [1−N 2j τap/(N 21 τdif)]
, (37a)
VT,D(t)
∆T∞
=
2k
e
D+α+ −D−α−
D+z+ −D−z−
exp [−t/τD]
1− τap/τD . (37b)
Next to these modifications of Eqs. (30c) and (30d), VT (t)
gets new terms from the pole s = −1/τ˜ap of Eq. (36).
In our experiments, τap ∼ 102 s and D+/L2 ∼ 10−3 s;
hence, τ˜ap ∼ 10−1, which is 12 order of magnitude larger
than 1/n2 ∼ 10−13. Expanding ζ [Eq. (14)] for large n,
we thus assume that τ˜ap  1/n2 and find
ζ = n2 − 1− ξ
τ˜ap
χ+ 1
χ− 1 +O(n
−2) . (38)
At s = −1/τ˜ap, the terms µ, η, ν1, and ν2 in Eq. (36) read
µ2 =
1
τ˜ap
1− χξ
χ− 1 +O(n
−2) , (39a)
η2 = n2 +
1
τ˜ap
ξ − χ
χ− 1 +O(n
−2) , (39b)
ν1 = − 1
χ
+
ξ − 1
n2τ˜apχ
+O(n−4) , (39c)
ν2 = −1 + ξ − 1
n2τ˜ap
+O(n−4) . (39d)
Calculating the residue of Eq. (36a) at −1/τ˜ap now gives
Res
(
Vˆ aT (s) exp (st˜), s = −1/τ˜ap
)
=
= −4k∆T∞
e
α+z− − α−z+
z+ − z−
D+ −D−
D+z+ − z−D−
×
∞∑
j=1
exp (−t/τap)
N 2j [1−N 2j τap/(N 21 τdif)]
+O(n−2) , (40)
where we used 1−tanhµ/µ = 2∑∞j=1 1/[N 2j (1+N 2j /µ2)].
Likewise, for Eq. (36b) we find
Res
(
Vˆ bT (s) exp (st˜), s = −1/τ˜ap
)
=
=
2k∆T∞
e
α+ − α−
z+ − z− exp (−t/τap)−O(n
−2) . (41)
Combining Eqs. (30b), (37), (40), and (41) gives
VT (t)
∆T∞
= −Slate
[
1− exp
(
− t
τap
)]
+
8(Slate − Searly)
pi2
∞∑
j=1
exp
[−(2j − 1)2t/τdif]− exp (−t/τap)
(2j − 1)2[1− (2j − 1)2τap/τdif ] +O
(
n−1, 
)
, (42)
8with Slate and Searly as in Eqs. (1) and (2). Moreover, Eq. (37b) does not contribute at this order in n, as VT,D(t) ∼
1/n2 when τ˜ap  1/n2. The Seebeck coefficient S(t) = −VT (t)/∆T (t) now easily follows as
S(t) = Slate +
8
pi2
Searly − Slate
1− exp (−t/τap)
∞∑
j=1
exp
[−(2j − 1)2t/τdif]− exp (−t/τap)
(2j − 1)2[1− (2j − 1)2τap/τdif ] +O
(
n−1, 
)
, (43)
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Figure 3. (a) VT [Eq. (42)] (lines) and the first term of the
right hand side of Eq. (42) (dotted) for several τapD+/L
2 [0.01
(red), 0.1 (blue), 1 (magenta), 10 (black)] with ξ ≡ D+/D− =
2, α+ = 0.5, α− = 0.1, and max(j) = 500 throughout. (b)
S(t)/S1:1late [Eq. (43)] for the same settings. Note that the data
in (a) and (b) differ only by a factor 1− exp (−t/τap).
giving S(t) = Searly for t  τap, τdif and S(t) = Slate
for t τap, τdif . To scrutinise the Debye-time relaxation
of S(t) to Searly, we would also need to consider τ˜ap =
O(1/n2) in our ζ expansion [cf. Eq. (38)].
Interestingly, Agar studied “warming-up effects” of the
Soret effect in response to precisely the same ∆T (t) =
∆T∞ [1− exp(−t/τap)] [60]. His result Eq. (4.18) simpli-
fies in our notation to c(x, t)→ c(x, t−τap) for a/D → 0.
Our Eqs. 42 and 43 are not of this form.
We plot Eqs. (42) and (43) in Figs. 3(a) and 3(b), re-
spectively, for several τap. In Fig. 3(a) we also show the
first term of the right hand side of Eq. (42) with dotted
lines. For τap > τdif (τdifD+/L
2 = 0.61 for the consid-
ered parameters), the difference between solid and dot-
ted lines is minor, meaning that VT (t) ≈ −Slate∆T (t).
Conversely, the contribution of the second term on the
right hand side Eq. (42) is apparent for smaller τap. At
early times, scrutinised in the inset of Fig. 3(a), VT (t) =
−Slate∆T (t) systematically underestimates VT (t) by a
factor 1.5, which coincides with the ratio Searly/Slate for
the used parameters. Hence, at early times, VT (t) ≈
−Searly∆T (t). Indeed, in Fig. 3(b) we see that S(t 
τdif) = Searly, independent of τap/τdif.
III. EXPERIMENTAL SECTION
A. Setup
We performed experiments with a homebuilt thermo-
electric cell, sketched in Fig. 1 and shown in more de-
tail in Fig. S1 of the Supplemental Material [61]. The
cell comprised different electrolytes between two parallel,
coaxial, disk-shaped electrodes. To study the influence
of the electrode material, we first used two stainless steel
electrodes and later used two titanium (Ti) electrodes.
All electrodes were 5.0 mm thick and 43.0 mm in diame-
ter. We stuck two Peltier elements (TES1 12704, dimen-
sions: 3×30×30 mm3) to the outer sides of the electrodes
and controlled them with a Neocera LTC21 PID tem-
perature controller. Type-K thermocouples and a digital
multimeter (Minipa U1252A) measured the temperatures
T0 and T1 of the bottom and top electrode, respectively.
The tips of these thermocouples were in contact with the
electrodes through 3 mm-deep, 1.5 mm-wide holes drilled
3 mm away from the edge of the Peltier elements. A sec-
ond multimeter (Minipa 8156A, impedance 2.5× 109 Ω)
measured the voltage difference ∆V between the elec-
trodes; an attached computer recorded ∆V automati-
cally on three-second intervals.
electrolyte ρs (mM) D+/D0 D−/D0 Da/D0 τthdif (s) τ
exp
dif (s)
TBAOH 5 0.518 5.280 0.943 2.7×103 1.2×103
TMAOH 2 1.196 5.280 1.950 1.3×103 1.8×103
NaOH 5 1.334 5.280 2.130 1.2×103 7.6×102
NaCl 5 1.334 2.033 1.611 1.6×103 8.2×102
LiCl 2 1.028 2.033 1.366 1.9×103
KCl 5 1.957 2.033 1.994 1.3×103 1.0×103
HCl 2 9.315 2.033 3.338 7.6×102 9.1×102
HNO3 2 9.315 1.903 3.160 8.0×102
H2SO4 2 9.315 1.065 2.600 9.7×102
Li2SO4 10 1.028 1.065 1.040 2.4×103 1.5×103
Cs2SO4 10 2.056 1.065 1.569 1.6×103
MgSO4 10 0.706 1.065 0.859 3.0×103 2.1×103
Table I. Properties of the aqueous electrolytes used here.
All diffusivities at infinite dilution D±, reported relative to
D0 = 10
−9 m2 s−1, are taken from Ref. [62]. We also list Da
[Eq. (31)] and τ thdif = 4L
2/(pi2Da), where 2L = 5.0 mm.
9The electrodes were held in a solid Teflon support,
with a cylindrical cavity coaxial with the electrodes.
The cavity was 5.0 mm thick and 23.5 mm in diame-
ter. Two O-rings between the electrodes and the Teflon
block sealed off this cavity. Two needles brought differ-
ent electrolytes into the cavity through 1 mm holes drilled
laterally on opposite sides of the Teflon block. We inves-
tigated aqueous solutions of TBAOH (tetrabutylammo-
nium hydroxide), TMAOH (tetramethylammonium hy-
droxide), NaOH (sodium hydroxide), NaCl (sodium chlo-
ride), LiCl (lithium chloride), KCl (potassium chloride),
HCl (hydrochloric acid), HNO3 (nitric acid), H2SO4 (sul-
furic acid), Cs2SO4 (cesium sulfate), Li2SO4 (lithium sul-
fate), and MgSO4 (magnesium sulfate). We obtained all
chemicals from Sigma-Aldrich and used them without
further purification. Table I lists their salt concentra-
tions ρs, literature diffusivities D± at infinite dilution,
ambipolar diffusivity Da [Eq. (31)], predicted relaxation
times τ thdif , and experimental relaxation times τ
exp
dif as de-
termined in Sec. III C 2. At small ρs (∼ 10 mM), D± are
often roughly 10% smaller than at infinite dilution and
τ expdif 10% larger, accordingly [62]. Moreover, for the ρs
used here, Debye lengths are between λ = 1.5 nm for 10
mM 2 : 2 and λ = 6.8 nm for 2 mM 1 : 1 electrolytes, re-
spectively, and the Debye separation parameter amounts
to n > 3.5× 106.
We note that our setup is very similar to the one of
Ref. [27], differences lying in the platinum foil electrodes
and EMIMTFSI in acetonitrile electrolyte used there.
B. Procedure
After filling the cavity with electrolyte, we measured a
spontaneous potential difference (SPD) between the elec-
trodes, even in the absence of imposed thermal gradients
(T0 = T1 = 294 K). This SPD probably stems from oxi-
dation or reduction of the metallic electrode surfaces ex-
posed to the liquid. For the first round of experiments, we
waited 24 hours for the SPD to stabilize within ≈ 5 mV
in 1000 s. For later experiments with other electrolytes,
we waited around 2 hours until the SPD stabilized to the
same degree. For all electrolytes, the absolute value of
the SPD was lower than 100 mV.
After these waiting times, we started heating-cooling
cycles: First, the PID temperature controller heated the
top electrode to T1 = T0 + ∆T during 10
4 s—three times
longer than the longest τ thdif . We used ∆T∞ = 8.95 K
for TBAOH, NaOH, LiCl, HCl, HNO3, and MgSO4
near steel electrodes, and ∆T∞ = 11.63 K for all other
electrode-electrolyte combinations. Second, we brought
T1 back to T0 = 294 K during the cooling phase, also of
104 s. We repeated this procedure at least three times
for each electrolyte. From our ∆V (t) measurements, we
determined the thermovoltage by subtracting the SPD,
VT (t) = ∆V (t) − ∆V (t0), where t0 is the time that we
start the heating-cooling cycles.
C. Experimental Results
1. Measurements of the temperature difference ∆T (t)
Figures 4(a) and 4(b) show ∆T (t) during a heating-
cooling cycle with ∆T∞ = 11.63 K (black). In Fig. 4(a)
we show also show a cycle for ∆T∞ = 8.95 K (cyan).
During the heating stage, ∆T (t) is decently approx-
imated by ∆T (t) = ∆T∞
[
1− exp(−t/τhap)
]
with the
same τhap = 43 s for both choices of ∆T∞. We show this fit
with a line in Fig. 6(a), which presents the heating-stage
data of Fig. 4(b) on semi-log scale. The PID-controller
lowered ∆T (t) slower during the cooling stage: we found
that ∆T (t) = exp(−t/τ cap) with τ cap = 59 s then decently
fits to the ∆T data. The characteristic timescales τhap
and τ cap are both a bit smaller than the electrolyte’s
thermal relaxation time τT = L
2/pi2a = 88 s, with
a ≈ 1.4× 10−7 m2 s−1 a proxy for the thermal diffusivity
of all used aqueous electrolytes.
2. Measurements of the thermovoltage VT (t)
The other panels of Fig. 4 show VT (t) during one
heating-cooling cycle: Figs. 4(c) and 4(e) show VT (t) for
steel electrodes and all twelve electrolytes and Figs. 4(d)
and 4(f) show VT (t) for Ti electrodes and subset of 8 elec-
trolytes. For H2SO4 near both types of electrodes, VT (t)
was much larger than for the other electrolytes, and we
divided its VT (t) by 10 for presentation’s sake.
First, for all electrode-electrolyte combinations, we see
that VT (t) changes rapidly during the first 2 × 103 s of
heating and cooling, and slower during the 8×103 s there-
after. In Figs. 4(c) and 4(d) and their insets, portraying
the early-time behavior of VT (t), we see that VT (t) varies
non-monotonously for all hydroxides. The same behav-
ior is observed for NaCl and MgSO4 near steel electrodes,
but not near Ti electrodes.
Second, for most electrolytes near steel electrodes, we
observe that VT decays slowly at late times. Arguably,
these electrodes are not ideally polarizable, but Faradaic
currents partly neutralize the thermodiffusive-induced
ionic charge separation [63]. Conversely, TMAOH,
NaOH, and NaCl near steel electrodes and all elec-
trolytes except for H2SO4 near Ti electrodes roughly
reach a steady state within 104 s. For these electrode-
electrolyte combinations, we averaged VT (t) over several
(between 3 and 5) heating-cooling cycles and numerically
fit VT = VT,1 − VT,2 exp (−t/τ expdif ) to the t > 100 s data
of the heating stage [64]. In calculating these VT (t) av-
erages, we reset VT (t) = 0 at the start of each cycle, to
offset the ∼mV irreversibilities of VT seen in Fig. 4 for
most electrolytes after a full cycle. Likewise, Fig. S2 of
the Supplemental Material shows that VT typically differs
a few mV during different cycles of the same electrolyte
[61]. Table I shows the fit parameters τ expdif . Discrepancies
between τ expdif and τ
th
dif are largest (a factor 2) for
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Figure 4. The temperature difference ∆T (t) (a) and (b) and thermovoltage VT (t) near steel (c) and (e) and Ti (d) and (f)
electrodes during one heating-cooling cycle for several different electrolytes.
TBAOH and NaCl. The theory and experiments agree
on HCl, KCl, and NaOH having the smallest τdif , and
MgSO4 and Li2SO4 having among the largest τdif .
Concluding, it is clear from Fig. 4 that VT (t) does not
depend only on the used electrolyte but also on (its in-
teraction with) the electrode material. This means that
our theory of Sec. II, which does not account for any
electrode-specific interactions, cannot apply to both steel
and Ti electrodes.
As an aside, the ionic heats of transport Q∗i are known
to depend on ρs [3, 11, 65]. To glance at this dependence,
in Fig. 5 we plot VT (t) for steel electrodes and H2SO4 and
HNO3, both at two salt concentrations. For both elec-
trolytes, we see that the maximal thermovoltage is larger
at lower salinity: especially H2SO4 at 2 mM shows an
exceptionally large maximal value VT ≈ 150 mV, corre-
sponding to S ≈ 13 mV K−1 around t = 5× 102 s, after
which it decays.
3. Results for time-dependent Seebeck coefficient S(t)
We plot the time-dependent Seebeck coefficient S(t) =
VT (t)/∆T (t) in Fig. 6(b) for TMAOH and KCl near
steel electrodes and in Figs. 6(c) and 6(d) for all Ti-
electrolyte combinations. For reference, we also plot
∆T (t) in Fig. 6(a). Note that we can only plot S(t) for
the heating phase of our cycle: During the cooling phase,
∆T (t) approaches zero at late times. At late times, how-
ever, the small irreversibilities in VT would cause S(t)
to diverge, making S(t) an impractical measure of the
small measured voltage. For each electrolyte, we calcu-
lated S(t) using the above-described VT (t) averages and
an interpolation through the ∆T (t)-data of Fig. 6(a).
Such S(t) data based on several heating-cooling cycles
are shown in Fig. 6(b) with symbols and in Figs. 6(c)
and 6(d) with lines. To show the spread in S(t) between
different cycles, in Fig. 6(b) we show S(t) during the in-
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Figure 5. The thermovoltage as measured with steel elec-
trodes and H2SO4 or HNO3, both at two concentrations.
Symbols and lines are taken from the same dataset.
dividual heating cycles with thin lines, while the shaded
areas in Figs. 6(c) and 6(d) indicate one standard devia-
tion below and above the average S(t). We see there that
data differ most for t < 10 s. This is probably because,
at these early times, S(t) results from the division of two
numbers (VT and ∆T ) whose absolute values are small
compared to the error in their measurement. At later
times, until about t = 100 s, S(t) is stable, then goes
through a transition period, and finally reaches a second
plateau around t = 5000 s.
Inserting literature Q∗i [18] into Eqs. (1) and (2),
we find |Slate|, |Searly| < 0.4 mV K−1 for all possible
cation-anion combinations, see also Fig. S3 of the Sup-
plemental Material where we plot these Slate against
Searly [61]. We note that our late-time measurements
S ≈ 2 mV K−1 in Fig. 6 are up to 10 times larger.
Moreover, all our electrode-electrolyte combinations gen-
erated Slate > 0, contrasting predictions with literature
data, which sometimes yield Slate < 0, mostly for hydrox-
ides. Finally, Fig. S3 of the Supplemental Material sug-
gests that sgn(Searly) = sgn(Slate) for most electrolytes,
TBAOH being a notable exception. Indeed, in Fig. 6
we observe S(t)-sign switching for TBAOH, but also for
NaOH and TMAOH.
IV. DISCUSSION
Our theoretical expression Eq. (43) for S(t) depends
parametrically on α±, D±, and τap. Hence, with τap =
43 s determined in Sec. III C 1 and D± from Table I,
we can determine α± from a fit of Eq. (43) to the av-
erage S(t) data shown in Figs. 6(b), 6(c), and 6(d).
As we wanted to fit the complete transient behavior of
S(t), for each electrolyte we picked 60 approximately-
logarithmically-separated data points. In this way, we
prevented over-representing the late-time behavior of
S(t), for which we have much more data. With the
curve fit algorithm of scipy, we find the α± values
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Figure 6. Average Seebeck coefficient S(t) (symbols) for
several electrolytes near steel (b) and Ti [(c) and (d)] elec-
trodes in response to a time-dependent temperature differ-
ence (a). Next to ∆T (t) (crosses), we also show the fitted
function ∆T (t) = ∆T∞
[
1− exp(−t/τhap)
]
(green line), where
τhap = 43 s. In (b) we show S(t) during individual runs (lines)
as wel as an average over these runs (symbols). In (c) and (d)
we show such averages with lines, and one standard deviation
above and below the average with a shaded area.
of the second column of Table II.
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For comparison, we also determine α± from S(t) in a
simpler way, as follows. We note that Eqs. (1) and (2)
can be rewritten to two equations for α+ and α−,
eα±
2k
=
D+z+ −D−z−
D+ −D− Searly −
D∓(z+ − z−)
D+ −D− Slate .
(44)
In Fig. 3 we saw that S(t  τdif) ≈ Searly and S(t 
τdif) ≈ Slate. Accordingly, for all electrode-electrolyte
combinations, we determined Searly as the average of the
first 30 of our 3-seconds-separated data points and Slate
from the maximum of S(t). Inserting the thus-found Slate
and Searly and D± from Table I into Eq. (44) yields α±
as listed in the third column of Table II.
We see that Eqs. (43) and (44) yield roughly the same
α± for the same experiments, even though they use differ-
ent subsets of the same S(t) data. Table II also contains
αi = Q
∗
i /2kT calculated with Q
∗
i at infinite dilution from
[18]. We observe discrepancies of up to three orders of
magnitude between our and literature data. Moreover,
we see that Eqs. (43) and (44) do not give consistent α±
values for the same ion measured in different electrolytes.
While, indeed, α± may differ with T , ρs, and electrolyte
composition [65], the spread in Cl− that we find seems
unrealistically large. Let us speculate about the causes
of the above discrepancies.
First, our large α± may be caused by unrealistic as-
sumptions in the derivation of Eq. (43). For instance,
we ignored electrostatic edge effects, electronic surface
charge, and convection. In reality, the cavity aspect
ratio was 5.0/23.5 = 0.21 and nA currents could have
flowed through the external circuit and 2.5× 109 Ω mul-
timeter to measure the thermovoltage (∼ 20 mV). We
also assumed the thermal gradient to have no lateral
ion αi [Eq. (43)] αi [Eq. (44)] αi (Ref. [18])
H+(Cl−) -0.4 0.8 2.72
Li+(SO2−4 ) 1069.1 919.7 0.11
Na+(OH−) 50.9 44.7 0.71
Na+(Cl−) 75.8 66.3 0.71
K+(Cl−)-steel 39.1 189.4 0.53
K+(Cl−)-Ti 611.4 569.6 0.53
Mg2+(SO2−4 ) 203.7 182.9 1.85
TBA+(OH−) 37.6 30.2 3.94
TMA+(OH−) 34.4 36.9 1.61
OH−(TBA+) 7.7 5.8 3.52
OH−(TMA+) 14.0 12.1 3.52
OH−(Na+) 16.9 12.9 3.52
Cl−(Na+) 43.2 34.5 0.11
Cl−(K+)-steel 31.4 176.1 0.11
Cl−(K+)-Ti 579.2 537.4 0.11
Cl−(H+) -25.5 -28.1 0.11
SO2−4 (Li
+) 1019.2 872.0
SO2−4 (Mg
2+) 127.6 108.7
Table II. Single-ion Soret coefficients determined from our
experimental S(t) data with Eqs. (43) and (44) and calculated
with data collected in Ref. [18]. The αi values reported refer
to the underlined ion, between brackets we mention the other
ion present in solution. When Ref. [18] mentions multiple
sources, we pick the first entry of the infinite dilution column.
component and to be small (∆T/T0  1). In our ex-
periments the electrolyte temperature could have var-
ied slightly laterally near the edge of the cavity, as the
Teflon and O-rings, parts of low thermal conductivity, are
in thermal contact with room-temperature air. More-
over, while our ∆T/T0 ≈ 0.03 is not larger than what
is used in most electrolyte-Seebeck literature [27, 34],
the large measured VT ∼ 20 mV ≈ e/(kT0) suggest
that the Debye-Falkenhagen framework, usually derived
from Nernst-Planck equations at small applied potentials
ψ  e/(kT0) [56], is stretched beyond its region of va-
lidity. Finally, our mesoscopic model lumps all solvent
(water) properties into a single parameter (the dielectric
constant). Hence, our model does not account for specific
ion solvation effects [66], nor does it account for thermo-
electric fields generated by water polarization in as much
detail as Ref. [21]. It would be interesting to extend our
theoretical model to account for all the above phenom-
ena or to perform further experiments with setups that
respect our assumptions better. This may help us un-
derstand why our VT (t), Slate, and Searly are generally
one order of magnitude larger than what was expected
on the basis of inserting literature Q∗i into Eqs. (1) and
(2). But, as all the above phenomena are largely in-
sensitive to the electrode material, we expect none of
them to be key to the differences in VT (t) that we mea-
sured with the different electrodes [cf. Fig. 4]. Hence,
to further the method of determining α± with Eqs. (43)
and (44), we also need a better understanding of specific
electrolyte-electrode interactions, including ionic adsorp-
tion [67] and redox reactions [68] [69]. Additional param-
eters such as the adsorption affinity and reaction entropy
of redox couples—different for each temperature, salinity,
and electrolyte-electrode combination—would need to be
measured, with impedance spectroscopy [71] and cyclic
voltammetry, for instance.
Second, in our data analysis, we used the same in-
terpolated temperature signal to determine the time-
dependent Seebeck coefficients of all electrolytes. Doing
this, we assume that the PID controller increases the tem-
perature each run in the same way and that the thermal
conductivity is not affected by the electrolyte content.
Future experiments should rather measure ∆T for each
run, separately. Moreover, to obtain the data in Table II,
we used literature Q∗i data from Ref. [18] and Di from
Table I. These Q∗i and Di data, however, were reported
for electrolytes at infinite dilution (ρs → 0). The ρs de-
pendence of Q∗i cannot have caused the 3 orders of mag-
nitude differences observed in Table II: Previous works
already accounted for this dependence, with an activity
correction factor usually close to 0.95 [10, 12]. In dilute
electrolytes, Di is often roughly 10% smaller [62]. Ideally,
we would independently measure Di for each used elec-
trolyte, rather than having to resort to literature data.
Finally, it seems that Eqs. (43) and (44) are inherently
less accurate for electrolytes with similar cationic and
anionic diffusivities: α± is huge for the constituent ions
of KCl and Li2SO4 (and MgSO4, to a lesser extent), for
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which we find D+/D− = 0.96 and 0.97 with the data
for D± of Table I. On the basis of Eqs. (1) and (2) (and
ξ = 1 curves in Fig. 4), one expects Slate = Searly for
such electrolytes. While Fig. 6 shows that the difference
between Slate and Searly for those electrolytes is indeed
smaller than for all other electrolytes shown, it is also
clear that Slate 6= Searly. Even for experimental systems
perfectly described by our theoretical model, Eq. (44)
for α± is probably not accurate when D+ ≈ D−, as the
term 1/(D+−D−) becomes very sensitive to uncertainty
(and ρs dependence) in the ionic diffusivities. Interest-
ingly, the aforementioned works [7, 16, 17, 44] that deter-
mined α++α− from Searly−Slate did not suffer from the
same diverging factor, probably because these authors in-
cluded into Eq. (1) only the cationic species with which
their electrodes reacted electrochemically. De Groot’s
[33] Eqs. (74) and (78) and Haase’s [25] Eqs. (17) and
(22), however, are equivalent to our Eqs. (1) and (2).
Thus, had they expressed Q∗i in terms of V (t), their ex-
pressions would have suffered from the same divergence
at D+ = D−.
V. CONCLUSIONS
We theoretically and experimentally studied the
transient thermovoltage VT (t)—and related Seebeck
coefficient VT (t) = −S(t)/∆T (t)—generated by an
electrolyte-filled cell subject to a temperature difference
∆T (t). In particular, we rigorously rederived literature
expressions for the steady-state and instantaneous See-
beck coefficients Slate and Searly [Eqs. (1) and (2)] of
binary electrolytes, without enforcing local charge neu-
trality. Moving beyond the canonical assumption of an
instantaneously applied thermal gradient, we also found
VT (t) for a case where the temperature difference is ap-
plied with a characteristic timescale τap.
Next, we performed experiments with 12 binary elec-
trolytes near stainless steel and Ti electrodes. To the
best of our knowledge, no prior thermovoltage measure-
ments were performed with these types of electrodes be-
fore. Near steel electrodes, the Seebeck coefficient of sev-
eral electrolytes was not stable at late times but rather
decayed slowly. And for dilute H2SO4, we found a very
large Seebeck coefficient S ≈ 13 mV K−1 at intermediate
times around t = 5×102 s. With Ti electrodes, we found
that several electrolytes generated steady-state Seebeck
coefficients around Slate ≈ 2 mV K−1, which is roughly
one order of magnitude smaller than their complex coun-
terparts [20, 32, 41], but one order of magnitude larger
than what was to be expected from inserting literature
Q∗i data into Slate [Eq. (1)] [61].
Moreover, while it is well known that the steady-state
Seebeck coefficient Slate can change its sign upon chang-
ing temperature or salinity [8, 65], in this work we showed
that S(t) can also switch sign in time. Taking prior dif-
fusivity Di and heat of transport Q
∗
i data as input, our
theory suggested that only TBAOH would show such a
sign reversal, but our experiments also found such be-
havior for NaOH near both types of electrodes, and for
TMAOH, NaCl, and MgSO4 near steel electrodes.
While we experimentally probed Searly, Slate, and the
transition between the two in this article, it would be in-
teresting for future work to observe the relaxation from
S = 0 at t = 0 to Searly after several Debye times λ
2/Dm.
To do so requires to close the gap—of 12 order of mag-
nitude in this article—between the Debye time τD and
τap: τD could be much larger in very dilute, nonaque-
ous electrolytes with small ionic diffusivities; τap could
be reduced in smaller setups.
Prior work determined single-ion Soret coefficients αi
from measurements of the sum α++α−, either by setting
αCl = 0 as a reference point [1], or with the reduction rule
of Ref. [18]. We determined individual α± in a more di-
rect manner: from a two-parameter fit of our theoretical
expression Eq. (43) to experimental S(t) data. The α±
found in this way are generally higher than literature val-
ues. It would be interesting to generalize our method of
determine αi from S(t) to more complex systems. Intro-
ducing a third charged species—nanoparticles [28, 37] or
colloids [29, 30, 36, 72], for instance—will introduce an
additional diffusivity and lengthscale(s), which may tran-
spire into a three- rather than two-step S(t)-relaxation.
Unfortunately, generalizing our analytical derivation of
Sec. II to an n-component mixture seems prohibitively
difficult: it would involve diagonalizing the rank-n gener-
alization of Eq. (11). Until then, it is tempting to assume
that the derivations of multicomponent generalizations
of Eqs. (1) and (2) [1, 33–39], relying on unjustified local
charge neutrality assumptions, fortuitously led to correct
results in that case as well.
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Appendix A: Shortcut to Slate
As we showed in Sec. II D, the steady state of Eqs. (4)-
(6) is characterised by the Seebeck coefficient Slate. This
expression, however, can be derived much quicker from
the same set of equations [73]. With Eq. (4), we rewrite
z+J+(x)/D++z−J−(x)/D− = 0—which obviously holds
at steady state)—to
− ∂xq−
z2+ρ+ + z
2
−ρ−
kT
e∂xψ =
z+ρ+Q
∗
+ + z−ρ−Q
∗
−
kT 2
∆T
2L
.
(A1)
With a small- expansion we find
−∂x˜q˜1 − (z2+ρ˜+,0 + z2−ρ˜−,0)∂x˜ψ˜1 = z+ρ˜+,0 (α+ − α−) .
(A2)
Inserting Eq. (9a) yields
1
n2
∂3x˜ψ˜1 − ∂x˜ψ˜1 =
α+ − α−
z+ − z− , (A3)
which is solved by
ψ˜1(x˜) = b1 + b2 exp(nx˜) + b3 exp(−nx˜)− x˜α+ − α−
z+ − z− ,
(A4)
wherein three constants, b1, b2, and b3, appear. Here,
b1 does not carry physical significance and can be set to
zero. From Eqs. (5b), (6b), and (6d) follows that the
initially charge neutral electrolyte stays globally charge
neutral at later times as well:
∫ L
−L dx q(x) = 0. Inserting
Eq. (5a) we find ∂x˜ψ˜1(1) − ∂x˜ψ˜1(−1) = 0, which fixes
b3 = −b2. We use Eq. (6c) to fix the remaining constant
to b2 = (α+ − α−)/[(z+ − z−)n coshn]. The resulting
electrostatic potential
ψ˜1(x˜) =
α+ − α−
z+ − z−
(
sinhnx˜
n coshn
− x˜
)
. (A5)
yields
Slate = 2
α+ − α−
z+ − z−
(
1− tanhn
n
)
, (A6)
which is equivalent to Eq. (22) and which reduces to
Eq. (1) for n  1. For a nonzero surface charge σ, the
additional σ-dependent term also drops out for n  1,
again yielding Eq. (1).
Reinserting Eq. (A5) into Eq. (A3), we see that the
diffusion term of Eq. (A3),
1
n1
∂3x˜ψ˜1 =
α+ − α−
z+ − z−
coshnx˜
coshn
, (A7)
is not small compared to the electromigration term
∂x˜ψ˜1 =
α+ − α−
z+ − z−
(
coshnx˜
coshn
− 1
)
(A8)
—even at n  1, they are both O(1). Rather, ∂3x˜ψ˜1/n2
exactly cancels an opposite term in ∂x˜ψ˜1. Assuming the
ionic charge density to vanish everywhere [q(x, t) = 0], as
was done in Refs. [1, 2, 22, 29, 32–34, 36, 38, 39], does not
properly account for the fact a nonzero thermovoltage is
ultimately caused by the regions, however small, where
q(x, t) 6= 0.
We have not found a similar shortcut to Eq. (2). Not
only is the assumption of ∂xρi = 0 as employed in
Refs. [1, 33, 36, 37, 39] incorrect at intermediate times
t τD ∧ t τdif , so is the assumption of (any combina-
tion of) ionic currents Ji(x, t) to vanish.
[1] J. N. Agar, Thermogalvanic Cells, edited by P. Delahay,
Advances in Electrochemistry and Electrochemical Engi-
neering, pp. 31-121 (Interscience New York, 1963).
[2] A. Wu¨rger, Rep. Prog. Phys. 73, 126601 (2010).
[3] E. Helfand and J. G. Kirkwood, J. Chem. Phys. 32, 857
(1960).
[4] E. D. Eastman, J. Am. Chem. Soc. 48, 1482 (1926); J.
Am. Chem. Soc. 50, 283 (1928).
[5] H. J. V. Tyrrell, Chem. Commun. (London), 456 (1967).
[6] J. N. Agar, C. Y. Mou, and J.-l. Lin, J. Phys. Chem 93,
2079 (1989).
[7] J.-l. Lin and M. A. Christenson, J. Solution Chem. 2, 83
(1973).
[8] F. Ro¨mer, Z. Wang, S. Wiegand, and F. Bresme, J. Phys.
Chem. B 117, 8209 (2013).
[9] A. L. Sehnem, D. Niether, S. Wiegand, and A. M. F.
Neto, J. Phys. Chem. B 122, 4093 (2018).
[10] J. N. Agar and J. C. R. Turner, Proc. R. Soc. Lond. A
255, 307 (1960); J. Phys. Chem. 64, 1000 (1960).
[11] P. N. Snowdon and J. C. R. Turner, Trans. Faraday Soc.
56, 1812 (1960); Trans. Faraday Soc. 56, 1409 (1960).
[12] D. G. Leaist and L. Hao, J. Chem. Soc., Faraday Trans.
90, 1223 (1994).
[13] J. Colombani, H. Dez, J. Bert, and J. Dupuy-Philon,
Phys. Rev. E 58, 3202 (1998); J. Colombani, J. Bert,
and J. Dupuy-Philon, J. Chem. Phys. 110, 8622 (1999).
[14] D. R. Caldwell, J. Phys. Chem. 77, 2004 (1973).
[15] F. S. Gaeta, G. Perna, G. Scala, and F. Bellucci, J. Phys.
Chem. 66, 2967 (1982).
[16] J. N. Agar and W. G. Breck, Trans. Faraday Soc. 53,
167 (1957); W. G. Breck and J. N. Agar, Trans. Faraday
Soc. 53, 179 (1957).
[17] C. J. Petit, M. H. Hwang, and J.-l. Lin, J. Solution Chem.
17, 1987 (1987).
[18] N. Takeyama and K. Nakashima, J. Solution Chem. 17,
305 (1988).
[19] S. K. Sanyal and A. K. Mukherjee, Can. J. Chem. 66,
435 (1988).
[20] D. Zhao, H. Wang, Z. U. Khan, J. C. Chen, R. Gabriels-
son, M. P. Jonsson, M. Berggren, and X. Crispin, Energy
15
Environ. Sci. 9, 1450 (2016).
[21] S. Di Lecce and F. Bresme, J. Phys. Chem. B 122, 1662
(2018).
[22] C. Wagner, Ann. Phys. 395, 629 (1929), Eqs. (28b) and
(30b).
[23] Conversely, when Faradaic currents are present, more
terms enter Slate [1, 27, 34, 36–39].
[24] E. D. Eastman, J. Am. Chem. Soc. 50, 292 (1928).
[25] R. Haase, Trans. Faraday Soc. 49, 724 (1953).
[26] K. Nakashima and N. Takeyama, J. Phys. Soc. Jpn. 61,
2754 (1992).
[27] M. Bonetti, S. Nakamae, B. T. Huang, T. J. Salez,
C. Wiertel-Gasquet, and M. Roger, J. Chem. Phys. 142,
244708 (2015).
[28] S. A. Putnam and D. G. Cahill, Langmuir 21, 5317
(2005).
[29] D. Vigolo, S. Buzzaccaro, and R. Piazza, Langmuir 26,
7792 (2010).
[30] A. Majee and A. Wu¨rger, Phys. Rev. E 83, 061403
(2011); Soft Matter 9, 2145 (2013).
[31] K. A. Eslahian, A. Majee, M. Maskos, and A. Wu¨rger,
Soft Matter 10, 1931 (2014).
[32] S. L. Kim, J.-H. Hsu, and C. Yu, Org. Electron. 54, 231
(2018).
[33] S. R. de Groot, J. Phys. Radium 8, 193 (1947).
[34] M. Bonetti, S. Nakamae, M. Roger, and P. Guenoun, J.
Chem. Phys. 134, 114513 (2011).
[35] V. Zinovyeva, S. Nakamae, M. Bonetti, and M. Roger,
ChemElectroChem 1, 426 (2014).
[36] B. T. Huang, M. Roger, M. Bonetti, T. J. Salez,
C. Wiertel-Gasquet, E. Dubois, R. Cabreira Gomes,
G. Demouchy, G. Mriguet, V. Peyre, M. Kouyat, C. L.
Filomeno, J. Depeyrot, F. A. Tourinho, R. Perzynski,
and S. Nakamae, J. Chem. Phys. 143, 054902 (2015).
[37] T. J. Salez, B. T. Huang, M. Rietjens, M. Bonetti,
C. Wiertel-Gasquet, M. Roger, C. L. Filomeno,
E. Dubois, R. Perzynski, and S. Nakamae, Phys. Chem.
Chem. Phys. 19, 9409 (2017).
[38] T. Salez, S. Nakamae, R. Perzynski, G. Mriguet, A. Ce-
bers, and M. Roger, Entropy 20, 405 (2018).
[39] K. Bhattacharya, M. Sarkar, T. J. Salez, S. Naka-
mae, G. Demouchy, F. Cousin, E. Dubois, L. Michot,
R. Perzynski, and V. Peyre, ChemEngineering 4, 5
(2020).
[40] Ref. [41] claims Eq. (2) to hold at late instead of at early
times.
[41] C.-G. Han, X. Qian, Q. Li, B. Deng, Y. Zhu, Z. Han,
W. Zhang, W. Wang, S.-P. Feng, G. Chen, and W. Liu,
Science 368, 1091 (2020).
[42] J. Newman and K. E. Thomas-Alyea, Electrochemical
systems (John Wiley & Sons, 3rd. ed., 2004) p. 278, 286,
287.
[43] R. F. Stout and A. S. Khair, Phys. Rev. E 96, 022604
(2017).
[44] R. Blokhra, Electrochim. Acta 17, 63 (1972).
[45] I. Chikina, V. B. Shikin, and A. A. Varlamov, Phys. Rev.
E 92, 012310 (2015).
[46] A. F. Gunnarshaug, S. Kjelstrup, D. Bedeaux, F. Richter,
and O. S. Burheim, Electrochim. Acta 337, 135567
(2019).
[47] S. R. de Groot, Physica 9, 699 (1942).
[48] J. A. Bierlein, J. Chem. Phys. 23, 10 (1955).
[49] M. Janssen and M. Bier, Phys. Rev. E 99, 042136 (2019).
[50] P. F. Salazar, S. T. Stephens, A. H. Kazim, J. M. Pringle,
and B. A. Cola, J. Mater. Chem. A 2, 20676 (2014).
[51] L. Zhang, T. Kim, N. Li, T. J. Kang, J. Chen, J. M.
Pringle, M. Zhang, A. H. Kazim, S. Fang, C. Haines,
D. Al-Masri, B. A. Cola, J. M. Razal, J. Di, S. Beirne,
D. R. MacFarlane, A. Gonzalez-Martin, S. Mathew, Y. H.
Kim, G. Wallace, and R. H. Baughman, Adv. Mater. 29,
1605652 (2017).
[52] A. L. Sehnem, A. M. Figueiredo Neto, R. Aquino,
A. F. C. Campos, F. A. Tourinho, and J. Depeyrot, Phys.
Rev. E 92, 042311 (2015).
[53] S. L. de Assis, S. Wolynec, and I. Costa, Electrochim.
Acta 51, 1815 (2006).
[54] W. Franks, I. Schenker, P. Schmutz, and A. Hierlemann,
IEEE Trans. Biomed. 52, 1295 (2005).
[55] M. Janssen and R. van Roij, Phys. Rev. Lett. 118, 096001
(2017).
[56] M. Janssen and M. Bier, Phys. Rev. E 97, 052616 (2018).
[57] B. Balu and A. S. Khair, Soft Matter 14, 8267 (2018).
[58] This identity is implicit in Eqs. (10) and (11) on page 97
of Ref. [59], up to a factor-pi typo in their exponent.
[59] H. S. Carslaw and J. C. Jaeger, Conduction of heat in
solids (Oxford: Clarendon Press, 2nd ed., 1959).
[60] J. N. Agar, Trans. Faraday Soc. 56, 776 (1960).
[61] See Supplemental Material for a diagram of our setup,
for VT (t) of TBAOH, KCl, and Li2SO4 near Ti electrodes
over several heating-cooling cycles, and for Searly vs. Slate
calculated with literature Q∗i .
[62] R. Mills and V. M. M. Lobo, Self-diffusion in electrolyte
solutions: a critical examination of data compiled from
the literature (Elsevier, 2013) ch. 3 and p. 314-319.
[63] This hypothesis is in line with impedance spectroscopy
measurements, which found a higher impedance for elec-
trodes from titanium than from stainless steel [71].
[64] The function VT (t) = VT,1[1 − exp (−t/τ expdif )]—with one
fewer parameter—fits poorly. Physically, this makes sense
as this function cannot give different Searly.
[65] S. Di Lecce, T. Albrecht, and F. Bresme, Sci. Rep. 7,
44833 (2017).
[66] Y. Levin, A. P. dos Santos, and A. Diehl, Phys. Rev.
Lett. 103, 257802 (2009).
[67] K. R. Bickel, A. E. Timm, D. Nattland, and R. Schuster,
Langmuir 30, 9085 (2014).
[68] T. de Andrade, A. L. Alexe-Ionescu, G. Saracco, and
G. Barbero, J. Appl. Phys. 119, 095305 (2016).
[69] Classic texts [1, 25] already studied such reactions. Their
results may be rederived without assuming local charge-
neutrality, as in Sec. II. Recent work [35, 37, 46, 70] that
accounts for redox reactions does so for added redox cou-
ples, not for the type of electrolytes that we studied here.
[70] P. F. Salazar, S. Kumar, and B. A. Cola, J. Appl. Elec-
trochem. 44, 325 (2014).
[71] Okazaki, Materials 12, 3466 (2019).
[72] M. Reichl, M. Herzog, A. Go¨tz, and D. Braun, Phys. Rev.
Lett. 112, 198101 (2014).
[73] See Ref. [30] for similar derivations in terms of E = −∂xψ
instead of ψ.
16
SUPPLEMENTARY MATERIAL to: Determining single-ion Soret coefficients from the transient
electrolyte Seebeck effect
21 mm
Needle 
Ø = 1.2 mm 
30 m
m
30 mm
Peltier 
element
Electrode  
(Ti or stainless steel)
44.5 mm 62.5 mm
Teflon
30 mm
23.5 mm
8.8 mm
5.0 mm
5.0 mm
3.0 mm
44.5 mm
10.5 mm
Thermoelectric cell: lateral view through the center of the cell
Top view over parts:
O-Ring 
Heat Sink
Heat Sink
Thermocouple  
 ΔT
ΔV
Figure S1. Schematic of our experimental setup
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Figure S2. Reversibility of ∆V (t) and spread in VT (t) between different heating-cooling cycles. Several heating-
cooling cycles of TBAOH, KCl, and Li2SO4 near Ti electrodes show the reproducibility of the thermovoltage (we show every
20th data point). To the right, we superimpose all these heating-cooling cycles, setting VT (t) = 0 at the start of each cycle.
We see that VT (t) returns to 0 within a few mV after each heating-cooling cycle of TBAOH (what appears as a thicker line in
the bottom actually consists of two different cycles) and Li2SO4. VT (t) data for KCl is less reversible.
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Figure S3. Searly vs Slate of all possible cation-anion combinations with the Q
∗
i data of Ref. [6]: 20 alkalihalides, 16
alkaline earth metal halides, 17 hydroxides, 7 acids, and 84 other combinations. We see that these different types of electrolytes
cluster in this representation. Moreover, TBAOH is one of the few electrolytes for which sgn(Searly) 6= sgn(Slate), which we also
found in our experiments. With underlines and boldface we highlight 8 of the 12 electrolytes that we studied experimentally
in the main text. (We could not predict S of the four sulfate salts, as Ref. [6] does not report α− of the sulfate anion.) While
many of our experiments yielded Slate ≈ 3 mV K−1, the data shown here suggests that Slate < 0.3 mV K−1
