In this paper we investigate the computational complexity of the inequivalence problems for commutative grammars. We show that the inequivalence problems for type 0 and context-sensitive commutative grammars are undecidable whereas decidability in nondeterministic exponential-time holds for the classes of regular and context-free commutative grammars. For the latter the inequivalence problems are ZP-hard.
Let V be a finite alphabet. V* denotes the free monoid generated by V. denotes the empty word and V + := V*\{~}. We shall use V e to denote the free commutative monoid generated by V. If V= {Vl,..., v~}, then a word w in V e will be written in the form w=vill"'v~ r, ijE~0, j= l,...,r, where [~0 denotes the set of nonnegative integers. Thus w with ij = 0, j = 1,..., r, is the empty word of V e and is also denoted by a. A word in V e is sometimes called a commutative word. V~+ denotes the free commutative semigroup generated by V: V~+=Ve\{e}. In V e concatenation is sometimes written as addition, e.g., w = u + v, where u, v, w E V s.
We define a homomorphism from V* into V e as follows. Again let V= {vl ..... vr}. For j= 1,..., r let # (vj, w) denote the number of occurrences of vj in w, where w is in V*. Define (1) N and T are disjoint finite alphabets, (2) SEN, (3) pc is a finite subset of Ne+ × (Nw T) e.
As usual, N is the set of nonterminals, T is the set of terminals, S is the axiom and pc is the set of productions.
The language generated by G c, denoted by L(GC), is
L(GC):= {wET®:S~w}~T e.
DEFINITION 0.2. Let GC= (N, T, S, pc) be a com. grammar. G c is said to be (1) of type 0 if there is no restriction on pc. (2) context-sensitive (c.s. for short) if for each p= (7, 6) EPe it holds I 161/> lY[. 1 For we V*, ]w[ denotes the length of w and for #~ V *, Ik] also denotes the length of which is the sum of the exponents of ~ written as com. word. (3) context-free (c.f. for short) if pc is a subset of Nx V e, i.e., each production has the form (A, 6), where A e N.
(4) regular (reg. for short) if pc is a subset of Nx (T e. (Nu {e})), i.e., each production is of the form (A, xB), xe T ¢, A eN, and BeNu {e}.
A com. language L c T e is said to be of type 0 (c.s., c.f., reg.) if there is a type 0 (c.s., c.f., reg.) com. grammar G c such that L(G c) = L. DEFINITION 0.3. (1) The size of the grammar G= (N, T, S, P), denoted by IIGII, is the following number:
IlGl[:=log(#V)( ~ 171+161), (7, 5) The size of w, denoted by Ilwll, is defined as Ilwll := log(# V)' exp(w). ]lGCll:=log(#g)'( ~ exp(7)+exp(3)), (7, 6) e P c where V:= Nw T.
DEFINITION 0.4. Let ff be a class of com. grammars. The inequivalence problem for ff is: Given two com. grammars G~ and G~ in f¢ it is to determine whether L(G~I)#L(G~). The finite inequivalence problem for ~ is: Given two com. grammars G~ and G~ in ~ generating finite languages it is to determine whether L(G~)CL(G~).
COMPLEXITY OF THE EQUIVALENCE PROBLEMS FOR TYPE 0 AND CONTEXT-SENSITIVE COMMUTATIVE GRAMMARS
In this section we show that the inequivalence problems for type 0 and context-sensitive (c.s.) com. grammars are undecidable. Let INEQ-CSCG denote the inequivalence problem for c.s. com. grammars. We modify the proof of the undecidability of the inequivalence problem for vector addition systems presented in [3] so that we obtain a recursive reduction from Hilbert's tenth problem to INEQ-CSCG, showing that INEQ-CSCG is undecidable.
We first define the polynomial graph inclusion problem which is undecidable and then reduce this to INEQ-CSCG.
We 
The polynomial graph inclusion problem (PGIP for short) is the problem of deciding for two polynomials Q~, Q2 
Proof See [3] for a reduction of HP to PGIP. | We now show how to reduce PGIP to INEQ-CSCG. The proof technique is essentially similar to the one presented in [3] . Instead of simulating addition and multiplication of integers by weak Petri net computers we simulate these operations by c.s. com. productions. Since c.s. com. productions are in restricted form, we do not have the freedom as in the general case. (Note that we do not have e-productions in c.s. com. grammars.)
In the sequel we first show how to "weakly compute" a monomial by c.s. com. productions. (We use the term "weak computation" as in the case of Petri nets because G(P) is, strictly speaking, not the graph of P.) pute the monomial M. In order to construct such a set P, we need to consider addition and multiplication of integers.
Weak Computation of a Monomial
We introduce some technical notions. Let X, Y, Z, X', Y' be some symbols and $, ~ be two special symbols. Let P be a set of c.s. com. productions such that $X ~ yi ~, ~ w with w e {Z, X', Y'} ~ iff w = ZiX '~ y,i, where i, e, f, No and i<~ef We say that P weakly computes the product of nonnegative integers, X e and Y/are arguments of the weak computation by P. Further, they are reproduced as X '~, Y'f. We say that the weak computation of P does not consume its arguments. Similar definitions hold for weak computations of other operations.
The following lemma shows that the product of two nonnegative integers can be weakly computed. Proof Define P to be the following set of productions: Proof Consider the case s--2. Define P to be the following set of productions:
From Lemma 1.2 it follows that productions for (3) can be constructed. Now, (1) implies that $X ~ =~*~ZW'", i<~e. Productions in (2) generate two copies for the arguments for the multiplication performed by (3). Thus with (2), (3), and (4) we have that Sxe~*~W with we{Z,X'} e iff w = ¢SZ;X '~, where e ~< i ~< e 2. Thus, P weakly computes the monomial U 2. A generalization for arbitrary s is straightforward. |
The next lemma shows how we can weakly compute the sum of two integers by c.s. com. productions.
LEMMA 1.4. Let bols. Further let X', com. productions such that $XeYr~*~w with w6{Z,X',Y'} e w = Zix'ey 'f, where i, e, fe ~o and i <~ e +f
Proof Define P to be the following set of productions Other subcases can be treated in a similar way.
Case 2. Both e and f are /> 2. This can be tested by the production SX~IX~2 ~ $'X~IX~2. We want to obtain P3 such that k 4/.J for some set P3 of c.s. corn productions.
Observe that using the techniques in previous lemmas we can construct a set P3 of c.s. com. productions that perform the following task:
(1) either @Z~Z{ ~* ~Z ~+j, (2) 
L(G~)~_L(G~) iff L(G~)=L(G~)uL(G~).
Thus, INEQ-CSCG is undecidable. ]
THE ][NEQUIVALENCE PROBLEMS FOR CONTEXT-FREE COMMUTATIVE GRAMMARS
In this section we study the complexity of various versions of the inequivalence problems for context-free (c.f.) commutative grammars. The main result is that the general inequivalence problem for this grammar class is decidable in nondeterministic exponential time.
Let INEQ-CFCG (FINEQ-CFCG) denote the (finite) inequivalence problem for c.f. com. grammars. From the result that the uniform word problem for c.f. com. grammars (UWP-CFCG) is NP-complete we will see later that it is not hard to show that INEQ-CFCG is in the second level (X~) of the exponential time hierarchy. To show that INEQ-CFCG is in nondeterministic exponential time (X~) we need some technical results concerning commutative images of c.f. languages, which are semilinear sets by Parikh theorem (cf. [2, p. 146] ).
In the following let G c = (N, T, S, pc) be a c.f. com. grammar. Further let G be a reduced c.f. grammar which induces G C (cf. [6, Sect. 1]), i.e., ~(L(G)) = L(GC), where ~k is the Parikh mapping from T* onto T e, the free com. monoid generated by T.
Construction of a Representation for ¢(L(G))
Following [1] we define semilinear sets in T e as follows: For a finite subset We T e let W e denote the submonoid generated by (1) w contains exactly one occurrence of X and no other nonterminals.
(2) There is a generation tree ofX~* w whose node labels belong to V such that none of them occurs more than s + 2 times in any path of the tree.
A word w ~ T* is in E iff the following condition holds: There is a derivation tree of S ~* w whose interior node labels are exactly V~T and none of them occurs more than s + 2 times in any path of the tree.
Let G denote ¢(E) and H denote ¢(Ux Dx). (Note that for w e Dx, ~(w)
is defined to be ¢(w'), where w' is obtained from w by erasing X in w.) Then we have
O(Lv)=G+ H e. (*)
Taking the union of sets of the form G + H e, where the union runs over all Vc_Nu T satisfying the above requirement, we obtain a s.
set representation for ¢(L(G))= L(GC).

Complexity of FINEQ-CFCG
From the above construction we can easily show that FINEQ-CFCG is XP-complete. 
Fact. Let G~ and G~ be two c.f. com. grammars generating finite languages. Then L(G~)~ L(G~) iff there is some com. word w in A(G~, G~) := [L(GC~)\L(G~) ] w [L(G~)\L(G~)] such that llwll ~ Q(IIG~ II + 116211),
where Q is a fixed polynomial. | Since UWP-CFCG (the uniform word problem) is in NP, it is straightforward to see that FINEQ-CFCG is in ZP:
--Guess a polynomially bounded com. word w.
--Verify that w~A(G~, G~).
This completes the proof of Proposition 2.1. | To show that FINEQ-CFCG is ZP-hard we reduce the inequivalence problem for integer expressions, denoted by INEQ-N, to FINEQ-CFCG. Since INEQ-N is known to be ZP-complete (cf. [12] ), it will follow that FINEQ-CFCG is ZP-hard.
Integer expressions are well-formed parenthesized expressions involving nonnegative integer constants written in binary notation and two binary operations: addition (+) and union (w). Integer expressions defined subsets of nonnegative integers recursively as follows: L(a)= {a}, a~0;
L((EIUE))=L(E1)wL(E2) and L((EI+E2)) = L(E1)+L(E2) = {x+ylxsL(E1) and y~L(E2)}.
PROPOSITION 2.2. FINEQ-CFCG is Z~-hard.
Proof. Since derivations in a c.f. com. grammar with a single-letter terminal alphabet can simulate (binary) addition and union, the log-space reduction of INEQ-N to FINEQ-CFCG is straightforward. Thus FINEQ-CFCG is Z~-hard. | Remark. Note that the finite inequivalence problem for (noncommutative) c.f. grammars is complete for nondeterministic exponential time 3 (NEXPTIME) under log-space reduction, since it is obviously in NEXPTIME and it is NEXPTIME-hard by Theorem 4.5 in [5] .
Before showing that INEQ-CFCG is in NEXPTIME we make some remarks. In Lemma 2.9 below, we will show that two c.f. com. grammars are inequivalent iff there is an exponentially bounded com. word witnessing that inequivalence. Hence, it follows that INEQ-CFCG is in _r~, the second level of the exponential hierarchy, since UWP-CFCG is in NP. To get the NEXPTIME upper bound we need to show that if the witnessing word is exponentially bounded, then the test for membership can be done deterministically. We need some technical results about the s.1. set representation of L(GC).
Some Observations about the S.L. Set Representation of L(G c)
In the following we provide some technical results for proving the NEXPTIME upper bound of INEQ-CFCG. Observe that the results derived in [6] cannot be applied to obtain a deterministic test for membership, since a com. derivation word which is also of exponentially bounded size must be guessed in the test for membership. U x~ z D x) ) with ~< k( = Card(T)) linearly independent polynomialIy bounded periods.
In the following, we proceed to show Proposition 2.6. This will be done via Lemmas 2.7 and 2.8. Obviously, we only need to show that g + H ¢, g ~ G, has a representation of the form g+H e = Uc+ W ¢ where the union runs over e ~ g + H e with polynomially bounded size and subsets W_ H with ~< k linearly independent periods.
We need some technical notations. In the following two lemmas we may consider T e as ~, since they are isomorphic. We also regard ~o k as subset of Qk, where Q is the set of rationals. Further Q + denotes the nonnegative rationals. C(H) denotes the cone generated by H: This may be written as
Letting f be g + ZT= 1 (Pi-LpiJ) hi, Lemma 2.7 follows.
LEMMA 2.8. g + H e has a representation of the form
Uc+ W e where the union runs over c E g + H e with polynomially bounded sizes (in terms of [JG c [[ ) and subsets W ~ H with <<, k linearly independent vectors.
Proof Consider the intersection
which is exactly (g+ He). It suffices to obtain a representation for (f+ W e) n (g + H ¢) with the desired property. Consider the minimal nonnegative integer solutions set of the system of equations with integer coefficients 
INEQ-CFCG is in NEXPTIME
We are now able to show that INEQ-CFCG is in NEXPTIME. We need a lemma. Proof. We apply Proposition 2.6 and Lemma 2.9. Consider the following nondeterministic algorithm. Let G~' and G~ be two c.f. com. grammars in the input:
--Guess an exponentially bounded com. word w.
--Check that w e A(G~, Gg). Remark. Notice that INEQ-CFCG is closely related to the commutative inequivalence of (noncommutative) c.f. grammars. From the results in [7] it is known that the latter is XP-hard, whereas completeness is (to the author's knowledge) an open question. In the following we will see that a SP upper bound for one problem implies such an upper bound for the other.
The Case of Single Letter Terminal Alphabet CFCGs
Let INEQ-CFCG-{0) (FINEQ-CFCG-{0}) denote INEQ-CFCG (FINEQ-CFCG) with the restriction that the terminal alphabets are singleton sets. Obviously this set of c.f. productions simulates the com. production above. From this observation it can easily be seen that INEQ-CFCG-{0} is log-space reducible to the inequivalence problem for c.f. grammars with l-letter terminal alphabet. Since the latter is in X~, it follows that INEQ-CFCG-{0} is in XP, too. Hence it is Z~-complete. |
THE INEQUIVALENCE PROBLEMS FOR REGULAR COMMUTATIVE GRAMMARS
Since INEQ-RCG and INEQ-RE are polynomially related, we obtain from the results in previous section. where (4) is the finite version of (3).
CONCLUDING REMARKS
In this paper we have investigated the complexity of the equivalence problems for various classes of commutative grammars. The results are summarized in Table I . For type 0 com. grammars the inequivalence problem is recursively enumerable (r.e.), since it is now known that the uniform word problem is decidable, as shown recently by Mayr (cf. [6] ). From the results of Van Leeuwen [11] and Hopcroft and Pansiot [4] it follows that this inequivalence problem for type 0 com. grammars is decidable if the number of symbols is bounded by 5. It would be interesting to extend this bound. Specifically, we do not know whether this problem is still decidable when the number of symbols is bounded. 
