HYDRA: Parallel and distributed swarm computer architecture. by Odhiambo, Marcel O.
1351569
UNIVERSITY OF SURREY LIBRARY
ProQuest Number: All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com plete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed, 
a note will indicate the deletion.
uest
ProQuest 10130240
Published by ProQuest LLO (2017). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 4 81 06 - 1346
HYDRA:
PARALLEL AND DISTRIBUTED Swarm COMPUTER
ARCHITECTURE
Dissertation for the Degree of 
Doctor of Philosophy
Marcel O Odhiambo
University of Surrey 
School of Electronic Engineering 
Information Technology and Mathematics
May 26, 1998
Dedicated to my son Emmanuel Ogolla and,
to the memories of my late father Mr. Joseph Bernard Alexander Ohanga.
A cknow ledgem ent
It (. \s .fo u r years since I started my research, and thanks to Almighty God it 
has come to the end. The research has been a task in which I have been supported 
and guided by several individuals tha t it would not be possible to  include all their 
names here. However, I would like to pay special tribute to my supervisors Professor 
Christopher Jesshope and Dr. V B Muchnik. Prof. Jesshope, for his guidance in 
the formative stages and upto the second year of my research. His input helped to 
focus the area of my research and to point me to the right sources of information 
tha t became necessary as I progressed. Dr. Muchnik, for his valuable inputs and 
assistance during the implementation stages. His patience in explaining the protocols 
of design and implementation was of great help indeed.
My study in the United Kingdom would not have been possible without the schol­
arship: University Investment Project, Credit 2309 KE, Government of Kenya Schol­
arship through a Credit from the World Bank which provided both tuition and living 
expenses for the period of my research. Thanks to my employer Moi University - 
Kenya for granting me study leave to enable me carry out the research.
For the support and friendship during the period of my research, I would like 
to thank all members of Computer Systems Research Group. Special thanks to Lu­
ciano de Errico from whom I took over the work and continued, Paul Connolly for 
his valuable help with the design, implementation stages of the research, and the 
general C programming. I will forever be indebted to Paul for his assistance. Dr. 
Graeme Wilford for his help with general computing, LINUX, networking etc, and 
his patience and willingness to answer at times silly and trivial questions, Ian Ash­
man, Carlos Ramirez, Anthony R Burton, Dima Barslcy for his assistance with Unix, 
and Mohammed Qadar. And, not forgetting to thank many friends (especially Rut- 
takarn Apiwatwaja) th a t I have met and interacted with socially and otherwise, they 
contributed towards making my stay in Surrey very much enjoyable.
Finally, I would like to express many thanks and gratitude to my family for their 
love, support, patience and their willingness and ability to cope with many years of 
separation while I was away on my research, to them, this is a proof th a t the many 
years spent apart were not in vain.
1
1This docment was prepared using T^X version 3.14159 (C version 6.1) and I#ILX2e
ii
Contents
1 IN T R O D U C T IO N  1
2 C O M P U T IN G  P A R A D IG M S  9
2.1 Definitional p a ra d ig m s ..................................................................................  10
2.2 Demonstrational p a ra d ig m s ........................................................................  10
2.3 Operational p a ra d ig m s ....................................................................   11
2.4 OBJECT-ORIENTED Programming P a r a d ig m ....................................  12
2.5 Software a g e n ts ...............................................................................................  21
2.6 Examples of Agent-based s y s te m s ..............................................................  23
2.7 Conclusion.........................................................................................................  27
3 C O M P U T E R  A R C H IT E C T U R E  29
3.1 General Computer A rc h ite c tu re .................................................................. 29
3.2 Architectural L e v e ls .....................................................................................  34
3.3 Taxonomy of Computer A rc h ite c tu re ........................................................  36
3.4 Parallel Computer A rc h ite c tu re .................................................................. 38
3.5 Characteristics of Distributed Computer S y s te m .................................... 39
3.6 Network Protocols ........................................................................................  46
3.7 Examples of Distributed S y s te m s ..............................................................  49
3.8 Communication and R o u ting ........................................................................ 61
3.9 C on clu ss io n .....................................................................................................  66
4 T H E  H Y D R A  C O M P U T E R  69
4.1 Network to p o lo g y ...........................................................................................  70
4.2 Communication R o u te r .................................................................................. 78
4.3 E x e c u tio n ......................................................................................................... 80
4.4 Conclusion.........................................................................................................  83
5 H Y D R A : D E S IG N  A N D  IM P L E M E N T A T IO N  85
5.1 Network Topology ......................................................................................... 85
5.2 Hosts in the Logical Network .....................................................................  86
5.3 Connection P r o to c o l ...................................................................................... 87
5.4 Connection A lg o r i th m ..................................................................................  90
5.5 Communication S tra te g y ...............................................................................  95
5.6 Message Routing A lg o r ith m ......................................................................... 96
5.7 Message Routing P r o to c o l ..........................    103
5.8 Routing T a b le ...................................................................................................  105
5.9 The HYDRA Prototype Im p lem en ta tio n ..................................................  107
iv
5.10 Access Point (AP) ......................................................................................... 109
5.11 Conclusion.........................................................................................................  110
6 S IM U L A T IO N  T E S T S  A N D  R E SU L T S  112
6.1 Hosts Connectivity .  .................................................................................  114
6.2 Command e x e c u t io n ....................................................................................  118
6.3 Message R o u t in g ........................................................................................... 124
6.4 Task Execution Test P ro g ra m ....................................................................  125
6.5 Task Execution Test R e su lts .......................................................................  128
6.6 Characteristics of Agents Executing in HYDRA computer prototype . 131
6.7 Evaluation of the HYDRA P ro to ty p e .......................................................  135
6.8 C O N C L U SIO N ..............................................................................................  136
7 C O N C L U S IO N  141
7.1 Review of the R esearch .................................................................................. 141
7.2 Application of the R e s e a rc h ........................................................................ 142
7.3 Implications of the R esearch ........................................................................ 143
7.4 Proposals for future w ork ....................................................................   144
8 B IB L IO G R A P H Y  146
A  H Y D R A  C o m p u te r  P ro to ty p e  p ro g ra m  code 152
A .l System Header F i l e ......................................................................................... 152
v
A.2 r o u t e r .h ............................................................................................................  155
A.3 ro u te r l .c ............................................................................................................  156
A.4 router2. c ............................................................................................................  167
A.5 sw rm .h ................................................................................................................ 175
A .6 s w r m l .c ............................................................................................................  175
A.7 swrm2. c ............................................................................................................  178
A .8 u s r . h ...................................................................................................................  183
A.9 usrl.c ................................................................................................................ 184
A.10 usr2,c ................................................................................................................ 187
A .ll  usr3.c ................................................................................................................ 190
A. 12 Processing Module ( P M ) ...............................................................................  198
B a to h ex .c  200
C S w arn  In s tru c tio n  se t 201
D  H Y D R A  c o m p u te r p ro to ty p e  n e tw o rk J ile  202
E  T ask  E x e c u tio n  - te s t  1 203
E .l Hosts C o n n ec tiv ity .........................................................................................  203
E.2 Test Program - test 1 .....................................................................................  203
E.3 Node F i le s .........................................................................................................  204
E.4 PM1 lo g f i le ......................................................................................................  206
E.5 PM 2 ìo g f i l e ......................................................................................................  208
E .6 PM3 Ìo g f i le ......................................................................................................  210
F  T ask  E x e c u tio n  - te s t  2 214
F .l PM1 logfile cont...............................................................................................  214
F.2 PM2 logfile cont...............................................................................................  216
F.3 PM3 logfile cont................................................................................................ 218
G  T ask  E x e c u tio n  T im in g  In fo rm a tio n  223
G .l Timing Information - test 2 .......................................................................  223
vii
List of Figures
1.1 Swarm agent (courtesy of [Errico 1996])...................................................  3
2.1 Connectionist model of the sentence “Bob threw a ball” ......................  15
3.1 Summary Flynn’s classification ................................................................  36
3.2 Flynn’s c lassifica tion ....................................................................................  37
3.3 Bell’s taxanomy of MIMD computer architecture...................................  38
3.4 Intergrated model of a distributed computer s y s te m ............................. 42
3.5 Local area network to p o lo g ie s ...................................................................  44
3.6 Wide area n e tw o rk ........................................................................................ 45
3.7 A typical campus internetw ork....................................................................  46
3.8 The Amoeba system a rc h ite c tu re .............................................................. 50
3.9 The Clouds system a rc h ite c tu re .................................................................  57
3.10 Rough sketch of how the components of DCE fit to g e th e r ....................  61
4.1 A fully connected network to p o lo g y ........................................................... 70
4.2 Schematic of the Network R o u te r ..............................................................  73
4.3 Schematic of Swarm computer a rch itec tu re ..............................................  74
viii
4.4 Network Router for a distributed network ...............................................  76
4.5 Node distribution or distributed d a tab ase ..................................................  82
5.1 Distibuted n e tw o rk .........................................................................................  86
5.2 Machine level o rgan iza tion ............................................................................  86
5.3 User command m e n u ......................................................................................  90
5.4 Connection algorithm - host co u n t................................................................ 91
5.5 Connection algorithm - host in itia lisa tion ..................................................  92
5.6 Connection algorithm - host initialisation cont...........................................  93
5.7 Connection algorithm - host connect .........................................................  94
5.8 Connection algorithm - host connect cont.  ............................................  95
5.9 Communications between PM, RM and Network Router .....................  98
5.10 Message routing a lg o rith m ............................................................................ 100
5.11 Message routing algorithm cont.....................................................................  101
5.12 The Network s t ru c tu re ...................    106
6.1 Hosts connectivity in the n e tw o rk ..............................................................  114
6.2 Network Router and Routing Module log files (3 h o s t s ) .......................  115
6.3 Hosts Connectivity in network Figure 6 .1 ( a ) ........................................... 116
6.4 Network Router and Routing Module log files (6 h o s t s ) .......................  117
6.5 Hosts Connectivity in network Figure 6 .1 ( b ) ...........................................  118
6.6 A network of six hosts grouped in one d o m a in ........................................ 119
ix
6.7 Connectivity of six hosts in one d o m ain .................................................... 120
6.8 Network for task execution t e s t ................................................................. 125
6.9 Node distribution to PM(s) in the n e tw o rk .....................    126
6.10 Example test program in pseudo-code....................................................... 127
6.11 Task execution results - test program 1 ...................................................  129
6.12 Task execution results - test program 2 .................................................... 130
6.13 Task execution timings - test program 2 ................................................  133
x
Abstract
The research in computer architecture for agent-based parallel and distributed 
processing was prompted by the interest and the related ongoing work in agent-based 
computing. Agent-based computing best suits the Internet (a collection of computers 
interconnected by high speed communication links) in which every computer or host 
is an entity. Agents enable the user to search the internet offline as compared to 
online. The user is freed to attend to task requiring the user’s intervention and the 
user only logs to the network to check the results returned by the agent.
A number of agent-based systems have been implemented. The TACOMA, Telescript 
and WAVE are based on an interpreted engine (program code) running in the back­
ground, accepting and interpreting the user inputs. The Swarm system on the other 
hand, is based on compiled program code which is stored a t each host. The agent 
navigate the network based on destination address (PM address in Swarm, another 
agent in TACOMA, a place in Telescript or a node address in WAVE). In the inter­
preted program based systems, the agent carries with it the code to be executed at 
the reached destination, while in the Swarm system, the agent carries the instruction 
pointer, pointing to the next instruction to be executed at the reached destination.
HYDRA: A Parallel and Distributed Swarm computer architecture for agent pro­
cessing is based on a single user Swarm computer architecture prototype developed 
and simulated on a single host by [Errico 1996]. Agents are self contained executable 
mobile processes th a t navigate a network of hosts using hosts’ addresses, executing a 
task, and when the task terminates, the outcome of the task execution is sent to the 
user. Swarm consists of three modules: the AP (Access Point) through which the user 
can access the Swarm computer to run tasks, the RM (Routing Module), responsible 
for routing the agents in the Swarm computer, and the PM (Processing Module), 
which is the execution engine in the Swarm computer. A PM is the destination of an 
executing agent.
The aim of the thesis was to simulate the Swarm computer architecture in a distrib­
uted environment, where the PMs are distributed among several hosts in the network. 
The distributed environment consists of a few or several hosts connected together by 
an interconnection network. Hosts on the network are grouped into domains, and 
the domains are interconnected together to form a network. Hosts in a domain are 
directly connected to every other host within tha t domain. W ithin a domain, a single 
host acts as a gateway host handling extra-domain agents. To enable me achieve my 
goal, I designed, implemented and tested a Communication Router (CR). The CR 
consists of Network Router (NR) and the Routing Module (RM). The CR has two 
main functions:
1 . Provide connectivity among the hosts in the network.
2. Route agents between the hosts.
To be able to connect host on the network and to route agents between them, I 
developed a connection algorithm, and a routing algorithm. The connection algorithm 
logically connects hosts in the same domain, builds a routing table a t each host, and 
identifies a gateway host for each domain. The routing algorithm, using the routing 
table a t each host ensures delivery of agents to their proper destinations, irrespective 
of the location of the Processing Module.
Simulation tests were carried on the the HYDRA computer prototype, and the 
preliminary test results obtained do show th a t the connection, and routing algorithms 
were respectively able to connect the hosts, and to route agents between the hosts. 
And, th a t agents and the HYDRA computer architecture could be used to do some 
useful work.
In this thesis I present the HYDRA computer architecture, the work done in 
the design, and implementation of the Network Router, Routing Module, Access 
Point, the connection algorithm, the routing table, the agent routing algorithm, the 
communication strategy adopted for routing messages in the network, the simulation 
tests carried out, and the test results obtained.
Chapter 1
INTRODUCTION
The research in computer architecture for agent-based parallel and distributed pro­
cessing was prompted by the interest and the related ongoing work in agent-based 
computing. Agent-based computing best suits the Internet (a collection of computers 
interconnected by high speed communication links) in which every computer or host 
is an entity.
A number of services of interest to users are provided on the Internet, searching and 
accessing these services is not an easy task. The user is generally required to operate 
the search online, a process which is not only boring but time consuming as well. 
Agent-based computing enables the user to search the Internet offline thus, freeing 
the user to attend to some other tasks. The agents search the Internet and returns 
with the result which the user can check at his/her convenience.
A number of agent-based systems have been implemented (section 2.6). The 
TACOMA, Telescript and WAVE are based on an interpreted engine (program code) 
running in the background, accepting and interpreting the user inputs. The Swarm 
system on the other hand, is based on compiled program code which is stored a t each 
host. The agents navigate the network based on destination address (PM address 
in Swarm, another agent in TACOMA, a place in Telescript or a node address in 
WAVE). In the interpreted program agent-based systems, the agent carries with it 
the code to be executed at the reached destination, while in the Swarm system, the 
agent carries the instruction pointer, pointing to the next instruction to be executed 
at the reached destination.
Swarm prototype was developed, implemented and evaluated on a single work­
station [Errico 1996]. The aim of my work was to add additional facilities to Swarm 
prototype to provide a distributed environment in which agent-based computing could 
be simulated. The additional facilities would connect hosts in the network and reliably
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route agents (messages) between them.
HYDRA: Parallel and Distributed Swarm computer architecture is an extension 
of Swarm computer architecture to the distributed environment. The motivation for 
this research was to implement a distributed computer architecture using Swarm as 
the building block, and to use the implementation to simulate agent execution in a 
distributed environment. Swarm was implemented and tested for agents execution in 
a single host environment. The simulation results obtained did show the feasibility 
of the Swarm computer architecture for agents processing.
Agents execution is more suitable for the distributed environment such as the inter­
net: a collection of computers connected together by an interconnection network. On 
the internet, a number of search engines such as web crawlers, spiders, robots among 
others have been developed along the agents’ paradigm to help the user search for 
information on the internet. However, the Swarm agents unlike the web crawlers, 
spiders etc are not merely search engines. The Swarm agents cooperate in executing 
a task, and do share among themselves the data relevant for the task execution.
The HYDRA project was therefore aimed at building a distributed computer architec­
ture akin to the internet, and to use the architecture to investigate the characteristics 
of agents execution.
1. Navigation - the capability to navigate the network using destination addresses.
2. Communication - the capability to carry data from one destination to another 
and thus, making it possible to communicate in the network.
3. The capability to access, and to modify stored data and thus, enable resource 
sharing in the network.
4. Parallel amd concurrent execution in the network.
5. Synchronisation when a shared resource is being accessed by multi-agents.
Agents are self contained executable mobile processes tha t navigate a network 
of hosts, using destination hosts’ addresses. Agents cooperate in solving a task by 
sharing data relevant to the task. When an agent executes at a site, the agent store 
the shared data a t the site, and any agent belonging to the same task can access and 
modify the stored data. When the task terminates, the agents collect the outcome of 
the task execution at each PM, and send the result to the user or console node (AP). 
At the beginning of the task execution, the distributed database or node structure 
specifically prepared for each Processing Module is loaded to the respective PMs, 
this is followed by distributing the program code to all hosts (PMs) connected in
2
Destination Task Serial WS Ctrl Instruction Agent
address ID number ptr bits pointer (IP) workspace
Agent Status Word (ASW)
Figure 1.1: Swarm agent (courtesy of [Errico 1996])
the network. An agent starts executing a t the console node (AP), and continues at 
this node until when the agent needs to propagate to a remote destination. The 
local system then packs the agent with the necessary information, and the agent is 
despatched to its destination. A packed Swarm agent has the structure shown in 
Figure 1.1 and carries the following information:
D e s tin a tio n  ad d ress  address of destination node (PM ID +  node ID).
T ask  ID  identifies the task to which the agent belongs.
A g en t S ta tu s  W o rd  carries the agent serial number received in the task spawning1, 
the agent workspace pointer which points to the last non-occupied position in 
the agent workspace, and a set of agent control bits th a t specify actions to be 
taken incase of exceptions (runtime faults) and signal operation failures.
In s tru c t io n  P o in te r  points to the next instruction to be executed.
A g en t w orkspace  intermediary data private to the agent.
When the agent reaches the specified destination, the agent executes the instruction 
pointed to by the instruction pointer (IP) in the Swarm agent structure.
HYDRA computer architecture is constructed from a network of interconnected 
hosts which are grouped together into domains. A single host within each domain 
acts as the gateway host handling extra domain agents. A host can belong to more 
than one domain, for example, gateway hosts belong to atleast two domains. A host 
in each domain is fully connected to every other host within tha t domain. Hosts on 
the network are divided into two levels:
1 . level 1 hosts (gateway hosts), and
2. level 2 hosts (non-gateway hosts).
1 Spawn or spawning is an instruction that when executed sends the agent to the destination 
specified in the Destination List (DL).
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To connect hosts in the network, I developed a connection algorithm that uses 
the host levels to send, and to accept connection requests from the hosts in the 
network. The connection algorithm uses a simple protocol in which greater hosts 
send connection requests to lesser hosts, while lesser hosts accept connection requests 
from greater hosts. A host is greater if it is a level 1 host (gateway host) or if its 
hostname is lexicographically greater than the other hostname it is being compared 
with.
Due to the completely connected network topology implemented within a domain, 
routing agents to destinations within the same domain is done directly by the sending 
host. However, agents to destinations outside the domain are routed through the 
gateway host.
Routing agents in the network requires the existence of a routing table at each 
host. Each host maintains a routing table containing entries of connections to every 
other host (except itself) it is directly connected to. In other words, a host only 
knows about its immediate neighbourhood. No host knows the network beyond its 
domain. Agent routing is based on a simple protocol: when an agent is to be routed, 
the locality of the destination address is first checked. If the address is local, the 
local RM despatches the agent to its destination .2 Nevertheless, the RM checks the 
validity of the destination address (the HYDRA computer prototype, for experimental 
reasons was designed to accept specific address range of 1 -  47) before despatching 
the agent to its destination. Agents with invalid destination addresses are discarded 
by the RM. Discarding agents with invalid destination addresses ensures tha t only 
agents with valid destination addresses traverse the network.
If the address is not local, the local RM sends the agent together with its destination 
address to the Network Router. The Network Router checks if the address lies within 
the same domain, and despatches the agent to its destination. However, if the address 
is not local, not within the same domain and the sending host is not a gateway host, 
then, the sending host (NR) sends the agent to the gateway host. The gateway goes 
through the procedure of checking the locality of the destination address again, and 
delivers the agent to the destination if the address is local or despatches the agent to 
its destination if the destination address lies within the same domain. If the gateway 
host fails to find the destination address within its locality, it sends the agent to the 
other gateway hosts, and eventually the agents will reach its destination or will be 
discarded by the system if the destination is unreacheable.
Before the NR at the sending host despatches a message to the remote host, the
2 The RM initiates agent routing when it receives the agent together with its destination address 
from the PM.
4
NR attaches a hop.counter3 to the message. Any intemediary host which receives the 
message and needs to retransmit it, reduces the hop_counter by one, and only des­
patches the message if the hop.counter is equal or greater than zero. If the hop_counter 
in the received message is zero and the message has not reached its destination, the 
message is discarded
Communication between the hosts is based on message-passing paradigm. Hosts 
in the network exchange messages4 between them. The messages may be commands 
or agents to be executed by the destination host.
HYDRA computer architecture unlike the Swarm th a t it is derived from is com­
posed of four separate modules: Network Router (NR), Routing Module (RM), Pro­
cessing Module (PM) and Access Point (AP) configured as individual processes that 
only communicate by passing short messages. The messages are a set of predefined 
commands that specify the action to be taken by the recipient host.
Network Router interconnects hosts on the network, assigns hosts to the domains, 
identifies and marks gateway host for each domain, creates routing table for each 
host, and handles communications or agent routing to non-local destinations. 
Processing Module is the destination of an executing agent. PM receives and executes 
agents th a t are addressed to it. When an agent is to be sent to any destination, the 
PM packs the agent with the necessary information, the destination address and sends 
it to RM for routing.
Routing Module handles agents routing to local destinations within a PM. Agents 
with non-local destinations are passed to the Network Router.
Access Point is the user interface to the system and also serves as the inpu t/ou tpu t 
of the HYDRA computer system. It is the entry point through which the user can 
access the system to run tasks or to issue commands to be executed. The user inputs 
commands or data to the HYDRA computer system through the AP, and the HY­
DRA computer system in turn uses the AP to display to the user the data  generated 
as a consequence of a command or a task execution.
When the HYDRA computer system is up and running, every host in the network 
runs three modules: NR, RM and PM. The exception being the host through which 
the user connects to the system runs a fourth module, the AP in addition to the other 
modules.
A number of agent-based processing systems have been implemented: WAVE
3hop-counter is the maximum number of hops that a message can make to travel the farthest 
distance between any two points in the network
4The term message or agent refers to the same entity and are used interchangeably throughout 
this thesis.
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[Sapaty 1994], TACOMA [Johansen 1995], and Telescript technology [White 1996]. 
The environment in which these systems have been developed (WAVE and TACOMA 
are still in the development and test phase, while Telescript technology is a commercial 
product) makes it very difficult to obtain the relevant performance test results for 
comparison with the HYDRA computer system. However, one difference between the 
HYDRA and the other systems is tha t HYDRA is based on compiled code, while the 
other systems are based on an interpreted language.
Based on the foregoing, a prototype of HYDRA computer prototype was de­
veloped, implemented, tested and the results obtained are hereby presented in this 
thesis. The simulation test results obtained do show that the goal or the aim of the 
thesis was substantially accomplished. The HYDRA computer prototype provided a 
computer architecture consisting of workstations or hosts connected by a logical in­
terconnection network. The connection, and routing algorithms implemented enabled 
the hosts to be connected, and to route agents between the hosts.
A simple test algorithm was implemented to test the characteristics of agents pro­
cessing on the HYDRA computer prototype. The algorithm assigned a param eter to 
the agent, and despatched the agent to all hosts (PMs) in the network. On reaching 
the destination, the agent performed a simple mathematical operation using the as­
signed parameter and a stored parameter at the site (unique parameters a t different 
sites). At the end of the mathematical operation, the agents carried the result, and 
set off to a particular destination. On reaching its destination, the agents added the 
result carried to the already stored value, and stored the sum in the same location at 
the site. The test results obtained do show that the agents performed the task, and 
the HYDRA prototype adequately supported agent processing.
This thesis presents the HYDRA computer prototype, it covers the work done 
in the design and implementation, the performance tests carried out, and the test 
results obtained. The HYDRA computer prototype provides a computer architec­
ture or platform on which agents based processing can be simulated in a distributed 
environment.
This chapter serves as an introduction to the HYDRA computer architecture, 
providing a brief description of its components, function of each component, and the 
overall system. The rest of the thesis is divided into the following:
Chapter 2: An overview of some but not all of the computing paradigms with the 
emphasis on Object Oriented Programming (OOP) paradigm. HYDRA computer 
architecture is based on Logic Flow or process flow paradigm. This chapter will 
try to fit Logic Flow within the existing computing paradigms. Examples of OOP
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implementations are reviewed and a comparison made between them and Logic Flow. 
The chapter concludes with examples of implementations of agent technology or agent 
based processing systems, and points out the main differences between the HYDRA 
computer and the other existing agent implementations.
Chapter 3: Covers the definition and classification of computer architecture, the 
specifications and characteristics of distributed computer architecture with the em­
phasis on the multicomputer architectures. Of interest are the network protocols and 
architectures implementation for interconnected computers, addressing, communica­
tion, and routing in distributed systems. The chapter concludes by giving examples 
of implemented distributed systems. The aim of this chapter is to introduce the clas­
sifications of computer architecture, however, picking only the sections relevant to 
the HYDRA computer architecture, and to show how HYDRA computer fits within 
the computer architecture classification.
Chapter 4: Covers the Parallel and Distributed Swarm (HYDRA) computer archi­
tecture for agent based parallel processing. I will present an analysis of the HYDRA 
computer architecture tha t I plan to develop and implement, the components of the 
HYDRA computer, the function and the relevance of each component. I will be 
looking at what is to be done rather than how it is to be done. The chapter con­
cludes by providing general outline of the HYDRA computer architecture and how it 
is implemented.
Chapter 5: Covers the design and implmentation of the Communication Router 
(Network Router (NR) and Routing Module (RM)), the Access point (AP), the con­
nection algorithm, the routing algorithm and the routing table. The Processing Mod­
ule (PM) from Swarm computer however, is used in the HYDRA implementation with 
minimal modifications.
I base the HYDRA computer implementation on the general outline of the same from 
chapter 4. This chapter concludes by explaining the technology used to build the 
HYDRA computer.
Chapter 6: Covers simulation tests carried out on the HYDRA computer proto­
type, explains the purpose of the tests, and the results obtained are presented and 
analysed. In addition, this chapter evaluates the HYDRA computer prototype. The 
evaluation section compares the simulation test results against the initial aim of the 
thesis, in an attem pt to find out whether the implementation performed as was ex­
pected. The conclusion part of this chapter looks a t the performance of the HYDRA 
computer prototype in a much wider scope i.e vis-a-vis the task to be preformed, 
and characteristics and specifications of distributed computer architectures. The aim
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of which is to assess whether the prototype meets the requirements of distributed 
systems.
Chapter 7: Provides an overview of the implemented HYDRA computer proto­
type, discussing which functions have been implemented and which ones have been 
left out and giving suggestions for further work. The chapter concludes by looking a t 
the applications and implications of the prototype.
Bibliography: Contains sources of information (books, periodicals, magazines etc) 
used in the dissertation.
Appendix: Contains the program codes used to implement the HYDRA prototype, 
performance tests and test results obtained, and materials relevant to the implement­
ation of the HYDRA computer prototype.
8
Chapter 2
COMPUTING PARADIGMS
Logic Flow or WAVE, and process flow paradigms (Logic Flow or WAVE, and process 
flow paradigms are covered later in the text) on which the Swarm and HYDRA com­
puter architectures are based, are computing technologies geared towards processing 
in the distributed systems. WAVE and process flow provide an execution environment 
in which processes traverse and execute in a distributed and active database. Pro­
cesses are self contained entities tha t navigate the active database using addressess or 
some other defined semantic relations such as links etc to move from one destination 
to another. Processes in WAVE or process flow are akin to objects in Object Oriented 
Programming paradigm.
W hat then is Logic Flow or WAVE? what is process flow? Are they any differ­
ent from the existing computing paradigms? This chapter will explore the existing 
computing pardigms in an attem pt to provide answers to the above questions. Never­
theless, this exploration will not cover the whole range of computing paradigms, but 
will cover material tha t is relevant to the thesis. At the end of the chapter, I hope to 
be able not only to provide answers to the above questions, but also to fit HYDRA 
computer archuitecture within the existing computing paradigms.
A computing paradigm is a collection of conceptual patterns tha t together mold 
the design process and ultimately determine a computer’s structure [Ambler 1992].
The conceptual pattern determine the structure, control flow and data  which is ma­
nipulated to arrive at a solution. Once we can visualise a solution via a paradigm’s 
conceptual pattern, we must express it within a computer language. For this pro­
cess to be effective, the language’s features must adequately reflect the paradigms’s 
conceptual patterns.
Floyd in his Turin lecture speech [Floyd 1979], described three categories of paradigms:
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paradigms th a t support low-level programming techniques (for example, copying 
versus sharing data structures), paradigms tha t support methods of algorithm design 
(divide and conquer, dynamic programming, etc), and paradigms th a t support high- 
level approaches to programming such as functional and rule based paradigms. Am­
bler [Ambler 1992] concentrates on high level paradigms and divides them into three 
groups according to their approach to problem solving. The d e fin itio n a l approach 
states properties about the solution to constrain it without describing how to compute 
it. The o p e ra tio n a l approach describes step-by-step how to construct a solution. 
The d e m o n s tra tio n a l approach is a variation on the operational th a t illustrates 
the solution operationally for specific examples and lets the system generalize these 
example solutions for other cases.
2.1 D efinitional paradigms
In the definitional paradigm, a program is constructed by stating facts, rules, con­
straints, equations, transformations, or other properties about the solution value set. 
From this information, the system must derive a scheme including an evaluation or­
dering for computing a solution. There are no step-by-step description of how to 
reach the solution. These paradigms allow variables, but not as repositories of state 
information — rather, as convenient names for intermediate values. They usually 
include variations of single assigment.
Since definitional paradigms attem pt to specify the solution value set without neces­
sarily specifying how to compute a solution, in principle this approach eliminates the 
need to prove tha t the computed value set is the solution value set,
2.2 D em onstrational paradigms
When programming under the demonstrational paradigm (also called by-example or 
by-demonstration programming), programmers neither specify operationally how to 
compute a value set. Rather, they demonstrate solutions to specific instances of 
similar problems, and let the system generalize an operational solution from these 
demonstrations. Individual schemes for generalizing such solutions range from mim- 
micking an operational sequence to inferring intentions.
10
2.3 O perational paradigms
Step-by-step computational sequence characterize operational paradigm. Operational 
paradigms are of two basic types: one type proceed by repeatedly modifying their 
data representation (side-effecting), while the other type proceed by continuously 
creating new data (non-side effecting).
Side-effecting paradigms use a model in which variables are bound to computer storage 
locations. As computation proceeds, these locations are repeatedly revised (that is, 
the variables get multiple assignments). When computation ends, the final values 
of the specified variables represent the results. There are two kinds of side-effecting 
paradigms: im p e ra tiv e  and o b je c t-o rie n te d .
Non-side-effecting paradigms include those that were traditionally called func­
tional paradigms. The operational paradigms define sequencing explicitly. Opera­
tional sequencing is either serial or parallel. If parallel, it can be defined by cooper­
ating processes (asynchronous parallel) or single processes applied simultaneously to 
many objects (synchronous parallel).
2.3.1 Functional
The functional paradigm is based on the mathematical model of functional compos­
ition. In this model, the result of one computation is input to the next, and so on 
until some composition yields the desired result. There is no concept of a location 
tha t is assigned or modified. Rather, there are only intermediate values, which are 
the results of prior computations and the inputs to subsequent computations. There 
is no form of command, and all functions are referentially transparent.
Functional programming includes the concept of functions as first class objects. This 
means th a t functions can be treated as data  (that is, they can be passed as param et­
ers, constructed and returned as values, and composed with other forms of data).
2.3.2 Im perative
The imperative paradigm is characterized by an abstract model of a computer tha t 
consists of a large store. The computer stores an encoded representation of a com­
putation and executes a sequence of commands that modify the store. This model is 
best represented by von a Neumann-style machine architecture. Programming in the 
imperative paradigm is dominated by determining what data  values will be required
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for the computation, representing these data values by associating them with storage 
locations, and deriving a step-by step sequence of transformation to the store so tha t 
final state represents the correct state.
2.3.3 O bject-oriented
The object-oriented programming paradigm is based on the concepts of objects and 
object class. An object is a variable equipped with operations th a t have the exclus­
ive right to access it. Object-oriented programming originated simply as a discip­
line for imperative programming [Watt 1990]. More on object-oriented programming 
paradigm is covered in the next section.
2.4 O B JE C T-O R IE N TE D  Program m ing Paradigm
W ith the imperative paradigm, the conceptual model is a single store into which 
abstract data values are represented and on which one or more procedures are applied. 
Each procedure deals directly with the stored representation. The object-oriented 
paradigm retains much of this model, but procedures operate on abstract values, 
called objects, rather than on stored representations. This paradigm requires the 
capabilities of defining new objects composed of existing objects and of manipulating 
them by defined procedures (called methods). Object-oriented programming first 
defines suitable objects for the problem at hand, then uses these objects to describe 
step-by-step operational sequences.
Manipulation of abstract values rather than concrete representation requires respect 
for the encapsulated state of the object (that is, the right of the objects to define their 
concrete representations and to perform all manipulations upon such representation). 
This is accomplished by sending messages tha t describe the desired manipulations 
and leaving it to the objects to perform them. Objects, which are implemented via 
other subobjects, use operational sequences to alter their internal representations. 
Such sequences include sending messages to their subobjects. This process recurses 
until at some level the objects and the methods defined on them are primitive. Thus, 
sorting involves sending an object a message to sort itself. The message sender does 
not care how the object sorts itself, only tha t it gets sorted.
Objects are characterised by:
E n c a p su la tio n  - a mechanism for enforcing data abstraction.
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In h e r ita n c e  - based on the concept of object classes. A class is the definition of 
an object from which instances of the object are created. Inheritance allows rapid 
definition of a new object class from the concrete representation and methods of an 
existing class. The new class includes all of the methods defined in the inherited 
representation, as well as any new or revised methods added to it.
M essage-passing  - objects are considered as active entities tha t send messages 
to one another. This view encourages the decomposition of problems into players who 
accomplish a task co-operatively.
Agents are self contained entity (program) carrying with it its state, functions, 
rights etc [Wayner 1995b]. Agents navigate the network, executing in the network 
hosts and communicating with each other by message passing. Agents therefore, 
shares the characteristics of object-oriented paradigm. The remainder of this chapter 
looks at some selected examples of object-oriented programming implementations.
2.4.1 A C T O R S
Actors paradigm is based on a dynamic and reconfigurable system in which the to­
pology of the system and the next operation to be executed depends on the com­
munication received [Agha 1986], Actors are computing agents tha t map incoming 
communication to a 3-tuple consisting of:
1 . A finite set of communication sent to other Actors.
2. A new behavior (which will govern the response to the next communication 
received).
3. A finite set of new Actors created.
Computation in a system of Actors is carried out in response to a communication 
sent to the system. In response to a communication, a system of Actors may create 
more Actors which may respond to other messages independently of the parent Actors, 
thus supporting concurrency in a system of Actors. As computation proceeds, a 
system of Actors evolve to include new tasks and new Actors tha t are created as a 
result of processing tasks already in the system.
A task in a system of Actors is represented by a 3-tuple consisting of:
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1 . A tag, which distinguishes it from other tasks in the system.
2. A target, which is the mail address to which communication is to be sent.
3. A communication which contains information made available to the Actor target 
th a t processes the given task.
T h e  B eh av io r of an  A C T O R
An Actor may be defined by specifying:
1 . mail address to which corresponds a sufficiently large queue to which all received 
messages are stored while awaiting to be executed and,
2. its behavior which is a function of the communication received.
Behavior definition gives a map from a finite list of variable to a behavior. These 
variables are given specific values whenever an Actor is created in the system. An 
Actor’s behavior specifies the creation of new tasks and Actors as a function of a 
communication accepted. Newly created Actors must have mail addresses tha t are 
unique and different tasks in the system need to be kept distinct. The uniqueness of 
tasks is maintained by providing distinct tags for each and every task in an Actor 
system, in a similar way to mail addresses which provide a way of differentiating 
between identically behaving Actors.
A network topology of Actors is a directed graph defined using mail address of 
Actors. The nodes in such a graph represent the Actors while the edges represent an 
acquintance between two connected Actors.
Conceptually each time a communication is processed by an Actor, a new Actor 
machine is created to accept the next communication. If the Actor’s behavior does 
not change as a result of processing a communication, the replacement machine is 
identical to the one it replaces. The syntatic default in an Actor program is tha t if 
a no become command (become command tells an Actor its replacement behavior) 
is contained in a communication then, the replacement behavior is identical to the 
original behavior.
Each Actor program consists of a finite set number of behavior definitions which forms 
the template for all the behaviors of Actors that may be created in the course of the 
program execution.
14
Figure 2.1: Connectionist model of the sentence “Bob threw a ball”
2.4.2 C onnection ist M achines
Connectionist machines are based on the hypothesis that the establishment, strength 
and reciprical feedback of interneural connections are what produces thinking in the 
brain. Thinking emerges from the process of neural connections forming and reforming 
[Hillis 1985]. For instance [Feldman 1985], uses the following example in Figure 2.1 
to illustrate the connections in the various elements of science Bob threw a ball. In a 
semantic network the sentence may be taken to mean either Bob propelled a sphere 
or Bob sponsored a dance for chanty. To disambuigate the sentence, the various 
connections are formed and reformed according to the context until a consistent 
(sometimes called stable) state is reached.
The Connection Machine architecture consists of a large number of tiny pro­
cessor/memory cells connected by a communication network. Each cell is sufficiently 
small so tha t it is incapable of performing meaningful computation on its own. In­
stead, multiple cells are connected together into data dependent patterns called act­
ive data structures, that both represent and process the data. The activities of these 
active data structures are directed from outside the Connection Machine by a con­
ventional host computer. The control of the individual processor/memory cell is 
orchestrated by the host computer. For example, the host may ask each cell th a t is in 
a certain state to add two of its memory locations locally and pass the resulting sum to 
a connected cell through the communication network. Thus, the processor/memory 
cells communicate by message passing. In this example, the message (the resulting 
sum) is data.
Connectionist implementation focus on the correlation between nodes in a  graph 
containing knowledge. Connectionist system have been largely designed for semantic 
systems [Wah 1989a, Fahlman 1987]. Knowledge of a given entity in a connection­
ist system are distributed among a number of processing elements and links. Each
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processor or link may be shared among several entities [Wah 1989b]. The nodes can 
store the entity while the links store the semantics (relations between) the entities.
2.4.3 N E T L  and TH ISTLE:
NETL is an implementation in hardware of a semantic network, graph-like structure 
in which the nodes represent noun-like concepts and the links represent relationships 
between these concepts [Fahlman 1987]. In the NETL system, each of the nodes in 
the network is represented by simple boolean operation unit, capable of storing a few 
single-bit markers and performing simple boolean operations on the markers. Each 
link is also a simple processing unit, wired up to two or more units. Link units, 
too, can perform simple boolean operations, which generally amount to passing a 
specific marker from one of the attached nodes to another (marker passing). All nodes 
and links in the network can perform these operations simulteneously in response to 
commands broadcast by the system controller.
Every time a new assertion is added to the system, new nodes and links must 
be wired into the network to represent tha t assertion. Since all the nodes-to-link 
connections must be capable of carrying signals simultaneously, they must be true 
private-line connections and not just addresses sent over a shared party-line bus.
THISTLE is a semantic networks implementation similar to NETL [Wah 1989a], with 
the exception tha t operation amounts to passing a specific value from one of the 
attached nodes to another (value passing).
Marker Passing: Markers are bit patterns. Each processing element has its own set 
of bits. Each bit is considered a marker. By themselves markers represent true/false 
conditions. For example one marker can be used to indicate whether a processing 
node meets a certain set of conditions. Thus markers can be used to group nodes 
into sets and enable nodes to coordinate their action [Moldovan 1993]. For example, 
all nodes with a certain marker set can work on one hypothesis.
Nodes should be able to influence the markers of neighbouring nodes. T hat is, nodes 
should be able to pass a marker bit to another node and possibly s tart a chain reaction 
of nodes to have marker bit set. This is called marker passing.
Markers satisfy many functions. The presence of some marker on a node may guide 
the utilization of information in that node. Markers may also be used to enable links, 
or to inhibit the passing of other markers. Markers may be used to color messages and 
thus represent different waves of activation tha t simulteneuosly advance through the
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network. Each such wave may be connected to a hypothesis, or part of a hypothesis. 
Another use of markers is to construct temporary connection between different nodes 
in the network. For example, a simulteneous presence of marker on node A and B 
may be regarded as a virtual link between A and B. If one wants to assign such a link 
specific properties, one can associate some node M with tha t link by assigning it the 
same marker.
Value Passing: Value passing is similar to marker passing except th a t instead of a 
marker being passed a value is passed [Moldovan 1993]. Value passing allows nodes to 
communicate data without the intervention of a global controller. Types of values tha t 
can be passed include probabilities, weights, cost for traversing a link, cardinalities 
and pointers.
Value passing can be coupled with marker passing to provide an integral method 
of communication between nodes.
2.4 .4  Linda
Linda consists of a few operations th a t embody the tuple space model of parallel 
programming. Adding these tuple-space operations to a base language yields a par­
allel programming dialect. Linda permits cooperation between parallel processes by 
controlling access to a shared data structure called tuple space [Sutcliffe 1992]. The 
tuple space contains a collection of data  called tuples.
Two Linda processes communuicate by releasing message (data tuple) into the tuple 
space from where it can be read or removed by the recipient. Reading or removing of 
a tuple is done by pattern matching. A tuple is a series of typed fields, for example 
( “a string”, 15.01, 17, “another string”). Executing the out (out is a Linda operator) 
statement:
out (“a string” , ? f, ? i, “another string”)
causes the tuple to be generated and added to the tuple space. To read or re­
move this tuple from the tuple space, the tuple being searched for must identically 
match this tuple. Sometimes, a variable may be used to match a tuple, for example, 
executing the in (in is a Linda operator) statement:
in (“string” , ? f, ? i, “another string”)
causes the tuple space to be seached, the first and fourth element m atch “a string”
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and “another string” respectively. The second and third element are matched with 
the variables f and i respectively if they are of the same type. When a matching tuple 
is found it is removed, the value of its second field is assignmed to f and its third field 
to i.
Creating new processes is handled in a similar way, a process tha t needs to create a 
concurrent process generates live tuple and sets it adrift in the tuple space. Once the 
live tuple has computed its result, it turns into ordinary data tuple. The computation 
carried out by live tuple is independent of the process tha t created it. To create 
processes, live tuples are generated, which turn into ordinary data object tuples. To 
communicate, ordinary data object tuples are generated directly [Carriero 1989].
T u p le  an d  tu p le  space
The tuple space controls any number of tuples, and identical tuples may exist in 
the same tuple space. Processes communicate by inserting, removing and examining 
tuples in the tuple space. A tuple space is a shared data object. Linda provides four 
basic operations eval and out to create new data objects, in and rd to remove and 
read data respectively.
If a Linda process S has data for receiver R, it uses out to generate a new tuple, then R 
uses in to remove this tuple. A tuple, unlike message, is a data object on its own right. 
In Linda, any number of processes can read a message (tuple) using the rd operator. 
Processes uses rd operator to read a tuple without removing it from the tuple space. 
Processes can also communicate by using eval operator. When the sending process 
S, has a message for the receiver process R, the sending process creates and releases 
process M  in the tuple space, process M  carries out some computation and turns into 
ordinary data tuple when the computation is complete, R  can then, use in to remove 
this tuple.
The senders and receivers in a Linda system need not know each other. When a 
process generates data tha t may be needed by other processes, it simply dumps it in 
the tuple space, and any process th a t may need tha t data looks for it in the tuple 
space.
2.4 .5  Logic F low  Paradigm
Logic F low  o r W A V E p a rad ig m : a new model of parallel and distributed pro­
cessing in which the program flows or navigates through a network of dynamically 
structured data. The WAVE program navigates the network of nodes carrying op­
erations, functions and intermediate results, leaving local data to be used by other 
concurrent parts of the same WAVE program. The WAVE program is guided by pat­
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tern matching and dynamically splits into many instances of itself propagating the 
network space asynchronously without any centralised control. Program segments 
tha t have been used are discarded and the WAVE program terminates when all the 
segments of the program have been executed or some operation has failed. On termin­
ation, the result; success or failure of the program is sent back to the WAVE program 
originator through echo signals. The WAVE program is well suited for the processing 
of graph structured data (systems), parallel and distributed databases, symbolic pro­
cessing (processing based on word, relation, meaning level or pattern  matching) and 
semantic networks.
The Logic Flow or WAVE model is a new paradigm in computer science for efficient 
processing in systems where both data and processing power is distributed throughout 
the network space. The network space consists of marked active nodes connected by 
oriented or unoriented arcs. Unlike the conventional parallel and distributed computer 
systems where processes run on fixed nodes and only exchange information (d a ta )  by 
message passing, in Logic Flow, the p ro g ra m  navigates the network carrying with 
it functions, operations and results, accessing and modifying local data. The WAVE 
program execution has a mechanism by which it can replicate itself or parts of itself, 
create new parts and delete old parts. All nodes except the terminal node in the 
distributed network has the capability to store and interprete the WAVE program.
The Logic Flow, WAVE program or simply WAVE originated from early works 
by Dr. Peter S. Sapaty over a period of time in research areas related to distributed 
processing and semantic networks in Artificial Intelligence [Sapaty 1986, Sapaty 1987, 
Sapaty 1988, Sapaty 1991, Sapaty 1992, Sapaty 1993, Sapaty 1994].
2.4.6 W h y Logic F low  is D ifferent
The examples given above all belong to the message-passing paradigm. The message 
may be a marker, a value as in NETL and THISTLE systems respectively, a com­
munication or a process as in Logic Flow, a message as in Actor, or a tuple as in 
Linda.
The cells in connection machine, and the nodes in NETL/THISTLE implement­
ation are fine grained processes that on their own are incapable of carrying out any 
meaningful operations. This is in contrast to the ability to execute a task in WAVE. 
Thus, there is no comparison between NETL/THISTLE and WAVE in terms of exe­
cution power.
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In a Linda system, the tuple space is akin to a blackboard where any process tha t 
has data to share with other processes posts the data on the blackboard. And, any 
process with a need for a data item searches the blackboard for it. In this respect, 
Linda is a shared memory system, while WAVE is a distributed memory system. 
Processes in WAVE navigate the network in search of the data.
In Actor and WAVE, the processes exists as independent self contained entities 
with their own private memories. Any processes which has data for another processes, 
sends the data to the requesting process. There is no shared memory. Actor and 
WAVE are therefore, distributed memory systems.
The ability of Logic Flow to pass a process between nodes makes Logic Flow 
distinct from the other systems. At the implementation level, the nodes in a Logic 
Flow network may consist of medium to coarse grain processing elements capable 
of handling whole processes unlike the simple processing elements capable of only 
primitive operation as found in Linda and Actor.
A marked difference between Logic Flow and the other systems is the concept on 
which Logic Flow is based: mobile processes moving among fixed processes and data 
(nodes) in a distributed network. Linda and Actor are based on fixed processes with 
data moving among the processes. Any process tha t needs data from the nework 
space, grabs the data from the network space and transfers the data  to itself (fixed 
processes).
Both Actor and Logic Flow execute in a distributed, and dynamic network whose 
topology is subject to change at any time.
Linda, Actor and Logic Flow have one characteristic which they all share, a mes­
sage received invokes an operation. An Actor system has a specified set of behaviours 
tha t an Actor can assume as a result of a communication received, the communication 
tells the Actor what behavior to assume. In Logic Flow, the message may consist 
of a whole process to be executed and the data to be manipulated at the reached 
node. The reached node has no predefined behaviors. The message received carries 
with it the operations to be performed. Linda system communicates by ordinary data 
tuples which are shared among many other processes. In Linda, like Actors there is 
no concept of process passing between nodes.
Linda, Actor and Logic Flow implement the create construct, the ability to create 
more processes, however, they differ on how they use the create construct. In Linda, 
the ability to create more processes is used basically as means of communication, and
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sharing of data among different processes, Actors create more Actors as a result of 
communication received, while Logic Flow uses the create construct to create more 
nodes (processes).
2.5 Software agents
The Internet has made it possible for computers at both ends of the world connected 
to the Internet to talk to each other. From the comfort of his/her office or home, a 
user on a PC can log onto the Internet, and browse through documents on a remote 
machine several thousands of miles away. Using FTP (File Transfer Protocols), the 
user is able to transfer documents from the remote machine (assuming th a t the user 
is granted permission to access the documents in the first place) to h is/her machine. 
Combining information superhighway with the Internet opens the door for all sorts 
of communication and information processing possibilities. Automatic banking or 
Automatic Teller Machines (ATM), Imaging, Remote Teaching and Telemarketing 
are among the many services that can be provided [Indermaur 1995].
2.5.1 W hat are software agents?
Software agents are the user’s personal representative or assistant on the Internet 
(distributed network) carrying the user’s identity, access rights (permissions) and 
responsibilities. The agents acts on behalf of the user at the user’s request or us­
ing some agreed protocol with the user. Software agents are software components 
th a t communicate with their peers by exchanging messages on behalf of the user 
[Genesereth 1994]. While agents can be as simple as subroutines, typically they are 
larger entities with some sort of persistent control (e.g distinct control threads within 
a single address space, distinct processes on a single machine or separate processes 
on different machines).
Agents are divided into three main categories: advisory, assistant and Internet 
[Indermaur 1995].
• A d v iso ry  ag en ts  don’t actually carry out tasks but they offer instructions 
and advice to help you do your work. These agents are experts in a particular 
domain, but in the beginning, they have only rudimentary knowledge of you, 
your work patterns, and your preferences for managing your worklife. As you 
go about your work, these agents learn such things as your level of expertise,
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your programming style, and when the agents decide i t’s time to chime in, it 
offers advice or information. The longer you work with an advisory agent, the 
better and more timely its advice becomes. At its best, such an agent could 
anticipate your goals and affer to complete a task the way you’ve done it in the 
past.
•  A ss is ta n t ag en ts  can be more ambitious than advisory agents because they 
often act without direct feedback from the user. While this allows them  to be 
much more powerful, it also raises a host of technical and social issues tha t 
are yet to be resolved. The concerns you might have over privacy and stifled 
creativity with an agent tha t is only offering advice becomes much more acute 
when your agent is actualy doing work for you.
• In te rn e t  ag en ts  and their related issues are especially relevant on the Internet. 
Along with the explosive growth of the WWW (World Wide Web) has come 
the demand for tools to help us manage and to sift through the vast amounts 
of avalaible information, and agents (variably known as Web Crawlers, Spiders, 
and Robots) often fit the bill.
Some Internet agents attem pt to present an integrated view of the Internet as 
a whole, but the most common todate are information gatherers. These agents 
collect information about the WWW itself (e.g topology or number of nodes), 
index the contents of remote sites to build an index at their home location, or 
simply execute a search request.
2.5 .2  W hat is th e  work o f agents
Agents on behalf of the user freely roam the Internet or information superhighway 
searching for relevant information or services which are of interest to the user. These 
agents do not take actions on behalf of the user, they provide the user with the 
information, and the user is free to act otherwise. However, a higher level of agent 
sophistication involve service performing agents which execute specific tasks on behalf 
of the user (e.g find me the cheapest flight to Paris or arrange a meeting with the man­
aging director some day next week). Finally there are predictive agents th a t volunteer 
information or services to the user without explicitly being asked [Jennings 1996]. For 
example, the agent may monitor news groups on the Internet and return discussions 
tha t it believes to be of interest to the user.
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2.5 .3  A gen ts on th e  In ternet or D istrib u ted  netw ork
Agents execution on the Internet raises a host of issues which needs to be addressed. 
For example, how ambitious should the agent representing a user be? and how much 
should the user trust the agent especialy when one considers th a t the agents are 
delegated im portant decisions such as making financial committments on behalf of 
their user. How about the security of such a transaction? In traversing the network 
searching for information, the agents will need to have access permission at every 
site they visit in addition to the site authenticating the identity of the user th a t the 
agent purpotes to represent [Wayner 1995a]. This is to prevent agents masquerading 
as some other user’s representative when they are not from th a t user. The need to 
guard against wayward programs th a t install viruses, compromise host, or pilfer the 
database. The resources used by the agent at each site needs to be charged to the 
user. These and a host of many others are the issues which must be addressed.
W ith the proliferation of the internet, the development of software agents is quite 
welcome to help the user to focus on getting the job done rather than on the details 
of how to communicate. The agents avail messages to the user wherever the user is, 
in addition to helping the user prioritize his/her work. The agents help the user find 
information or services on the internet without the user having to know about and 
to delve into every corner of the internet.
The agents therefore, become personal assistants to whom the user can delegate 
mundane responsibilities or tasks, thus freeing the user to concentrate on tasks which 
demand human inputs.
2.6 Exam ples o f A gent-based system s
A number of agent-based systems have been implemented and tested, however, due to 
the difficulty of gaining access to the performance results, it is not possible to give a 
comparison of the systems. Nevertheless, from the information th a t I have been able 
to access, I will provide a brief introduction of agent-based system implementations .
23
2.6.1 T he W AVE S ystem
A model of WAVE has been implemented in C on top of UNIX operating system 
in the School of Electronic Enginering, Information Technology and Mathematics, 
University of Surrey [Sapaty 1994]. The core part of WAVE system is the WAVE  
langauge interpreter (W I) which runs on each host in a WAVE system. The WI 
consists of five processes: interpreter kernel (wkernel) which accepts and processes 
user commands, the communication sever (wserver), sender (wsend) and receiver 
(wrecv) handles communications, execution process (wexec) executes commands of 
the external call operations and startup process (wstart) starts and terminates WI, 
and manages interprocess communications.
The command wave is used to start the WI daemon on a host. The WI ker­
nel consists of five modules: the WAVE Analyser parse the wave strings generating 
an encoded representation for processing, the Network Processor manages the local 
network, the Data Processor executes the wave language (wave strings), the Stor­
age Manager maintains the storage of the WI daemons as well as managing address 
conversions, the Track Processor manages control of wave programs and garbage col­
lection after termination of WAVE program.
The WAVE program consists of a string characters that are executed by the wave 
interpreter starting with the head. The part of the program code th a t has been 
executed is discarded by the wave system. An example WAVE program code
C R (@ #d.(-s#c .F c= A .q#a.+ p#b .r#F c),(F d= A .t#e .F e:= A .u#f.+ w #g .+ v#F e,x#F d))
in [Sapaty 1994] is used to create an arbitrary knowledge network.
The frontal variables Fc, Fd and Fe lift and carry addresses of the nodes c, d 
and e for further direct hops to them. The letters s, q, p, r, t, u, w, v and x rep­
resent the link names to the respective nodes. The wave code has two main parallel 
branches creating two corresponding subgraphs, one with nodes a, b and c, and the 
other with nodes d, e, f and g. The two subgraphs are represented by the codes 
(-s#c.Fc=A .q#a.-i-p#b .r#F c) and (F d = A .t#e .F e= A .u#f.+ w #g .+ v#F e,x#F d) re­
spectively.
Communications in WAVE system is governed by destination (node) address. The 
address is split into two parts: the Internet address of the destination host running 
WI and the local address within W I daemon’s address space. The WAVE system uses 
UDP datagram  communications protocol.
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2.6.2 T he TA C O M A  D istr ib u ted  System
The TACOMA (Tromso And COrnell Moving Agents) project is concerned with how 
to provide operating systems support for agent based computing. This brief descrip­
tion provides an introduction to TACOMA Version 1.0, a TACOMA version based on 
UNIX and Tcl-TCP. A prototype execution platform with a flexible mechanism for 
agent computations to move and branch out in a networking environment. TACOMA 
is a joint project between University of Tromso (Norway) and Cornell University 
(USA).
The TACOMA Version 1.0 [Johansen 1995], is implemented using Tcl-TCP, a 
Tel (an interpretive language) extension supporting TCP communication. The basic 
executing unit is the agent, the agent is provided with mobility to enable it move 
about. The agent is in charge of the decision of when to move, the decision is made 
based on the destination i.e where the next execution is to takes place.
During execution, the agent can leave permanent data at a site and also carry 
data to a new site. D ata is stored in folders (CODE folders, DATA folders etc). The 
folders a t a site are stored in a file cabinet, while data is carried in a briefcase by the 
agent. Briefcase contains CODE folders, DATA folders etc. Agents exchange da ta  by 
meeting and exchanging a briefcase. Agents move by executing a meet instruction, 
the meet requires the identity of who to meet and the briefcase to be delivered. In 
the briefcase are HOST folder containing the destination host name and CONTACT 
folder containing the name of who to contact a t the destination host.
At the destination host, the agent is received at the entry point bridge-head (single 
point of entry for all guest agents) where such matters as authentication, access 
control, accounting, fault-tolerance etc are dealt with by the tac.firewall agent. The 
tac^firewall agent logs the briefcase to a disk and hands over the processing of the 
guest agent to tac.exec agent. The tac.exec agent sets up the environment for the 
guest agent, the place for execution. The tac^exec agent now activates the original 
agent specified in the meet which takes over the execution of the guest agent.
2.6.3 T he T elescript A gent S ystem
General Magic’s Telescript technology [White 1994a, W hite 1994b, W hite 1996], a 
commercial implementation of the mobile agent concept allows autom atic as well as 
interactive access to a network of computers. The commercial focus of Telescript
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technology is the electronic marketplace, a public network tha t will let providers and 
consumers of goods and services find one another and transact business electronically.
Telescript technology implements the following principle concepts: places, agents, 
travel, meetings, connections, authorities and permits. Telescript technology models 
a network of computers as a collection of places. A place or electronic marketplace 
functions as a shopping center offering services such as theater ticketing, flower shop, 
directory inquiries etc to the mobile agents. Servers and user’s computers on the net­
work provide the place. Telescript technology models a communication application as 
a collection of agents. Each agent occupies a place, can move from place to  place and 
their procedures are performed concurrently. Each place is occupied by a permanent 
resident agent tha t provides its services to any visiting agent. Telescript technology 
lets an agent travel from place to place, travel lets an agent obtain services offered 
remotely and to return to is starting place, what is unusual is moving programs while 
they run, rather than before. A conventional program, written for example in G or 
C++, cannot be moved under these conditions because neither its procedure nor its 
state is portable. An agent can move from place to place throughout the performance 
of its procedure because the procedure is written in a language designed to permit its 
movement. The Telescript language in which the agents are programmed lets a com­
puter package an agent -  its procedure and state -  so that it can be transported to 
another computer [White 1996]. To travel from one place to another an agent ex­
ecutes the go instruction. The instruction requires a ticket, data th a t specifies the 
agent’s destination and other terms of the trip. When the go instruction succeeds, the 
next instruction is executed at its destination. Agents execute a meet instruction to 
meet with other agents co-located in the same place, for example, a consumer agent 
might meet with a producer agent. Meetings motivates agents to travel to. meet other 
agents. The meet instruction has a petition, data that specifies the agent to be met 
and other terms of the meeting. A connection lets agents in different computers com­
municate. To make a connection to a distant agent, an agent executes the Telescript 
language’s connect instruction. The instruction requires a target and other data  tha t 
specify the distant agent, the place where the agent resides, and other terms of con­
nection. The authorities of an agent or place in the electronic world is the individual 
or organization in the physical world th a t it represents. Telescript technology verifies 
the authority of an agent whenever it travels from one region of the network to an­
other. A region is a collection of places provided by computers tha t are all operated 
by the same authority. To determine an agent’s or place authority, an agent or place 
executes the Telescript language’s name instruction. The result of the instruction is 
a telename, data tha t denote the entity’s identity as well as its authority. Identities 
distinguishes agents or places of the same authority. Telescript technology lets the 
authority limit what agents can do by assigning permits to them. A perm it is data
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tha t grants capabilities.
Telescript technology implements the concepts mentioned above. It has three 
major components: the language in which the agents and places (or their "facades” ) 
are programmed; an engine, or interpreter, for that language; and communication 
protocols tha t let engines in different computers exchange agents in fulfillment of the 
go instruction.
2.7 Conclusion
Prom the information gathered in this chapter I can be draw the following conclusions
1. The characteristics of a process in WAVE or process flow i.e a process is a self 
contained entity carrying with it its state, closely associates WAVE and process 
flow with objects in OOP paradigms.
2. WAVE and process flow is closely related to Actors than to NETL, THISTLE 
or connection machine implementations. Though Actors differ from WAVE or 
process flow in the ability of WAVE or process flow to pass a whole process as 
compared to just passing a message in Actors. Nevertheless, it could be argued 
tha t a process in WAVE or process flow is similar to a message in Actors. The 
difference between Actors, and WAVE or process flow could be narrowed down 
to the implementation method. Thus, one could state tha t ’’WAVE or process 
flow is an implementation of an Actor system” , and such a statem ent would not 
be far from the tru th .
3. The HYDRA, Telescript, TACOMA, and WAVE implementations begin execu­
tion by starting an interpreter running at each host, the interpreter then, awaits 
the next instructions to be executed. However, tha t is as far the similarities 
between them goes.
4. One marked difference between HYDRA and Telescript, TACOMA or WAVE is 
the fact that HYDRA is based on compiled code while the Telescript, TACOMA 
or WAVE are all based on interpreted language.
5. Carrying code to be executed a t the reached address in the network in inter­
preted systems results in redundant code in the network, especially when the 
agent executes only part of the code. In the interpreted systems, every time an 
agent traverses the network (for example, wave program code in section 2.6.1), 
it carries the remaining code to be executed at the reached node though, the
27
code might not be required at the reached node. This results in a waste of 
communication resources in the network.
Compiled code based systems on the other hand, have the advantage over the in­
terpreted based systems due the fact tha t the program in compiled code based 
systems is only carried once in the network during the system initialiasation 
phase. Thus, consuming less communication resources in the network.
6. HYDRA implementation has a small and compact agent, which is due to the fact 
tha t the agent carries the instruction pointer (IP) pointing at the instruction 
to be executed a t the reached node. Telescript, WAVE and TACOMA agents 
carries the code to be executed at the reached node. Telescript, WAVE and 
TACOMA implementations in interpreted language implies tha t the agent is 
composed as a string of characters, which are executed or interpreted starting 
with the head of the string. For a large task, the Telescript, WAVE or TACOMA 
agent can be quite appreciable in size, consuming large network resources. 
HYDRA agent, due to its small size has the following advantages over Telescript, 
WAVE or TACOMA agents.
(a) Faster propagation of agent in the network.
(b) Propagating the agent in the network consumes less network resources.
I would like to point out tha t due to the difficulties of obtaining the performance 
test results from the implementors of Telescript, WAVE or TACOMA systems, 
I am unable to give a comparison of performance characteristics of the systems. 
The advantages mentioned above are therefore based on observation made on 
how each individual system has been implemented. And, on the fact th a t shorter 
messages generally take shorter time to transmit, and consumes less network 
resources (it is assumed that there is no other impediment such as a broken 
connection to the message transmission on the network) as compared to larger 
messages. Larger messages take long to transmit because at times the message 
have to be chopped into several packets before sending. Additional costs is 
incurred at the receiving end when the message is reassembled before delivery 
to the destination.
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Chapter 3
COMPUTER ARCHITECTURE
The Parallel and Distributed Swarm computer architecture (HYDRA) has been de­
signed to fit within the existing computer architectures. HYDRA has been specifically 
designed for agent processing in a distributed environment. This contrasts with the 
Swarm’s single host environment. Before going into the details of the HYDRA com­
puter architecture and how it relates to Swarm computer architecture and the general 
computer architectures, it would suffice to explore the term computer architecture.
The term computer architecture has been given various definitions by different 
authors in an attem pt to simplify the understanding of the computer system. In this 
chapter the definition of computer architecture as given by the different authors is 
reviewed and a general meaning of the term  computer architecture is derived. This is 
followed by a review of parallel computer architectures. The last topic in the chapter 
explains how HYDRA, and Swarm fit within the existing computer architectures.
3.1 General C om puter A rchitecture
A computer is not only a tool used to perform a task, but a tool used to perform 
a task much faster and more efficiently, tha t is to provide an improvement in the 
time taken to execute a task. The characteristics of the computer to be used varies 
depending on the nature of the task to be performed. For example, if the task is of 
a general nature then, one may use a general-purpose computer, however, if the task 
is of special nature then, one may have to purposely design a computer for the task. 
For example, Artificial Intelligence applications require purposely designed computers 
tha t suit AI operations.
The first issue of concern to the designer of a compter is therefore the nature of the task
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to be performed. Once the nature of task has been defined then, how to execute the 
task is the next issue to be considered, i.e ways and means of designing a solution to 
the task. Again, using AI application areas as an example, one of the operations quite 
often encounted in AI is pattern matching, thus, if one was designing a computer for 
AI applications then, it is fundamental tha t pattern matching operations be supported 
by the final product.
The last but not the least issue to be considered is whether the proposed design can 
be implemented using the currently available technology. It is worth noting here that 
a microprocessor on a single chip was only made possible in the early 70s when the 
available technology made it possible to fabricate several thousands of transistors on 
a single chip. Being aware of the currently available technology is very crucial in the 
design of any computer, since proposing a computer whose fabrication would demand 
technology beyond tha t which is currently available, is a sure way of delaying or killing 
the project. The Difference engine and the Analytical engine of Charles Babbage are 
good example of designs requiring implementation technologies beyond the available 
technologies a t tha t time [Hayes 1978].
Below are qoutations from several authors giving what they understand by the 
term  computer architecture.
“What is an architecture? In computer systems, an architecture is a specification, 
an interface. An architecture should be designed for a long life span and should connect 
system components maintained by different organizations. Often an architecture is 
part of a product definition and defines characteristics on which purchasers of that 
product rely. Architecture has further reaching effects on system characteristics and 
performance.
A computer system typically contains many levels and types of architectures. Three 
architectures defined for Symbolics computers are:
S y stem  a rc h ite c tu re  - defines how the system appears to the end user and ap­
plication programmers, including the characteristics of the language, user interface 
and operating system. System architecture defines the product that people use; the 
other levels of architecture define the mechanism underneath that implements it. Sys­
tem architecture is implemented by software; hardware only sets the bounds on what 
is possible. System architecture defines the motivation for the design choices at the 
other levels of architecture.
In s tru c tio n  a rc h ite c tu re  - defines the instruction set for the machine, the types 
of data that can be manipulated by those instructions and the environment in which 
the instructions operate, for example, subroutine calling discipline, virtual memory
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management, interrupt and exception traps etc. This is an interface between the 
compilers and hardware. Symbolics ’ phylosophy is that different levels of architecture 
should be free to change independently to satisfy different goals and constraints. User’s 
see only the system architecture, leaving the lower levels, such as the instruction 
architecture, free to change to utilize available technology, maximize performance, or 
minimize cost.
P ro ce sso r a rc h ite c tu re  - defines the overall structure of the implementation of 
the instruction architecture. This is an interface between firmware and hardware, and 
is also an interface between the parts of the processor hardware.
Three processor architectures are used in three representative Symbolic models 
3600 family: 3640, 3675, and 3620. Since they all implement the same instruc­
tion architecture, there are substantial similarities among their processor architecture. 
They differ due to implementation in different technologies and choices of different 
cost/performance tradeoffs.
The main goals of each of these processor architectures is to implement the instruc­
tion architecture described earlier with the highest performance achievable within its 
particular cost budget” [Moon 1987].
“An architecture can be used to simply mean a program representation that can 
be interpreted. Thus, the IB M  system 370 is a computer architecture and a model 
138 is an implementation of that architecture. An architecture can exist without 
an implementation though it will be of little interest (except possibly to a computer 
archtitect)” [Flynn 1980].
“Some people have used the term computer architecture to refer only to instruction 
set design. They refer to the other aspects of computer design as “implementation, ” 
often insinuating that implementation is uninteresting or less challenging. However, 
the authors believe that the implementation part is also interesting. The term com­
puter architecture covers two aspects of computer design: Instruction set architecture 
and Implementation.
In s tru c t io n  se t a rc h ite c tu re  refers to the actual programmer-visible instruction 
set. The instruction set architecture serves as the boundary between the software and 
the hardware.
Im p le m e n ta tio n  of a machine has two components: o rg an iza tio n  and h a rd w are .
The term organization includes the high-level aspects of a computer’s design, such as 
the memory systems, the bus structure, and the internal CPU design. Hardware is 
used to refer to the specifics of a machine. This would include the detailed logic design 
and the packaging technology of the machine” [Hennessy 1990, Patterson 1994].
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“The study of computer architecture involves both hardware organization and pro­
gramming/software requirements, vis seen by assembly language programmer, com­
puter architecture is abstracted by its instruction set, which includes opcodes, address­
ing modes, registers, virtual memory etc. From the hardware implementation point 
of view, the abstract machine is organized with CPU’s, caches, buses, microcode, 
pipelines, physical memory etc. Therefore, the study of compter architecture covers 
both instruction set architecture and machine implementation” [Hwang 1993].
“Precisely what constitutes a computer architecture has been a point of some debate 
in computer science. The crux of the problem appears to be the complex, hierarchical 
nature of computers. They are, first of all complex. They are composed of a large 
number of parts that interact in a nontrivial way, and hierarchy is a necessary way 
of organizing such a complex system.
The term computer architecture may be used to refer to the logical and abstract proper­
ties of computers. These are properties that are of interest to the computer architect. 
First, are the fundamental characteristics of computers: their external observerable 
behavior, properties and capabilities that are of fundamental interest to a certain group 
of users. These users include in particular system programmers responsible for the 
construction of operating systems and compilers for a given computer, and application 
programmers involved in writing programs in the computer’s assembly language.
We may give complete shape to this notion as follows:
E X O A R C H IT E C T U R E  - of a computer’s architecture is the logical structure 
and functional capabilities of the hardware system as visible to the machine language 
programmer or compiler writer.
E N D O A R C H IT E C T U R E  - of a computer’s architecture consists of a specific­
ation of the functional capabilities of its physical components, the logical structure of 
their interconnections, the nature of the information flow between components, and 
the means whereby this flow of information is controlled.
M IC R O  A R C H IT E C T U R E  - of a computer’s architecture is the logical struc­
ture and functional capabilities of the hardware system as visible to the microporo- 
grammer” [Dasgupta 1989].
“The term computer architecture means different things to different people. Com­
puter architecture is a definition of a physical system (microcode and hardware) as 
seen by a machine-language programmer or a compiler writer. It is the definition of 
the conceptual structure and functional behavior of a processor as opposed to such 
factors as the processor’s underlying data flow and controls, logic design, and circuit
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technology.
Computer architecture can be classified into several architectural levels, however, 
the following distinct levels can be identified.
S y stem  a rc h ite c tu re  - the top level represents the determination of which data 
processing functions are to be provided by the system and which ones are the respons- 
ibilty of the outside world (e.g., end user applications, system operator, database 
administrator etc). The system probably presents itself to the outside world through 
two sets of interfaces: languages (e.g., terminal command language, programming 
languages, database description and manipulation languages, operator language, job- 
control language) and system applications (applications programs that are provided by 
the system developer, such as sorts, utilities, and information-retrieval programs).
S oftw are  a rc h ite c tu re  - this level consists of several sub-levels defined according 
to the functions they provide, such as the definition of end user languages, logical- 
resource management such as data base management, file management, virtual-storage 
management and teleprocessing-network management.
F irm w a re /h a rd w a re  a rc h ite c tu re  - this level represents the boundary between 
harware and software. It deals with the distribution of functions among parts of 
the physical system (e.g., the distribution of functions to the input/output processors 
versus the input/output controllers” [Myers 1978].
“The IB M  System/360 computer announced in 1964 identified three interfaces: ar­
chitecture, implementation and realization. They defined computer architecture as the 
attributes of a computer as seen by a machine language programmer. This definition 
includes the instruction set, instruction format, operation codes, addressing modes, 
and all registers and memory locations that may be directly manipulated or tested 
by a machine language program. Implementation is defined as the actual hardware 
structure, logic design, and data-path organization. Realization encompasses the logic 
technology, packaging, and interconnection” [Siewiorek 1982].
What then is a computer architecture? The term computer architecture has been 
used to mean a definition or an abstraction of the computer which allows us to clas­
sify the computer into different architectural levels according to their characteristic 
properties, behaviours and capabilities without having to provide details of how the 
different levels interact. P u t in another way, computer architecture is a definition or 
an abstraction of a physical system as seen by the user. The definition of a physical 
system (microcode and hardware) as seen by a machine language programmer or a
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compiler writer. It is the definition of conceptual structures and functional behavior 
of the computer [Myers 1978].
The evident trend from the authors qouted above is the definition of the term 
computer architecture by identifying the functions provided by the computer. Func­
tions identified as providing similar operations are grouped together, and these groups 
are then arranged in hierarchical levels. At the top of the hierarchy are the group of 
functions providing complex operations while the group of functions at the bottom  
of the hierarchy provide primitive operations. In other words, the complexity of the 
abstraction increases from the bottom to the top of the hierarchy.
The abstraction of the computer architecture into several architectural levels sim­
plifies the understanding of the complexities of the computer. Progression from a 
primitive level of hierarchy to the higher levels is accomplished by creating a series 
of abstractions [Siewiorek 1982]. Through an abstraction, one may describe a sys­
tem highlighting some properties while at the same time suppressing others, thus, 
each level contains only information relevant to explain its function, thus, suppress­
ing unnecessary details. In this way, a hierarchical level of abstraction is formed 
where the higher levels hide information about the lower levels, “the key thing to 
remember is that computers are designed as a series of levels, each one built on its 
predecessor. Each level represents a distinct abstraction, with different objects and 
operations present. By designing and analyizing computers in this fashion, we are 
temporarily able to suppress irrelevant detail and thus reduce a complex subject to 
something easier to understand” [Tanenbaum 1990].
Thus, the study and the design of computer architectures would include such tasks 
as instruction set design, functional organization and logic design [Hennessy 1990]. A 
computer architecture covers both instruction set architectures and machine imple­
mentation [Hwang 1993].
3.2 A rchitectural Levels
Different individuals have categorized computer architecture into several hierarchical 
architectural levels and called them by different names. From the architectural levels, 
three constituents parts of a computer architecture can be identified as follows: in­
struction set used by machine language programmers and compiler writers to write 
programs that can be understood by the computer, functional units such as memory 
systems, CPU design etc, used to build the computer, and the logic and circuit tech­
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nology used to implement the computer.
Both [Hennessy 1990, Dasgupta 1984] provide a general abstraction of computer ar­
chitectural levels tha t encompasses the three constituents parts of a computer, however, 
leaving out much details. Anyhow, this is not an attem pt to downplay the architec­
tural levels proposed by other authors, but just a m atter of preferences by the author 
of this document. Thus, computer architecture can be divided into two distinct 
levels: Instruction Set Architecture and Machine Implementation (organization and 
hardware).
Instruction Set Architecture refers to the actual programmer-visible instruction set 
(programs) th a t are interpreted by the CPU, and the data tha t is acted upon. The 
instruction set architecture serves as the boundary between software and hardware. 
The instruction set architecture level specifies the machine’s instruction interpreta­
tion cycle, instruction fetch, instruction decode, program counter update, operand 
address calculation, operand fetch and instruction execution. This level of architec­
ture has been called by different names such as system architecture [Myers 1978], 
the instruction set processor (ISP) level [Siewiorek 1982], the conventional machine 
level [Tanenbaum 1990], exo-architecture [Dasgupta 1984], the instruction architec­
ture [Moon 1987] and instruction set architecture [Hennessy 1990].
Machine Implementation refers to the mechanism of realizing the instruction 
set architecture in hardware. At this level of abstraction we emphasize the in­
ternal organization of a computer. The instruction set architecture is realized at 
this level by mechanisms implemented in hardware, firmware and their organization. 
Again this level of abstraction is called different names including processor architec­
ture [Moon 1987, Myers 1978], computer organization [Kayes 1978], endo-architecture 
[Dasgupta 1984] and organization [Hennessy 1990].
The abstraction of a computer architecture into different levels helps to separ­
ate machine implementation (hardware) issues from the instruction set architecture 
(software). This enables the machine implementation level to adapt to changes in 
technology so as to implement a cost effective machine to support the instruction set 
architecture.
Examples abound of machines constructed taking advantage of the abstraction in- 
the achitectural levels to implement computers differing at the machine implementa­
tion level but supporting the same instruction set architecture.
VAX-11/780 and VAX-11/785, both have similar instruction set architecture and 
nearly similar organization, but differ at the hardware level. VAX-11/785 imple­
mented using improved integrated circuit technology to support faster clock rates.
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Figure 3.1: Summary Flynn’s classification
VAX-11/780 and VAX 8600 have similar instruction set architecture but different 
organization.
The IBM system 360/370 are similar at the instruction set architecture but differ at 
the machine implementation level (e.g MOS memory in system 370 instead of core 
memory in system 360).
At machine implementation level the basic tradeoffs of cost/performance, speed/area, 
and concurrency/sequentiality are made. By incorporating techniques such as mul­
tiplicity of functional units and pipelining to provide concurrency and speed up re­
spectively.
Thus a t the implementation level we may exploit the changes in technology in the 
hardware and the organization to construct variants of the same machine for specific 
applications covering a wideband of cost/performance tradeoffs but supporting the 
same instruction set architecture.
3.3 Taxonom y of Com puter A rchitecture
Although several people have proposed alternative classification of computer archi­
tectures based on different parameters, none however, has been as widely used as 
Flynn’s classification [Flynn 1980]. Flynn’s classification Figure 3.1 is based on the 
number of instruction streams executed and the number of data  streams acted upon 
by the instruction.
Besides Flynn’s classification of computer architectures, many other possible clas­
sifications have been proposed based on execution stream (Kuck) [Almasi 1989], data 
and control mechanism (TVeleaven) [Almasi 1989], the constituents of the computer 
architecture (Shore and Handler) and word-slice or bit-slice (Feng) [Almasi 1989]. 
Flynn’s four basic classification of computer architecture Figure 3.2, are known as 
SISD, SIMD, MISD  and MIMD . Flynn’s classification is covered by [Hwang 1984, 
Hwang 1993, Clements 1989, Dasgupta 1989, Tanenbaum 1990, Wilkinson 1991] and 
many other books on computer architectures.
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(a )  S IS D  C o m p u te r
S M  S h o re d  M e m o r y  
IS  I n s tru c t io n  S t r e a m  
D S  D a ta  S tr e a m  
C U  C o n tro l  U n it  
P U  P ro c e s s in g  U n it  
M M  M e m o ry  M o d u le
( b )  S IM D  C o m p u te r  
D S
( c )  M I S D  C o m p u te r
( d )  M I M D  C o m p u te r
Figure 3.2: Flynn’s classification
SISD (Single Instruction Single Data Stream)
The SISD computer Figure 3.2(a) is an example of the conventional single pro- 
cesor system where single instructions are executed sequentally on single data stream. 
Although instructions execute sequentially, they may be pipelined in the execution 
stage to improve on the system performance.
SIMD (Single Instruction M ultiple Data Stream)
The SIMD computers Figure 3.2(b) are designed to execute instructions sequen­
tially on parallel data, the sequential instructions acts on distinct data streams. An 
example of an SIMD computer is an array computer which consists of several pro­
cessing elements operating on different parts of the same data but under one control 
unit.
M ISD (M ultiple Instruction Single Data Stream)
The MISD computer Figure 3.2(c) executes multiple instruction streams on single 
data  stream. The MISD computer consists of n distinct processing elements each 
receiving distinct instruction but acting on single data stream.
MIM D (M ultiple Instruction M ultiple Data Stream)
The MIMD architecture Figure 3.2(d) consists of distinct processing elements ex­
ecuting multiple instructions on multiple data streams. Most multiprocessor and
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Figure 3.3: Bell’s taxanomy of MIMD computer architecture
parallel processor architectures employ the MIMD classification. Depending on the 
degree of interaction among the processing elements, the MIMD can be further clas­
sified as tightly coupled and loosely coupled. Tightly coupled refers to higher degree 
of interaction, while loosely coupled refers to less degree of interaction among the 
processors.
3.4 Parallel C om puter A rchitecture
Parallel computer architecture provides an explicit high level framework for the de­
velopment of parallel programming solutions by providing multiple processors (simple 
or complex), tha t cooperate to solve problems through concurrent execution. Parallel 
computer architectures exists as either SIMD or MIMD configurations. The SIMD 
architectures tend to be more suitable for special purpose applications, while MIMD 
architectures are general purpose computers.
The MIMD computer architectures are characterized by multiple control units and 
multiple processing elements. The MIMD architectures are divided into two categor­
ies: shared-memory computers and distributed memory multicomputers [Bell 1992]. 
Bell’s classification Figure 3.3 provides a taxonomy of MIMD computer architectures.
The characteristics of agents autonomously executing in a distributed network 
suitably maps the agents computer architecture to the elasssification of distributed- 
memory multicomputer architectures.
Distributed memory 
multiprocessors 
(scalable)
Multi processore 
single Address Space 
Shared Memory 
Computation
Multicomputcrs 
Multiple address space 
Message-Passing 
Computation
38
3.4.1 D istributed-M em ory M ulticom puter architecture
Distributed-memory multicomputer architecture consists of multiple computers in­
terconnected by message-passing network. Each node consists of a processor, local 
memory and I/O  peripherals. Distributed-memory multicomputer architecture al­
ternatively known as distributed computer architectures are characterised as a set 
of autonomous computers th a t operate autonomously, connected by an interconnec­
tion network and communicate by message-passing. The geographical distribution 
of computers may vary from LANs to WANs. The internet is a good example of 
distributed computer systems. The computers in a distributed system may or may 
not co-operate in the execution of a single task, each computer in the system may 
execute distinct task and only communicate with the other computers in the system 
to exchange data. However, there is always a shared resource such as file server or 
print server which is shared and accessible by all computers in the system. The ma­
jor drive for distributed computer systems is a shared resource, the resource may be 
distributed among several computers, but the locality or accessibility of the resource 
should be transparent to the user. To the user, the resource is located in the user 
machine i.e locality of reference.
The system used by travel agents to book tickets and seat reservation on different 
flights is an example of a distributed computer system. Each travel agent has a ter­
minal through which he/she can access and modify a common shared database of 
flight information of different airlines.
3.5 Characteristics of D istributed C om puter Sys­
tem
A distributed computer system can best be described in six key characteristics [Coulouris 1994], 
they are resource sharing, openness, concurrency, scalability, fault tolerance and trans­
parency.
3.5.1 R esource sharing
The shared resource may range from hardware components such as disks and printers 
to software-defined entities such as files, databases etc. Resource sharing enables the 
resources of the computer which for economics of scale cannot be replicated on every 
host to be shared in a multi-user environment.
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3.5 .2  O p  enness
The openness characteristic determines whether the system can be extended in various 
ways by either adding hardware or software components. The openness of a distrib­
uted system is determined primarily by the degree to which new resource-sharing 
services can be added without disruption to or duplication of the existing services.
3.5 .3  C oncurrency
Concurrency is exhibited when several processes are executed at the same time (con­
currently). This may be achieved by interleaving the execution of each process in the 
case of a single processor system or by execution of N processes simultaneously (in 
parallel) in a system with N processors. A distributed system consisting of several 
computers connected together by an interconnection network therefore provides the 
possibility of executing several processes in parallel.
3.5 .4  Scalability
Distributed systems operate effectively and efficiently at many different scales. The 
smallest practicable distributed system probably consists of two workstations and a 
file server, whereas a distributed system constructed around a local area network may 
contain several hundreds of workstations and many file servers, print servers and other 
special-purpose servers. Several local area networks are often connected together to 
form an internetwork containing many thousands of workstations and servers. The 
Internet is an example of such a distributed system enabling resources to be shared 
among computers connected to the Internet. Scalability enables a distributed system 
to grow and expand as the demand (more users, services) grows.
3.5.5 Fault to lerance
The design of fault tolerance computer system is based on two approaches both of 
which must be deployed to handle each fault.
h a rd w a re  red u n d an cy : the use of redundant components; 
so ftw are  recovery : the design of programs to recover from faults.
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Hardware redundancy is achieved by providing two computers for a single application, 
one of them acting as a stand-by for the other. Software recovery involves the design 
of software so that the state of permanent data can be recovered or “rolled back” 
when a fault is detected.
3.5.6 Transparency
Transparency is defined as the concealment from the user and application program­
mer of the separation of components in a distributed system, so th a t the system is 
perceived as a whole rather than as a collection of independent components.
The separation of components is an inherent property of distributed system. Its 
consequences include the need for communication and for explicit system management 
and intergration techinques [Coulouris 1994]. Separation allows the trully parallel ex­
ecution of programs, the containment of component faults and recovery from faults 
without disruption of the whole system, the use of isolation and control of commu­
nication channels as a method for enforcing security and protection policies, and the 
incremental growth or contraction of the system through addition or subtraction of 
components.
The ANSA (Advanced Network System Architecture) Reference Manual [ANSA 1989] 
and the International Standards Organization’s Reference Model for Open Distributed 
Processing (RM-ODP) [ISO 1992] identify eight forms of transparency as follows:
Access transparency enables local and remote information objects to be accessed 
using identical operations.
Location transparency enables information objects to be accessed without know­
ledge of their location. In a true distributed system, users should not be able 
to tell where hardware and software resources such as CPUs, printers, files and 
data bases are located.
Concurrency transparency enables several processes to operate concurrently on 
shared data without interference between them. One mechanism for achieving 
this form of transparency would be for the system to lock a resource autom atic­
ally once someone had started to use it, unlocking it only when the access was 
finished.
Replication transparency enables multiple instances of information objects to be 
used to increase reliability and performance without knowledge of the replicas
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Figure 3.4: Intergrated model of a distributed computer system
by users or application programs.
Failure transparency enables concealment of faults, allowing users and application 
programs to complete their tasks despite the failure of hardware or software 
components.
M igration transparency allows the movement of information objects within a sys­
tem without affecting the operation of users or application programs.
Performance transparency allows the system to be configured to improve the 
performance as loads vary.
Scaling transparency allows the system and applications to expand in scale without 
change to the system structure or application algorithms.
Different architectural models of distributed computer systems have been implemen­
ted, Figure 3.4 is one such implementation. The integrated model brings several 
advantages of distributed computer systems to heterogeneous networks containing 
single-user and multi-user computers. Each model of computer is provided with ap­
propriate software to enable it perform the role of a server and tha t of application 
processor.
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3.5 .7  T yp es o f C om puter N etw orks
Computer networks can be divided into three groups: local area networks, wide area 
networks and metropolitan area networks.
1. Local Area Networks (LANs)
LANs carry messages at relatively high speeds between any two computers 
connected by a communication medium, such as fibre-optic or coaxial cable 
th a t traverse a single building or campus. No routing of messages is required 
since the medium provides direct connections between all the computers on the 
network. LANs generally are characterised by three features:
(a) A diameter of not more than a few kilometers.
(b) A total data  rate of at least 10Mbps.
(c) Complete ownership by a single organization
The physical local area networks Figure 3.5 are structured either as buses Fig­
ure 3.5(a) or rings Figure 3.5(b) with dedicated communication circuits. Mes­
sages are transm itted directly from the source computer to the destination com­
puter without storage or processing. There are no Packet Switching Exchanges 
(PSEs) or Interface Message Processor (IMPs) in local area networks instead, 
hosts on LAN are collectively responsible for the management of traffic on the 
network using special-purpose hardware interfaces to transm it and receive the 
data  on the network circuits. The mode of operation is based on broadcast com­
munication rather than store and forward mode used in wide area networks. 
Each packet is transm itted to all the computers in the network and each com­
puter is responsible for identifying and receiving the packets tha t are addressed 
to it.
W ith all broadcast-mode communication, the network is a shared channel, and 
only one sender at a time can use it to transmit data. This leads to conflicts 
between senders th a t must be resolved within the network hardware and soft­
ware (network access protocols).
The host computers are connected directly to a communication channel by 
relatively simple interface hardware. The interface hardware and network driver 
software in each host can send and receive data at high speeds with low error 
rates and without switching delays, thus implementing the physical layer, the 
datalink layer and the network layer with a single protocol.
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(a) Sim ple bus topology
(b) Ring topology
Figure 3.5: Local area network topologies
2. W ide Area Networks (W ANs)
WANs carry messages at lower speeds between computers th a t are separated by 
large distances. The computers (hosts) interconnected by a wide area network 
may be located in different cities, countries or continents. The communication 
medium is a set of communication circuits linking a set of dedicated computers 
called packet switches tha t manage the network. The host computers are con­
nected to the network through the packet switches and the messages or packets 
are routed to their destination by the packet switches. The routing operations 
introduce a delay at each point in the route, and the to tal transmission time 
for a message depends on the route tha t it follows. Typical latencies are in the 
range of 0.1 — 0.5 seconds, and data  transfer rates of between 20 — 500 Kbits 
per second.
The emergence of ISDN and B-ISDN telecommuncation networks are expected 
to have a major contribution on wide area networks. W ith B-ISDN telecommu­
nication networks, data  transfer rates of 150Mbits per second can be achieved. 
Higher data rates may be achieved by adopting ATM (Asynchronous Trans­
fer Mode) switching techniques. ATM networks offer data transfer rates up to 
600Mbits per second.
A Wide Area Network consists of a collection of communications channels link­
ing special-purpose computers known as packet switches or Packet Switching 
Exchanges (PSEs), also known as Interface Messages Processor (IMPs). A 
PSE or IMP located at each node in the network Figure 3.6, are dedicated to 
data communication, send and receive packets of data through the network.
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Hosts
Figure 3.6: Wide area network
The PSEs operate in store-and-forward communication mode forwarding pack­
ets from one PSE to another PSE along a route from the sender to the receiver. 
PSEs are responsible for defining the route from the sender to the receiver.
3. M etropolitan Area Networks (M ANs)
MANs are based on the fibre-optics cabling of towns and cities for the transmis­
sion of video, voice and other data over distances of up to 50 kilometers. Their 
data transfer rates are similar to B-ISDN networks and they are likely to use 
ATM switching techniques. Message routing and other delays are much shorter 
than for wide area networks. MAN networks meet the needs similar to those 
currently met by local area networks while spanning greater distances.
3.5.8 Internetw orks
A key characteristic of distributed systems is their extensibility, which leads to dis­
tributed systems containing more computers than can be connected to a single local 
area network. The requirement for openness in distributed systems also implies a 
need to integrate computer networks supplied by different vendors and based on dif­
ferent networking standards. To meet these needs, networks are linked together to 
form internetworks.
Internetworks Figure 3.7 are implemented by linking component networks with dedic­
ated packet routing computers called routers or by general-purpose computers called 
gateways, and adding protocols tha t support the addressing and transmission of data 
throughout the internetwork. The resulting internetwork can be thought of as a 
virtual network constructed by overlaying a set of internetwork protocols over a com­
munication medium tha t consists of the underlaying networks, routers and gateways.
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T o k e n  rin g
Figure 3.7: A typical campus internetwork
A router is used to link two or more networks, which may be of different types. 
Routers pass packets from one network to another, using a strategy tha t enables mes­
sages to reach their correct destinations anywhere in the internetwork. To make this 
possible, routers must hold tables describing part of the structure of the internetwork 
beyond the networks to which they are directly connected. Their method of operat- 
rion is based on the use of routing tables in a manner analogous to tha t of the PSEs 
used in wide area networks. Gateways have a similar function to routers, but since 
they are normally used to link only two networks their routing tables are simpler and 
the workload involved in acting as a gateway is small enough to permit the computers 
to act as a host for other work.
The Internet is a particular instance of a wide area network; it is a single world­
wide collection of interconnected networks that share a uniform scheme for addressing 
host computers and a suite of agreed protocols.
3.6 Network Protocols
The term protocol is used to refer to a well known set of rules and formats used for 
communication between processes in order to perfom a given task. The definition of 
a protocol has two important parts:
1 . A specification of the sequence of messages that must be exchanged.
2. A specification of the format of the data in the message.
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A protocol is implemented by a pair of software modules located in the sending and 
receiving computers. For example, a transport protocol transm its messages of any 
length from a sending process to a receiving process. A process wishing to transm it 
a message to another process issues a call to a transport protocol module, passing 
it a message in the specified format. The transport software then concerns itself 
with the transmission of the message to its destination, subdividing it into packets 
of some specified size and format th a t can be transm itted to the destination via the 
network protocol - another lower-level protocol. The corresponding transport protocol 
in the receiving computer receives the packet and performs inverse transformation to 
regenerate the message before passing it to a receiving process.
3.6.1 A ddressing
The transport layer’s task is to provide a network-independent message transport 
service between pairs of network ports. Ports are software-definable destination points 
for communication within a host computer. The transport layer is responsible for 
delivering messages to transport addresses tha t are composed of the network address 
of a host computer and a port number.
In T C P /IP  networks there are typically several ports at each host computer with 
well-known numbers, each allocated to a given Internet service such as telnet or ftp  
and to UNIX service such as rlogin and rep. The well-known port number and service 
definitions are registered with central authority. To access a service at a given host, a 
request is sent to the relevant port at the host. The service then allocates a new port 
(with a private number) and sends the number of the new port to the client. Further 
requests to the service are then directed to the new port.
3.6 .2  T C P /IP  Internet
T C P /IP  (Transmission Control Protocol/Internet Protocol) protocols provide the 
rules for communication [Comer 1995]. They contain the details of message formats, 
describe how a computer responds when a message arrives, and specify how a com­
puter handles errors or other abnormal conditions. The T C P /IP  protocol stack con­
sists of three internetwork protocol layers:
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1. TCP (Transmission Control Protocol)
A reliable connection-oriented protocol, UDP (User Datagram Protocol), a con­
nectionless datagram protocol tha t does not guarantee delivery of transmission 
and IP (Internet Protocol), the underlying ‘network’ protocol of the Internet 
virtual network. T C P /IP  family of protocols provide two types of da ta  trans­
port service:
(a) Connection-oriented or Reliable Stream Transport Service
In which a ‘virtual connection’ is set up between a sending and a receiving 
process and is used for the transmission of a stream of data. The reliable 
stream transport service has capabilities for handling transmission errors, 
lost packets, or failures of intermediate switches along the path between 
sender and receiver.
The virtual connection on which connection-oriented service are based is a 
logical channel between a pair of communicating processes. It must be set 
before any data is transm itted and is closed when no longer needed. Once 
a connection has been openned, it can be used for transm itting a stream 
of data items to the receiving process.
(b) Connectionless or Connectionless Packet Delivery Service
In which individual messages, known as datagrams, are transm itted to spe­
cified destinations. Connectionless delivery is an abstraction of the service 
tha t most packet-switching networks offer. It means simply tha t a T C P /IP  
internet routes small messages from one machine to another based on ad­
dress information carried in the message. Datagrams are addressed to 
processes whereas the packets that are transm itted by the network layer 
are addressed only to host computers. Connectionless service routes each 
packet separately, does not guarantee reliable or in-order delivery of data­
grams. The transport layer has the task of detecting lost or out-of-order 
datagrams and to take remedial action.
The IP layer delivers packets or messages to a particular host computer in the 
Internet. The IP packets contain the IP addresses of the destination host as 
well the sending host. The destination host address is used by the protocol 
to deliver the packets to the destination host. The TCP and UDP protocols 
use port numbers or ports for addressing messages to processes within a host 
computer.
2. IP (Internet Protocol) Routing
The sender host uses destination host address in the IP address to route mes­
sages to destination host directly if both destination host and sender host are
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connected to the same network. However, if sender and destination host are 
in different networks then, the sender host routes the message to a gateway 
or router. As gateways and routers are connected to two or more networks, 
they have several Internet addresses, one for each network to which they are 
attached. When a message arrives at a gateway or router, the IP layer inspects 
the destination IP address and decides where to send it next.
3.7 Exam ples o f D istributed  System s
In this section I will provide a general overview of the following distributed systems 
case studies: Amoeba, Mach, Chorus, Clouds and DCE. However, this is not an a t­
tem pt to provide a comprehensive description of each system but just enough material 
on each system to enable a comparison between the systems and the HYDRA archi­
tecture th a t I plan to implement. Detailed descriptions of Amoeba, Mach, Chorus, 
Clouds and DCE can be found in the [Tanenbaum 1995, Coulouris 1994].
3.7.1 C ase S tudy 1: A m oeba
Amoeba originated at the Vrije Universiteit in Amsterdam, the Netherlands in 1981 as 
a research project in distributed and parallel computing [Tanenbaum 1995, Coulouris 1994].
The primary goal of the project was to build a transparent distributed operating 
system. To the average user, using Amoeba is like using a traditional timesharing 
system like UNIX. One logs in, edits and compiles programs, moves files around, and 
so on. The difference is tha t each of these actions makes use of multiple machines over 
the network. These include process servers, file servers, directory servers, compute 
servers, and other machines, but the user is not aware of any of this. At the terminal, 
it just looks like a timesharing system.
An im portant distinction between Amoeba and most distributed systems is tha t 
Amoeba has no concept of “home machine” , When a user logs in, it is to the system 
as a whole, not to a specific machine. Machines do not have owners. The initial shell, 
started upon login, runs on some arbitrary machine, but as commands are started 
up, in general they do not run on the same machine as the shell. Instead, the system 
automatically looks around for the most lightly loaded machine to run each new 
command on. During the course of a long terminal session, the processes tha t run on 
behalf of the user will be more-or-less uniformly spread over all the machines in the
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Processor
pool
Figure 3.8: The Amoeba system architecture
system, depending on the load, of course. In this respect, Amoeba is highly location 
transparent. In other words, all resources belong to the system as a whole and are 
managed by it. They are not dedicated to specific users, except for short periods of 
time to run individual processes.
1. The Am oeba System  Architecture
Amoeba was designed with two assumptions about the hardware in mind:
(a) Systems will have a very large number of CPUs.
(b) Each CPU will have tens of megabytes of memory.
Amoeba is based on the model shown in Figure 3.8. In this model, all the 
computing power is located in one or more processor pools. A processor pool 
consists of a substantial number of CPUs, each with its own local memory and 
network connection. Shared memory is not required, or even expected, but if 
it is present it could be used to optimize message passing by doing memory- 
to~memory copying instead of sending messages over the network. The CPUs 
in a pool can be of different architectures, for example, a mixture of 680x0, 
386, and SPARC machines. Amoeba has been designed to deal with multiple 
architectures and heterogeneos systems. It is even possible for the children of a 
single process to run on different architectures.
Pool processors are not “owned” by any one user. When a user types a com­
mand, the operating system dynamically chooses one or more processors on 
which to run that command. When the command completes, the processes are 
terminated and resources held go back into the pool, waiting for the next com­
mand, very likely from a different user. If there is a shortage of pool processors, 
individual processors are timeshared, with new processes being assigned to the 
most lightly loaded CPUs. The im portant point to note here is tha t this model 
is different from current systems in which each user has exactly one personal 
workstation for all his computing activities.
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It is through the terminal tha t the user accesses the system. A typical Amoeba 
terminal is an X terminal, with a large bit-mapped screen and a mouse. Al­
ternatively, a personal computer or workstation running X windows can also be 
used as a terminal. Although, Amoeba does not forbid running user program 
on the terminal, the idea behind this model is to give the users relatively cheap 
terminals and concentrate the computing cycles into a common pool where they 
can be used more efficiently.
Amoeba configuration consists of specialized servers, such as file servers, which 
for hardware or software reasons need to run on a separate processor. In some 
cases a server is able to run on a pool processor, being started as needed, but 
for performance reasons it is better to have it running all the time.
Servers provide services. A service is an abstract definition of what the server is 
prepared to do for its clients. This definition defines what the client can ask for 
and what the results will be, but does not specify how many servers are working 
together to provide the service. In this way, the system has a mechanism for 
providing fault-tolerant services by having multiple servers doing the work.
2. The Am oeba Microkernel
Amoeba consists of two basic pieces: a microkernel, which runs on every pro­
cessor and a collection of servers th a t provide most of the traditional function­
alities. The microkernel has four primary functions;
(a) Manage processes and threads.
(b) Provide low-level memory management support.
(c) Support communication.
(d) Handle low-level I/O .
Like most operating systems, Amoeba supports the concepts of a process. In ad­
dition, Amoeba also supports multiple threads of control within a single address 
space. A process with multiple threads has a single address space shared by all 
threads, each thread logically has its own registers, its own program counter, 
and its own stack. Threads can allocate and deallocate blocks of memory, called 
segments. These segments can be read and written, and can be mapped into 
and out of the address space of the process to which the calling threads belongs. 
A process must have atleast one segment, but it may also have many more of 
them.
Two forms of communication are provided: point-to-point communication and 
group communication.
Point-to-point communication is based on the model of a client sending a mes­
sage to the server, then blocking until the server has sent a reply back. This
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request/reply exchange is the basis on which almost everything else is built.
Group communication allows a message to be sent from one source to multiple 
destinations. Software protocols provide reliable, fault-tolerant group commu­
nication to user processes in the presence of lost messages and other errors.
For each I/O  device attached to a machine, there is a device driver in the kernel. 
The driver manages all I/O  for the device. Drivers are linked to the kernel and 
cannot be loaded dynamically.
Devices communicate with the rest of the file system by the standard request 
and reply messages. A process, such as a file server, th a t needs to communicate 
with the disk driver, sends it request messages and gets back replies. In general, 
the client does not have to know th a t it is talking to a driver. As far as it is 
concerned, it is just communicating with a thread somewhere.
3. The Amoeba Servers
Amoeba is based on the client server model. Clients are typically w ritten by 
users and servers are typically written by the system programmers. Central to 
the entire software design is the concept of an object, which is like an abstract 
data  type. Each object consists of some encapsulated data with certain oper­
ations defined on it. File objects have READ operation, for example, among 
others. Objects are managed by servers. When a process creates an object, the 
server tha t manages the object returns to the client a cryptographically pro­
tected capability for the object. To use the object later, the proper capability 
must be presented. All objects in the system, both hardware and software, are 
named, protected, and managed by capabilities. Among the objects supported 
this way are files, directories, memory segments, screen windows, processors, 
disks, and tape drives. This uniform interface to all objects provides generality 
and simplicity.
All the standard servers have stub procedures in the library. To use a server, 
a  client normally just calls the stub, which marshals the parameters, sends the 
message, and blocks until the reply comes back.
The most im portant server is the bullet server, which provides primitives to 
manage files, creating, reading, deleting, and so on. The files created are im­
mutable. Once created, a file cannot be modified, but it can be deleted.
Another im portant server is the directory server, which manages directories and 
path  names, and maps them onto capabilities. To read a file, a process asks 
the directory server to look up the path name. On a successful lookup, the 
directory server returns the capability for the file (or other object). Subsequent 
operations on the file do not use the directory server, but go straight to the file 
server. Splitting the file system into these two components increases flexibility
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and makes each one simpler, since it only has to manage one type of object 
(directories or files), not both.
Other standard servers are present for handling object replication, starting 
processes, monitoring servers for failures and communicating with the outside 
world. User servers perform a wide variety of application-specific tasks.
3.7 .2  C ase S tu d y  2: M ach
Mach is based on an earlier system called RIG (Rochester Intelligent Gateway), which 
was designed at the University of Rochester in 1975 [Ball 1976]. Its main goal was 
to demonstrate tha t operating systems could be structured in a modular way, as a 
collection of processes tha t communicate by message passing, including over a network 
[Tanenbaum 1995].
Based on RIG, a second operating system Accent was developed. Accent [Rashid 1981, 
Rashid 1985, Fitzgerald 1986] improved on RIG by adding protection, the ability to 
operate transparently over the network, 32-bit virtual-memory, and other features.
Accent was soon followed by a third operating system: Mach. Mach [Acetta 1986, 
Boykin 1993, Loepere 1991] was developed to provide direct compatibility with BSD 
UNIX. It was designed to provide advanced kernel facilities which would complement 
those of UNIX and allow a UNIX implementation to be spread across a network of 
multiprocessor and single-processor computers.
Mach Design Goals and chief design features:
1. M ultiprocessor operation
Mach was designed to execute on a shared memory multiprocessor, so tha t both 
kernel threads and user-mode threads could be executed by any processor. Mach 
provides a multi-threaded model of user processes, with execution environments 
called tasks. Threads are pre-emptively scheduled, whether they belong to the 
same task or to different tasks, to allow parallel execution on a shared memory 
multiprocessor.
2. Transparent extension to network operation
In order to allow for distributed programs tha t extend transparently between 
uniprocessors and multiprocessors across a network, Mach has adopted a location- 
independent communication model involving ports as destinations. The Mach
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kernel, however, is designed to be 100% unaware of networks. The Mach design 
relies totally on user-level network server process to ferry messages transparently 
across the network.
3. User-level servers
Mach supports an object-based model in which resources are managed either 
by the kernel or by user-level servers. The primary aim is for most UNIX 
facilities to be implemented at user-level, while providing binary compatibility 
with exisisting UNIX. W ith the exception of some kernel-managed resources, 
resources are accessed uniformly by message passing, however they are managed. 
To every resource, there corresponds a port managed by a server. The Mach 
Interface Generator (MIG) was developed to generate RPC stubs used to hide 
message-based access at the language level.
4. Operating system  em ulation
To support the binary-level emulation of UNIX and other operating systems, 
Mach allows for the transparent redirection of operating system calls to emu­
lation library calls and thence to user-level operating system servers. It also 
includes a facility tha t allows exceptions such as address space violations arising 
in application tasks to be handled by user-level operating servers.
5. Flexible virtual memory implementation
Much effort was put into providing virtual memory enhancements tha t would 
equip Mach for UNIX emulation and for supporting other subsystems. This 
included taking a flexible approach to the layout of a process’ address space, 
possibly containing many regions. Both messages and open files, for example, 
can appear as virtual memory regions. Regions can be private to a task, shared 
between tasks or copied from regions in other tasks. The design includes the use 
of memory mapping techniques, notably copy-on-write, to avoid copying data 
when, for example, messages are passed between tasks. Mach was designed to 
allow user-level servers to implement backing storage for virtual memory pages. 
Regions can be mapped to data  managed by external pages. Mapped data can 
reside in any generalized abstraction of a memory resource such as distributed 
shared memory, as well as in files.
6. Portability
Mach was designed to be portable to a variety of hardware platforms. For 
this reason, machine-independent code has been isolated as far as possible. 
In particular, the virtual memory code has been divided between machine- 
independent and machine-dependent parts.
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3.7 .3  C ase S tudy 3: C horus
Chorus began as a research project on distributed systems at the Institut National 
de Recherde en Informatique et Automatique (INRIA) in France in 1979. The goal 
of the project was to develop a message-based computational model for constructing 
a modular distributed operating system.
A Chorus system consists of uniprocessor or multiporocessor computers connected 
together by a network. The Chorus kernel is a microkernel aimed at supporting 
subsystems. A Chorus subsystem is a collection of servers which provide a binary 
emulation of an operating system (UNIX in particular), or which provide some other 
major service to applications, such as the run-time support for a language.
Design goals and chief design features:
Chorus has the following design goals in common with Mach:
1. Microkernel support for open system services, accessed by message passing.
2. Support for binary-level operating system emulation (in particular the emula­
tion of UNIX) and other operating systems.
3. Transparent extensibility of kernel facilities to network operation.
4. Flexible virtual memory implementation.
5. Portability (the Chorus kernel is written in C + +  and designed to be modular 
and split into machine-dependent and machine-independent parts).
6. Exploitation of shared memory multiprocessors.
Chorus also has the following goals and features:
1. Dynam ically loadable server
Chorus aims to achieve the same design degree of modularity and openness 
as does Mach. However, Chorus has not equated these goals with the use of 
user-level servers. Instead, Chorus supports dynamically laodable servers which 
execute either at the user-level or within the kernel address space.
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2. Enhancement of U N IX
The Chorus design anticipates tha t users of UNIX emulation might want to 
use enhanced facilities provided by the underlying kernel from within UNIX 
processes, such as multiple threads and the ability to create a new process a t a 
remote computer.
3. Support for server groups and server configuration
Chorus provides support for server groups in the form of group addressing modes 
for sending messages, including multicast. Port migration can be used to trans­
fer management of a resource or collection of rersources dynamically between 
servers, and is similar to the transfer of port receive rights in Mach.
4. D istributed memory multiprocessor operation
Chorus has been implemented on several distributed memory multiprocessors.
5. Real-tim e operation
The Chorus design aims to support real-time subsystems on the kernel. To this 
end, Chorus provides for flexible allocation of thread priorities and allows for 
customized thread scheduling policies; threads executing within the kernel can 
be scheduled pre-emptively.
3.7 .4  Case S tudy 4: C louds
Clouds [Dasgupta 1991] is an operating system for the support of distributed objects, 
developed at the Georgia Institute of Technology, US. Clouds microkernel, called Ra, 
has been designed to support a variety of distributed object programming models. 
Clouds incorporates a complete set of system-level facilities, including storage and 
input-output. It is based on an object-thread paradigm, which is a distributed op­
erating system version of the object-oriented programmimg paradigm. Objects are 
heavyweight, passive entities, each with its own address space th a t encapsulates code 
and data. Threads are activities that execute the methods within the objects, invok­
ing operations on further objects as they do.
Each Clouds object is represented by one persistent replica held at a server com­
puter, and possibly several volatile replicas a t computers where operations upon the 
objects are being executed. Distributed shared memory techniques are employed so 
th a t the memory inside a single object being shared at different computers is rendered 
consistent.
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Figure 3.9: The Clouds system architecture
In Mach, Chorus and Amoeba distributed operating systems, shared resources 
are managed by servers. These systems are object-based in the sense th a t clients can 
refer to all resources in a uniform manner.
Clouds distinguish itself from Amoeba, Mach and Chorus in its object-oriented 
style of invocations and the type of threads it supports.
Clouds does not support message passing, and though objects are akin to the execu­
tion environment found in process-based operating systems, objects are not associated 
with their own threads. Threads in Clouds are activities tha t can move from object 
to object and thus, from computer to computer.
Clouds system architecture Figure 3.9 consists of three classes of computer: work­
stations, data servers and compute servers.
W orkstations are used for interactions by the users, and these run UNIX operating 
system. UNIX provide a file service and user interaction service to the rest of 
the Clouds implementation.
D ata servers manage secondary storage for the code and data belonging to objects. 
D ata servers run the Ra kernel. No file service is presented to programmers 
in Clouds, which has no special file concept. Instead, all objects in Clouds 
are themselves persistent. Objects like files, outlive any threads tha t perform 
invocation upon them, until they are explicitly deleted.
C o m p u te  serv ers  are, taken together, functionally similar to the processor pool in 
Amoeba, although they need not be rack-based and can be entire computers. 
Clouds threads execute operations on objects at compute servers tha t are dy­
namically chosen on an invocation-by-invocation basis. The compute server
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computers are homogeneous, and do not need any secondary store. They run 
the Ra kernel.
D esign goals and chief design features:
1. Suport for object-thread com putational model
Clouds objects are abstractions of protected, passive storage, and threads are 
activity abstractions which exist independently of objects. Since Clouds ob­
jects are heavyweight (they include a virtual address space), it is envisaged tha t 
language run-time support software can implement many fine-grained objects 
(of size in the order of tens or hundreds of bytes) inside a single Clouds ob­
ject. These small objects language-specific semantics, may differ from the basic 
Clouds object model. The clustering of objects inside the host Clouds objects 
reduces the average object creation and deletion costs. Since some invocations 
in general will be between objects within the same Clouds object, clustering 
can also reduce the number of context switches consequent upon invocations.
2. Network-transparent object invocation
Direct access to the code or data within an object is prevented by memory 
management hardware. The only mechanism to access the state of an object is 
tha t of invocation. An invocation specifies a target object, the method to be 
called within it, and the input and output parameters. A thread making an 
invocation is blocked until the corresponding method has been executed and 
any result parameters sent back. All data transfer between objects occurs, from 
the programmer’s point of view, by invocation parameter passing, and not by 
message passing such as th a t provided by Amoeba and Mach. Invocation is 
network transparent, and a thread can execute an object invocation at any 
compute server - regardless of where the object is stored.
3. Persistent, single-level storage
To the programmer, there is only a single-level of storage instead of the usual 
primary/secondary storage hierarchy. Changes made to an object’s data are, 
with exceptions, automatically reflected in a version held on secondary store at 
a data server. This mechanism is akin to mapped files. Objects do not have 
to be explicitly saved, or marshalled to any special form (such as a sequence of 
bytes) in order to be stored. For an object operation to be executed, Clouds 
must fetch the objects code and data into a compute server’s primary memory.
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4. Sharing via objects
All sharing in Clouds takes place by performing invocations upon common ob­
jects - just as sharing occurs through files in other systems. Threads execut­
ing methods inside the same object share the object’s code and data. Clouds 
therefore provide low-level concurrency control mechanism such as semaphores. 
However, to complicate m atters further from implementation point of view, 
threads executing at separate computers can execute concurrently within the 
same object (this is transparent to the programmer). The threads access the 
same code and data at the same virtual address, even though the computers 
at which they execute do not share physical memory. Memory can indeed be 
logically shared between threads that execute at different computers without 
physical shared memory, through the abstraction of distributed shared memory.
5. Autom atic load balancing
Clouds enables a system-supported load balancing policy to be exercised whenever 
an invocation is made, to choose the compute server to execute the method on 
the target object. Alternatively, the programmer may specify locations for in­
vocation execution.
3.7 .5  Case S tu dy 5: D istrib u ted  C om puting Environm ent 
(D C E)
The primary goal of DCE is to provide a coherent, seamless environment tha t can 
serve as a platform for running distributed applications. Unlike Mach, Amoeba and 
Chorus, this environment is built on top of the existing operating systems, initially 
UNIX, but later it was ported to VMS, WINDOWS, and O S /2. The idea is tha t 
a customer can take a collection of existing machines, add the DCE software, and 
then be able to run distributed applications, all without disturbing existing (non­
distributed) applications.
The environment offered by DCE consists of a large number of tools and services, 
plus an infrastructure for them to operate in. The tools and services have been 
chosen so tha t they work together in an integrated way and make it easier to develop 
distributed applications. For example, DCE provides tools tha t make it easier to 
write applications tha t have high availability. As another example, DCE provides a 
mechanism for synchronizing clocks on different machines, to yield a global notion of 
time.
DCE runs on many different kinds of computers, operating systems and networks.
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The distributed system on which DGE application runs can be heterogeneous sys­
tem, consisting of computers from multiple vendors, each of which has its own local 
operating system. The layer of DCE software on top the operating system hides the 
differences, automatically doing conversions between data types when necessary.
As a consequence of all the above, DCE makes it easier to write applications in 
which multiple users at multiple sites work together, collaborating on some project 
by sharing hardware and software resources. Security is an im portant part of such 
arrangement thus, DCE provides extensive tools for authentication and protection.
The programming model underlying all of DCE is the client/server model. User 
processes act as clients to access remote services provided by server processes. Some 
of these services are part of DCE itself, but others belong to the applications written 
by application programmers.
DCE provides two facilities for distributed programming: threads and RPC (re­
mote proceedure call). The thread facility allows multiple threads and RPC to exist 
in the process at the same time. RPC is the basis for all communication in DCE. To 
access a service, the client does an RPC to a remote server process. The server car­
ries out the request and (optionally) sends back a reply. DCE handles the complete 
mechanism, including locating the server, binding to it and performing the call.
DCE Figure 3.10 represents an approximate idea of how various components of 
DCE fit together [Tanenbaum 1995]. At the lowest level is the computer hardware, 
on top of which the native operating system (with DCE additions) runs. To support a 
full-blown DCE server, the operating system must either be UNIX or another system 
with essentially the functionality of UNIX, including multiprogramming, local inter­
process communication, memory management, timers and security. To support only 
a DCE client, less functionality is required, and even MS-DOS is sufficient.
On top of the operating system is the DCE threads package. If the operating 
system has a suitable threads package itself, the DCE threads library just serves to 
convert the interface to the DCE standard. If there is no native threads package, 
DCE supplies a threads package tha t runs almost entirely in user space. Next comes 
the RPC package, which, like the threads code is a collection of library procedures. 
A portion of security is logically also in this layer, since it is required for performing 
authenticated RPC.
On top of the RPC layer comes the various DCE services. The standard services 
are the time, directory, and security, with the distributed file service on top of them
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D istr ib u te d  a p p lica tio n s
Time
service
File service
Directory Security
D CE  Remote Procedure Call 
and authentication
D C E  Threads
Host operating system and networking
Harware
Figure 3.10: Rough sketch of how the components of DCE fit together
The distributed, time service is needed because each machine in the system nor­
mally has its own clock, so the concept of what time it is, is more complicated than in 
a single system. The DCE time service keeps clocks synchronized in order to provide 
a global notion of time.
The directory service is used to keep track of the location of all resources in the 
system. These resources include machines, printers, servers, data, and much more, 
and they may be distributed geographically over the entire world. The directory 
service allows a process to ask for a resource and not have to be concerned about 
where it is, unless the process cares.
The security service allows resources of all kinds to be protected, so access can be 
restricted to authorized persons.
The distributed file service is a worldwide file service that provides a transparent 
way of accessing any file in the system in the same way. It can either be built on top 
of the hosts’ native file systems or be used instead of them.
At the top of the DCE chain are the distributed applications. These can use (or 
bypass) any of the DCE facilities and services. Simple applications may implicitly 
use RPC (via library, and without realizing it) and little else, whereas more complex 
applications may make explicit calls to all the services.
3.8 C om m unication and R outing
Communication and message routing forms a major part of every distributed sys­
tems without which distributed processing would be impossible to achieve. Processes
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executing in a distributed system need to communicate in order to pass messages 
(which may be data) to each other. D ata held at one process may be required by an­
other process in order to continue executing. The requesting process and the sending 
process must be provided with communication means of contacting each other and 
exchanging the data  between them.
Distributed systems use either connection-oriented or connectionless-oriented com­
munications protocols (section 3.6.2) to send and receive messages between processes 
executing in the system.
Distributed systems which range from LANs, MANs to WANs may be distributed 
over a wide geographical area thus, two processes situated at the extreme ends of 
the network needing to communicate with each other must be provided with a means 
of doing so. That is, a logical route must be established between the two processes 
through which messages can be exchanged. Message routing protocols implemented 
in distributed systems ensures that an appropriate route between any communicating 
processes is chosen based on cost, bandwidth, latency etc.
3.8 .1  C om m unication
Each of the distributed system case studies have adopted various or different forms 
of communications and message routing strategies.
1. Amoeba
Amoeba supports two forms of commuincations: RPC, using point-to-point 
message passing, and group communication. An RPC protocol consists of a 
request message followed by a reply message. Point-to-point communication in 
Amoeba consists of a client sending a message to a server followed by the server 
sending a reply back to the client. The RPC primitive tha t sends the request 
automatically blocks the caller until the reply comes back, thus forcing a certain 
amount of synchronism.
Group communication uses broadcast or multicast protocols. “A group in 
Amoeba consists of one or more processes that are cooperating to carry out 
some task or provide some service. Processes can be members of several groups 
at the same time. The usual way for a client to access a service provided by a 
group is to do an RPC with one of its members. That member then uses group 
communication within the group, i f  necessary, to determine who will do what”.
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2. Mach
Mach supports asynchronous message passing, RPC, byte streams, and other 
forms as well. Mach’s communication mechanism is divided into local case (one 
node) and remote case (distributed system).
The basis of all communication in Mach is a kernel data called a port. A port 
is essentially a protected mailbox. When a thread in one process wants to 
communicate with a thread in another process, the sending thread writes the 
message to the port and the receiving thread takes it out. Each port is protected 
to ensure th a t only authorised process can send to it and receive from it.
Ports supports unidirectional communication like pipes in UNIX. A port that 
can be used to send a request from a client to a server cannot also be used to 
send the reply back from the sever to the client. A second port is needed for 
the reply.
Communication over the network is handled by user-level servers called network 
message servers. Every machine in a Mach distributed system runs a network 
message server. The network message servers work together to handle inter­
machine messages. In Mach operating system, ‘when a message is sent to a 
port which the kernel detects is not localthe message is passed to the network 
server process. This process is responsible for locating the remote port and map­
ping the communication to i t”. A network message server is a multithreaded 
process tha t performs a variety of functions. These include interface with local 
threads, forwarding messages over the network, translating data types from one 
machine’s representation to another’s, managing capabilities in a secure way, 
doing remote notification, providing a simple network-wide name lookup ser­
vice, and handling authentication of other network message servers. Network 
message servers can speak a variety of protocols, depending on the network to 
which they are attached.
3. Chorus
The basic communication paradigm in Chorus is message passing. When a mes­
sage is sent to a thread on a different machine, it is always copied. However, 
when it is sent to a thread on the same machine, there is a choice between 
actually copying and just mapping it into the receivers database space. 
Another form of communication is minimessage which is only used between ker­
nel processes for short synchronous messages typically to signal the occurrence 
of an interrupt. The minimessages are sent to special low-overhead miniports. 
Messages are addressed to ports, each of which contains storage for a certain 
amount of messages. When a port is created, both a unique identifier and a local 
identifier are returned to the caller. The former can be sent to other processes 
so they can send messages to the port. The latter is used within the process to
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reference the port directly. Only threads in the process currently holding the 
port can read from the port (ports can migrate).
Chorus provides a way to collect several ports together in a port group. To do 
so, a process first creates an empty port group and gets back a capability for 
it. Using this capabilty, it can add ports to the group, and later it can use the 
capability to delete ports from the group. A port may be present in multiple 
port groups.
Groups are commonly used to provide reconfigurable services. Initially some 
set of servers belongs to the group which provide some service. Clients can send 
messages to the group without having to know which servers are available to 
do the work. Later new servers can join the group and old ones can leave the 
group without disrupting the services, and without the clients even being aware 
tha t the system has been reconfigured.
Chorus provides asynchronous send and RPC communication mechanism. Asyn­
chronous send allows a thread simply to send a message to a port.
When a process performs an RPC operation, it is blocked automatically un­
til either the reply comes back or the RPC timer expires. The message tha t 
unblocks the sender is guaranteed to be the response to the request.
It is possible to send a message to a port group, and various options are available 
for doing so. The options for sending messages are:
(a) Sends to all ports in the group.
(b) Sends to only one port, but lets the system choose which one.
(c) Sends to a port on a specific site.
(d) Sends to any port not on the specified site.
4. DCE
DCE is based on the client/server model. Clients request services by making 
remote procedure calls to distant servers. The RPC system makes it possible 
for clients to access a remote service by simply calling a local procedure. The 
RPC system hides all the details from the client and the server as well. The 
RPC system can automatically locate the correct server and bind to it, without 
the client having to be aware th a t this is occurring. It can also handle message 
transport in both directions, fragmenting and reassembling them as needed. The 
RPC system can automatically handle data type conversions' between clients 
and server, even if they run on different architectures and have different byte 
ordering.
As a consequence of the RPC system’s ability to hide details, clients and servers 
are higly independent of one another. A client can be written in C and a server
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in FORTRAN, or vice versa. A client and server can run on different hardware 
platforms and use different operating systems.
3.8 .2  M essage routing
Before any two processes in a distributed system can communicate, a route has to be 
established between them through which they can communicate. The choice of the 
route is based on appropriate routing algorithms.
‘The routing algorithm is that part of the network layer software responsible for 
deciding which line an incoming packet should be transmitted on” ([Tanenbaum 1989]).
Routing algorithms can be grouped into two major classes: non-adaptive and ad­
aptive, Non-adaptive algorithms do not base their routing decisions on measurements 
or estimates of traffic flow and topology. The choice of the route to use to get from 
i to j (for all i and j) is computed in advance and down-loaded to the network. This 
routing procedure is sometimes known as Static routing.
Adaptive routing algorithms, on the other hand, attempts to change their routing 
decisions to reflect changes in topology and the current traffic. Three different famil­
ies of adaptive routing algorithms exists: differing in the information they use. The 
global algorithms use information collected from the entire subnet in an attem pt to 
make optimal decisions. This approach is called centralized routing. The local al­
gorithms run separately on each host and only use information available there. These 
are known as isolated algorithms. Finally, the third class of algorithms uses a mixture 
of global and local information. They are called distributed algorithms.
Examples of known routing algorithms are:
Static routing The routing algorithm once computed and implemented does not 
change.
Point-to-point Hosts on the network have direct connection to every other host on 
the network thus, direct routing algorithm can be implemented.
D istributed routing Every host on the network maintains a routing table indexed 
by and containing one entry for every other host it is directly connected to. 
The entry consists of two parts: the preferred outgoing line to use for tha t 
destination and some estimate of the time or distance to the destination. The 
metric used might be number of hops, estimated time delay in milliseconds, 
estimated total number of messages queued along the path etc.
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Hierarchical routing The hosts on the network are divided into regions, with each 
host knowing all the details about how to route a messages to destinations 
within its own region, but knowing nothing about the internal structure of 
other regions. W ithin each region is a gateway host which handles routing to 
destinations external to the region. Any message routing within the region 
can be routed using point-to-point routing algorithm, while messages crossing 
region boundaries are handled by the gateway hosts.
M ulticast routing The gateway hosts like the other hosts on the network only 
knows the hosts they are directly connected to. For the gateway host to send 
a message to a host on another region, it must pass the message through the 
gateway host for tha t region.
3.9 Conclussion
The term  computer architecture has been given different meanings or understand­
ings by the authors qouted in section 3.0. However, it is evident that a computer 
architecture can be categorised into several levels in order to simplify its complexity, 
and to make it easy to understand. For example, a computer architecture can be 
described a t the system level (the user’s perception of a computer architecture and 
its capabilities), instruction level (the instructions for manipulating the architecture, 
and the data types tha t are processed) and implementation level (organization and 
hardware). Errico [Errico 1996] defined Swarm computer architecture both at the 
system and instruction level.
I utilised the Swarm architecture as the building block to implement the HYDRA 
computer prototype, however, I modified the Routing Module in the Swarm architec­
ture, added the Communication Router, and re-designed the Access Point. HYDRA 
and Swarm execute the same intructions1, thus, HYDRA is consequently defined at 
both the system and the instruction level just like Swarm.
The HYDRA computer architecture presents itself to the user in two ways:
1. The distributed environment consisting of a collection of hosts on which the 
user can simulate agent-based processing.
T his is m y m ajor contribution  to  th e  d istrib uted  agent- 
based processing field. T his is represented  by th e  H Y -
1 Processing Module, the execution engine in Swarm architecture has been implemented in HY­
DRA without modification
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D R A  com puter p rototyp e im plem entation  w hich is th e  
su b ject of th is th esis. T he positive resu lts obtained  dur­
ing th e  sim ulation  te sts  do confirm  th a t H Y D R A  com ­
puter p rototyp e provides a d istributed  environm ent for 
agent execution.
2. the tools for the user to interface, and run tasks in HYDRA computer archi­
tecture. The tools are the user commands understood by the system, and the 
instructions tha t are executed by the architecture.
At the instruction level, the HYDRA is represented by the Swarm Instruction Set 
[Errico 1996]. Swarm Instruction Set reproduced in appendix B provide a whole 
range of operations, for example, logical, mathematical etc.
The HYDRA architecture is classified as MIMD computer architecture Figure 3.2(d), 
implemented as a collection of automonomous interconnected hosts in the network, 
tha t communicate by message passing (Distributed Multicomputers) Figure 3.3.
I reviewed a number of distributed systems in section 3.7. HYDRA is designed 
to be a distributed system and thus, shares some but not all characteristics of the 
reviewed distributed systems. My aim in this section is not to do a performance 
analysis of the systems but, just to point out the similarities, and the differences 
between HYDRA and the other systems.
Two marked differences exists between HYDRA and the other systems:
1 . Amoeba, Mach, Clouds, or DCE are all operating systems based on the con­
ventional processor-processes arrangements, where processes are fixed to pro­
cessors, and data commutes between memories and the fixed processes. HY­
DRA is based on mobile processes (agents) that navigate a network of hosts,
i.e a process tha t requires data held at a different site, migrates to the site with 
the data. In contrast to merely requesting for the data from the site as is the 
case in Amoeba, Mach, Clouds, or DCE.
2. Amoeba, Mach, and DCE are based on client/server model. HYDRA has no 
client/server relationship between processes or hosts. Hosts in HYDRA relate 
on peer-to-peer level.
3. Amoeba, Mach, Clouds, or DCE are all operating systems characterised with a 
large execution processes (heavyweight processes), while HYDRA is character­
ised as small to medium grain execution processes.
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There exists some similarities between HYDRA and the other systems as explained 
below:
1. Clouds and HYDRA both belong to Object Oriented Programming paradigm.
2. Communication strategy adopted in HYDRA is similar to the strategy imple­
mented in Mach. In Mach, n e tw o rk  m essage se rv e r handle intermachine 
messages, while in HYDRA, gateway hosts handle extra-domain messages.
3. The same concept of no “home machine” as implemented in Amoeba has been 
adopted by HYDRA. In HYDRA, the user can log to the system, and run tasks 
from any host tha t is part of the HYDRA computer architecture. HYDRA 
system has no concept of “home machine” .
4. HYDRA implements a communication strategy similar to group communcation 
in Amoeba. However, while in Amoeba an external host can do a RPC with 
any of the group members, the same is not true in HYDRA. In HYDRA, only 
one member of the domain, the gateway host, can be contacted by an external 
host.
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Chapter 4
THE HYDRA COMPUTER
In chapters two and three, I introduced and explored topics covering computing 
paradigms, computer architectures and the characteristics of parallel and distributed 
computer architectures. This was an attem pt to fit the HYDRA computer architec­
ture within the computing paradigms and the computer architecture models. The 
information gathered from the previous chapters will be used to outline the charac- 
terisitics and properties of HYDRA computer architecture.
The Swarm computer architecture [Errico 1996] was designed and simulated in 
a single host environment. To be able to extend, and to simulate Swarm computer 
architecture in a distributed environment, I implemented an interconnection, and 
message routing scheme to connect the hosts, and to route the agents between them 
respectively. In this chapter therefore, I present HYDRA computer architecture, its 
components, the functions of each component, and how they relate to each other. 
I will be defining the HYDRA computer architecture and its capabilities without 
detailing its implementation.
The goals to be achieved are:
1. Design, build, install and test a Communication Router (CR) to connect a 
network of hosts (workstations) to enable simulation of Swarm computer archi­
tecture in a distributed environment, where the database is distributed across 
host boundaries.
2. Design, build, install and test a user interface (AP) to enable the user to access 
the HYDRA computer system to execute tasks.
The Routing Module and Access Point in the Swarm computer architecture will
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Figure 4.1: A fully connected network topology
be completely re-designed. However, the Processing Module (PM) is used in HYDRA 
architecture without modification.
4.1 N etw ork topology
The first choice to be made is the type of network topology to connect hosts in HY­
DRA computer architecture. The chosen topology, in addition to connecting hosts in 
the network, is required to ensure tha t every host can reliably communicate with every 
other host in the network. There is no server-client relationship among the hosts. The 
core part of the connection protocol connects and delivers messages between the hosts 
in the network. A message in the Logic flow context is a processing agent or merely 
an agent; a self contained entity carrying with it, its own execution environment. The 
agent executes at the nodes resident in either local or remote host. Thus, the connec­
tion protocol should connect the hosts in the network and reliably deliver messages 
between them irrespective of whether the source and destination are local or are in 
different hosts in the network.
A fully connected graph Figure 4.1 best suits the required network topology 
however, a fully connected network topology is not scalable especially with increasing 
number of hosts in the network. It is thus, impractical to implement a fully connected 
network topology. Another scalable network topology is therefore required.
The network topologies available can be categorised into: regular networks and 
irregular networks. Examples of regular networks are the static interconnection net­
works [Hwang 1993] or direct interconnection networks [Lionel 1993]. An example 
of irregular network is the Internet with its collections of computers interconnected 
worldwide.
The choice of which topology to connect the hosts in the network depends very
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much on the execution environment. If the execution environment is a collection of 
processors on a single board or several boards then, it is feasible to implement one of 
the direct network topologies. However, if the execution environment is a distributed 
computer network or the internet, then, it is not feasible to implement one of the 
direct network topologies because a direct network topology does not present the 
execution environment in which I plan to execute the agents.
The Internet implements a hierarchical network topology to interconnect hosts 
in the network. This is achieved by grouping hosts into domains [Tanenbaum 1989], 
and further interconnecting the domains to form a larger Internet. For example, in 
the United Kingdom the Super Janet network which connects academic institutions 
is one of the domains th a t forms part of the larger United Kingdom Internet. The 
advantages of dividing the network into domains are: addressing can be made much 
simpler, since one address can be used to reach a particular domain. And, the network 
can substantially be increased by creating other domains as sub-domains of larger or 
existing domains. Domain grouping is also used to overcome the bottleneck of non­
scalability, and to increase the number of hosts that can be connected to the network 
beyond the possible limits. This is achieved by hierarchical grouping of domains, and 
by using gateways hosts to interconnect several domains. For example, gateway hosts 
in HYDRA computer architecture (section 1.0) form their own domain different from 
the non-gateway hosts.
4.1 .1  Transport protocol
A transport protocol is required to connect hosts in the network and to guarantee 
delivery of messages between the hosts. Making a choice of which protocol to use 
depends on the protocol’s availability, and its ease of implementation. The transport 
protocol however, does not affect the internal structure of the HYDRA computer ar­
chitecture. However, having said that, I would like to stress th a t the chosen protocol 
must reliably deliver messages (reliable delivery of messages is one of the cardinal 
functions without which the HYDRA computer architecture would be useless). HY­
DRA relies on the delivered messages (agents) for processing in the system.
The transport protocol available is the socket using T C P /IP  protocols1. There 
are two possible socket domains tha t can be used to implement the connection: the 
Unix domain, and the Internet domain. The Unix domain allows communication 
between any two processes tha t reside in the same host, and tha t are able to access the
1 there is no client-server relationship between host in HYDRA, therefore, RPC based protocols 
cannot be used
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socket pathnames, while the Internet domain allows communication between processes 
in separate hosts [Comer 1995]. Since the processes and database in HYDRA are 
distributed among several hosts, and across host boundaries, the Unix domain would 
not meet the requirements in HYDRA. It is therefore, feasible to implement the 
connection protocol using sockets in the Internet domain.
W ithin the Internet domain there are two socket types: STREAM sockets and 
DATAGRAM sockets.
S T R E A M  sockets provide bi-directional, reliable, sequenced and unduplicated flow 
of da ta  without record boundaries between two endpoints.
D A T A G R A M  sockets support bi-directional flow of data tha t is not promised 
to be sequenced, reliable or unduplicated. That is, a process receiving messages 
on a datagram socket may find messages duplicated, and possibly out of sequence. 
However, an im portant characteristic of a datagram socket is tha t data boundaries 
are preserved.
In HYDRA, a message is an executing process, the ordering of messages is there­
fore not an im portant issue if the agent size is small. However, larger agents tha t 
cannot fit in one packet will be sent in multiple messages and these must be re­
assembled in the correct order a t the destination, thus, ordering of messages is a very 
im portant issue in HYDRA computer architecture. This introduces an extra over­
head in terms of disassembling and assembling messages at source and destination 
respectively. Delivery of messages in their correct order to the destination must be 
guaranteed (section 3.6.2).
Datagram sockets would therefore not be a suitable connection protocol to use for 
two reasons:
1. The need to acknowledge message receipt is required for reliable delivery, data­
gram sockets do not support this.
2. Since the agent size is not limited to some fixed length (the agent size varies 
depending on the data carried by the agent), there may be a need for the agent to 
be chopped into smaller sizes by the sending host and carried in several packets 
in the network, and re-assembling the agent in order at the the receiving host. 
Datagram sockets does not guarantee correct order of re-assembled agent at the 
receiving host.
STREAM sockets is therefore, the chosen transport protocol for HYDRA dom-
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swarm architecture
puter architecture.
4 .1 .2  N etw ork R outer (N R )
The Network Router connects host in the network and provides bi-directional com­
munication channels for reliable, sequenced and ordered communication between any 
two end points, i.e hosts in the network. The Network Router Figure 4.2, is an im­
plementation on top of the Swarm implementation (Routing Module and Processing 
module).
Communication channels in the Swarm computer have been implemented using 
UNIX pipes. A pipe is UNIX family of interprocess communication mechanism that 
can be used for communication between processes that reside in the same host. A 
pipe is a unidirectional communication mechanism. It has an upstream end, which 
can be written to, and a dowstream end tha t can be read. Pipes are created using 
the pipe() UNIX system call [Brown 1994].
PMs in HYDRA are distributed among host in the network, and thus, pipes 
interprocess communication mechanism is not suitable since pipes do not support 
communication between processes in different hosts. HYDRA and Swarm use different 
forms of interprocess communications. HYDRA uses UNIX sockets while Swarm 
uses UNIX pipes. This is a major difference between HYDRA and Swarm computer 
architectures.
The advantage of using UNIX sockets in HYDRA computer architecture is that 
one communication channel can be used for bi-directional communication between
Figure 4.2: Schematic of the Network Router
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two processes as compared to UNIX pipes in Swarm computer architecture which are 
uni-directional, and thus, require th a t two pipes be established, one in each direction 
to enable two processes connected to both ends of the pipe to communicate.
In terms of resources then, communication channels in HYRDA computer architecture 
consume less resources as compared communication channels in Swarm computer 
architecture.
4 .1 .3  R outin g  M odule (R M )
The Routing Module was designed, tested and implemented for a single host environ­
ment Figure 4.3, and facilitates communication between the Access Point (AP) and 
the Processing Module (PM). The details of the RM internal structure and imple­
mentation for a single host can be found in [Errico 1996].
In the single host environment, PMs reside in one host, and are connected to the 
RM which routes messages between them. In the distributed network environmenmt, 
PMs reside in the network hosts. In the HYDRA implementation, PMs are distributed 
to network hosts on a one-to-one mapping. In HYDRA, communication (routing) is 
divided into two parts: local communication (routing agents within the local host), 
and network communication (routing agents between hosts in the same domain and 
to hosts in the external domains). The Network Router is responsible for all network 
communication, while RM handles local communication between nodes in the same 
PM.
In the Swarm computer, the Access Point connects to the RM, while in the HY­
DRA computer, the Access Point connects to the Network Router. This is reflected 
in Figure 4.3 and Figure 4.4.
When the the user (AP) connects to both Swarm and HYDRA architecture, the 
AP is assigned PM number 0 (PMO). PMO is assigned by the system, the user cannot 
request the system to create/delete it. Once PMO has been assigned, it behaves like
Figure 4.3: Schematic of Swarm computer architecture
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every other PM in the system though, with limited execution capabilities.
Agents navigate the network using a PM number as tbe destination address. 
Swarm architecture is built for a single host thus, locating PMX where X lies between 
0,l,2 ....n2 is not a major problem since there is only one RM in the system, and it 
keeps information about which PM has been created/deleted. In other words, the RM 
has global view of the system. No such global view of the system exists in HYDRA 
computer. In HYDRA computer, due to its distributed characteristics, locating a 
PM especially PMO can be a big problem since PMs are distributed among the hosts 
in the network. Thus, the Network Router, responsible for network routing must 
be provided with the means of identifying and locating PMs (including PMO) in the 
network. The need arises for two reasons:
1. The user can access the HYDRA computer system by connecting to any host 
in the system. Thus, the identity of the host to which the user is connected 
(PMO) must be known to other hosts in the network.
2. The host to which the user is connected logically has two PMs: PMO and the 
local PM. When the NRs in the network send or receive a message, the NRs 
has to identify which of the two possible destinations should the message be 
delivered to.
The NR maintains a routing table at each host for routing messages in the network. 
The routing table translates references to a PM number to a hostname, and identifies 
the route to the host.
PMO (AP) or any other PM is treated alike in the network, and since the NR is 
responsible for routing messages in the network, it is very logical tha t the routing 
information for the AP in a distributed system be held at the NR, and thus, the 
AP connects to the NR as opposed to the AP connecting to the RM as is the case 
in Swarm computer architecture. Thus, enabling the NR to determine whether the 
location of AP is local or remote.
The separation of routing into network and local routing implies th a t the routing 
table maintained by the local RM has only one routing information for the local PM. 
If the AP was to connect to the RM, the separation of routing into network and local 
routing would be violated since if the AP location is remote then, the local RM will 
still have to handle the AP messages as well.
The separation ensures that the NR directs only messages destined for the local PM
2n is the highest PM number implemented in any particular system
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Communication router
Figure 4.4: Network Router for a distributed network
to the local RM. Otherwise messages not destined for the local PM are not seen by 
the local RM.
4 .1 .4  A ccess P oint (A P )
The Access Point (AP) enables the user to interface to the HYDRA system to execute 
commands or to run tasks. The user inputs data required by the tasks through the 
AP, likewise, the system displays the outcom e/data generated as a consequence of 
com m and/task execution through the AP. The commands (section 4.2.3) executed 
in HYDRA, allows the user to create/delete a PM, load/download database (node 
structure) to/from  a PM, and to run a task.
A session in HYDRA operation begins with the user creating the PMs (the user 
specifies the specific PM number to be created), loading the node structure to the 
PM, and loading the program code to all PMs in the network. The node structure 
and the program code are prepared by the user, and stored as files which are loaded 
into the system when the specified command is executed. Both the node structure 
and program code are prepared as text files which are processed and converted to 
machine language code th a t the system can understand. The AP is menu driven 
Figure 5.3, and allows the user to select the type of command to be executed from 
the provided menu.
Swarm implementation has one command: LIST-PM, which lists the active PMs * 
in the system. While this is possible in the Swarm computer due to the single host 
environment in which it executes, it is not possible to list PMs in HYDRA computer 
because of its distributed architecture. An attem pt to list PMs in HYDRA computer 
would be tantam ount to claiming tha t it is possible in a distributed system for one to
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tell which PMs (hosts) are up/down or to have a global view of the entire network. 
A feat tha t is not only impossible but impractical as well. In a distributed system, a 
host may be up and running while the interconnection network is down, thus, the fact 
tha t a given host is unreacheable does not necessarily mean that, the host is down. 
For this reason, LISTJPM comand is not implemented in the HYDRA computer.
The commands are executed by the PM in HYDRA computer, however, when the 
commands are received from either the user or the network, the NR first checks the 
destination where the commands are to be executed before delivering the commands 
to the local RM (destination is the local PM), or despatching the commands to the 
other hosts (destination non-local) in the network.
This brings out a very im portant and marked difference between Swarm and 
HYDRA computer architectures in the way commands are issued. In Swarm, the 
user does not specify the PM number to be created/deleted. The system maintains 
a table of created/deleted PMs, and everytime a PM is created, a PM number is
inserted in the table beginning with 1.2.3.4 n Likewise, when a PM is deleted, the
system removes the PM entry from the table beginning with the last n....4,3,2,1. For 
example, when the user executes the command CREATE JPM, the system creates the 
PM and assigns it a number based on the first non-occupied position in the table, i.e 
if PM number 1 had been created, the next PM created is assigned PM number 2.
In HYDRA, the user has to specify the requested PM number to be created/deleted. 
Thus, the HYDRA implementation allows the user to select which PMs to create and 
consequently on which hosts to run his/her tasks. In otherwords, the user is in full 
control of the system and its resources. The ability to control the system and its 
resources exposes the characteristics of HYDRA as a trully distributed architecture 
where a user can log in, and request for any host in the network to run his/her tasks. 
The ability of the user to control the system and its resources is lacking in Swarm 
computer architecture.
4.1 .5  P rocessing  M odule (P M )
The Processing Module carries the node structure or the distributed database where 
the agents are executed. PMs are distributed among the hosts in the network.
In the Logic flow paradigm, the execution environment is an active database 
represented by two concepts i.e:
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1. Processing Module and,
2. Node structure or Node space.
PMs being a software model or representation of the physical host are distributed so 
as to model parallel architectures supporting concurrent processing. While the node 
structure model the active distributed database.
Given that, this is an attem pt to model parallel architectures, I therefore, propose 
to distribute the PMs to simulate the parallel and distributed system for which the 
HYDRA computer architecture is designed.
4.2 Com m unication R outer
The Communication Router consists of the Network Router and the Routing Module. 
It connects and reliably delivers messages to all hosts in the network. At s tart up, the 
communication router connects and starts the routing module in each host, establishes 
a listening end-point and awaits message arrrival at the listening end points. The 
Network Router in a distributed network is required to reliably deliver messages to 
PMs both in remote and local hosts. Thus, the Network Router has to identify when 
communication is for the local or remote host.
4.2.1 R outing strateg ies for regular networks
Regular networks includes mesh, hypercube, ring, linear array, cube connected cycle, 
and k-ary n-cube just to mention a few. In these networks, it is possible to implement 
deterministic routing strategies whereby a message is first routed along one dimension 
then, another dimension in order until the destination is reached. Two examples of 
deterministic routing are X-Y and E-cube routing [Hwang 1993, Wilkinson 1991]:
• X-Y routing in a two dimensional network, a message is first routed along 
X-dimension then, along Y-dimesion. X-Y routing can be extended to n- 
dimensional mesh following ordering. A three dimensional mesh is implemented 
using X-Y-Z routing.
• E-cube routing in hypercube networks, a message is routed from the lower 
dimension to the higher dimension until the destination is reached.
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4.2 .2  R outin g  strateg ies for irregular networks
The Internet is an example of irregular network, the hosts in the network are organised 
in clusters called domains and sub-domains [Tanenbaum 1989], each domain or sub- 
domain has a unique address in the network. W ithin each sub-domain every host has 
its unique address by which it can be identified. To route a message to  any destination 
therefore, requires both the domain or sub-domain and the host addresses
Routing in the above networks thus, requires tha t a routing table be maintained 
at each node in the network. The routing table a t each node for irregular networks 
may contain addresses of all nodes connected to the current node. Thus, the routing 
table can at times be quite big and therefore can take an appreciable amount of access 
or look up time. The Internet lessens the lookup time by using domain addressing. 
This does not completely alleviate the problem but, rather divides the look up table 
into smaller manageable chunks.
4.2 .3  E xecu tion  com m ands
Although each host in the network is listening at each listening end point, there is no 
activity in the network until after the AP connects and initiates some actions. After 
connecting, The AP executes a command from the list of commands:
1 . CREATE_PM
When the command followed by PM number is received by the RM, the refer­
enced PM is created in accordance with the implementation protocol.
2. DELETEJPM
When the command followed by PM number is received, the RM searches its 
table for the PM and removes it. And, at the same time terminates the PM by 
sending it the UNIX kill signal.
3. GET_NODES
When the command followed by PM number is received, the RM searches its 
table for the PM, gets the node structure and sends to AP.
4. PUT.NODES
When the command followed by PM number and the node structure is received,
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the RM searches its table for the PM, and loads or puts the node structure in 
the PM.
5. RUN.TASK
When the command followed by program file is received, both RM and PM 
switch from command mode to execution mode and the PM begins to execute 
the program code.
6. CLOSE_AP or EXIT
When the command is received, the Network Router disconnects any commu­
nication channels to AP and closes any open files. However, the Network Router 
remains executing in the background.
The details of these commands are covered in [Errico 1996],
4.2 .4  P ropagating th e  com m ands
The commands can only be initiated by the AP, the Network Router to which the AP 
is connected checks if the target PM is local or remote and propagates the commands 
to the appropriate host which contains the target PM for execution. The emphasis 
here, is tha t commands are only executed by the targetted PM (host) irrespective of 
its location whether in the local or the remote host, and thus, implementing remote 
execution of commands.
When the Network Router receives the command CLOSE_AP, it closes the con­
nection to AP, however, the Network Router and Routing Module remain executing 
in the background, whereas the AP exits after sending the CLOSE_AP command.
4.3 E xecution
During execution, agents propagate between the nodes in the network, executing at 
the nodes using the data carried by the agents, accessing and modifying the stored 
data a t the nodes. During the execution mode, the agents control the operations in the 
network. Control of the network operations only returns to the user once the agents 
execution ceases in the network. The node structure (distributed database) may be 
distributed among several PMs in different hosts in the network, the distribution of 
the node structure among hosts in the network is entirely at the user’s disposal.
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4.3 .1  N od e structure
To simplify implementation (especially addressing on the network), there is no du­
plication of a PM number on the network. Thus there can exist only one PM1, 
PM 2,... ,PMn in the network at any one time.
The node structure however, may be distributed to several PMs, thus, it is in 
order to duplicate a node in other PMs on the network, i.e nodel on PM1, PM 2, ... 
etc.
Communication or message passing in the Internet is governed by the host address 
[Tanenbaum 1989]. The address on the Internet is of the format,
Machine Internet address (32 bits) Machine port number (16bits)
In the implemented Swarm architecture, the PM and node address format is,
PM number (16bits) node number (16bits)
Communication in the HYDRA architecture would require th a t the two address 
formats be combined into one long address format of 80bits (host address - 32bits, 
port number - 16, PM number 16 and node number - 16). All HYDRA (HYDRA 
implements same instruction as Swarm) instructions including addressing are 32bits. 
Implementing addressing in the Internet format in HYDRA computer would result 
in different instruction and addressing sizes. Thus, to manipulate addressing, one 
would have to specify the number and the size of memory locations to be read in a 
32 bit host. This would bring a complication when accessing memory for addressing 
and other instructions. To overcome this complication, and to make memory access 
uniform for both instructions and addressing, I have designed the Network Router 
th a t hides from the user how addresses are manipulated by the system and lets the 
implementation take care of address manipulation. It is therefore planned th a t only 
PM number and node number is required to route a message to its destination in the 
network.
Propagation or traversing the network is therefore be governed by the destination 
address which has the format,
PM number node number
For each message, the Network Router checks the PM number in the destination 
address and if the PM is local, the message is routed to the PM through the local 
RM. Otherwise, the message is routed to the host with the destination PM number.
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Figure 4.5: Node distribution or distributed database
This addressing format simplifies implementation and hides from the user the fact 
th a t PMs are distributed in the network. The user has no knowledge of how the PMs 
are distributed in the network. All tha t the user has to deal with are the PM and 
the node numbers. The location of and/or how to access a particular PM is handled 
by the implementation protocol.
4.3 .2  N od e d istribution
Since I have proposed to distribute PMs to model parallel architectures (section 4.1.5) 
the maximum number of PMs in the network corresponds to the number of hosts in 
the network. For simplicity, the HYDRA prototype implements a one-to-one mapping 
of PMs to hosts. The architecture has been designed for the number of hosts tha t 
I had access to, and determined by host’s availability. The super user or system 
administrator may change this number by adding or deleting host’s name from config 
or network files3. The user may decide to run programs on fewer hosts than the 
implementation provides, this is determined by the number and distribution of PMs, 
and node structure distribution to the PMs.
The user has the freedom to create and delete PMs in the network. Similarly the 
user is responsible for maintaining the node structure distribution, i.e preparing the 
node files containing the node structure Figure 4.5. The location of a node on which 
PM is explicitly known to the user. Thus to send a message to a particular node, the 
user only needs PM and node address. The system will look up the PM and route 
the message as required.
3Only the super user can access and modify the config and network files. A normal user is denied 
access to these files. The config file contains domain hosts, while network file contains network hosts
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4.4 Conclusion
This chapter has highlighed the problem to be solved, and at the same time delved 
into the possible means of achieving the desired goal. Where possible a comparison 
of alternative methods has been provided in order to provide a basis for making a 
choice. This section contains a list of proposed design solutions which are passed to 
design stage for implemtation.
4.4 .1  P roposed  design so lu tion
1. Irregular network topology best suits the distributed environment for which 
HYDRA computer is designed. Irregular network will therefore be the choice 
network topology to implement HYDRA computer architecture.
2. The connection protocol is stream socket based and is used to connect hosts 
in the network. The emphasis here is on reliable and sequenced delivery of 
messages between source and destination addresses.
3. Communication or routing in HYDRA computer is divided into two parts:
(a) Network routing - routing messages between hosts in different domains, 
this is handled by the Network Router running in the gateway hosts. And 
domain routing - routing messasges between hosts in the same domain, 
this is handled by the Network Router running on each host.
(b) Local routing - routing messasges between nodes in the same PM, this is 
handled by the Routing Module running on each host.
4. Network Router employs irregular routing strategy to route messages to their 
destinations. This is accomplished by grouping hosts in the network into do­
mains, and within each domain one host, the gateway host, handle outgoing 
messages (extra-domain routing).
5. PMs are distributed to model parallel computer architectures, thus, PMs are 
distributed to the hosts in the network on a one-to-one basis. The maximum, 
number of PMs equals the number of hosts in the network. Though the user can 
create or delete PMs in the network, he/she cannot remove/add hosts from /to 
the network. Node structure distribution is totally the user’s responsibility.
6 . The HYDRA computer architecture provides a message routing scheme th a t is 
used to route messages to their destination in the network.
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7. A mapping routine maps PMs to hosts in the network. This routine is called 
upon whenever a message is to be routed i.e searching for the destination address 
of a message. The result returned by the mapping routine is used by the routing 
table to direct messages to destination hosts.
8. Routing messages in the network uses destination addresse which is of the 
format:
PM number host number
9. A routing table with two entries: remote hostname and connection index is 
maintained at each host for every host that the local host is directly connected 
to.
10. Once the user connects to the network through the AP, the network operates 
in two modes: command mode and execution mode. During command mode, 
commands issued by the user are executed and the results sent back to the user. 
While during execution mode, a multi-agent execution environment exists, thus, 
requiring multiplexing the receiving and the sending of agents by the Network 
Router and the Routing Module.
11. The HYDRA computer architecture thus, implemented will provide a distrib­
uted environment in which agent processing can be simulated.
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Chapter 5
HYDRA: DESIGN AND 
IMPLEMENTATION
The proposed solution in the concluding part of the previous chapter are designed, 
implemented, installed in this chapter, and tested and evaluated in the next chapter 
to find out whether the original goal has been achieved. In chapter 4 ,1 outlined what 
is expected from HYDRA computer architecture, described its components, and their 
functions. I used the previous chapter basically to analyse the HYDRA computer, 
and to put into proper context the goal tha t I hope to achieve. I did not explain how 
I plan to implement the HYDRA computer. The omission was not an oversight, but 
deliberate. How to design and implement the HYDRA is the topic of this chapter. 
The bolts, nuts and glue tha t together hold the HYDRA computer as one system are 
here presented and explained.
5.1 N etw ork Topology
The choice of the topology has been influenced by the desire to implement a network 
to simulates the internet. The implementation have node structure or the database 
distributed across several hosts in the network. The hosts are grouped into domains 
as shown in Figure 5.1. In the logical network, a host can belong to more than one 
domain, for example, gateway hosts belong to two domains. W ithin each domain each 
host is logically connected to every other host (completely connected). The gateway 
hosts (e.g E, N and U, Figure 5.1) are fully connected, and form their own network: 
domain 4.
The network hosts are organized into levels 1 and 2. Gateway hosts belong to
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Figure 5.1: Distibuted network 
level 1, while non-gateway hosts belong to level 2 Figure 5.2.
The implementation of the architecture on a number of hosts however, does not 
require the user to run programs on all the hosts. The number of hosts in use depend 
on how the user has structured the distributed database (section 4.3.2).
5.2 H osts in the Logical Network
The physical network is replaced by the logical network to be able to implement 
host’s connectivity. The Network Router uses the logical network to initiate host’s 
connectivity based on the connection protocol described below. The hosts in the 
logical network are grouped as follows:
domain 1 — hosts A, B, C, D, E.
domain 2 — hosts J, K, L, M, N.
domain 3 — hosts P, Q, R, S, T, U.
Level 1
Level 2
gateway machines 
domain machines
Figure 5.2: Machine level organization
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domain 4 — hosts U, N, E. (gateway hosts domain)
Logically hosts E, N and U belong to atleast two domains, and they are the 
gateway hosts for the domains 1, 2, and 3 respectively.
5.3 C onnection Protocol
There is no client-server relationship among the hosts in the network, the connection 
protocol organizes the hosts in the network into logical domains.
For a fully connected network, a simple connection procedure can be implemented. 
The hosts in each domain are indexed, and a connection procedure implemented such 
th a t hosts with larger indices sends connection requests to hosts with smaller indices, 
and the hosts with smaller indices accepts connection requests from the hosts with 
larger indices. In HYDRA computer architecture, such a connection procedure cannot 
be implemented based only on indices. Thus, I have devised a scheme where bigger 
hosts send connection requests to lesser hosts. The determination of whether a  host 
is bigger or lesser is based on the function “is.bigger” in appendix A. 1 .2.
The HYDRA computer implements T C P /IP  as the transport protocol using socket 
stream in the internet domain. The UNIX socket functions: connect, accept, listen, 
socket etc have extensively been used in the HYDRA computer implementation.
When HYDRA computer is started, the NR comes to life, and the first step is to 
get the local host’s hostname using “gethostname” function. We shall soon see why 
the local hostname is important. Three system files1 are necessary for starting and 
the successful running of the HYDRA computer:
1 . config_file - contains names of domain hosts (one config_file for each domain).
2. gateway_file - contains names of gateway hosts (one gateway Jile for each do­
main) .
3. network_file - contains names of all hosts in the network (network_file in HYDRA 
computer contained names of 47 hosts, the hosts tha t I could gain access to).
1config_file, gateway Jile and network Jile are the system files used by the system administrator 
to set up the network. These system files are inaccessible to the normal user.
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The connection protocol is best illustrated by a list of procedures th a t are executed 
by the Network Router in sequence:
1. Get the local_hostname of the local host. The localJiostname is used by the 
local host to disqualify itself from identifying itself as a gateway host, and 
assigning itself a connection index to itself. Even though, the local host may 
be a gateway host host, it should mark the other hosts in the network (not 
itself) as gateway hosts. This precaution has been taken to avoid the situation 
where a host continouosly sends itself a message in attem pt to reach a remote 
destination. This situation would arise if the local host has marked itself as 
gateway host.
2. Read hostnames in both configJile and gatewayJile, count the hosts in the two 
files and store the total number of hosts in host.count. Though, a particular 
host may appear in both files, it is only counted once.
3. Intialise the structure host_array which contains various elements necessary for
storing host’s information.
struct host_info {
char *host„name ; /* hostname in config_file and
int host_addrtype; /* host address type */
int host_addr_length; /* length of host address */
char *host_addr; /* host address */
char *gateway_host; /* marks host as gateway */
int connection; /* connection index to host */
int host__level; /* host level */
host_info *host_arr;
Every host in the network fills up the structure elements (except connection 
which is filled later) with the relevant information for the other hosts to which 
it is directly connected. The host_array contains two very im portant entries: 
*host_name and connection. The *host_name and connection are used at each 
host to build a routing table for routing messages to remote hosts. After the 
structure has been filled every host in the network knows which are the gate­
way host(s), which host belongs to which hostJevel, network host’s *host„addr, 
hostnames, host_addrtype and host_addrJength.
4. createjistening-socket - create a listening socket by first creating a “socket” 
and then, calling “listen” function to await any event at the listening socket 
end-point.
5. The functions acceptxonnect_reqs_from_greater_hosts and 
send_connect_reqs_to Jesser Jiosts determines whether a host will accept or send 
conection requests. These functions rely on the function “is.bigger” explained 
in appendix A. 1.2 to determine which host is bigger when two hosts are being 
compared. After hosts have successfully sent and received connection request i.e 
hosts connectivity has been achieved, the element “connection” in the host_array 
structure is filled in.
6. Read network_file, and fill the elements in the structure host.data
struct machine_info { 
char *machine_names; 
int machine _mim;
>;
machine_info host_data;
The network_file contains the hostnames of all network hosts. Hostnames 
are read from the network_file, counted, assigned numbers (machine_num) 1 ,
2, 3, n and *machine_names until all hosts have been assigned. The ma-
chine_num is unique for each host, thus, mapping unique numbers (PMs) to 
hosts in the network. If the read hostname from the network_file matches 
the localJiostname, the assigned machine_num is copied to local_machine_num. 
During execution in the network, each host checks if the requested PM or the 
destination address of a message matches its local_machine_num, accepts the 
message and sends the message to the local RM. Otherwise, the destination 
address is a remote host, and the message is forwarded along the right channel 
towards the destination host.
In a nutshell, the process of reading hostnames from the 
networkJile and assigning them numbers is the mapping 
function which maps PMs to hosts in the network.
7. When the above six steps have been successfuly executed, the Network Router 
in all hosts in the network forks a child process, and passes to it the Rout­
ing Module program code (separately compiled program code). The function 
responsible for this step is Open.RM in appendix A.1.2.
8. Once the RM has been started in the hosts in the network, the NR goes into a 
loop continuously monitoring the listening end points for the user console (AP), 
the local RM and the network (connections from other hosts in the network) for 
any event or activity. At this stage the HYDRA computer has successfully been 
started (hosts in the network have been successfully interconnected, gateway 
hosts identified and marked, PMs mapped to hosts in the network, and the
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1 : Delete a. Processing Ivloclcile
2: Create a Processing IVIodule
3: Get Nodes from a Processing Module
4 : Load Nodes to a Processing Module
5 : Execute Task;
<5: Exit
Figure 5.3: User command menu
routing table built at each host). The HYDRA computer is set and waiting for 
the user to connect2.
9. When the AP (console node or user) connects to the network, the host to which 
the user is connected broadcasts its identity (local_machine_num) to all hosts 
(except itself) in the network. The other hosts store this local_machine_num as 
the address of the host to which the user console is connected, and they use it 
when sending messages to the user.
10. The HYDRA system is now ready and set to receive user commands through 
the console node for execution. The user is presented with the menu Figure 5.3 
from which to select the commands to be executed.
5.4 C onnection A lgorithm
To be able to connect hosts in the network, I designed a connection algorithm based 
on the connection procedure listed in section 5,3. The connection algorithm is divided 
into three parts:
1. Host count - each host gets its local Jiostname, and counts the number of hosts 
in both config and gateway files, this part of the algorithm is represented in 
Figure 5.4. The host.count returned as the total number of hosts counted in 
the two files is used during hosts’ connection phase. Every host establishes 
host_count - 23 connections to remote hosts.
2Note that, there is no activity in the network until the user connects and issues commands to 
be executed
3The host .count returned is 1 more than the total number of hosts in the two files. In addition, 
a host does not establish a connection to itself. Thus, the total number of connections established 
by each host equals host_count - 2
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Figure 5.4: Connection algorithm - host count
2. Hosts initialisation - each host reads the the hostnames in both config and 
gateway files, and fills in the elements of the host_arr structure (section 5.3). 
However, ‘connection’ in host.arr structure is not filled a t this point since con­
nections to remote hosts are yet to be established. It will be filled later when 
connections to remote hosts are established. The information contained in 
host.arr structure is used to build the routing table, to obtain connection index 
and to establish connection to remote hosts. To establish a connection to a 
remote host, I use the UNIX socket ‘connect’ function. The ‘connect’ function 
needs information about the remote host’s address and hostname among oth­
ers to successfully establish a connection to the remote host. This information 
is contained in the host_arr structure. Host initialisation uses algorithms in
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Figure 5.5: Connection algorithm - host initialisation
Figure 5.5 and Figure 5.6.
3. Connect hosts - reads hostnames from the host_arr structure, and establishes 
connections to each and every host listed in the host_arr structure. When a 
connection to a remote has been established, the local host, fills ‘connection’ 
in the host_arr structure for the remote host, ‘connection’ is the descriptor 
returned after a successful connection to a remote host has been established 
Figure 5.7 and Figure 5.8.
So far the connection session I have described above is executed by the Network 
Router. After the hosts for each domain have been successfully connected, the NR
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Figure 5.6: Connection algorithm - host initialisation cont.
at each host opens the network-file, reads hostnames (network hosts) from the net­
work-file, and maps hostnames to PM numbers starting with PM number 1 (note; 
PM number 0 is never assigned by the NR). The NR starts the local Routing Mod­
ule running and creates a connection for the Access Point (user) a t each host then, 
enters a continuous loop monitoring three communication end-points: network hosts’ 
connections, local RM connection and AP connection. The NRs in the network are 
waiting for the user to connect and issue commands to be executed. When the 
user connects to the network, the host to which the user is connected broadcasts its 
local_machine_num4 to every host in the network. The hosts in the network store
4During the mapping of hostnames to PM numbers, if the hostname from the network-file is the 
same as the local_hostname then, the respective count number is assigned to local_machine-num
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Figure 5.7: Connection algorithm - host connect
this number as the identity of the host to which the user is connected, and to which 
the user messages should be sent during a task execution or when sending the results 
obtained after termination of a task execution to the user.
The user then, issues commands Figure 5.3 to be executed in the network. When 
the user issues exit command, the NR purges the AP information from the system, 
and terminates the AP. However, both NR and RM remain executing awaiting the 
AP to connect to the network again.
The user ends a session by terminating both the NR or RM in the network hosts by 
sending kill signal to either NR or RM. Whichever receives the kill signal first, in turn 
send a kill signal to the other i.e if the NR received a kill signal from the user, it will
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Figure 5.8: Connection algorithm - host connect cont.
send a kill signal to the RM, or if the RM received a kill signal from the user then, it 
will send a kill signal to the NR.
5.5 C om m unication Strategy
Every host on the network is only aware of its immediate neighbours to which it is 
connected and can directly route messages to, and knows nothing about the rest of 
the network. This has been achieved by grouping hosts into domains, thus, ensuring 
tha t every hosts knows only the hosts within its domain. Nevertheless, every domain
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has a gateway host tha t handles extra domain messages. The communication strategy 
adopted is that:
“I f  a message is for the local host or hosts within the sending host’s domain then, 
send the message to its destination. Otherwise, route the message to the gateway 
host".
In the network in Figure 5.1, host A has a message for hosts K and R. Since the 
destination hosts are unknown to host A, the messages will be passed to the gateway 
host E which will route the message through the gateways hosts N and U, and finally 
to the destination hosts K and R respectively.
The communication strategy adopted here is similar to “group communication in 
Amoeba” in section 3.8.1 though, with slight modification.
In my implementation, the hosts are grouped into domains which are similar to process 
groups in Amoeba, however, only one host, the gateway host within a domain handles 
external communications in my implementation. In process group in Amoeba, any one 
process in the process group can handle external communication. Thus, the difference 
between my implementation and group process implementation in Amoeba is that, 
any process belonging a process group in Amoeba can handle external communication, 
while in HYDRA only one host in a domain can handle external communications.
A similar communication strategy implemented in Mach has been adopted for 
HYDRA computer architecture. Here again, the communication strategy in Mach 
has been modified and implemented in HYDRA computer architecture.
The external communication in Mach, I believe implies communication to external 
hosts irrespective of their location. Communication between hosts in the same net­
work and hosts in different networks is handled in the same way.
In HYDRA, communication to external hosts is handled in two different ways de­
pending on whether the sender and the sender host belong to the same domain or 
different domains, and is handled as explained in section 4.4.1 (3).
Nevertheless, both Mach and HYDRA implementations have hosts network server 
and gateway host respectively dedicated to handling external communications.
5.6 M essage R outing A lgorithm
Routing messages between host in the network requires an implementation of a  search 
table, a routing table, and a message routing scheme tha t can be used for routing
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messages between PMs distributed among hosts in the network. Given th a t destina­
tion addresses are PM numbers, the message routing scheme should be able to map a 
PM to host, and to find the location of the host. The search table translates the PM 
number to a hostname. The search table (host_data in section 5.3 contains hostnames 
(*machine_names) and the assigned PM numbers (machine_num).
Hosts in the network are permanent entities, while PMs are volatile they can be 
created and deleted at any moment. In designing the routing table the question to 
solved can be phrased as:
How do I  design a message routing scheme that can be used to route messages 
between PMs distributed among several hosts on the network.
In my design I propose a mapping routine that maps PM s to hosts in 
the network such that at implem entation, references to PM s are translated  
to references to hosts in the network.
Before describing the message routing scheme, I have to decide how to distribute 
PMs among hosts in the network. At the beginning of execution, the system reads 
the network_file which contains names of all hosts on the network, assigns them count 
and maps them as follows:
host\_data[count].hostnames - hostname 
host\_data[count].machin\_num - count
where count =  1,2,. . .n.  The mapping is implemented within the connection 
algorithm in Figure 5.7.
I propose to map PMs to hosts as follows:
PM1 — host 1,
PM2 — host 2,
PM3 — host 3,
PM4 — host 4,
PM5 — host 5,
PMn — host n.
The result of the above mapping scheme is tha t a reference to a PM is translated
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Figure 5.9: Communications between PM, RM and Network Router
to a reference to a physical host in the network. Thus, routing messages between PMs 
becomes routing messages between physical hosts in the network. I have employed 
a simple one-to-one mapping of PMs to hosts in the HYDRA implementation. The 
reason for choosing the simple mapping was for its simplicity and ease of implementa­
tion. Otherwise, a many-to-one mapping scheme would have been employed instead. 
However, the mapping scheme would result in a complicated addressing and routing 
algorithm to identify which PM resides in which host, and to route messages between 
them.
The Network Router, PM and the RM are completely independent modules tha t 
communicate by message passing as shown in Figure 5.9.
In my implementation there is no single host with global view of the entire network, 
thus, global class of routing algorithms described in section 3.8.2 are not applicable 
in HYDRA computer architecture. The hosts in HYDRA computer architecture 
can only route messages to their neighbours within the domains and to the gateway 
hosts. Limiting each host’s network view to only within its domain results in a small, 
compact and manageable routing table a t each host. Implementing a routing table 
with only a limited view of the network, one would expect to encounter messages 
traversing the network with non-existent PM destination addresses. However, tha t 
is not the case. Further in this chapter I have explained th a t before a message 
(message together with its destination address) is injected into the network for onward 
transmission to its destination, the local RM checks the validity of the destination 
address. That is, if the address lies within the possible network address range. In 
HYDRA implementation, the allowed network address range is 0 — 47 (in execution
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mode) and 1 — 47 (command mode). Any message with invalid destination address is 
discarded by the sending host. Thus, only messages with valid destination addresses 
are injected into the network.
To be able to route messages in HYDRA computer, I designed a message routing 
algorithm. The algorithm takes account of the fact tha t messages may be routed 
to destinations within the same host, destination hosts in the same domain and 
destination host outside the sending host’s domain.
The routing algorithm combine ideas from different routing algorithms described 
in section 3.8.2. The routing algorithm can be summarised as follows:
“if  the source host has a direct connection to the destination host then, the message 
is routed directly. However, for hosts with no direct connection to the source host, the 
message is sent to the gateway host
In Figure 5.10 and Figure 5.11, I provide a message routing algorithm used for 
routing messages in the network.
Message routing in the network is initiated when the local RM receives a message 
with a destination address from the local PM. If destination address is a node within 
the same PM, the RM despatches the message to the node (PM). If the destination 
address is invalid i.e outside the system bounds (greater than 47 in HYDRA im­
plementation), the message is discarded by the RM. If destination address is within 
system bounds, and is not a node in the local PM, the RM sends the message together 
with destination address to the Network Router (NR). When a message is received 
by NR from the local RM, the NR knows th a t destination address is an external host. 
The NR matches destination address (PM) to a hostname. The NR uses a search 
function “search.connectionJd” in appendix A.1.2 which goes through the structure 
host_data matching destination address to a hostname. If there is no match, the mes­
sage is discarded (invalid destination address). If there is a match, the corresponding 
*machine_names (destination hostname) is retrieved. Once the remote hostname has 
been retrieved, the sending host searches the host_arr structure if the remote host­
name is listed in the host_arr structure. If the hostname is listed, the sending host 
retrieves the corresponding connection (destination host belongs to the same domain 
as the sending host). The sending host then, gets the necessary info, concerning the 
remote host such as host address, address length etc from host_arr structure, and 
sends the message together with destination address to the remote host.
If the sending host cannot find the remote host among the list in host_arr structure, 
it goes through the host_arr structure once more retrieving hostnames of all gateway
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Figure 5.10: Message routing algorithm
hosts and their connections. It then, begins to send the message and destination 
address along individual connections and awaits acknowledgement. If it gets a pos­
itive acknowledgement of message delivery, the sending host purges the remaining 
hostnames and their connections from its destination list. Otherwise, if it receives a 
negative acknowledgement of message delivery, the sending host tries the next con­
nection until all connections have been tried.
Using the message routing scheme I have just described, it is quite possible for mes­
sages with valid destination PM addresses to continuously circulate in the network. 
To avoid such a situation, the originator of a message always attaches a  hop_counter 
to the message before releasing the message into the network. The hop_counter gives
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Figure 5.11: Message routing algorithm cont.
the maximum number of hops a message is expected to make before reaching its des­
tination. The hop.counter is also the network diameter. When a message hops from 
one host to the other, the receiving host reduces the hop.eounter by one before for­
warding the message (if the message has to be forwarded). In addition, a message is 
never sent back to the same connection it has just been received from. If hop .counter 
reaches zero and the message has not reached its destination, the message is discarded.
The above message routing scheme ensures that properly addressed messages 
(messages with valid destination addresses) always reach their destinations. While 
messages with invalid destination addresses or valid addresses but with unreacheable 
hosts are always discarded by the system.
Combining the mapping of PMs to hosts in the network with the domain grouping 
of hosts in the network, I developed a routing table used to route messages between 
hosts in the network. The routing table provides a look-up table from which the 
connection to the destination host can quickly be obtained.
What then, are the steps to be followed when a message is to be routed in the 
network?
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The steps can be summarised as follows:
1. Check validity of the destination address. If the destination address is invalid, 
discard the message and exit the routing algorithm. Otherwise, continue with 
the next step.
2. Check if destination is the local PM and route message to PM.
3. If destination address is not local, send the message together with the destin­
ation address to the Network Router. The Network Router using the mapping 
algorithm, maps destination PM to a destination hostname.
4. Use the routing table to check if the destination host is in the same domain as 
the source host.
(a) If it is, route message to the destination host.
(b) If it is not, route message to the gateway host.
5. At the gateway host, check if the destination host is the local PM, and route 
the message to the local RM.
6. If the destination address is not the local PM, map the destination address 
(PM) to a hostname using the mapping function and check if the destination 
host lies within the same domain.
(a) If it is, route message to the destination host.
(b) If it is not, route the message to other gateway hosts which repeats the 
message routing steps from step No. 2. The message originator attaches a 
hop_counter5 as explained above. If the intermediary host needs to forward 
the message, the host decreases the hop_counter by one, and only forwards 
the message if the hop.counter is greater or equal to zero.
The routing protocol ensures tha t a host which has just received a message from a 
particular connection (route) does not send the message down the same connection 
if it needs to forward the message.
My implementation does not broadcast the existence or non-existence of a PM to 
all hosts on the network as is the case in Swarm computer architecture. The existence 
of or non-existence a PM is known only to the particular host which created the 
PM. Broadcasting the existence or non-existence of PMs would violate one of the 
characteristics of distributed systems: i.e, it is not possible for one to have a global 
view of a distributed system. There are two reasons for adopting this method.
5hop_counter is the maximum network diameter that a message is expected to traverse
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1. To broadcast information about creation or deletion of a PM to all hosts would 
result in unnecessary communications in the network, in addition to the require­
ment of updating routing tables every time a PM is created or deleted from the 
network.
2. The need for this information to be stored at every host would result in wastage 
of momery space since this information is of no use during processing in the 
network.
However, when the commands are executed, the result (success or failure) of the 
execution is always sent to the command originator (AP).
W ithin the connection algorithm in Figure 5.7 and Figure 5.8, I developed and 
implemented a mapping algorithm for mapping PMs to hosts in the network. In 
Swarm architecture [Errico 1996], delivery of a message to non-existence PM causes 
an error to be returned. Combining the mapping algorithm, domain grouping of 
hosts in the network and the ability to return an error when a message is delivered 
to non-existence PM, I propose that:
When a message is to be routed in the network, the sending host uses the mapping 
algorithm to map the destination PM  to a hostname and using the message routing 
algorithm in Figure 5.10 and Figure 5.11, the sending host despatches the message 
to the destination host and lets the destination host confirm successful/unsuccessful 
message delivery. I f  the PM  is non-existent an error is returned.
The only disadvantage of this message routing scheme is tha t the sending host has 
no prior knowledge of the existence or non-existence of the destination host before 
starting the send procedure. The existence or non-existence of the destination host 
will only be known when the protocol tries to deliver the message at the destination. 
The adopted message routing scheme, in a way represents the situation in a distrib­
uted environment in which it is not possible to know which hosts are up and which 
are down in the network, i.e One never knows the existence or non-existence of a 
particular host until when one tries to access that host to run a task.
5.7 Message Routing Protocol
The message routing protocol handles both outgoing messages as well as incoming 
messages. The hosts in the network depend on the message routing protocol to be able 
to communication with each other. Message routing protocol forms a very im portant
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part of HYDRA computer architecture enabling processing in the network. W ithout 
message routing protocol, the HYDRA computer would not be feasible. Message 
routing protocol provides a means by which agents can traverse and execute in the 
network.
5.7.1 O utgoing m esasage (from  th e local P M )
1. The local PM sends message to the local RM, RM compares destination PM 
number with the local PM number and routes message to the local PM (node) 
if there is a match, otherwise RM sends the message to the Network Router on 
the local host.
2. The Network Router maps destination PM to destination hostname and checks 
the routing the table for the connection index Figure 5.12 to the destination 
host. If the connection index exists, the message is routed to the destination. If 
the connection index does not exist, the message is routed to the gateway host.
3. (a) The gateway host compares destination PM number with the local host
number (local_machine_num) and if they match, the message is routed to 
the local PM.
(b) If destination PM number and the localjnachine_num do not match, the 
gateway host maps destination PM number to destination hostname and 
checks its routing table for the connection index for the destination host, 
if it exists, message is routed. If the connection index does not exist, the 
message is sent to other gateway hosts and finally to the destination host.
5.7 .2  Incom ing m essage (at th e  gatew ay host)
Using the destination PM number in the incoming message, the receiving host checks 
if the PM number matches the local_machine_num. If there is a match, the message 
is delivered to the local RM. Otherwise, the PM number is mapped to a destination 
hostname and the routing table is checked for the connection index to the destination 
host.
1. If connection index exists,
(a) Route the message to the destination host.
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(b) At the destination host, the host compares the PM number in the incoming 
message to local_machine_mim, and sends the message to local the RM if 
there is a match.
(c) RM checks if referenced PM exists and delivers the message, otherwise the 
message is discarded and an error sent back to the message sender.
(d) If there is no match between the incoming PM number and the local_machine_num, 
the host maps the incoming PM number to a hostname and searches the 
routing table for the connection index for the remote destination host. If
a connection index is found, the message together with the destination 
address is sent along tha t connection, otherwise, the message together des­
tination address is sent to the other gateway hosts.
2. If no connection index exists, send the message to other gateway hosts except 
the one the message has just been received from.
It is possible that a message may fail to be reach its destination because the 
destination host is unreachable. A situation may arise where a connection index for 
the destination host exists in the routing table but the link is unserviceable or the 
host a t the other end is down. The implementation treats this situation as a general 
message delivery failure and returns failure to the message sender.
When a host receives a message from the network, and it needs to forward it to 
other hosts in the network, it decreases the hop.counter carried by the message by 
one. The message will only be forwarded if the result is greater than or equal to zero, 
otherwise, the message is discarded.
5.8 Routing Table
From the foregoing it can be observed tha t HYDRA computer has adopted a message 
routing scheme where hostnames are used rather than PM numbers. The hostnames 
are obtained from the mapping algorithm. It therefore becomes unnecessary to main­
tain a table of PM numbers in the network at each host, since this information is 
not required for execution in the network. An example network with hosts grouped 
into domains is represented in Figure 5.12. The routing table at each local host only 
contains connection index for hosts to which it is directly connected.
The procedure for routing messages is as follows; when a message is to be routed, 
the mapping algorithm maps destination PM address to a destination hostname, the
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Figure 5.12: The Network structure
routing table is then searched for the connection index to the destination host. For 
example, to route message from PM1 in host A to PM4 in host D, the mapping 
algorithm maps the destination PM address to host D, thus, routing the message 
through connection D. While to route the same message to PM13 on host P, the 
message is routed through gateway host E, which uses multicast to reach host L, the 
gateway host for subnet 3 and eventually the message is routed to host P.
The routing table was built at the time the network hosts were connected. Once 
hosts connectivity in the network was achieved, the host_arr structure (section 5.2.1) 
was built at each host. Two members of host_arr structure form the components of 
the routing table:
*host_name
connection
However, the routing table on its own cannot be used to route messages in the 
network. The HYDRA computer architecture is provided with functions th a t ac­
cess and retrieve the necessary routing information from the routing table. The 
search-connection in appendix A .I.2 and the search table provide the required tools 
for manipulating the routing table. The search-connection is called upon whenever 
a message is to be routed in the network. The search-connection takes a destination
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PM address, uses the search table to map destination PM address to a hostname. 
The hostname is then, used to retrieve a connection index to the destination PM 
from host_arr structure.
5.8.1 Search Table
The search table (host.data in section 5.2.1) contains hostnames read from the net- 
work_file, and their corresponding assigned PM numbers. A search through the search 
table using a PM number (machine_num) returns a hostname (*machine_names). 
Components of the search table are:
*machine_names, 
machine_num.
5.9 The HYDRA Prototype Implementation
The HYDRA computer architectural model consists of four modules: (Network Router, 
Routing Module, Processing Module and Access Point), the modules are independ­
ent processes tha t communicate by message passing. During execution, each host 
in the network starts running three modules; Network Router, Routing Module and 
Processing Module as independent processes. The only exception being tha t the host 
through which the user gains access to the system starts a fourth module; the Access 
Point as an independent process. The current implementation only supports a single 
user.
By arranging the components of HYDRA computer as independent modules, 
makes it possible for each module to select its own technology for implementation 
once the type and form of the messages exchanged by the modules has been agreed 
upon.
5.9.1 N etw ork  R outer
The Network Router performs two important functions:
1. Connects hosts in the network and,
107
2. delivers messages between the hosts.
At start up, each network host runs the connection algorithm described in section 
5.4.
The Network Router operates in two modes, namely: command mode and execu­
tion mode. In the command mode, the Network Router receives commands from the 
user or from the network (other network hosts). The commands are accompanied by 
the destination address (PM). If the destination is the local PM then, the command is 
routed to the local RM. Otherwise, if the destination is a remote PM then, the com­
mand is routed to the destination host using the communcation strategy described in 
section 5.5.
In the execution mode (task execution), agents traverse the network executing in 
the network hosts. The Network Router not only has to route these multi agents but 
has to determine the type of agent whether it is a normal agent or a control agent 
before proceeding with the next step. W hen task execution terminates, the Network 
Router collects results from the local RM as well as the network, and sends the results 
to the user. This requires tha t the user location (host to which the user is connected) 
be known to all network hosts (Network Routers).
5.9.2 R outing M odule
The RM on each host forms the local communication channel between the Network 
Router and the Processing Module (PM). The RM routes messages to a single PM 
in a distributed environment unlike in the single machine environment when the RM 
routes messages to several PMs.
The RM is capable of operating in two modes: command mode and execution 
mode. In the command mode, the RM receives commands for the local PM from the 
user (or the network) through the Network Router, passes the commands to the PM, 
and collects the results of the command execution from the PM and passes them to 
the user (or the network) through the Network Router.
In execution mode, the RM receives agents for execution from both the Network 
Router (user and other network hosts) and the local PM. The RM does not execute 
the agents, nevertheless, the RM interpretes the agent header to determine the agent 
type and their destination addresses. This is necessary since the agent type determines
108
the action to be taken by RM.
5.10 A ccess Point (A P)
The Access Point (AP), the interface through which the user can connect to HYDRA 
computer architecture to issue commands to be executed. The AP serves as the input 
through which the user can input data to HYDRA computer. The HYDRA computer 
too outputs data and test results to the user through the AP. In HYDRA computer 
architecture, the user can connect to any host in the system using socket pathnames 
in the UNIX domain. The UNIX domain allows communication between any two 
processes tha t reside in the same host, and are able to access the socket pathnames. 
When full connectivity has been achieved among the hosts in HYDRA computer, 
the Network Router a t each host creates a socket pathname, and awaits the AP to 
connect. To be able to access the same socket pathname, the Network Router and the 
AP though, implemented as separate processes, are aware of the socket pathname, 
can access and communicate through it.
The AP behaves like any other PM in HYDRA computer though, the AP has 
limited execution capabilities. The AP is used mainly as an input/ouput for the 
HYDRA computer. The AP presents a menu Figure 5.3 from which the user can select 
and issue a command to be executed by the HYDRA computer. The menu commands 
except “execute task” command requires tha t the user specify the target PM on which 
the command is to be executed. The commands PUT_NODES requires a nodefile 
containing the distributed node structure to be loaded to the PM, TASK_EXEC 
requires the program file6 to be loaded to every PM existing in HYDRA computer 
architecture and GETJNODES requires the file in which to store the distributed node 
structure downloaded from the PM.
The AP is configured as a set of functions whose main aim is to transfer data 
between the user and the HYDRA computer architecture.
A test model of the HYDRA computer architecture was implemented in software 
in C programming language on a UNIX platform. The architecture is divided into 
four modules: Network Router, Routing Module (RM), Processing Module (PM), 
and Access Point (AP). Each module is constituted as a separately compiled code.
6The nodefile and the program file must be prepared by the user in advance, converted to a 
machine readable format before loading to the PMs in HYDRA computer.
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The HYDRA computer prototype test model was used to run simulation tests. 
The simulation tests and the test results obtained are the subject of the next chapter.
5.11 Conclusion
This chapter explained the design and implementation of HYDRA computer archi­
tecture. The connection protocol/algorithm, communication strategy and message 
routing algorithm/protocol form the core part tha t holds HYDRA computer together, 
and routes messages between hosts in the system.
The connection protocol/algorithm can connect any given number of hosts in the 
network 7, organizes hosts in the network into gateway and non-gateway hosts, and 
builds routing tables at each host. Each host has only a limited view of the network
i.e, hosts are only aware of the immediate neighbourhood and nothing beyond. The 
simple routing table implemented and the limited view of the network however, does 
not result in messages with invalid destination addresses in the network. There is a 
general view tha t simple routing tables gives rise to messages with invalid addresses 
in the network. This is not the case in HYDRA implementation. Precaution mech­
anisms have been incorporated in the message schemes such tha t, the sending host 
always checks the validity of the destination address before a message is injected into 
the network.
The communication strategy, message routing proto col/algorithm ensures th a t 
messsages with valid destination addresses are always delivered to their correct des­
tinations. While, messages with invalid destination addresses are discarded by the 
system.
During a message routing session, the communication strategy, message routing 
protocol/algorithm goes through three stages to determine the destination of the 
message.
1 . Check if destination address is the local PM, and send the message.
2. Check if destination host is in the same domain, and send the message.
3. If destination is a remote host not connected to the sending host, send the 
message together with destination address to the gateway host(s).
7a network of three and six hosts was implemented, however, the number of hosts connected in 
a network can be substantially increased as explained further in the text.
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Depending on the location of the destination host, the sending host does not have 
to go through all the three stages. If the destination host is the local host then, the 
sending host stops at the first stage.
The connection algorithm/protocol tha t I developed and implemented can be used 
to build a distributed system. Using the connection algorithm, I am able to connect a 
number of hosts in a network. To connect hosts in a network, I use socket descriptors 
to establish connections to other hosts. UNIX operating system (which I am using) 
supports upto 256 open descriptors. Reserving one descriptor for the local host, the 
local host can establish 255 connections to external hosts.
Grouping hosts into different domains makes it possible to implement a scalable 
distributed computer architecture. For example, for each gateway host, if we reserve 
127 descriptors for connections to domain hosts, and 128 descriptors for connections 
to other gateway hosts then, the number of hosts that can be connected in the network 
can be substantially increased. The net result would be 128 hosts in each doamin, 
and 128 gateway host. Noting that there is one gateway host per each domain, the 
to tal number of hosts tha t can be connected in the network equals:
128 x 128 =  16384
Practically, I did not have tha t many number of hosts to connect in the net­
work, however, the results obtained in the next chapter do show th a t the connection 
algorithm was able to connect hosts in a network.
The message routing algorithm and the accompanying routing table can be used to 
support communication in a distributed system. Using hostnames as the destination 
addresses rather th a t host’s addresses has some advantage. In a  situation where a 
host is connected to more than one network, a host will have more than one network 
address, however only one hostname. If one network is down then, the host can be 
reached through the alternative network. This is possible because a search through 
the network using the hostname will return more than one network address which 
can be used to reach the host.
I l l
Chapter 6
SIMULATION TESTS AND  
RESULTS
The running theme developed throughout the thesis has been from computing paradigms 
in chapter 2 to computer architectures in chapter 3, the description and design of HY­
DRA computer architecture in chapters 4 and 5 respectively. The HYDRA computer 
prototype has been developed, designed and implemented. This chapter covers simu­
lation tests run on the HYDRA computer prototype. The main aim of the simulation 
tests is to find out whether the HYDRA computer prototype achieved the original 
goal of the thesis.
The simulation tests have been selected to cover the following:
1 . Network Connection - this would enable me investigate the performance of the 
connection algorithm, communication strategy and message routing algorithm 
described in section 5.4, 5.5 and 5.6 respectively.
2. Task execution - to enable me investige agents execution in the network. I 
will run a simple test to show tha t HYDRA computer prototype do provide a 
distributed environemnt in which agent processing can further be investigated.
I will also show that HYDRA computer prototype exhibits the characteristics 
mentioned in section 1 .0, and provides a platform on which the same character­
istics can be tested and evaluated. In addition, I will also show th a t HYDRA 
computer prototype can be used to do some useful work in a distributed system.
I will run simulation test in a network of hosts to test hosts connectivity, command 
execution, message routing and task execution. To be able to run the simulation tests,
I select a number of hosts, and enter their hostnames in config and gateway files, log on
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to each host and start running the router program which basically starts the Network 
Router running at each host.
Hosts in Figure 6.1(a) were distributed as follows:
config file gateway file
mearas.ee.surrey.ac.uk mearas.ee.surrey.ac.uk
leod.ee.surrey.ac.uk 
f elarof.ee.surrey.ac.uk
Hosts in Figure 6.1(b) were distributed as follows:
config file (1)
mearas.ee.surrey.ac.uk 
leod.ee.surrey.ac.uk 
felarof.ee.surrey.ac.uk
config file (2)
cadi.ee.surrey.ac.uk 
cad3.ee.surrey.ac.uk 
cad4.ee.surrey.ac.uk
gateway file
mearas.ee.surrey.ac.uk 
cad3.ee.surrey.ac.uk
gateway file
mearas.ee.surrey.ac.uk 
cad3.ee.surrey.ac.uk
Each host logs the events taking place, for example, starting of Network Router and 
Routing Module in the NR and RM log files respectively. Once hosts connectivity has 
successfully been achieved, the user connects and issues commands to be executed 
(the HYDRA computer is operating in the command mode).
The commands executed during the simulation test are CREATE_PM, DELETE-PM 
and PUT_NODES selected from the cammand menu in Figure 5.3.
The simulation test was run on two networks: Figure 6.1(a) connecting three hosts: 
mearas, felarof and leod, and Figure 6.1 (b) connecting six hosts: mearas, felarof and 
leod in domain 1, and cad3, cadi, and cad4 in domain 2.
Hosts mearas and cad3 are the gateways host for their respective domains in Fig­
ure 6.1 (b) handling messages traversing domain boundaries.
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6.1 H osts C onnectivity
Hosts connectivity was tested in the networks in Figure 6.1(a) and Figure 6.1(b). 
When the Network Router is started at each host, the connection protocol using the 
connection algorithm in Figure 5.4, Figure 5.5, Figure 5.6, Figure 5.7 and Figure 5.8 
initiates connection between hosts in config and gateway files. Once host connectivity 
has successfully been achieved, each host starts the Routing Module running and 
awaits the user to connect and to issue commands to be executed.
The initial phase of the connection algorithm (section 5.4) involves each host 
counting the number of hosts in the config and gateways files, and returns the total 
number of host (host_eount) in the two files. The host_count is one more than the 
total number of hosts in each domain. In the hosts connection phase, each host 
establishes a total of hostxount - 2 (section 5.4) connections (by accepting connections 
and/or sending connection requests). Only after host.count - 2 connections have been 
established by each host can a host start the local Routing Module running. Failure 
to establish host_eount - 2 connections implies tha t the hosts connection phase has 
failed, no Routing Module is started on any host, and the session is aborted.
The HYDRA implementation maintains logfiles Figure 6.2 and Figure 6.4 for 
the networks in Figure 6.1 (a) and Figure 6.1(b) respectively, in which the events 
taking place in the network are logged. By examining the logfiles I am able to 
determine whether hosts connectivity was achieved or not. Examining the information 
in Figure 6 .3 ,1 observe that successful hosts connectivity was achieved in the network 
in Figure 6.1(a). The hosts in Figure 6.1 are from networkJile1 in appendix D. The 
Routing Module is started on each host soon after Network Router has started on 
every host in the network (the network has successfully been established). Thus,
1Host number 2 - felarof, host number 3 - leod and host number 4 - mearas.
network (b)
Figure 6.1: Hosts connectivity in the network
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router.log swarmrm.log
Network Router started on host number 3 
Friday May 23 01:21:15 1997
Network Router started on host number 2 
Friday May 23 01:21:16 1997
Network Router started on host number 4 
Friday May 23 01:21:17 1997
Routing Module started on host number 2 
Friday May 23 01:21:17 1997
Routing Module started on host number 3 
Friday May 23 01:21:18 1997
Routing Module started on host number 4 
Friday May 23 01:22:07 1997
User asked for PM number outside network range, PM 0 
Friday May 23 01:22:14 1997
User asked for PM number outside network range, PM 75 
Friday May 23 01:24:43 1997
Unsuccessful data transfer to PM: 3 
Friday May 23 01:25:33 1997
Successful data transfer to PM: 2 
Friday May 23 01:25:45 1997
Successful data transfer to PM: 3 
Friday May 23 01:25:57 1997
Successful data transfer to PM: 4 
Friday May 23 01:41:19 1997
Friday May 23 01:21:15 1997 
*** RM STARTED! ***
Friday May 23 01:21:16 1997 
*** RM STARTED! ***
Friday May 23 01:21:16 1997 
*** RM STARTED! ***
Friday May 23 01:23:00 1997 
RM: PM (ID 2) CREATED!.
Friday May 23 01:23:06 1997
RM: RM cannot create, PM already exists: 2
Friday May 23 01:24:11 1997
RM: PM (ID 3) CREATED!.
Friday May 23 01:24:25 1997 
RM: PM (ID 4) CREATED!.
Friday May 23 01:29:30 1997 
RM: PM (ID 2) REMOVED!.
Friday May 23 01:29:44 1997 
RM: PM (ID 3) REMOVED!.
Friday May 23 01:30:05 1997 
RM: PM (ID 4) REMOVED!.
Friday May 23 01:30:12 1997
RM: RM cannot remove, PM non existent: 3
Figure 6.2: Network Router and Routing Module log files (3 hosts)
proving the design criteria, i.e, during hosts connectivity, the Routing Module only 
starts running on any host in the network after successful host connectivity has been 
achieved. This fact can be observed from the timining information in Figure 6.3 which 
has been taken from Figure 6.2.
The last Network Router started on Friday 23 01:21:17 1997 on host number 
4 , and immediately the first Routing Module in the network started a t Friday 23 
01:21:17 1997 on host number 2
From the timing information in Figure 6.5, I observe tha t hosts within a domain 
first achieve successful hosts connectivity before starting the Routing Module running 
on any host.
Scalability is a characteristics (section 3.5.4) that must be supported by any dis­
tributed system, HYDRA computer architecture is therefore no exception to this 
rule. The HYDRA computer prototype has been implemented in UNIX sockets using 
T C P /IP  as the transport protocol. Using UNIX sockets, every host in the network 
can establish 255 connections to the other hosts in the network. Though, the HYDRA 
computer prototype was not implemented for that number of hosts, I can still test 
the host connection algorithm (hosts connectivity) for a limited number of hosts and 
then, generalise the results obtained for a given number of hosts. I group the host in
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router.log
Network Router started on host number 3 
Friday May 23 01:21:15 1997 
Network Router started on host number 2 
Friday May 23 01:21:16 1997 
Network Router started on host number 4 
Friday May 23 01:21:17 1997 
Routing Module started on host number 2 
Friday May 23 01:21:17 1997 
Routing Module started on host number 3 
Friday May 23 01:21:18 1997 
Routing Module started on host number 4 
Friday May 23 01:22:07 1997
Figure 6.3: Hosts Connectivity in network Figure 6.1(a)
Figure 6.6 in one domain, and intiate interconnection among them. The number of 
hosts within the domain has been increased from three to six. The contents of config 
and gateway files are as follows:
co n fig  f i l e
c a d i . e e . s u r re y .ac .u k  
cad3 . e e . s u r re y .a c .u k  
cad4 . e e . s u r re y .ac .u k  
m earas. e e . s u r re y .ac .u k  
le o d . e e . s u r re y .ac .u k  
f e l a r o f . e e . s u r r e y .ac .u k
gateway f i l e
m earas. e e . s u r r e y .ac .u k
After running router program on the six hosts, the contents of the logfiles are as 
shown in Figure 6.7.
I should point out tha t not all instances of either the Network Router or the 
Routing Module starting in the network hosts was recorded in Figure 6.7, however, 
this is not a deficiency of HYDRA computer prototype but, has to do with the fact 
th a t the six hosts access and modify the same logfile ( a common resource). Thus, it is 
a m atter of scheduling processes and maintaining consistency by the operating system
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r u u t c r . I o e
Network Router started on liost number 26
Sun May 25 21:54:54 1997
Network Router started on host number 24
Sun May 25 21:54:SS 1997
Network Router started on host number 27
Sun May 25 21:54:55 1997
Network Router started on host number 3
Sun May 25 21:54:55 1997
Network Router started on host number 2
Sun May 25 21:54:56 1997
Network Router started on host number 4
Sun May 25 21:59:26 1997
Routing Module started on host number 26
Sun May 25 21:54:55 1997
Routing Module started on host number 24
Sun May 25 21:54:56 1997
Routing Module started on host number 27
Sun May 25 21:54:55 1997
Routing Module started on host number 2
Sun May 25 22:03:56 1997
Routing Module started on host number 3
Sun May 25 22:03:57 1997
Routing Module started on host number 4
Sun May 25 22:04:32 1997
User asked for PM number outside network range, PM O 
Sun May 25 22:05:01 1997
User asked for PM number outside network range, PM 51
Sun May 25 22:09:01 1997
Unsuccessful data transfer to PM: 4
Sun May 25 22:09:09 1997
Successful data transfer to PM: 2
Sun May 25 22:09:19 1997
Successful data transfer to PM: 3
Sun May 25 22:09:27 1997
Successful data transfer to PM: 4
Sun May 25 22:09:38 1997
Unsuccessful data transfer to PM: 26
Sun May 25 22:14:24 1997
Successful data transfer to PM: 24
Sun May 25 22:10:34 1997
Successful data transfer to PM: 26
Sun May 25 22:10:49 1997
Successful data transfer to PM: 27
Sun May 25 22:10:59 1997
swnrmrm.log 
25 21
STARTED!
Sun May :54:53 
*** RM ;
Sun May 25 21:54:54 1997 
RM STARTED! ***
Sun May 25 21:54:54 1997 
*** RM STARTED! • *»
Sun May 25 21:54:56 1997 
*** RM STARTED! ***
Sun May 25 21:54:S4 1997 
*** RM STARTED! ***
Sun May 25 22:04:16 1997
RM: RM cannot remove, PM non existent: 4 
Sun May 25 22:04:22 1997 
RM: PM (ID 2) CREATED!.
Sun May 25 22:04:37 1997
RM: PM (ID 3) CREATED!.
Sun May 25 22:04:43 1997
RM: RM cannot create, PM already exists: 3 
Sun May 25 22:09:23 1997 
RM: PM (ID 24) CREATED!.
Sun May 25 22:05:09 1997
RM: RJM cannot remove, PM non existent: 27 
Sun May 25 22:05:30 1997 
RM: PM (ID 26) CREATED!.
Sun May 25 22:05:42 1997
RM: RM cannot create, PM already exists: 26 
Sun May 25 22:05:52 1997 
RM: PM (ID 27) CREATED!.
Sun May 25 22:07:52 1997 
RM: PM (ID 4) CREATED!.
Sun May 25 22:11:54 1997 
RM: PM (ID 2) REMOVED!.
Sun May 25 22:12:02 1997
RM: RM cannot remove, PM non existent: 2 
Sun May 25 22:12:09 1997 
RM: PM (ID 3) REMOVED!.
Sun May 25 22:16:53 1997 
RM: PM (ID 24) REMOVED!.
Sun May 25 22:17:09 1997
RM: RJvI cannot create. PM already exists: 24 
Sun May 25 22:12:46 1997 
RM: PM (ID 27) REMOVED!.
Sun May 25 22:12:15 1997 
RM: PM (ID 4) REMOVED!.
Sun May 25 22:12:32 1997 
RM: PM (ID 26) REMOVED!.
Sun May 25 22:12:42 1997
Figure 6.4: Network Router and Routing Module log files (6 hosts)
when several processes (hosts) access and modify the same file. Nevertheless, the fact 
tha t the Routing Module was started on five hosts implies tha t hosts connectivity 
was successful in the network.
The success in interconnecting three hosts within a domain, and six hosts within 
a domain, do show the extensibility characteristic of the HYDRA computer archi­
tecture. Though, the hosts connectivity test was performed on a limited number of 
hosts, from the test results for Figure 6.1(a), Figure 6.1(b) and Figure 6.6 , I can 
conclude tha t HYDRA computer architecture exhibits scalability characteristic.
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r o u t e r . l o g
Network Router started on host number 26 
Sun May 25 21:54:54 1997
Network Router started on host number 24 
Sun May 25 21:54:55 1997
Network Router started on host number 277 
Sun May 25 21:54:55 1997
Network Router started on host number 3 
Snn JsS L ecy 25 21:54:55 1997
Network Router started on host numt>ox* 2 
Snn May 25 21:54:55 1997
Network Router started on host number 4 
Sun May 25 21:59:26 1997
Routing Module started on host number 25 
Sun IvdCuy 25 21:54:55 1997
Routing Module started on host number 24 
Sun May 25 21:54:55 1997
Routing Module started on host number 27 
Sun May 25 21:54:55 1997
Routing Module started on host number 2 
Sun May 25 22:03:55 1997
Routing Module started on host number 3 
Sun May 25 22:03:52 1997
Routing Module started on host number 4 
Sun May 25 22:04:32 1997
Figure 6.5: Hosts Connectivity in network Figure 6.1(b)
6.2 Com m and execution
During command execution phase the user issues commands to be executed in the 
system. The user intialises the system by either creating or deleting PMs in the 
system. The user can operate the system in two modes: command mode - the user 
isues commands to be execuetd, and execution mode - the user runs a task in the 
system. I will test the HYDRA computer prototype in the command mode issuing 
the CREATEJPM, DELETE_PM and PUT.NODES commands from Figure 5.3 to 
be executed in the system.
CREATE_PM/DELETE_PM - will test the ability of the HYDRA computer pro­
totype to create/delete a target PM, and the ability of the prototype to recognise 
and reject a request from the user when the target PM is beyond the system limits. 
Recall that PM number 0 and PM number greater than 47 cannot be accommodated 
in the system. I will therefore run a test and request to create/delete PM number 2, 
3, 4, 0 and 75.
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Figure 6.6: A network of six hosts grouped in one domain 
When the simulatiom test was run the following was observed in Figure 6 .2:
FRIDAY 23 01:23:00 1997 
RM:PM (ID 2) CREATED! 
FRIDAY 23 01:24:11 1997 
RM:PM (ID 3) CREATED! 
FRIDAY 23 01:24:25 1997 
RM:PM (ID 4) CREATED!
FRIDAY 23 01:29:30 1997 
RM:PM (ID 2) REMOVED!. 
FRIDAY 23 01:29:44 1997 
RM:PM (ID 3) REMOVED!. 
FRIDAY 23 01:30:05 1997 
RM:PM (ID 4) REMOVED!.
in the swarmrm.log logfile, and
User asked for PM number outside network range, PM 0 
FRIDAY 23 01:22:14 1997
User asked for PM number outside network range, PM 75 
FRIDAY 23 01:24:43 1997
in router.log logfile.
It is interesting to note tha t requests from the user for PM numbers outside the 
system range are recorded by the Network Router in the router.log and not in the 
swarmrm.log. This implies tha t the network Router checks the validity of a destina­
tion address before sending a command (message) into the network to avoid having 
messages with invalid destination address circulating in the network. Recall tha t 
messages, commands or agents with invalid destination PM addresses are discarded 
by the sending host (section 5.6). The observed results prove tha t the proposed 
separation of communication into network and local components (section 4.4.1) was
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N e t w o r k  R o u t e r  s t a r t e d  o n  h o s t  n u m b e r  3  
F r i  J u l  2 5  2 3 : 0 5 : 3 1  1 9 9 7
N e t w o r k  R o u t e r  s t a r t e d  o n  h o s t  n u m b e r  4  
F r i  J u l  2 5  2 3 : 0 5 : 3 2  1 9 9 7
N e t w o r k  R o u t e r  s t a r t e d  o n  h o s t  n u m b e r  2 7  
F r i  J u l  2 5  2 3 : 0 5 : 3 4  1 9 9 7
N e t w o r k  R o u t e r  s t a r t e d  o n  h o s t  n u m b e r  2 6  
F r i  J u l  2 5  2 3 : 0 5 : 3 3  1 9 9 7
N e t w o r k  R o u t e r  s t a r t e d  o n  h o s t  n u m b e r  2  
F r i  J u l  2 5  2 3 : 0 5 : 3 6  1 9 9 7
R o u t i n g  m o d u l e  s t a r t e d  o n  h o s t  n u m b e r  2 7  
F r i  J u l  2 5  2 3 : 0 5 : 3 6  1 9 9 7
R o u t i n g  m o d u l e  s t a r t e d  o n  h o s t  n u m b e r  2 6  
F r i  J u l  2 5  2 3 : 0 5 : 3 7  1 9 9 7
R o u t i n g  m o d u l e  s t a r t e d  o n  h o s t  n u m b e r  4  
F r i  J u l  2 5  2 3 : 0 5 : 3 7  1 9 9 7
R o u t i n g  m o d u l e  s t a r t e d  o n  h o s t  n u m b e r  3  
F r i  J u l  2 5  2 3 : 0 5 : 3 6  1 9 9 7
R o u t i n g  m o d u l e  s t a r t e d  o n  h o s t  n u m b e r  2  
F r i  J u l  2 5  2 3 : 0 7 : 2 2  1 9 9 7
Figure 6.7: Connectivity of six hosts in one domain
successfully implemented in the HYDRA computer prototype thus, resulting in the 
local RM only handling messages or agents destined for the local PM, while the NR 
handles messages to external destinations.
The observed test results show tha t the HYDRA computer prototype does not 
support messages with invalid destination PM addresses. This is a proof th a t the 
routing table (with a limited view of the network) implemented in the HYDRA com­
puter prototype does not result in messages with illegal destination addresses in the 
network.
The DELETE_PM comand is the converse of CREATEJPM comand. A PM is cre­
ated with the CREATEJPM comand, and removed using the DELETE_PM comand.
Although, the user can request to create/delete PM number X (as long X lies 
within the system range), the system creates PM number X only once. Attempts to 
create/delete the same PM number X more than once results in error messages:
RM: RM cannot create, PM already exists: 2 
FRIDAY 23 01:23:06 1997
RM: RM cannot remove, PM nonexistent: 3 
FRIDAY 23 01:30:12 1997
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From the timing of events in the system, it can be observed tha t PM 2 was created 
on FRIDAY 23 01:23:00 1997, thus, when the second attem pt was being made to 
create PM 2 on FRIDAY 23 01:23:06 1997, PM 2 already was in existence. Thus, the 
system could not create an already existent PM 2. PM 2 was removed on FRIDAY 
23 01:29:30 1997. Similarly PM 3 was created on FRIDAY 23 01:24:11 1997, and 
removed FRIDAY 23 01:29:44 1997. During the second attem pt to remove PM 3 on 
FRIDAY 23 01:30:12 1997, PM 3 nolonger existed thus, the system could not remove 
non-existent PM 3.
logged messages in Figure 6.2.
When a PM in created, the RM forks a process, passes it the PM program code 
and assigns it a process id. The RM establishes communication pipes between itself 
and the child process, and fills in the following parameters (appendix A .1.6):
process_rec[pmld].proc_id = childpid -- process id after fork
process_rec[pmld].proc_read = pmrmfdfO] -- read end pipe from the PM
process_rec[pmId].proc_write = pmrmfd[l] -- write end pipe to the PM
pmld is the requested PM number from the user.
The above information is recorded only once when a PM is created, and cannot be 
filled a second time when a PM is in existence.
When a PM is removed, the RM fills the above parameters as follows:
!ss_rec[pmld].proc_id 
iss_rec[pmld] .procjread 
iss_rec[pmld],proc_write
NULL
NULL
NULL
A PM is only created when
ss_rec[pmld].proc_id 
ss_rec[pmld].proc_read
ss recfümldl
NULL
NULL
NULL
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Similarly, a PM is only removed when
process_recCpmld].proc_id - non-NULL
process_rec[pmld].proc_read - non-NULL
process_rec[pmld].proc_write - non-NULL
Thus, once a PM has been created, it cannot be created again while it is still in 
existence. Similarly, once a PM has been removed, it cannot be removed again since 
the PM does not exist.
PUT_NODES: the distributed database or node structure is prepared, saved in a 
nodefile before hand, and loaded to the target PM when the command PUT.NODES 
followed by a target PM number is executed. At the target host (PM), the RM checks 
if the local_machine_num matches the PM number specified in the nodefile. If there 
is a match, the nodefile is loaded to the PM. Otherwise, the command execution fails 
and a failure indication is sent to the Network Router. Testing for the existence of a 
PM before loading a nodefile ensures tha t a nodefile is loaded to the correct target 
PM, (if the target PM exists), and not to any other PM. PUT-NODES command 
will fail if the target PM does not exist or if the corresponding host exists in the 
network but the PM has not been created or if the target host is within the system 
range, but the host is not connected. For example, if the target PM number is 1, 
the command would fail because though, the PM number is within the system range, 
the coresponding host yavanna2 is not among the network hosts in Figure 6.1(a) and 
Figure 6.1(b).
To load the database or node structure to PMs in the network, I use the CRE­
ATE JPM command to create PMs in the network and then, execute PUT_NODES 
command to load the nodefile to the respective PMs. The network Router logs the 
events taking place in Figure 6,4, from which I observe the following:
Unsuccessful data transfer to PM 4 
Sun May 25 22:06:09 1997 
Successful data transfer to PM 2 
Sun May 25 22:09:19 1997 
Successful data transfer to PM 3
2During the simulation of this test, host yavanna was assigned PM 1, and yavanna ran a different 
operating system from the other hosts in the system. I thus, decided not to include yavanna among 
network hosts.
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Sun May 25 22:09:27 1997 
Successful data transfer to PM 4 
Sun May 25 22:09:38 1997 
Unsuccessful data transfer to PM 26 
Sun May 25 22:14:24 1997 
Successful data transfer to PM 24 
Sun May 25 22:10:34 1997 
Successful data transfer to PM 26 
Sun May 25 22:10:49 1997 
Successful data transfer to PM 27 
Sun May 25 22:10:59 1997
By examining the swarmrm.log in Figure 6.4, I observe:
RM:PM (ID 4) CREATED 
Sun May 25 22:07:52 1997 
RM:PM (ID 26) REMOVED 
Sun May 25 22:12:32 1997
Attem pt to transfer data to PM 4 on Sun May 25 22:06:09 1997 failed because PM 4 
was yet to be created. PM 4 was created on Sun May 25 22:07:52 1997.
Similarly, attem pts to transfer data to PM 26 on Sun May 25 22:14:24 1997 failed 
because PM was non-existence, since the PM had been removed on Sun May 25 
22:12:32 1997.
Conclusion to be drawn from the obtained test results:
1. Although the hosts in the HYDRA computer architecture may be connected, 
processing or activity only takes place in the system when the Processing Mod­
ules have been created. The Processing Modules are the execution engines in 
HYDRA computer architecure without which no processing can take place.
2. Creation and deletion of PMs in the system is at the disposal of the user, thus, 
providing the user with a distributed system in which the user is in full control 
of the system resources (the choice of which host to run tasks).
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6.3 M essage R outing
Message routing test is aimed at determining whether the message routing algorithm 
implemented in HYDRA computer prototype is capable of routing messages to hosts 
within the local domain and to hosts outside the local domain. Network in Fig­
ure 6.1(b) was used during the message routing test. The user (AP) connected to 
the HYDRA system through host felarof. Thus, enabling me to test whether when 
a message with destination PM address outside the local domain is received by host 
felarof, the message is routed to the gateway host; mearas. I am particularly inter­
ested in investigating message routing from host felarof in domain 1 to the hosts in 
domain 2.
From the test results in Figure 6.4, I was able to successfully achieve hosts con­
nectivity between hosts in network Figure 6.1 (b). And from host felarof in domain
1 , I was able create PM(s) and load the node structure to the hosts in both domain 
1 and domain 2.
Bearing in mind tha t there is no direct connection between host felarof in domain 
1 and the hosts in domain 2 ,1 can conclude tha t in order to reach the hosts in domain
2, the message from host felarof must have transited through the gateway host mearas 
(gateway host for domain 1) to the gateway host cad3 (gateway host for domain 2) 
so as to reach the hosts in domain 2.
Another I method used to observe events in the network was to include print 
statements in the Network Router code and thus, be able to trace and observe com­
mands being ferried from felarof to the gateway host mearas, across the network to 
the gateway host cad3, and finally to the hosts in domain 2.
Messages from host felarof can only reach the hosts in domain 2 if the gateway 
hosts mearas and cad3 played their role of gateway hosts i.e, forwarded messages 
traversing their domain boundaries.
The results of this test confirm the successful remote execution of the CRE- 
ATE-PM, DELETE_PM and PUT.NODES by the hosts in domain 2, when the 
commands are issued by the user from host felarof in domain 1 .
Message routing in the network depends on the message routing algorithm/protocol, 
communication strategy, and the routing table described in section 5.0. The successful 
execution of commands by the hosts in domain 2 when the commands are issued by
124
the user connected to the host in domain 1 , is a confirmation tha t the three modules 
on which message routing is relied upon, performed as per the design.
6.4 Task E xecution Test Program
During task execution, agents replace the user commands, the agents control the 
network. Network control only returns to the user when the task terminates.
Due to the dynamic characteristics of distributed systems in which host connects 
and disconnects to the network without prior warnings, by the time of running the task 
execution test, the hosts in Figure 6.1 had been disconnected from the network or their 
usage changed by the system administrator. Thus, requiring a different network to be 
configured. I therefore, performed the task execution test in the network Figure 6.8, 
after successful hosts connectivity had been achieved (appendix E).
2
Figure 6.8: Network for task execution test
The database Figure 6.9 represents the city of Nairobi (capital of Kenya) and 
the surrounding villages. The database is distributed among the respective PMs in 
the network. For each PM, a nodefile appendix F containing the node structure is 
prepared before hand and loaded to the respective PMs in the network. The nodefiles 
are loaded after PM creation but before task execution begins.
The test program is a simple routine. The routine loads a value to agent workspace 
variable AW2 (a variable carried by the agent), inserts a destination address (node 
1 in all PMs in the network) in the destination list (DL) and then, sends the agent 
to the address in the destination list. At the destination address, the agent loads a 
value from the persistent workspace PW 3 , adds this value to the value carried in the 
agent variable and stores the result in the AW2 (this loop is repeated five times in
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Figure 6.9: Node distribution to PM(s) in the network
testl and ten times in test2). After exiting the loop, the agent stores the result in 
in persistent workspaces PW3. The agent inserts destination address (PM 3 node 1) 
in the destination list, and spawns to this address. On reaching the address in the 
DL, the agent loads the value from persistent workspace PW3, add this value to the 
value in the AW2, and stores the result in AW3. The agent then, loads the value in 
persistent workspace PW4, adds it to the value in the AW3, and store the final result 
in persistent workspace PW4. The agent then, terminates.
The test program is described as follows:
AW2, AW3, AW4 - agent variables in the agent workspace.
PW3, PW4 - persistent workspace (nodal variables)
01 Assign a value to AW2.
02 Insert destination PM (PM1-3) address in the destination list (DL) .
03 Insert destination node address (node 1) in the destination list (DL).
04 Spawn to destination address in the destination list.
05 Load a value from persistent workspace workspace PW3 to AW3.
06 Add contents of AW3 to contents AW2 and store the result in AW2.
07 Add one (1) to contents of AW4.
08 Test if contents of AW4 equals 5/10.
09 If contents of AW4 is less than 5/10, go back to 06.
10 Store the contents of AW2 in persistent workspace PW3.
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11 Store the value 0 in persistent workspace PW4.
12 Insert destination PH (PM3) address in the destination list.
13 Insert destination node (node 1) address in the destination list.
14 Spawn to the address in the destination list.
15 Load a value from persistent workspace workspace PW3 to AW3.
16 Add contents of AW3 to contents AW2 and store the result in AW3.
17 Load a value from persistent workspace workspace PW4 to AW4.
18 Add contents of AW3 to contents AW4 and store the result in AW3.
19 Store the contents of AW3 to persistent workspace PW4
20 Terminate.
Pseudo code of the test program is represented in Figure 6.10.
Variables:
DL agent destination List 
AW (agent workspace):
AWO zero (00000000)
AW1 empty (80000000)
AW2- AW 10 agent variables, and may be used by the agent during execution.
TW (nodal persistent workspace):
PWO node address
PW1 node key
PW2 next node address
PW3 used to store a unique value at different PM and node addresses
PW4 used to store the final result obtained after task execution has terminated
Program (pseudo-code):
begin
1 AW2 « -  1A # load 1A to AW2
2 DL « -  OxFFFFOOOO # insert PM address in destination list (DL)
3 D L « - 0x00000001 # insert node address in destination list (DL)
4 spawn # spawn to address in DL
5 AW3 « -  PW3 if load contents of PW3 to AW3
repeat # propagation loop
6 AW2 « -  AW2 + AW3 # add contents of AW3 to AW2 and store in AW2
7 AW4 « -  AW4 + 01 ë add 1 to contents of AW4 and store in AW4
8 if AW4<05/.10 ff check contents of AW4 is less titan 5/10
9 branch to repeat if true # branch to repeat loop if true
10 03 « -  AW2 it store contents of AW2 in PW3
U 04 « -0 0 # initialise workspace position PW4
12 DL « -  0x00030000 # insert PM address in destination list (DL)
13 D L « -  0x00000001 # insert node address in destination list (DL)
14 spawn It spawn to address in DL
15 AW3 « - 0 3 it load contents of PW3 to AW3
16 A W 3«- AW3 + AW2 it add contents of AW3 to contents of AW2 and store in AW3
17 AW4 «- 04 # load contents of PW4 to AW4
18 A W 3«- AW3 + AW4 if add contents of AW3 to contents of AW4 and store in AW3
19 04 «-A W  3 tt store contents of AW3 in PW4
20 TERMINATE
Figure 6.10: Example test program in pseudo-code
The test routine will enable me to show that agent processing and the HYDRA 
computer prototype can be used to do some useful work. Though, the task to be
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executed (simple addition of two numbers several times) is very trivial, however, the 
task exposes the distributed characteristics HYDRA computer architecture.
The agent starts executing in line 01 at the console node (AP). The agent loads 
lAhex to AW2. In line 02 -  03, the agent inserts destination address (PM and node 
addresses) in the destination list (DL). In line 04, the agent spawns to the address 
in the destination list. In line 05, the agent (executing at the destination address) 
loads the contents of PW3 in the AW3. In line 06 -  1 1 , the agent carries a simple 
operation; adding the contents of AW2 and AW3, and stores the final result a t PW3. 
In line 12 -  13, the agent inserts a destination address in the destination list, and 
spawns to the address in the destination list in line 14. At the destination address, 
The agent loads the contents of PW3 to AW3 in line 15, adds the contents of AW2 
to the content of AW3 and stores the result in AW3 in line 16. The agent then, loads 
the contents of PW4 to AW4 in line 17, adds the content of AW3 to the content of 
AW4 in line 18 and stores the result in PW4 in line 19. The agent then, terminates 
in line 20.
6.5 Task E xecution Test R esults
The task execution test was performed twice. The first time the propagation loop was 
executed five times (testl). The second time the the propagation loop was executed 
ten times (test2). A synopsis of the test results (PM logfiles in appendix E and 
F) for tests 1 and 2 are shown in Figure 6.11 and Figure 6.12 respectively. In 
Figure 6.11(a) and Figure 6.12(a), the persistent workspace PW3 in each PM was 
loaded with a different value. At the console node the agent loaded 1 A^ex to agent 
workspace AW2, and the agent was despatched to the destination address in the 
destination list. At the reached destination, the agent retrieved the contents of PW3 
and added it to the contents of AW2. The addition loop was repeated five times in 
Figure 6.1 1 (a), and ten times in Figure 6.12(a).
At the end of the addition loop, the agent stored the final result in persistent 
workspace PW3 and AW2. The agent then, inserted the destination address (PM3 
node 1) in the destination list and spawned to this address. In testl, on reaching its 
destination:
In the l si loop, the agent from PM 1 loads the contents of PW3 into AW3, adds 
the contents of AW2 to AW3 and stores the sum in AW3. The agent then, loads the 
contents of PW4 into AW4, adds the contents of AW3 to the contents of AW4 and
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PM1 logftle PM 2 logfile PM3 logfile
loop_countvalue in persistent workspace PW3 22 23 24
value in AW 2 0000001A 0000001A 0000001A
Total 0000003C 0000003D 0000003E I
Total 0000005E 00000060 00000062 2
Total 00000080 00000083 00000086 3
Total OOOOOOA2 OOOOOOA6 0O0000AA 4
Total 000000C 4 OOOOOOC9 000000C E 5
(a) The agent adds the contents o f  A W 2 to the contents o f  PW 3, the agent goes executes the addition loop 5 times
loop_count PM1 PM2 PM3 Sub Total Total
1
Q00000C4
(A W 2)
----
000000C E
(PW 3)
00000192
(A W 3)
00000192
(PW 4)
2
---- OOOOOOC9
(A W 2)
000000C E
(PW 3)
00000197
(A W 3)
00000329
(PW 4)
3
---- ----
000000C E
(PW 3)
OOOOOOCE
(A W 2)
0000019C
(A W 3)
000004C 5
(PW 4)
(b) The results obtained from every PM in the network are added up and stored at PW 4 in PM 3 node 1
Figure 6.11: Task execution results - test program 1 
stores the sum in PW4.
In the 2nd loop, the agent from PM 2 loads the contents of PW3 into AW3, adds 
the contents of AW2 to AW3 and stores the sum in AW3, The agent then, loads the 
contents of PW4 into AW4, adds the contents of AW3 to the contents of AW4 and 
stores the sum in PW4.
In the 3rd loop, the agent from PM3 loads the contents of PW3 into AW3, adds 
the contents of AW2 to AW3 and stores the sum in AW3. The agent then, loads the 
contents of PW4 into AW4, adds the contents of AW3 to the contents of AW4 and 
stores the sum in PW4.
The same operation is executed for test2 Figure 6.12(b), except th a t in the 2nd
loop, the operation involves PM3 and PM3, while in the 3rd loop, the operation
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PM1 logfile PM2 logfile PM3 logfile
loop_countvalue in persistent workspace PW3 22 23 24
value in AW2 0000001A 0000001A 0000001A
Total 0000003C 0000003D 0000003E 1
Total 0000005E 00000060 00000062 2
Total 00000080 00000083 00000086 3
Total 000000A2 000000A6 000000AA 4
Total 00000004 OOOOOOC9 OOOOOOCE 5
Total OOOOOOE6 000000EC 000000F2 6
Total 00000108 000001OF 00000116 7
Total 0000012A 00000132 0000013A 8
Total 0000014C 00000155 0000015E 9
Total 00000I6E 00000178 00000182 10
(a) The agent adds the contents o f AW 2 to the contents of PW3, the agent executes the addition loop 10 times
loop_count PM1 PM2 PM3 Sub Total Total
1
0000016E
(AW2)
--- 00000182
(PW3)
000002F0
(AW3)
000002FO
(PW4)
2 ----- -----
00000182
(PW3)
00000182
(AW2)
00000304
(AW3)
000005F4
(PW4)
3 — 00000178
(AW2)
00000182
(PW3)
000002FA 
(AW3)
000008EE
(PW4)
(b) The results obtained from every PM in the network are added up and stored at persistent workspace 4 in PM3 node 1
Figure 6.12: Task execution results - test program 2
involves PM 2 and PM3.
After the third loop has been executed, the value stored in PW4 in PM3 node 
1 is the sum total of the contents of AW2 from PM1 -  PM3 (inclusive) individually 
added to the contents of PW3 in PM3 node 1 .
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Executing the task manually for testi at the PMs.
PM1 PM2 PM3
22 23 24
x5 x5 x5
AA AF B4
+1A +1A +1A
C4 C9 CE
All agents propogate to PM3 nodel.
Value from PM1 C4 Value from
Value from PM3 CE Value from
sub-total 192
value in PW3
value in PW3 multiplied five times 
value in AW2
final value stored in PW3
PM2 C9 Value from PM3 CE
PM3 CE Value from PM3 CE
197 19C
4C5Total 192 + 197 + 19C =
Similarly manually executing the task for test2 yields the final results as 
Total 2F0 + 304 + 2FA = 8 EE
The manually calculated results are in agreement with the results calculated by the 
system.
6.6 Characteristics o f A gents E xecuting in H Y ­
D R A  com puter prototype
In section 1.0, I mentioned the characteristics tha t agents executing in a distributed 
system should exhibit. I shall analyse the test and test results obtained after the task 
execution has terminated by examining PM logfiles in appendix E and F, Figure 6.11 
and Figure 6.12.
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1. At the beginning of the test program, the agent loaded a value in the agent 
workspace AW2, inserted destination address in the destination list, and then, 
executed the first operation; navigation. Navigation - means by which agents 
traverse the network using destination addresses. From the console node the 
agent was sent to address xFFFFOOOl/je^ (recalling tha t a destination address 
consists of PM address and node address. The address FFFF in the PM field 
signifies a broadcast address i.e send message to all PMs in the network). From 
the test results, it can be observed tha t the agents were able to navigate the 
network using destination addresses, and to reach their destinations. Two types 
of communications can be identified: network communication and local com­
munication (section 4.4.1). In the network communication, the agent were sent 
from the console node to node 1 in PM I, PM 2 and PM3. And again, from nodel 
in PM 1 and PM2 to nodel in PM3 after the execution of the addition loop. In 
the local communication, the agent was sent from nodel in PM3 to nodel in 
PM3. The local aspect of communication is represented by the agent execut­
ing the 3rdloop-count and 2ndloop-count in Figure 6.11(b) and Figure 6.12(b) 
respectively.
2. Communication - the capability to carry data from one destination to another 
in the network. The agent carried the parameter lA /^  in AW2 from the con­
sole node to node 1 PM I -  PM3 in the network, thus, making it possible to 
communicate in the network. Therefore, proving tha t agents can be used to 
pass or communicate messages in a  distributed system.
3. The capability to access and to modify a stored value at a given site. The 
agent accessed the value stored at persistent workspace PW3 in node 1 in PM1 
-  PM3 in the network. The decision to store a unique value a t the respective 
sites, was to enabled me observe the values retrieved by the agent at each site, 
and to compare them with the value stored at persistent workspace PW 3 in the 
nodefiles (appendix E). The results obtained show tha t the value retrieved and 
the value in the nodefiles are the same. Thus, the agents were able to retrieve 
the value stored in the network. The result do show tha t the agents in HYDRA 
computer architecture has been provided with the means by which a shared 
resource can be accessed by agents executing in the system.
4. Concurrent execution by the agents. From the console node the agents were 
concurrently sent to nodel in PM I -  PM3, on reaching their destination, the 
agents executed the addition loop (i.e adding the value in AW2 to the value 
in AW3). The addition loop was independently executed a t each PM, and 
the results stored at the local site prove that HYDRA computer architecture 
supports parallel and concurrent execution.
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H o st T a sk  E x e cu tio n  T im in g s
y a v a n n a C P U  tim e  for T im e  E x e cu tio n  9
ainur C P U  tim e  for T im e  E x e c u tio n  6 8
kira C P U  tim e  for T im e  E x e cu tio n  151
Figure 6.13: Task execution timings - test program 2
5. Synchronisation when a shared resource is being accessed and modified by sev­
eral agents. In line 14 -  17 of the test program, the agents access and modify a 
value stored a t one particular location. Examining PM logfiles in appendix E 
and F, and Figure 6.11(b) and Figure 6.12(b), I observed tha t, the final figure 
of 000004C5 or 000008EE is the sum total of the results in PM1, PM 2 and PM3 
individually added to the value in PW3 in PM3 nodel. W ithout synchronisa­
tion when executing agents or when agents access a shared resource, the final 
figures would not be the same as the sum obtained by manual calculation.
6.6.1 Task E xecution  Perform ance
I shall refer the data in appendix G and Figure 6.13 to find out how the hosts per­
formed during the task execution test. The data in Figure 6.13 show th a t CPU time 
for Task Execution for the three hosts differ by quite big margins. The hosts in the 
network are not entirely dedicated for the exclusive use by HYDRA computer system. 
Hosts yavanna, kira and ainur are departmental (dept, of Electrical Engineering, Uni­
versity of surrey) servers, and are thus, serve many users. Host yavanna is exclusively 
used by members of Computer Systems Research Group (CSRG) and thus, has few 
users as compared to hosts kira and ainur which serves both the undergraduate and 
postgraduate students in addition to the members of staff in the department. When 
many tasks (processes) are being executed at a particular host, each task is scheduled 
its runtime in a uniform timesharing mechanism that ensures th a t every task will 
be able to run. If the scheduled runtime for a task expires before the task is com­
plete then, the operating system suspends the task awaiting to reschedule it another 
runtime later. The frequency of suspending tasks and rescheduling them runtime 
depends on the number of tasks being executed. The mechanisms of suspending and
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rescheduling tasks is entirely dependent on the operating system.
At the time of running the task execution test program, host yavanna was lightly 
loaded in terms of the number of users logged to the host. The same cannot be said 
about the other hosts kira and ainur.
CPU time for Task Execution is calculated as the time difference between the time 
when the task starts and when the task terminates. It does not take into account the 
time when the task is suspended by the operating system. The reason being that, 
when a task begins in the network, the task continues to run until it either receives a 
task termination control agent or the task executes a “stop” instruction. Therefore, 
even though the task is suspended in the system, the time spent when the task is 
suspended will be considered as time for task execution. Thus, depending on the 
loading on a particular host, the time for task execution will be different each time 
the task is run. It is for this reason th a t though, the time for task execution for hosts 
yavanna and ainur should be the same because they both execute the addition loop 
the same number of times, the observed results show otherwise.
Another point to consider while analysing the timing in Figure 6.13 is th a t the 
three host are not homogeneous in terms of hardware components. The hardware 
components (especially CPU vary in speed, RAMs sizes etc), thus, certainly giving 
rise to different CPU time for task execution.
The timings in Figure 6.13 therefore, cannot be considered in isolation, but has to 
take into account the other users who are active in the system, and thus, the necessity 
for the operating system to suspend and reschedule tasks their runtime. The number 
of users active in the system and the mechanism used by the operating system to 
suspend and reschedule tasks runtime has a big influence on the time it takes to 
execute a task. The timings in Figure 6.13 are therefore, not entirely due to task 
execution. It thus, becomes meaningless to talk about the time it takes to execute 
a task in a distributed system because of the outside influence (other users active in 
the system). Nevertheless, the merits of a distributed system which takes two hours 
to execute a simple task can be subject to a lot of debate. The time taken for task, 
execution by each host is considered by the author to be reasonable. Well, what is/is 
not reasonable can be subject to a prolonged debate.
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6.7 Evaluation of the H Y D R A  P rototyp e
The aim of this thesis was to develop and implement a distributed system consisting 
of a network of hosts on which agents processing can executed, tested and evaluated. 
The HYDRA computer prototype is the product of the thesis. Simulation tests have 
been run on the HYDRA computer prototype, and the test results presented and 
analysed. The aim of this section is to determine whether the HYDRA computer 
prototype achieved the aim of the thesis. The development and implementation of 
the HYDRA computer was made possible by the connection and the message routing 
algorithms described in section 5.4 and 5.6 respectively. Evaluation of the HYDRA 
computer prototype will therefore cover hosts connection, message routing algorithms, 
communication strategy, and task execution.
6.7.1 H osts C onn ectiv ity
Using connection algorithm in section 5 .4 ,1 was able to connect hosts in Figure 6.1 (a), 
Figure 6.1(b) and Figure 6.6. The test results in Figure 6.3, Figure 6.5 and Figure 6.7 
do show that hosts connectivity for networks in Figure 6.1(a), Figure 6.1(b) and 
Figure 6.6 was achieved using hostnames in both config and gateway files. The 
network can be extended to the number of connections supported by the underlying 
operating system that can be established by a local host (section 6.1 ).
6.7.2 C om m unication
Communication is a major component of any distributed system. W ithout communic­
ation, distributed processing would be an impossible feat to achieve. Communication 
enables processes executing in different hosts in the network to both send and re­
ceive messages. To communicate effectively, the hosts in the network are provided 
with message routing mechanism which ensures that messages reach their correct 
destinations. Effective communication in HYDRA relies on proper functioning of 
the gateway hosts, search table, routing table, communication strategy and message 
routing algorithm. The positive results obtained during test runs in section 6.1 and
6.2 are proofs tha t the gateway hosts, search table, routing table, communication 
strategy and message routing algorithm performed as per the design.
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6.7 .3  M essage R outing
Sending and receiving messages by the hosts in the network is governed by the message 
routing algorithm Figure 5.10 and Figure 5.11. Message routing was tested in the 
networks in Figure 6.1(a) and Figure 6.1(b). From the test results obtained, I am able 
to conclude tha t the HYDRA computer prototype can interpret destination addresses, 
and correctly route messages to their destinations. While a t the same time discarding 
messages with invalid destination addresses.
6.7 .4  C om m unication  S trategy
In the network in Figure 6.1 (b), when a non-gateway host in one domain sends a mes­
sage to a non-gateway host in the other domain, the message has to transit through 
the gateway host for each domain before reaching its destination. Incorporated print 
statements in Network Router made it possible to observe messages transiting from 
the sending host through the gateway hosts and to the destination host. The commu­
nication strategy implemented enabled messages to be routed to correct destinations 
in HYDRA computer prototype.
6.7 .5  Task E xecution
The task execution results presented in section 6.4 are a confirmation th a t HYDRA 
computer prototype can be used to execute a task.
6.8 CO NCLUSIO N
Simulation tests were performed to test the HYDRA computer prototype. The tests 
enabled me to investigate the HYDRA prototype when operating in both command 
and execution mode and, to investigate the performance of the design and implement­
ation ideas presented in chapter 5. The test results presented and analysed show that 
HYDRA computer architecture was successfully implemented.
The results obtained while running tests on hosts connection, agent or message 
routing and task execution, confirm that I achieved successful implementation of the 
following:
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1. The Communication Router (CR) consisting of Network Router and Routing 
Module.
2. The Network Router capable of establishing connections to a given number 
of hosts in the network. Using socket descriptors, upto a maximum of 255 
(though, this number of connections were not established during the running of 
simulation tests) connections can be established by the local host to the other 
hosts in HYDRA computer prototype.
3. Hosts in the network are logically divided into two levels: level 1 are gateway 
hosts, and level 2 are non-gateway hosts.
4. Hosts in the network are logically grouped into domains, and a host can belong 
to more than one domain, for example, gateway hosts belong to two domains. .
5. Every host within a domain has a direct connection to every host in tha t domain.
6. Every domain has atleast one gateway host tha t handles extra-domain messages.
7. Static or non-adaptive routing schemes where once the routing information 
prepared and downloaded into each host does not change.
8. Communication strategy th a t can be used to route messages in the HYDRA 
computer prototype.
9. A mixture of message routing algorithms used to route messages in HYDRA 
computer prototype.
10. When the sending and receiving hosts are in the same domain, the sending host 
can directly route the message to the receiving host. However, if the sending 
and receiving hosts are in different domains, the sending host sends the message 
to the gateway host to reach the receiving host.
11. Message routing scheme that can correctly interpret and deliver messages to 
their correct destinations, as long as the destination address is within the system 
bounds and the destination host is logically connected to the network.
12 . Message routing scheme that can detect and discard messages with illegal des­
tination addresses.
13. Search table for mapping PM numbers to hostnames (hosts), and a routing 
table for finding connections to the destination host.
14. The HYDRA computer architecture tha t supports agent processing in a dis­
tributed system.
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15. The HYDRA computer prototype th a t has successfully been used to show tha t 
agents can be used to do some useful work in a distributed system.
16. The HYDRA computer architecture by its nature is a distributed system, and 
thus, is expected to meet the specifications and characteristics of distributed 
systems (section 3.5).
(a) Resource sharing
The HYDRA computer prototype provide a shared resource in the form 
of program code tha t is loaded into every PM node before task execution 
begins. Every agent visiting the node executes the same code though, 
at different points determined by the program counter (PC) carried by 
individual agents. The console node (AP) which serves as inpu t/ou tpu t 
point of the system is another shared resource.
The value stored at persistent workspace PW3 (section 6.4) in the nodefiles 
is a shared resource tha t can be accessed and modified by guest agents 
belonging to the same task executing at the sites. In the last part of task 
execution test, the agents from nodel in PM1 -  PM3 were sent to node 1 in 
PM3 where the agents accessed and modified the stored value at persistent 
workspace PW3, thus, confirming tha t the stored parameter is a shared 
resource. HYDRA computer architecture thus, supports resource sharing.
(b) Openness
The HYDRA prototype can be extended by adding both hardware and 
software resources to improve the system. Any number of hosts can be 
added and thus expanding the system. In Figure 6.1(b) and Figure 6.6, 
the number of hosts per domain has been increased from three to six. This 
is a proof of the openness of HYDRA computer architecture, thus, the 
number of hosts in HYDRA computer architecture can be added without 
disruption to the existing hosts. Openness characteristic is therefore well 
supported in HYDRA computer architecture.
(c) Concurrency
The current implementation of HYDRA computer architecture only sup­
ports single-user operations, however, future work may extend the archi­
tecture to support multi-user executions. Nevertheless, in the current 
implementation, agents can be executed concurrently, each agent being 
scheduled its runtime by the operating system. This was exhibited in the 
last phase of task execution, when agents accessed and modified a single 
resource. Scheduling each agent its runtime enforced synchronisation. 
During task execution (section 6.2), normal agents were sent from the con­
sole node to all PMs in the network. On reaching their destinations, the
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agents continued to concurrently execute the task.
Concurrency has therefore been exhibited by the HYDRA computer archi­
tecture.
(d) Scalability
I showed in section 6.1.1 tha t the Network Router can interconnect three 
or six hosts in a network. Furthermore, using descriptors each host can 
connect to up to 255 other hosts. Though, it was not possible to intercon­
nect th a t many number of hosts, the test program to interconnect six hosts 
in one domain and the test results obtained in Figure 6.3 and Figure 6.5 
show th a t HYDRA computer architecture is scalable.
(e) Fault tolerance
The current implementation of HYDRA computer architecture does not 
provide fault tolerance capabilities. When a fault occurs during execution, 
the whole task must be aborted and re-started all over again.
(f) Transparency
While designing the HYDRA computer architecture transparency issues 
were not of major concern, nevertheless, the final product meets some of 
the transparecy forms outlined in section 3.5.
i. Access transparency
When the user executes any of the commands (except CLOSE_AP) 
listed in Figure 5.3, the same procedure is applicable irrespective of 
the location of the target PM. The destination PM can be local or 
remote, however, the same procedure will apply in both cases. For 
example, when the command PUT-NODES is executed, the user only 
needs to specify the name of the file (node file) to be loaded and the PM 
to receive the file. By using the same procedure when accessing both 
local or remote PMs, HYDRA computer prototype supports access 
transparency.
ii. Location transparency
The user does not know the number of hosts in the network, how they 
are interconnected and how PMs are distributed among the hosts. 
The user can access the system and issue commands for execution 
without having to know which PM is located on which host in the 
network. The user only cares about the success or failure of a command 
execution. The HYDRA computer prototype thus, supports location 
transparency.
iii. Concurrency transparency
The current implementation of HYDRA computer architecture sup­
ports concurrency transparency as explained above.
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iv. Replication transparency
Program code is the only major replicated resource, and is replicated 
at every host on the network thus, supporting replication transparency.
v. Failure transparency
Not Supported in the current implementation of HYDRA.
vi. Migration transparency
Not Supported in the current implementation of HYDRA. Once a host 
has been assigned to a domain, the host cannot migrate to another 
domain. To migrate a host, the host’s name has to be physically 
removed from the config file of one domain and entered in the config file 
for the other domain. Likewise, once hosts from network_file have been 
assigned PM numbers in the network, the pair hostnam e/PM  number 
can only be changed when the position of a hosts in the network_file 
is physically changed. In both instances the system has to re-started 
again.
vii. Performance transparency
The hosts in HYDRA computer system can be configured to improve 
performance as load varies. HYDRA computer system can’t  be con­
figured dynamically. Configuring hosts involves manually changing 
hostnames in config, network, and/or gateway files. Everytime a host­
name is changed in the system files, the HYDRA computer system has 
to be re-started again for the changes to take effect.
Performance transparency characteristic is thus, not supported in the 
current the HYDRA computer prototype.
viii. Scaling transparency
Scaling transparency is supported by HYDRA computer prototype, 
see to scalability above.
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Chapter 7
CONCLUSION
This chapter provides a review of the work done, emphasising the goal of the research, 
the applications and implications of the research, and concludes by giving proposals 
for future work.
7.1 R eview  o f th e Research
The aim of the thesis was to develop and implement a distributed system based 
on Swarm computer architecture. In order to accomplish this aim, I designed a 
Communication Router (CR) which interconnects hosts into a logical network and 
facilitates message routing between them. The Communication Router (Network 
Router and Routing Module), the Processing Module and the Accesss Point together 
make the distributed system. The outcome of the thesis is the HYDRA computer 
prototype.
Simulation tests were performed to evaluate the performance of the HYDRA com­
puter prototype. The tests mainly covered hosts interconnections, message routing 
and task execution in the HYDRA computer prototype. Task execution test also 
made it possible to show tha t agents can do some useful work, and HYDRA proto­
type provides a distributed computer architecture tha t supports distributed agents 
processing.
Routing agents to correct destination addresses depends on the routing tables 
maintained at each host, message routing algorithm, communication strategy and 
the gateway hosts. These components must function correctly in order for message 
routing to be achieved. From the test results obtained, I conclude tha t the Commu­
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nication Router was able to interconnect hosts in the network and to route messages 
between them. The routing protocol implemented at each host clearly identified both 
local and remote destination addresses, and facilitated agents routing to correct des­
tinations in the network. The ability to recognise three destination addresses (local, 
domain and extra-domain) made it possible to correctly route agents to their destin­
ations or to forward the agents to the gateway hosts for routing.
Using the task execution test I demonstrated that agents navigate the network 
using destination addresses, the agents can be used to do usel work and th a t HYDRA 
computer prototype supports distributed agents processing.
During development of the HYDRA computer architecture, bench marking the 
final product was not considered to be a major aim of the exercise. The aim is 
as stated a t the beginning of the section. However, this does not completely rule 
out bench marking HYDRA computer prototype. Certainly bench marking HYDRA 
computer prototype is an important test, however, the test can only be done once the 
design and implementation errors mentioned in section 7.4 have been cleared. The 
existing agent-based systems have not been bench marked or if the they have then, 
the results are not readily available. It therefore makes it difficult to compare the 
performance of the HYDRA computer prototype due to the non-availability of the 
evaluation test results for the other agent-based systems for comparison.
The result obtained during the simultion tests show tha t the aim of the thesis was 
achieved.
7.2 A pplication o f the Research
The HYDRA computer prototype adopts a SPMD (Single Program Multiple Data) 
approach. At the beginning of task execution, the program is broadcast to all hosts 
in the network. The agents navigate the network carrying only the minimum state  in­
formation comprising task identification, destination address, status word, instruction 
pointer and/or data.
HYDRA computer prototype can be used to implement a distribited computer 
architecture based on LAN’s, WAN’s and Internet. The HYDRA computer prototype 
would form a platform on which to develop and test agent-based processing. 
Agent-based processing is a major development on the Internet supporting electronic 
shopping and information processing among other services. Searching for a service
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on the Internet is a difficult task given the amount of information available, this is 
further complicated by the duplication of the sites offering the same service. The 
ability to execute parallel search on the Internet and to receive back the results that 
matches ones interest is a very welcome help indeed.
The characteristics of agents, autonomously roaming the network with no central 
authority best suits applications such as relational and network databases, processing 
in graph-like structures, intelligent and mobile communications among others.
7.3 Im plications of th e Research
The Internet consisting of a collection of computers interconnected together by an 
interconnection network has made it possible for service providers to avail services 
to the users electronically. For example, the electronic mail service. A number of 
organizations have sprung up offering electronic mail and other Internet related ser­
vices on the Internet. User of the electronic mail service log on to the mail servers 
to both send and receive mail and then, log off. The user terminal serves as a simple 
inpu t/ou tpu t device through which the user can compose their mail offline, log on to 
the mail server, send mail, receive mail and then, log off.
In the HYDRA computer prototype, the Access Point serves as the input/output 
of the HYDRA computer system. The Processing Modules in HYDRA computer 
system are akin to the Internet computers. It is thus feasible to build a distributed 
computer system on the Internet based on the HYDRA computer principles. The 
computing power of such a computer architecture resides in the Internet computers, 
and the user’s point of access can be a simple terminal with minimal computing power. 
Such computer architecture would allow user tasks to be executed on the Internet. 
The architecture would make a better use of the existing massive computing power 
on the Internet. The user would then, log on to the Internet, issue a task to be 
executed and log off. At an appropriate time, the user would again log on to the 
Internet to collect the task execution results and then, log off. It would then, become 
unnecessary to have powerful computers (PCs, workstations etc) whose computing 
capabilities are not fully exploited, sitting a t the user’s desk. Ofcourse, there are still 
some applications for which the user might still need a powerful PCs, workstations 
etc sitting at their desk.
I am therfore, proposing an Internet Computer where the computing power is 
resident in the Internet, and the user is provided with a simple device to enable the 
user access the Internet Computer to run user tasks.
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7.4 Proposals for future work
Described in this thesis is the first version of the HYDRA computer prototype imple­
mentation. Due to time limitation, just enough work was done to produce a working 
simple architecture on which agent-based computing could be explored. Exhaustive 
tests still needs to be done on the prototype to remove both the design and program­
ming errors.
Security and fault-tolerance features are desirable and im portant characteristics 
of distributed systems tha t should be supported by the HYDRA computer prototype. 
The security of a computer site must be guaranteed before any guest agent can be 
allowed to access and to execute a t the site. Proper authentication procedures must 
be put in place to enable identification of guest agent. Fault-tolerance would enable 
the system to operate (though down-graded) in the presence of faults or to be brought 
down gracefully. Future work should cover these issues.
Routing tables as currently implemented are based on the immediate neighbouhood 
(hosts directly connected to each other in the network). The number of hosts on the 
Internet is quite substantial, it would not be feasible to implement the routing table 
in its current format on the Internet as the size of routing table would be unmanage­
able. The network needs to be partitioned into sections, each with a unique number 
or address. Gateway hosts would then, be assigned to handle sections of the net­
work depending on the assigned address. The route to use when routing messages in 
the network would then, be determined by the unique number or address depending 
on the address of the message. This scheme would reduce the routing table to a 
manageable size.
The program executed in HYDRA computer prototype is w ritten in Swarm in­
struction set (assembler language). Writing programs in Swarm assembler language, 
a process done by hand is very tedious, time consuming and prone to errors. Having 
a translator to translate programs written in high level language to Swarm assembler 
languages would make the exercise of writing the code user friendly, and easier to 
spot and correct errors.
This thesis does not by any means conceiveable or inconceiveable imply th a t the 
HYDRA computer architecture is th e  computer architecture for agent-based comput­
ing. The HYDRA computer prototype is just one among the many other computer 
architectures for agent-based computing tha t exists. The HYDRA computer proto­
type provides an alternative approach to computer architecture based on compiled
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program code as oppossed to the systems based on interpreted program code. The 
HYDRA computer prototype is an alternative platform on which we can compare the 
advantages and disadvantages of the two systems.
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