Domain patterns in several classes of ferroelastics are studied using a Landau expansion in the strains and their derivatives. Examination of the local rotation, the non-order-parameter strains and the local energy density reveals the wedge and other disclinations responsible for the complexity of the patterns in (1) tetragonal-orthorhombic materials, and (2) hexagonal-orthorhombic and related materials. At temperatures where the parent phase is unstable and so has negative stiffness, simulations of hexagonal-orthorhombic systems yield pockets where the order parameter is much reduced; if the parent phase exists experimentally under these conditions, it might give rise to extreme damping. For cubictetragonal materials, perturbing the parent phase at a temperature well below its stability limit gives an inhomogeneous noncompact product.
Introduction
Other contributors to this special issue may describe the benefits that ferroelastic materials [1] [2] [3] may bring us. These materials have many fascinating properties, for example strongly hysteretic stress-strain curves, shape-memory effects and extreme damping due to negative-stiffness inclusions. 4) Newly applied techniques like neutron scattering 5, 6) and birefringence imaging 7) are contributing to our understanding of these properties. Our goal in this article is to contribute to the understanding of ferroelastic domain patterns; perhaps in this way we may contribute to understanding properties that result from the patterns.
For our purposes, ferroelastics are crystalline solids that undergo a shape-changing, structural phase transition with decreasing temperature T. The high-T or parent phase distorts spontaneously at the transition temperature T c ; the result is one or more products or variants with identical energies but different orientations. For example, in cubictetragonal (C-T) ferroelastics (e.g. zirconia), only one of the three four-fold axes is retained below T c ; the three low-T variants correspond to stretches (or contractions) in the x, y and z directions.
Due to constraints imposed by neighbouring material, or other causes, a single variant is found only rarely, perhaps only in very small grains. Microscopy reveals instead multiple variants; the walls that separate the variants lie optimally in certain crystallographic planes. 8) For example, the walls in C-T systems lie in the six {110} planes. An external stress can move these walls; the wall motion converts one variant to the other(s) at little cost in energy. The conversion has been observed for example by neutron diffraction of zirconia.
6) The ferroelastic transformation can act as an energy-absorbing mechanism; materials like zirconia (and composites containing them in dispersed form 5) ) are toughened by the transformation. Pockets of parent phase, bounded by previously formed product phase, can persist below T c , even at temperatures where bulk material is unstable and so has negative stiffness. They cannot transform to a homogeneous product because the resulting displacement would be too large. They can transform only inhomogeneously, by forming walls; but walls cost energy and so the transformation is suppressed to lower T.
Although it is responsible for the very name ferroelastic, the analogy with ferromagnets and ferroelectrics is misleading. Ferroelastic domain patterns have very little in common with those in conventional order-parameter systems. For example, wall-energy arguments familiar from the study of the latter systems usually fail when applied to ferroelastics. And disclinations dominate domain patterns in some ferroelastics; disclinations cannot appear in systems like Ising and Potts models, and they are rare in crystals that are not ferroelastic. The analogy fails for the following reasons, among others.
(1) In order to maintain a coherent interface (free of dislocations and disclinations), ferroelastic domain walls rotate the variants as well as join them. (2) Order-parameter strains alone are insufficient to understand the patterns. (3) Even when they arise from short-range forces, strains have long-range effects because the displacement grows linearly with distance. (4) The compatibility relations between the strains introduce a subtle frustration; it is not legitimate to minimize the energy with respect to the strains independently. Many approaches have been used to understand ferroelastic domain patterns. To us, the simplest and least phenomenological of all is the Landau expansion of the energy density to lowest possible order in the strains and their derivatives. Though not the first to consider this approach, the Barsch-Krumhansl article 9) is a landmark in its development. Ref. 9) showed for the first time that the strain-only theory gives a domain wall; the significance is that interface dislocations or disclinations are not needed to form the wall.
The strain-only theory is in principle restricted to proper ferroelastics where the strain is the primary order parameter; it cannot describe antiphase boundaries seen in many materials. It explains however nearly all elastic aspects of domain patterns observed in both proper and improper ferroelastics; presumably it gets the main physics right, namely the elastic energy. It gives 10, 11) the split tips, variant narrowing, islands and wall wobbling observed in tetragonalorthorhombic (T-O) yttrium-barium-copper-oxide. It gives 12) also the star, fan and other disclination structures observed in hexagonal-orthorhombic (H-O) and related materials. Finally, it gives 13) the multiply banded patterns observed in C-T materials. Some of these results have been obtained by other groups using the same approach (for example Ref. 14) , and some have been obtained using rival approaches (Refs. 15-17 and other articles cited in Refs. [10] [11] [12] [13] .
Our formalism has been described previously. [10] [11] [12] [13] We use e 0 to denote the spontaneous strain; we use a temperature-like variable with values ¼ 1 at the transition temperature T c and ¼ 0 at the stability limit of the parent phase. We satisfy the compatibility relations identically by working with the displacement u. In two dimensions, u ¼ ðu 1 ; u 2 Þ; the three strains, all functions of position ðx 1 ; x 2 Þ, are defined by
where u i; j ¼ @u i =@x j ; e 1 is the dilatational strain. We refer also to the local rotation ! ¼ 1 2 ðu 1;2 À u 2;1 Þ. Our theory contains stiffness parameters (non-order-parameter elastic constants) that determine the energy cost when walls deviate, as observed, from their optimal orientations. 8) When the cost is large (small), we say that the systems are stiff (soft); for lack of space, we present results mostly for stiff systems. We use periodic boundary conditions both to decrease finite-size effects and to accelerate convergence.
Sections 2 and 3 present domain patterns in T-O materials and H-O materials respectively. For these and also C-T materials (Section 4), we cite some of the experimental literature on domain patterns. We would be pleased to learn of comparably interesting patterns in these and other ferroelastics. For H-O materials at temperatures not too far below the stability limit of the parent phase, we find pockets with order parameter much reduced from the equilibrium value; without further investigation, we cannot suggest however that the pockets indeed have negative stiffness. Sections 2 and 3 also analyse the local rotation for T-O and H-O materials respectively; the rotation might be observed using birefringence imaging. 7) For H-O systems, we present also analyses of the dilatational strain and the local energy density. Section 4 on C-T materials presents patterns resulting from locally perturbing the cubic phase at very low T.
Tetragonal-Orthorhombic Systems
We work in two dimensions, assuming that the structures are uniform in the ½001 direction. The energy density is discussed in Refs. 10,11,20:
Here e 1 , e 3 and e 3 are the dilatational, deviatoric and shear strains defined above. The scalar order parameter e 2 is zero in the parent phase. In the product phase, e 2 ¼ þe 0 in one variant and e 2 ¼ Àe 0 in the other; the orthorhombic a axis lies along the x 1 axis or the x 2 axis respectively. The variants are joined by twin walls lying in either ð110Þ or ð " 1 110Þ planes; the solution for the wall is known. 20) In order to maintain the coherence of the interface, the walls rotate each variant by an angle of order e 0 , giving an angle =2 À 2 between the a axes; examples are given in Figs. 1 Domain patterns in T-O materials are dominated by parallel walls of a single twin family, either ð110Þ or ð " 1 110Þ. When both ð110Þ and ð " 1 110Þ walls are present, the a axis can be oriented in four possible ways; these are at AE to the x 1 axis and at AE to the x 2 axis. When regions with differently oriented a axes collide, three kinds of transition region are possible:
(1) a twin wall between different variants, when the angle between the a axes is =2 À 2; (2) a wedge disclination between oppositely rotated but otherwise identical variants, when the angle is 2; (3) a ''=2'' wall between different variants, when the angle is =2; it is easily mistaken for a twin wall. Collisions between the two families force walls to depart from their optimal orientations, giving rise to interesting structures. 3, 18, 19) Intuition (e.g. wall-energy arguments) based on conventional order-parameter systems predicts that walls between opposite variants should be narrow in the collision region, so increasing the region where identical variants meet. Experiments 3, 18, 19) on YBa 2 Cu 3 O 7 , and also our simulations, 10, 11) find the opposite; the wall between opposite variants is lengthened, thereby narrowing the variant which is identical across the collision region. This phenomenon of variant narrowing results from the formation of a wedge disclination (discussed above) between variants that are identical except for being rotated in opposite directions. Narrowing implies that the =2 wall has lower energy per unit length than the wedge disclination; analytical estimates have not been made to our knowledge. Other counterintuitive features observed are split tips and islands 3, 18, 19) Figure 1 shows a transient pattern with colliding orthogonal walls; the parameters and the initial configuration were chosen to emphasize tip splitting rather than wobbling, etc. Part (a) shows the order parameter e 2 ; the white variants narrow as they approach the interface from the lower right. Part (b) shows the rotation !; except briefly in Ref. 10) , the rotation in a collision region has not previously been reported. Since !e 2 > 0 for the ð110Þ twin family (lower right) and !e 2 < 0 for the ð " 1 110Þ family (upper left), ! is confused in the collision region; the narrowing and the tip splitting are the responses to the contradictory instructions received by ! from e 2 . The magnitude je 2 j of the orderparameter strain is largest in the collision region. Both the dilatational strain e 1 and the shear strain e 3 vanish except in the collision region; their minimum and maximum values there are AE0:28 e 0 for e 1 , and AE0:26 e 0 for e 3 .
Hexagonal-Orthorhombic Systems
Again we work in two dimensions only. We find 12) qualitative agreement with patterns observed in H 32) The order parameter of the transition has two components e 2 and e 3 ; both vanish in the high-T or parent phase. The energy density is discussed in Ref. 12):
The three low-T variants, corresponding to the three equivalent stretch directions, are given by ðe 2 ; e 3 Þ ¼ ð1; 0Þ e 0 , ðÀ 12) reduces the number of parameters to two, namely a stiffness parameter proportional to A 1 and a temperature parameter proportional to A 2 .
Solutions for the twin walls are known. 12) The walls rotate the variants as in the T-O case, but the existence of three variants rather than two greatly increases the number of disclinations. A geometrical analysis of 43 disclinations has been given [21] [22] [23] [24] 26) and numerical values of the disclination angle are available for Mg-Cd alloys. 22, 23) The next paragraph draws heavily on these previous results. The geometrical analysis assumes that all walls forming a disclination meet at a single point, the node. Although it is incomplete, we use the notation klm Á Á Á (with k þ l þ m þ Á Á Á ¼ 12) for a node with successive (approximate) angles k=6; l=6; m=6; Á Á Á between walls. Except for the 1353 node, the angles fail to add to 2 and so a disclination of angle is formed. The magnitude of is small, of order e 2 0 , for four structures; these are the star disclination (a three-pointed star with tip angle % =6, often self-similarly nested), the fan (1 5 7) node, the 1 3 414 node and the starburst (1 12 ) node. The magnitude jj is much larger, of order e 0 , for the remaining nodes; common examples are the 147, 1110 and 255 nodes. One expects that nodes with small jj will dominate the patterns in stiff systems, and also that higher-order nodes (say the starburst node) will appear less frequently. Figure 2 (a) shows the order parameter for a fully converged system; by this we mean that the energy cannot be reduced by more iterations. The temperature parameter is ¼ À0:1, slightly below the stability limit ¼ 0 of the parent (high-T) phase. The domain pattern shows stars (several nested, most obviously the one at the upper left), many 1353 nodes and several other nodes (discussed below).
Of special interest are the very small black pockets at the centres of the stars, at nearby 1353 nodes, and also to the right of the star below the centre of the figure. Since the temperature is below the stability limit of the parent phase, the pockets would have negative stiffness if they were parent phase in a strict sense; for this reason they differ from those found experimentally 24, 25) and theoretically 12) near T c , where the parent phase has positive stiffness. In our theory, the order parameter cannot vanish identically in pockets; at best, ) show respectively the order parameter e 2 and the local rotation !. The minimum (black) and maximum (white) values for e 2 are À1:05 e 0 and þ1:14 e 0 respectively; for ! they are À1:39 e 0 and þ1:95 e 0 . Note that e 2 and ! have the same sign in the ð110Þ twin band at the lower right and opposite signs in the ð " 1 110Þ band at the upper left; therefore the rotation is confused in the collision region. The maximum and minimum values of e 2 , !, the dilatational strain and the shear strain are found in the region where the bands collide.
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A. E. Jacobs, S. H. Curnoe and R. C. Desai pockets are regions where the order parameter is much reduced from its optimal value. Experimentally, fluctuations will reduce the order parameter in the pockets, perhaps to zero. The criterion ðe nodes; all eight nodes are split into lower-order nodes, as seen experimentally and in our earlier simulations. 12) The geometrical analysis cannot explain the splitting; an analysis of the extra energy due to the nodes would seem to be required. One of the fan nodes (7 ¼ red, upper right) is split symmetrically into two 1110 nodes; one (7 ¼ blue, extreme upper right and left) is split into a 1110 node plus a 147 node; the third (7 ¼ red, bottom centre) is not split cleanly. Two of the 1 3 414 nodes (both near the right edge, both with green necks) are split asymmetrically into a 147 node and a 1110 node; the other three (two with red necks, one with blue) are split symmetrically into two 147 nodes. The 147 nodes are Þ 1=2 is 1:24 e 0 . The black lines are domain walls; the black pockets are regions where the order parameter is much reduced from the value for the homogeneous product. Parts (b), (c) and (d) are respectively gray-scale plots of the rotation !, the dilatational strain e 1 and the energy density ÁE ¼ E À E 0 relative to the uniform product phase. The minimum and maximum values of ! are ðÀ3:85; 3:77Þ e 0 ; for e 1 they are ðÀ1:30; 1:18Þ 10 À2 e 0 , and for ÁE they are ð0; 0:647Þ ÁE parent , where ÁE parent is the corresponding energy density of the parent phase.
themselves imperfect and, less so, also the 1110 nodes. The necks appearing near these nodes are due to wedge disclinations. In the most prominent neck, below and to the left of centre, the order parameter strain immediately below (above) the neck is clearly greater (smaller) than the value e 0 . Figure 2(b) shows the rotation !; the wedge disclination at the neck is clearly revealed by the rapid variation of !. Figure  2(c) shows the dilatational strain e 1 , also discussed in Ref. 14); it has largest magnitude at the corners of the necks. The dilatational strain in the wall is either positive or negative depending on the orientation of the wall. 12) Figure  2(d) shows the relative energy density ÁE ¼ E À E 0 ; the largest values are near the necks. Interestingly, the 1353 nodes have structure even though ¼ 0; the dilatational strain extends several wall widths into the 5 region but not into the 1 or 3 regions. By examining other simulations which yielded patterns containing only 1353 nodes, we verified that this dilatational strain is an intrinsic property of the 1353 node; that is, the dilatational strain near the 1353 nodes in Fig. 2 is not due to the other disclinations.
Ref. 12) discusses other features observed experimentally and in our simulations.
Cubic-Tetragonal Systems
The three tetragonal variants are described by an order parameter with two components. The domain walls lie optimally in the cubic f110g planes 8) and are then twin walls. The solution for the twin wall is known. 9, [39] [40] [41] Some aspects of the patterns are understood analytically, 2, 33, 35, 42) but others require a three-dimensional numerical simulation. Domain patterns have been reported for zirconia, [33] [34] [35] [36] leucite, 3, 37) barium titanate, 2) and several metallic alloys. . We recently reported 13) the first theoretical observation of these structures. We have published previously two-dimensional patterns resulting from perturbing the highly supercooled parent phase in T-O 11) and H-O 12) systems. The following reports a similar, but fully three-dimensional, study for cubic-tetragonal systems.
We use the term nucleation here for lack of a better term. Experimentally, the nucleation stage is almost certainly not observable. And laboratory nucleation may well be inhomogeneous, whereas we study the instability in the bulk. But the question of how the product phase can form in the midst of parent phase has intellectual content, since clearly the initial product phase cannot be homogeneous (especially since the transition is first-order).
We studied the instability only at very low temperatures, Fig. 3 Nuclei of the cubic-tetragonal structural phase transition at a temperature ¼ À50, well below the stability limit of the cubic phase. The red, green and blue regions correspond to the three low-T variants. Parts (a) and (d) show the nucleus for a soft system and a moderately stiff system respectively, viewed in the ½ " 1 100 direction; the tops of the figures have been brightened in order to enhance the three-dimensional image. Parts (b) and (c) show respectively ð001Þ cross-sections through the centre of the nucleus in (a), and near the top of the same nucleus. Parts (e) and (f) show similar cross-sections of the nucleus in (d).
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A. E. Jacobs, S. H. Curnoe and R. C. Desai assuming isothermal conditions and the overdamped limit; both assumptions obviously bear examination. A small, local disturbance perturbs the uniform, supercooled cubic phase; if it is large enough, the system starts transforming to the tetragonal phase. We use periodic boundary conditions here also, stopping the simulation when the product regions reach the boundaries. Typical nuclei are shown in Fig. 3 for soft (a-c) and moderately stiff (d-f) systems at the same time in their evolution. The nuclei show well-defined h111i spikes connected by f110g planes; these features are more pronounced in stiffer systems. Figs. 3(b) and 3(e) are cross-sections through the centres of the nuclei and Figs. 3(c) and 3(f) are cross-sections through the tops. The bright diagonal lines appearing in all the cross-sections correspond to the ð110Þ and ð1 " 1 10Þ planes. In the top cross-sections, the bright square shapes are the ð101Þ, ð10 " 1 1Þ, ð011Þ and ð01 " 1 1Þ planes. Following the initial perturbation, the nucleus grows rapidly in the directions of the spikes and planes. Growth in these directions is faster in stiffer systems, and so very stiff systems could not be studied due to limited system size.
The f110g planes seen in the C-T nuclei are the threedimensional counterpart to the X shapes found for T-O nuclei. 11, 14) In both cases, the most rapid growth occurs parallel to the preferred twin wall orientation. T-O nucleation studies 43) at much higher T found qualitatively different results.
Summary
(1) We have shown that study of the local rotation ! is a useful tool in understanding theoretical domain patterns. Birefringence imaging, 7) which is sensitive to the rotation, may prove similarly useful in understanding experimental patterns in some materials.
(2) We have shown that hexagonal-orthorhombic and related ferroelastics may contain trapped parent phase at temperatures where it has negative stiffness.
(3) We have suggested several avenues for analytical investigation (the relative energies of the 2 and =2 walls in T-O systems, and the node energies in H-O systems).
(4) We have not contributed to the development of smart biomaterials, but perhaps we have contributed to the understanding of the microstructure responsible for some useful properties.
