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Abstract. In this paper, we have introduced I-localized and I∗-localized sequences
in metric spaces and investigated some basics properties of the I-localized sequences
related with I-Cauchy sequences. Also, we have obtained some necessary and sufficient
conditions for the I-localized sequences to be an I-Cauchy sequences. We have also
defined uniformly I-localized sequences on metric spaces and its relation with I-Cauchy
sequences have been obtained.
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1. Introduction and preliminaries
The localized sequences defined in [7] can be understood as a typical general-
ization of a Cauchy sequence in metric spaces. Using the properties of localized
sequences and the locator of a sequence, some interesting results related to closure
operators in metric spaces have been obtained in [7]. If X is a metric space with a
metric d(·, ·) and (xn) is a sequence of points in X, we call the sequence (xn) to be
localized in some subset M ⊂ X if the number sequence αn = d (xn, x) converges
for all x ∈ M. The maximal subset on which (xn) is a localized sequence is called
the locator of (xn). In addition, if (xn) is localized on X, then it becomes localized
everywhere. If the locator of a sequence (xn) contains all elements of this sequence,
except of a finite number of elements, then (xn) is called localized in itself. For the
above notations and further properties of the localized sequences we refer to [7]. It
is important to remark that, every Cauchy sequence in X is localized everywhere.
It is also an interesting fact that if A : X → X is a mapping with the condition
d(Ax,Ay) ≤ d(x, y) for all x, y ∈ X, then for every x ∈ X the sequence (Anx) is
localized at every fixed point of the mapping A. This means that fixed points of
the mapping A is contained in the locator of the sequence (Anx) . Motivating the
above-mentioned facts the authors of the present study have recently introduced
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the notations of a statistically localized sequence and the statistically locator of
a sequence [9] where important properties of statistically localized sequences have
been investigated.
In the present paper, the main purpose is to generalize the concept of statis-
tically localized sequence using the notation of ideal I of subset of the set N of
positive integers. Note that the I-convergence of sequences of real numbers and
I-convergence of sequences in metric spaces were also defined and investigated (see
[4, 5]).
Recall that for a non-empty set X , the family I ⊂ 2X is an ideal if and only if
for each A,B ∈ I we have A∪B ∈ I and for each A ∈ I and B ⊂ A we have B ∈ I
(see [6]). Additionally, a non-empty family of set F ⊂ 2X is a filter on X if and only
if Ø /∈ F , for each A,B ∈ F we have A∩B ∈ F and for each A ∈ F and each B ⊃ A
we have B ∈ F . In addition, an ideal I is called non-trivial if I 6= Ø and X /∈ I.
Then, I ⊂ 2X is a non-trivial ideal if and only if F = F (I) = {X\A : A ∈ I}
is a filter on X . A non-trivial ideal I ⊂ 2X is called admissible if and only if
I ⊃ {{x} : x ∈ X} (see [4, 5]).
Let (X, d) be a fixed metric space and I denotes a non-trivial ideal of subsets
of N.
Definition 1.1. ([4]) A sequence (xn)n∈N of elements ofX is said to be I-convergent
to ξ ∈ X and it will be denoted as I- lim
n→∞
xn = ξ if and only if
A (ε) = {n ∈ N : d (xn, ξ) ≥ ε} ∈ I
for any ε > 0.
Definition 1.2. ([8]) A sequence (xn)n∈N of element of X is said to be I-Cauchy
sequence if and only if there is n0 ∈ N such that
A (ε) = {n ∈ N : d (xn, xn0) ≥ ε} ∈ I for each ε > 0.
Note that the notations of I∗-convergent and I∗-Cauchy sequences are also
related to I-convergence.
Definition 1.3. ([4]) A sequence (xn)n∈N of elements of X is said to be I
∗-
convergent to ξ ∈ X if and only if there exists a setM ∈ F (I) such that lim
k→∞
d (xmk , ξ) =
0 and M = {m1 < m2 < ... < mk < ...} ⊂ N.
Definition 1.4. ([8]) A sequence (xn) of elements of X is said to be I
∗-Cauchy
sequence if and only if there is a set M = {m1 < m2 < ... < mk} such that
lim
k,p→∞
d
(
xmk , xmp
)
= 0.
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Note that I∗-convergent and I∗-Cauchy sequences imply I-convergent and I-
Cauchy sequences, respectively. Moreover, if I is an ideal with property (AP )
(see [4]), then I and I∗-convergence coincide. Also, in this case I and I∗-Cauchy
sequences are the same (see [8]). More property and fact about ideal convergence
and statistical convergence are contained, for instance, in Gu¨rdal et al. [2], Nuray
et al. [10], Savas¸ and Gu¨rdal [11, 12], S¸ahiner et al. [13] and Yegu¨l and Du¨ndar
[14].
In this paper, we have defined I-localized and I∗-localized sequences in metric
spaces and investigated some basics properties of I-localized sequences related with
I-Cauchy sequences.
2. I and I∗-localized sequences
Let (X, d) is a metric space and I is a non-trivial ideal of subsets of N.
Definition 2.1. (a) A sequence (xn)n∈N of elements of X is said to be I-localized
in the subset M ⊂ X if and only if for each x ∈ M, I-limn→∞ d (xn, x) exists, i.e.
the real number sequence αn = d (xn, x) is I-convergent.
(b) the maximal set on which a sequence (xn) is I-localized we call the I-locator
of (xn) and we denote this set as locI (xn).
(c) A sequence (xn) is called I-localized everywhere if I-locator of (xn) coincides
with X , i.e. locI (xn) = X.
(d) A sequence (xn) is called I-localized in itself if
{n ∈ N : xn /∈ locI (xn)} ⊂ I.
From this definition, we immediately have that if (xn) is an I-Cauchy sequence
then, it is I-localized everywhere. Indeed, since
|d (xn, x)− d (xn0 , x)| 6 d (xn, xn0)
we have
{n ∈ N : |d (xn, x)− d (xn0 , x)| > ε} ⊂ {n ∈ N : d (xn, xn0) > ε}
which indicates that the sequence is I-localized if it is I-Cauchy sequence.
We also have that, every I-convergent sequence is I-localized. Note that, if I
is an admissible ideal then
(i) every localized sequence in X is I-localized sequence in X.
(ii) if additionally X is a vector space, then the sum of two I-localized sequences
is I-localized and also multiplication of I-localized sequence to a constant is also
I-localized.
Remark 2.1. If (xn) and (yn) are two I-localized number sequences, then (xnyn) ,(
xn
yn
)
, yn 6= 0, are also I-localized sequences.
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I∗-localized sequences could also be defined in metric spaces. Then we call the
sequence (xn) to be I
∗-localized in a metric space X if and only if the number
sequence d (xn, x) is I
∗-convergent for each x ∈ X. Therefore, every I∗-convergent
or I∗-Cauchy sequence in a metric space X is I∗-localized in X.
It is known that for admissible ideal I∗-Cauchy criteria and I∗-convergence,
implies that I-Cauchy criteria and I-convergence, respectively. Moreover, for the
admissible ideal with the property (AP ) the notions of I and I∗-Cauchy sequences;
I-convergent and I∗-convergent sequences coincide.
Lemma 2.1. Let I is an admissible ideal on N and X is a metric space. If a
sequence (xn) ⊂ X is I
∗-localized on the set M ⊂ X, then (xn) is I-localized on the
set M and locI∗ (xn) ⊂ locI (xn) .
Proof. If (xn) is I
∗-localized on M, then there exist a set H ∈ I such that for
HC = N\H = {k1 < k2 < ... < kj} we have
lim
j→∞
d (xj , x)
for each x ∈M. Then, the sequence d (xn, x) is an I
∗-Cauchy sequence which implies
the d (xn, x) is an I-Cauchy sequences (see [8]). Therefore; the number sequence
d (xn, x) is I-convergent, i.e. (xn) is I-localized on the set M.
Lemma 2.2. Suppose (X, d) is a metric space, then
(i) if X has no limit point, then I and I∗-localized sequences are the same in X
and Iloc (xn) = I
∗
loc (xn) for any (xn) ∈ X.
(ii) if X has a limit point ξ, then there is an admissible ideal I for which there
exists an I-localized sequence (yn) ⊂ X such that (yn) is not I
∗-localized.
Proof. (i) If X has no any limit point, then the notions I and I∗-convergence
coincide in X (see [4]). Therefore, if (xn) is I-localized then it is I
∗-localized also
and by the Lemma 2.1, we have Iloc (xn) = I
∗
loc (xn) .
(ii) Let ξ is a limit point of X . Then there exists a sequence (xn) such that
limn→∞ d (xn, ξ) = 0. Let D =
∞⋃
j=1
Dj, Dj =
{
αj−1 (2s− 1) : s ∈ N
}
(j = 1, 2, ...)
is a decomposition of integers and E is an ideal of sets A ⊂ N such that each A
intersects only a finite member of Dj (see [4]). Let us define the sequence yn = xj
for n ∈ Dj . Then, from Theorem 3.1 in [4], we have that the sequence (yn) is I-
localized in X. This means that for each x ∈ X we have I-limn→∞ d (yn, x) = α (x) .
Let us define d (xn, x) = αn (x) . It is easy to show that I-limn→∞ αn (x) = α (x) . If
for some x ∈ X we have I∗-limn→∞ αn (x) = α (x) , then there is H ∈ E such that
for M = {m1 < m2 < ... < mk < ...} = N\H we have limk→∞ αmk (x) = α (x) .
According to the definition of E , the integer ℓ ∈ N such that H ⊂ ∆1∪ ...∪∆ℓ could
be found yet, then ∆ℓ+1 ⊂ N\H = M. Therefore; for many infinite k
′s, we have
αmk (x) → αℓ+1 (x) . This contradicts that αmk (x) → α (x) . Hence, the sequence
(yn) is I-localized but not I
∗-localized. This proves Lemma 2.2.
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We recall that a necessary and sufficient condition of equivalency of I and I∗-
convergent, also I and I∗-Cauchy condition, is so called (AP ) properties of an
admissible ideal I ⊂ 2N (see [4]) which means that for every family {Ai}i∈N with
Ai ∩Aj = Ø (i 6= j) , Ai ∈ I (i ∈ N) , there is a family {Bi}i∈N such that (Aj\Bi)∪
(Bj\Aj) for all j ∈ N and a limit set B =
∞⋃
j=1
Bj ∈ I. From the Theorem 3.2 in [4],
if I is an admissible ideal with the property (AP ) and (xn) is I-localized sequence,
then I∗-limn→∞ d (xm, x) exists for each x. This means that, for any admissible
ideal with the property (AP ) I-localized sequence is also I∗-localized. In contrast,
if every I-localized sequence is also I∗-localized and the metric space (X, d) has at
least one limit point, then I has the property (AP ) . Indeed, if ξ is a limit point of
X then there exists a sequence (xn) such that d (xn, ξ) = 0. Then, putting yn = xj
for n ∈ Aj , where {An}n∈N is a disjoint family of non-empty sets from I, we have
I-limn→∞ yn = ξ. Hence, (yn) is I-localized sequence. By the assumption of (yn)
is I∗-localized, I∗-limn→∞ d (yn, x) exists for each x. So, there is a set B (x) ∈ I
such that if M (x) = N\B (x) = {m1 (x) < m2 (x) < ...} , then the limit
lim
k→∞
d (ymk , x) = α (x)
exist. In addition, for each fixed x it could be proved that I has the property (AP )
as in [4].
The investigation of other properties of the I-localized sequences have been
given in the following section.
3. Basic properties of ideal localized sequences
Proposition 3.1. Every I-localized sequence is I-bounded.
Proof. Let (xn) is I-localized. Then, the number sequence d (xn, x) is I-convergent
for some x ∈ X . This means that {n ∈ N : d (xn, x) > K} ∈ I for some K > 0.
Consequently, the sequence (xn) is I-bounded.
Proposition 3.2. Let I is an admissible ideal with the property (AP ) and L =
locI (xn) . Also, a point z ∈ X be such that for any ε > 0 there exists x ∈ L
satisfying
(1) {n ∈ N : |d (x, xn)− d (z, xn)| > ε} ∈ I.
Then z ∈ L.
Proof. It is enough to show that the number sequence αn = d (xn, z) is an I-Cauchy
sequence. Let ε > 0 and x ∈ L = locI (xn) is a point with the property (1). By
adopting the (AP ) property of I, we have
|d (x, xkn)− d (z, xkn)| → 0 as n→∞,
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and
|d (xkn , x)− d (xkm , x)| → 0 as m,n→∞
where K = {k1 < k2 < ... < kn < ...} ∈ F (I) . Hence for any ε > 0 there is n0 ∈ N
such that
(2) |d (x, xkn)− d (z, xkn)| <
ε
3
and
(3) |d (x, xkn)− d (x, xkm)| <
ε
3
for all n ≥ n0, m ≥ m0.
Now, combining (2) and (3) together with the following estimation
|d (z, xkn)− d (z, xkm)|
≤ |d (z, xkn)− d (x, xkn)|+ |d (x, xkn)− d (x, xkm )|+ |d (x, xkm)− d (z, xkm)|
we obtain
|d (z, xkn)− d (z, xkm)| < ε
for all n ≥ n0, m ≥ n0, which gives
|d (z, xkn)− d (z, xkm)| → 0 as m,n→∞
for K = (kn) ⊂ N and K ∈ F (I). This result implies that d (xn, z) is an I-Cauchy
sequence which finalizes the proof.
Proposition 3.3. The I-locator of any sequence is a closed subset of the metric
space X.
Proof. Let z ∈ locI (xn). Then, for any ε > 0 the ball B (z, ε) will contain a point
x ∈ locI (xn). Therefore;
{n ∈ N : |d (x, xn)− d (z, xn)| > ε} ∈ I
for any ε > 0, since for each n ∈ N
|d (x, xn)− d (z, xn)| ≤ d (z, x) < ε.
Consequently, the hypothesis of Proposition 3.2 is satisfied. Then z ∈ locI (xn), i.e.
locI (xn) is closed.
Recall that the point z is an I-limit point of the sequence (xn) ∈ X if there is
a set
K = {k1 < k2 < ... < kn} ⊂ N
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such that K /∈ I and limk→∞ xmk = z. A point ξ is said to be an I-cluster point of
the sequence (xn) if for each ε > 0
{n ∈ N : d (xn, ξ) < ε} /∈ I
(see [4, 5]). In addition, if K = {k1 < k2 < ...} ∈ I, then the subsequence (xkn)
of the sequence (xn) is called I-thin subsequence of the sequence (xn) . If M =
{m1 < m2 < ...} /∈ I, then the sequence xM = (xm) is called I-nonthin subsequence
of (xn) .
Since |d (xn, y)− d (z, y)| ≤ d (xn, z) , the following propositions could be given.
Proposition 3.4. If z ∈ X is an I-limit point (an I-cluster point) of a sequence
(xn) ∈ X, then for each y ∈ X the number d (z, y) is an I-limit point (an I-cluster
point) of the sequence {d (xn, y)} .
Proposition 3.5. All I-limit points (I-cluster points) of the I-localized sequence
(xn) have the same distance from each point x of the locator locI (xn).
Proof. If z1 and z2 are two I-limit points of the sequence (xn) , then the num-
bers d (z1, x) and d (z2, x) are I-limit points of the I-convergent sequence d (x, xn).
Consequently, d (z1, x) = d (z2, x).
Proposition 3.6. locI (xn) does not contain more than one I-limit (I-cluster)
point of the sequence (xn). Particularly, everywhere the localized sequence has not
more than one I-limit (I-cluster) point.
Proof. If x, y ∈ locI (xn) are two I-limit points of the sequence (xn) , then by the
Proposition 3.5, d (x, x) = d (x, y). But d (x, x) = 0. This implies that, d (x, y) = 0
for x 6= y which is a well-known contradiction.
Proposition 3.7. If the sequence (xn) has an I-limit point z ∈ locI (xn), then
I-limn→∞ xn = z.
Proof. The sequence {d (xn, z)} is I-convergent and some I-nonthin subsequence
of this sequence converges to zero. Then, (xn) is I-convergent to z.
Definition 3.1. For the given I-localized sequence (xn) , with the I-locator L =
locI (xn) , the number
σ = inf
x∈L
(
I- lim
n→∞
d (x, xn)
)
is called the I-barrier of (xn) .
Theorem 3.1. Let I ⊂ 2N is an ideal with (AP ) property. Then, an I-localized
sequence is I-Cauchy sequence if and only if σ = 0.
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Proof. Let (xn) is an I-Cauchy sequence in a metric space X. Then, there is a set
K = {k1 < k2 < ... < kn} ⊂ N such thatK ∈ F (I) and limn,m→∞ d (xkn , xkm) = 0.
Consequently, for each ε > 0 there exists n0 ∈ N such that
d
(
xkn , xkn0
)
< ε for all n ≥ n0.
Since (xn) is an I-localized sequence, I-limn→∞ d
(
xkn , xkn0
)
exist and we get I-
limn→∞ d
(
xkn , xkn0
)
≤ ε. Hence, σ ≤ ε. Because ε > 0, we also get σ = 0.
Let now assume the converse by taking σ = 0. Then, for each ε > 0 there is an
x ∈ locI (xn) such that d (x) = I-limn→∞ d (x, xn) <
ε
2
. In this case
{
n ∈ N : |d (x)− d (x, xn)| ≥
ε
2
− d (x)
}
∈ I
which implies
{
n ∈ N : d (x, xn) ≥
ε
2
}
∈ I. Therefore, I-limn→∞ d (x, xn) = 0, i.e.
(xn) is an I-Cauchy sequence.
Remark 3.1. We have previously acquired from the proof of Theorem 3.1 that, if σ = 0
then an ideal I will not have (AP ) properties. In other words, if an I-barrier of a localized
sequence is equal to zero, then it is an I-Cauchy sequence.
Theorem 3.2. If the sequence (xn) is I-localized in itself and (xn) contains an
I-nonthin Cauchy subsequence, then (xn) will be an I-Cauchy sequence itself.
Proof. Let (yn) is an I-nonthin Cauchy subsequence. It could be assumed that
all members of (yn) belong to the locI (xn) . Since (yn) is a Cauchy sequence, by
Theorem 3.1, infyn limm→∞ d (ym, yn) = 0. On the other hand, since (xn) is I-
localized in itself then,
I- lim
m→∞
d (xm, yn) = I- lim
m→∞
d (ym, yn) = 0.
This implies that, the I-barrier of (xn) is equal to zero: σ = 0. Then, by using the
Remark 3.1, we figure out that (xn) is an I-Cauchy sequence.
Let a ∈ X, r > 0 and I ⊂ 2N is an admissible ideal. Recall that the se-
quence (xn) in a metric space (X, d) is called I-bounded if there is a subset K =
{k1 < k2 < ... < kn ⊂ ...} ⊂ N such that K ∈ F (I) and
(
x
kn
)
⊂ B (a, r), where
B (a, r) is the ball with center at the point a and radius r. Clearly,
(
x
kn
)
is a
bounded sequence in X sequence and it has a localized in itself subsequence (see
[7]). As a result, the following assertion also becomes true.
Proposition 3.8. Every I-bounded sequence in a metric space has an I-localized
in itself subsequence.
Theorem 3.3. If every I-localized in itself sequence of X is an I-Cauchy se-
quence, then every bounded set in X is totally bounded.
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Proof. Let (xn) is an I-localized in itself sequence of metric space (X, d) , but the
assertion is not true. Then, there is a bounded subsetM ⊂ X such that d (xn, xm) >
ε (n 6= m) for some ε > 0 and for some sequence (xn) ⊂M. Since (xn) is bounded by
Proposition 3.8, (xn) has an I-localized in itself sequence (x
′
n). Since d (x
′
n, x
′
m) > ε
for any n 6= m, the subsequence is not an Cauchy sequence. This contradicts our
assumption.
Definition 3.2. We indicate an infinite subset M ⊂ X is thick relatively to a
nonempty subset Y ⊂ X if for each ε > 0 there is the a point y ∈ Y such that the
ball B (y, ε) has infinitely many points of M . In particular, if the set M is thick
relatively to its subset Y ⊂M then M is called thick in itself.
Proposition 3.9. If every bounded infinite set of X is thick in itself, then every
I-localized in itself sequence of X is an I-Cauchy sequence.
Proof. Let the assumption is satisfied and (xn) is an I-localized in itself sequence
of X. Then, (xn) is an I-bounded sequence in X . This implies that there is an
infinite set M of points of (xn) such that M is a bounded subset of X . By this
assumption, M is thick in itself. Then, for every ε > 0 we can choose xk ∈M such
that the ball B (xk, ε) contains infinitely many points of x
′
1, ..., x
′
n, ... of X. For the
sequence (x′n) the sequence d (x
′
n, xk)
∞
n=1 is I-convergent and
I − lim
n→n0
d (x′n, xK) ≤ ε.
Hence, the I-barrier of (xn) is equal to zero so (xn) is an I-Cauchy sequence.
Since every bounded subset of X is totally bounded if and only if every bounded
infinite subset of X is thick in itself (see [7]), the equality of Theorem 3.3 and
Proposition 3.9 have been figure out. Moreover, from Theorem 3.2 and Theorem
3.1 it has been figured out that in Theorem 3.3 the assumption could be replaced
equivalently with the assumption regarding every I-bounded sequence to have an
I-Cauchy subsequence.
Proposition 3.10. If every I-bounded sequence has an I-Cauchy subsequence,
then every bounded subset in X is totally bounded.
Note that in separable metric spaces, Proposition 3.10 can be weakened.
Proposition 3.11. If every I-bounded sequence of separable metric space X has
an I-localized subsequence in everywhere, then every bounded subset of X could be
said that totally bounded.
Definition 3.3. A sequence (xn) in metric space (X, d) is called uniformly I-
localized on a subset M ⊂ X if the sequence {d (x, xn)} is uniformly I-convergent
for all x ∈M .
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The following proposition is proved analogously to Proposition 3.2.
Proposition 3.12. Let sequence (xn) be uniformly I-localized on the set M ⊂ X
and z ∈ Y is such that for every ε > 0 there is y ∈M for which
{n ∈ N : |d (z, xn)− d (y, xn)| > ε} ∈ I
is satisfied. Then, z ∈ locI (xn) and (xn) is uniformly I-localized on the set of such
points z.
Remark 3.2. The function dM (x, z) = sup
y∈M
|d (x, y)− d (y, z)| , x, z ∈ Y is called a
pseudo metric on the set Y .
It is easy to prove by standard techniques (see [1, 3]) that a sequence (xn) is
uniformly I-localized on the setM ⊂ X if and only if (xn) is an I-Cauchy sequence
with respect to the metric dM (x, z) .
Theorem 3.4. Every uniformly I-localized in itself sequence is I-Cauchy sequence.
Proof. Let {n ∈ N : xn ∈M} ∈ F (I) the uniformly I-localized in itself sequence
(xn). From the definition of dM we get that if at most one of the points x, z
belongs to M, then dM (x, z) = d (x, z). In particular, there is n0 ∈ N such that
{n ∈ N : dM (xn, xn0) = d (xn, xn0)} ∈ F (I). Now the assertion is obtained from
Proposition 3.2.
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