where the uncertainties are statistical and systematic, respectively. These results lead to a factor of two better precision on the Ξ − b mass and lifetime compared to previous best measurements, and are consistent with theoretical expectations.
Over the last two decades, beauty mesons have been studied in detail. Various theoretical approaches allow one to relate measured decay rates to Standard Model parameters. One of the most predictive tools is the heavy quark expansion (HQE) [1] [2] [3] [4] [5] [6] [7] [8] , which describes the decay rates of beauty hadrons through an expansion in powers of Λ QCD /m b , where Λ QCD is the energy scale at which the strong-interaction coupling becomes large, and m b is the b-quark mass. In addition to the total b-hadron decay widths, HQE can be used to calculate b-hadron parameters required for the measurement of coupling strengths between quarks in charged-current interactions. The determination of these couplings, along with other observables, provides constraints on physics beyond the Standard Model [9] .
A stringent test of HQE is to confront its predictions for lifetimes, i.e., the inverse of the corresponding decay widths, with precision measurements. The lifetimes of the B 0 and B + mesons are measured to a precision of about 0.5% [10] , the B ) to HQE predictions. Since penguin contraction terms cancel in this ratio [14] , a more precise prediction is possible compared to τ (Λ [14] , where the dominant uncertainties are related to matrix elements that are calculable using lattice quantum chromodynamics (QCD) [15] . Recently, the first measurement of the lifetime ratio τ (Ξ −0.09 ± 0.03 ps [17] and 1.32 ± 0.14 ± 0.02 ps [18] . The weighted average of these two results, along with the recent Ξ The measurements use proton-proton (pp) collision data samples, collected by the LHCb experiment, corresponding to an integrated luminosity of 3.0 fb −1 , of which 1.0 fb
was recorded at a center-of-mass energy of 7 TeV and 2.0 fb −1 at 8 TeV. The LHCb detector [30] is a single-arm forward spectrometer covering the pseudorapidity range 2 < η < 5, designed for the study of particles containing b or c quarks. The detector includes a high-precision tracking system, which provides a momentum measurement with precision of about 0.5% from 2−100 GeV/c and impact parameter resolution of 20 µm for particles with large transverse momentum (p T ). The polarity of the dipole magnet is reversed periodically throughout data-taking to reduce asymmetries in the detection of charged particles. Ring-imaging Cherenkov detectors [31] are used to distinguish charged hadrons. Photon, electron and hadron candidates are identified using a calorimeter system, followed by detectors to identify muons [32] .
The trigger [33] consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction [33, 34] . About 57% of the selected X b events are triggered at the hardware level by one or more of the X b final-state particles. (Throughout, we use X b (X c ) to refer to either a Ξ
The remaining 43% are triggered only on other activity in the event. We refer to these two classes of events as triggered on signal (TOS) and triggered independently of signal (TIS). The software trigger requires a two-, three-or four-track secondary vertex with a large scalar p T sum of the particles and a significant displacement from the primary pp interaction vertices (PVs). At least one particle should have p T > 1.7 GeV/c and be inconsistent with coming from any of the PVs. The signal candidates are required to pass a multivariate software trigger selection algorithm [34] .
Proton-proton collisions are simulated using Pythia [35] with a specific LHCb configuration [36] . Decays of hadronic particles are described by EvtGen [37] , in which final-state radiation is generated using Photos [38] . The interaction of the generated particles with the detector and its response are implemented using the Geant4 toolkit [39] as described in Ref. [40] . The X c final states are modeled using a combination of resonant and nonresonant contributions to reproduce the substructures seen in data.
Signal
candidate with a π − candidate (referred to as the bachelor). The X b candidate is included in the fit to each PV and is then associated with the one for which the χ 2 increases by the smallest amount. The kinematic fit exploits PV, X b and X c decay-vertex constraints to improve the mass resolution. The X c decay products are each required to have p T > 100 MeV/c, and the bachelor pion is required to have p T > 500 MeV/c. All final-state particles from the signal candidate are required to have trajectories that are significantly displaced from the PV and to pass particle identification (PID) requirements. The K − and π + PID efficiencies are determined from
calibration samples, whereas the proton PID efficiency is determined from simulation. The PID efficiencies are reweighted to account for different momentum spectra and track occupancies between the calibration and signal samples. The efficiencies of the PID requirements on the Ξ 0 c and Λ + c final states are 80% and 86%, respectively. Mass vetoes are used to suppress cross-feeds from misidentified D , which is about 2.5 times the mass resolution. To improve the signal-to-background ratio, we employ a boosted decision tree (BDT) discriminant [41, 42] built from the same variables used in Ref. [16] . To train the BDT, the kinematic distributions of the signal are modeled using simulated decays. The background is modeled using signal candidates with X b invariant mass greater than 300 MeV/c 2 above the signal peak mass. To increase the size of the background sample for the Ξ − b BDT training, we also include events in the Ξ 0 c sideband regions, 20
2 . The BDT requirement is chosen to minimize the expected Ξ − b relative yield uncertainty, corresponding to a selection efficiency of 97% (50%) for signal (combinatorial background). The fraction of events with multiple candidates is below 1% (mostly one extra candidate) over the full fit range in both the signal and normalization modes. All candidates are kept.
The invariant mass signal shapes are obtained from simulated Ξ
− decays. They are each modeled by the sum of two Crystal Ball (CB) functions [43] with a common mean as
The CB functions each include a Gaussian component to describe the core of the mass distribution. A radiative tail toward lower mass, and a non-Gaussian tail at higher mass, are included as part of the CB − and CB + functions, respectively. The extent of these tails is governed by the width and tail parameters, σ ± and α ± , respectively. The parameter m 0 is the fitted Λ 0 b mass, and m 0 ≡ m 0 + δM is the Ξ − b mass, written in terms of the fitted mass difference, δM , between the two signals. The low-mass CB width, σ − , is expressed in terms of the high-mass width using σ − = r σ σ + . The parameters f σ and f α ± allow for possible differences in the mass resolutions and tail parameters, respectively, between the signal and normalization modes. We fix the power N = 10 and f low = 0.5 to minimize the number of correlated parameters in the signal shape. In fits to data, r σ , f α + , f α − , and f σ are all fixed to the values from simulated decays, and σ + , α + and α − are freely varied, along with m 0 and δM .
The invariant mass spectra also include partially reconstructed b-baryon background contributions, misidentified X b → X c K − decays, charmless backgrounds, as well as random track combinations, primarily from false X c candidates. The main source of partially reconstructed background is from X b → X c ρ − decays, where a π 0 from the ρ − decay is not used to form the candidate. Its shape is obtained from simulated Λ Table 1 . The ratio of efficiency-corrected yields depends exponentially on decay time as
. Many systematic uncertainties cancel to first order in the ratio, such as the those associated with the time resolutions and relative acceptances.
The yields in each time bin are obtained using the results from the full fit with the signal shape parameters fixed. No dependence of the signal shapes on decay time is observed in simulated decays, as expected. The background parameters are also fixed, except for the combinatorial background shape parameter, and one of the X b → X c ρ shape parameters, which is seen to have a dependence on decay time. The signal yields in each of the time bins are shown in Table 1 . The relative acceptance, shown in Fig. 2 , is obtained using simulated decays after applying all event selection criteria. The efficiency for reconstructing the Ξ , is nearly uniform, with a gradual increase for decay times below 2 ps. This increase is expected, fluctuations of independent samples. In addition, the analysis is carried out using 15,500 ) are subject to systematic uncertainties, but the largest contributions cancel to first order in δM and r τ . For the mass difference measurement, the effect of the momentum scale uncertainty of 0.03% [44] is investigated by shifting the momenta of all final-state particles in simulated decays by this amount, leading to an uncertainty on δM of 0.08 MeV/c 2 . Because the signal mode has one more particle than the normalization mode, the correction for energy loss in the detector material leads to an additional uncertainty of 0.06 MeV/c 2 [44] . Uncertainty due to the signal modeling is 0.06 MeV/c 2 , obtained by shifting all fixed parameters by their uncertainties, and adding the shifts in δM from the nominal value in quadrature. For the background model, several variations from the nominal fit are investigated, including (a) using a second-order polynomial to describe the combinatorial background, (b) allowing the fixed parameters in the partially reconstructed background to vary, (c) removing the
− cross-feed, and (e) varying the fit range. The changes in δM are added in quadrature to obtain the background uncertainty of 0.11 MeV/c 2 . Adding all sources of uncertainty in quadrature leads to a systematic uncertainty in δM of 0.16 MeV/c 2 . The largest source of systematic uncertainty in r τ is the limited size of the simulated samples, which contributes an uncertainty of 0.010. The simulated efficiencies are averaged over TOS and TIS events in the simulation, of which the former comprises 67% of the sample, compared to 57% in data. While the values of r τ are statistically compatible between these two samples, if the efficiencies from simulation are reweighted to match the composition observed in data, a change in r τ of 0.004 is found. This shift is assigned as a systematic uncertainty. Variation in the signal and background models lead to a negligible change in r τ . We also consider possible different performances of the BDT in data versus simulation by correcting the data with an efficiency obtained with a tighter BDT requirement. The difference of 0.001 is assigned as a systematic uncertainty. For the proton efficiency, we use the values obtained from simulation. By varying the proton PID requirements, a maximal change of 0.001 ps is found, which is assigned as a systematic uncertainty. To investigate possible effects due to the larger Λ + c lifetime (than the Ξ 0 c ), we reject candidates with ct larger than 150 µm. The difference of 0.003 from the nominal result is assigned as a systematic uncertainty. In total, the systematic uncertainty on r τ is 0.011.
In summary, we use a pp collision data sample corresponding to 3.0 fb /τ Ξ 0 b = 1.05 ± 0.07 [14] based on the HQE, where the theoretical uncertainty is dominated by inputs that can be computed using lattice QCD. Thus there are good prospects to reduce the theoretical uncertainty significantly. 
