Natural collision coordinates and a zeroth-order vibrational-adiabatic approximation are used to treat linear reactive collisions. Nonadiabatic effects on barrier transmission and on vibrational state of products are calculated. The present results are classical and are compared with exact classical numerical results for the H+H2 reaction in the range 7-20 kcal/mol of initial relative translational energy. The agreement is encouraging and the results support the concepts introduced earlier of statistical adiabaticity and of nonadiabatic leak. At low energies the reaction is adiabatic on the average (initial vibrational phase average), thus justifying activated complex theory for this system. The relative importance of reaction path curvature and of vibrational frequency variation along the reaction path in inducing nonadiabatic effects is described. Implications for a quantum treatment, activated complex theory, and highly nonadiabatic systems are noted.
INTRODUCTION
A formalism for the mechanics of nearly vibrationally adiabatic chemical reactions, A+ BC-+AB+ C, was described in earlier papers of this series.L 2 In the classical version 2 the Hamilton-Jacobi equation, expressed in terms of natural collision coordinates and action-angle variables, was used. A number of applications of these natural collision coordinates have recently appeared 3 -5 and include numerical (quantum and classical) and adiabatic treatments. Action-angle variables, which were used to treat atomic and molecular structure many years ago, 6 have been used more recently in this laboratory to treat inelastic and reactive collisions. 2 • 7 -9 Their use led to relatively simple approximate expressions for energy transfer and other properties. Encouraging agreement with exact results was obtained for the inelastic systems.7. 8 The method provided information about alternative quantum approximations (near static vs near adiabatic), because of the close relationship which the HamiltonJacobi equation bears to the Schrodinger equation and which the action variables ]; bear to the quantum numbers n;(l;/h,.....,n;+t or n;, depending upon coordinate). The approximations are particularly suited to near-elastic or near-adiabatic systems.
The rearrangement reaction H+Hz-+Hz+H has been intensively studied both classically 10 -13 and quantum mechanically/"· 5 • 14 -16 largely though not exclusively numerically. The present paper calculates and compares, for the first time, nonadiabatic corrections with exact numerical results. Some quantum mechanical implications are noted in a concluding section. Results on reaction in a plane will be given in a subsequent paper.
EXACT CLASSICAL EQUATIONS WITH NATURAL COLLISION COORDINATES
The Cartesian coordinates of the space are z and Z.
The curvature of curve C, K(s), is a function of s.
The reaction corresponds to a suitable motion of a point of mass p, from region I to region II in Fig. 1 .
Hamilton's equations of motion in natural collision coordinates, s and p, are obtained from Eqs. (3) and (4) of Paper IV in the standard way,
17
. 
where qi=s, p, Q 1 =z, Z, and R 1 , Rz, and R3 are the internuclear distances. The four simultaneous differential equations (1) can be integrated numerically.
APPROXIMATE EQUATIONS FOR THE VIBRATIONAL p-MOTION
The potential energy function V (p, s) is written 2 in terms of its value on curve C, V 1 (s), and the increment to a finite p at this s, Vz(p, s),
As in Paper IV, the reaction coordinate and the The motion along the reaction coordinate creates a vibrational coordinate are denoted by s and p, respec-mean "internal centrifugal potential" acting on the p tively; a suitable curve Cis drawn in a mass-weighted motion a potential arising from the Kp, 2 /p,'YJ 3 term in configuration space (in the center-of-mass system), s (lc) and denoted by a(s)/'YJ 2 , with a(s) defined below. being the arc length along this curve (e.g., Fig. 1 
To remove the singularity in the differential equations (11) and (12) at Jp=O, a transformation of 
a= -iwa+ipo(J.!W1I')!IZ_ (wa*j2w).
(13) a* is the complex con jugate of a.
When thew term in (13) is treated as a perturbation, integration of ( 13) (14) EffECTIVE fRE UENCY w Cvl where L\ is the perturbation due to the w term: (15) When both the Po and w terms in (13) are treated as perturbations to first order, Eq. (14) is again obtained, 2 apart from the Op· independent term (the third term) on the right-hand side of (14) . In effect, therefore, Eq. (14) treats the w term to first order and the p 0 term to second or higher order.
A. Potential Energy Surface, Curve C, and Other Properties
A number of studies have been made on obtaining the best potential energy surface for H 3 system. 20 We employ the Porter and Karplus surface, 21 previously used in extensive trajectory 11 and other scattering calculations. 16 The contour of the potential energy surface expressed in the skewed-coordinates is plotted in Fig. 1 . A curve C can be obtained from the contours, for example, by drawing the curve of the steepest descent from the saddle point. For numerical purposes this curve (the points of which are given in Table I ) was fitted to a polynomial by least-square method. If the (z, Z) axes of Fig. 1 are rotated by 30° about the saddle-point into (u, v) axes to utilize the symmetry of the surface, the polynomial equation describing curve C is, in these ( u, v) coordinates,
2 +2ro for v< -0.9 a.u.,
for -0.9:=:;r:::;0.9 a.u., (16) ~~ where r 0 is the equilibrium bond length (in reduced, mass-weighted units) and where the coefficients A 1 are given in Table II . The saddle-point occurs att$= 0, v= 0.
Using this curve C, p 0 (s) and w(s) were calculated from Eqs. (7) and (9) for various energies, and are shown for several energies in Figs. 2 and 3. As seen from these plots both quantities have already effectively approached their asymptotic values at I v I = 0. 9 a.u. Thus, it is a good approximation to truncate the calculation at this I v I .
Both p 0 (s) and w(s) were fitted to a polynomial in v by the least-square method to obtain an analytical expression for these quantities.
..::,.
• -2 ( 1) for natural collision coordinates and the usual equations for ordinary coordinates 22 ] were integrated by a fourth-order Runge-Kutta-Gill method with the appropriate boundary conditions. 23 A total number of 36 vibrational phases were calculated for each initial relative translational energy. The agreement for the reactive collisions is seen from Figs. 4 and 5 to be excellent.
Examination of Eqs. (1) and (2) shows that the use of natural collision coordinates introduces a singularity at Kp= -1, and indeed an ambiguity in the coordinate definition in this region.
24 If a trajectory approached this singularity or reached points corresponding to negative values of 1+Kp, i.e., points on the other side of the singularity from curve C in Fig. 1 , an error would result from the use of these natural collision coordinates . The excellent agreement of the two calculations for the reactive collisions shows that the singularity was not approached closely (at least for the cases treated in those figures). Figure 4 gives perhaps an indication of some difference for the nonreactive case, and indeed, as an examination of nonreactive trajectories will show later, that the system came closer to the singularity in this case.
C. Approximate Results Based on Eq. (14)
The adiabatic solution for s(t) satisfies 2 ! (17) where a(s) is given by (6). Instead of s(t) the co-
Vibrational-translational energy transfer in a linear collision, as a function of initial vibrational phase:-, exact classical calculation; -·-, approximate calculation, for Etran.'=9.5 kcal/mol. While there was little advantage in using v(t) instead of s(t), provided the line s=O was chosen to lie along the symmetry axis L of Fig. 1, i. e., at v=O, (18) was used instead of ( 17) .
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The phase op in (14) is the vibrational phase when the system crosses the symmetry axis L in Fig. 1, i. e., the activated complex line. The trigonometric terms in ( 14) and ( 15) can be rewritten using the addition formulas, so that the phase oP appears outside each integral. Integrals denoted by 5r, Cr, 52, and C2 may be defined: (19) where -r 0 is the initial time, i.e., the time when v= -v(), and where thew/ in (19) The integrals in (19') and (22) were computed using a six-point Gauss-Legendre quadrature for an integration inverval, ~v= 0.005 a.u. The integrals 5 1 , C 1 , 52, and C2 in ( 19) were next calculated by Simpson's rule. The value of JP was then obtained from (20) and (21) at the product and saddle-point regions, respectively. The integrals are tabulated in Table III .
Equations ( 6) and ( 17) The phase-averaged vibrational energy change (!::..Evib) accompanying the reaction is plotted for a series of Etransi in Fig. 12 . The vibrational phaseaveraging procedure for the approximate calculation is merely the phase average over coso" and sino" in Eqs. (20) and (21) . The average is over the range of reactive il/s, with o" being random in this region. In Fig. 12 it is seen that the agreement between exact and approximate calculations of (!::..Evib) is good on an absolute basis.
lOr-----~-------------------------------,
-' (!::..Evib) is seen in Fig. 12 to be small at initial relative translational energies appropriate to the usual reaction temperatures of 500-1200°K. (It can be shown that this range corresponds toE transi in the neighborhood of 8.2-10.3 kcal/mol.) Implications for activated complex theory are noted later.
The maximum Po contribution and the maximum w contribution to (14) , obtained by maximizing each contribution with respect to op, are plotted in Figs. 13 and 14. The p term and thew term are roughly equally effective in introducing nonadiabatic transitions at the lower energies. At the higher energies, the p term is larger than the w term (and the same remark applies to the phase-dependent p term alone). This behavior supports the treatment which led 2 to (14) , since at low energies both terms need be treated only to first order while at higher energies the larger (/> 0 ) contribution should be treated to higher order.
The reaction probability for the exact classical calculation is Reaction Probability= (!::..op 0 )reactive/27r, Where ( /::,.op 0 ) reactive is the Sum"" Of intervalS Of initial vibrational phases for which the classical trajectories are reactive. The reaction probability is plotted versus initial translational energy in Fig. 15 and compared with one obtained using the approximate equations and the condition (23) at s= 0. 27 The reaction probability is seen in Fig. 15 to rise rapidly to unity at energies above threshold and to provide a transmission at energies below the adiabatic threshold, i.e., to provide a "non- some instances, reflection and hence nonreactivity occurs after the system has passed through the saddlepoint region. This reflection, involving as it does a recrossing of line L, leads to a decrease in validity of activated complex theory at high energies.
To explore the last and other points a number of trajectories were plotted in Figs. 18 and 19 . :For these collisions, which have more than sufficient translational energy to overcome the adiabatic threshold, the nonreactivity is seen to occur as a result of reflection after the syst~m has crossed the activated complex line L (s=O). Several other observations from these figures may also be made: coordinate than on the curve of steepest descent (the "reaction path"), curve C in Fig. 1 . Thereby, as predicted in Ref. 1, the use of a reaction coordinate which includes the dynamical curvilinear effect, as in the present case, provides a better zeroth-order separability between the vibrational and translational motions of the system than the use of the "reaction path" alone.
An effort was made to see if even better agreement of approximate and exact calculations in Figs. (6) - (11) could be made by integrating the approximate Eqs. (13) exactly. 29 Agreement was somewhat better in some regions, somewhat worse in others, and that more hybrid procedure was not explored further. 
CONCLUSIONS
Application of the Hamilton-Jacobi equation in the near-adiabatic approximation, and of local action-angle variables, was made to the linear reactive H + H2 system. Good agreement was found between the exact and approximate calculation for the absolute value of the vibrationally phase-averaged vibrational energy change (6.Evib) accompanying reaction, in the region investigated (Etransi from 7 to 20 kcal/mol). (At the usual reaction temperatures of 500-1200°C, the Etransi contributing significantly to the reaction collisions on this surface would be in the neighborhood of 8-10.5 kcal/ mol.) Good agreement for the phase-dependent 6.Evib was also found for the data in Figs. 6-11. In effect, the curvilinear [.o 0 ] term in ( 14) was treated as a perturbation to second or higher order, while the w term was treated as a perturbation to first order, a method which later proved to be consistent with the findings in Figs. 13 and 14. Again, the phase-averaged vibrational energy change, (6.Evib) in Fig. 12 , was small for Etransi in the range appropriate to the usual reaction temperatures of 500-1200°K.
The centering of the reactive trajectories on the reaction coordinate defined by Eq. (7), as those trajectories crossed line L, lends further support to the concepts employed in (7)-(10). In the corresponding quantum mechanical treatment, a more truncated vibrational basis set can be used at each s if that set is centered upon a mean reaction coordinate curve [defined by some p0(s)] as compared with centering it on the curve C in Fig. 1 .
On the basis of these results one can expect that the corresponding quantum treatment will attain similar good agreement, at least when tunneling effects in the s motion can, as in the present classical case, be neglected. Tunneling can, incidentally, lead to one difficulty in the case of the present coordinates: It causes a "negative" internal centrifugal force 1 • since a(s) in Eq. (6) is negative, and can thus cause the system to come near the singularity at 1+Kp=O if curve C is selected as in Fig. 1 . In such cases it may be necessary to use as curve C a curve appreciably displaced from the steepest descent curve in Fig. 1, or to solve the problem in the presence of the singularity.
The findings of a small (6.Evib) at low energies in Fig. 12 indicate that the reaction is statistically adiabatic30 at the usual reaction energies, even though, as Figs. 6-11 show, it is not exactly adiabatic. 31 Thus, upon energy averaging at a particular temperature, activated complex theory should be valid for describing the reaction rate in the classical system described in this paper. Deviations could nevertheless occur at low translational energies and hence at low temperatures because of the nonadiabatic leak, at least in the present case. Deviations would also occur at very high energies, and, thereby, at extremely high temperatures, due to the recrossing of the activated complex line L discussed in the preceding section.
This concept of adiabaticity has provided a zerothorder basis for separating the motions perpendicular to the reaction coordinate from that parallel to that coordinate. This separation is the more valid the more slowly the molecular properties (such as the rate of change of vibrational frequency and the rate of change of tangent vector of the reaction curve) vary along that curve. Natural collision coordinates are particularly suited to such system, and hence to understanding activated complex theory. They should become le~s useful when the molecular properties vary rapidly along the curve C, e.g., when the curvature K(s) becomes very large. Such reactions are strongly nonadiabatic and are undoubtedly better treated by an impulse type of approximation. 
