A dynamical array consists of a family of functions {fn,i : 1 i kn, n 1} and a family of initial times {τn,i : 1 i kn, n 1}. For a dynamical system (X, T ) we identify distributional limits for sums of the form
Introduction
Probabilistic methods have been used for a long time in connection with number theory and some of these applications have formulations in terms of dynamical systems, but it took more than 50 years to realize the general importance for dynamics. Continued fraction is a typical example of such a common approach in number theory and dynamics. While the ergodic theorem has a direct counterpart in Kolmogorov's strong law of large numbers, the classical de Moivre-Laplace central limit theorem describing its fluctuation about the mean has none. Today, central limit theorems (CLT) are widespread in the study of fluctuations of Birkhoff ergodic sums in dynamical systems. Ideas borrowed from probability theory such as stationary mixing processes [19] and Gordin's martingale-coboundary method [15] are commonly used to prove central limit theorems. The survey paper [8] has a comprehensive list of references up to 1986. More recently, Chazottes [4] reviewed probabilistic laws for ergodic sums in dynamical systems modeled by Young towers ( [24] ). A central limit theorem for Markov fibred systems with the Schweiger property was proven in [3] . Examples of such systems include parabolic rational maps, Young towers and Gibbs-Markov maps. A CLT for general rational maps was proven in [11] using Gordin's method. All these results are concerned with Birkhoff sums. In order to obtain a CLT, the observables in the Birkhoff sums are usually assumed to be Hölder continuous. This is partly due to the popular spectral gap method, which usually holds on Banach spaces endowed with Hölder norms. On the other hand it is still an open problem to determine the class of functions in L 2 satisfying the CLT.
From an applied viewpoint, ergodic sums provide only a limited method to draw conclusions on a dynamical system. A much wider approach is formulated in terms of design of experiments where different time series and their interplay are considered. This leads to the need of analyzing arrays containing different ergodic sums. To our knowledge this concept was first formulated for maps of the interval and some special statistical functionals in [7] . Recently, [17] used a special form of such an approach to obtain CLT for shrinking targets. In other directions, one should also note CLTs in the settings of random dynamics or sequential dynamics such as in [6, 5 ]. Lindeberg's central limit theorem deals with arrays of independent random variables, i.e. families of random variables defined on row-wise different probability spaces. We formulate Lindeberg's central limit theorem for dynamical arrays, and prove CLTs for arrays in dynamical systems, here Gibbs-Markov maps. Examples include certain countable state Markov chains and Markov maps of the unit interval given in [2] as well as parabolic rational maps in [3] . Other examples can be found in [1] . We use two classical methods: the characteristic operators approach as in [22] and Lindeberg's method as in [21] for blocks to prove CLTs. It will be clear from the proof that our results can be extended to more general systems since only spectral properties of transfer operators and metric properties are taken from GibbsMarkov systems. It is also clear how to extend the results to Young towers over Gibbs-Markov maps. Recent development can be found in [23] . For simplicity, we keep our discussions restricted to Gibbs-Markov systems.
Dynamical arrays have many applications. For instance, one may use an array of Hölder continuous observables to approximate Birkhoff sums of observables of lesser regularity. An example is given in Corollary 4.2. In comparison, note that Gouëzel [16] proved a CLT for Birkhoff sums of observables with Hölder norm in L η , where 0 < η < 1. In another paper [12] we have used CLTs for arrays to study fluctuations for ergodic sums over periodic orbits. Another possible application is through coupling Birkhoff sums of different dynamical systems.
We recall some background material on Gibbs-Markov systems and spectral properties of their transfer operators in Sections 2 and 3. Section 4 contains a CLT (Theorem 4.1) for sequences of Birkhoff sums
. Although this is a special dynamical array the central limit theorem is treated separately since the method of proof is different from the other main theorem and may have future applications to other dynamical systems. Such theorems provide central limit theorems for Birkhoff sums n i=1 f •T i for certain functions which are not Lipschitz (or Hölder) continuous. We provide one easy example and others are not difficult to obtain. Section 5 contains the Lindeberg CLT (Theorem 5.3) for dynamical arrays. Here we deal with the CLT in its most general form as loosely formulated in the abstract. The precise statement and assumptions are presented at the beginning of this section. There are many applications of this theorem. In Section 6 we provide one of them by showing the asymptotic normality of the Wilcoxon two sample rank statistics. Other examples are given in [25] and will be derived elsewhere. To get an idea of the scope of other possible applications, one may consult [14] or similar expositions.
Gibbs-Markov systems
Gibbs-Markov systems were first formulated in [2] . Let (Ω, B, µ, T ) denote a nonsingular transformation of a standard probability space. Consider a countable partition α of Ω mod µ, α = {a i : i ∈ I}, and denote the σ-algebra generated by α by σ(α). For x, y ∈ Ω, define s(x, y) := min n∈N {n + 1 : T n (x) and T n (y) belong to different elements of α}.
For any r ∈ (0, 1), set r(x, y) := r s(x,y) on Ω, which will become a metric. We use the same letter r to express the dependence of the metric on the choice of r. It will be clear in the subsequent context when r represents a number or a metric. Definition 2.1. A quintuple (Ω, B, µ, T, α) is called a Gibbs-Markov map (or system) if the following four conditions hold modulo µ.
1. α is a strong generator of B by T , i.e. σ({T −n α : n 0}) = B.
2. For every a ∈ α, T a ∈ σ(α) and the restriction T | a is invertible and (two-sided) nonsingular.
inf
a∈α µ(T a) > 0.
4. For each n 1 and a ∈ n−1 i=0 T −i α, denote the µ-nonsingular inverse branch T −n | T n a by v a : T n a → a and its Radon-Nikodym derivative by v ′ a . Then, there exist r ∈ (0, 1) and M > 0 such that for any n 1, a ∈ n−1 i=0 T −i α and x, y ∈ T n a,
Remark 2.2. Usually we do not specify B and write only (Ω, µ, T, α). Also note that a number r and hence the metric r(·, ·) are determined within the definition of a Gibbs-Markov map.
We will work with the following Banach spaces: given a Gibbs-Markov system (Ω, µ, T, α) and any partition ρ of Ω, the Hölder norm of a function f : Ω → C subject to the partition ρ is defined by
where sup is understood to be taken µ almost everywhere. Denote the usual L q -norm by · q , 1 q ∞. Then
defines a larger norm. Denote the subspace consisting of functions of finite
Remark 2.3. Throughout this paper we will always assume that (Ω, µ, T, α) is a topologically mixing and measure-preserving Gibbs-Markov system, here topologically mixing means that for any a, b ∈ α, there is n a,b ∈ N such that for every n > n a,b , b ⊂ T n a.
Transfer operator and characteristic function operator
We continue setting up the theory for a Gibbs-Markov system (Ω, µ, T, α) by introducing its transfer operators. Since T α ⊂ σ(α), it follows that for every n ∈ N, T n (
The Perron-Frobenius transfer operator L T :
is defined by:
and the transfer operator for T n is hence of the form
L T satisfies and is uniquely characterized by:
It can be easily derived from the above equation that
We will use L for L T when T is fixed. Given a measurable function f : Ω → R and t ∈ R, the characteristic function operator L f,t :
β have finite D α norms, and the norm · ∞,β is equivalent to the norm · ∞,α and to the norm · ∞,Ω . From now on, we write for simplicity
As no confusion should appear, we use the same notation · for the operator norm on L. It is not hard to see that L and L f,t are both bounded linear operators on L. In fact, we have the following estimates. 
and
In particular, let s = 0, we have for every
The following lemma, adapted from [22, Proposition 3] , provides the Taylor expansion of L f,t around L.
are just derivatives of L f,t around t = 0 when f is fixed.
we have
Therefore f n f n , and
and the expansion follows.
One of the underlying tools throughout this paper is the spectral gap property of the transfer operator L, which has been proved in [2, Theorem 1.6]. We explain it briefly here. Because that L-bounded sets are precompact in L 1 and because of Lemma 3.1 and a theorem of Ionescu-Tulcea and Marinescu ( [20] 
Also it is known that a (topologically) mixing Gibbs-Markov map is exact ( [3, 2] ) and hence is strong-mixing when it is measure-preserving. So 1 is the unique maximal eigenvalue and is simple. Hence the transfer operator L of a mixing Gibbs-Markov map has the spectral gap property on L, namely one can decompose L on L as
so that P f = Ω f dµ, P N = N P = 0 and r(N ) < 1, where r(·) denotes the spectral radius. P is the eigenprojection of L with respect to the eigenvalue 1 and the spectrum of N is all the remaining spectrum of L. For any complex number z not in the spectrum of L, denote by R(z; L) the resolvent of L, (zI − L) −1 . According to [13, VII] , one can calculate P and N by integrating the product of the resolvent and suitable analytic functions on neighborhoods of the spectrum of L. In fact,
where C 1 is a small circle around 1 of radius
and C 2 is a circle around 0 of radius
so that C 1 and C 2 are disjoint and that the spectrum of L except for the eigenvalue 1 is totally contained within C 2 . For every positive integer k,
We will call
By perturbation theory, the characteristic function operators also satisfy the above properties.
Lemma 3.4. There exists a real number a > 0 such that if |t| · f < a then L f,t has the spectral gap property on L with the decomposition: 
2. P f,t is the eigenprojection of L f,t with respect to λ f,t , in the form
Here C 1 , C 2 are the same circles as in (8) .
This lemma is essentially [22, Proposition 4] . For our purpose we take expansions of the operators to higher orders in the next lemma.
Lemma 3.5. There exist constants M > 0 and 0 < a < M −1 such that if |t| · f < a is small enough, then 1. P f,t has an expansion P f,t = P + tP
where
2. similarly, λ f,t expands as
where |λ
, and |λ
3. for all n ∈ N,
Proof. We use notations from Lemma 3.4. Notice that for any z in the resolvent set of
converges absolutely.
1. We use the resolvent equation (9) to calculate P f,t as follows.
Define corresponding operators to write the last equation in the form
Then there exist constants M 1 , M 2 and M 3 such that when |t| f < a,
2. Let B be the Banach space of all bounded linear operators from L to itself. Take a linear functional ϕ ∈ B * such that ϕ B * = 1 and
then when |t| f < a,
Hence the expansions of L f,t and P f,t lead to the expansion of λ f,t .
The same resolvent equation is used in the calculation of
Notice that N 1 = 0, whence we have:
When f is fixed, since λ f,t is analytic with respect to t around 0 (Lemma 3.4), the coefficients λ
f in the expansion of λ f,t are just the corresponding derivatives of λ f,t with respect to t at t = 0. They can be calculated in the following manner.
The limit exists, and λ Proof. One only needs to notice that the transfer operator and its spectral decomposition in [22] share the same spectral properties and expand in the same way as in our settings when f is fixed, to which the proofs of [22, Lemmes 2, 3, 6] refer, hence the proofs carry over to our settings.
The asymptotic variance of f will be denoted by
A CLT for arrays of Birkhoff sums
As mentioned in the introduction, in this section we prove a central limit theorem based on the tools developed in Section 3 for arrays of functions in GibbsMarkov systems. The following theorem appeared as part of the third author's PhD thesis [25] .
fn is the asymptotic variance of f n , then
converges in distribution to the standard normal law N (0, 1).
, then we have
Since by assumption as n → ∞,
when n is large, according to Lemma 3.4
Lemma 3.5 implies that
and for some constant M ,
By Lemma 3.5 and Lemma 3.6, when n is large,
Hence the assumption that
2 . This shows lim
finishing the proof of the theorem.
We wish to point out that the proofs of the CLT presented in this section were detailed in the context of Gibbs-Markov maps but also hold in other, more general settings of mixing dynamical systems. The main technique is the spectral gap property of Ionescu-Tulcea and Marinescu [20] which allows for the decomposition in equation (7). This property holds in all generality for maps which satisfy a Doeblin-Fortet inequality as in Lemma 3.1. Our Lemmas 3.4, 3.5 and 3.6 are instrumental in proving the CLT of Theorem 4.1 and so this CLT holds in any setting in which the above mentioned Lemmas are valid.
Note that identifying the context of a Banach space of functions along with a pair of norms satisfying our assumptions is a delicate but necessary task, without which the theorem lacks relevant examples, and we refrain from formulating our theorems in an abstract albeit empty context. Other known examples of general settings to which Theorem 4.1 applies, beyond the Gibbs-Markov systems presented in Section 2, include maps of the interval endowed with the bounded variation norm, as well as Young towers endowed with the Hölder norm. For illustrative purposes we work out an example. γ n g n with g n ∈ L, γ n ∈ R, Ω g n dµ = 0, sup n∈N g n 2 < ∞, sup n∈N |γ n | g n < ∞ and ∞ k=n+1 |γ k | Kn −3−η (for some constants K, η > 0) satisfies the central limit theorem in the form
for some sequence σ n > 0, provided the asymptotic variances of n k=1 γ k g k are bounded away from 0 uniformly. n the asymptotic variance of f n . Note that f n ∈ L with f n ln k=1 |γ k | g k Cl n for some constant C > 0 and hence (since inf σ n > 0)
Take k n = n in Theorem 4.1 to deduce that
converges to the standard normal distribution. Now by Chebychev's inequality with M = sup n∈N g n 2 , for any ǫ > 0
which converges to 0. It follows that
have the same limiting distribution, whence the corollary.
Example 4.4. Let (Ω, B, µ, T, α) denote the continued fraction transformation with Ω = (0, 1) and µ the Gauss measure. For every irrational x ∈ (0, 1), denote by (x n ) n∈N its continued fraction expansion. Let a n := {x : x 0 = n} for every n ∈ N, the partition α = {a n : n ∈ N}. Let η ∈ (0, 1 2 ), define
Here we denote by ⌊·⌋ and ⌈·⌉ the usual floor and ceiling functions for real numbers. Recall that r ∈ (0, 1) is the constant in (1). In the current case, we can take r = 2/3 (cf. [2, Example 2], noting |T 2 | ′ 9/4). It is easy to see that g n ∈ L and Ω g n dµ = 0.
It follows that f = ∞ j=1 γ j g j satisfies the assumptions in the corollary, hence the central limit theorem holds:
In fact, for large n,
hence D α f is infinite. This calculation also indicates that for any a ∈ n−1 i=0 T −i α, D a f is infinite.
A CLT for dynamical arrays after Lindeberg
We prove a CLT for dynamical arrays, and later apply it to Birkhoff sums. The notion of dynamical array is also considered in [12] . Definition 5.1. A dynamical array is a sequence {(F n,i , τ n,i ) : i = 1, ..., k n } n∈N consisting of a family of real valued functions F n,i defined on a dynamical system (Ω, T ) and a family of initial times τ n,i ∈ N, where F n,i is of form
with the f n,i,j : Ω → R and l n,i ∈ N and where τ n,i satisfies τ n,i−1 + l n,i−1 τ n,i for all i = 2, . . . , k n .
Such a dynamical array brings about a sequence of sums
Define m n := inf
as the minimal spacing (of the n-th row) of a dynamical array. We recall some notations. Let (Ω, µ, T, α) be a mixing Gibbs-Markov system. β is a partition of Ω satisfying (2), σ(β) = σ(T α). A real number r inducing a metric on Ω is given in Definition 2.1. The transfer operator L has the decomposition (7) on L = L ∞ β , i.e
for all f ∈ L. Let ρ := r(N ) ∈ (0, 1).
Remark 5.2. It is known ([18, Corollaire 1]
) that the essential spectrum of L is at most r due to Lemma 3.1, but the relation between ρ and r is unclear.
Theorem 5.3. Let {(F n,i , τ n,i ) : i = 1, ..., k n } n∈N be a dynamical array defined on a mixing Gibbs-Markov system (Ω, µ, T, α) with F n,i = ln,i j=1 f n,i,j •T j−1 and minimal spacing m n . Suppose every f n,i,j ∈ L is centered, i.e. Ω f n,i,j dµ = 0. Letš
Assume the following properties for this array.
1. For every n ∈ N,š n > 0.
2.
m n > 0 and lim sup
3.
lim sup
4. The Lindeberg condition holds, i.e. for every ǫ > 0
Then, this array satisfies a CLT, i.e. 
which will be handy to check in Section 6.
Lemma 5.6. There exists a constant C independent of n such that with
for every f ∈ L, n ∈ N and 1 i < j k n , if τ n,i+1 − τ n,i > l n,i then
and if τ n,j − τ n,j−1 > l n,j−1 then
Proof. Because L = P + N with P N = N P = 0,
Therefore, by (4) (with t = 0), we have
Similarly, for 2 j k n , (15) follows from 
Proof.
1. This is implied by the Lindeberg condition (13), for
2. Use the transfer operator L to expand the total variancě
The last equality holds because Ω F n,i dµ = 0. Estimate
Now the assumptions (11), (12) and (13) imply that the lim sup of the upper bound is bounded by Kǫ for some K > 0, hence (17) follows.
Proof of Theorem 5.3. Extending our probability space if necessary, we may assume that there exists an array of random variables {X n,i } kn i=1 such that X n,i , i = 1, · · · , k n , are independent normal random variables and EX n,i = 0 and Var X n,i = Var F n,i .
Without loss of generality we may as well assume that for each n, {X n,i } kn i=1
and {F n,i • T τn,i } kn i=1 are independent. Define two random variables
X n is a normal random variable for being a sum of independent normal random variables and converges weakly to N (0, 1) because of (17) . Since F n has variance 1, the set of distributions of F n is mass-preserving. To show that F n also converges weakly to N (0, 1), it suffices to prove that for any h in the separating class
Letting for 2 i k n − 1
we can write, noting that F n = U n,kn + 1 sn F n,kn •T τ n,kn and X n = U n,1 +
Use Taylor expansion to deduce that
Rewrite the right-hand side as
We are about to show that the expectation of (20) 
where in the first equality we use the independence between U n,i and X n,i and
in the second equality we also use that U n,1 is independent with F n,1 • T τn,1 and the last equality is due to Ω F n,i dµ = 0. Observe the following inequalities.
1. By (15),
and {F n,j • T τn,j } kn j=1 are independent,
We use these inequalities to estimate (21),
The bound tends to 0 as n → ∞ because of (16) and assumptions (11) and (12) . The expectation of the second summand in (20) is estimated in a similar way. We rewrite
Then we can repeat the estimate for (21) to deduce an upper-bound similar to (23) .
The expectation of the third summand in (20) is equal to
for any ǫ > 0. This expectation converges to 0 in view of (17) and (13) . The expectation of the last summand in (20) is controlled in the same way as the third summand.
Applying this theorem to Birkhoff sums, we obtain the following result.
Corollary 5.8. Given a Gibbs-Markov system (Ω, µ, T, α) and a sequence of centered functions {f
For every
4.
5.
Then
To complete the ergodic sum, let F n,kn+1 := f n +· · ·+f n •T min{ln,n−kn(ln+mn)}−1 , τ n,kn+1 := k n (l n + m n ) and g n,kn+1 := f n + · · · + f n • T n−kn(ln+mn)−ln−1 if necessary. The following two properties ensure that the dynamical array {(F n,i , τ n,i ) : i = 1, . . . , k n + 1} has the same distributional limit as the ergodic sum.
In fact, to see (28) first note that
With conditions (24) and (26), arguments involving the transfer operator similar to those used in proving (17) indicate that
which is 0 by (25) and (26). As we can separate
and similarly for Ω g n,i−1 · F n,i • T mn dµ, the techniques of transfer operator can be used again to show that
Thus (28) holds. The previous arguments also imply that (29) is just a consequence of (26). Hence we only need to verify the conditions in Theorem 5.3 for the dynamical array {(F n,i , τ n,i ) : i = 1, . . . , k n + 1}. (12) 
Note that
the Lindeberg condition (13) follows from (27), (25) and (28).
Remark 5.9. Theorem 5.3 also can be generalized with the same assumptions to more general dynamical systems. It in fact holds for any system for which the transfer operator satisfies the Doeblin-Fortet inequality (4) and for which the composition operator satisfies the inequality (22) (4) and (22) are bounded at the rates of r and r −1 respectively.
Applications to the large sample theory in statistics
The CLT under the Lindeberg condition has many applications, in particular in nonparametric statistics. The book [14] provides a glimpse on these applications, though it is not a complete list. Here we restrict to one particular case, the famous Behrens-Fisher problem. In what follows, consider the setup for the two sample problem in a Gibbs-Markov dynamical system (Ω, µ, T, α).
Definition 6.1. Denote byL the set of all measurable functions f : Ω → R for which there exists a sequence of functions {f n : n 1} in L such that f − f n 2 → 0.
Consider two functions φ, ψ : Ω → R in the classL, which determine two stationary sequences X n = φ • T n and Y n = ψ • T n . For simplicity we assume that the distributions µ φ of φ and µ ψ of ψ have no atoms. Based on observations X 1 , ..., X m and Y 1 , ..., Y n , the Behrens-Fisher problem is to determine whether the distributions of φ and ψ are different or not in a statistical sense. We shall deal with this problem when the distributions differ in their means, that is φdµ = ψdµ. The classical solution for this problem (to be the most powerful test) is the t-test which only works exactly under normal distribution, independence and equal variances. In all other cases some type of approximation is needed. In particular, when the distributions of φ and ψ are completely unknown, the two sample Wilcoxon rank sum test is widely used. Consider m, n ∈ N and observations X 1 , ..., X m and Y 1 , ..., Y n . Define R i to be the rank of X i among all n + m observations X 1 , ..., X m , Y 1 , ..., Y n . Then
is the two sample Wilcoxon rank sum test. In order to solve the problem in a nonparametric setup one needs to determine the asymptotic distribution of W m,n .
We first give conditions under which the second moment of A, normalized by m 3 converges to zero as m → ∞ and n/m → λ ∈ (0, 1). This can be seen directly or by applying [9] when (x, y) → 1 {ψ(y) φ(x)} approximately belongs to the projective tensor product L 2,π (µ 2 ) over L 2 (µ 2 ) and therefore the variance of the approximationÃ to A increases like √ nm Ã L2,π(µ 2 ) . We refer to [9] for the definitions and properties of projective tensor products. Alternatively, assuming that the distributions of ψ and φ are absolutely continuous with respect to Lebesgue measure and have a bounded density, one could use [10, Theorem 1 or Lemma 3] to show that the variance of A is of smaller order. As an example, we prove 
Then ĥ q L4,π(µ 2 ) = O( h q L4,π(µ 2 ) ) and applying Lemma 4 in [9] with d = m = 2 and p = 4 (one can verify the assumption in this lemma forĥ q ) it follows that there is a constant C (independent of q and (n, m)) such that
Moreover, we get Since φ, ψ ∈L they are approximated in L 2 by functions φ m , ψ n ∈ L. Set F φ and F ψ for the respective distribution functions of φ and ψ. Denotẽ 
and that F ψ and F φ are Lipschitz continuous. Under these simplifying assumptions the following argument becomes short and shows the pattern of the proof under more general assumptions. This shows that the two sample Wilcoxon rank sum test checks whether the distributions of φ and ψ differ by a location alternative.
Proof. We first show that converges weakly to the standard normal distribution. We apply Theorem 5.3. Let w.l.o.g. n m, θ φm = 1 {ψ φm} dµ ψ dµ φm , θ ψn = 1 {φ ψn} dµ ψn dµ φ , n = k n (p + q) + q n and m = k m (p + q) + q m where 0 q n , q m < p + q. Denote F n,i • T τn,i ).
We check next that conditions 1.-4. in Theorem 5.3 hold with an appropriate choice of p and q. Let r and ρ be the constants related to the decomposition (10) which are given by the system. Choosing p = O(m It is straightforward to show using the calculus developed in this article (see (17) and (28) were one uses the same estimates as for the comparison ofš n and σ m . This finishes the proof.
