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ON EXTREMAL HYPERGRAPHS FOR HAMILTONIAN CYCLES
ROMAN GLEBOV, YURY PERSON, AND WILMA WEPS
Abstract. We study sufficient conditions for Hamiltonian cycles in hyper-
graphs, and obtain both Turán- and Dirac-type results. While the Turán-type
result gives an exact threshold for the appearance of a Hamiltonian cycle in
a hypergraph depending only on the extremal number of a certain path, the
Dirac-type result yields a sufficient condition relying solely on the minimum
vertex degree.
1. Introduction and Results
1.1. Turán-type Results. For a fixed graph G and an integer n the extremal
number ex (n,G) of G is the largest integer m such that there exists a graph on
n vertices with m edges that does not contain a subgraph isomorphic to G. The
corresponding graphs are called extremal graphs. Naturally, one can extend this
definition to a forbidden spanning structure, e.g. a Hamiltonian cycle (for definition
see e.g. [3]). In [13] Ore proved that a non-Hamiltonian graph on n vertices has at
most
(
n−1
2
)
+ 1 edges, and further, that the unique extremal example is given by
an (n − 1)-clique and a vertex of degree one that is adjacent to one vertex of the
clique.
A k-uniform hypergraph H , or k-graph for short, is a pair (V,E) with a vertex
set V = V (H) and an edge set E = E(H) ⊆
(
V
k
)
. Since in this paper we always
deal with k-graphs, and the usual 2-uniform graphs have no special meaning for us,
we also might use the siplified term graph for k-graphs.
There are several definitions of Hamiltonian cycles in hypergraphs, e.g. Berge
Hamiltonian cycles [2]. This paper yet follows the definition of Hamiltonian cycles
established by Katona and Kierstead [9] as it has become more and more popular
in research.
An l-tight Hamiltonian cycle in H , 0 ≤ l ≤ k − 1, (k − l)
∣∣|V (H)|, is a spanning
sub-k-graph whose vertices can be cyclically ordered in such a way that the edges
are segments of that ordering and every two consecutive edges intersect in exactly
l vertices. More formally, it is a graph isomorphic to ([n], E) with
E =
{
{i(k − l) + 1, i(k − l) + 2, . . . , i(k − l) + k} : 0 ≤ i <
n
k − l
}
,
where addition is made modulo n. We denote an l-tight Hamiltonian cycle in a
k-graph H on n vertices by C
(k,l)
n , and call it tight if it is (k − 1)-tight.
Working on her thesis [20] in coding theory, Woitas raised the question whether
removing
(
n−1
2
)
− 1 edges from a complete 3-uniform hypergraph on n vertices
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leaves a hypergraph containing a 1-tight Hamiltonian cycle. A generalization of
this problem is to estimate the extremal number of Hamiltonian cycles in k-graphs.
Katona and Kierstead were the first to study sufficient conditions for the ap-
pearance of a C
(k,k−1)
n in k-graphs. In [9] they showed that for all integers k and n
with 2 ≤ k and 2k − 1 ≤ n,
ex(n,C(k,k−1)n ) ≥
(
n− 1
k
)
+
(
n− 2
k − 2
)
.
In the same paper Katona and Kierstead proved, that this bound is not tight for
k = 3 by showing that for all integers n and q with q ≥ 2 and n = 3q + 1,
ex(n,C(3,2)n ) ≥
(
n− 1
3
)
+ n− 1.
In [19] Tuza gave a construction for general k and tight Hamiltonian cycles, im-
proving the lower bound to
ex(n,C(k,k−1)n ) ≥
(
n− 1
k
)
+
(
n− 1
k − 2
)
,
if a Steiner system S(k− 2, 2k− 3, n− 1) exists. Also for all k, n and p such that a
partial Steiner system PS(k − 2, 2k − 3, n − 1) of order n− 1 with p
(
n−1
k−2
)
/
(
2k−3
k−2
)
blocks exists, Tuza proved the bound
ex(n,C(k,k−1)n ) ≥
(
n− 1
k
)
+ p
(
n− 1
k − 2
)
.
An intuitive approach to forbid Hamiltonian cycles in hypergraphs is to prohibit
certain structures in the link of one fixed vertex. For a vertex v ∈ V , we define the
link of v in H to be the (k − 1)-graphH(v) = (V \{v}, Ev) with {x1, . . . , xk−1} ∈ Ev
iff {v, x1, . . . , xk−1} ∈ E(H).
The structure of interest in this case is a generalization of a path for hypergraphs.
An l-tight k-uniform t-path, denoted by P
(k,l)
t , is a k-graph on t vertices,
(k − l) | (t − l), such that there exists an ordering of the vertices, say (x1, . . . , xt),
in such a way that the edges are segments of that ordering and every two consec-
utive edges intersect in exactly l vertices. Observe that a P
(k,l)
t has
t−l
k−l edges. A
k-uniform (k − 1)-tight path is called tight, and whenever we consider a path we
assume it to be tight unless stated otherwise.
For arbitrary k and l we give the exact extremal number and the extremal graphs
of l-tight Hamiltonian cycles in this paper. The extremal number and the extremal
graphs rely on the extremal number of P (k, l) := P
(k−1,l−1)
⌊ kk−l⌋(k−l)+l−1
, and its extremal
graphs, respectively.
Theorem 1. For any k ≥ 2, l ∈ {0, . . . , k− 1} there exists an n0 such that for any
n ≥ n0 and (k − l)|n,
ex
(
n,C(k,l)n
)
=
(
n− 1
k
)
+ ex (n− 1, P (k, l))
holds. Furthermore, any extremal graph on n vertices contains an (n − 1)-clique
and a vertex whose link is P (k, l)-free.
Notice, that P (k, l) contains
⌊
k
k−l
⌋
hyperedges.
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For k = 3 and l = 1 Theorem 1 answers the aforementioned question of
Woitas [20] that indeed
(
n−1
3
)
+1 hyperedges ensure an existence of a 1-tight Hamil-
tionian cycle C
(3,1)
n for n large enough.
For k = 3 and l = 2 Theorem 1 states that there exists an n0 such that for any
n ≥ n0,
ex
(
n,C(3,2)n
)
=
(
n− 1
3
)
+ ex
(
n− 1, P
(2,1)
4
)
=
{(
n−1
3
)
+ n− 1, 3 |n− 1(
n−1
3
)
+ n− 2, otherwise.
Note that this not only goes along with Katona and Kierstead’s remark, but
further specifies it for the special case k = 3.
Actually, in this paper we prove a stronger statement, namely that with one
more edge we find a Hamiltonian cycle that is l-tight in the neighborhood of one
vertex and is (k − 1)-tight on the rest.
Using the result by Györi, Katona, and Lemons [6] stating that
(1 + o(1))
(
n− 1
k − 2
)
≤ ex
(
n− 1, P
(k−1,k−2)
2k−2
)
≤ (k − 1)
(
n− 1
k − 2
)
,
we obtain lower and upper bounds for l = k − 1:(
n− 1
k
)
+ (1 + o(1))
(
n− 1
k − 2
)
≤ ex
(
n,C(k,l)n
)
≤
(
n− 1
k
)
+ (k − 1)
(
n− 1
k − 2
)
.
Note that the upper bound also holds for l 6= k − 1.
In our proof we make use of the absorbing technique that was originally developed
by Rödl, Ruciński and Szemerédi.
1.2. Dirac-type Results. The problem of finding Hamiltonian cycles and perfect
matchings in 2-graphs has been studied very intensively. There are plenty beautiful
conditions guaranteeing the existence of such cycles, e.g. Dirac’s condition [5].
Over the last couple of years several Dirac-type results in hypergraphs were
shown, and along with them, different definitions of degree in a k-graph were in-
troduced. They all can be captured by the following definition. The degree of
{x1, . . . , xi}, 1 ≤ i ≤ k − 1, in a k-graph H is the number of edges the set is
contained in and is denoted by deg(x1, . . . , xi). Let
δd(H) := min{deg(x1, . . . , xd)|{x1, . . . , xd} ⊂ V (H)}
for 0 ≤ d ≤ k − 1. If the graph is clear from the context, we omit H and write for
short δd. Note that δ0 = e(H) := |E(H)| and δ1 is the minimum vertex degree in
H .
Following the definitions of Rödl and Ruciński in [14], denote for every d, k, l
and n with 0 ≤ d ≤ k − 1 and (k − l)|n the number hld(k, n) to be the smallest
integer h such that every n-vertex k-graph H satisfying δd(H) ≥ h contains an
l-tight Hamiltonian cycle. Observe that hl0(k, n) = ex
(
n,C
(k,l)
n
)
+ 1.
In [9] Katona and Kierstead showed that hk−1k−1(k, n) ≥
⌊
n−k+3
2
⌋
by giving an
extremal construction. Their implicit conjecture that this bound is tight was con-
firmed for k = 3 by Rödl, Ruciński and Szemerédi in [15] asymptotically and in
[18] exactly. For k ≥ 4 the same authors showed in [16] that hk−1k−1(k, n) ∼
1
2n.
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Generalizing the results to other tightnesses, Markström and Ruciński proved in
[12] that hlk−1(k, n) ∼
1
2n if (k − l)|k, n. In [10] Kühn, Mycroft and Osthus proved
that
hlk−1(k, n) ∼
n⌈
k
k−l
⌉
(k − l)
if k − l does not divide k and (k − l)|n, proving a conjecture by Hàn and Schacht
[8]. For further information, an excellent survey of the recent results can be found
in [14].
Rödl and Ruciński conjectured in [14] that for all 1 ≤ d ≤ k − 1, k|n,
hk−1d (k, n) ∼ h
0
d(k, n).
Further notice that 0-tight Hamiltonian cycles C
(k,0)
n are perfect matchings cov-
ering all vertices. A perfect matching may be considered the “simplest” spanning
structure and there are several results about h0d(k, n), see for example [17, 7, 11].
Noting the fact that there are virtually no results on hld(k, n) for d ≤ k−2, Rödl
and Ruciński remarked in [14] that it does not even seem completely trivial to show
h21(3, n) ≤ c
(
n−1
2
)
for some constant c < 1. Further, they gave the following bounds(
5
9
+ o(1)
)(
n− 1
2
)
≤ h21(3, n) ≤
(
11
12
+ o(1)
)(
n− 1
2
)
.
We show the following upper bound on hk−11 (k, n).
Theorem 2. For any k ∈ N there exists an n0 such that every k-graph H on
n ≥ n0 vertices with δ1 ≥
(
1− 1
22(1280k3)k−1
) (
n−1
k−1
)
contains a tight Hamiltonian
cycle.
Note that Theorem 2 implies
hld(k, n) ≤
(
1−
1
22 (1280k3)
k−1
)(
n− d
k − d
)
for all l ∈ {0, . . . , k − 1} and all 1 ≤ d ≤ k − 1. This shows that there exists a
constant c < 1 such that for all l, d
hld(k, n) ≤ c
(
n− d
k − d
)
holds, although this constant is clearly far from being optimal.
2. Proofs
2.1. Outline of the Proofs. In the following we give a brief overview over the
structure of the proofs of Theorems 1 and 2. For this section we define for every
k ∈ N
ε =
1
22(1280k3)k−1
and
̺ = (22ε)
1
k−1 .
Suppose H = (V,E) is a k-graph on n vertices with δ1 ≥ (1 − ε)
(
n−1
k−1
)
and n
sufficiently large. By an end of a path P
(k,l)
t we mean the tuple consisting of its
first k − 1 vertices, (x1, . . . , xk−1), or the tuple consisting of its last k − 1 vertices
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in reverse order, (xt, . . . , xt−k+2), considering the ordered vertices. For an i-tuple
(x1, . . . , xi) in H we write xi, 1 ≤ i ≤ n. We call xk−1 good if all xis are pairwise
distinct and for all i ∈ {1, . . . , k − 1} it holds that
deg(x1, . . . , xi) ≥
(
1− ̺k−i
)(n− i
k − i
)
. (1)
A path is called good if both of its ends are good.
Outline of the proofs and some definitions:
1. At first, we prove the existence of one l-tight good path or several vertex-
disjoint good tight paths containing the vertices of small degree, see Claim 8.
(Note that we do not need this step in the proof of Theorem 2.)
2. We say that a tuple x2k−2 absorbs a vertex v ∈ V if both
x2k−2 and (x1, . . . , xk−1, v, xk, . . . , x2k−2) induce good paths in H ,
meaning that the corresponding ordering of the paths is x2k−2 or
(x1, . . . , xk−1, v, xk, . . . , x2k−2), respectively, and the ends are good.
Lemma 4 ensures a set A, such that any remaining vertex can be absorbed
by many tuples of A. We call an element of A an absorber.
3. For xi,yj ∈ V k−1 we define
xi♦yj := (x1, . . . , xi, y1, . . . , yj).
Let xk−1 and yk−1 be good. We say that a tuple zk−1 connects xk−1 with
yk−1 if (xk−1, . . . , x1)♦zk−1♦yk−1 induces a path in H with respect to
the order. Notice that the connecting-operation is not symmetric. Lemma 5
guarantees a set C such that any pair of (k−1)-tuples in H can be connected
by many elements of C. We call the elements of C connectors.
4. We modify A and C such that A, C and the element(s) of Step 1 are pairwise
vertex-disjoint.
5. In Lemma 6 we create a good tight path that contains all elements of the
modified A, respecting their ordering.
6. Using Lemma 7, we extend the path from Step 5 until it covers almost all
of the remaining vertices that neither participate in (l-tight or tight) good
paths of Step 1 nor in the modified C.
7. Using connectors, we create a cycle containing the (l-tight or tight) good
paths from Step 1 and the good path from Step 6.
8. In the final step all remaining vertices are absorbed by the absorbers in the
cycle.
2.2. Auxiliary Lemmas. In this part we derive the main tools used to prove
Theorems 1 and 2. For this subsection let H = (V,E) be a k-graph on n vertices
with
δ1 ≥ (1− ε)
(
n− 1
k − 1
)
. (2)
Recall ε = 122(1280k3)k−1 and n sufficiently large.
The following lemma provides us with an essential tool which we use to prove
other statements in this subsection.
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Lemma 3. Let x2k−2 be chosen u.a.r. from V
2k−2. The probability that all xis
are pairwise distinct and both (x1, . . . , xk−1) and (x2k−2, . . . , xk) are good is at least
8
11 .
Proof. Let a be the number of (k−1)-tuples that are not good and have k−1 distinct
entries, i.e. that are taken from V without repetition. Further, let bj be the number
of j-tuples yj with deg(y1, . . . , yj) < (1 − ̺k−j)
(
n−j
k−j
)
, j ∈ {1, . . . , k − 1}, and
all yjs are again pairwise distinct. Thus, by the definition of a good tuple, for
each tuple yk−1 that is not good and has pairwise distinct entries, there exists a j
such that yj is one of the bj tuples with small degree. Furthermore, for every yj
there are at most (n−j)!(n−k+1)! different (k − 1)-tuples (y1, . . . , yj, z1, . . . , zk−1−j) with
pairwise distinct zj ∈ V \{y1, . . . , yj}. Hence,
a ≤
k−1∑
j=1
(n− j)!
(n− k + 1)!
bj .
The second time we apply double counting, we recall that H has at most ε
(
n
k
)
non-edges. Each of the bj j-tuples is by definition in at least ̺
k−j
(
n−j
k−j
)
non-edges,
and from every non-edge one obtains
(
k
j
)
j! different j-tuples. Thus,
̺k−j
(
n− j
k − j
)
bj ≤
(
k
j
)
j!ε
(
n
k
)
.
Putting the two bounds together, we obtain for a vectwk−1 chosen u.a.r. from
V k−1
Pr [wk−1 is not good and has pairwise distinct entries] =
a
nk−1
≤
k−1∑
j=1
(n− j)!
(n− k + 1)!
bj
1
nk−1
≤
k−1∑
j=1
(n− j)!
(n− k + 1)!
(
k
j
)
j!ε
(
n
k
)
̺k−j
(
n−j
k−j
) 1
nk−1
≤ ε
k−1∑
i=1
1
̺k−i
<
2ε
̺k−1
=
1
11
.
Then for a vectx2k−2 chosen u.a.r. from V
2k−2
Pr[(x1, . . . , xk−1) and (x2k−2, . . . , xk) are good]
≥
n(n− 1) . . . (n− 2k + 3)
n2k−2
−
2
11
≥ 1−
3
11
=
8
11
.

For a given set X of tuples or graphs, we write X when considering the corre-
sponding vertex set.
Lemma 4. For all γ, 0 < γ ≤ 164k2 , there exists a set A of size at most 2γn
consisting of disjoint (2k − 2)-tuples, each inducing a good path with respect to its
order, such that for each vertex v ∈ V at least γn4 tuples in A absorb v.
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Proof. By Lemma 3, we know that there are at least 811n
2k−2 tuples x2k−2 ∈ V 2k−2,
such that the xis are pairwise distinct and both (x1, . . . , xk−1) and (x2k−2, . . . , xk)
are good. We denote the set of such tuples by A′.
Let v be a vertex from V and denote by Av the set of tuples x2k−2 from A′ such
that, in addition,
• {xj , . . . , xj+k−1} ∈ E(H), 1 ≤ j ≤ k − 1, and
• {v, xj , . . . , xj+k−2} ∈ E(H), 1 ≤ j ≤ k.
Therefore, the set Av consists of those tuples that can absorb the vertex v. From
the minimum degree condition on H , see (2), it follows that
|Av| ≥
8
11
n2k−2 − 2kεn2k−2 ≥
7
11
n2k−2. (3)
Fix γ with 0 < γ ≤ 164k2 . Let A be the set obtained by choosing each (2k − 2)-
tuple x2k−2 ∈ V 2k−2 from A′ independently with probability
γ
n2k−3
.
The expected size of |A| is at most γn and we apply Chernoff’s inequality (e.g.
see [1]):
Pr [|A| − γn > γn] < e−γn. (4)
This way, with high probability we obtain at most 2γn many (2k − 2)-tuples.
Let Y be the random variable taking the value 1 whenever a pair of tuples in A
is not vertex-disjoint and the value 0 else. Thus,
E[Y ] ≤ (2k − 2)2n4k−5
γ2
n4k−6
≤ 4k2γ2n. (5)
Applying Markov’s inequality, we obtain:
Pr
[
Y > 8k2γ2n
]
<
1
2
. (6)
From (3) we infer by Chernoff’s inequality that
Pr
[
|Av ∩A| <
γn
2
]
< e−
1
100
γn (7)
since E[|A′v ∩ A|] ≥
7
11γn.
With (3), (6) and (7), we see that if we delete from A those pairs of tuples that
have vertices in common, we obtain with probability at least
1/2− e−γn − ne−
1
100
γn > 1/4
a new set satisfying the conditions of the lemma (note that γn2 −8k
2γ2n ≥ γn4 ). 
The following lemma provides us with the essential tool to close the cycle.
Lemma 5. For all β, 0 < β ≤ 164k2 , there exists a set C of size at most 2βn
consisting of pairwise disjoint (k − 1)-tuples, such that for each pair of good (k−1)-
tuples there exist at least βn4 elements in C that connect this pair.
Proof. For two good vertex-disjoint tuples xk−1,yk−1 in H , let Cxk−1,yk−1 be the
set of all connectors that connect xk−1 with yk−1 and are vertex-disjoint from
xk−1,yk−1. Recall that the following conditions hold for z ∈ Cxk−1,yk−1 :
• {xk−i, . . . , x1, z1, . . . , zi} ∈ E(H) for i ∈ {1, . . . , k − 1}, and
• {zi−k+1, . . . , zk−1, y1, . . . , yi−k+1} ∈ E(H) for i ∈ {k, . . . , 2k − 2}.
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From the condition (1), the definition of good tuples, and from (2), the minimum
degree of H , we infer
|Cxk−1,yk−1 | ≥
(
1− 2
k−1∑
i=1
̺i
)
nk−1 − o(nk−1) ≥ (1− 4̺k)nk−1.
Now, take β as asserted by the lemma and let C′ :=
⋃
Cxk−1,yk−1 , where the
union is over all vertex-disjoint good (k− 1)-tuples xk−1 and yk−1. Define C to be
the set obtained by choosing each zk−1 ∈ C′ independently with probability
β
nk−2
.
Similarly to (4), by Chernoff’s inequality:
Pr [|C| − βn > βn] < e−βn.
With probability at least 12 at most 4k
2β2n ≤ βn/4 of the (k − 1)-tuples have to
be removed from C to obtain a set of vertex-disjoint tuples, analogously to (6).
Analogously to (7), for two good vertex-disjoint tuples xk−1,yk−1 in H ,
Pr
[
|Cxk−1,yk−1 ∩ C| <
βn
2
]
< e−
1
16
γn.
Therefore, we deduce with positive probability that after removing from C all
tuples that are not vertex-disjoint, we are left with a set that satisfies the conditions
in the lemma. 
The next lemma helps us to connect a linear amount of small paths into a single
path avoiding a small forbidden vertex subset.
Lemma 6. For any set X of vertex-disjoint (2k−2)-tuples that each induce a good
path in H, |X | ≤ 14k2n, and any forbidden set F ⊂ V of size at most
1
8kn, there
exists a path P containing all tuples of X , respecting their individual ordering, such
that (V (P )\X) ∩ F = ∅.
Proof. For arbitrary x2k−2,y2k−2 ∈ X , we choose a zk−1 ∈ V k−1 uniformly at
random and define the events
E1 = {x2k−2♦zk−1 induces a path, respecting the ordering}
and
E2 = {zk−1♦y2k−2 induces a path, respecting the ordering}.
With E2i being the event that {zi, . . . , zk−1, y1, . . . , yi} ∈ E, i ∈ {1, . . . , k − 1}, we
obtain that
Pr
[
E2i
]
≥ 1− ̺k−i − o(1),
since y2k−2 induces a good path, and the probability that at least two of the k
vertices coincide is o(1). Therefore,
Pr
[
E2
]
≥ 1 −
k−1∑
i=1
(1− Pr
[
E2i
]
) ≥ 1 −
k−1∑
i=1
(
̺k−i + o(1)
)
≥ 1 − 2̺.
The same holds for E1. Hence, by the union bound
Pr
[
E1 ∩ E2
]
≥ 1− 4̺.
We choose an arbitrary ordering of X . Iteratively, we consider two consecutive
elements x2k−2,y2k−2 of X . The probability that a u.a.r. chosen zk−1 ∈ V k−1
connects x2k−2 with y2k−2 (meaning that both E
1 and E2 hold) is at least 1− 4̺
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and the probability that it is not vertex-disjoint to an already chosen element
(connecting previous pairs of elements of X ), to X or to F is at most(
k
4k2
+
2k
4k2
+
1
8k
)
k =
7
8
< 1− 4̺
by the union bound.
Thus, we choose a zk−1 ∈ V k−1 satisfying the conditions in the lemma, and
iterate. 
The next lemma helps us find an almost spanning path in the hypergraph H .
Lemma 7. For every good path P and every set F ⊂ V of size at most k̺n, there
exists a good path P ′ that contains P and covers all vertices except those from F
and at most k̺n further vertices.
Proof. Consider the longest good path P ′ that contains P and suppose that
|V (P ′) ∪ F | < n − k̺n. Then choose one end xk−1 of P ′. Note that from (1),
i.e. from the condition deg (x1, . . . , xi) ≥
(
1− ̺k−i
) (
n−i
k−i
)
for every i, it follows
that, for every i, the number of vertices v ∈ V (H) such that
deg(v, x1, . . . , xi) ≥ (1− ̺
k−i−1)
(
n− i− 1
k − i− 1
)
(8)
is at least n− ̺n, implying that |V (P ′) ∪ F | ≥ n− k̺n.
Indeed, suppose for contradiction that there exists an i, such that the number
of vs satisfying (8) is less than n− ̺n. Then,
deg(x1, . . . , xi) =
∑
v∈V \{x1,...,xi}
1
k − i
deg(v, x1, . . . , xi)
<
(n− ̺n)
k − i
(
n− i− 1
k − i− 1
)
+
̺n− i
k − i
(1− ̺k−i−1)
(
n− i− 1
k − i− 1
)
≤
(
1− ̺k−i
)(n− i
k − i
)
,
contradicting (1). 
3. Proofs of Theorem 1 and Theorem 2
Proof of Theorem 1. Suppose H = (V,E) is a k-graph on n vertices, n sufficiently
large, with at least (
n− 1
k
)
+ ex (n− 1, P (k, l))
edges and no vertex with a P (k, l)-free link. Then the vertex set can be partitioned
into two sets V = V ′ ∪ V ” with |V ′| = n′ and V ′′ = {v1, . . . , vt} such that
δ1 (H
′) ≥ (1− ε)
(
n′
k − 1
)
(9)
with H ′ = H [V ′] and ε = 122(1280k3)k−1 . To obtain V
′, we iteratively delete vertices
v1, . . . , vt of minimum degree from H till the δ1-condition (9) holds. Counting the
non-edges one observes that t ≤ 2
ε
.
The following claim provides an embedding of the vertices of V ′′.
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Claim 8. There exists a set S of t paths of type P
(k,k−1)
2k−2 , if t ≥ 2, or of type
P (k, l), if t = 1, such that vi is in each edge of the i
th element of S, 1 ≤ i ≤ t, for
some ordering of S.
We apply Lemma 4 for γ = 164k2 and Lemma 5 for β =
1
1280k3 to H
′. As we want
disjoint sets A, C, and S, we delete all elements from A that are not vertex-disjoint
to an element from C ∪ S. Thus, we delete at most 2kβn′ + 4k
ε
≤ γn
′
20 absorbers
overall, and for every vertex v ∈ V ′ there are at least γn
′
5 elements in the new
set A absorbing v. Similarly, we make C disjoint from S still keeping at least βn
′
5
connectors in C for each pair of good (k − 1)-tuples.
Applying Lemma 6 on the new set A, we obtain a good tight path in H ′ con-
taining all elements of A and no vertex from C ∪ S. We extend this path to one
good path with Lemma 7 such that it covers all but k̺n′ vertices from V ′\(C ∪ S)
and does not contain any vertex from C ∪ S.
As a next step, we use connectors from C to connect the elements of S and the
extended path to one cycle. This cycle absorbs the remaining vertices including
the unused connectors, since 2βn′ + k̺n′ < γn
′
5 . If S contains only one element,
we obtain a Hamiltonian cycle that is tight except for the l-tight path from S.
Otherwise, we obtain a tight Hamiltonian cycle. Hence, there exists an l-tight
Hamiltonian cycle. 
Note that we actually prove the bound for Hamiltonian cycles that are tight
except in the link of at most one vertex.
Now deliver the missing proof of the above claim.
Proof of the Claim 8. We consider two cases.
Case 1 (deg (v1) <
ε
2
(
n−1
k−1
)
). In this case, the number of missing edges yields a
sufficient minimum degree in H − v1, hence t = 1.
Let a be the number of hyperedges {x1, . . . , xk−1} in H(v1) that contain a subset
{x1, . . . , xj}, j ∈ {1, . . . , k − 1}, satisfying degH′ (x1, . . . , xj) < (1 − ̺
k−j)
(
n−1−j
k−j
)
,
i.e. if there is a tuple (x1, . . . , xk−1) obtained by an ordering of the edge that is
not good in H ′. We denote the number of such j-sets by bj and observe that each
of them lies in at most
(
n−1−j
k−1−j
)
edges in H(v1). Hence, we obtain
a ≤
k−1∑
j=1
(
n− 1− j
k − 1− j
)
bj .
We further call those a edges bad.
The second time we apply double counting, we set c to be the number of non-
edges in H ′. By definition, each of the bj j-sets lies in at least ̺
k−j
(
n−1−j
k−j
)
non-
edges of H ′. Note that each non-edge of H ′ has exactly 2k subsets. Henceforth,
k−1∑
j=1
̺k−j
(
n− 1− j
k − j
)
bj ≤ 2
kc.
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Combining the two bounds, there are at most
a ≤
k−1∑
j=1
(
n− 1− j
k − 1− j
)
bj =
k−1∑
j=1
̺k−j
(
n− 1− j
k − j
)
bj
k − j
n− k
̺j−k
≤
k − 1
n− k
̺1−k
k−1∑
j=1
̺k−j
(
n− 1− j
k − j
)
bj
≤
k − 1
n− k
̺1−k2kc ≤ c
edges in H(v1), which have an ordering producing a tuple that is not good in H
′.
Observe that equality can only be obtained with c = 0.
For c = 0, there exists a P (k, l) in the link of v1 by assumption on H , and this
path is good, hence, we are done. For c > 0, we obtain deg(v1) > c + ex(n −
1, P (k, l)). We disregard bad hyperedges in H(v1) and using a < c, we still find a
P (k, l) in the link of v1. The obtained path is good, proving the claim.
Case 2 (deg (v1) ≥
ε
2
(
n−1
k−1
)
). In this case, we have for all 1 ≤ i ≤ t, deg (vi) ≥
1
3
(
n−1
k−1
)
holds because the vis are chosen greedily with ascending degree. In this
case, we actually show that each of the vis can be matched to a good tight path
such that the assigned paths are pairwise vertex-disjoint. Since the proportion of
k-sets that are edges in H ′ is 1−o(1), we know that there are o(1)
(
n′
k−1
)
tuples that
are not good in H ′. By the result from [6] mentioned in the introduction it holds
that
ex
(
n′, P
(k−1,k−2)
2k−2
)
≤ (k − 1)
(
n′
k − 2
)
= o(1)
(
n′
k − 1
)
.
There are at most O(1)
(
n−2
k−2
)
edges including at least two vertices from V ′′. We
assign iteratively vertex-disjoint good (2k − 1)-paths to each of the vi, 1 ≤ i ≤ t,
such that vi is in each of its edges. This is possible, since we disregard at most
o(1)
(
n′
k−1
)
many edges in the link of each vi that contain a tuple that is not good
or a vertex contained in a previously assigned path or another vertex from V ′′.

Proof of Theorem 2. The proof of Theorem 2 follows the same pattern as the proof
of Theorem 1 without making use of Claim 8. Therefore, we only give a brief sketch
of it.
Suppose H is a k-graph on n vertices, n sufficiently large, with δ1 ≥ (1−ε)
(
n−1
k−1
)
and ε = 122(1280k3)k−1 . Similarly to the proof of Theorem 1, we apply Lemmas 4
and 5 and obtain via deletion of elements of A two vertex-disjoint sets A and C
such that A and C have the desired properties. Using Lemma 6 we find a good
path containing all elements of A such that C is vertex-disjoint from it. We extend
this path with Lemma 7 such that it contains all but at most ̺kn vertices from
V \C and no vertex from C. Using a connector, we connect the ends of this path,
obtaining a cycle. As 2βn+ k̺n < γn5 holds, we absorb the remaining vertices and
obtain a tight Hamiltonian cycle. 
4. Concluding Remarks
The edge-density of extremal non-Hamiltonian hypergraphs is 1 − o(1) (unlike
the density of F -extremal graphs for fixed k-graphs F ), since a Hamiltonian cycle
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is a spanning substructure. In general, we conjecture that an extremal graph of
any bounded spanning structure consists of an (n−1)-clique and a further extremal
graph.
Conjecture 9. For any k ∈ N there exists an n0 such that for every k-graph H on
n ≥ n0 vertices without a spanning subgraph isomorphic to a forbidden hypergraph
F of bounded maximum vertex degree,
|e(H)| ≤
(
n− 1
k
)
+ ex (n− 1, {F (v) : v ∈ V })
holds, and the bound is tight.
It is not hard to see that Conjecture 9 holds for forbidden spanning subgraphs
F containing a fixed vertex set V ′ ⊂ V , where |V ′| has constant size, such that
F [V \V ′] is a subgraph consisting of a vertex-disjoint union of paths. Note that
Conjecture 9 implies the result obtained by the proof of Theorem 1.
A 2-graph is called pancyclic, if for any c with 3 ≤ c ≤ n it contains a c-
cycle. Similarly to the spanning structure of Hamiltonian l-tight cycles, Katona
and Kierstead [9] defined l-tight cycles of any length. This allows us to generalize
the concept of pancyclicity by calling a k-graph l-pancyclic, if for any c with 3 ≤
c ≤ n/(k − l) it contains an l-tight cycle on c edges. In his famous metaconjecture
[4], Bondy claimed for 2-graphs that almost any non-trivial condition on a graph
which implies that the graph is Hamiltonian also implies that the graph is pancyclic.
(There may be a simple family of exceptional graphs.)
It is not hard to see that both the condition in Theorem 1 and the condition in
Theorem 2 imply not only Hamiltonicity but also pancyclicity.
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