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CONVERGENCE OF CELL BASED FINITE VOLUME DISCRETIZATIONS
FOR PROBLEMS OF CONTROL IN THE CONDUCTION COEFFICIENTS ∗
Anton Evgrafov1, Misha Marie Gregersen1 and Mads Peter Sørensen1
Abstract. We present a convergence analysis of a cell-based ﬁnite volume (FV) discretization scheme
applied to a problem of control in the coeﬃcients of a generalized Laplace equation modelling, for
example, a steady state heat conduction. Such problems arise in applications dealing with geometric
optimal design, in particular shape and topology optimization, and are most often solved numerically
utilizing a ﬁnite element approach. Within the FV framework for control in the coeﬃcients problems
the main diﬃculty we face is the need to analyze the convergence of ﬂuxes deﬁned on the faces of cells,
whereas the convergence of the coeﬃcients happens only with respect to the “volumetric” Lebesgue
measure. Additionally, depending on whether the stationarity conditions are stated for the discretized
or the original continuous problem, two distinct concepts of stationarity at a discrete level arise. We
provide characterizations of limit points, with respect to FV mesh size, of globally optimal solutions
and two types of stationary points to the discretized problems. We illustrate the practical behaviour
of our cell-based FV discretization algorithm on a numerical example.
Mathematics Subject Classiﬁcation. 65N08, 65N12, 49M05, 49M25.
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1. Introduction and motivation
Utilizing control in the coeﬃcients of partial diﬀerential equations (PDEs) for the purpose of optimal design,
or topology optimization, is a well established technique in both academia and industry; see for example an early
paper by Bendsøe and Kikuchi [9] or more recent monographs [4,10] and the references therein. Advantages of
using control in the coeﬃcients for optimal design purposes include the ﬂexibility of the induced parametrization
of the design space that allows optimization algorithms to eﬃciently explore it, the ease of integration with
existing computational modelling codes in a variety of application areas, and the simplicity and eﬃciency of
sensitivity analyses. Control in the coeﬃcients has already been successfully used in a variety of application
domains including structural, solid, and ﬂuid mechanics, as well as transport and multi-physics applications;
and at a variety of length-scales, including macro-, micro-, and nano-scales [10]. As the complexity of the PDEs
governing the underlying physical phenomena increases, it becomes important to utilize robust PDE solvers
within control in the coeﬃcients framework.
Keywords and phrases. Topology optimization, ﬁnite volume methods.
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Finite volume methods (FVMs) constitute a very mature and versatile technique for discretizing partial
diﬀerential equations in the form of conservation laws of varying types: elliptic, parabolic, hyperbolic, and
mixed [21]. FVMs are known for the simplicity of implementation, their local conservation properties, and
the ease of coupling various PDEs in a multi-physics setting. Presently, FVMs represent a standard choice
of discretization within engineering communities dealing with computational ﬂuid dynamics, transport, and
convection-reaction problems. This is particularly important as control in the coeﬃcients is being applied in
these application domains, see for example [2,6,12,16–20,27,28,30,31,33–37,40–42,46]. Among various ﬂavours of
FVMs, cell based approaches, where all variables are associated only with cell centers, are particularly attractive.
They bring further simpliﬁcations to the implementation of such a scheme, as all involved PDEs on a given
domain are discretized using the same and the lowest possible number of degrees of freedom associated with a
given mesh.
In spite of their attractiveness FVMs have seen very little adoption within the topology optimization com-
munity, where the absolute majority of numerical computations is done using ﬁnite element methods (FEMs).
The few exceptions include [30,33,36,37] in the context of topology optimization within computational ﬂuid
dynamics, and [26] where a control of a steady state heat conduction boundary value problem (BVP) is treated
numerically. Despite these recent eﬀorts, we have not even scratched the surface as far as our understanding of
the interplay between the control in the coeﬃcients and FVMs is concerned.
To support our previous statement and illustrate the diﬀerences between FVM and FEM discretizations of
control in the coeﬃcients problems, let us informally consider the following steady-state conservation law:
div(F (u,∇u;αF )) + s(u;αs) = 0, in Ω. (1.1)
In (1.1), Ω is a polygonal domain in Rd, d ∈ N, u : Ω → R is a sought solution to the conservation law,
F : R × Rd × R → Rd and s : R × R → R deﬁne the ﬂux and the source terms of the law, and ﬁnally
αF : Ω → R, αs : Ω → R are controllable coeﬃcients entering the ﬂux and the source terms. Within the
framework of conforming FEM discretizations, we multiply (1.1) with a suitable test function v coming from a
ﬁnite-dimensional subspace of the solution space for u, and integrate the ﬂux term by parts (in this informal
discussion we assume that such an integration is warranted) thus obtaining the variational formulation∫
Ω
F (u,∇u;αF ) · ∇v dx =
∫
Ω
s(u;αs)v dx +
∫
∂Ω
F (u,∇u;αF ) · nv dx, ∀v, (1.2)
where n : ∂Ω → Rd is the outwards facing normal for Ω. The most common situation is that owing to the
boundary conditions on ∂Ω either the normal ﬂux n ·F (u,∇u;αF ) is known as an expression independent from
αF (typical Neumann, Robin boundary conditions) or v = 0 (Dirichlet boundary conditions). Therefore, within
the conforming FEM discretization approach normally only volume integrals depend on the control coeﬃcients.
The behaviour of the solution u as a function of (αF , αs) is well understood in this case: usually we only need
to demand pointwise convergence of αF and even weaker convergence of αs to achieve some form of continuous
change in uαF ,αs . Intuitively, one can interpret this behaviour as follows: small changes in (αF , αs) generate
small changes in the volume integrals involved in (1.1) and subsequently (as a consequence of continuity and
stability properties of the associated bilinear forms) small changes in uαF ,αs , see Figure 1.
Let us now apply an FVM discretization to (1.1). We decompose Ω into disjoint convex polygonal control
volumes K ∈ T , integrate over each control volume while applying Gauss-Ostrogradsky theorem to the ﬂux
term; we ﬁnally arrive at the following formulation:∫
∂K
F (u,∇u;αF ) · n dx +
∫
K
s(u;αs) dx = 0, ∀K ∈ T , (1.3)
where n is an outwards directed normal for the control volume K. Suddenly we see the distinct roˆles which αF
and αs play in the FVM discretization: αF is involved in the boundary integrals with respect to d−1-dimensional
Lebesgue measure, whereas αs as in (1.2) only enters volume integrals w.r.t. d-dimensional Lebesgue measure.
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Figure 1. Modifying a control coeﬃcient αF or αs on a small set of d-dimensional Lebesgue
measure hL (h → 0) introduces a small perturbation of the order O(hLΔα) to the volume
integrals involved in the conforming FEM formulation (1.2). However, the same change to αF
introduces a ﬁnite perturbation of the order O(LΔα) to the boundary integrals involved in the
FVM discretization (1.3).
Of course, small w.r.t. d-dimensional Lebesgue measure perturbations to αF may introduce very large changes
to the ﬂux integrals involved in (1.3), see Figure 1. Therefore, a study of the interplay between the FVM
discretization and the control in the coeﬃcients approach, where the control coeﬃcient enters the ﬂux integral,
is warranted. In the present paper we conduct such a study for a simple model problem formally described in
Section 2.
We now put the results obtained in this study into the proper perspective.
(i) To the best of our knowledge, this is the ﬁrst rigorous study of convergence of FVM discretizations
of control in the coeﬃcients problems with respect to the mesh reﬁnement. We provide characteriza-
tions of the limit points of both globally optimal solutions and two kinds of stationary points to the
discretized problems, see Theorems 4.7, 5.3, and 5.5. Such an analysis is lacking in the works utiliz-
ing FVM discretizations of control in the coeﬃcients problems [26,30,33,36,37]. For conforming FEM
approximations a related study, which however deals only with globally optimal solutions, is [39].
(ii) We provide an alternative proof of convergence of FVM discretization of the diﬀusion term with a
discontinuous coeﬃcient without approximating it with a sequence of C1 coeﬃcients ﬁrst, cf. Lemmas 4.3
and [22], Lemma 2.1.
(iii) As far as numerical methods are concerned, this work also diﬀers from the few numerical studies of FVM
discretizations of control in the coeﬃcients problems. Compared to [30,33,36,37], which involve only
control coeﬃcients αs in the notation we used, our study concentrates on the ﬂux control coeﬃcient αF .
Also, in addition to the continuous adjoint approach employed in the cited works we treat the problem
with both continuous and discrete adjoint approaches, see Section 5. Compared to [26], which treats
the same physical problem as the present paper using a vertex-based FVM scheme on a structured grid
and a discrete adjoint approach, we employ cell-based FVM discretizations; we do not assume that the
underlying meshes are structured (see Sect. 3); and ﬁnally, we employ both continuous and discrete
adjoint approaches.
The remainder of this paper is organized as follows. In Section 2 we describe the model control in the coeﬃcients
problem, and more precisely the properties we expect numerical approximations to this problem should possess.
Section 3 describes in great detail the FVM discretization applied to the model problem; most of the information
provided in this section can be found in [21,23] and is present here to keep the paper self-contained. Section 4 is
dedicated to studying the continuity properties of the implicit coeﬃcient-to-solution (design-to-state) mapping
deﬁned by the FVM discretization with respect to the mesh reﬁnement. We utilize this continuity for character-
izing the limit points of globally optimal solutions (in Sect. 4) and two kinds of stationary points (in Sect. 5) of
the FVM-discretized model control in the coeﬃcients problem. In Section 6 we illustrate the practical behavior
of our cell-based FVM discretization algorithm. We ﬁnish the paper with a brief discussion and possible further
research directions.
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To conclude this introductory section we mention that the computational approach, which we follow in
this paper, is based on discretizing control in the coeﬃcients problems ﬁrst and then computing optimal so-
lutions/stationary points at a discrete level. An alternative approach, considered for example in [45], is to
formulate and analyze an optimization algorithm at a continuous level. However, since in practice one would
still have to discretize the algorithm at some point, the analysis presented in this manuscript remains relevant.
In fact, the results presented in Section 5.1 may well be interpreted as an application of such “optimize-then-
discretize” ideology.
2. Model continuous problem
2.1. Problem formulation
For simplicity, we limit our analysis to a mathematical program involving an implicit mapping given by a
homogeneous Dirichlet boundary value problem (BVP) for an isotropic but heterogeneous steady state diﬀusion
operator; we note that this can be extended to more general boundary conditions and elliptic operators [22,25].
Namely, a typical setup found in the engineering optimization problems is as follows. Let Ω be polygonal
domain in Rd, d ∈ N with a boundary ∂Ω = Γ. Further, let G ⊂ M(Ω) be a given subset of measurable
functions γ : Ω → [0, 1] closed with respect to a.e. convergence on Ω. We will be interested in numerically
approximating locally and/or globally optimal solutions to the following minimization problem:
minimize c(γ),
subject to γ ∈ G. (2.1)
We will mostly be interested in approximating locally optimal solutions to (2.1); however, we also provide the
analysis of convergence of approximations to globally optimal solutions to (2.1) in Theorem 4.7. To ensure the
existence of globally optimal solutions to (2.1), in Theorem 4.7 we will make an additional assumption about
sequential compactness of G with respect to a.e. convergence in Ω. The latter property is for example implied
by the compactness of G in L1(Ω), a situation found in practical applications of control in the coeﬃcients [39].
In (2.1), the (reduced) cost functional c : G→ R is deﬁned implicitly as follows:
c(γ) =
∫
Ω
C(x, γ(x), uγ(x),∇uγ(x)) dx, (2.2)
where uγ ∈ H10 (Ω) is the unique solution of the BVP
− div[α(γ)∇uγ ] = f, (2.3)
f ∈ L2(Ω), α : [0, 1] → [α, α] is a continuous mapping of the “design space” G to the space of diﬀusion
coeﬃcients, 0 < α ≤ α < +∞. The cost function C : Ω× [0, 1]×R×Rd → R is assumed to be measurable with
respect to its ﬁrst argument, and continuous with respect to its last three arguments. In order to warrant the
evaluation of the integral in (2.2) we assume that C satisﬁes the quadratic growth condition
|C(x, γ, u, z)| ≤ C(1 + |u|2 + |z|2), ∀(x, γ, u, z) ∈ Ω× [0, 1]× R1+d, (2.4)
for some constant C > 0. By a variant of the dominated convergence theorem (see, e.g., [15], Thm. 4, p. 21)
the integral of C is continuous with respect to poinwise a.e. convergence of γ and strong L2(Ω)-convergence of
u and z:
lim
n→∞
∫
Ω
C(x, γn(x), un(x), zn(x)) dx =
∫
Ω
C(x, γ(x), u(x), z(x)) dx
∀(γn, γ, un, u, zn, z) ∈ G2 × [L2(Ω)]2+2d, n = 1, 2, . . . :
lim
n→∞ γn(x) = γ(x), a.e. in Ω, limn→∞ ‖(un, zn)− (u, z)‖[L2(Ω)]1+d = 0.
(2.5)
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In what follows, it will be more convenient to characterize uγ as the unique function in H10 (Ω) satisfying the
following variational problem:
aγ(uγ , v) = (v), ∀v ∈ H10 (Ω), (2.6)
where aγ : [H10 (Ω)]2 → R is a continuous and coercive symmetric γ-parametric bilinear form and  ∈ [H10 (Ω)]∗
is a linear continuous functional deﬁned via
aγ(u, v) =
∫
Ω
α(γ(x))∇u(x) · ∇v(x) dx, (v) =
∫
Ω
f(x)v(x) dx. (2.7)
2.2. Continuity of the coeﬃcient-to-solution mapping
One characteristic property of the minimization problem (2.1) is that it involves an implicit mapping
(coeﬃcient-to-solution mapping) G 
 γ → uγ ∈ H10 (Ω). A successful approximation scheme for (2.1) should
therefore mimic certain properties of this mapping. For example, in the case of our model BVP given by (2.6)
the coeﬃcient-to-solution mapping is known to enjoy the following property (see [7], Thm. 16.4.2):
Proposition 2.1. Let γ(n) ∈ G, n = 1, 2, . . . be a sequence of measurable functions, and further let u(n) ∈ H10 (Ω)
be the sequence of solutions to (2.6) with γ = γ(n). Assume that γ(n) → γ̂, a.e. in Ω, and let û ∈ H10 (Ω) be the
solution to (2.6) with γ = γ̂. Then u(n) → û strongly in H10 (Ω).
To stress the importance of Proposition 2.1, we note that it is a key argument within the framework of the
direct method of calculus of variations [13] applied to (2.1). Namely, combining this result with continuity (2.5)
for C and sequential compactness assumptions for G with respect to a.e.-convergence in Ω, one easily obtains
existence of optimal solutions to (2.1). Whereas such a compactness of G is a rather stringent assumption, it is
nevertheless veriﬁed when the variation of functions in G is uniformly bounded (see, e.g., [15], Thm. 4, p. 176),
a condition which is known as the “perimeter constraint” in the optimal design literature [5,24,29,39].
Similarly, in order to establish convergence of numerical approximations to (2.1) it is imperative that an
appropriate discrete version of Proposition 2.1 holds. For example, for conforming ﬁnite element approximations
to (2.1) the following result is known (see [39], Lem. 2.2):
Proposition 2.2. Let γ(n), n = 1, 2, . . . and γ̂, û be as in Proposition 2.1. Consider a sequence of closed
subspaces V (n) of H10 (Ω) (for example, standard piece-wise polynomial subspaces used in H1-conforming ﬁnite
element approximations) such that for every φ ∈ H10 (Ω) it holds that
lim
n→∞ infv(n)∈V (n)
‖φ− v(n)‖H1(Ω) = 0. (2.8)
Let u(n) ∈ V (n) be a solution to the approximate variational problem, that is aγ(n)(u(n), v) = (v) for every
v ∈ V (n). Then u(n) → û strongly in H10 (Ω).
We note that the discrete version of the result is in fact stronger than its continuous counterpart: indeed,
Proposition 2.1 is just a special case of Proposition 2.2 recovered by setting V (n) = H10 (Ω).
The signiﬁcance of results such as Proposition 2.2 stems from the fact that they serve as basic building
blocks for establishing convergence of numerical approximations to problems of control in the coeﬃcients. In
the cited work [39] as well as in the overwhelming majority of works on topology optimization [10], a conforming
ﬁnite element method was used to discretize the underlying governing partial diﬀerential equations. One of the
goals of the present paper is to establish a result analogous to Proposition 2.2, in which the approximation
to (2.3) is constructed using a ﬁnite volume method. In particular, the spaces V (n) in this case are spaces of
piecewise constant functions. Such approximation spaces are non-conforming, that is, they are not subspaces
of H10 (Ω) any longer. In addition, deﬁning the gradient pointwise on these spaces one can never satisfy the
approximation condition (2.8) of Proposition 2.2. Nevertheless, recent advances in discrete functional analysis,
such as the discrete Rellich-Kondrachov theorem, construction and convergence of discrete gradients (see for
example [14,23]) allow us to carry out such a task.
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2.3. Optimality conditions
Globally optimal solutions to (2.1), even when they exist, are of little practical interest outside of an aca-
demic environment, because within most numerical approaches we can only generate solutions verifying certain
optimality conditions. To ﬁx the ideas, we assume the following setup:
(i) The function α ∈ C1([0, 1]);
(ii) The cost function C is independent from ∇u (that is, C = C(x, γ, u)) and is continuously diﬀerentiable
with respect to γ and u. Partial derivatives ∂C/∂γ and ∂C/∂u verify the growth conditions:
|∂C/∂γ(x, γ, u)| ≤ C(1 + |u|2), ∀(x, γ, u) ∈ Ω× [0, 1]× R,
|∂C/∂u(x, γ, u)| ≤ C(1 + |u|), ∀(x, γ, u) ∈ Ω× [0, 1]× R. (2.9)
Similarly to (2.5), we get the following forms of continuity:
lim
n→∞
∫
Ω
∂C
∂γ
(x, γn(x), un(x))δn(x) dx =
∫
Ω
∂C
∂γ
(x, γ(x), u(x))δ(x) dx
lim
n→∞
∫
Ω
∂C
∂u
(x, γn(x), un(x))λ(x) dx =
∫
Ω
∂C
∂u
(x, γ(x), u(x))λ(x) dx
∀(γn, γ, δn, δ, un, u, λ) ∈ G2 × [L∞(Ω)]2 × [L2(Ω)]3, n = 1, 2, . . . :
lim
n→∞[γn(x), δn(x)] = [γ(x), δ(x)], a.e. in Ω,
sup
n
‖δn‖L∞(Ω) < +∞, lim
n→∞ ‖un − u‖L2(Ω) = 0.
(2.10)
(iii) Finally, for simplicity we assume that the design space G is convex (although most developments should
extend easily to sets G given by smooth constraints under appropriate constraint qualiﬁcations).
Under condition (i) we can utilize the implicit function theorem (see e.g., [47], Thm. 4.E) to infer that the
coeﬃcient-to-solution mapping is Fre´chet diﬀerentiable, when G is equipped with L∞(Ω)-norm. Owing to the
condition (ii) and the chain rule (see e.g., [47], Thm. 4.D), the reduced cost function c is Fre´chet diﬀerentiable
as well. Its derivative in the direction δ ∈ L∞(Ω), as can be easily veriﬁed, is given by the expression:
Dc(γ; δ) =
∫
Ω
∂C
∂γ
(x, γ, uγ)δ dx +
∫
Ω
α′(γ)δ∇uγ · ∇λγ dx, (2.11)
where λγ ∈ H10 (Ω) is the unique solution to the adjoint problem
aγ(v, λγ) = adj,γ,uγ (v), ∀v ∈ H10 (Ω), (2.12)
with adj,γ,uγ ∈ [H10 (Ω)]∗ given by
adj,γ,uγ (v) = −
∫
Ω
∂C
∂u
(x, γ, uγ)v dx. (2.13)
Finally, owing to the assumption (iii), every locally (with respect to L∞(Ω)-norm) optimal solution γ∗ ∈ G
to (2.1) must satisfy the following variational inequality (see, e.g., [11], Lem. 3.7):
Dc(γ∗; γ − γ∗) ≥ 0, ∀γ ∈ G. (2.14)
In this paper we will study whether limit points of sequences of solutions verifying certain discrete versions of
stationarity can also be expected to satisfy (2.14).
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Figure 2. Admissible ﬁnite volume discretization with associated notation for a control volume
in two dimensions.
3. Cell-centered finite volume approximations
3.1. Admissible ﬁnite volume discretizations
We utilize ﬁnite volume method for discretizing the direct problem (2.3), the adjoint problem (2.12), and
ﬁnally the control in the coeﬃcients problem (2.1). We employ the notation and the approach of [21,23], which
we introduce in this section to keep the paper self-contained.
An admissible ﬁnite volume discretization D of Ω, in the sense of [21], also see Figure 2, is a triple (T , E ,P),
where
(i) T is a ﬁnite collection of non-empty open disjoint convex polygonal subsets of Ω (also known as the
“control volumes”) such that Ω¯ = ∪K∈T K¯. For each K ∈ T , ∂K denotes the boundary of K and m(K)
is the d-dimensional Lebesgue measure of K.
(ii) E is a ﬁnite family of disjoint subsets of Ω¯ (the edges in 2D, or (hyper-)faces of the mesh in d ≥ 3). For
every σ ∈ E , there is a d − 1-dimensional hyperplane E ⊂ Rd and K ∈ T such that σ¯ = ∂K ∩ E and
σ is a non-empty open subset of E. m(σ) will denote the d − 1-dimensional Lebesgue measure of σ.
For every K ∈ T , there is a subset EK ⊆ E such that ∂K = ∪σ∈EK σ¯. As a result of these assumptions,
every σ ∈ E is either a subset of ∂Ω, or a face common to two control volumes K,L ∈ T : σ¯ = K¯ ∩ L¯.
In the latter case we will denote the edge with K | L. The set of boundary edges will be denoted with
Eext and the set of interior edges is Eint. For every σ ∈ E we deﬁne its center:
xσ =
1
m(σ)
∫
σ
xdx.
(iii) P = { xK | K ∈ T } is a ﬁnite collection of points in Ω, such that for every K ∈ T it holds that
xK ∈ K. For every K | L ∈ Eint we assume that xK − xL is orthogonal to K | L. Finally, let zK,σ be
an orthogonal projection of xK onto σ ∈ EK , then zK,σ ∈ σ for every σ ⊆ ∂Ω. We denote the distance
between xK and zK,σ with dK,σ, and the distance between xK and xL with dK|L.
For every discretization D we measure its size with
hD = sup
K∈T
diam(K),
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and its regularity with
θD = inf
K∈T ,σ∈EK
dK,σ
diam(K)
·
For every K ∈ T we denote by N (K) ⊂ T the control volumes having a common edge with K (not including
K itself). For all K | L ∈ Eint we denote nK|L = d−1K|L(xK − xL) the unit normal to K | L directed from L to
K. For every K ∈ T , σ ∈ EK , we write nK,σ = d−1K,σ(zK,σ − xK) for a unit outward normal for K on σ. We
also set
τK|L =
m(K | L)
dK|L
·
Similarly, for every K ∈ T and σ ∈ EK , we set
τK,σ =
m(σ)
dK,σ
·
For σ ∈ Eext, let K ∈ T be such that σ ∈ EK ; then we set τσ = τK,σ.
3.2. Cell centered approximation of (2.3)
Given an admissible discretization D = (T , E ,P) we are ready to construct approximations of the direct
problem (2.3). Let HD(Ω) be a set of functions from Ω to R constant on every control volume K ∈ T ; this is
going to be an approximation space for solutions to the boundary value problem (2.3). Similarly, let GD be
a non-empty closed set approximating G with functions which are constant on every control volume and also
have values in [0, 1]. We will often write αK in place of α(γK), γ ∈ GD. We will also need the interpolation
operator PD : [C0(Ω)]n → [HD(Ω)]n given by [PDφ](x) = φ(xK), for x ∈ K.
After integrating the equation (2.3) on every control volume K ∈ T and utilizing Gauss-Ostrogradsky
theorem, we end up with ∑
σ∈EK
FK,σ(α, u) = m(K)fK , ∀K ∈ T , (3.1)
where fK = m(K)−1
∫
K f(x) dx, and FK,σ : HD(Ω) × HD(Ω) → R is an approximation of the normal ﬂux
α∇u · n through the edge σ. It is common to use the following central diﬀerence approximation of the diﬀusive
ﬂuxes:
FK,σ(α, u) =
{
−αK|LτK|L(uL − uK), if σ = K | L ∈ Eint,
−αKτσ(−uK), if σ ∈ Eext,
(3.2)
where
αK|L = (dK,K|LαK + dL,K|LαL)/dK|L, (3.3)
is an approximation of the diﬀusion coeﬃcient across the edge K | L. Note that in the engineering practice
of ﬁnite volume methods for diﬀusion problems with discontinuous coeﬃcients, particularly on coarse meshes,
weighted harmonic averaging of αK , αL is often successfully employed in place of arithmetic averaging (3.3).
However, a convergence proof for such a scheme remains an open problem [22]; therefore, throughout the
remainder of the paper we assume that weighted arithmetic averaging (3.3) is used in the deﬁnition of ﬂuxes.
While equations (3.1)–(3.3) provide a complete description of the ﬁnite-volume method for (2.3), for the
purpose of the convergence analysis it is more convenient to rewrite (3.1) in the variational form, see [21,23]. For
γ ∈ GD we introduce an γ-parametric bilinear form aγ,D : [HD(Ω)]2 → R and a linear functional D ∈ [HD(Ω)]∗:
aγ,D(u, v) =
∑
K|L∈Eint
αK|LτK|L(uL − uK)(vL − vK) +
∑
σ∈Eext
αστσuKvK ,
D(v) =
∑
K∈T
m(K)fKvK = (v).
(3.4)
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Using this notation, the ﬂux formulation (3.1) is equivalent to searching for uγ ∈ HD(Ω) such that we have the
equality:
aγ,D(uγ , v) = (v), ∀v ∈ HD(Ω). (3.5)
We deﬁne a discrete H10 (Ω)-like norm ‖ · ‖1,D on HD(Ω) via
‖u‖21,D =
∑
K|L∈Eint
τK|L(uL − uK)2 +
∑
σ∈Eext
τσu
2
K . (3.6)
3.3. Strongly consistent discrete gradient
In addition to (2.3), we need a good approximation of the gradient of piece-wise constant functions in order
to evaluate the objective function (2.2) of (2.1). A construction of such an approximation is available, for
example, in [22]. For an admissible ﬁnite volume discretization D of Ω the strongly consistent discrete gradient
∇D : HD(Ω)→ [HD(Ω)]d is deﬁned as follows: for x ∈ K, K ∈ T we set
∇Du(x) = 1m(K)
[ ∑
L∈NK
τK|L(uL − uK)(xK|L − xK)−
∑
σ∈EK,ext
τσuK(xK,σ − xK)
]
. (3.7)
The following is known about ∇D:
(i) For an admissible discretization D of Ω with θD > 0, we have a uniform bound:
‖∇Du‖[L2(Ω)]d ≤ C(d, θD)‖u‖1,D, ∀u ∈ HD(Ω),
where C(d, θD) depends only on d and θD; see [22], Lemma 2.2;
(ii) For an arbitrary sequence D(n) of admissible discretizations of Ω such that hD(n) → 0 and θD ≥ θ > 0,
and for an arbitrary sequence u(n) ∈ HD(n) such that u(n) → û ∈ H10 (Ω), strongly in L2(Ω), it holds
that ∇D(n)u(n) ⇀ ∇û, weakly in [L2(Ω)]d [22], Lemma 2.3.
(iii) For a sequence of discretizations as above and for an arbitrary φ ∈ C2(Ω¯) it holds that ∇D(n)PD(n)φ →
∇φ, strongly in [L2(Ω)]d [22], Lemma 2.5.
3.4. Cell-centered approximation of (2.1)
Given an admissible ﬁnite volume discretization D of Ω, and cell-centered approximation GD of G, we will
consider the following discretization of (2.1):
minimize cD(γ),
subject to γ ∈ GD, (3.8)
where
cD(γ) =
∑
K∈T
∫
K
C(x, γK , [uγ ]K , [∇Duγ ]K) dx, (3.9)
and uγ ∈ HD(Ω) is a solution to (3.5).
4. Convergence of the scheme
In this section we establish the convergence of optimal solutions to the cell-centered ﬁnite volume approx-
imation scheme (3.8) towards optimal solutions of the control in the coeﬃcients problem (2.1). The central
result, Proposition 4.5, is an analogue of Proposition 2.2 for the cell-centered ﬁnite volume approximation (3.5)
of BVP (2.6).
Unless some unrealistically restrictive assumptions are made about the design space G, we cannot count on
any systematic limiting behaviour (as hD → 0) of the traces αK|L of the approximate diﬀusion coeﬃcients on
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the boundaries of control volumes. Also, due to the nature of the cell-based ﬁnite volume approximation, both
the diﬀusion coeﬃcient and the solution to (3.5) have jumps across control volume boundaries. All this does not
allow us to follow the convergence proof strategy utilized, e.g., in [22]: to show that the left hand side of (3.5) is
close to uK [div(α∇φ)]K for every φ ∈ C∞c (Ω). In fact, the latter statement is not true any longer because the
limiting coeﬃcient α ∈ C1(Ω). Instead, we use a technique inspired by the analysis of discontinuous Galerkin
methods [14] and “lift” the approximations of boundary integrals involved in the variational formulation (3.5)
back to the integrals over the control volumes. Namely, we show that the left hand side of (3.5) is close to
αK [∇̂Du]K · ∇φ(xK ) for every φ ∈ C∞c (Ω), where ∇̂Du is a weakly consistent approximation of the gradient
of a piece-wise constant function. As it turns out, in the proof we cannot use the same consistent gradient
approximation scheme utilized in [22], however a slight modiﬁcation of this approximation (obtained by replacing
xK,σ with zK,σ) allows us to establish a convergence result.
4.1. Existence of discrete solutions and uniform discrete compactness
We start by recalling the existing results regarding discrete approximation problems (3.5) and (3.8).
Existence of discrete solutions to (3.5): For every admissible discretization D of Ω and every γ ∈ GD we
have the stability and continuity of the discrete bilinear form:
‖u‖21,D ≤ α−1aγ,D(u, u), ∀u ∈ HD(Ω),
aγ,D(u, v) ≤ α‖u‖1,D‖v‖1,D, ∀u, v ∈ HD(Ω).
Therefore, Lax-Milgram theorem (see, for example, [3], Thm. 8.1) immediately implies that every discrete
approximating problem (3.5) admits a unique solution uγ ∈ HD(Ω).
Uniform boundedness: Further, for every γ ∈ G we have a uniform (but mesh-dependent) estimate of the
norm of solution uγ ∈ HD(Ω) to (3.5):
α‖uγ‖21,D ≤ aγ,D(uγ , uγ) = (uγ) ≤
[
sup
u∈HD(Ω),u=0
(u)
‖u‖1,D
]
︸ ︷︷ ︸
=‖f‖−1,D
‖uγ‖1,D, (4.1)
where we utilized the deﬁnition of the norm ‖ · ‖−1,D : L2(Ω) → R [21]. Further, by the discrete Poincare´
inequality [21], Lemma 9.1, we can majorize the latter mesh-dependent norm with a mesh-independent L2(Ω)-
norm:
‖f‖−1,D ≤ diam(Ω)‖f‖L2(Ω). (4.2)
Summarizing (4.1) and (4.2), for every γ ∈ GD, we have the following uniform estimate:
‖uγ‖1,D ≤ α−1diam(Ω)‖f‖L2(Ω). (4.3)
Existence of discrete solutions to (3.8): For every ﬁxed discretization D, the mapping GD 
 γ → uγ ∈
HD(Ω) is continuous owing to the implicit function theorem (e.g., [47], Thm. 4.E); hence so is the mapping
GD 
 γ → ∇Duγ ∈ [HD(Ω)]d. Further, the set GD is non-empty, closed and bounded, hence compact, and
the cost function GD 
 γ → cD(γ) =
∫
Ω C(x, γ(x), uγ(x),∇Duγ) dx is continuous. Therefore, by the virtue
of Weierstrass’ theorem (e.g., [8], Thm. 2.3.1) we obtain that every discrete approximating problem admits at
least one globally optimal solution.
Discrete compactness: Now let D(n) be a sequence of admissible discretizations of Ω such that hD(n) → 0
and γ(n) ∈ GD(n) be arbitrary, and u(n) ∈ HD(n)(Ω) be the corresponding sequence of solutions to (3.5). Owing
to the uniform estimate (4.3) and discrete Rellich-Kondrachov theorem [21], Theorem 14.2, the sequence u(n)
is relatively compact in L2(Ω) and we can extract a subsequence converging strongly in L2(Ω) towards a limit
û ∈ H10 (Ω).
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4.2. Weakly consistent discrete gradient
The following concept is what allows us to lift the edge-based variational form to a cell-based variational
form in the proof of Lemma 4.3. For an admissible ﬁnite volume discretization D = (T , E ,P) of Ω we deﬁne
the weakly consistent discrete gradient ∇̂D : HD(Ω)→ [HD(Ω)]d as follows: for x ∈ K, K ∈ T we set
∇̂Du(x) = 1m(K)
[ ∑
L∈NK
m(K | L)(uL − uK)
dK,K|L
dK|L
nK|L −
∑
σ∈EK,ext
m(σ)uKnK,σ
]
. (4.4)
The proofs in this subsection are almost verbatim repetitions of the ones found in [22] (as suggested by [22],
Rem. 2.1) and are presented here only to keep the paper self-contained.
Lemma 4.1 (boundedness of ∇̂D). For each u ∈ HD(Ω) we have the inequality:
‖∇̂Du‖2[L2(Ω)]d ≤ 2d‖u‖21,D. (4.5)
Proof. Fix an arbitrary u ∈ HD. We utilize Cauchy-Bunyakovsky-Schwarz inequality in (4.4) to write
m(K)2|(∇̂Du)K |2 ≤
[ ∑
L∈NK
m(K | L)
d2K,K|L
dK|L
+
∑
σ∈EK,ext
m(σ)dK,σ
][ ∑
L∈NK
τK|L(uL − uK)2 +
∑
σ∈EK,ext
τσu
2
K
]
≤ dm(K)
[ ∑
L∈NK
τK|L(uL − uK)2 +
∑
σ∈EK,ext
τσu
2
K
]
,
where we used the facts that dK,K|L/dK|L ≤ 1,
∑
σ∈EK m(σ)dK,σ = dm(K), and ﬁnally |nK,σ| = 1. It remains
to sum up the inequalities above over all ﬁnite volumes K ∈ T to obtain the desired estimate (4.5). 
Lemma 4.2 (weak consistency of ∇̂D). Let D(n) = (T (n), E(n),P(n)) be a sequence of admissible discretizations
of Ω such that hD(n) → 0 as n → ∞. Further let u(n) ∈ HD(n)(Ω) be a sequence of functions converging to a
limit û ∈ H10 (Ω), strongly in L2(Ω), while remaining bounded: supn ‖u(n)‖1,D(n) < ∞. Then ∇̂D(n)u(n) ⇀ ∇û,
weakly in [L2(Ω)]d.
Proof. Let us ﬁx φ ∈ [C∞c (Ω)]d, and then choose a suﬃciently large n such that for every K ∈ T (n) such that
K ∩ supp(φ) = ∅ it holds that ∂K ∩ ∂Ω = ∅.
We denote
T
(n)
1 =
∫
Ω
∇̂D(n)u(n)(x) · φ(x) dx
and
T
(n)
2 =
∫
Ω
∇̂D(n)u(n)(x) · PD(n)φ(x) dx.
Owing to the boundedness of ‖u(n)‖1,D(n) , Lemma 4.1, and the convergence hD(n) → 0 it holds that limn→∞ |T (n)1 −
T
(n)
2 | = 0. Using (4.4), we now rewrite T (n)2 as
T
(n)
2 =
∑
K|L∈E(n)int
m(K | L)(u(n)L − u(n)K )
dK,K|Lφ(xK ) + dL,K|Lφ(xL)
dK|L
· nK|L.
We compare T (n)2 with
T
(n)
3 = −
∫
Ω
u(n)(x)divφ(x) dx =
∑
K|L∈E(n)int
m(K | L)(u(n)L − u(n)K )
1
m(K | L)
∫
K|L
φ(x) · nK|L dx.
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Since φ ∈ [C∞c (Ω)]d and dK,K|L + dL,K|L = dK|L, it holds that∣∣∣∣dK,K|Lφ(xK) + dL,K|Lφ(xL)dK|L · nK|L − 1m(K | L)
∫
K|L
φ(x) · nK|L dx
∣∣∣∣ ≤ CφhD(n) ,
where Cφ depends only on φ. Therefore, by the virtue of Cauchy-Bunyakovsky-Schwarz inequality
lim
n→∞(T
(n)
2 − T (n)3 )2 ≤ limn→∞
[
C2φh
2
D(n)
∑
K|L∈E(n)int
τK|L(u
(n)
L − u(n)K )2
∑
K|L∈E(n)int
m(K | L)dK|L
]
≤ C2φdm(Ω)[sup
n
‖u(n)‖21,D(n)] limn→∞h
2
D(n) = 0.
Finally, owing to the strong convergence of u(n) to û in L2(Ω) we have
lim
n→∞T
(n)
3 = −
∫
Ω
û(x)divφ(x) dx =
∫
Ω
∇û(x) · φ(x) dx.
The proof is concluded owing to the density of [C∞c (Ω)]
d in [L2(Ω)]d. 
4.3. Convergence of the diﬀusion term
Lemma 4.3. Let (D(n), γ(n), u(n))n∈N be a sequence of triples such that, for each n ∈ N, D(n) = (T (n), E(n),P(n))
is an admissible ﬁnite-volume discretization of Ω, γ(n) ∈ GD(n) , and u(n) ∈ HD(n)(Ω). Assume further that
hD(n) → 0 as n →∞, and γ(n) → γ̂ ∈ G, a.e. in Ω; as well as that u(n) → û ∈ H10 (Ω), strongly in L2(Ω), while
remaining bounded: supn ‖u(n)‖1,D(n) ≤ Ĉ < ∞. Then for every φ ∈ C∞c (Ω) we have
lim
n→∞ aγ(n),D(n)(u
(n), PD(n)φ) = aγ̂(û, φ). (4.6)
Proof. Let us consider a suﬃciently large n such that for every K ∈ T (n) such that K ∩ supp(φ) = ∅ it holds
that ∂K ∩ ∂Ω = ∅. We will write α(n) = α(γ(n)), α̂ = α(γ̂); then α(n) → α̂, a.e. in Ω. We set
T
(n)
1 = aγ(n),D(n)(u
(n), PD(n)φ)
and
T
(n)
2 =
∑
K|L∈E(n)int
m(K | L)(u(n)L − u(n)K )α(n)K|L
1
m(K | L)
∫
K|L
∇φ(x) · nK|L dx.
Then, the following chain of inequalities holds:
lim
n→∞ |T
(n)
1 −T (n)2 | ≤ limn→∞
∑
K|L∈E(n)int
τK|L|u(n)L −u(n)K |α(n)K|LdK|L
∣∣∣∣φ(xL)−φ(xK)dK|L − 1m(K | L)
∫
K|L
∇φ(x) · nK|L dx
∣∣∣∣︸ ︷︷ ︸
≤CφhD(n) , see [21]
≤ α lim
n→∞ ‖u
(n)‖1,D(n)
[ ∑
K|L∈E(n)int
m(K | L)dK|L[CφhD(n) ]2
]1/2
≤ αĈdm(Ω)Cφ lim
n→∞hD(n) = 0, (4.7)
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where we used the equality d−1K|L(xL−xK) = nK|L and the inequality
∑
K|L∈E(n)int
τK|Ld2K|L =
∑
K|L∈E(n)int
m(K |
L)dK|L ≤ dm(Ω); Cφ is a generic positive constant depending on φ only. We now rewrite T (n)2 :
T
(n)
2 =
∑
K∈T (n)
∑
L∈NK
m(K | L)(u(n)L − u(n)K )
dK,K|L
dK|L
· α(n)K|L
1
m(K | L)
∫
K|L
∇φ(x) · nK|L dx,
and deﬁne T (n)3 :
T
(n)
3 =
∑
K∈T (n)
m(K)α(n)K ∇̂D(n)u(n) · ∇φ(xK ).
If we could show that T (n)2 − T (n)3 → 0 as n →∞, then the claim follows easily; we write
lim
n→∞T
(n)
3 = limn→∞
∫
Ω
α(n)∇̂D(n)u(n) · ∇φdx︸ ︷︷ ︸
T
(n)
3,1
+ lim
n→∞
∫
Ω
α(n)∇̂D(n)u(n) · [∇φ− PD(n)∇φ] dx︸ ︷︷ ︸
T
(n)
3,2
.
Then,
lim
n→∞ |T
(n)
3,2 | ≤ α sup
n
‖∇̂D(n)u(n)‖[L2(Ω)]d lim
n→∞ ‖∇φ− PD(n)∇φ‖[L2(Ω)]d = 0, (4.8)
owing to the boundedness of ‖∇̂D(n)u(n)‖[L2(Ω)]d established in Lemma 4.1, and the fact that hD(n) → 0. On
the other hand, since α(n) → α̂, a.e. in Ω while remaining bounded, and φ ∈ C∞c (Ω), then limn→∞ ‖α(n)∇φ −
α̂∇φ‖[L2(Ω)]d = 0 and therefore
lim
n→∞T
(n)
3,1 = aγ̂(û, φ), (4.9)
owing to the weak convergence of the gradient ∇̂D(n)u(n) ⇀ ∇û established in Lemma 4.2.
Therefore, to conclude the proof it remains to show that T (n)2 − T (n)3 → 0. Indeed,
T
(n)
2 − T (n)3 =
∑
K∈T (n)
∑
L∈NK
m(K | L)(u(n)L − u(n)K )
dK,K|L
dK|L
{
α
(n)
K|L
1
m(K | L)
∫
K|L
∇φ(x) dx − α(n)K ∇φ(xK )
}
· nK|L
=
∑
K|L∈E(n)int
m(K | L)(u(n)L − u(n)K )
{
α
(n)
K|L
1
m(K | L)
∫
K|L
∇φ(x) dx
−
[
dK,K|L
dK|L
α
(n)
K ∇φ(xK) +
dL,K|L
dK|L
α
(n)
L ∇φ(xL)
]}
· nK|L, (4.10)
where we used the fact that dK,K|L + dL,K|L = dK|L. Since α
(n)
K|L = dK,K|L/dK|Lα
(n)
K + dK,K|L/dK|Lα
(n)
L , the
last term in the curly braces can be majorized by αCφhD. From here we obtain limn→∞ T
(n)
2 −T (n)3 = 0 exactly
as in (4.7). 
Lemma 4.4 (strong convergence of the gradient). In addition to the assumptions of Lemma 4.3, assume that
θD(n) > θ > 0 for some θ > 0, and that
lim
n→∞ aγ(n),D(n)(u
(n), u(n)) = aγ̂(û, û).
Then, ∇D(n)u(n) converges to ∇û, strongly in [L2(Ω)]d.
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Proof. For every φ ∈ C∞c (Ω) we have the inequality
‖∇D(n)u(n)−∇û‖[L2(Ω)]d ≤ ‖∇D(n)u(n)−∇D(n)PD(n)φ‖[L2(Ω)]d+‖∇D(n)PD(n)φ−∇φ‖[L2(Ω)]d+‖∇φ−∇û‖[L2(Ω)]d .
The last term on the right hand side can be made arbitrarily small by an appropriate choice of φ owing to the
density of C∞c (Ω) in H
1
0 (Ω); the second term converges to zero for an arbitrary φ ∈ C∞c (Ω) when n →∞ owing
to [22], Lemma 2.5. Therefore, it remains to estimate the ﬁrst term.
Owing to the boundedness of the discrete gradient (Lem. 2.2 in [22]) we can write
‖∇D(n)(u(n) − PD(n)φ)‖2[L2(Ω)]d ≤ C‖u(n) − PD(n)φ‖21,D(n) ≤
C
α
aγ(n),D(n)(u
(n) − PD(n)φ, u(n) − PD(n)φ)
=
C
α
{
aγ(n),D(n)(u
(n), u(n)) + aγ(n),D(n)(−2u(n) + PD(n)φ, PD(n)φ)
}
.
(4.11)
The ﬁrst term in the curly braces converges to aγ̂(û, û) by our assumption. Since PD(n)φ→ φ, strongly in L2(Ω)
and ‖PD(n)φ‖1,D(n) ≤ Cφ as can be easily veriﬁed, we can apply Lemma 4.3 to conclude that the second term
converges to aγ̂(−2û + φ, φ). Therefore,
lim sup
n→∞
‖∇D(n)(u(n) − PD(n)φ)‖2[L2(Ω)]d ≤
C
α
aγ̂(û− φ, û − φ) ≤ Cα
α
‖∇û−∇φ‖2[L2(Ω)]d ,
concluding the proof. 
4.4. Convergence of the approximations to (2.6) and (2.1)
After the preliminary work done in Sections 4.1 through 4.3 we are ready to precisely formulate and prove
an FVM-analogue of Proposition 2.2.
Proposition 4.5. Let D(n) = (T (n), E(n),P(n)) be a sequence of admissible discretizations of Ω such that
hD(n) → 0 as n → ∞ and θD(n) ≥ θ for some θ > 0 and all n ∈ N. Further, let γ(n) ∈ GD(n) be a sequence
of functions converging to γ̂ ∈ G, a.e. in Ω. Finally, let u(n) ∈ HD(n)(Ω) be a sequence of the unique solutions
to (3.5) with γ = γ(n), and û ∈ H10 (Ω) be the unique solution to (2.6) corresponding to γ = γ̂. Then, ‖u(n) −
û‖L2(Ω) → 0 and ‖∇D(n)u(n) −∇û‖[L2(Ω)]d → 0.
Proof. Existence of the discrete solutions, their uniform (with respect to γ(n) ∈ GD(n)) boundedness, and
relative compactness in L2(Ω) have been discussed in Section 4.1. Therefore, we can apply Lemma 4.3 to every
converging subsequence u(n
′) of u(n):
aγ̂( lim
n′→∞
u(n
′), φ) = lim
n′→∞
aγ(n′),D(n′)(u
(n′), PD(n′)φ) = lim
n′→∞
(PD(n′)φ) = (φ), ∀φ ∈ C∞c (Ω).
Owing to the density of C∞c (Ω) in H
1
0 (Ω) we infer that every limit point must be a solution to (2.6) corresponding
to γ = γ̂. Since the latter problem possesses a unique solution, namely û ∈ H10 (Ω), the whole sequence u(n)
must converge to û, strongly in L2(Ω). Finally, from (3.5) we infer that
lim
n→∞ aγ(n),D(n)(u
(n), u(n)) = lim
n→∞ (u
(n)) = (û) = aγ̂(û, û),
warranting the application of Lemma 4.4 and thus concluding the proof. 
Remark 4.6. We note that the same conclusion can be reached if, instead of keeping the right hand side
of (3.5) ﬁxed, we assume that there is a sequence f (n) ∈ L2(Ω) converging weakly to f ∈ L2(Ω). This fact will
be used in the proof of convergence of FVM approximations to the adjoint problem (2.12).
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Finally, given Proposition 4.5 it is now straightforward to establish convergence of approximations (3.8) to
the original control in the coeﬃcients problem (2.1) assuming that GD is a good approximation to G.
Theorem 4.7. Let D(n) = (T (n), E(n),P(n)) be a sequence of admissible discretizations of Ω such that hD(n) → 0
as n → ∞ and θD(n) ≥ θ for some θ > 0 and all n ∈ N. Assume that the set of admissible designs G
is sequentially compact w.r.t. a.e. convergence in Ω, thus guaranteeing the existence of the globally optimal
solutions to (2.1). Further, let the discretized design sets GD(n) be closed, non-empty, and converge to G in the
following sense:
(i) For an arbitrary sequence γ˜(n) ∈ GD(n), its limit points w.r.t. a.e. convergence in Ω belong to G;
(ii) For an arbitrary point γ˜ ∈ G, there is a sequence γ˜(n) ∈ GD(n) such that γ˜(n) → γ˜, a.e. in Ω.
(Note, that this assumption is satisﬁed when, e.g., GD(n) → G in Painleve´-Kuratowski sense with respect to the
distance induced by L1(Ω)-norm, also often found in practical setups of problems of control in the coeﬃcients).
Finally, let γ(n) ∈ GD(n) be a sequence of globally optimal solutions to (3.8). Then, every limit point of this
sequence with respect to a.e. convergence in Ω is a globally optimal solution to (2.1).
Proof. Let γ∗ ∈ G be an optimal solution to (2.1), and let uγ∗ ∈ H10 (Ω) be the corresponding solution to (2.6).
By the assumed approximation property of GD(n) we can choose a sequence γ˜(n) ∈ GD(n) such that γ˜(n) → γ∗,
a.e. in Ω. Therefore, owing to Proposition 4.5 and the assumption (2.5), we obtain the following inequality:
c(γ∗) =
∫
Ω
C(x, γ∗(x), uγ∗(x),∇uγ∗(x)) dx = lim
n→∞
∫
Ω
C(x, γ˜(n)(x), uγ˜(n)(x),∇D(n)uγ˜(n)(x)) dx
= lim
n→∞ cD(n)(γ˜
(n)) ≥ lim sup
n→∞
cD(n)(γ
(n)).
On the other hand, let γ̂ ∈ G be a limit of a subsequence γ(n′) w.r.t. a.e. convergence in Ω, and let uγ̂ ∈ H10 (Ω)
be the corresponding solution to (2.6). Then, γ̂ ∈ G and utilizing Proposition 4.5 and the condition (2.5) once
more we get the opposite estimate:
c(γ∗) ≤ c(γ̂) =
∫
Ω
C(x, γ̂(x), uγ̂(x),∇uγ̂(x)) dx = lim
n′→∞
∫
Ω
C(x, γ(n′)(x), uγ(n′)(x),∇D(n′)uγ(n′)(x)) dx
= lim
n′→∞
cD(n′)(γ
(n′)(x)) ≤ lim sup
n→∞
cD(n)(γ
(n)(x)).
Therefore, c(γ∗) = c(γ̂), thus concluding the proof. 
5. Approximating (2.14): discrete vs. continuous adjoint approaches
As was mentioned in Section 2.3, in practice we can only look for points which are stationary for the
problem (2.1). For example, assuming the setup of Section 2.3, it is natural to look for points verifying a
discrete version of stationarity conditions (2.14). There are at least two distinct ways of carrying out such a
task, resulting in diﬀerent numerical algorithms.
The ﬁrst approach, which we will refer to as “the discrete adjoint”-based, and which is by far the most popular
in the structural optimization community almost exclusively utilizing conforming ﬁnite element discretizations
as an underlying numerical method for discretizing the governing PDEs [10]. The method can be concisely
described as “discretize and then optimize.” Namely, after the discretization (3.8) of (2.1) is obtained, it
is treated as a regular non-linear mathematical program. That is, instead of the “continuous” stationarity
conditions (2.14) we require that the discrete solutions γ ∈ GD satisfy the standard ﬁrst order necessary (Karush-
Kuhn-Tucker) optimality conditions for (3.8). This approach has an advantage that one may immediately utilize
a variety of standard non-linear mathematical programming algorithms for ﬁnding stationary points of (3.8). As
we will show under some natural assumptions the latter points can be taken as approximations to “continuous”
stationary points satisfying (2.14).
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The second approach, which we will call “the continuous adjoint”-based (see, for example, [32] and references
therein), was advocated in the context of topology optimization for ﬂuid dynamics in [36]. The method entails
independent discretizations of the governing BVP (2.3), its adjoint (2.12), and the optimality conditions (2.14).
It can be thought of as “optimize and then discretize” approach, because continuous optimality conditions
are ﬁrst stated and then discretized only afterwards. Within the software systems supporting the evaluation
and manipulation of cell-based ﬁelds, such as for example OpenFOAM [1], this approach is somewhat more
straighforward to implement than its discrete adjoint-based counterpart. This is of course advantageous for
complicated multi-physics partial diﬀerential equations, but is less relevant for our problem (2.3). However, we
note that one may no longer safely rely upon state-of-the-art non-linear programming algorithms for solving
the discretized optimization problem to this special type of stationarity, which is a major disadvantage of this
approach.
We formulate all the convergence results under the assumption that for every discretization we are able to
ﬁnd a solution, which satisﬁes stationarity conditions exactly. However, the fact that solutions to two diﬀerent
at the discrete level stationarity systems have the same limit points as the mesh size converges to zero indicates
that this requirement may not be an essential one.
The associated convergence analysis with respect to mesh reﬁnement is somewhat more straightforward for
the continuous adjoint method that for the discrete one. For this reason, we start our investigation with the
continuous adjoint-based approximation of the optimality system (2.14).
5.1. Continuous adjoint-based approach
We start with a given admissible ﬁnite volume discretization D = (T , E ,P) of Ω. The cell-based approxi-
mation of the adjoint problem (2.12) can be derived in the same way as the approximation (3.5) of the direct
problem (2.6). We simply state the result:
aγ,D(v, λγ) = adj,D,γ,uγ (v), ∀v ∈ HD(Ω), (5.1)
with adj,D,γ,uγ ∈ [HD(Ω)]∗ given by
adj,D,γ,uγ (v) = −
∑
K∈T
{
1
m(K)
∫
K
∂C
∂u
(x, γK , [uγ ]K) dx
}
vKm(K). (5.2)
Now it remains to write a straightforward cell-based approximation of Dc(γ; γ˜ − γ), see (2.11), as
DcD(γ; γ˜ − γ) =
∑
K∈T
{
1
m(K)
∫
K
∂C
∂γ
(x, γK , [uγ ]K) dx
}
(γ˜K − γK)m(K)
+
∑
K∈T
α′(γK)(γ˜K − γK)[∇Duγ ]K [∇Dλγ ]Km(K),
(5.3)
where γ˜, γ ∈ GD, uγ ∈ HD(Ω) is the solution of the FVM approximation (3.5) of the direct problem (2.6),
and λγ ∈ HD(Ω) is the solution of the FVM approximation (5.1) of the adjoint problem (2.12). Finally, the
discretized version of (2.14) is just
DcD(γ∗; γ − γ∗) ≥ 0 ∀γ ∈ GD. (5.4)
Proposition 5.1. Let us make the same assumptions and use the same notation as in Proposition 4.5. Ad-
ditionally, assume that the conditions (i) and (ii) described in Section 2.3 hold. Then, the discretized adjoint
problem (5.1) corresponding to γ = γ(n), u = u(n), admits a unique solution λ(n) ∈ HD(n)(Ω). Further,
let λ̂ ∈ H10 (Ω) be the solution to (2.12) corresponding to γ = γ̂, u = û. Then, ‖λ(n) − λ̂‖L2(Ω) → 0 and
‖∇D(n)λ(n) −∇λ̂‖[L2(Ω)]d → 0.
CONVERGENCE OF CELL BASED FV DISCRETIZATIONS 1075
Proof. The existence and the uniqueness of the adjoint solution λ(n) ∈ HD(n)(Ω) is a consequence of the Lax-
Milgram theorem, exactly as discussed in Subsection 4.1. Owing to Proposition 4.5 and continuity (2.10) we have
the convergence ∂C/∂u(·, γ(n)(·), u(n)(·)) ⇀ ∂C/∂u(·, γ̂(·), û(·)), weakly in L2(Ω). As mentioned in Remark 4.6,
we can now repeat the arguments of Proposition 4.5 verbatim for the adjoint problem (5.1) to conclude that
‖λ(n) − λ̂‖L2(Ω) → 0 and ‖∇D(n)λ(n) −∇λ̂‖[L2(Ω)]d → 0, as claimed. 
Since the variational inequality (5.4) is a discretization of the continuous optimality conditions (2.14) and
does not describe a set of optimality conditions for a discrete optimization problem, we have to appeal directly
to the theory of (discrete) variational inequalities to establish the existence of stationary points in the sense
of (5.4).
Lemma 5.2. Let GD be non-empty, closed, bounded and convex. Then, the variational inequality problem (5.4)
admits at least one solution γ∗ ∈ GD.
Proof. The mapping GD 
 γ → {α′(γK)[∇Duγ ]K [∇Dλγ ]Km(K)}K∈T ∈ R|T | is continuous as a composition
of the continuous mappings GD 
 γ → uγ ∈ HD(Ω), GD × HD(Ω) 
 (γ, uγ) → λγ ∈ HD(Ω), [HD(Ω)]2 

(uγ , λγ) → (∇Duγ ,∇Dλγ) ∈ [HD(Ω)]2d, and [0, 1] 
 γ → α′(γ). Furthermore, the set GD is non-empty, convex,
and compact. Under this condition, the variational inequality problem (5.4) is known to admit solutions, see
for example [38], Theorem 4.1, for details. 
Now that we know the discrete stationary points (5.4) exist, we can establish a practical analogue of Theo-
rem 4.7 asserting that stationary points (5.4) can only converge towards stationary points (2.14).
Theorem 5.3. Let D(n) = (T (n), E(n),P(n)) be a sequence of admissible discretizations of Ω such that hD(n) → 0
as n → ∞ and θD(n) ≥ θ for some θ > 0 and all n ∈ N. Assume that the set of admissible designs G is closed
w.r.t. a.e. convergence on Ω and convex. Further, let the discretized design sets GD(n) be closed, convex,
non-empty, and converge to G in the same way as in Theorem 4.7. Finally, let γ(n) ∈ GD(n) be a sequence
of stationary points, that is, solutions to (5.4). Then, every limit point of this sequence with respect to a.e.
convergence on Ω is stationary for (2.1), that is, it veriﬁes (2.14).
Proof. Let γ̂ = a.e.- limn′→∞ γ(n
′), for some subsequence of indices n′, and let us ﬁx an arbitrary γ˜ ∈ G. By
the assumptions of the theorem, γ̂ ∈ G and there is a sequence γ˜(n) ∈ GD(n) such that γ˜ = a.e.- limn→∞ γ˜(n).
Owing to Propositions 4.5 and 5.1, as well as the condition (2.10) for ∂C/∂γ, ∂C/∂u, we can infer that
Dc(γ̂; γ˜ − γ̂) = lim
n′→∞
DcD(n′)(γ
(n′); γ˜(n
′) − γ(n′)) ≥ 0, (5.5)
where the last inequality is due to the stationarity of γ(n
′), that is, (5.4). 
5.2. Discrete adjoint-based approach
Now we look at the discrete adjoint-based approach to optimality conditions. Utilizing the implicit function
theorem and the chain rule, we compute the partial derivatives of cD with respect to γ as:
∂cD
∂γK
(γ) =
∫
K
∂C
∂γ
(x, γK , [uγ ]K) dx
+
∑
L∈NK
α′(γK)
dK,K|L
dK|L
τK|L([uγ ]L − [uγ ]K)([λγ ]L − [λγ ]K)
+
∑
σ∈EK,ext
α′(γK)τσ[uγ ]K [λγ ]K , (5.6)
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where, as before, uγ ∈ HD(Ω) is a solution to (3.5) and λγ ∈ HD(Ω) is a solution to (5.1). Therefore, the
directional derivative, D̂cD(γ; γ˜ − γ) = [∇γcD(γ)]T(γ˜ − γ), can be written as
D̂cD(γ; γ˜ − γ) =
∑
K∈T
{
1
m(K)
∫
K
∂C
∂γ
(x, γK , [uγ ]K) dx
}
(γ˜K − γK)m(K)
+
∑
K|L∈Eint
δK|LτK|L([uγ ]L − [uγ ]K)([λγ ]L − [λγ ]K)
+
∑
σ∈EK,ext
δKτσ[uγ ]K [λγ ]K ,
where we introduced a shorthand notation δK = α′(γK)(γ˜K − γK) and δK|L = α′(γK)(γ˜K − γK)dK,K|L/dK|L +
α′(γL)(γ˜L − γL)dL,K|L/dK|L, which is consistent with (3.3).
If γ∗ ∈ GD is a local minimum in (3.8), then the following variational inequality holds (e.g., [11], Lem. 3.7):
D̂cD(γ∗; γ − γ∗) ≥ 0 ∀γ ∈ GD, (5.7)
which is just a set of ﬁrst order necessary optimality conditions for (3.8) taking into account the convexity
of GD. Assuming compactness of the approximating sets GD, the variational inequality problem (5.7) has at
least one solution by the virtue of Weierstrass’ theorem (e.g., [8], Thm. 2.3.1) and the necessity of (5.7) for
optimality. Therefore, we can directly proceed to identifying the limit of D̂cD when hD → 0.
Lemma 5.4. Let us make the same assumptions and use the same notation as in Proposition 5.1. Additionally,
assume that a sequence γ˜(n) ∈ GD(n) converges, a.e. in Ω, towards a limit γ˜ ∈ G. Then, limn→∞ D̂cD(n)(γ(n); γ˜(n)−
γ(n)) = Dc(γ̂; γ˜ − γ̂).
Proof. Let us analyze the terms involved in D̂cD(n)(γ(n); γ˜(n) − γ(n)), see (5.7), individually. The sum over
control volumes converges towards
∫
Ω ∂C/∂γ(x, γ̂(x), û(x))(γ˜(x) − γ̂(x)) dx, owing to Proposition 4.5 and con-
dition (2.10), exactly as in Theorem 5.3.
To analyze the edge-wise sums we proceed as follows. Let us ﬁx an arbitrary φ ∈ C∞c (Ω) and then choose a
suﬃciently large n such that for every K ∈ T (n) such that K ∩ supp(φ) = ∅ it holds that ∂K ∩ ∂Ω = ∅. Then,
∑
K|L∈E(n)int
δ
(n)
K|LτK|L(u
(n)
L − u(n)K )(λ(n)L − λ(n)K ) +
∑
σ∈E(n)K,ext
δ
(n)
K τσu
(n)
K λ
(n)
K
=
∑
K|L∈E(n)int
δ
(n)
K|LτK|L(u
(n)
L − u(n)K )(φ(xL)− φ(xK))
︸ ︷︷ ︸
T
(n)
1
+
∑
K|L∈E(n)int
δ
(n)
K|LτK|L(u
(n)
L − u(n)K )([λ(n)L − φ(xL)]− [λ(n)K − φ(xK )]) +
∑
σ∈E(n)K,ext
δ
(n)
K τσu
(n)
K [λ
(n)
K − φ(xK )]
︸ ︷︷ ︸
T
(n)
2
,
(5.8)
where we used the notation δ(n)K = α
′(γ(n)K )(γ˜
(n)
K − γ(n)K ), with δ(n)K|L deﬁned by weighted arithmetic averaging
exactly as in (3.3). The term T (n)1 can be easily seen to converge to
∫
Ω α
′(γ̂(x))(γ˜(x)− γ̂(x))∇û(x) · ∇φ(x) dx,
by repeating the arguments of Lemma 4.3 while substituting α(γ(n)) with α′(γ(n))(γ˜(n) − γ(n)). On the other
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hand, owing to Cauchy-Bunyakovsky-Schwarz inequality, we get the estimate
lim sup
n→∞
|T (n)2 | ≤ 2[ sup
y∈[0,1]
|α′(y)|][sup
n∈N
‖u(n)‖1,D(n) ] lim sup
n→∞
‖λ(n) − PD(n)φ‖1,D(n)
≤ 2[ sup
y∈[0,1]
|α′(y)|][sup
n∈N
‖u(n)‖1,D(n) ]α1/2α−1/2‖∇λ̂−∇φ‖L2(Ω),
(5.9)
where the last inequality can be obtained by utilizing the same “trick” as in (4.11). Therefore, we can conclude
the proof by letting φ → λ̂ in H10 (Ω). 
After this preliminary work, we can formulate a direct analogue of Theorem 5.3 for the discrete adjoint-based
approach to stationarity.
Theorem 5.5. Let D(n) = (T (n), E(n),P(n)) be a sequence of admissible discretizations of Ω such that hD(n) → 0
as n → ∞ and θD(n) ≥ θ for some θ > 0 and all n ∈ N. Assume that the set of admissible designs G is closed
w.r.t. a.e. convergence on Ω and convex. Further, let the discretized design sets GD(n) be closed, convex, non-
empty, and converge to G in the same way as in Theorem 4.7. Finally, let γ(n) ∈ GD(n) be a sequence of KKT
points, that is, solutions to (5.7). Then, every limit point of this sequence with respect to a.e. convergence on Ω
is stationary for (2.1), that is, it veriﬁes (2.14).
Proof. Repeat the arguments of the proof of Theorem 5.3 while substituting DcD(n) with D̂cD(n) and utilizing
Lemma 5.4 when obtaining the analogue of (5.5). 
6. Numerical experiment
To illustrate the practical behaviour of a cell-based FVM topology optimization method we apply it on
an instance of a problem of control in the conduction coeﬃcients. Physically, we model a problem with a
“hot spot” at x0 = (0.501, 0.7,−0.5) ∈ R3 and a “cold spot” at x1 = (0.499, 0.3,−0.5) ∈ R3 in the plane
{x = (x1, x2, x3) ∈ R3 | x3 = −0.5}. By distributing a high conductive material and a low conductive material
we try to “change the sign” of these spots in the plane {(x1, x2, x3) ∈ R3 | x3 = 0.0}, that is we would like to
have a cold spot at xˆ0 = (0.5, 0.7, 0.0) ∈ R3 and a hot spot at xˆ1 = (0.5, 0.3, 0.0) ∈ R3.
Mathematically, we formulte such a problem as follows. The computational domain Ω is set to (0.0, 1.0)2 ×
(−0.5, 0.0) ⊂ R3. We prescribe homogeneous Neumann boundary conditions on all faces of the polygon except
on the plane {(x1, x2, x3) ∈ R3 | x3 = −0.5} we prescribe Dirichlet boundary conditions u = 100{exp[−100‖x−
x0‖22] − exp[−100‖x − x1‖22]}. In the adjoint problem these conditions correspond to homogeneous Neumann
boundary conditions on all faces except on the plane {(x1, x2, x3) ∈ R3 | x3 = −0.5} one demands homogeneous
Dirichlet boundary conditions. We set G = { γ ∈ L∞(Ω) | γ(x) ∈ [0, 1], a.e. in Ω }, α = 0.01 and α = 1. Finally,
C(x, γ, u) = 100{exp[−100‖x− xˆ0‖22]− exp[−100‖x− xˆ1‖22]}u, and α(γ) = α + (α− α)γ/[1.0 + 6.0(1.0− γ)].
We discretize the problem with a regular grid of 150× 150× 75 ≈ 1.7 · 106 cells and approximately 5.1× 106
faces. We implement our algorithm within the open source ﬁnite volume method framework OpenFOAM [1].
We use a separable convex approximation algorithm MMA [43,44], favoured by the structural optimization
community, which we supply with the ﬁrst order information obtained from either (5.3) or (5.7). We start the
algorithm from the initial design γ0 ≡ 0.5, and we stop it either when the KKT residual drops below 1.0× 10−5
or when the maximum number of iterations, set to 200, is reached.
The results of this numerical experiment are summarized in Table 1 and Figure 3. We can note that the
optimization algorithm on this problem instance found two very similar solutions, which diﬀer in terms of the
objective function by less than 1%. We also note that in the case of inaccurate gradient information (5.3)
provided by the continuous adjoint approach the algorithm fails to reduce the KKT residual below the preset
threshold, which is to be expected. A curious incident is that, on this problem instance, based on such inaccurate
information the optimization algorithm ﬁnds a slightly better solution in terms of the objective function.
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(a) (b)
Figure 3. Optimal designs obtained in the numerical experiment using (a) continuous adjoint
approach; and (b) discrete adjoint approach. We only display ﬁnite folume cells corresponding
to γ ≥ 0.5 and colour them with values of the “temperature” T .
Table 1. Summary of the quantitative data obtained in the numerical experiment. # iter:
number of optimization iterations; Obj. f-n: objective function value; KKT: a measure of the
KKT residual at the termination point; “0–1”: a value of the integral (4m(Ω))−1
∫
Ω
γ(x)[1.0−
γ(x)] dx measuring the deviation of values of γ from extremal values 0 and 1.
# iter Obj. f-n KKT “0–1”
Continuous adjoint 200 −19.431 6.329× 10−5 1.122× 10−3
Discrete adjoint 129 −19.278 8.965× 10−6 1.914× 10−3
7. Conclusions and future research
Despite the diﬃculties outlined in the introduction and contrary to our intuition, we have been able to
establish continuity of the coeﬃcient-to-solution mapping resulting from the ﬁnite volume discretizations of
problems of control in the coeﬃcients of generalized Laplace equation without assuming any additional regularity
of the solutions and without unnecessarily restrictive assumptions on the convergence of the coeﬃcients. As a
result, we have been able to characterize limit points of the sequences of discrete global solutions and two types
of stationary points, as the ﬁnite volume mesh size converges to zero.
More numerical testing of the algorithm resulting from FVM discretization of control in the coeﬃcients
problems has to be carried out; however, in this study we concentrate on the convergence analysis of the
algorithm.
Finally, we note that this study is a ﬁrst step in the direction of enabling ﬁnite volume discretizations of
control in the coeﬃcient problems. Of great practical importance is relaxing or removing the mesh orthogonality
requirement assumed throughout this paper, as well as applying the method to problems involving several
physical phenomena, such as for example coupled mass and heat transfer.
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