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SIMULTANEOUS SUPERSINGULAR REDUCTIONS OF
CM ELLIPTIC CURVES
MENNY AKA, MANUEL LUETHI, PHILIPPE MICHEL, AND ANDREAS WIESER
Abstract. We study the simultaneous reductions at several supersin-
gular primes of elliptic curves with complex multiplication. We show
– under additional congruence assumptions on the CM order – that
the reductions are surjective (and even become equidistributed) on the
product of supersingular loci when the discriminant of the order be-
comes large. This variant of the equidistribution theorems of Duke and
Cornut-Vatsal is an(other) application of the recent work of Einsiedler
and Lindenstrauss on the classification of joinings of higher-rank diago-
nalizable actions.
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1. Introduction
1.1. Simultaneous reduction of CM elliptic curves. Let K = Q(
√
D)
be an imaginary quadratic number field with ring of integers OK and dis-
criminant D = DK < 0.
Grants Acknowledgements: M.L. acknowledges the support of the SNF (grants 200021-
178958 and P1EZP2 181725) and of the ISF (grant 1483/16). Ph. M. is partially supported
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supported by the SNF grant 200021-178958. May 5, 2020.
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An elliptic curve over C is a smooth projective variety in P2C defined by
an equation of the shape
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6
and equipped with the structure of an abelian group via the usual chord-
tangent construction and the point [0, 1, 0] as neutral element. We say that
E/C has complex multiplication (CM) by OK if its ring of endomorphisms is
isomorphic to OK. Denote by Ell
cm
OK
the finite set of C-isomorphism classes
of such elliptic curves.
Given E ∈ EllcmOK , its j-invariant j(E) is an algebraic integer, cf. [Sil94,
Ch. II, Thm. 6.1], and satisfies that K(j(E)) =HK is the Hilbert class field
of K, cf. [Sil94, Ch. II, Thm. 4.3]. Consequently, E is defined over HK.
Let now p be a fixed odd prime. We also fix throughout an embedding
Q →֒ Qp which in particular determines a prime p in HK above p. We
assume that p is inert in K.
The curve E (or rather an HK-form of it) has good reduction Emod p
at p, cf. §5.3.1, and its j-invariant is
j(Emod p) = j(E)mod p ∈ Fp2 .
In fact, since p is inert in K, the curve Emod p is supersingular, i.e. its
endomorphism ring is a maximal order in a quaternion algebra over Q,
namely in the unique quaternion algebra Bp,∞ ramified at p and ∞.
We denote by Ellssp the set of isomorphism classes of supersingular elliptic
curves defined over Fp. This is a finite set of cardinality
p
12 + O(1) [Sil09,
Ch. V, Thm. 4.1]. We will be interested in studying the reduction map
redp :
EllcmOK → Ellssp
E 7→ Emod p
for various values of p.
By Deuring’s lifting theorem [Deu41] every supersingular curve can be
obtained as the reduction of some elliptic curve (with complex multiplication
by some order of some imaginary quadratic field). A natural question then
is whether the CM order can be taken to be maximal and if so, which are
the possible orders. In [Mic04], the third named author remarked that by
combining the works of Gross, Duke and Iwaniec [Gro87,Duk88,Iwa87], any
E0 ∈ Ellssp may be lifted to some E ∈ EllcmOK as soon as p is inert in K and D
is sufficiently large (depending on p). In other terms, forD large enough, the
reduction map redp is surjective. This result was subsequently reinterpreted
and refined by several authors – see for example [EOY05], [Yan08], [Kan09].
In the present paper we are interested in a further refinement of this ques-
tion: namely whether given several supersingular elliptic curves at several
distinct primes there exists a single elliptic curve with CM by OK which is
a lifting of all of them. More precisely, let p = {p1, . . . , ps} be a finite set of
distinct odd primes and fix for each i an embedding Q→ Qpi . Let K be an
imaginary quadratic field in which the primes p1, . . . , ps are all inert. For
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each i ∈ {1, . . . , s} let pi = pi,HK be the prime ideal in HK determined by
Q→ Qpi. We now have a simultaneous reduction map
redp :
EllcmOK →
∏
i≤s Ell
ss
pi
E 7→ (Emod pi)i≤s.
The question is whether this map is surjective or not. We expect that this
is the case as long as D is large enough (depending on p). A consequence
of our main Theorem 1.3 stated below is that this is the case at least under
some additional congruence assumptions on D:
Theorem 1.1 (Simultaneous lifting). Let q1, q2 be two distinct, odd primes.
Let p1, . . . , ps be distinct odd primes also distinct from q1 and q2. There is
some D0 ≥ 1 (depending on p = {p1, . . . , ps} and q1, q2) with the following
property: for any imaginary quadratic field K of discriminant D such that
(1) |D| ≥ D0,
(2) each pi for 1 ≤ i ≤ s is inert in K, and
(3) q1 and q2 are split in K,
the map redp is surjective. In other terms, for all Ei ∈ Ellsspi, i = 1, . . . , s
there exists an elliptic curve E ∈ EllcmOK satisfying
Emod pi = Ei (i = 1, . . . , s).
In fact this surjectivity result admits a more precise formulation in the
form of an equidistribution statement on the product of
∏
1≤i≤s Ell
ss
pi .
Given E0 ∈ Ellssp , we define
wE0 = |End×(E0)/{±1}|.
Eichler’s mass formula states that∑
E0∈Ell
ss
p
1
wE0
=
p− 1
12
,(1.1)
see e.g. [Gro87, Eq. 1.2]. We then introduce the probability measure
νp =
12
p−1
∑
E0∈Ell
ss
p
1
wE0
δE0 .
Remark 1.2. It is known that the product of the wE0 over the distinct isomor-
phism classes is a divisor of 12, cf. [Gro87, Eq. 1.1], and hence asymptotically
most weights are equal to 1 so the above measure is almost uniform.
Using the observation in [Mic04] referred to previously, the third author
established that for every E0 ∈ Ellssp we have
|{E ∈ EllcmOK : Emod p ∼= E0}|
|EllcmOK |
→ νp(E0)
as D → −∞ along the set of fundamental discriminants. In other terms,
the push-forward of the uniform probability measure on EllcmOK by the map
redp converges to the measure νp.
SIMULTANEOUS SUPERSINGULAR REDUCTIONS 4
We will establish a similar equidistribution statement towards the product
measure
⊗
i≤s νpi ; in fact we include an additional archimedean equidistri-
bution result.
Let Ell∞ be the moduli space of all complex elliptic curves up to C-
isomorphism. This space is identified with the space of lattices in C up to
C×-homothety, i.e. the complex modular curve
X0(1) = SL2(Z)\H,
via the map
[z] = SL2(Z).z 7→ [Λz] := [Z+ Z.z] 7→ [C/Λz ].
In this representation an elliptic curve E with CM by OK is one for which
the corresponding lattice ΛzE satisfies
End(ΛzE ) := {z ∈ C : z.ΛzE ⊂ ΛzE} = OK ⊂ K ⊂ C.
By this identification Ell∞ is equipped with a probability measure ν∞ cor-
responding to the normalized hyperbolic measure 3π
dxdy
y2
.
Let red∞ denote the obvious injection
red∞ :
EllcmOK → Ell∞
E 7→ E(C).
It was proven by Duke in [Duk88] that the push-forward of the uniform
probability measure on EllcmOK converges to ν∞ as D → −∞.
Setting now
p = {p0 =∞} ∪ {pi : 1 ≤ i ≤ s}
we consider the map redp = (redpi)0≤i≤s and its image
redp(Ell
cm
OK
) =
{(
redpi(E)
)
0≤i≤s
: E ∈ EllcmOK
} ⊂ Ell∞ × s∏
i=1
Ellsspi .
We prove
Theorem 1.3. Let q1, q2 be distinct, odd primes which are distinct from
p1, . . . , ps. As D → −∞ along the set of fundamental negative discriminants
such that
(1) each pi for 1 ≤ i ≤ s, is inert in K = Q(
√
D), and
(2) q1, q2 are split in K,
the push-forward of the counting probability measure on EllcmOK by redp equidis-
tributes towards ν∞ ⊗ νp1 ⊗ · · · ⊗ νps.
This equidistribution result is true more generally if instead of a sequence
of maximal orders OK we consider sequences of quadratic orders O ⊂ OK ⊂
K and the sets EllcmO of elliptic curves with complex multiplication by O
(again with suitable congruence condition); we refer to Theorem 7.1 for the
precise statement.
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Remark 1.4. In this extended setting, a version of this equidistribution result
was proven by Cornut [Cor02] using ideas of Vatsal [Vat02] for non-maximal
orders whose discriminants are of the form Dp2n for D < 0 a fixed funda-
mental discriminant, p a fixed prime coprime to D and n→ +∞. As in the
present paper, these works make crucial use of dynamics and ergodic theory
on locally homogeneous spaces. A chief difference is that the above men-
tioned works use unipotent dynamics (i.e. Ratner’s theorems such as [Rat95])
while we also need to rely on the recent work of Einsiedler and Lindenstrauss
on rigidity of joinings of higher rank diagonalizable actions [EL17].
An especially interesting case is that of orders whose discriminants are
of the form Dpn for D < 0 a fixed fundamental discriminant, n ≥ 1 a
fixed exponent, and p → +∞ along the primes coprime to D. Although
the quadratic field K = Q(
√
D) is fixed, the fact that p is varying also
seems to require the use of rigidity of higher rank diagonalizable actions.
As explained to us by Henri Darmon such a case could be interesting for
the study of certain Euler systems. We will pursue other variants along this
direction in future joint work with D. Ramakrishnan.
Remark 1.5. Theorem 1.3 can be upgraded in several directions:
– The most immediate is by incorporating additional level structures;
for instance by considering for N ≥ 1 fixed the space Y0(N) of iso-
morphism classes of pairs of elliptic curves ϕ : E1 7→ E2 where ϕ has
a cyclic kernel of order N . The set of CM points Y0(N)
cm
K are the
Heegner points.
– In [HMRL20], S. Herrero, R. Menares, and J. Rivera-Letelier have
established a refined version of the equidistribution of CM elliptic
curves modulo an inert prime p by describing how the CM curves
equidistribute on Ellss(Cp), the moduli space of elliptic curves over
Cp with supersingular reduction. Their proof relies among other
things on Duke’s approach to prove equidistribution (ie. by bounding
Fourier coefficient of an adequate theta series). In a forthcoming
work, joint with the authors of [HMRL20], we will combine their
and our methods to prove the joint equidistribution of EllcmO on the
product of the moduli spaces Ellss(Cpi) for i = 1, . . . , s.
– These equidistribution theorems also generalize to equidistribution
for CM points in the space of abelian varieties of dimension 2[F : Q],
admitting complex multiplication by a quaternion algebra defined
over a fixed totally real number field F . We refer to [Vat02,Cor02,
CJ13,CV05,CV07] for examples of work in this direction.
1.2. Reduction to an equidistribution statement. As hinted at above,
Theorem 1.3 is a consequence of a dynamical statement in the context of
locally homogeneous spaces. The first step is to realize redp(Ell
cm
OK
) as (the
projection of) an orbit of the adelic points of the torus
TK = ResK/QGm/Gm
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on a product of adelic locally homogeneous spaces. We describe this real-
ization here. Using this realization, Theorem 1.3 is then obtained from an
equidistribution result for such orbits, more specifically Theorem 1.6 which
will be discussed in the next section.
We use several Q-forms of PGL2, namely the projective unit groups Gi =
PB×i for i = 0, . . . , s of the quaternion algebras B0,B1, . . . ,Bs defined over
Q where B0 = Mat2 is the split quaternion algebra and where Bi for 1 ≤
i ≤ s is the quaternion algebra ramified exactly at ∞ and pi.
As explained in §5 there is for each pi an identification
ψi : Ell
ss
pi
∼−→ Gi(Q)
∖
Gi(A)
/
Gi(R)PÔi×
where Oi ⊂ Bi(Q) is some fixed maximal order and Ôi = Oi ⊗ Ẑ. There is
also an identification for the archimedean place
ψ0 : Ell∞
∼−→ PGL2(Q)
∖
PGL2(A)
/
PSO2(R)PGL2(Ẑ).
Let E ∈ EllcmOK . To E is associated for each i = 0, . . . , s a class [gE,i] =
ψi(redpi(E)) and an embedding of Q-algebras ιi : K →֒ Bi, and consequently
a morphism of Q-algebraic groups
ιi : TK →֒ Gi.
Let us recall that the ideal class group Pic(OK) acts simply transitively
on EllcmOK ; we denote this action by
([a], E) 7→ [a] ⋆ E
where [a] is the class of an ideal a ⊂ OK. We also have a natural identifica-
tion
Pic(OK) ≃ TK(Q)
∖
TK(A)
/
TK(R)TK(Ẑ).
We show in §4.3 and §5.4 that for i = 0, . . . , s, if tf ∈ TK(Af) is such that
[tf ] ≃ [a] then
ψi(redpi([a] ⋆ E)) = [ιi(t
−1
f )gE,i].
We now collect these identities for all 0 ≤ i ≤ s. Let us set
ι = (ιi)0≤i≤s : TK → G =
s∏
i=0
Gi
and define gE = (gE,i)0≤i≤s as well as the compact groups
K∞ = PSO2(R)×
s∏
i=1
Gi(R) and Kf = PGL2(Ẑ)×
s∏
i=1
PÔ×i .
We obtain that the componentwise identification
ψ : Ell∞ ×
∏
i
Ellsspi
∼−→ G(Q)
∖
G(A)
/
K∞Kf
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satisfies for any [tf ] and [a] as above
ψ(redp([a] ⋆ E)) = [ι(t
−1
f )gE ].(1.2)
Therefore redp(Ell
cm
OK
) is identified with the projection of the orbit of the
torus TK(A) embedded diagonally into the product group G by ι:
[ι(TK(A))gE ] ⊂G(Q)
∖
G(A)
/
K∞Kf .
Let Tι denote the image ι(TK). The situation can be summarized in the
following commutative diagram:
[a] ⋆ E ∈ Pic(OK).E = EllcmOK
redp
//
ι

Ell∞ ×
∏s
i=1 Ell
ss
pi
ψ

[ι(t−1f )] ∈ Tι(Q)
∖
Tι(A)
/
Tι(R)Tι(Ẑ)
//
G(Q)
∖
G(A)
/
K∞Kf
Here, the bottom arrow is given by mapping [ι(t)] to [ι(t)gE ] seen as an
element in the double quotient on the right. This discussion reduces The-
orem 1.3 to considering the behaviour of sets of the form [ι(TK(A))gE ] as
the discriminant of K goes to negative infinity.
1.3. Equidistribution of diagonal torus orbits. By the reduction step
in the previous section, the proof of Theorem 1.3 is a direct consequence
of a general equidistribution theorem. To state it in full, we (re-)introduce
some notation.
Let Bi for 0 ≤ i ≤ s be finitely many distinct rational quaternion alge-
bras. We denote by Gi = PB
×
i the associated projective group of units and
set
G =
s∏
i=0
Gi and [G] = G(Q)\G(A).
Furthermore, we fix for each i ∈ {0, . . . , s} a compact open subgroup Kf,i <
Gi(Af) and define
(1.3) Kf =
∏
i
Kf,i and [G]Kf = [G]/Kf .
By a theorem of Borel and Harish-Chandra [BHC62], the homogeneous space
[G] comes with a Haar probability measure which we denote by dg. It in-
duces a probability measure on [G]Kf (by restriction to the continuous right
Kf -invariant functions on [G]) which we also denote by dg for simplicity.
1.3.1. Toral packets and discriminants. For each i ∈ {0, . . . , s} we let ιi be
an embedding of an imaginary quadratic field K into the quaternion algebra
Bi(Q). We thus obtain an induced morphism of Q-algebraic groups
ιi : TK → Gi
and a diagonal morphism
ι : TK → G.
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We denote its image by
(1.4) Tι =
{
(ι0(t), . . . , ιs(t)) : t ∈ ResK/Q(Gm)/Gm
}
.
For g = (g0, . . . , gs) in G(A) and a tuple ι = (ι0, . . . , ιs) of embeddings as
above, we denote by
[Tιg] = G(Q)\G(Q)Tι(A)g ⊂ [G]
the associated (compact) toral packet and by [Tιg]Kf its projection to [G]Kf .
The arithmetic complexity of the toral packet [Tιg] is measured using the
notion of discriminant; in the present case we define the discriminant as
disc([Tιg]) = min
i=0,...,s
disc([Tιigi]).
where [Tιigi] is the projection of [Tιg] to the i-th factor [Gi] and the dis-
criminant disc([Tιigi]) is defined in [ELMV11, §4].
1.3.2. The main theorem. We are now able to formulate the dynamical input
for Theorem 1.3, which is of independent interest.
Theorem 1.6 (Equidistribution of diagonal torus orbits). Let q1, q2 be two
distinct odd primes. Let Tn = Tιn < G for n ≥ 1 be a sequence of tori as
in (1.4) with underlying fields Kn such that q1 and q2 both split in Kn for
every n. For any n ≥ 1 let gn ∈ G(A).
Let Kf < G(Af) be a compact open subgroup as in (1.3). We assume that
for every i = 0, . . . , s the reduced norm NrBi induces a surjective map
NrBi : Kf,i ։ Ẑ
×/
(Ẑ×)2.(1.5)
If disc([Tngn])→∞ as n→∞ the sequence of packets [Tngn]Kf equidis-
tributes on [G]Kf . That is, for any Kf -invariant function f ∈ Cc([G]) we
have ∫
[Tn]
f(tgn)dt→
∫
[G]
f(g)dg
as n → ∞ where the left-hand side denotes the integral with respect to the
Haar probability measure.
Remark 1.7. The condition (1.5) is in particular satisfied if Kf,i = PÔi× for
an Eichler order Oi in Bi(Q) – see also §9.3 for this well-known fact.
The proof of Theorem 1.6 is a consequence of the classification of join-
ings of higher rank diagonalizable actions by Einsiedler and Lindenstrauss
[EL17] as formulated in Theorem 8.4. For this, the splitting assumption
is crucial. Such an assumption is commonly called a Linnik-type condition
and imposing two such splitting conditions gives rise to higher-rank diago-
nalizable acting groups. It is reasonable to expect that Theorems 8.4, 1.6
and 1.3 remain true without this assumption (as is the case for a single fac-
tor). However, a proof without this assumption would require a completely
different argument.
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The joinings classification [EL17] allows us to show that any weak∗-limit
of the measures on the packets [Tngn] is invariant under the image of the
simply connected cover of G in G(A). Thus, Theorem 1.6 is reduced to
the verification of equidistribution for functions in the character spectrum.
Under the assumption (1.5), the character spectrum on [G]Kf is trivial and
hence equidistribution holds. In Corollary 10.4, we provide an equivalent
condition to equidistribution for a general compact open subgroup Kf under
the assumption that the underlying quadratic fields Kn for n ≥ 1 do not
belong to a finite set of exceptional fields determined by Kf .
Remark 1.8. As pointed out above, Theorem 1.6 is a rather direct applica-
tion of the classification of joinings of higher rank diagonalizable actions due
Einsiedler and Lindenstrauss [EL17]. There is by now a number of works
building on this deep and powerful result, for instance [AES16b, AES16a,
AEW19, Kha20]. As far as we know, the deepest of these applications is
the work of Khayutin [Kha19] who made striking progress on the mixing
conjecture by Venkatesh and the third named author (see [EMV13]).
1.4. Structure of the paper. As this article brings together two different
areas of research from dynamics and number theory, the authors have put an
effort into making it accessible to both of these communities. In particular,
most of the material discussed in sections 3, 4, 5 will probably be considered
standard by many number theorists but we hope this will be helpful to
dynamicists. As explained above, the main theorem (Theorem 1.3) follows
from Theorem 1.6 which is an equidistribution result of adelic toral orbits.
Therefore, we first need to describe the objects above in adelic terms. In
Section 3 we give an adelic description of the set of complex elliptic curves. In
Section 4 we describe adelically the complex multiplication curves, the action
of the Picard group on them, and the reduction map red∞. In Section 5 we
describe adelically the set of the supersingular elliptic curves together with a
natural measure on them, the associated reduction map and its compatibility
with the Picard group action. Then, in Section 6 we combine the result of
the previous sections to show compatibility between the reductions maps at
different primes. This enables us to derive Theorem 1.3 from Theorem 1.6
in Section 7. The proof of Theorem 1.6 is then done in two steps: In Section
8 we show that the limiting measure of the toral orbits is invariant under
the image of the simply-connected cover and in Section 9 we show that
equidistribution holds for Kf -invariant functions. Finally in Section 10 we
discuss further possible strengthenings of our main results.
1.5. Acknowledgements. We would like to thank Brian Conrad, Henri
Darmon, Dick Gross, Jennifer-Jayne Jakob, Ilya Khayutin, Bjorn Poonen,
Dinakar Ramakrishnan and Tomer Schlank for helpful discussions. Part
of this work was carried out while Ph. M. was visiting the Department of
Mathematics at Caltech, while M. L. was visiting the Einstein institute of
Mathematics at the Hebrew University of Jerusalem, and while the authors
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ics: Topology and Numbers”.
2. Notations and background
If E/k is an elliptic curve defined over a field k we will in general see it as
defined over an algebraic closure k. In particular, its ring of endomorphism
End(E) is the ring for E/k and likewise for the set of isogenies Hom(E,E′)
(plus the constant zero map) between two elliptic curves E/k and E′/k and
similarly for the set of isomorphisms. Also we will usually use the same
notation E for an elliptic curve and its isomorphism class.
By A (resp. Af) we mean the ring of adeles (resp. finite adeles) over Q and
more generally given a subset S of the set V of places of Q we let QS be the
restricted product of Qv for v ∈ S with respect to the sequence (Zp)p∈S . We
also write Vf for the set of finite places (i.e. for the set of rational primes).
For any affine algebraic group G defined over Q, we denote by G(A)
(resp. G(Af)) the group of its adelic (resp. finite adelic) points and more
generally by G(QS) =
∏′
v∈S
G(Qv) the group of its QS-points. In particular,
if V is a finite dimensional Q-vector space, we denote the sets of its v-adic
points, QS-points, finite adelic, and adelic points by V (Qv) = Vv = V ⊗QQv,
V (QS), V (Af), and V (A) respectively.
We will use this notation also for a number field K or more generally a
finite dimensional Q-algebra. That is, the rings of v-adic, QS-, finite adelic,
and adelic points of K will be denoted by Kv = K(Qv), K(QS), K(Af), and
K(A) respectively. Furthermore, viewing the multiplicative group K× of K
as a Q-algebraic group (which we also denote by ResK/Q(Gm)), we write
K×v = K
×(Qv), K
×(QS), K
×(Af), and K
×(A) respectively.
2.1. Homogeneous spaces. Equipped with the respective natural topolo-
gies, the groups G(Qv),G(QS), G(Af), and G(A) are locally compact groups.
The group of rational points G(Q) then embeds discretely in G(A) via the
diagonal embedding. We denote by [G] the quotient
[G] = G(Q)
∖
G(A)
and if K < G(A) is a subgroup, we denote the associated double quotient
by
[G]K = [G]/K = G(Q)
∖
G(A)
/
K.
For g ∈ G(A) an element and A ⊂ G(A) a subset we denote their images in
[G] or [G]/K by [g], [g]K and [A], [A]K respectively. If the subgroup K is
understood, we will sometimes drop the index K from the notation above
and just write [g] for the class [g]K .
If G has no non-trivial Q-characters (which will always be the case in this
paper), G(Q) is a lattice in G(A) [PR94, Thm. 5.5] and the groups G(Qv),
G(QS), G(Af), and G(A) are unimodular. In general, we denote by m[G] (or
sometimes simply dg) a G(A)-invariant measure on the quotient [G] (which
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is unique up to scaling). If G(Q) is a lattice in G(A), we always normalize
m[G] to be a probability measure.
For K < G(A) a compact subgroup, we write m[G]K for the induced
measure on [G]K which is the restriction of m[G] to the space of K-invariant
continuous functions on [G] of compact support. This measure on [G]K is a
probability measure whenever m[G] is.
Whenever Kf < G(A) is a compact open subgroup, we will call
G(Q)
∖
G(A)
/
G(R)×Kf
the class set of Kf . This is always a finite set [PR94, Thm. 5.1].
2.2. Lattices. A lattice L in a finite-dimensional Q-vector space V is a
finitely generated Z-module containing a Q-basis of V . We denote by L(V )
the space of all lattices in V . In the following, q will always denote a (finite)
prime. A lattice Lq ⊂ Vq is a finitely generated Zq-module containing a
Qq-basis of Vq and we denote by L(Vq) the space of all lattices in Vq. Given
L ∈ L(V ) we write Lq = L ⊗Z Zq ∈ L(Vq) for the closure of L in Vq and
moreover LS =
∏
q∈S Lq whenever S ⊂ Vf as well as L̂ =
∏
q Lq.
2.2.1. The local-global principle. Let L0 ⊂ V by a fixed lattice. The local-
global principle for lattices states that the map
L 7→ L̂ = (Lq)q
is a bijection
L(V ) ≃ L(V̂ ) :=
∏′
q
L(Vq).
Here, we denote by
∏′
q
L(Vq) the set of sequences (Lq)q of local lattices
Lq ⊂ Vq such that for all but finitely q we have Lq = (L0)q. Equivalently,
L(V̂ ) is the set of Ẑ-modules in V̂ commensurable with L̂0. We remark that
the definition of L(V̂ ) is independent of the choice of lattice L0 ⊂ V . The
inverse map is given by
(2.1) L̂ = (Lq)q 7→ V ∩ L̂ :=
⋂
q
V ∩ Lq ⊂ V.
2.2.2. Interpretation in terms of adelic quotients. Let GLV denote the gen-
eral linear group of V . If V = Qn, we denote this group by GLn. The group
GLV (Q) acts transitively on L(V ) and each of the local groups GLV (Qq) acts
transitively on the local space L(Vq). These local actions induce a transitive
action
GLV (Af)y L(V̂ )
and therefore a transitive action GLV (Af)y L(V ) by the local-global prin-
ciple: given gf ∈ GLV (Af) and L a lattice in V we have
gf .L = V ∩ (gf .L̂).
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This action is compatible with the classical action GLV (Q) y L(V ): if
δf : GLV (Q) →֒ GLV (Af) denotes the diagonal embedding, one has for any
lattice L in V and any gQ ∈ GLV (Q)
gQ.L = δf(gQ).L.
Let GLV (Z), GLV (Ẑ) be the stablilizers of L0 under the corresponding ac-
tions. It follows that
L(V ) ≃ GLV (Q)/GLV (Z) ≃ GLV (Af)/GLV (Ẑ)(2.2)
≃ GLV (Q)
∖
GLV (Q)×GLV (Af)/GLV (Ẑ).
For the last bijection the group GLV (Q) is embedded diagonally in the
product GLV (Q)×GLV (Af) and the bijection is induced by the map
gQgf ∈ GLV (Q)×GLV (Af) 7→ g−1Q gf .L0 ∈ L(V ).
Let L(V∞) be the space of ‘real’ lattices in V∞ = V ⊗Q R (i.e. discrete
subgroups of maximal rank). We have the identification
L(V∞) ≃ GLV (R)/GLV (Z)
and the following identification in terms of adelic groups :
(2.3) L(V∞) ≃ GLV (Q)\GLV (A)/GLV (Ẑ).
In the latter, GLV (Q) is embedded diagonally in GLV (A) and the bijection
is induced by the map
(2.4) g∞gf ∈ GLV (A) 7→ g−1∞ gf .L0 ∈ L(V∞).
2.2.3. Commensurability. We recall the following definition.
Definition 2.1. Two lattices L,L′ ∈ L(V∞) are commensurable if there is
an integer n 6= 0 such that nL′ ⊂ L.
For any L ∈ L(V∞) we denote by
L0 := L⊗Z Q
the Q-subspace of V∞ spanned by L. Then two lattices L,L
′ ∈ L(V∞) are
commensurable if and only if L0 = (L′)0. Hence, the commensurability class
of L is simply the set of lattices in L0, that is,
L(L0) = GLV (Q).L.
Here, GLV (Q) is viewed as a subgroup of GLV (R). Alternatively, if g∞ ∈
GLV (R) is such that g
−1
∞ L0 = L, then
L(L0) = g−1∞ GLV (Q).L0 = g−1∞ GLV (Af).L0.
In other terms the map (2.4) provides the following identitifation for the
commensurability class of L:
(2.5) L(L0) ≃ GLV (Q)\GLV (Q)g∞GLV (Af)/GLV (Ẑ).
By the set on the right-hand side we mean the image under the quotient
map to (2.3) of the set GLV (Q)\GLV (Q)g∞GLV (Af).
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Remark 2.2. This is only interesting for the place v = ∞; the lattices in
L(V ) or L(Vp) are all commensurable.
2.3. Quadratic fields and tori. In this paper, K will usually denote a
quadratic extension of Q (almost always imaginary). We denote by TrK
and NrK the trace and norm on K and denote in the same way the natural
extensions to Kv, K(QS), K(Af) and K(A). Recall that we view the multi-
plicative group K× of K as a Q-algebraic group (which is resK/QGm). We
will usually denote the projective group by
TK = ResK/Q(Gm)/Gm.
2.3.1. Quadratic Orders. We write OK for the ring of integer of K. Recall
that a subring O ⊂ K is an order if O is a Z-lattice in K. It follows that
O ⊂ OK and that there is a unique integer c = c(O) > 0 (the conductor of
O) such that
O = Z+ cOK.
The discriminant of O is disc(O) = det(TrK(eiej))i,j=1,2 where (e1, e2) is
any Z-basis of O. One has
disc(O) = disc(OK)c
2.
2.4. Quaternion Algebras. In this paper B will usually denote a quater-
nion algebra over Q (possibly the split quaternion algebra Mat2 of 2 × 2
matrices over Q). Given a (possibly empty) finite set of places S of Q with
|S| even, there is up to Q-isomorphism a unique quaternion algebra BS
ramified exactly at the places in S (see e.g. [Voi18, Thm. 14.6.1]). Any
quaternion algebra over Q is of this form. We say that B is definite if B(R)
is isomorphic to the algebra of Hamiltonian quaternions and otherwise we
say that it is indefinite.
Denote by TrB and NrB the (reduced) trace and (reduced) norm on B.
Let B0 ⊂ B be the subspace the quaternions of trace 0 and let B1 be the
group the quaternions of norm 1.
TheQ-algebraic group of unitsB× acts on the Q-spaceB0 by conjugation.
The image of B× in GLB0 is isomorphic to the quotient of B
× by its center
and is called the projective group of units of B. We denote it by
Gm\B× = PB×.
The group PB× is Q-almost simple with trivial center and its simply con-
nected cover is the group of norm one units B1. These two connected groups
are anisotropic over Q if and only if B = Mat2.
Notice that the conjugation action preserves the norm form NrB restricted
toB0, therefore PB× ⊂ SONrB|B0 , and since these two groups are connected,
we have an isomorphism of Q-groups
PB× ∼= SONrB|B0 ,
see [Vig80, Ch. I, Thm. 3.3].
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Write G = PB× for simplicity. By the above, the homogeneous space
[G] for the group G has finite volume (i.e. G(Q) is a lattice in G(A)). We
note that if B 6= Mat2, [G] is in fact compact.
2.4.1. Integral structures. The choice of an order O ⊂ B(Q) defines an in-
tegral structure on G = PB× by setting
G(Z) = {g ∈ G(Q) : gOg−1 = O}
The integral structure also provides distinguished local and global compact
open subgroups, namely, for any prime p the subgroups
G(Zp) = {g ∈ G(Qp) : gOpg−1 = Op}
and the product
G(Ẑ) =
∏
p
G(Zp) < G(Af).
If B = Mat2, we will always choose the integral structure defined by O =
Mat2(Z). In this case, G(Z) equals PGL2(Z), i.e. the image of GL2(Z) in
PGL2(Q).
2.4.2. Quadratic fields and Quaternions. Let us recall that a quadratic num-
ber field K embeds in a quaternion algebra B if and only if the following
local conditions are satisfied:
(i) If B is definite, then K is imaginary.
(ii) If p is a ramified prime of B, then p is non-split in K.
This is a consequence of the Hasse-Minkowksi theorem applied to the qua-
dratic form NrB|B0 .
Suppose we have such an embedding
ι : K →֒ B.
Then we have for any z ∈ K
TrB(ι(z)) = TrK(z), NrB(ι(z)) = NrK(z).
The embedding ι also induces an embedding for the multiplicative and pro-
jective Q-groups which we denote in the same way by
ι : K× →֒ B×, TK →֒ G = PB×.
In fact ι(K×) ⊂ B× and ι(TK) ⊂ PB× are the stabilizers in B× or PB× of
the line Q.ι(z0) ⊂ B0(Q) where z0 ∈ K is any non-zero element with trace 0.
3. Complex elliptic curves
Let Ell∞ be the set of elliptic curves over C up to isomorphism. Any
elliptic curve E admits a complex uniformization, that is, it is isomorphic
as a Riemann surface to a quotient
E ≃ C/Λ
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where Λ ⊂ C is a Z-lattice. Conversely for Λ as above, define the Eisenstein
series
Gk(Λ) :=
∑
λ∈Λ−{0}
λ−2k
when k ≥ 2 as well as
g2(Λ) = 60G2(Λ), g3(Λ) = 140G3(Λ).
The curve with equation
y2 = 4x3 − g2(Λ)x− g3(Λ)
has j-invariant
j(Λ) = 1728
g32(Λ)
g32(Λ)− 27g23(Λ)
= j(E)
and is isomorphic to E ≃ C/Λ; cf. [Ser73, Chap. 7, §2].
Given two elliptic curves E ≃ C/Λ, E′ ≃ C/Λ′, the set of isogenies from
E to E′ is given by
Hom(E,E′) ≃ {z ∈ C : zΛ ⊂ Λ′}.
In particular, two curves are isomorphic if and only if
Λ′ = zΛ
for some z ∈ C× (i.e. the lattices Λ and Λ′ are C×-homothetic). Taking
E′ = E one has
End(E) = {z ∈ C : zΛ ⊂ Λ} and Aut(E) = End(E)×.
The endomorphism ring End(E) is either Z (the generic case) or an order
O in an imaginary quadratic field K. In this last case, one says that E has
(exact) complex multiplication by O and we discuss this further in the next
section. In any case we set
End0(E) = End(E) ⊗Z Q ⊂ C and
Aut0(E) = End0(E)× = End0(E) \ {0} ⊂ C×.
Let L(C) be the space of Z-lattices in C. The map
(3.1) Λ ∈ L(C) 7→ EΛ = C/Λ
induces a bijection
C×\L(C) ≃ Ell∞.
Furthermore, any Z-lattice in C is C×-homothetic to a lattice of the form
Λz = Z+ Z z
for some z ∈ H where H = {z ∈ C : ℑz > 0} is the upper-half plane.
Moreover, two such lattices Λz,Λz′ are homothetic if and only if
z′ = γ.z =
az + b
cz + d
for some γ =
(
a b
c d
)
∈ SL2(Z).
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From this we obtain the usual identification
Ell∞ ≃ SL2(Z)\H = Y0(1)
of Ell∞ with the complex points of the modular curve.
In the sequel, we identify C with the Euclidean plane R2 by matching the
R-basis (1, i) of C with the canonical basis ((1, 0), (0, 1)) of R2. We denote
this identification by
θi : C ≃ R2.(3.2)
Under this identification, the action of the group C× ≃ R>0 × S1 on C by
multiplication corresponds to the standard action of R>0 × SO2(R) on R2.
By (2.3) we have the adelic description
C×\L(C) ≃ R>0SO2(R)\L(R2)
≃ R>0GL2(Q)\GL2(A)/SO2(R)GL2(Ẑ).(3.3)
Since A× = Q×R>0Ẑ
×, C×\L(C) is expressed as an adelic quotient of the
projective group
C×\L(C) ≃ PSO2(R)\PGL2(R)/PGL2(Z)
≃ PGL2(Q)\PGL2(A)/PSO2(R)PGL2(Ẑ).
Recall here from §2.4.1 that PGL2(Ẑ) denotes the image of GL2(Ẑ) in
PGL2(Af) under the natural projection. We denote the resulting identi-
fication
(3.4) ψ∞ : Ell∞ ≃ PGL2(Q)\PGL2(A)/PSO2(R)PGL2(Ẑ)
3.1. Isogenies. Given E = C/Λ a complex elliptic curve, let
Y (E) = {[E′] : Hom(E′, E) 6= 0} ⊂ Ell∞
be the set of isomorphism classes of complex elliptic curves E′ isogenous to
E (recall that being isogenous is an equivalence relation).
Given E′ ≃ C/Λ′ isogenous to E, there is z ∈ C× such that zΛ′ ⊂ Λ. In
other terms, zΛ′ is commensurable with Λ; cf. §2.2.3. Conversely, if Λ′ is
commensurable with Λ then E′ ≃ C/Λ′ is isogenous to E: given n 6= 0 such
that nΛ′ ⊂ Λ the map
[×n] : z + Λ′ ∈ C/Λ′ 7→ nz + nΛ′ +Λ ∈ C/Λ
gives an isogeny. Therefore, the map (3.1) gives an identification between
Y (E) and C×-homothety classes of lattices commensurable to Λ. In other
words, it induces a bijection
Y (E) ≃ C×\C×L(Λ0)
Here, Λ0 = Λ ⊗Z Q, see §2.2.3 for the notation. Let g∞ ∈ GL2(R) be such
that Λ = g−1∞ .Z
2. In terms of the identifications (3.3) and (3.4) we have
(cf. (2.5))
(3.5) Y (E) ≃ GL2(Q)\GL2(Q)g∞GL2(Af)/R>0SO2(R)GL2(Ẑ).
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and letting g∞ denote the projection of g∞ to PGL2(R)) we obtain
(3.6)
ψ∞|Y (E) : Y (E) ≃ PGL2(Q)\PGL2(Q)g∞PGL2(Af)/PSO2(R)PGL2(Ẑ).
Remark 3.1. Since the stabilizer of Λ0 in C× is Aut0(E), we also have
(3.7) Y (E) ≃ Aut0(E)\L(Λ0).
4. CM elliptic curves
4.1. Curves with complex multiplication. Let us recall that given an
imaginary quadratic field K ⊂ C, a complex elliptic curve E ≃ C/Λ has
complex multiplication (CM) by K if
(4.1) End0(E) := End(E)⊗Z Q = K ⊂ C.
In that case the ring of endomorphisms End(E) is isomorphic to an order
O in K:
(4.2) End(E) ≃ O
and one then says that E has CM by O.
We denote by EllcmK the set of C-isomorphism classes of elliptic curves E
with complex multiplication by K and by EllcmD or Ell
cm
O ⊂ EllcmK the subset
consisting of elliptic curves E with CM by O where D = disc(O). We have
a decomposition as a disjoint union
EllcmK =
⊔
O⊂K
EllcmO
where O ranges over all the orders of K.
4.1.1. Explicit description in terms of the complex uniformization. As a
general remark, an elliptic curve E given by its complex uniformization
E(C) = C/Λ has CM by an order O ⊂ K if and only if
End(Λ) = {z ∈ C : zΛ ⊂ Λ} = O.
An example of such an elliptic curve is given by
EO(C) = C/O
since obviously End(O) = O.
Proposition 4.1. The map (3.1) induces a bijection
EllcmK ≃ K×\L(K)
where L(K) denotes the set of Z-lattices in the Q-vector space K as in §2.2.
In particular, all elliptic curves with CM by K are isogenous and for any
E ∈ EllcmK we have
EllcmK = Y (E).
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Proof. We start the proof by showing the last claim in the proposition. Let
O ⊂ K be a fixed order and denote by EO the curve as defined above.
Let E ∈ EllcmK have CM by an order O ′ ⊂ K and let C/Λ be a complex
uniformization. Write Λ = Zω1 + Zω2 for ω1, ω2 ∈ C and let ω = ω2/ω1.
Then E is isomorphic to the curve Eω ≃ C/Λω where
(4.3) Λω = Z1 + Zω.
The curve Eω also has CM by O
′, that is,
End(Λω) = End(Λ) = O
′.
In particular, we have
O
′ = O ′.1 ⊂ Λω
and therefore (since Λω is a lattice) Λω and O
′ are commensurable. Since
all orders in K are commensurable (see also §2.3.1), Λω is commensurable
to O which implies that Eω and therefore E are in the isogeny class of EO .
Conversely, let E ∈ Y (EO) and write E(C) ≃ C/Λ where Λ is commensu-
rable to O so that in particular Λ ⊂ K. Its ring of endomorphisms End(Λ)
contains nO for some non-zero integer n. Indeed, for any w ∈ O there is a
non-zero integer k such that kwΛ ⊂ Λ as Λ contains a Q-basis of K. As O
is Z-module of finite rank, we find such an integer n. Thus, End(Λ) is an
order in K. It follows that
EllcmK = Y (EO).
From the discussion in §3.1 we have (cf. (3.7))
EllcmK = Y (EO) ≃ Aut0(EO)\L(K) = K×\L(K)
which proves the claim. 
4.1.2. The Picard group and its action. We now recall the structure of EllcmO
for O ⊂ K an order.
Definition 4.2. A (fractional) proper O-ideal is a lattice a ⊂ K such that
End(a) = {z ∈ K : za ⊂ a} = O.
We denote the set of proper O-ideals by I(O) ⊂ L(K).
The group K× acts on I(O) by multiplication and from Definition 4.2
and the proof of Proposition 4.1, the restriction of the map (3.1) to I(O)
yields the bijection
(4.4) EllcmO ≃ K×\I(O).
Let us recall that O is a Gorenstein ring, so the set of proper O-ideals
I(O) is exactly the set of O-modules in K which are locally free of rank 1
and so invertible [ELMV12, §2.3]. The set I(O) is therefore stable under
multiplication of O-ideals and forms a commutative group whose neutral
element is O.
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Definition 4.3. The quotient
Pic(O) = K×\I(O)
is the quotient of the group I(O) by the subgroup of non-zero principal O-
ideals and is called the Picard group of O.
It is a very classical result that Pic(O) is a finite group, see for example
[Cox89, Thm. 2.13, 7.7]. The set EllcmO is in bijection with Pic(O); it is not
a group a priori but comes very close being one.
Proposition 4.4. The set EllcmO is endowed with a simply transitive action
of the Picard group Pic(O).
Proof. The action of the Picard group is defined as follows. Let E ∈ EllcmO
and by (4.4) let Λ ∈ I(O) such that E(C) ≃ C/Λ. Furthermore, let a be
a proper O-ideal and write a−1 ∈ I(O) for its inverse. The set a−1Λ is in
I(O) and hence is a lattice in C satisfying
End(a−1Λ) = O.
It follows that
(4.5) a ⋆ E := C/a−1Λ
has CM by O and it is easy to check that its isomorphism class depends
only on the classes of a and E. This action is transitive since
a ⋆ EO = C/a
−1
and simply transitive because of the bijection EllcmO ≃ Pic(O) in (4.4). 
Remark 4.5. For the sequel it will be useful to take note of the isomorphism
of O-modules
Hom(a ⋆ E,E) = {z ∈ C : za−1Λ ⊂ Λ} = a
where O acts on the left on Hom(a ⋆E,E) via postcomposition by isogenies
of E. Conversely, one verifies that the map u + a−1Λ 7→ [z ∈ a → zu + Λ]
induces a bijection
(4.6) HomO(a, E) ≃ a ⋆ E(C)
where HomO denotes the O-module homomorphisms.
4.1.3. The Galois action. This section is not strictly necessary for the rest
of this exposition.
For any elliptic curve E over C and σ ∈ Aut(C) the elliptic curve Eσ has
the same ring of endomorphism as E. Since EllcmO is finite and its elements
are characterized by their j-invariant, the set of j-invariants of the curves
in EllcmO is finite and permuted by Aut(C). The j-invariants are therefore
algebraic numbers. In fact, they are algebraic integers generating the same
abelian extension of K (the field of fractions of O): for any E ∈ EllcmO
K(j(E)) = HO
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whereHO is the ring class field of O. In particular, any elliptic curve E with
CM by O has a model defined over HO . For instance for j(E) 6= 0, 1728 the
curve with equation
(4.7) E′ : y2 + xy = x3 − 36
j(E)− 1728x−
1
j(E) − 1728
is such a model.
In addition, the Galois and the Picard actions are compatible: let us
denote the Artin map from class field theory by
(
HO/K
· ) : Pic(O) ≃ Gal(HO/K).
Given [a] ∈ Pic(OK) and σ = (HO/K[a] ) we have
(4.8) [a ⋆ E] = [Eσ ].
See [Ser67, p. 293] for a proof when O = OK is the full ring of integers and
[Sut19, §22] in general.
4.2. The set of CM elliptic curves as an adelic quotient. We now
give an adelic description of the action
Pic(O)y EllcmO ⊂ EllcmK ⊂ Ell∞.
Let GLK = EndQ(K)
× be the linear group of the Q-vector space K. We
have an injection K× →֒ GLK(Q) via the multiplicative action of K× on K.
By Proposition 4.1 and the local-global principle for lattices, we have
EllcmK ≃ K×\L(K) ≃ K×\GLK(Af).Ô
≃ K×\GLK(Af)/GLK(Ẑ).
Here GLK(Ẑ) is the stabilizer of Ô under the action of GLK(Af) on K(Af).
By Proposition 4.4 we have that the inclusion
EllcmO ⊂ EllcmK
corresponds to the homothety classes of lattices which are proper O-ideals:
K×\I(O) ⊂ K×\L(K).
As already discussed the proper O-ideals are precisely the locally free ones:
for any a ∈ I(O) there is tf ∈ K×(Af) such that
(4.9) a = K ∩ â where â = tfÔ.
Conversely, for any â = tfÔ the formula (4.9) defines a proper O-ideal.
Moreover, tf is uniquely defined modulo Ô
× and therefore
K×\I(O) = Pic(O) ≃ K×\K×(Af)/Ô×
which gives an adelic description of the group Pic(O).
If one prefers to think in terms of homothety classes of lattices one has
K×\I(O) ≃ K×\K×(Af).Ô ≃ K×\K×(Af).GLK(Ẑ)/GLK(Ẑ).
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Indeed, note that by definition of GLK(Ẑ) the stabilizer of Ô is the sta-
bilizer of the identity coset in GLK(Af) /GLK(Ẑ). It is equal to K
×(Af) ∩
GLK(Ẑ) = Ô
×. Thus, the two descriptions are compatible:
K×\K×(Af).GLK(Ẑ)/GLK(Ẑ) ≃ K×\K×(Af)/Ô×.
To summarize, we have the identifications
EllcmO ≃ K×\K×(Af)/Ô× ≃ Pic(O)(4.10)
≃ K×\K×(Af).GLK(Ẑ)/GLK(Ẑ)(4.11)
and the action of Pic(O) on EllcmO is realized as follows:
Proposition 4.6. If a ∈ I(O) and tf ∈ K×(Af) are related by (4.9), the
isomorphism class of a⋆EO is represented in (4.10) resp. (4.11) by the class
[t−1f ] = K
×t−1f Ô
× resp. K×t−1f .GLK(Ẑ).
Proof. From the proof of Proposition 4.4 it follows that the homothety class
of lattices corresponding to a⋆EO under the identification C
×\L(C) ≃ Ell∞
is given by the lattice a−1 ∈ I(O) ⊂ L(K). The statement is thus a direct
consequence of (4.9). 
4.3. The map red∞. In this section we describe the map red∞ adelically.
Let us recall that
Ell∞ ≃ GL2(Q)\GL2(A)/R>0SO2(R)GL2(Ẑ)
≃ PGL2(Q)\PGL2(A)/PSO2(R)PGL2(Ẑ)
As we have seen, the elliptic curves with CM byK correspond to the isogeny
class of EO and to the sublattices of K
(4.12) EllcmK = Y (EO) ≃ C×\C×L(K)
where K is viewed as a Q-vector space of dimension 2 inside the R-vector
space C = R2 and the sublattices of K are the images of one of them (say O)
under all the invertible Q-linear maps on that space (see §2.2.3). Concretely,
we choose a Z-basis O = Zω1 + Zω2. This choice gives isomorphisms
(4.13) θ : O → Z2, θ : K→ Q2
as well as Z and Q-algebra embeddings
ι : O = End(O) →֒ O := Mat2(Z), ι : K = End(O)0 →֒ B := Mat2(Q)
satisfying
• Compatibility: for all z ∈ K× and w ∈ K
θ(z.w) = ι(z)(θ(w)).
• Optimality:
(4.14) ι(K) ∩ O = ι(O).
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Restricting ι to K×, we obtain an embedding of Q-algebraic groups
ι : ResK/Q(Gm) →֒ GL2
where we recall that we view K× = ResK/Q(Gm). We denote the image by
ι(K×) for which (4.14) translates into
ι(K×)(Af) ∩GL2(Ẑ) = ι(Ô×).
Remark 4.7. If one chooses another basis, the induced embedding ι′ will be
GL2(Q)-conjugate to ι and in particular the corresponding torus ι
′(ResK/Q(Gm))
will be GL2(Q)-conjugate to ι(ResK/Q(Gm)).
Let g∞ ∈ GL2(R) be the R-linear extension of θ where we have K⊗QR =
C = R2 under (3.2). We have
(4.15) ι(K×)(R) = g∞R>0SO2(R)g
−1
∞
as well as K = g∞Q
2. As of (4.12) we obtain by applying the characteriza-
tion of commensurability classes in (2.5) (see also (3.5))
(4.16) EllcmK ≃ GL2(Q)\GL2(Q)g∞GL2(Af)/R>0SO2(R)GL2(Ẑ)
by identifying elliptic curves over C with homothety classes of lattices C.
The set Ellcm
O
correspond under this identification to the homothety classes
of the lattices
g−1∞ .ι(K
×)(Af).Z
2
by the adelic description in §4.2. As a subset of (4.16), EllcmO corresponds
to
GL2(Q)g∞ι(K
×)(Af)R>0SO2(R)GL2(Ẑ)
= GL2(Q)ι(K
×)(A)g∞R>0SO2(R)GL2(Ẑ)
by (4.15). More precisely if a ∈ I(O) and tf ∈ K×(Af) are related by (4.9),
the homothety class of the lattice a is given by
[ι(tf)g∞] = GL2(Q)ι(tf)g∞R>0SO2(R)GL2(Ẑ).
Passing to the projective group, let
ι : TK = ResK/Q(Gm)/Gm →֒ PGL2
be the induced embedding. For t ∈ K× we denote by t ∈ TK the image.
From (3.4) recall that we denote by ψ∞ the identification of Ell∞ with
an adelic double quotient of PGL2. Summarizing the above, we get the
following proposition.
Proposition 4.8. Let g∞ ∈ PGL2(R) be the image of g∞ under the natural
projection. Under ψ∞ the set Ell
cm
O is mapped to
ψ∞(Ell
cm
O ) = [ι(TK)(A).g∞] = PGL2(Q)ι(TK)(A)g∞PSO2(R)PGL2(Ẑ)
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which is the image of the adelic torus orbit PGL2(Q)ι(TK)(A)g∞. Moreover,
if a ∈ I(O) and tf ∈ K×(Af) are related by (4.9), i.e. â = tf .Ô, then
red∞(a ⋆ EO) is represented by the class
ψ∞(red∞(a ⋆ EO)) = [ι(t
−1
f )g∞] = PGL2(Q)ι(t
−1
f )g∞PSO2(R)PGL2(Ẑ).
5. Supersingular elliptic curves
Recall that an elliptic curve E0/k defined over an algebraically closed
field is supersingular if its endomorphism ring End(E0) is an order in a
quaternion algebra. In that case, the characteristic of k is a prime, say p
and the quaternion algebra
(5.1) B = End(E0)⊗Q
is (isomorphic to) the quaternion algebra B∞,p defined over Q ramified ex-
actly at ∞ and p. Moreover,
O := End(E0) ⊂ B
is a maximal order; cf. [Deu41] or [Voi18, Thm. 42.1.9]. In addition E0
has a model defined over Fp2 . In particular, the set of j-invariants of such
supersingular curves over k is finite and so there are only finitely many
isomorphism classes. We denote by Ellssp the (finite) set of isomorphism
classes of supersingular elliptic curves over Fp.
The first aim of this section is to recall how Ellssp is realized as an adelic
quotient. We will show the following.
Proposition 5.1. Let G = PB× = B×/Gm be the projective group of units
of B and let G(Ẑ) be the image in G(Af) of the open compact subgroup
Ô× ⊂ B×(Af). There is a natural identification
(5.2) ψp : Ell
ss
p ≃ G(Q)
∖
G(Af)
/
G(Ẑ) ≃ G(Q)
∖
G(A)
/
G(R)G(Ẑ).
We start with an analogue of Proposition 4.1.
Proposition 5.2. The set Ellssp form a single isogeny class.
Proof. If E is isogenous to E0 then E is supersingular because given any
isogeny ϕ : E → E0 with dual ϕˆ : E0 → E, the map
ψ ∈ End(E0) 7→ ϕˆ ◦ ψ ◦ ϕ ∈ End(E)
is injective. Therefore, End(E) contains a Z-lattice of rank four and hence
E is supersingular.
Suppose now that E1, E2 are two supersingular curves defined over Fp2 .
Let k = Fq be a finite extension of Fp2 so that all endomorphisms of E1 and
E2 are defined over k and denote by π the q-th power Frobenius endomor-
phism. By Tate’s isogeny theorem [Sil09, Thm. 7.7] we have for any ℓ 6= p
an isomorphism
Homk(E1, E2)⊗ Zℓ → Homk(Tℓ(E1), Tℓ(E2)).(5.3)
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Here, Tℓ(E) denotes the ℓ-th Tate module of an elliptic curve E which is the
inverse limit of the groups of ℓn-torsion points. We show that the right-hand
side in (5.3) is non-trivial.
To this end, note that π commutes with any element of End(Ei) for
i = 1, 2 by definition of k and hence must be central and thus in Z. But then
q = deg(π) = ππˆ = π2 and so π =
√
q ∈ Z. Clearly, any homomorphism
Tℓ(E1)→ Tℓ(E2) is π-equivariant and we obtain the claim. 
5.1. Supersingular curves and ideal classes.
Definition 5.3. A (fractional) left-O-ideal I ⊂ B(Q) is a lattice, invariant
under multiplication on the left by O. We denote by I(O) the set of left-O-
ideals.
Two such ideals I, J are B×-homothetic if and only if there is some z ∈
B×(Q) such that J = Iz. We denote by
Cl(O) = I(O)/B(Q)×
the set of B×-homothety classes of left-O-ideals and by h(O) = |Cl(O)| its
cardinality.
We remark that also in general quaternion algebras h(O) < ∞ (see for
example [Voi18, Thm. 17.1.1]), but in our case finiteness of Cl(O) follows
from Proposition 5.4 that we now discuss. Let E0 be a supersingular curve
over Fp and let O and B as defined above.
Proposition 5.4. There is a one-to-one correspondence
Ellssp ≃ I(O)/B(Q)× = Cl(O).
Sketch of Proof. We briefly recall the principle of the proof and refer to
[Wat69, §3] and [Voi18, Ch. 42] for details.
In one direction, the map is given as follows: given E/Fp a supersingular
elliptic curve and ϕ : E → E0 an isogeny the set Hom(E,E0) is a left
O-module (via post-composition by isogenies of E0) and embeds into O via
ψ ∈ Hom(E,E0) →֒ ψϕˆ ∈ O
where ϕˆ : E0 7→ E is the dual of ϕ. Moreover, its image IE,ϕ = Hom(E,E0)ϕˆ
contains Oϕϕˆ = deg(ϕ)O so IE,ϕ is a left-O-ideal. One then checks that its
homothety class is independent of the choice of ϕ.
In the reverse direction, given a left-O-ideal I ⊂ B(Q), up to multiplying
I by some integer n 6= 0, we may assume that I ⊂ O. Let
H(I) =
⋂
φ∈I
ker φ ⊂ E0.
Then H(I) is a finite subgroup scheme and the quotient
(5.4) EI = E0/H(I)
is an elliptic curve satisfying
Hom(EI , E0) ≃ I.
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This isomorphism and the fact that these two maps are well-defined and
inverses of one another (upon taking isomorphism and homothety classes)
follow from [Wat69, Thm. 3.11]; the key point is that, since O is a maximal
order, the O-ideals above are kernel ideals ([Wat69, Thm. 3.15]). 
Proof of Proposition 5.1. Since O is maximal, any left O-ideal I is locally
principal (see [Voi18, Thm. 16.1.3]): for any prime ℓ
Iℓ := I ⊗ Zℓ = Oℓβℓ
for some βℓ ∈ B(Qℓ)× uniquely defined modulo (left multiplications by) O×ℓ
where Oℓ = O ⊗Z Zℓ. By the local-global principle for lattices, the map
βf = (βℓ)ℓ ∈ B×(Af) 7→ (Oℓβ−1ℓ )ℓ = (Iℓ)ℓ 7→ I
yields a bijection
I(O) ≃ B×(Af)/Ô×.(5.5)
Thus, we obtain
Cl(O) ≃ B×(Q)\B×(Af)/Ô×.
It follows from A×f = Q
×Ẑ× that the projection B× → G induces a bijection
(5.6) Cl(O) ≃ G(Q)
∖
G(Af)
/
G(Ẑ) ≃ G(Q)
∖
G(A)
/
G(R)G(Ẑ)
where the class of I = Ôβ ∩ B(Q) ⊂ O is mapped to the class of β−1.
Proposition 5.4 concludes the proof. 
5.2. A natural measure on Cl(O). The identification (5.2) provides the
finite set Cl(O) with a natural probability measure mCl(O) deduced from the
Haar measure on m[G] on [G]. In this section we compute the mass of the
various ideal classes [I] ∈ Cl(O).
To describe the measure we will need the following notion.
5.2.1. Right-orders.
Definition 5.5. For any left-O-ideal I we define its right-order by
OR(I) = {β ∈ B(Q) : Iβ ⊆ I}.
If I, J are two left-O-ideals in the same homothety class, their right-orders
are clearly B×(Q)-conjugate. More generally, if
I = αf ⋆O := Oα−1f
as in (5.5) for some αf = (αq)q ∈ B×(Af) then
(5.7) OR(I) = αfÔαf−1 ∩B(Q).
In particular, right-orders are locally maximal hence maximal.
Notice also that the action by conjugation of B×(Af) as in (5.7) is tran-
sitive on the set of maximal orders (for every prime ℓ, GL2(Qℓ) acts tran-
sitively on the maximal orders of Mat2(Qℓ) and a division algebra over the
local field Qℓ has only one maximal order). This implies that any maximal
order of B(Q) is the right-order of some (possibly non-unique) left-O-ideal.
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5.2.2. Computation of the measure.
Lemma 5.6 (Mass distribution). For any [I] ∈ Cl(O) we have
mCl(O)([I]) =
|OR(I)×/{±1}|−1∑
[J ]∈Cl(O) |OR(J)×/{±1}|−1
=
|OR(I)×|−1∑
[J ]∈Cl(O) |OR(J)×|−1
.
As noted in the introduction, Eichler’s mass formula (1.1) states that∑
[J ]∈Cl(O)
1
|OR(J)×/{±1}| =
p− 1
12
.
Proof. Recall that B is definite and therefore G(R) is compact. Write I =
αf ⋆O for some αf ∈ B×(Af). We have
mCl(O)([I]) = m[G]([αfG(R)G(Ẑ)])
where
[αfG(R)G(Ẑ)] = G(Q)\G(Q)αfG(R)G(Ẑ) ⊂ [G].
By unimodularity of G(A)
m[G]([αfG(R)G(Ẑ)]) = m[G]([G(R)αfG(Ẑ)αf
−1]).
Observe that
ÔR(I) = αfÔαf−1 and αfG(Ẑ)αf−1 = PÔR(I)×.
Now notice that the stabilizer of the identity coset under the right-action of
αfG(Ẑ)αf
−1 is
G(Q) ∩ αfG(Ẑ)αf−1 = POR(I)× := OR(I)×/{±1}
Therefore, using again unimodularity of G(A) we have
m[G]([αfG(R)G(Ẑ)]) = m[G]([G(R)αfG(Ẑ)αf
−1])
=
mG(A)(G(R)αfG(Ẑ)αf
−1)
|POR(I)×| =
mG(A)(G(R)G(Ẑ))
|POR(I)×| .
Summing over all [I] ∈ Cl(O) (see (5.6)) and using that m[G] is a probability
measure, we see that
mG(A)(G(R)G(Ẑ))
−1 =
∑
[I]∈Cl(O)
1
|POR(I)×| .
Thus, mCl(O)([I]) is the expression claimed. 
Remark 5.7. Note that if B is indefinite, strong approximation holds and
then the class set Cl(O) is a singleton [Voi18, Cor. 17.8.5] as Q has narrow
class number one. The interesting case is therefore when B is definite.
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5.2.3. Interpretation in terms of elliptic curves. By Proposition 5.4, we have
an identification
Cl(O) ≃ Ellssp .
Let us look at what Lemma 5.6 means in terms of elliptic curves. Let
{I0 = O, · · · , Ih(O)−1}
be representatives of the various ideal classes in Cl(O) with Ii ⊂ O. For
every i = 0, · · · , h(O) − 1 let Ei = EIi be the corresponding elliptic curve
constructed in the proof of Proposition 5.4. These curves are representatives
of Ellssp and we have that Ii is isomorphic to Hom(Ei, E0). By [Wat69,
Prop. 3.9] we have End(Ei) ≃ OR(Ii). Therefore, in terms of elliptic curves
the mass distribution formula in Lemma 5.6 reads: for any E ∈ Ellssp
mEllssp (E) =
|Aut(E)|−1∑
E′∈Ellssp
|Aut(E′)|−1 = νp(E)
where νp is defined in the introduction.
5.3. Supersingular reduction of CM elliptic curves. Let K be an
imaginary quadratic field and O ⊂ K an order. As in the introduction,
we fix for any p an embedding Q →֒ Qp. This choice determines a place of
Q above p which we denote by p. For any subextension k ⊂ Q we denote by
Ok,p the completion of Ok at p and write Op for OQ,p.
Given E an elliptic curve with CM by O we may assume that E is defined
over the ring class field HO of O and in particular over Q. By the work of
Serre-Tate [ST68, p. 506-507], E has potential good reduction everywhere.
In particular, there is an elliptic curve E′ defined over HO with good re-
duction at p and isomorphic to E over Q (i.e. an HO-form of E): there
exists a smooth model E ′ defined over OHO ,p whose generic fiber is E′ and
whose special fiber at p is a certain elliptic curve denoted by E ′mod p and
defined over the residue field of OHO,p. As we have seen above (this is also
consequence of the everywhere potential good reduction of E) its j-invariant
j(E) is an algebraic integer [Sil94, Ch. II, § 6] and we have
j(E ′mod p) = j(E)mod p.
In particular, the isomorphism class of the reduction does not depend on the
choice of the form E′. We will thus simply speak of the reduction modulo p
of the isomorphism class E ∈ EllcmO and will sometimes denote the class of
E ′mod p by Emod p.
Remark 5.8. In concrete terms, if p 6= 2, 3 and j(E) 6= 0, 1728mod p, the
curve with equation
E ′ : y2 + xy = x3 − 36
j(E) − 1728x−
1
j(E) − 1728
provides a smooth model. Indeed, the discriminant j(E)
3
(j(E)−1728)3
is in OHO,p
and is non-zero modulo p.
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Remark 5.9. In fact, given s distinct primes p1, . . . , ps, p1, . . . , ps a choice of
places above these primes as before, and an elliptic curve E with CM by O,
there exists E′ isomorphic to E over Q such that E′ has good reduction at
every pi ([ST68, Cor. 1, p. 507]).
From now on we assume that E has good reduction at p and we denote
by E its Ne´ron model (which we take over the larger ring Op to avoid any
rationality issues).
5.3.1. Supersingular reduction.
Lemma 5.10. Let E ∈ EllcmO . For p inert in K, the elliptic curve Emod p
is supersingular.
Proof. This is a result of Deuring [Deu41, p. 203] and a modern reference is
[Lan87, Ch. 13, Thm. 12]. 
We assume now that p is inert in K. Denote the maximal order and the
quaternion algebra attached to Emod p = E mod p by
OE = End(E mod p) ⊂ BE = End(E mod p)⊗Z Q ≃ B∞,p.(5.8)
We therefore have an identification
(5.9) Ellssp ≃ Cl(OE) = I(OE)/B×E(Q)
under which the class of E mod p corresponds to the ideal class [OE ].
5.4. Compatibility with the Picard group action. As in the previous
section, let E have CM by O and let E be its Ne´ron model. By general
properties of the Ne´ron model, the reduction modulo p induces an embedding
ιE : EndQ(E) ≃ EndOp(E) = O →֒ EndFp(Emod p) = OE ,
and by extension (tensoring with Q) a Q-algebra embedding
(5.10) ιE : K →֒ BE .
Proposition 5.11. Assume that p does not divide the conductor of O. The
embedding ιE of O is optimal, that is, one has
ιE(K) ∩ OE = ιE(O).
Proof. See [LV15, Prop 2.2]. It is proven that the embedding is locally
optimal at every prime 6= p and it is optimal at p if and only if Op is the
maximal order of Kp. The latter is equivalent to our assumption. 
We have seen that all elliptic curves with CM by O are of the form (up to
isomorphism) a ⋆ E where a ⊂ O is a proper O-ideal. The next proposition
states that this presentation is compatible with reduction modulo p.
Proposition 5.12. In the identification (5.9) the isomorphism class of a ⋆
Emod p corresponds to the class of the left-OE module OE ιE(a).
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The proof of this Proposition, which one can find1 in [Con04, Thm. 7.12],
is discussed in the section below. The main ingredient is a construction due
to Serre [Ser67]: the a-transform. We briefly recall its definition and refer
to [Con04, §7], [Gir68] and [Mil06, Chap. 7] for more details.
5.5. The a-transform. Let A be a (not necessarily commutative) asso-
ciative ring with unit, M be a projective left A-module of finite type and
constant rank r, S a scheme and E/S a (smooth) elliptic scheme over S on
which A acts (on the left) by S-isogenies. The functor
M ⋆ E : T  HomA(M,E(T ))
on the category of schemes over S is representable by an abelian group
scheme over S of relative dimension r and equipped with an A-action.
Example 5.13. For A = O, M = a ∈ I(O) a proper ideal, S = Spec(Op),
E/S the Ne´ron model of an elliptic curve E ∈ EllcmO with good reduction at
p, we have ([Con04, Thm. 7.6])
a ⋆ E(C) = a ⋆ E(C) ≃ C/Λa−1.
Example 5.14. Given E0 ∈ Ellssp ,
A = EndFp(E0) = OE0 ⊂ End0Fp(E0) = BE0
a maximal order and I ⊂ OE0 a left OE0-module and S = Spec(Fp), we have
(see (5.4))
I ⋆ E0 = EI = E0/H(I).
In the case of Example 5.13, after translating the notations of [Con04] into
ours, the formula in [Con04, Thm. 7.12] is the isomorphism of OE-modules
HomFp(a ⋆ E mod p, E mod p) ≃ OE ιE(a).
This is the claim in Proposition 5.12.
5.6. Compatibility with the Picard group action in adelic terms.
In this section we interpret Proposition 5.12 and therefore the map
redp : Ell
cm
O → Ellssp , E 7→ Emod p
(see §5.3.1) in adelic terms. Here, O ⊂ K is a quadratic order, p is inert in
K (see Lemma 5.10). We assume that p does not divide the conductor of O
as in Proposition 5.11.
Given E ∈ EllcmO we let OE and BE be the maximal order and the quater-
nion algebra associated to E as in (5.8) and let GE = PB
×
E = B
×
E/Gm be
the projective group. Thus, we have an identification
(5.11) ψE,p : Ell
ss
p ≃ B×E(Q)\B×(Af)/Ô×E ≃ GE(Q)\GE(Af)/GE(Ẑ)
1The proof is given for O = OK the maximal order but it carries over to general orders
of K since quadratic orders are Gorenstein rings.
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by Proposition 5.1 where the isomorphism class of Emod p corresponds to
the class of the identity element and where GE(Ẑ) = PÔE×.
The embedding ιE in (5.10) induces an embedding of Q-algebraic groups
ιE : ResK/Q(Gm) →֒ B×E
and by optimality (Proposition 5.11) we have
ιE(Ô
×) = ιE(K(Af))
× ∩ Ô×E .
Projecting to GE , we obtain a torus embedding
ιE : TK = ResK/Q(Gm)/Gm → GE
whose image we denote by TE . By §4.2 we have
Pic(O) ≃ K×\K×(Af)/Ô× ≃ TK(Q)\TK(Af)/PÔ×(5.12)
≃ TE(Q)\TE(Af)/TE(Ẑ)
where TE(Ẑ) := TE(Af) ∩GE(Ẑ).
Let a ∈ I(O) and tf ∈ K×(Af) be related by (4.9) (i.e. such that â = tfÔ)
and let tf be the image of tf in TK(Af). By Proposition 5.12 the class of
a ⋆ Emod p corresponds to the left OE-module
OE ιE(a) = BE(Q) ∩ ÔE ιE(tf)
and therefore to the classes [ιE(tf)
−1] and [ιE(tf)
−1] respectively under the
identifications in (5.11). To summarize, we have shown that
ψE,p(a ⋆ Emod p) = [ιE(t
−1
f )].(5.13)
5.6.1. Changing the reference curve. A minor point is that the identification
(5.11) is made with respect to the reference curve Emod p which is a priori
varying with O. Since p is fixed and the space Ellssp is finite we could resolve
the issue by passing to subsequences of orders O such that all the curves EO
have a given reduction modulo p. However, it is more natural to keep track
of (5.11) when we use (5.2) with a fixed reference curve E0 ∈ Ellssp .
Let E0 ∈ Ellssp with associated quaternion algebra, maximal order and
projective group denoted by B, O and G respectively.
Let E ∈ EllcmO and
ϕ : Emod p→ E0
an isogeny between the two curves. We have an embedding
fϕ : ψ ∈ End(Emod p) = OE →֒ 1
deg(ϕ)
ϕψϕˆ ∈ B(Q),
which extends to an isomorphism of Q-algebras
fϕ : BE ≃ B.
This also gives a bijection
fϕ : GE(Q)\GE(Af)/GE(Ẑ) ≃ G(Q)\G(Af)/fϕ(GE(Ẑ)).
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The right order of the left O-ideal
IE,ϕ := Hom(Emod p, E0)ϕˆ ⊂ O = End(E0)
is the maximal order fϕ(OE). One can check (see the remark below) that its
(right) B×(Q)-homothety class does not depend on ϕ and represents (the
isomorphism class of) Emod p under Proposition 5.4.
Let βE,f ∈ B×(Af) such that
ÎE,ϕ = Ôβ−1E,f .(5.14)
Since the right order of IE,ϕ is fϕ(OE) have
fϕ(ÔE) = βE,fÔβ−1E,f
and hence
fϕ(GE(Ẑ)) = βE,fG(Ẑ)β
−1
E,f .
From this we deduce that the map
G(Q)αffϕ(GE(Ẑ)) 7→ G(Q)αfβE,fG(Ẑ)
is a bijection
(5.15) G(Q)\G(Af)/fϕ(GE(Ẑ)) ≃ G(Q)\G(Af )/G(Ẑ).
Remark 5.15. If we choose a different isogeny ϕ′ the composition fϕ′ ◦ f−1ϕ
is an automorphism of B(Q) and by the Skolem-Noether theorem this auto-
morphism is inner: the conjugation by an element of B×(Q). In particular
the images of OE by fϕ and fϕ′ are conjugate to one another and the mod-
ules IE and I
′
E vary accordingly.
Let ι : K → B be the composition of the embedding ιE : K → BE with
fϕ. This defines an embedding
(5.16) ι : TK →֒ G.
The optimality property of ιE translates into
ι(Ô×) = ι(K(Af))
× ∩ βE,fÔ×β−1E,f .(5.17)
Combining (5.13) with the bijection (5.15) we obtain the analogue of
Proposition 4.8 at the place p.
Proposition 5.16. Let E = EO ∈ EllcmO and ι the embedding constructed
above. In the identification (5.2) the set redp(Ell
cm
O ) is represented by the
projection of the adelic torus orbit G(Q)ι(TK)(A)βE,f . That is,
ψp(redp(Ell
cm
O )) = [ι(TK)(A)βE,f ] = G(Q)ι(TK)(A)βE,fG(R)G(Ẑ).
More precisely, if a ∈ I(O) and tf ∈ K×(Af) are related by (4.9), then
redp(a ⋆ E) = a ⋆ Emod p is represented by the class
ψp(redp(a ⋆ E)) = [ι(t
−1
f )βE,f ] = G(Q)ι(t
−1
f )βE,fG(R)G(Ẑ).
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6. Diagonal compatibility
In this section we combine Propositions 4.8 and 5.16 as already outlined
in §1.2. This continues the reduction of Theorem 1.3 to Theorem 1.6.
We fix p1, . . . , ps distinct odd primes and for each i = 1, . . . , s we fix
a supersingular elliptic curve E0,i ∈ Ellsspi in characteristic pi. Each E0,i
determines a quaternion algebra Bi ≃ Bpi,∞ and a maximal order Oi in
it. We denote by Gi = PB
×
i the corresponding projective group of units.
Furthermore, we let B0 = Mat2 be the split quaternion algebra, O0 =
Mat2(Z) and G0 = PGL2. We also define for i = 0, . . . , s the compact
subgroups
Ki = K∞,iKf,i ⊂ Gi(A)
where K∞,i = Gi(R) for i ≥ 1, K∞,0 = PSO2(R) and where
Kf,i = Gi(Ẑ) := PÔ×i = Ô×i /Ẑ×.
for all i. For the product group
G :=
s∏
i=0
Gi
we define the compact subgroups
K = K∞Kf =
s∏
i=0
Ki ⊂ G(A),
K∞ =
∏
i
K∞,i, and Kf =
∏
i
Kf,i.
The identifications (3.4) for i = 0 and (5.2) for i = 1, . . . , s combine into
an identification
(6.1) ψ : Ell∞ ×
s∏
i=1
Ellsspi ≃ G(Q)\G(A)/K.
Let K be an imaginary quadratic field in which for each i = 1, . . . , s the
prime pi is inert. Let O ⊂ K be an order and assume that the primes
p1, . . . , ps do not divide the conductor of O. The various reduction maps
redpi for i = 0, . . . , s combine into a multi-reduction map
redp : E ∈ EllcmO 7→ (redpiE)i=0,...,s ∈ Ell∞ ×
s∏
i=1
Ellsspi .
The choice of the CM curve EO ≃ C/O provides a parametrization of EllcmO
by Pic(O) via
[a] 7→ a ⋆ EO = Ea−1
and a map
(6.2) [a] ∈ Pic(O) 7→ redp(a ⋆ EO) = redp(Ea−1).
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In addition, the choice of E = EO determines embeddings ιi : TK →֒ Gi
(see (5.16)) which combine into a diagonal embedding
(6.3) ι = (ιi)i=0,...,s : TK →֒ G =
s∏
i=0
Gi
whose image we denote by
Tι := ι(TK).
We let g = g∞gf ∈G(A) be given by
g∞ = (g∞, Id, · · · , Id) ∈ G(R)(6.4)
gf = (Id, βf,1, . . . , βf,s) ∈ G(Af)(6.5)
where g∞ ∈ GL2(R) is defined above (4.15) and where βf,i for i ≥ 1 is
defined in (5.14) given the curve E = EO . By definition of g∞ and of K∞
we have
Tι(R) < g∞K∞g
−1
∞ .
By (4.14) and (5.17), the embedding ι is optimal in the sense that
ι(PÔ×) = Tι(Af) ∩ gfKfg−1f .
Combining Proposition 4.8 and Proposition 5.16 we obtain that the map
(6.2) admits the following adelic description:
Proposition 6.1. In the identification (6.1), the set redp(Ell
cm
O ) is repre-
sented by the projection of the adelic torus orbit G(Q)Tι(A)g. That is,
ψ(redp(Ell
cm
O )) = [Tι(A)g] = G(Q)Tι(A)gK.
More precisely, if a ∈ I(O) and tf ∈ K×(Af) are related by (4.9), then
redp(a ⋆ E) is represented by the class
ψ(redp(a ⋆ E)) = [ι(t
−1
f )g] = G(Q)ι(t
−1
f )gK.
7. Joint equidistribution for CM elliptic curves
In this section we prove Theorem 1.3 from the introduction assuming
Theorem 1.6. In fact, we prove the following generalisation.
Theorem 7.1. Let p1, . . . , ps, q1, q2 be distinct odd primes. As D → −∞
along the set of discriminants of imaginary quadratic orders O such that
(1) every pi for i ≤ s, is inert in K = Q(
√
D),
(2) D is coprime to pi for all i ≤ s, and
(3) q1 and q2 are split in K
the push-forward of the counting probability measure on Ellcm
O
by redp equidis-
tributes towards the product measure ν∞ ⊗ νp1 ⊗ · · · ⊗ νps.
Given Proposition 6.1, the proof is essentially an exercise in translating
between the classical and the adelic language.
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7.1. Some notations. Let p1, · · · , ps, q1, q2 as above. We consider a se-
quence of imaginary quadratic orders
On ⊂ Kn, n ≥ 1
of discriminant Dn → −∞ such that Dn satisfies (1)-(3) in Theorem 7.1 for
every n. Let
En := EOn ≃ C/On.
In the notation of the previous section, each curve En gives rise to a diagonal
embedding of TKn
ιn = (ι0,n, . . . , ιs,n) : TKn →֒ G
whose image we denote by Tιn . Define gn = g∞,ngf,n as in (6.4) and (6.5)
so that in particular
(7.1) Tιn(R) < g∞,nK∞g
−1
∞,n.
We have the following optimality property
(7.2) Tιn,f := ι(PÔ
×
n ) = Tιn(Af) ∩ gf,nKfg−1f,n.
Finally, we define the compact subgroup
Tιn := Tιn(R)× Tιn,f ⊂ Tιn(A).
Remark 7.2. Our assumption (3) on q1 and q2 implies that Tιn is split at q1
and q2.
7.2. Proof of Theorem 1.3. It is sufficient to show that for any function
f0 ∈ Cc(Ell∞) and any tuple of super-singular elliptic curves (Ei)1≤i≤s ∈∏
i Ell
ss
pi one has
(7.3)
1
|Pic(On)|
∑
[a]∈Pic(On)
f0(C/a
−1)
∏
i≥1
δEi(a ⋆ Enmod pi)
→ ν∞(f0)
∏
i≥1
νpi(Ei).
as n→∞ where δEi denotes the Dirac function at the point Ei ∈ Ellsspi . To
prove this convergence, we will interpret the left- and the right-hand sides
of (7.3) as adelic integrals.
7.2.1. The right-hand side of (7.3). Under the identification (3.4) the func-
tion f0 correspond to a continuous compactly supported function on [G0]K0
or equivalently to a continuous compactly supported function f˜0 (say) on
[G0] which is K0-invariant. In particular,∫
[G0]
f˜0(g0)dg0 = ν∞(f0).
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Similarly, for i ≥ 1 the Dirac function δEi corresponds to a Ki = Gi(R)Kf,i-
invariant continuous function on [Gi] under (5.2), namely the characteristic
function of the class
[gf,EiGi(R)Kf,i] = [gf,EiKi] ⊂ [Gi]
where the class of gf,Ei corresponds to Ei under (5.2). By Lemma 5.6 and
the discussion in §5.2.3, we have∫
[Gi]
1[g
f,Ei
Ki](gi) dgi = νpi(Ei).
The product function
f = f0 ×
s∏
i=1
δEi : Ell∞ ×
∏
i≥1
Ellsspi → C
corresponds to the K-invariant function
f˜ := f˜0 ×
∏
i≥1
1[g
f,Ei
Ki] : [G]→ C
which satisfies
(7.4)
∫
[G]
f˜(g)dg = ν∞(f0)
∏
i≥1
νpi(Ei).
7.2.2. The left-hand side of (7.3). To ease notation, we will not display the
index n here.
Because of the obvious bijection
Tι(Q)\Tι(A) ≃ G(Q)\G(Q)Tι(A) = [Tι],
we view (by restriction) the shifted function on [G]
g.f˜ (·) : t 7→ f˜(tg)
as a (continuous) function on [Tι]. By (7.2) and (7.1) this function is Tι-
invariant, that is, it is constant along any set of the shape
[tfTι] = Tι(Q)\Tι(Q)tfTι for tf ∈ Tι(Af).
Moreover, by invariance of the Haar measure we have
vol[Tι]([tfTι]) = vol[Tι]([Tιtf ]) = vol[Tι]([Tι])
as Tι is abelian. Thus, all Tι-cosets have the same volume. Hence,
vol[Tι]([tfTι]) =
1
|[Tι]Tι |
=
1
|Pic(O)|
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where in the second equality we used (5.12) and (7.1). It follows that∫
[Tι]
f˜(tg)dt =
1
|[Tι]Tι |
∑
[tf ]∈[Tι]Tι
f˜(tfg)
=
1
|Pic(O)|
∑
[a]∈Pic(O)
f(redp(a
−1 ⋆ E))
where the last equality follows from Proposition 6.1. This is equal to the
left-hand side of (7.3).
Therefore, we have for any n
1
|Pic(On)|
∑
[a]∈Pic(On)
f0(C/a
−1)
∏
i≥1
δEi(a ⋆ Enmod pi) =
∫
[Tιn ]
f˜(tgn)dt
which realizes the left-hand side of (7.3) as an adelic integral.
7.2.3. The convergence claim in (7.3). By §7.2.1 and §7.2.2 it remains to
show that as n→∞ ∫
[Tιn ]
f˜(tgn) dt→
∫
[G]
f˜(g) dg.
Therefore, Theorem 1.3 will follow from the equidistribution statement in
Theorem 1.6 once we have verified all its assumptions.
The condition (1.5) is satisfied since Oi is a maximal order in Bi for any
i (see the more general Lemma 9.5). It remains to see that the discriminant
fulfills
disc([Tιngn]) = min
i
disc([Tιi,ngi,n])→∞
as n→∞. Here, gi,n is the projection of gn to the i-th factor. The discrim-
inant of the torus orbit disc([Tιi,ngi,n]) is defined in [ELMV11, §4], and one
can show that
disc([Tιi,ngi,n]) ≈ |Dn|
using [ELMV09, Prop. 4.1] and [ELMV11, Thm. 5.2(1)] and the fact that
Dn is coprime to pi. Here, the implicit constants are absolute. Therefore
disc([Tιngn]) ≈ |Dn| → ∞.
Thus, Theorem 1.6 applies and concludes the proof of Theorem 1.3. 
Remark 7.3. Instead of refering to [ELMV09] and [ELMV11] in the above
proof, one can use [Wie19] directly in combination with specializing the
proof of Theorem 1.6 to this situation.
Remark 7.4. Theorem 1.3 can be refined further to provide more precise
information by reducing the size of the compact subgroup
K = PSO2(R)PGL2(Ẑ)×
s∏
i=1
Gi(R)Gi(Ẑ).
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For instance, we could replace for each i = 1, . . . , s the full group K∞,i =
Gi(R) by K∞,i = Gi(R)zi , the stabilizer of a line
Rzi ⊂ B0i (R)
in the quadratic space of real trace-zero quaternions on which Gi act by
conjugation.
In that caseGi(R)/K∞,i is identified with the ellipsoid of traceless quater-
nions of norm 1
B
0,1
i (R) = {z ∈ Bi(R) : TrBi(z) = 0, NrBi(z) = 1}.
Theorem 1.6 restricted to the
∏s
i=0K∞,iKf -invariant functions and applied
to sequences of torus orbits [Tngn] for suitable gn may be interpreted as a
joint equidistribution statement as n → ∞ for primitive representations of
|Dn| by the genus classes of the ternary quadratic spaces (B0i ,NrBi)i=0,...,s.
We leave it to the interested reader to work out this interpretation.
8. Invariance under the simply connected cover
In this section we discuss the main step towards the proof of Theorem 1.6,
namely Theorem 8.4; we briefly review the standard approach. Let [Tιngn]
be a sequence of toral packets and denote by µn the Haar probability measure
on [Tιngn]. We analyse possible limits of the measures µn. To this end recall
that the space of (Borel) measures ν on [G] with ν([G]) ≤ 1 is compact (and
metrizable) in the weak∗-topology by a theorem of Banach and Alaoglu. Let
(µnk)k be an arbitrary convergent subsequence of the sequence (µn)n. This
means that there is a measure µ on [G] with µ([G]) ≤ 1 and with∫
[G]
f dµnk →
∫
[G]
f dµ
for all f ∈ Cc([G]). Such a measure µ is called a weak∗-limit of the sequence
(µn)n. To prove Theorem 1.6 we need to show that any such weak
∗-limit µ
projects to the Haar measure m[G]Kf
on [G]Kf , or equivalently, that for any
Kf -invariant function f ∈ Cc([G]) we have
∫
[G] f dµ =
∫
[G] f dm[G].
Theorem 8.4 establishes that any µ as above, that is, any weak∗-limit of
the measures m[Tιngn] is a probability measure
2 and is invariant under the
group of adelic points of the simply connected cover of G.
In Section 9 we explain how the surjectivity assumption (1.5) allows us to
deduce Theorem 1.6 from Theorem 8.4. A key ingredient in the proof of the
latter is a generalisation of Duke’s result [Duk88], cf. Theorem 8.1, which
roughly speaking adresses Theorem 8.4 in the case when G has one simple
factor. We then apply the joinings classification theorem of Einsiedler and
Lindenstrauss [EL17] to deduce Theorem 8.4.
2 In other words, there is ‘no escape of mass’. If [G] were compact, this would be
automatic.
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8.1. Invariance for one factor. Let B be a quaternion algebra defined
over Q (possibly the split algebra Mat2). Let G = PB
× be the associated
projective group and let G(A)+ < G(A) be the image of B1(A) under the
canonical projection of the subgroup B1 < B× of quaternions of norm 1.
The following theorem was stated (without proof3) in [ELMV11, Thm. 4.6]:
Theorem 8.1 (Invariance in single factors). Let B be a quaternion algebra
over Q and let G = PB×. Let [Tιngn] be a sequence of toral packets where
ιn : Kn → B(Q) are embeddings of quadratic fields and where gn ∈ G(A).
Assume that
disc
(
[Tιngn]
)→∞ (n→∞).
Then any weak∗-limit of the normalized Haar measures on the packets [Tιngn]
is a probability measure invariant under G(A)+.
Remark 8.2. Theorem 8.1 is a broad generalisation of Duke’s equidistribu-
tion theorems [Duk88] and a consequence of deep results by many authors
[DFI93,Wal85,CU05,MV10]. It builds on the theory of automorphic forms
and associated L-functions, in particular on Waldspurger’s formula and on
subconvexity bounds. We invite the reader to look at the discussion sur-
rounding [ELMV11, Thm. 4.6] for more details.
Remark 8.3. For the purpose of proving Theorem 8.4, one can also assume
that a fixed prime q1 splits in all the quadratic fields Kn. Under this split-
ting assumption, one can then use (for certain natural sequences of toral
packets) the modern presentations of the ergodic method of Linnik [Lin68]
(for instance [EMV13]) to prove Theorem 8.1. This has been carried out by
the last named author in [Wie19].
8.2. Joint invariance. We now upgrade Theorem 8.1 to multiple factors.
Let us briefly recall the notation used in Theorem 1.6. Let Bi for i = 0, . . . , s
be a finite set of distinct quaternion algebras and letGi be their of projective
groups of units. Set
G = G0 × . . .×Gs
and denote by G(A)+ ⊂ G(A) the product of the group Gi(A)+ for i =
0, . . . , s. Without loss of generality we may and will assume that G0 =
PGL2. Given a tuple ι = (ι0, . . . , ιs) of embeddings ιi : K → Bi of a given
quadratic field K, we obtain a tuple of morphisms of Q-groups
ιi : TK = ResK/Q(Gm)/Gm → Gi
We denote by
Tι =
{
(ι0(t), . . . , ιs(t)) : t ∈ TK
}
the diagonally embedded image.
Theorem 8.4 (Invariance in the product). Let p1, . . . , ps and q1, q2 be dis-
tinct odd primes. Let Kn for n ≥ 1 be a sequence of quadratic fields such
that for every n
3A proof will be given in the forthcoming book [Mic20].
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(1) p1, . . . , ps are inert in Kn, and
(2) q1 and q2 are split in Kn.
Let ιn = (ιi,n)i=0,...,s be a tuple of embeddings ιi,n : Kn → Bi and let gn ∈
G(A). If
disc([Tιngn])→∞
as n → ∞, then any weak∗-limit of the sequence of normalized Haar mea-
sures on the packets [Tιngn] is a probability measure invariant under G(A)
+.
Proof of Theorem 8.4. To deduce the theorem, we apply [EL17, Thm. 1.8]
and thus begin by verifying its assumptions.
First, we observe that for any n and any embedding ιi,n : Kn → Bi the
torus Tιi,n ⊆Gi is a stabilizer subgroup for the action of Gi on B0i , namely
the stabilizer of a vector of the form ιi,n(
√
Dn) where Kn = Q(
√
Dn). Thus,
Tιi,n is defined by polynomial equations of degree independent of ιi,n, i or
n.
Next, we observe that the groups Gi are pairwise non-isogenous over Q:
note that Gi(C) ∼= PGL2(C) and the latter clearly has trivial center. In
particular, the groups Gi are adjoint groups and thus every Q-isogeny is in
fact a Q-isomorphism. By assumption, the groups Gi are anisotropic over
distinct completions of Q and in particular they are non-isomorphic.
Combining these observations with Theorem 8.1, Theorem 8.4 therefore
becomes a special case of [EL17, Thm. 1.8]. 
9. Proof of Theorem 1.6
In this section we upgrade Theorem 8.4 using the norm surjectivity as-
sumption in (1.5) to obtain Theorem 1.6. We will also comment on stronger
versions of Theorem 1.6 in §10.
9.1. Conditioning on G(A)+-orbits. We denote by m the Haar proba-
bility measure on [G].
9.1.1. The σ-algebra of G(A)+-orbits. Consider the σ-algebra A generated
by the G(A)+-orbits in [G]. As G(A)+ is normal in G(A), A is invariant
under G(A). Also, each G(A)+-orbit is closed since it is of the form
G(Q)gG(A)+ = G(Q)G(A)+g
and G(Q)G(A)+ is closed (this follows from a theorem of Borel and Harish-
Chandra [BHC62] applied to
∏
iB
1
i ).
Furthermore, note that A is countably generated. Indeed, if we denote
Up = {g = (gℓ)ℓ ∈G(A) : gℓ ∈ G(Qℓ)+ for all ℓ ≤ p}
for a prime p, then Up < G(A) has finite index and in particular finitely
many orbits in [G]. The set of these orbits for varying p generates the
σ-algebra A.
For m-almost every x ∈ [G] we may let mAx be the conditional measure
of m on the atom of x. These measures are supported on the atoms of A,
SIMULTANEOUS SUPERSINGULAR REDUCTIONS 40
i.e. on the G(A)+-orbits (see [EW11, Ch. 5] for the definition and basic
properties of conditional measures). By G(A)+-invariance of m, it follows
that mAx is the G(A)
+-invariant probability measure on the closed orbit
xG(A)+ m-almost everywhere. Using that, we may as well define mAx to
be the uniqueG(A)+-invariant probability measure on xG(A)+ everywhere,
preserving the defining property of conditional measures.
9.1.2. The space of bounded uniformly continuous functions. For what fol-
lows, it will be convenient to work with a certain class of test functions.
A function f : [G] → C is uniformly continuous if for all ε > 0 there is a
neighborhood U ⊆ G(A) of the identity such that
sup
g∈U, x∈[G]
|f(xg)− f(x)| < ε.
We note that the bounded uniformly continuous functions form a subspace
Cu([G]) of the continuous functions that contains the space Cc([G]) of com-
pactly supported continuous functions on [G]. Equipped with the uniform
norm Cu([G]) is a Banach algebra.
The natural action ofG(A) on the space of bounded measurable functions
given by g · f(x) = f(xg) preserves Cu([G]) and the resulting representation
is strongly continuous. In fact, the space Cu([G]) can be identified with the
space of continuous vectors for the representation of G(A) on L∞m ([G]).
9.1.3. Decomposing Cu([G]). We use the conditional measures for A to de-
compose functions on [G]. For f a bounded measurable function on [G]
define
fchar : x 7→
∫
[G]
f dmAx .
Note that fchar is G(A)
+-invariant and that the functions fchar and f−fchar
are also bounded and measurable. The function f − fchar satisfies that∫
[G]
(f − fchar) dmAx = 0
since fchar is constant on G(A)
+-orbits.
Remark 9.1. The map f 7→ fchar is introduced in [Kha19] as a projection
operator from L2m([G]) onto the character spectrum of L
2
m([G]), i.e. the sub-
space of G(A)+-invariant functions. Note that for functions in the orthog-
onal complement of the character spectrum Theorem 1.6 follows directly
from Theorem 8.4 without assuming Kf -invariance of the function – see
[Kha19, Cor. 3.3] as well as Lemma 9.3 below.
Lemma 9.2. For any f ∈ Cu([G]) we have fchar ∈ Cu([G]). Furthermore,
if f is invariant under a subgroup H < G(A) then so is fchar.
We have thus obtained for any function f ∈ Cu([G]) the decomposition
f = fchar + (f − fchar) into a G(A)+-invariant function and a function with
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zero integral over all G(A)+-orbits (which respects additional invariance of
f).
Proof of Lemma 9.2. We first prove that fchar is uniformly continuous. Let
ε > 0 be given and choose a symmetric neighborhood U of the identity in
G(A) for f and ε as in the definition of uniform continuity. Let x ∈ [G] and
g ∈ U be arbitrary. Invariance of A under the action of G(A) and uniform
continuity of f imply
|fchar(xg)− fchar(x)| =
∣∣∣∣ ∫
[G]
f dmAxg −
∫
[G]
f dmAx
∣∣∣∣
≤
∫
[G]
|g · f − f |dmAx < ε
as claimed.
Note that for any h ∈ H < G(A) and x ∈ X∫
[G]
h · f dmAx =
∫
[G]
f dmAxh.
Therefore, if f is H-invariant we see that
fchar(xh) =
∫
[G]
f dmAxh =
∫
[G]
f dmAx = fchar(x)
as claimed. 
9.2. Concluding the proof of Theorem 1.6. We recall that our final
goal is to prove that any weak∗-limit of the Haar measures on the toral
packets in Theorem 1.6 is equal to m[G]Kf
. This amounts to showing that∫
[G] f dµ =
∫
[G] f dm for a large class of Kf -invariant functions f and any
such weak∗-limit µ.
Lemma 9.3. Let µ be any measure on [G] invariant under G(A)+. Then
for any f ∈ Cu([G]) with fchar = 0 we have∫
[G]
f dµ =
∫
[G]
f dm = 0.
In the context of Theorem 1.6, the measure µ is G(A)+-invariant by
Theorem 8.4.
Proof. Let {µAx : x ∈ [G]} be a family of conditional measures for µ with
respect to the σ-algebra A generated by the G(A)+-orbits. As µ is G(A)+-
invariant, the measures µAx , which are concentrated on the orbits xG(A)
+,
areG(A)+-invariant for µ-almost all x ∈ [G]. By uniqueness of the invariant
measure, it follows that µAx = m
A
x for µ-almost all x ∈ [G]. Thus we have
shown that ∫
[G]
f dµAx =
∫
[G]
f dmAx = fchar(x) = 0
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for µ-almost every x ∈ [G]. In particular, we obtain the statement of the
lemma by the characterizing properties of conditional measures. 
Proof of Theorem 1.6. Recall that we have Kf =
∏
iKf,i where for any i the
compact open subgroup Kf,i < Gi(Af) satisfies (1.5), i.e. that
NrBi : Kf,i → Ẑ
×/
(Ẑ×)2
is surjective.
Let µ be a weak∗-limit of the Haar measures in Theorem 1.6. We need to
show that for any Kf -invariant compactly supported f on [G] we have
(9.1)
∫
[G]
f dµ =
∫
[G]
f dm.
By Theorem 8.4 the measure µ is G(A)+-invariant and hence Lemma 9.3
applies to show (9.1) for f − fchar as (f − fchar)char = 0. It thus remains to
check (9.1) for fchar which is Kf G(A)
+-invariant by Lemma 9.2. Note that
KfG(A)
+ is a subgroup of G(A) as G(A)+ is normal.
We claim that such a function fchar is constant in which case (9.1) is
obvious. This follows from the fact that the double quotient
(9.2) G(Q)
∖
G(A)
/
KfG(A)
+
is a singleton under our assumptions on Kf . To this end, it suffices to prove
that for any i ∈ {0, . . . , s} the double quotient
(9.3) Gi(Q)
∖
Gi(A)
/
Kf,iGi(A)
+
is a singleton. For this we consider the group homomorphism induced by
the reduced norm Nri = NrBi
Nri : Gi(Q)\Gi(A)/Kf,iGi(A)+ → Q×\A×/A×2Nri(Kf,i).
We note first that it is injective hence an isomorphism onto its image.
Let us compute the image: for any prime q the norm Nri : B
×
i (Qq)→ Q×q
is surjective since any non-degenerate quadratic form in five variables over
Qq is isotropic [Cas78, Ch. 4]. Over the real numbers, the norm Nri :
Bi(R)
× → R× is surjective if Bi is indefinite and otherwise it has image
R>0. It follows that
Nri(B
×
i (A)) =
{
A× if Bi is indefinite,
R>0A
×
f if Bi is definite
.
In addition, by the Hasse-Minkowski Theorem [Cas78, Ch. 6] this also im-
plies that
Nri(B
×
i (Q)) =
{
Q× if Bi is indefinite,
Q>0 if Bi is definite
.
SIMULTANEOUS SUPERSINGULAR REDUCTIONS 43
From this we conclude that (9.3) is isomorphic to{
Q×\A×/A×2Nri(Kf,i) if Bi is indefinite,
Q>0\R>0 × A×f /A×2Nri(Kf,i) if Bi is definite.
Under the assumption (1.5) (i.e. Nri(Kf,i) = Ẑ
×/(Ẑ×)2) this is either
A×/Q×Ẑ×A×
2
or R>0A
×
f /Q>0Ẑ
×A×
2
and both are trivial since A×f = Q>0Ẑ
×. This concludes the proof of the
above claim and thus also of the theorem. 
9.3. The case of Eichler orders. In this section we remark that assump-
tion (1.5) holds more generally for open-compact subgroups associated to
Eichler orders (such as maximal orders). This extension is important as
it allows to prove joint equidistributions results similar to Theorem 7.1 for
Heegner points. Furthermore, we used the fact that (1.5) is satisfied for
maximal orders in the proof of Theorem 7.1.
Definition 9.4. An Eichler order in a quaternion algebra B is an intersec-
tion of two maximal orders.
Lemma 9.5. For O ⊂ B(Q) an Eichler order we have
Nr
(Ô×) = Ẑ×.(9.4)
Being an Eichler order is a local property. Indeed, an order O ⊂ B(Q)
is Eichler if and only if it is everywhere locally Eichler: for every prime q,
Oq = O ⊗ Zq is the intersection of two maximal orders in B(Qq).
Moreover one has the following classification of local Eichler orders in the
quaternion algebra B(Qq) (see [Voi18, Prop. 13.3.4, Prop. 23.4.3]):
– If B is ramified at q, Oq is the unique maximal order of B(Qq)
(9.5) Oq = {x ∈ B(Qq) : Nr(x) ∈ Zq}.
– If B is non-ramified at q, one has B(Qq) ≃ Mat2(Qq) and under this
identification, there is some e ≥ 0 such that Oq is conjugate to the
order {(
a b
qec d
)
: a, b, c, d ∈ Zq
}
.
Proof of Lemma 9.5. One has to show that for any prime q,
Nr(O×q ) = Z×q .
If B is unramified at q, then under the identification B(Qq) ≃ Mat2(Qq),
the group O×q is conjugate to{(
a b
qec d
)
: a, b, c, d ∈ Zq
}
∩GL2(Zq).
for which the property is immediate. If B is ramified at q, there is for any
α ∈ Z×q some x ∈ B(Qq) such that Nr(x) = α (because any quadratic form
over Qq in five variables is isotropic) and by (9.5), x ∈ O×q . 
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10. Further refinements
In this section we analyse under which assumptions on sequences of toral
packets [Tngn]Kf Theorem 1.6 holds for a general compact open subgroup
Kf =
∏
iKf,i ⊂ G(Af).
By Lemma 9.3 it is sufficient to check whether (9.1) holds for functions
invariant under KfG(A)
+, i.e. functions on the quotient Gchar/Kf where
Gchar denotes the abelian group
Gchar = G(Q)
∖
G(A)
/
G(A)+.
Furthermore, we only have to check (9.1) for Kf -invariant characters on
Gchar. We start by spelling out what they are.
10.1. Characters on Gchar. We have Gchar =
∏
iGi,char where
Gi,char = Gi(Q)
∖
Gi(A)
/
Gi(A)
+.
Recall that in the course of proving Theorem 1.6 we have also established
the following lemma.
Lemma 10.1. For any i ∈ {0, . . . , s} the reduced norm induces isomor-
phisms
(10.1) Nri : Gi,char ≃ Q>0
∖
R>0 × A×f
/
A×
2
if Bi is definite and
(10.2) Nri : Gi,char ≃ Q×\A×/A×2.
if Bi is indefinite.
Note that the natural homomorphism
Q>0
∖
R>0 × A×f
/
A×
2 → Q×\A×/A×2
is an isomorphism as any element of A× can be multiplied by −1 ∈ Q×
if necessary to have a positive real component. Lemma 10.1 thus gives an
isomorphism (independent of the ramification at the archimedean place)
(10.3) Nri : Gi,char ≃ Q×\A×/A×2.
In particular, Gchar is a compact abelian group, every continuous function
on Gchar is uniformly continuous, and C(Gchar) is densely generated by its
group of characters Ĝchar.
By the previous lemma, any character of Gi,char is of the shape
gi ∈ Gi,char 7→ χi(Nri(gi))
for a quadratic Hecke character χi of Q, i.e. a character
χi : Q
×\A×/A×2 → {±1}.
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Thus, any character χ ∈ Ĝchar is of the shape
g = (gi)i ∈ Gchar 7→ χ(g) =
s∏
i=0
χi(Nri(gi))(10.4)
for a uniquely defined tuple (χi)i of quadratic Hecke characters as above.
The Kf -invariant characters correspond to the tuples of characters (χi)i
where χi is Nri(Kf,i)-invariant for every i.
10.2. The torus integral for a character. Let χ be a character of Gchar
given by a tuple (χi)i of quadratic Hecke characters as in (10.4). We view χ
as a G(A)+-invariant function in Cu([G]). Let [Tιg] ⊂ [G] be a toral packet
with associated quadratic field K. As of Weyl’s equidistribution theorem,
we consider the torus integral∫
[Tιg]
χ =
∫
[Tι]
χ(tg)dt.
Since χ is a character we have∫
[Tι]
χ(tg)dt = χ(g)
∫
[Tι]
χ(t)dt.
Let Π be the product map
Π : (χi)i 7→
∏
i
χi
on quadratic Hecke characters.
Proposition 10.2. Let (χi)i be a tuple of quadratic Hecke characters and
let χ be the associated character on Gchar as in (10.4).
– If Π(χi)i ≡ 1, then for any torus orbit Tι we have∫
[Tι]
χ(t)dt = 1.
– If Π(χi)i 6≡ 1, let KΠ(χi)i be the quadratic field corresponding to the
Legendre symbol corresponding to the Hecke character Π(χi)i. For
any torus Tι with associated quadratic field K, we have∫
[Tι]
χ(t)dt =
{
0 if K 6= KΠ(χi)i
1 else
.
Proof. Note that for any x ∈ K and any i we have Nri(ιi(x)) = NrK(x)
where NrK denotes the norm form of K/Q. Hence, we have∫
[Tι]
χ(t)dt =
∫
[TK]
∏
i
χi(Nri(ιi(t)))dt
=
∫
[TK]
Π(χi)i
(
NrK(t)
)
dt.
This shows the first part, so we assume that Π(χi)i is non-trivial.
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The character Π(χi)i corresponds to a classical Legendre symbol character
and is associated with some uniquely defined quadratic field KΠ(χi)i . If
K = KΠ(χi)i , then we have by definition of the Legendre symbol for any t
Π(χi)i
(
NrK(t)
)
= 1
so that ∫
[TK]
Π(χi)i(NrK(t))dt = 1.
If K 6= KΠ(χi)i there exists a prime p split in K and inert in KΠ(χi)i so that
for tp in the corresponding idele class one has
Π(χi)i
(
NrK(tp)
)
= −1.
Thus, ∫
[TK]
Π(χi)i(NrK(t))dt = 0
as follows from the substitution t 7→ t tp where tp is as above. 
Proposition 10.2 motivates the following definition.
Definition 10.3. Let Kf =
∏
iKf,i ⊂ G(Af) be a compact open subgroup.
The set of exceptional fields attached to Kf is defined as the set of quadratic
fields attached to the non-trivial products Π(χi)i for which the corresponding
character χ of Gchar is Kf invariant:
K (Kf) = {KΠ(χi)i : Π(χi)i 6= 1, χ =
∏
i
χi ◦ NrBi Kf-invariant }.
In particular, given a limit measure µ of a sequence of toral packets [Tιngn]
for which the underlying quadratic field is constant equal to KΠ(χi)i , the
measure µ cannot satisfy (9.1) for the test function χ =
∏
i χi ◦ NrBi if the
latter is Kf -invariant. Indeed, all torus integrals in that case have modulus
1 as ∣∣∣∣ ∫
[Tιngn]
χ
∣∣∣∣ = |χ(gn)| = 1
by Proposition 10.2. On the other hand, since χ is non-trivial∫
[G]
χ =
∏
i
∫
[Gi]
χi(NrBi(gi))dgi = 0.
Thus, these finitely many exceptional fields are natural obstructions to
equidistribution on [G]Kf . Therefore, one only has to consider sequences of
toral packets [Tιngn] whose associated quadratic fields Kn are not excep-
tional.
We remark that K (Kf) is a finite set as Gchar/Kf is finite.
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10.3. A refined equidistribution criterion. We denote by
πi : Gi(A)→ Gi,char, π : G(A)→ Gchar
the natural projections. We also define the closed diagonal subgroup
∆Gchar = {h ∈ Gchar : Nri(hi) = Nrj(hj) for all i, j}.
Here, the condition Nri(hi) = Nrj(hj) is understood in the sense of (10.3).
Corollary 10.4. Let Kf =
∏
iKf,i < G(Af) be a compact open subgroup
and let K (Kf) be the set of exceptional quadratic fields attached to it. Let
q1, q2 be distinct odd primes.
For any sequence gn ∈ G(A) and any sequence of diagonally embedded
tori Tn ⊂ G attached to imaginary quadratic fields Kn such that
– for any n, Kn 6∈ K (Kf),
– disc([Tngn])→∞ for n→∞, and
– q1 and q2 are split in Kn for every n,
the following are equivalent.
(1) The packets [Tngn]Kf equidistribute in [G]Kf .
(2) ∆Gchar π(Kf) = Gchar.
Proof. By Theorem 8.4, Lemma 9.3, Proposition 10.2 and our assumption
that the fields Kn are never exceptional, equidistribution in [G]Kf is equiv-
alent to the non-existence of a character χ of Gchar which is non-trivial,
Kf -invariant and such that Π(χi)i is trivial. But Π(χi)i being trivial is
equivalent to the tuple (χi ◦Nri)i being constant equal to 1 along the diag-
onal subgroup ∆Gchar and χ being Kf -invariant is equivalent to (χi)i being
π(Kf)-invariant (hence constant equal to 1 along π(Kf)). 
Example 10.5. We would like to give an example of a situation where the
second condition in Corollary 10.4 is satisfied. Let L denote the projection
of ∆Gchar to Gchar/π(Kf). By definition of ∆Gchar, the projection of L to
the i-th component Gi,char/πi(Kf,i) is surjective for each i. Since the groups
Gi,char/πi(Kf,i) are finite abelian, if the exponents of all Gi,char/πi(Kf,i) are
pairwise coprime, L is the whole group Gchar/π(Kf). Suppose for example
that the compact open subgroup Kf is given as a product of projective
groups of units of some (not necessarily maximal) orders Oi ⊂ Bi(Q). If the
sets of places where Oi ⊗ Zp is non-maximal are disjoint then the criterion
is satisfied.
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