Abstract: There is, in some quarters, concern about high-level machine intelligence and superintelligent AI coming up in a few decades, bringing with it significant risks for humanity. In other quarters, these issues are ignored or considered science fiction. We wanted to clarify what the distribution of opinions actually is, what probability the best experts currently assign to high-level machine intelligence coming up within a particular time-frame, which risks they see with that development, and how fast they see these developing. We thus designed a brief questionnaire and distributed it to four groups of experts in 2012/2013. The median estimate of respondents was for a one in two chance that highlevel machine intelligence will be developed around 2040-2050, rising to a nine in ten chance by 2075. Experts expect that systems will move on to superintelligence in less than 30 years thereafter. They estimate the chance is about one in three that this development turns out to be 'bad' or 'extremely bad' for humanity.
Introduction
Artificial Intelligence began with the "… conjecture that every aspect of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it." (McCarthy, Minsky, Rochester, & Shannon, 1955, p. 1) and moved swiftly from this vision to grand promises for general human-level AI within a few decades. This vision of general AI has now become merely a long-term guiding idea for most current AI research, which focuses on specific scientific and engineering problems and maintains a distance to the cognitive sciences. A small minority believe the moment has come to pursue general AI directly as a technical aim with the traditional methods -these typically use the label 'artificial general intelligence' (AGI) (see Adams et al., 2012) .
If general AI were to be achieved, this might also lead to superintelligence: "We can tentatively define a superintelligence as any intellect that greatly exceeds the cognitive performance of humans in virtually all domains of interest." (Bostrom, 2014 ch. 2) . One idea how 2. Questionnaire
Respondents
The questionnaire was carried out online by invitation to particular individuals from four different groups for a total of ca. 550 participants (see Appendix 2). Each of the participants got an email with a unique link to our site to fill in an online form (see Appendix 1). If they did not respond within 10 days, a reminder was sent, and another 10 days later, with the note that this is the last reminder. In the case of EETN (see below) we could not obtain the individual email addresses and thus sent the request and reminders to the members' mailing list. Responses were made on a single web page with one 'submit' button that only allowed submissions through these unique links, thus making non-invited responses extremely unlikely. The groups we asked were:
1. PT-AI: Participants of the conference on "Philosophy and Theory of AI", Thessaloniki October 2011, organized by one of us (see Müller, 2012 Müller, , 2013 . Participants were asked in November 2012, i.e. over a year after the event.
The total of 88 participants include a workshop on "The Web and Philosophy" (ca. 15 people), from which a number of non-respondents came. We reduced the list to living authors, added as many as necessary to get back to 100, searched for professional e-mails on the web and sent notices to these.
The questionnaire was sent with our names on it and with an indication that we would use it for this paper and Nick Bostrom's new book on superintelligence (Bostrom, 2014) -our request email is in Appendix 1. Given that the respondent groups 1 and 2 attended conferences organized by us, they knew whom they were responding to. In groups 3 and 4 we would assume that the majority of experts would not know us, or even of us. These differences are reflected in the response rates.
These groups have different theoretical-ideological backgrounds: The participants of PT-AI are mostly theory-minded, mostly do not do technical work, and often have a critical view on large claims for easy progress in AI (Herbert Dreyfus was a keynote speaker in 2011). The participants of AGI are committed to the view that AI research should now return from technical details to 'artificial general intelligence' -thus the name AGI. The vast majority of AGI participants do technical work. The EETN is a professional association in Greece that accepts only published researchers from AI. The TOP100 group also works mostly in technical AI; its members are senior and older than the average academic; the USA is strongly represented.
Several individuals are members of more than one of these four sets and they were unlikely to respond to the same questionnaire more than once. So, in these cases, we sent the query only once, but counted a response for each set -i.e. we knew which individuals responded from the individual tokens they received (except in the case of EETN). ' and whether intelligence can be measured or at least compared as 'more' or 'less' as a single dimension. Furthermore, for our purposes we need a notion of intelligence at a level that may surpass humans or where technical intelligent systems might contribute significantly to research -but 'human-level intelligence' is a rather elusive notion that generates resistance. Finally, we need to avoid using terms that are already in circulation and would thus associate the questionnaire with certain groups or opinions, like "artificial intelligence", "singularity", "artificial general intelligence" or "cognitive system".
For these reasons, we settled for a definition that a) is based on behavioral ability, b) avoids the notion of a general 'human-level' and c) uses a newly coined term. We put this definition in the preamble of the questionnaire: "Define a 'high-level machine intelligence' (HLMI) as one that can carry out most human professions at least as well as a typical human." (We still had one expert writing back to us that they could not say what a 'typical human' is -though they could be convinced to respond, after all.) In hindsight, it may have been preferable to specify what we mean by 'most' and whether we think of 'most professions' or of 'the professions most working people do'. One merit of our behavioral question is that having HLMI in our sense very likely implies being able to pass a classic Turing test.
To achieve a high response rate, we tried to have few questions with simple choices and eventually settled for four questions, plus three on the respondents. We tried to choose questions that would allow us to compare our results with those of earlier questionnaires -see below.
In order to improve on the quality of predictions, we tried to 'prime' respondents into thinking about what is involved in reaching HLMI before asking when they expect this. We also wanted to see whether people with a preference for particular approaches to HLMI would have particular responses to our central questions on prediction (e.g. whether people who think that 'embodied systems' are crucial expect longer than average time to HLMI). For these two purposes, we inserted a first question about contributing research approaches with a list to choose from -the options that were given are an eclectic mix drawn from many sources, but the particular options are not of much significance.
Prior work
A few groups have recently made attempts to gauge opinions. We tried to phrase our questions such that the answers can be compared to these earlier questionnaires. Notable are: 1. (Michie, 1973, p. 511f) : "an opinion poll taken last year among sixty-seven British and American computer scientists working in, or close to, the machine intelligence field". 2. Questions asked live during the 2006 AI@50 conference at Dartmouth College through a wireless voting device (VCM participated (see Müller, 2007) ). Despite a short report on the conference in (Moor, 2006) , the results were not published, but thankfully we were able to acquire them from the organizers James H. Moor and Carey E. Heckman -we publish a selection below. 3. (Baum, Goertzel, & Goertzel, 2011) 1. The reference by the famous AI researcher Donald Michie is very brief (all the details he gives are in the above quote) but of great of historical interest: 1972/3 were turning years for AI with the publication of Hubert Dreyfus' "What computers can't do" (Hubert L. Dreyfus, 1972) , the "Lighthill Debates" on BBC TV (with Michie, McCarthy and R. Gregory) and the influential "Lighthill Report" (Lighthill, 1973 He also asked about "significant industrial spin-off", "contributions to brain studies" and "contributions from brain studies to machine intelligence". Michie adds "Of 6/19 those responding to a question on the risk of ultimate 'takeover' of human affairs by intelligent machines, about half regarded it as 'negligible', and most of the remainder as 'substantial', with a view voting for 'overwhelming'." (Michie, 1973, p. 512) .
2. AI@50 hosted many prominent AI researchers, including all living participants of the 1956 Dartmouth Conference, a set of DARPA-funded graduate students, plus a few theoreticians. The participants were asked 12 multiple choice questions on day one, 17 on day two and another 10 on day three. We select three results from day one here:
3.) The earliest that machines will be able to simulate learning and every other aspect of human intelligence: got for the 50% probability point were: 2040 (Turing test), 2030 (third grade), and 2045 (Nobel). 4. Sandberg and Bostrom's first question was quite similar to our 2 nd (see below): "Assuming no global catastrophe halts progress, by what year would you assign a 10%/50%/90% chance of the development of human-level machine intelligence?" The median estimate of when there will be 50% chance of human-level machine intelligence was 2050. So, despite significant overlap with AGI 2009, the group asked by Sandberg and Bostrom in 2011 was a bit more guarded in their expectations.
We think it is worthwhile to make a new attempt because the prior ones asked specific groups and small samples, sometimes have methodological problems, and we also want to see how the answers change over time, or do not change -which is why tried to use similar questions. As explained below, we also think it might be worthwhile to repeat our questionnaire at a later stage, to compare results. The percentages here are over the total of responses. There were no significant differences between groups here, except that 'Whole brain emulation' got 0% in TOP100, but 46% in AGI. We did also not find relevant correlations between the answers given here and the predictions made in the following questions (of the sort that, for example, people who think 'embodied systems' crucial would predict later onset of HLMI). 
When HLMI?
"2. For the purposes of this question, assume that human scientific activity continues without major negative disruption. By what year would you see a (10% / 50% / 90%) probability for such HLMI to exist?" -For each of these three probabilities, the respondents were asked to select a year [2012-5000, in one-year increments] or check a box marked 'never'.
Results sorted by groups of respondents: For the 50% mark, the overall median is 2040 (i.e. half of the respondents gave a year earlier than 2040 and half gave a year later than 2040) but the overall mean (average) is 2081. The median is always lower than the mean here because there cannot be outliers towards 'earlier' but there are outliers towards 'later' (the maximum possible selection was 5000, then 'never').
PT-AI

From HLMI to superintelligence
"3. Assume for the purpose of this question that such HLMI will at some point exist.
How likely do you then think it is that within (2 years / 30 years) thereafter there will be machine intelligence that greatly surpasses the performance of every human in most professions?" -Respondents were asked to select a probability from a dropdown menu in 1% increments, starting with 0%. Median estimates on probability of superintelligence given HLMI in different groups of respondents:
2 years 30 years PT-AI 10% 60% AGI 15% 90% EETN 5% 55% TOP100 5% 50%
Experts allocate a low probability for a fast takeoff, but a significant probability for superintelligence within 30 years after HLMI.
The impact of superintelligence
"4. Assume for the purpose of this question that such HLMI will at some point exist.
How positive or negative would be overall impact on humanity, in the long run? Please indicate a probability for each option. (The sum should be equal to 100%.)" -Respondents had to select a probability for each option (in 1% increments). The addition of the selection was displayed; in green if the sum was 100%, otherwise in red. The five options were: "Extremely good -On balance good -More or less neutralOn balance bad -Extremely bad (existential catastrophe)". Percentages here are means, not medians as in the other tables. There is a notable difference here between the 'theoretical' (PT-AI and AGI) and the 'technical' groups (EETN and TOP100). And we finally invited participants to make a comment, plus a possibility to add their name, if they wished. (We cannot reproduce these here; but they are on our site, see below). A number of comments concerned the difficulty of formulating good questions, much fewer the difficulty of predicting.
Respondents Statistics
Evaluation
Selection-bias in the respondents?
One concern with the selection of our respondents is that people who think HLMI is unlikely, or a confused idea, are less likely to respond (though we pleaded otherwise in the letter, see below). Here is a characteristic response from a keynote speaker at PT-AI 2011: "I wouldn't think of responding to such a biased questionnaire. … I think any discussion of imminent super-intelligence is misguided. It shows no understanding of the failure of all work in AI. Even just formulating such a questionnaire is biased and is a waste of time." (Hubert Dreyfus, quoted with permission). So, we tried to find out what the non-respondents think. To this end, we made a random selection of non-respondents from two groups (11 for PT-AI and 17 from TOP100) and pressured them via personal email to respond, explaining that this would help us understand bias. The two groups were selected because AGI appears already biased in the opposite direction and EETN appears very similar to TOP100 but for EETN we did not have the data to show us who responded and who did not. We got one additional response from PT-AI and two from TOP100 in this way. For question 2 "… By what year would you see a (10% / 50% / 90%) probability for such HLMI to exist?" we compared the additional responses to the responses we already had from the same respective group (PT-AI and TOP100, respectively). We found the following differences:
The one additional respondent from PT-AI expected HLMI earlier than the mean but later than the median, while the two respondents from TOP100 (last row) expected HLMI earlier than mean and median. The very small sample forbids confident judgment, but we found no support for the worry that the non-respondents would have been biased towards a later arrival of HLMI.
Lessons and outlook
We complement this paper with a small site on http://www.pt-ai.org/ai-polls/. On this site, we provide a) the raw data from our results [anonymous unless the participants decided to put their name on their responses], b) the basic results of the questionnaire, c) the comments made, and d) the questionnaire in an online format where anyone can fill it in. We expect that that online questionnaire will give us an interesting view of the 'popular' view of these matters and on how this view changes over time. In the medium run, it be interesting to do a longitudinal study that repeats this exact questionnaire.
We leave it to the reader to draw their own detailed conclusions from our results, perhaps after investigating the raw data. Let us stress, however, that the aim was to 'gauge the perception', not to get well-founded predictions. These results should be taken with some grains of salt, but we think it is fair to say that the results reveal a view among experts that AI systems will probably (over 50%) reach overall human ability by 2040-50, and very likely (with 90% probability) by 2075. From reaching human ability, it will move on to superintelligence in 2 years (10%) to 30 years (75%) thereafter. The experts say the probability is 31% that this development turns out to be 'bad' or 'extremely bad' for humanity.
So, the experts think that superintelligence is likely to come in a few decades and quite possibly bad for humanity -this should be reason enough to do research into the possible impact of superintelligence before it is too late. We could also put this more modestly and still come to an alarming conclusion: We know of no compelling reason to say that progress in AI will grind to a halt (though deep new insights might be needed) and we know of no compelling reason that superintelligent systems will be good for humanity. So, we should better investigate the future of superintelligence and the risks it poses for humanity.
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