I. Introduction
Empirical studies of the relation between price changes and trading volume have a long history in finance. Karpoff (1987) identifies 19 articles in his survey of the early empirical work in this area (see his table 1). Although much of the research documents a positive correlation between absolute returns and trading volume, there is some debate about whether we can reconcile the observed relation with the predictions of theory (see, e.g., Tauchen and Pitts 1983; Richardson and Smith 1994; Foster and Viswanathan 1995; Andersen 1996) . In this paper, we focus on one theory in particular: the mixture of distributions hypothesis (MDH). Once we specify the nature of the information arrival process, the MDH provides a full dynamic representation for returns and trading volume. We use the MDH to examine the relation be-* The comments of an anonymous referee substantially improved the paper. Kirby received support for this research under the Australian Research Council SPIRT grant C00001858. Contact the corresponding author, Jeff Fleming, at jfleming@rice.edu.
We use state-space methods to investigate the relation between volume, volatility, and ARCH effects within a mixture of distributions hypothesis (MDH) framework. Most recent studies of the MDH fit AR(1) specifications that require the information flow to be highly persistent. Using a more general specification, we find evidence of a large nonpersistent component of volatility that is closely related to the contemporaneous nonpersistent component of volume. However, in contrast to studies that fit volume-augmented GARCH models, we find no evidence that volume subsumes ARCH effects. Since volume-augmented GARCH models are subject to simultaneity bias, our findings should be more robust than these prior results.
tween stochastic volatility, volume dynamics, and autoregressive conditional heteroscedasticity (ARCH) effects in returns.
Several variants of the MDH appear in the literature. We frame our analysis in terms of the "modified MDH" developed by Andersen (1996) . The key prediction of the MDH is that daily returns and trading volume are jointly subordinate to an unobserved directing variable that measures the daily rate of information flow to the market. If the daily number of information arrivals is positively correlated across days, then the model predicts positive serial correlation in the squared daily returns. Thus, by modeling the information flow as an autoregressive process, we obtain a specification that can provide a trading-based explanation for ARCH effects. Andersen (1996) and most subsequent studies of the modified MDH specify AR(1) dynamics for either the information flow or its logarithm. This yields a simple stochastic autoregressive volatility (SARV) representation for daily returns in which either the variance or its logarithm follows an AR(1) process.
We argue that AR(1) specifications are unlikely to be consistent with the data. To illustrate why, we consider the forecasting properties of a SARV model in which the return variance follows an AR(1) process. First, we develop a linear state-space representation of the model that allows us to construct minimum mean square (MMS) linear forecasts of the daily return variances based on the lagged squared daily returns. Next, we show that these forecasts have the same recursive structure as the conditional variances implied by a generalized ARCH (GARCH) process. In other words, the MDH implies that the persistence in the variance forecasts mimics the persistence in the information flow. This finding raises questions about the appropriateness of assuming an AR(1) process for information flow. Although we might expect some serial correlation in information arrivals, the strong persistence typically associated with GARCH conditional variances seems unlikely.
To develop a more plausible specification of the MDH, we model the information flow as the sum of an AR(1) process and white noise. This breaks the link between the persistence in the MMS variance forecasts and the persistence in the information flow. Moreover, it allows the return volatility to contain a nonpersistent component that is uncorrelated with lagged squared returns. If this nonpersistent component of volatility exists, then the MDH predicts that it should be closely related to the nonpersistent component of trading volume. Thus, by adopting a more general model of the information flow process, we obtain a bivariate SARV specification for returns and volume in which contemporaneous volume captures a component of volatility that is unrelated to ARCH effects.
The findings of Lamoureux and Lastrapes (1990) indirectly support this type of specification. They report that ARCH effects remain significant when lagged volume is included as an explanatory variable in a GARCH(1, 1) model for daily stock returns, but ARCH effects largely disappear if contemporaneous volume is used instead. This suggests that contemporaneous volume captures a large nonpersistent component of return volatility that overshadows the persistence captured by lagged squared returns. Volume-augmented GARCH models, however, suffer from econometric problems that make it difficult to evaluate the robustness of this evidence. Adding contemporaneous volume to a GARCH model requires treating volume as exogenous. This runs contrary to most trading models, including the MDH. If volume is endogenous, then volume-augmented GARCH models are subject to a specification bias that renders the maximum likelihood estimator inconsistent. Consequently, it is impossible to draw firm inferences about the significance of the results.
With our state-space methodology, on the other hand, it is straightforward to obtain consistent parameter estimates and assess their statistical significance. Instead of adopting a GARCH perspective, we work with the univariate and bivariate SARV models implied by the MDH. After expressing the models in state-space form, we use linear filters to extract MMS forecasts and filtered estimates of the return variances. In the case of the bivariate model, the filtered variance estimates are similar in form to the conditional variances implied by a volume-augmented GARCH(1, 1) model. This makes our approach well suited to investigating the extent to which contemporaneous volume explains ARCH effects. Moreover, by working with linear rather than nonlinear filters, we facilitate estimation and inference using standard econometric techniques.
The empirical analysis covers the 20 stocks in the major market index (MMI) for the period from January 1, 1988 , to November 30, 2000 . We use daily data that have been adjusted to remove volatility and volume trends. First, we fit a GARCH(1, 1) to the returns to confirm that ARCH effects are important for the MMI firms. The results are consistent with previous research. They point to strong volatility persistence and suggest that ARCH effects are a prominent feature of the data. Next, we fit a univariate SARV model to the returns in which the variance (information flow) displays ARMA(1, 1) dynamics. The results indicate that the dynamics of the persistent component of volatility captured by the SARV model are similar to those of the GARCH(1, 1) conditional variances. This is consistent with our theoretical analysis of the properties of the MMS variance forecasts. Overall the SARV model appears to perform slightly better than the GARCH model, although we find some evidence of serial correlation in the forecast errors for both models.
The most important difference between the SARV and GARCH results is that the SARV model provides clear evidence of a substantial nonpersistent component of return volatility. The SARV parameter estimates suggest that this component accounts for at least half of the variability in the return variances for a majority of the MMI firms. As a consequence, the SARV model typically implies much less volatility persistence than the GARCH model. In contrast, the GARCH model fails to capture the nonpersistent component of volatility because it assumes that the return variance is completely determined by the past history of returns.
According to the MDH, the nonpersistent component of volatility identified by fitting the univariate SARV model should be closely related to the nonpersistent component of trading volume since both variables are driven by the nonpersistent component of the information flow. To determine whether this implication of the MDH is supported by the data, we fit the bivariate SARV model to returns and trading volume. We find mixed results. The nonpersistent component of volume does explain a large fraction of the nonpersistent component of volatility, but the diagnostics indicate that the SARV model is too restrictive to adequately characterize the joint dynamics of volume and volatility. Specifically, we find evidence of significant serial correlation in the forecast errors for both squared returns and volume for a large majority of the firms.
To investigate this further, we consider a less restrictive bivariate SARV specification that nests the MDH-based model as a special case. In particular, we modify the bivariate specification to allow for persistence in return volatility that is unrelated to persistence in trading volume. This specification performs significantly better in terms of goodness-of-fit measures for most of the firms. The evidence of serially correlated forecast errors for squared returns, for example, drops to a level comparable to that observed with the GARCH(1, 1) model. The improved performance indicates that a significant portion of the variation in the persistent component of return volatility is unrelated to variation in either the persistent or nonpersistent components of trading volume. In other words, we find no evidence that ARCH effects disappear once we account for the dynamics of trading volume.
Both of the bivariate SARV specifications indicate a strong positive correlation between the nonpersistent components of squared returns and trading volume. This has important implications for the econometric evaluation of market microstructure models. In the case of the MDH, for example, a nonzero correlation between the nonpersistent components of volume and squared returns would be interpreted as evidence against the model under an AR(1) specification for the information flow. However, any test of the MDH is a joint test of the predictions of the model and the specification of the information flow process. Our analysis indicates that the nonpersistent component of return volatility accounts for a large fraction of the total variation in volatility. Thus empirical tests that fail to account for this feature of the data are unlikely to yield reliable results.
The rest of the paper is organized as follows. In Section II we present the MDH and use linear state-space methods to analyze its implications concerning SARV dynamics, trading volume, and ARCH effects. In Section III we describe the data and discuss the econometric methodology. In Section IV we present the results of the empirical analysis, and in Section V we summarize our key findings and provide suggestions for future research.
II. Modeling the Volume-Volatility Relation
Studies in the market microstructure literature suggest that a variety of characteristics influence the dynamics of return volatility and trading volume. Some of these include the informativeness of market prices, the presence or absence of liquidity traders in the market, and the manner in which news is disseminated to market participants. Under most circumstances, however, theory points to the rate of information arrival to the market as the primary variable of interest. Andersen (1996) , for example, combines the theoretical framework of Glosten and Milgrom (1985) with the subordinated stochastic process representation of Clark (1973) to obtain a model in which daily returns and trading volume are jointly subordinate to an unobserved directing variable: the daily information flow. This model, which is known as the modified MDH, provides the theoretical foundation for our work. In this section, we analyze the predictions of the modified MDH, focusing in particular on the relation between daily trading volume and ARCH effects in daily returns.
A. The Data-Generating Process
Let and denote the demeaned return and detrended trading volume for r v t t day t. Under Andersen's (1996) modified MDH, these variables are generated by a process of the form It may appear that this model fails to place any restrictions on the dynamics of the information flow. However, like the speculative trading model of Tauchen and Pitts (1983) , the modified MDH implies that the return variance is indistinguishable from the information flow. Equations (1) and (2) reveal three key predictions of the modified MDH. First, demeaned returns exhibit stochastic volatility. Second, the conditional mean of detrended volume is a linear function of the conditional variance of demeaned returns. Third, squared demeaned returns are uncorrelated with detrended volume after conditioning on the return variance. To more fully develop the empirical content of these predictions, we now address a number of issues relating to the specification, parameterization, and estimation of the model. We first show how persistence in the information flow can generate GARCH(1, 1) dynamics in the MMS forecasts of return variances. Then, analyzing the relation between trading volume and ARCH effects in daily returns follows naturally.
B. Stochastic Volatility and ARCH Effects
Initially we ignore equation (2) and focus strictly on the data-generating process for demeaned daily returns. If we assume that the information flow is serially correlated, then equation (1) implies that is described by a SARV r t model. The econometric analysis of SARV models is typically accomplished using computationally intensive Monte Carlo methods (see, e.g., Chib, Nardari, and Shephard 2002) . Fleming and Kirby (2003) show, however, that it is often possible to obtain comparable results by applying the more tractable framework of the Kalman filter. In addition, they provide a straightforward characterization of the relation between GARCH and SARV models that is useful for illustrating the empirical implications of the modified MDH.
To see how we can adapt their approach to our setting, consider a model in which is generated by a one-factor SARV model of the form r t r p j z 
easy to verify that, under our maintained assumptions, 
Therefore, the system in equations (5) and (6) constitutes a linear state-space representation (see, e.g., Hamilton 1994) . 1 By recasting the SARV process as a dynamic latent factor model for the squared demeaned returns, we obtain a specification that allows estimation and inference using the Kalman filter.
The most common use of the Kalman filter is to construct MMS linear 1. There is one aspect of this system that is unusual for a linear state-space representation: t , the innovation to the observation equation, is conditionally heteroscedastic. Note, however, that we can accommodate this feature without altering the way in which we apply the Kalman filter. To see this, recall that the filter is simply a convenient algorithm for recursively updating a linear projection. As in linear regression, the projection coefficients depend on unconditional moments that remain well defined in the presence of unmodeled conditional heteroscedasticity. Of course, the Kalman filter will produce less precise variance forecasts than an optimal nonlinear filter that accounts for this conditional heteroscedasticity, but the precision loss appears to be small for the type of SARV model considered here. See Fleming and Kirby (2003) for details.
forecasts of the state of the process based on past observables. For the system in equations (5) and (6) The time variation in the coefficients in equation (10) reflects the absence of an observed history when we initialize the filter at time . For a t p 0 covariance stationary process, these coefficients quickly converge to constants as t increases and we approach steady state. In steady state, the variance forecasts produced by the Kalman filter have the same recursive structure as the conditional variances in a GARCH(1, 1) model. Thus, by applying linear filtering techniques, we uncover a simple relation between SARV dynamics, information flow persistence, and ARCH effects in returns. Specifically, if we assume that follows an AR(1) process, then our MMS linear forecasts of 2 j t display the same persistence as the information flow, and these forecasts 2 j t take the same form as the conditional variances implied by the most widely used GARCH model. This close link between the persistence in the GARCH conditional variances and the persistence in the information flow is problematic from an empirical perspective. Typically, fitting a GARCH model to asset returns yields parameter estimates that imply that the half-life of a variance shock is between two and six months (see Bollerslev, Chou, and Kroner 1992) . Since we would expect our MMS linear forecasts of to imply a similar degree of persistence, 2 j t we can infer that, under an AR(1) specification, the half-life of an information flow shock is around two to six months. Although it is natural to expect some serial correlation in information arrivals, it is difficult to conjecture plausible scenarios that would generate this level of persistence. To break the link between the persistence in variance forecasts and the persistence in the information flow, we must consider models that generate more complex dynamics for . 
This two-factor specification implies that displays ARMA(1, 1) dynamics.
2 j t Consequently, the model can accommodate strong persistence in the conditional variances without requiring strong persistence in the daily information flow.
To see the impact of this flexibility, we have to look beyond the forecasting properties of the model. As in the one-factor specification, the model implies that volatility persistence is generated by a single latent factor that follows an AR(1) process. This means that our date t MMS linear forecast of 2 j tϩ1 takes the same general form as equation (9) by a system of the form 
Since vt is white noise with 
, and . Thus, in steady state, the variance forecasts have
the same recursive structure as the conditional variances implied by a GARCH(1, 1) model that includes lagged volume as an additional explanatory variable. Of course, this does not necessarily imply that fitting the bivariate specification would produce results similar to those obtained by fitting a volumeaugmented GARCH model. To understand why, note that the coefficients in equation (24) depend on elements of the filter gain matrix, which in turn depend in a complex nonlinear fashion on the parameters of the SARV model. The reason is that we use the underlying structure of the state-space representation to infer the values of the projection coefficients rather than estimating their values directly. The volume-augmented GARCH model imposes no such structure, so it could easily yield different results.
We gain additional insights into the relation between volume and volatility under the model by constructing a filtered estimate of . This estimate takes (25) to isolate the terms involving contemporaneous volume, we see parallels between the expression for and the conditional variance process implied by the volume-augmented 2 j tFt GARCH(1, 1) model of Lamoureux and Lastrapes (1990) . Equation (25), however, is well specified under the modified MDH, unlike the volume-augmented GARCH model. Inserting contemporaneous volume into a GARCH model is problematic because this variable is neither predetermined nor exogenous. Therefore, the resulting model will produce biased coefficient estimates. In contrast, our approach for constructing filtered variance estimates explicitly accounts for the endogenous nature of trading volume. Although these estimates are described by a GARCH-like recursion, the associated parameters can be estimated consistently using standard techniques.
D. A Generalization of the Bivariate Model
Although we have gained some flexibility over the models used in previous research, our two-factor model may still be too restrictive to adequately capture the dynamics of volume and volatility. As an alternative, we consider a threefactor specification of the form
t r t r t r t r t and
where h at , h bt , and h ct are mutually uncorrelated white-noise innovations. By including the third factor, , we allow for a persistent component of volatility a t that is linearly unrelated to the persistent component of volume.
We can motivate this specification with either of two arguments. First, we could view the third factor as an ad hoc addition to the two-factor model. From this perspective, a statistically significant estimate of d would provide evidence against the modified MDH. Alternatively, we could view the third factor as an additional component of the information flow: a persistent stream of public news that causes prices to change without any trading. From this perspective, the model is consistent with a generalized version of the modified MDH that incorporates both public and private information arrivals. As a matter of convenience, we follow previous research and adopt the first perspective when discussing the empirical results. However, whether we view the model as consistent or inconsistent with the MDH, it does shed light on the relation between ARCH effects and trading volume: if adding the third factor improves the performance of the model, then we would conclude that daily squared returns capture a persistent component of volatility that is not captured by volume. In other words, ARCH effects remain after accounting for trading volume.
III. Data and Econometric Methodology
In this section we discuss the data used for the empirical analysis and we describe our empirical methods. We begin with a brief description of the data set and follow with a description of our detrending procedure and a discussion of the statistical properties of the detrended series. We then provide an overview of our model-fitting procedure.
A. The Data
The data set consists of daily total returns and daily split-adjusted trading volume for the 20 stocks in the MMI. 4 Our sample period is January 1, 1988, to November 30, 2000. We examine the MMI stocks because they are widely held by both individual and institutional investors and they generally exhibit a high level of trading activity. For instance, over the nine-year interval from 1993 to 2000, the average number of daily trades for the MMI stocks ranges from 626 for Dow Chemical to 3,538 for General Electric. We obtain the returns from the daily stock file of the Center for Research in Security Prices (CRSP).
The trading volume is drawn from two sources: CRSP and the Trade and Quote (TAQ) files of the New York Stock Exchange (NYSE). We use two sources because there is some contamination in the CRSP volume files. There are several instances in which CRSP reports zero trading volume for the day and a number of others with clear transcription errors such as omitting the final two zeros. Because the TAQ files go back to only 1993, we rely on CRSP volume for the years 1988-92. All the obvious errors in the CRSP data are confined to the period covered by TAQ, so the benefits of having five additional years of data outweigh the potential downside of any remaining contamination.
B. Detrending Procedures
Before fitting the modified MDH to the data, we first detrend the volume series using an approach similar to that used by Gallant, Rossi, and Tauchen (1992) . Specifically, we fit a quadratic time trend to log volume using ordinary least squares (OLS), exponentiate the OLS residuals, and then scale the re- sulting series to have the same mean as the original series. While other methods offer more flexibility in fitting the trend, they would be more susceptible to overfitting. This could lead to removing components of volume that are important to the volume-volatility relation. 5 We also remove volatility trends. Although the modified MDH is silent on this issue, recent studies such as Campbell et al. (2001) report that idiosyncratic volatility has increased over time. Since a large fraction of the volatility for individual stocks is idiosyncratic, volatility trends are likely to be relevant to our analysis. To remove any trends in volatility, we apply the regression approach described above to the log squared demeaned returns. That is, we fit a quadratic time trend to the log squared demeaned returns using OLS, exponentiate the residuals, and then scale the resulting series to have the same mean as the original series. For the remainder of the paper, all references to returns and trading volume are to the trend-adjusted variables. Table 1 presents summary statistics for the data. The first set of columns report the sample mean, standard deviation, coefficient of skewness, and coefficient of kurtosis of the returns (panel A) and trading volume (panel B). The second set of columns report the first-, second-, third-, fifth-, and tenthorder sample autocorrelations, and the final column reports the Ljung-Box (1978) statistic for serial correlation to 10 lags. A single (double) asterisk indicates that the null of no serial correlation is rejected at the 5% (1%) level.
Panel A contains few surprises. The mean and standard deviation values are typical of those for daily individual stock returns, and excess kurtosis, which is characteristic of financial market data, is evident. In the case of Eastman Kodak, Philip Morris, and Procter and Gamble, we see particularly large kurtosis values-13.68, 23.56, and 16.01-that are accompanied by negative skewness. This suggests that these firms experienced unusually large negative returns during our sample period. As expected, the autocorrelations of the squared returns point to the presence of ARCH effects. The Ljung-Box statistics indicate that we can reject the null of no serial correlation at the 1% level for all but two of the firms: Eastman Kodak and Philip Morris. The small test statistics for these firms likely reflect the impact of the large negative returns.
The statistics in panel B parallel those in panel A on several dimensions. First, trading volume displays substantial skewness and excess kurtosis. The reported values suggest that four of the firms-Chevron, General Motors, Procter and Gamble, and Sears-experienced unusually high volume at some time during our sample period. Second, there is clear evidence of positive serial correlation in trading volume, with the first-order autocorrelation exceeding 0.5 for many of the firms. Moreover, the serial correlation dies out slowly: the tenth-order autocorrelation is often greater than 0.1. We reject the null of no serial correlation in volume at 1% for all the firms.
5. See Lo and Wang (2000) for more discussion of this issue. Note.-The table reports descriptive statistics for the trend-adjusted series used to fit the GARCH and SARV models. We construct these series as follows. First, we identify long-run trends in volume and volatility by regressing the log trading volume and log squared demeaned returns on a constant, a time index, and the square of the time index. Next, we construct the adjusted trading volume, , and adjusted squared demeaned returns, , by exponentiating the regression residuals and scaling the resulting series to have the same sample mean as the 2 v r t t original series. Finally, we obtain the adjusted returns, , by attaching the sign of each demeaned return to the corresponding adjusted absolute demeaned return. The first set of columns r t report the mean, standard deviation, coefficient of skewness, and coefficient of kurtosis for (panel A) and (panel B). The next set report autocorrelations for (panel A) and (panel 
C. Parameter Estimates and Standard Errors
We fit the various specifications of the modified MDH by Gaussian quasi maximum likelihood (QML). This is accomplished using the prediction error decomposition of the log likelihood implied by the Kalman filter. Suppose, for example, that we want to fit the univariate two-factor specification in equations (12), (13), and (14). Let and
, where denotes the mean squared error (MSE) of we construct the quasi log likelihood for the model as , where
and T is the number of observations in the data set. 6 The value of rapidly P b,tFtϪ1 converges to a constant as the impact of the initial conditions on our forecasts dies out. It follows, therefore, that the QML estimator is essentially obtained by minimizing the MSE in forecasting . 2 r t To obtain robust standard errors for the parameter estimates, we nest the QML estimator in a generalized method of moments framework. This is accomplished by treating the restriction as a vector of sample ѨL(v)/Ѩv p 0 moment conditions. To illustrate, let denote the QML estimator of v.
where D and S are the second-derivative and outer-product forms of the quasi information matrix. If we let 
IV. Model Fitting Results
To lay the foundation for evaluating the empirical performance of the SARV specifications, it is useful to first estimate a GARCH(1, 1) model for the returns. We fit the model
by Gaussian QML; that is, we treat the standardized innovation as i.i.d. z t N(0, 1) for the purpose of constructing the log likelihood. Bollerslev and Wooldridge (1992) show that the QML estimator is consistent and asymptotically normal provided that certain regularity conditions are satisfied. We follow their methodology for constructing robust standard errors for the parameter estimates. Table 2 summarizes the model-fitting results. The first set of columns contain the parameter estimates and standard errors. The second set of columns contain the maximized quasi log likelihood and selected model diagnostics: the estimated first-order autocorrelation coefficient for , the estimated varh t iance of as a fraction of the estimated variance of , the Ljung-Box statistic parameter estimates are similar to those reported in other studies for individual stock returns (e.g., Kim and Kon 1994) . Typically, the estimate for a is less than 0.1, the estimate for b is greater than 0.8, and the standard errors imply t-ratios greater than two. This is consistent with the presence of ARCH effects, which is not surprising given the long literature on time-varying volatility in financial markets. We also find evidence of strong persistence in the conditional variances: the estimated autocorrelation in exceeds 0.9 for 15 of the 20 firms and is h t greater than 0.78 for all of them. But the results indicate that the GARCH(1, 1) model has low explanatory power. The estimated variance of is typically h t between 1% and 6% of the estimated variance of . Dow Chemical, with an 2 r t estimated variance ratio of 0.17, is the sole exception. We can understand these results using the expression for derived in Andersen 
. See Bollerslev (1986) for more ratio for a GARCH(1, 1) process whose first four moments are well defined is . As a result, the estimated variance ratio tends to be small unless the 1/3 estimated autocorrelation is close to one, as with Dow Chemical.
Despite its popularity, the GARCH(1, 1) model fails to completely capture the higher-order serial dependence in the adjusted demeaned returns. Specifically, 12 of the Ljung-Box statistics for are significant at the 5% level nificant at the 5% level and only one is significant at the 1% level. We focus on the first statistic in evaluating the model because diagnostics based on forecast errors provide better benchmarks for assessing the performance of the SARV specifications. If our MDH-inspired SARV model is well specified, then the errors generated by our MMS forecasts of should be white noise.
2 r t Consequently, we would expect the sample autocorrelation in the SARV forecast errors to be lower than the sample autocorrelation in if the MDH 2 r Ϫ h t t accurately describes the data-generating process.
A. The Two-Factor SARV Specification for Returns
We now turn to the first SARV specification: the two-factor model with return variance (information flow) displaying ARMA(1, 1) dynamics. As a first step, we fit the model to using the linear state-space representation 2 r t in equations (12)-(14). First consider the parameter estimates and standard errors in panel A. The estimated value of f points to strong persistence in : the estimated value b t exceeds 0.9 for 14 of the firms and 0.8 for another five. The standard errors are generally an order of magnitude smaller. Consistent with the theoretical results presented in Section II, we typically find that the estimate of f is close to the sum of the a and b estimates reported in table 2. Since the two-factor model implies that the MMS linear forecasts of take the same general form 2 j t as in the GARCH(1, 1) model, it is not surprising to find that these forecasts h t display dynamics similar to the GARCH(1, 1) conditional variances. We expect the persistent factor, , to capture ARCH effects in daily returns, and b t this is the case.
At the same time, the nonpersistent factor, , appears to capture an unrec t lated, but important, component of the return variances. The estimated value of r, which reflects the contribution of the nonpersistent factor to , is 2 j t statistically significant at the 5% level for 18 of the MMI firms. To understand g ϩ r it is for 13 of the firms, then this suggests that accounts for more than half c t the variance of . Hence, by fitting the two-factor specification, we capture 2 j t a large nonpersistent component of the return variances that would be missed by either a one-factor SARV specification or a standard GARCH model.
The diagnostics in panel B provide more insights into this aspect of the two-factor specification. As anticipated, the model implies lower levels of volatility persistence than the GARCH (1, 1) The net effect is a drop in volatility persistence and an increase in explanatory power. We can better understand the contribution of the second factor to the ex- correlation for nine of the firms at the 5% level. For the GARCH(1, 1) model, we rejected the null at this level for 12 of the firms. Since these findings suggest that the two-factor SARV specification performs at least as well as the GARCH(1, 1) model, we conclude that the model does an adequate job of capturing ARCH effects.
B. The Two-Factor SARV Specification for Returns and Volume
Our findings thus far support the view that the return variances contain both persistent and nonpersistent components. It remains to be seen, however, whether these findings are consistent with the predictions of the modified MDH. To address this issue, we refit the two-factor specification using both returns and trading volume. table 4 , notice first that for all but one of the firms the estimated value of f is smaller than that reported for the univariate SARV specification in table 3. None of the f estimates exceeds 0.9, and only three exceed 0.8. Moreover, the 95% confidence intervals for the estimates in table 4 are generally too narrow to encompass the estimated value of f reported in table 3. This provides our first indication that the predictions of the modified MDH may not be supported by the data. According to the modified MDH, the persistence in both the variance forecasts and the volume forecasts is due to persistence in the information flow, which is captured by under our twob t factor SARV specification. It follows, therefore, that if the estimated persistence of falls when we bring volume into the analysis, then the modified b t MDH may be too restrictive to explain the observed dynamics of returns and trading volume. We will explore this issue in more detail in Section IV.C.
Unlike the estimated value of f, the estimated value of g does not change definitively. About three-quarters of the estimates in table 4 are greater than in table 3. However, many of the 95% confidence intervals for these estimates contain the values reported in table 3. Perhaps more significantly, bringing volume into the analysis has little impact on the estimated value of r. When we fit the two-factor specification using only the returns, our r estimates depend on the estimated excess kurtosis in the standardized returns. Although the estimates in table 3 indicate the presence of significant excess kurtosis, they provide no information about its source. In contrast, the r estimates for the bivariate system in table 4 reflect the degree to which the nonpersistent components of the return variances and trading volumes tend to move together. Since many of the estimates in tables 3 and 4 are similar, our results suggest that much of the excess kurtosis in the standardized returns is linked to nonpersistent volatility that is in turn related to nonpersistent trading volume. This is broadly consistent with what we would expect to find if there is a large nonpersistent component to the information flow. Of course, all our conclusions are tempered by the fact that the restrictions of the two-factor model are not supported by the data. We can see this by examining the Ljung-Box statistics for serial correlation in the forecast errors. The statistic for the squared returns rejects at the 5% significance level for 17 of the firms, which is almost twice the rejection rate observed in table 3. Thus the quality of the squared return forecasts deteriorates when we bring volume into the analysis. If volume is a more precise volatility proxy than squared returns, we would expect some deterioration in the quality of the squared return forecasts even if the model were correctly specified. However, we would not expect the statistic for serial correlation in the volume forecast errors to reject at a similar rate, which is what we find with 18 of the firms rejecting at the 5% level.
C. The Three-Factor SARV Specification
Since fitting the two-factor model to both trading volume and squared returns causes the quality of the squared return forecasts to deteriorate, it appears that the modified MDH fails to adequately characterize the joint dynamics of volume and volatility. To investigate further, we fit a less restrictive bivariate SARV specification that nests the two-factor model as a special case. In particular, we add a third factor to the model that affects only the squared returns process, thereby allowing for persistence in return volatility that is unrelated to persistence in trading volume. If this leads to a statistically significant improvement in goodness of fit, then it follows that the MMS variance forecasts contain a component that is specific to information contained in lagged squared returns. In other words, the model provides direct evidence on whether ARCH effects remain statistically significant after we account for the information content of trading volume. Table 5 summarizes the model-fitting results. We begin with the parameter estimates, standard errors, and maximized quasi log likelihood in panel A. In most cases, the estimates of the parameters that are present in the two-factor model show little change from the values reported in table 4. The estimate of f b , which measures the autocorrelation in the factor that captures common persistence in squared returns and trading volume, is quite stable. The largest change is a drop from 0.83 to 0.79 for Dow Chemical. Moreover, the coefficients on this factor, g r and g v , and the coefficients on the nonpersistent factor, r r and r v , are reasonably stable. This explains why we see the deterioration in the quality of the squared return forecasts noted in Section IV.B. When we fit the two-factor specification by QML, the forecast errors for the squared returns receive relatively little weight because the forecast errors for volume provide a much more precise signal about volatility. As a result, introducing a new factor that is specific to the squared returns has little impact on the estimates of the parameters present in the two-factor model. On the other hand, the estimates of the remaining parameters suggest that the three-factor model captures an important component of return volatility that is missed by the two-factor specification. The third factor always enters the model with a statistically significant coefficient, and in most cases the tratio for d is greater than three. In addition, it appears to be much more persistent than the factor that is common to squared returns and trading volume. The estimated autocorrelation in is at least 0.98 for every firm. Thus a t the model indicates that return volatility contains a highly persistent component that cannot be explained by common persistence in squared returns and trading volume. This is inconsistent with the modified MDH and is inconsistent with the hypothesis that volume explains ARCH effects.
In light of these results, many of the changes to the diagnostics in panel B are predictable. For example, the estimated first-order autocorrelation in is always higher than the value reported in in the coefficient of determination is 0.01 or less for three-quarters of the firms.
The improved forecasting performance of the model is reflected in the Ljung-Box statistic for the squared returns. The number of rejections at the 5% significance level drops from 17 in table 4 to 13 in table 5. Although this may not be impressive in an absolute sense, it is on par with the performance of the GARCH(1, 1) model reported in table 2. Thus we conclude that from a volatility forecasting perspective, the three-factor specification performs about as well as standard volatility models. The evidence with respect to volume forecasting is less favorable. As in table 4, the Ljung-Box statistic for serial correlation in the forecast errors is significant at the 5% significance level for 18 of the firms, which indicates that the autocorrelation structure of volume is more complex than that implied by an ARMA(1, 1) model. Although fitting a more complex specification for the volume process might improve the forecasting performance, we would not expect this to affect our conclusions regarding the relation between trading volume and ARCH effects.
D. Three-Factor Forecasts and Filtered Estimates
We get a broader perspective on the performance of the three-factor model by examining the output from the Kalman filter. Figure 1 , for example, shows the three-factor forecasts (top panel) and filtered estimates (bottom panel) of the return variances for the first stock alphabetically in the MMI index: American Express. The plots look much like we expect given the discussion thus far. The forecasts in the top panel are relatively persistent, but they display more high-frequency variation than is typical for the fitted conditional variances from a GARCH model. We also see a prolonged period of higher than average volatility during 1990-91 and a shorter volatility spike in 1998. A similar pattern is evident for the filtered estimates in the bottom panel, but these estimates are much less persistent.
The only surprise in figure 1 is the prevalence of negative variance estimates in the bottom panel. We see this for all the firms to one degree or another. While it might be taken as clear evidence of model misspecification, the propensity of the filter to produce negative estimates is likely driven by volatility dynamics. Because changes in return volatility explain only a small fraction of the variation in the squared returns and trading volume, the effectiveness of the Kalman filter is limited by the low signal-to-noise ratio. In addition, because volatility is relatively persistent, it can spend protracted periods below its long-run mean. The combination of these two properties increases the likelihood that the filter will generate negative estimates over certain periods.
A similar situation arises when one estimates conditional expected excess market returns. Asset pricing researchers typically model conditional expectations as linear in a set of instrumental variables because linear models are simple to implement and the results are easy to interpret. However, linear 12 Investors generally would not expect that the monthly market return is less than the one-month T-bill rate. But linear models remain popular because we know that the variation in conditional expected returns is a small fraction of the overall variation in returns. Therefore, we could easily obtain negative estimates of the conditional expected excess return from a correctly specified linear model in periods in which the equity risk premium is small. The circumstances in our analysis 12. Harvey (2001) , e.g., fits a predictive regression to monthly excess returns on the valueweighted NYSE index and finds that 29% of the fitted values are negative for the years 1947-88. Fig. 2. -Components of the daily variance forecasts for American Express based on the parameter estimates for the three-factor SARV specification. The top panel plots the component of the variance forecast associated with the persistent factor that is specific to squared returns. The middle panel plots the component of the variance forecast associated with the persistent factor that is common to squared returns and trading volume. These forecast components include the contribution of the long-run mean of the variance series. The bottom panel plots the forecast based on both factors. GARCH(1, 1) forecasts are included for comparison.
are similar: in periods with low volatility and volume, a well-specified linear filter could easily produce negative filtered variance estimates. Since the negative estimates are not a problem for our investigation of trading volume and ARCH effects, we do not pursue this issue further. Figure 2 examines the relation between trading volume and ARCH effects under the three-factor specification for American Express. The top panel plots the component of the variance forecasts related to the dynamics of , the a t persistent factor specific to squared returns. The middle panel plots the component of the variance forecasts related to , the persistent factor common to b t squared returns and trading volume. The bottom panel shows the overall forecasts. In each part, we also include the fitted conditional variances from the GARCH(1, 1) model for comparison.
The forecast component in the top panel behaves much like the GARCH conditional variances. It generally tracks the GARCH series and displays a similar level of persistence. This suggests that ARCH effects are closely associated with the persistent factor specific to squared returns. In contrast, the forecast component in the middle panel does not track the GARCH series very well. It is much less persistent and spikes upward in many places in which the GARCH variance does not. Thus, even though the persistent factor common to squared returns and trading volume is important for explaining volatility dynamics, it does not explain ARCH effects. When we combine the two components to generate the overall forecast in the bottom panel, the result looks like a less persistent version of the GARCH series. is unpredictable using lagged observables. Since fitting a dynamic factor model by QML does not guarantee orthogonality of the extracted factors, there is usually a discrepancy between the variance of and the sum of the com-2 j tFtϪ1 ponent variances. However, the differences are not large enough to have a meaningful effect on our inferences.
Consistent with the plots in figure 2, we find that the correlation between and the GARCH conditional variance, , tends to be relatively low.
It is less than 0.5 for 15 of the firms and less than 0.3 for five of them. In contrast, the correlation of with is greater than 0.5 for 13 firms and da h tFtϪ1 t greater than 0.8 for five. This correlation also equals or exceeds the correlation must use information that is specific to the lagged squared returns. In other words, we find that ARCH effects explain part of the persistence in return volatility even after we account for the information about volatility contained in trading volume. This finding may seem surprising given the results of Lamoureux and Lastrapes (1990) . They report that lagged squared returns contain little, if any, information about return volatility after accounting for the information contained in trading volume. However, Fleming, Kirby, and Ostdiek (2006) show that this is due to their econometric specification. Specifically, with their volume-augmented GARCH(1, 1) model, it is impossible to simultaneously allow for strong ARCH effects and capture the contemporaneous relation between volume and volatility. Using a more flexible volume-augmented GARCH model, Fleming et al. find that ARCH effects remain strong even in the presence of contemporaneous trading volume. Thus, either way we look at the evidence, it does not support the view that trading volume subsumes ARCH effects in daily returns. Nonetheless, the model-fitting results provide a useful perspective on the linkages between stochastic volatility, trading volume, and ARCH effects. The first important insight is that the nonpersistent component of volatility is responsible for a large fraction of its variability through time. For example, the parameter estimates for the three-factor model suggest that this nonpersistent component typically explains over two-thirds of the variability in the return variance. Because our analysis reveals that the MDH is misspecified, we cannot argue that this component of volatility reflects the impact of unexpected information arrivals. We can, however, make a strong case that any specification of the MDH in which the information flow is modeled as highly persistent has little chance of success.
Our results also indicate that conventional GARCH models fail to capture a large component of return volatility. This conclusion is supported by recent evidence from the realized volatility literature. Andersen and Bollerslev (1998) , for example, construct the realized variances of daily currency returns by cumulating the squared five-minute returns over the course of the trading day. They find that the conditional variances obtained by fitting a GARCH(1, 1) model to the daily returns explain only around 40%-50% of the daily variability in the realized variances. We would expect to find some unexplained variability due to measurement error, but the results seem too dramatic to reflect this alone. For instance, if the returns were generated by a SARV diffusion, then the variance of the measurement error would be less than 2.5% of the variance of the latent volatility factor obtained by integrating over the sample path of the instantaneous return variance (Andersen and Bollerslev 1998) .
Another important insight from our results is that the nonpersistent component of return volatility is closely tied to the nonpersistent component of trading volume. This is broadly consistent with the predictions of the MDH. We do not, however, need to impose the restrictions of the MDH to establish this link. Using the three-factor specification, which allows for the possibility that volume and volatility are completely unrelated, we find that the nonpersistent component of trading volume explains 60%-80% of the daily variability in the nonpersistent component of return variance. Therefore, the results suggest that we can use trading volume to construct better estimates of return volatility than could be obtained using conventional GARCH models.
There is one caveat regarding these findings. Our analysis is based on linear methods of estimation and inference to highlight the relation between trading volume and ARCH effects. As a consequence of using these methods, we essentially obtain linear least-squares estimates of both the fixed parameters and the unobserved return variances. One of the undesirable properties of least-squares estimates is that they do not display robustness to outliers. Since we occasionally see extreme realizations for trading volume, our results might overstate the explanatory power of this variable.
On the other hand, we cannot rule out the possibility that trading volume carries more information about return volatility than our results suggest. Perhaps our approach of specifying linear models for the mean of trading volume and the variance of returns is inappropriate. It might be better, for example, to model the logarithm of these variables as linear in a set of unobserved factors, thereby constraining the original variables to be strictly nonnegative. This would impose large computational demands since it would almost certainly require the use of simulation techniques to fit the models. But it would also offer the opportunity to examine the robustness of the methodology developed here.
V. Conclusions
The modified MDH provides a complete description of the joint dynamics of daily return volatility and trading volume once the dynamics of the information flow are specified. Most recent work assumes that the information flow or its logarithm follows an AR(1) process. We show that this is not likely to be satisfactory. If the information flow follows an AR(1) process, then it must display the same level of persistence as the MMS linear forecasts of the return variances, and these forecasts are identical in form to the conditional variances implied by a GARCH(1, 1) model. Although we would expect to observe some clustering in information arrivals, it is unlikely that the information flow would display the strong persistence typically implied by GARCH models.
To overcome this problem, we propose a less restrictive specification in which the information flow may have both persistent and nonpersistent components. Fitting this specification to the data, we find that a substantial component of daily return volatility is unpredictable. Moreover, the unpredictable component of volatility is closely tied to the unpredictable component of contemporaneous trading volume. These findings are broadly consistent with a version of the MDH in which the innovation to squared returns is correlated with the innovation to trading volume because a substantial portion of the information flow is unanticipated news. Since modeling the information flow as an AR (1) process implies that the correlation between these innovations should be zero, our results may explain some of the evidence against the modified MDH reported in the recent literature.
Ultimately, our analysis indicates that a two-component specification fails to adequately characterize the joint dynamics of volume and volatility. Apparently a significant portion of the variation in the persistent component of volatility does not coincide with the variation in the persistent component of volume. In other words, we capture some of the predictable variation in volatility using information that is common to lagged squared returns and lagged trading volume, but the remainder is related to information that is specific to lagged squared returns. Thus, in contrast to previous studies, we find no evidence that ARCH effects disappear once we account for the information about volatility contained in trading volume.
With respect to future research, our analysis suggests that it would be interesting to consider a more general specification of the modified MDH that does not require all price changes to be accompanied by trading volume. This could be accomplished using an approach like that of Tauchen and Pitts (1983) . They assume that after the release of new information, part of the change in each trader's reservation price is common to all market participants. Since the common part of the change in reservation prices plays no role in generating trade, this leads to an MDH with some fraction of the daily return volatility unrelated to daily trading volume. Adding this feature to the modified MDH should bring the predictions of the model more in line with the data.
Future research could also exploit recent advances in econometric methods when exploring this issue. Although our methodology makes it easy to understand the predictions of the MDH regarding trading volume and ARCH effects, a fully parametric approach would be more informative when investigating other aspects of the model. Because it is now commonplace to estimate multivariate SARV models by Markov chain Monte Carlo methods, likelihood-based estimation and inference are a tractable proposition for the MDH. This raises the possibility of in-depth model comparisons that would provide insights beyond those developed here.
