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Wegive an effective characterization of the lexicographically leastword in the orbit closure
of the Rudin–Shapiro wordw having a specified prefix. In particular, the lexicographically
least word in the orbit closure of the Rudin–Shapiro word is 0w. This answers a question
Allouche et al. (Theoretical Computer Science 2009).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
One aspect of combinatorics on words involves seeking infinite words with restrictions on the finite factors. For
example, the well-known Thue–Morse word is an infinite binary word in which no factor is an overlap. When it is
unknown whether an infinite word with certain properties exists, one natural procedure is to conduct computational
experiments looking for long finite words with the desired properties. A backtrack search producing such words typically
finds the lexicographically least word of a given length with the desired properties. Backtrack search, in the idealized limit,
produces the lexicographically least infinite word with the desired restrictions on the finite factors. Unfortunately, this
lexicographically least word may or may not have recognizable structure. For example, following the work of the author
and Shelton [4–6], one can effectively produce arbitrarily long prefixes of the lexicographically least word over an n-letter
alphabet avoiding kth powers. However, in general no simple expression (e.g., as the fixed point of a morphism) is known
for these lexicographically least words.
In the special case of binary words avoiding overlaps, however, quite a bit can be said. The Thue–Morse word is given by
t = hω(0)where
h(0) = 01
h(1) = 10.
By t¯ we denote the binary complement of t. It is shown in [2] that the lexicographically least infinite binary word avoiding
overlaps and starting with 1 is t¯; in fact, a method is given to produce a similar characterization for the lexicographically
least infinite binary word avoiding overlaps and starting with an arbitrary prefix.
An automatic sequence is produced by iteration of a uniformmorphism, followed by coding. The Thue–Morse word is a
particularly simple example of an automatic sequence, since the coding step is omitted. A slightly more complicated object
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is the Rudin–Shapiro word, which has been the subject of much study in combinatorics on words. A standard reference is
[1]. Let f : {a, b, c, d}∗ → {0, 1}∗ and g : {a, b, c, d}∗ → {a, b, c, d}∗ be given respectively by
f (a) = 0
f (b) = 0
f (c) = 1
f (d) = 1
and
g(a) = ab
g(b) = ac
g(c) = db
g(d) = dc.
Let u = gω(a). The Rudin–Shapiro wordw is given byw = f (u). Thus
w = 00010010000111 · · ·
An alternative characterization of the Rudin–Shapiro word is as follows: for each non-negative integer n, let P(n) denote
the parity of the number of times that 11 appears in the binary representation of n. For example, 59 has binary representation
111011, which contains three occurrences of 11, so P(59) = 1 ≡ 3 (mod 2). The Rudin–Shapiro word is the infinite binary
word whose ith bit (starting at i = 0 on the left) is P(i).
Remark 1. From this second characterization, it follows that if p is any finite prefix of w, then 0p is a factor of w; indeed,
choose odd s > |p|. Then the binary representation of 2s−1 is a string of 1’s of length s, whence P(2s−1) = 0. On the other
hand, P(i) = P(2s + i) for 0 ≤ i ≤ |p| − 1, so 0p appears inw, starting at bit 2s.
We will freely use standard notions from combinatorics on words. For further information see [7], for example. Let the
set of finite factors of u be denoted by F . Any word v ∈ F is a factor of a word g(v′), v′ ∈ F where |v′| ≤ |v|+22 .
Since |v|+22 < |v| if |v| > 2 and the words of F of length 2 or less are ϵ, a, b, c, d, ab, ad, ba, bc, cb, cd, da and dc , we can
determine membership/nonmembership in F recursively. We can also therefore determine effectively whether or not a
word is a factor ofw.
The orbit closure of a right infinite word v is the set of those right infinite words whose every finite prefix is a factor of
v. We denote the orbit closure of v by Ov . Remark 1 shows that 0w is in Ow . Consider the natural order on {0, 1}∗, namely
the lexicographic order generated by 0 < 1. In this article we will say simply ‘least’ for ‘lexicographically least’ with respect
to this order.
Recently it was conjectured [3] that:
Conjecture 1. Word 0w is the least word inOw .
We prove and generalize this conjecture, characterizing the least word in Ow with any given prefix. An earlier 4-page
version of this article, proving only the conjecture, is available on the arXiv.
2. Least words inOu
We begin this section with a few observations and some notation. Consider the natural order on {a, b, c, d}∗, namely the
lexicographic order generated by a < b < c < d. Under this order, morphism g is strictly order preserving; i.e., g(x) < g(y)
if and only if x < y. If w is a word with prefix (resp., suffix) v, we will use the notation v−1w (resp., wv−1) to denote the
word obtained from w by erasing the prefix (resp., suffix) v. Thus writing w = vu, we have v−1w = u. We say that word x
appears with index i in word y if we can write y = pxq for some words p and qwhere |p| = i.
Remark 2. Letters a and d only ever appear in uwith even index, while letters b and c only ever appear in uwith odd index.
Lemma 2. Let µ ∈ F , |µ| ≥ 3. We can uniquely choose words x ∈ {ϵ, a, d}, y ∈ {ϵ, b, c} and µˆ ∈ F such that xµy = g(µˆ).
Further, |µˆ| < |µ|.
Proof. The existence of such x, y and µ is clear; we shall establish uniqueness. It will suffice to show the uniqueness of x
and y since g is strictly order preserving, and hence invertible. Let us give the proof that x is unique.
If a or d is a prefix of µ = x−1g(µˆ)y−1, then clearly xmust be ϵ.
Suppose that b is a prefix of µ. The length 4 elements ofF having b as a second letter are
g(ab) = abac
g(ac) = abdb
g(ca) = dbab
g(cd) = dbdc.
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These elements have distinct length 3 suffixes. If b is a prefix of µ, then since |µ| ≥ 3, let µ′ be the length 3 prefix of µ.
We see that xµ′ must be one of the length 4 factors in the above list, and hence, the length 3 prefix ofµ determines whether
x is a or d; thus, x is uniquely determined if b is a prefix of µ.
A similar argument dispatches the case where µ starts with a c , so x is uniquely determined in all cases. An analogous
argument shows that y is uniquely determined.
Finally, we have 2|µˆ| = |g(µˆ)| = |xµy| ≤ |µ| + 2. Then, |µˆ| ≤ |µ|+22 < |µ| since 2 < |µ|. 
Lemma 3. Let µ ∈ F , |µ| ≥ 3. Write xµy = g(µˆ), where x ∈ {ϵ, a, d}, y ∈ {ϵ, b, c} and µˆ ∈ F . The least word inOu having
prefix µ is x−1g(v), where v is the least word inOu having prefix µˆ.
Proof. Let v be the least word in Ou having prefix µˆ. Let λ be any word in Ou having prefix µ. Let l be the prefix of λ of
length g(µˆ) − |x|. Since µ is a prefix of l it follows from Lemma 2 that xl = g(µˆ), and we may write xλ = g(λˆ), where λˆ
is a word inOu with prefix µˆ. Since g is order preserving, the result follows. 
When |µ| ≥ 3, finding the least word inOu with prefix µ thus reduces to solving the same problem for a shorter word.
It remains to give the least words with specified short prefixes.
Lemma 4. The least word inOu is u.
Proof. Let λ be the least word in Ou. The least length 3 word in F is aba. Since there is a word of Ou with aba as a prefix,
namely u, the least word λmust also have aba as a prefix. Letting µ = aba and applying Lemma 3, we find x = ϵ, µˆ = ab,
and v is the least word ofOu with prefix ab. This implies v = λ, whence λ = x−1g(v) = g(λ). Then λ is the fixed point of g
with first letter a, namely u. 
Corollary 5. For a given finite word µ, if µu is inOu, then µu is the least word with prefix µ inOu.
Proof. If λ is any word with prefix µ in Ou, write λ = µλ′. Since λ′ ∈ Ou, by the previous lemma, λ′ cannot be
lexicographically less than u. It follows that λ cannot be lexicographically less than µu. 
Corollary 6. Suppose that µu is inOu, µ is a prefix of π , and π is a prefix of µu. Then µu is the least word with prefix π inOu.
Proof. Every word of Ou with prefix π has prefix µ, and by the last lemma must be lexicographically at least as great as
µu. 
Lemma 7. Words bu, cu are inOu.
Proof. Every factor of u appears in u infinitely often. (One observes that each factor of u is a factor of gn(a) for some n,
and that a contains infinitely many a’s.) Let µ be any prefix of u. Then µ is a prefix of g(µ); also, the first letter of µ is
a. The second occurrence of µ in u thus occurs either in the context bµ or cµ. However, if bµ is a factor of u, then so is
g(bµ) = acg(µ), which contains cµ as a factor. Similarly, if cµ is a factor of u, then so is g(cµ) = dbg(µ), which contains
bµ as a factor. We conclude, then, that both bµ and cµ are factors of u. Since µ was an arbitrary prefix of u, we conclude
that bu and cu are inOu. 
Corollary 8. For non-negative integers n, words gn(b)u, gn(c)u are in Ou. In particular, words acu, dbu , abdbu, dcacu,
dcdbabdbu are inOu.
Lemma 9. For given µ, |µ| ≤ 2, the least word inOu with prefix µ is as given in the following table:
µ Least word
ϵ, a, ab u
ac acu
b, ba bu
bd bdbu
c, ca cu
cd cdbabdbu
d, db dbu
dc dcacu
Proof. The least words listed for ϵ, a, ab, ac , b, ba, c , ca, db and dcac follow immediately from Corollaries 6 and 8. This leaves
us to establish the correctness of the words listed for prefixes d, bd and cd.
Prefix d. The least length 2 word inF starting with d is db. It follows that the least word inOu with prefix dwill be the least
word inOu with prefix db, namely dbu.
Prefix bd. The least length 3 word inF starting with bd is bdb. It follows that the least word inOu with prefix bdwill be the
least word inOu with prefix bdb, namely bdbu.
Prefix cd. The least length 5 word inF starting with cd is cdbab. It follows that the least word inOu with prefix dwill be the
least word in Ou with prefix cdbab. As per Lemma 3, this word will be d−1g(v), where v is the least word in Ou with prefix
dca. This means that v = dcacu. Then d−1g(v) = cdbabdbu, as desired. 
Theorem 10. Let µ ∈ F . The least word in Ou with prefix µ can be effectively determined, and has the form µ′u for some
µ′ ∈ F .
Proof. This follows by combining Lemmas 3 and 9. 
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3. Least words inOw
We begin with a few observations and some notation. Morphism f is order preserving on the set of elements of F
beginning with a or d (resp., beginning with b or c). To say this another way, f is order preserving on the set of elements
of F with even index in u (resp., odd index in u). Say that factor v of w is ambiguous if it occurs in w sometimes with
even index and sometimes with odd index. Evidently, every factor of an ambiguous word is ambiguous. A 0 with even index
in w corresponds to an a in u, while a 0 with odd index in w corresponds to a b in u; similarly, a 1 with even index in w
corresponds to a d in u, while a 1 with odd index inw corresponds to a c in u.
Remark 3. Let v be an unambiguous factor of w. There is a unique v′ ∈ F such that v = f (v′). Since f is order preserving
on the set of elements ofF with even index in u (resp., odd index in u), the least word ofOw with prefix v is f (v), where v
is the least word ofOu with prefix v′. By Theorem 10,w is a suffix of f (v).
For v ∈ {0, 1}∗, let σ(v) denote the mod 2 sum of the digits of v.
Remark 4. We note that
σ(f (g(x))) =

0, x ∈ {a, d}
1, x ∈ {b, c}.
Lemma 11. Let v be a factor of w. If |v| = 4 and σ(v) = 0, then v is not ambiguous. In fact, let pv be a prefix of w. Then |p| is
odd; i.e., v only appears inw with an odd index.
Proof. Otherwise let qxy be a prefix of uwith x, y ∈ {0, 1} and such that f (g(xy)) = v. Write pv = f (g(qxy)), some prefix q
of u. Since the sum of the digits of v is even, σ(f (g(x))) = σ(f (g(y))). By Remark 4, either x, y ∈ {a, d} or x, y ∈ {b, c}. This
contradicts Remark 2. 
Lemma 12. Suppose that v is an ambiguous factor ofw. Then v is a factor of (0001)ω or of (1110)ω .
Proof. Every word of {0, 1}3 is a factor of at least one of (0001)ω and (1110)ω . There are exactly eight words of {0, 1}4
containing an odd number of 1’s, namely, 0001, 0010, 0100, 1000, 1110, 1101, 1011 and 0111. By Lemma 11, if |v| ≥ 4, the
de Bruijn graph of the length 4 factors of v must be a subgraph of one of the cycles
0001→ 0010→ 0100→ 1000→ 0001
and
1110→ 1101→ 1011→ 0111→ 1110.
The result follows. 
Lemma 13. The words 0001000, 0010001, 0100010, 1110111, 1101110 and 1011101 are not ambiguous.
Proof. Suppose that 0001000 is ambiguous. Then w has a prefix p0001000 where |p| is even. Since 0000 does not appear
in w with even index by Lemma 11, wmust have a slightly longer prefix p00010001. Writing p = f (g(µ)), we find that u
has a prefix µabab. Since a always has even index in u, we find that u has a prefix µ′aa where g(µ′) = µ. This contradicts
Remark 2.
A similar contradiction results if w has a prefix pv where v = 0010001 (resp., 0100010) and |p| is odd. In this case w
must have a prefix p′0v where p′0 = p. This implies that u has a prefix µabab (resp., µacac) and therefore a prefix µ′aa
(resp., µ′bb) giving a contradiction.
The above arguments, replacing 0 with 1, a with d, and b with c show that 1110111, 1101110 and 1011101 are not
ambiguous. 
Corollary 14. No factor ofw of length 8 is ambiguous. In particular, every factor ofw is a prefix of an unambiguous factor ofw.
Proof. By Lemma 12, any ambiguous factor of w is a factor of one of (0001)ω and (1110)ω . Every length 8 factor of those
words contains one of the words shown not to be ambiguous in the previous lemma. 
To find least words in Ou, we reduced the problem of finding a word with a long prefix to that of finding a word with a
shorter prefix. In the case of Ow , we can reverse this procedure. Given a factor x of w, if |x| ≥ 8, then the least word of Ow
with prefix x is given by Remark 3. If |x| < 8, we find v, the least length 8 factor ofw having x as a prefix. The least word of
Ow having x as a prefix also has v as a prefix, and is determined as per Remark 3.
Theorem 15. Given a factor x ofw, the leastword ofOw having x as a prefix has the formµw, where thewordµ can be determined
effectively from x.
Theorem 16. The least word ofOw is 0w.
Proof. We could make reference to length 8 factors of w, but in this special case it suffices to notice that 0000 is the least
length 4 factor ofw and is unambiguous. Let λ be the least word ofOw . Word 0000must be a prefix of λ, and the only v′ ∈ F
such that f (v′) = 0000 is v′ = daba. From Lemma 9, we find that the least word ofOu with prefix d is v = du, which in fact
has daba as a prefix. It follows that v is the least word ofOu with prefix v′, so, as per Remark 3, λ = f (v) = 0w. 
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4. Future directions
The current note can be considered in some ways a companion to work on the Thue–Morse sequence presented in [2].
More general results, applicable to all automatic sequences, would be welcome. One concrete problem, already mentioned
in [2], is the following:what is the lexicographically least square-free sequence over {0,1,2}, and is there a simple description
of this sequence?
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