A new method to enhance the error concealment of single AAC frame loss is presented. This scheme exploits the time-domain aliasing cancellation property of the MDCT-based audio coder. A mean square error improvement of approximately 10 dB is achieved. The advantage of this method over the frame repetition technique that has the same computational weight is highlighted.
Introduction: Audio technology has come a long way from magnetic tape recording in the early twentieth century to the current digital music technology. The increase in Internet audio streaming and digital audio broadcasting poses a new challenge, as they are often subject to bandwidth limitation that is incompatible with the high data rate of digital music. However, with the current perceptual audio coding technology, these applications have become a reality and will eventually be further developed to include the wireless medium.
MPEG-AAC (advanced audio coder) is the current state of the art in audio compression technology. The CD quality promised at bit rates as low as 64 kbit=s makes AAC a strong candidate for high-quality low-bandwidth audio streaming applications. Each AAC frame is independently decodable. With time-domain aliasing cancellation, the information is carried by two consecutive AAC frames. These features make the scheme favourable in audio streaming applications because it makes AAC more resilient to transmission error.
The Internet Streaming Media Alliance (ISMA) has created a transport protocol for streaming MPEG-4 multimedia content over IP networks [1] , which is based on the Real Time Transport Protocol (RTP) over UDP (User Datagram Protocol). The IETF Internet Draft regarding RTP payload format for AAC stream can be found in [2] which supports unequal error protection and frame interleaving. Despite this support, handling of erroneous transmission requires a decoder equipped with an error concealment scheme to cater for missing packets.
An interleaving strategy was proposed for streaming applications to mitigate the effect of burst error, and especially to avoid consecutive frame error. When adjacent frames are available, the AAC decoder can simply ignore the missing frame, and fill the missing portions with the aliased sample from previous and consecutive frames. This was made possible by the overlap add process in this coder.
In this Letter, we illustrate the modified discrete cosine transform (MDCT) with 50% overlap used in MPEG-AAC, and explain how it can be exploited to enhance the concealment scheme in the case of single frame loss. The performance of this approach is reported and compared to both the common muting method for single-frame error concealment and a frame repetition that has similar complexity [3] .
Time-domain aliasing cancellation process: The MDCT of AAC is formulated as [4]:
where x is the windowed input sequence, k is the sample index, r is the spectral coefficient index, and N is half of the window length (long window is 2048 long, and short window is 256), with n o ¼ (N þ 1)=2. Fig. 1 illustrates the condition when 50% overlap-add is performed. MDCT has time-domain aliasing cancellation (TDAC) properties. Fig. 1a shows the original time-domain signal taken from an audio segment. Figs. 1b and c show the reconstructed time-domain data from the first and second 2048 length window. Fig. 1d shows the result after the 'add' process and Fig. 1e shows the error. Owing to the overlap add, the middle 1024 sample could be reconstructed with negligible error. As for the first and third 1024 sample, overlap-add with the previous and consecutive window is needed to attain its original waveform.
Because of the above process, the simplest concealment method would be to ignore one frame loss. No zero padded sample will result from this because of the presence of the aliased version of the signal (although this is not true for short block, the details of which are not important to the objective of our discussion). However, with a better Enhanced error concealment scheme: This idea is inspired by a unique property of MDCT [5] , particularly when the signal exhibits local symmetry. We can express (1) in its exponential form:
Partitioning (2) into two parts and modifying the second part with its mirror index, we obtain:
where
The second half of the previous window is the first half of the current window and, as derived above, their aliased components have an opposite sign. This explains the working of the overlap-add process. However, with the adjacent frame missing, we will only have x k corrupted by the aliased term, which actually is a mirror image of itself. With this knowledge, we only need an estimate of half x k and we can generate the other half using the above relation. We shall assume from this point that we are working only with the first half of the lost window because the second half can be treated in a similar manner. In estimating half of this first half window, which accounts for 512 samples, we use the samples following the 1 ms window, which has a similarity with the 1 ms window before the missing frame. The performance of our method depends on the accuracy of these estimates. However, in this case we simplify the problem into estimating just half of the missing samples. We will compare the results with other concealment methods in terms of error performance.
Results and discussions: Fig. 2 shows the error comparison between our scheme and muting, which is the simplest concealment method. Even though we call it muting, there are no zero value gaps in the signal, which is necessary since we are dealing with a large window size (2048 corresponds to roughly 46 ms at a 44.1 kHz sampling rate). Our scheme has a much better performance in this case. 3 shows the comparison with a pure repetition method (copying 1024 samples). The improvement in our scheme can be observed only in the second half because, in this example, we are using the same samples for the first half of the window. When we perform repetition strategy, the assumption is that the signal is stationary, which is hardly the case since music is a quasi-stationary signal and especially since we are working with a large window size. This explains why our method would perform much better, since it comes up with an exact prediction instead of using the previous values. Comparison was also done using German speech streams with similar results shown in Fig. 3 . Informal listening test results show that our method performs significantly better than muting and considerably better than frame repetition. However, this consistency does not hold when tested on complex non-stationary signals. This is expected because the estimator would fail in this case. 
