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Abslmd-In th is  paper a new balanced realization method 
for nonlinear systems is proposed which is based on singular 
value analysis of Hankel operators. The proposed method hal- 
ances the relationship between the input-to-state behavior and 
the state-to-output behavior of nonlinear dynamical systems, 
whereas the existing results only balance the relationship among 
the coordinate axes of the state-space. This result is expected 
to be a basis for new model reduction and system identification 
of nonlinear systems. 
I. INTRODUCTION 
The nonlinear extension of the state-space concept of 
balanced realizations has been introduced in [lo], mainly 
based on studying the past input energy and the future output 
energy. Since then, many results on state-space balancing, 
modifications, computational issues for model reduction and 
related minimality considerations for nonlinear systems have 
appeared in the literature, e.g. [41, [51, 181, [91, [ill. In 
particular, singular valuefunctions which are nonlinear state- 
space extension of the Hankel singular values in the linear 
case play an important role in the nonlinear Hankel theory. 
However, the original characterization in [IO] was incomplete 
in the sense that they are not unique and the resulting model 
reduction procedure gives different reduced models according 
to the choice of different set of singular value functions. 
The authors proposed a new characterization of Hankel 
singular value functions which have closer relationship to 
the gain structure of the Hankel operator in [l]. The new 
singular value functions are called axis singular value func- 
tions and are characterized by singular value analysis of 
the Hankel operators. Although their original definition has 
no relationship with the conventional singular functions, it 
was recently shown that the new and conventional singular 
value functions coincide with each other when the system 
has a special state-space realization, which can always be 
obtained by a coordinate transformation. In [2], this special 
state-space realization was adopted as the new characteriza- 
tion of input-normalloutput-diagonal balanced realization. It 
was also proved that model reduction based on this state- 
space realization preserves several important properties of 
the original system such as the Hankel norm, controllability 
and observability properties and so on. However, the above 
Jacquelien M. A. Scherpenb 
bFaculty Information Technology & Systems 
Delft University of Technology 
P.O. Box 5031, 2600 GA Delft 
The Netherlands 
J.M.A.Scherpensdcsc.tude1ft.nl 
balancing procedure only gives balance among the coordinate 
axes. of the state-space. On the other hand, the balanced 
realization of the linear systems also balances the relationship 
between the input-to-state behavior .and the state-to-output 
behavior. From numerical point of view, this property was 
quite important in the linear case. 
The main objective of this paper is to establish the 
balanced realization which balances both of the relation- 
ship among the coordinate axes of the state-space and that 
between the input-to-state behavior and the state-to-output 
behavior. This realization is derived based on the techniques 
developed in [l], [2], [3] and strongly depends on the 
.input-normalloutput-diagonal balanced realization based on 
singular value analysis of Hankel operators. The authors 
believe that the proposed results will provide a new basis 
for model reduction and system identification of nonlinear 
dynamical systems. 
11. LINEAR SYSTEMS AS A PARADIGM 
This section gives some examples of linear balancing 
theory which plays an important role in the model reduction 
and identification of linear systems, see e.g. [12]. We present 
them here in a way that clarifies the line of thinking in the 
nonlinear case. Consider a causal linear input-output system 
C : Ly[O,w) + Ls[O, w) with a state-space realization 
(1) 
x = A x t B u  
y = c x  U H y = C ( U )  : 
where s(0) = 0. Its Hankel operator is given by the 
composition of its observability and controllability operators 
31 = U o C, where the observability and controllability 
operators, U : R" 4 L;[O,oo) and C : Ly[O,cu) 4 B", 
respectively, are given by 
xo H y = 0(2) := CeA'so 
U r 2 0  = C(U) := lm eA'Bu(T) dr. 
The Hankel, controllability and observability operators are 
closely related to the observability and controllability Grami- 
ans by Q = O* o U and P = C o C'. Furthermore, from e.g. 
Theorem 8.1 in [12], we know the following property. 
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Theorem 1: 1121 The operaror H' OH and rhe matrix QP 
have the same nonzem eigenvalues. 
The square roots of the eigenvalues of QP are called the 
Hankel singular values of the system ( I )  and are denoted by 
u,'s where u1 2 62 2 . . . 2 U". In fact, the largest singular 
value characterizes the Hankel norm l l C l 1 ~  of the system C 
Further, using a similarity transformation (linear coordinate 
transformation), we can diagonalize both P and Q and 
furthermore let them coincide with each other, i.e., 
P = Q = diag(u l ,uz , .  . . , U " ) .  (31 
This state-space realization is called balanced realization. 
The system is balanced in two senses: (i) P and Q are in 
a diagonal form which means that the relationship between 
the coordinate axes of the state-space is balanced in terms 
of Hankel singular values, and (ii) P = Q which means that 
the relationship between the input-to-state behavior and the 
state-to-output behavior is balanced. 
111. PRELIMINARIES 
The balanced realization and the related techniques for 
nonlinear system have been developed along the way of 
thinking described in the previous section. First of all, as 
generalization of controllability and observability Grami- 
ans, controllability and observability functions of nonlinear 
systems were introduced in [IO]. Consider an input-affine 
nonlinear system C 
with z( t )  E R", ~ ( t )  E Rm and y ( t )  E R'. Then 
its controllability function L J z )  and observability function 
L, (x )  are defined by 
In the linear case, 
hold with the controllability and observability Gramians P 
and Q. The first balancing theory was given as follows. 
Theorem 2: [ I O ]  Consider the operaror C with the a s y i p -  
torically srable state-space realization (4). Tlien rhere exisrs 
a neighborhood U of the origin and a smooth coordinate 
~ 
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transformation x = @(t) on U converting C into an inpur- 
nomal/outpur-diagonal form, where 
1 
L , ( @ ( z ) )  = 5 2% (5)  
ndrh r1 (2) 2 . . . 2 ~"(2) being the so called smooth singular 
value functions on U .  
The i~ipur-normauourput-diagonal realization is a basis 
of what follows. However, this result is incomplete in the 
sense that the properties (i) and (ii) explained below the 
equation (3) are not fulfilled exactly. Indeed this realization 
is not unique [4] and, consequently, the corresponding model 
reduction procedure gives different reduced models according 
to the choices of different sets of singular value functions. 
Recently, some developments on the balanced realization 
have been done which achieves unique and more precise 
characterization of input-normavoutputdiagonal realization. 
Also it has a closer relationship to the nonlinear version of the 
Hankel operator. As in the linear case, the Hankel operator 
H of the system C in  (4) is given by the composition of the 
observability and controllability operators H = U o C where 
(7) 
Here F- : LTIO1 30) + LT( -m,  m) is the time flipping 
operator defined by 
i.(-t) : t < O  { 0 : t > O  c - U = F-(O) := 
Instead of considering the eigenstructure of H' o H as in 
Theorem 1, the solution pair X E R and v E L: of 
(dH(v))* o H ( V )  = X U 
is considered. Investigating its solution' is called singular 
value analysis of H. In the authors' former result [I], it was 
proved that there exist n independent solution curves of the 
form 
x = X,(S) 
U = u t ( s ) ,  i = l , 2  ,..., n, S E R  
l l 4 L z  = 1st 
which are parameterized by s. The related input-output ratio 
of the Hankel operator defined by 
are called axis singular valuefitnctions. They have a closer 
relationship (than conventional singular value functions 7,'s) 
to the Hankel operator because it satisfies 
in a similar way to the linear case (2). Also p.'s are uniquely 
determined since they are defined only using the input-output 
property of the Hankel operator. 
Furthermore, in 121, [3] ,  it was shown that there exists an 
input-normal form whose singular value functions 7,'s have 
a close relationship to the axis singular value functions p,'s 
defined above. The result was proved under the following 
assumptions. 
Assumption A1 Suppose that the system C in (4) is 
asymptotically stable about the origin, that there exist a 
neighborhoods of the origin where the operators 0, C and 
C' exist and are smooth. Here Ct denotes the pseudo-inverse 
of c. 
Assumption At Suppose that the Hankel singular values of 
the Jacobian linearization of the system C are nonzero and 
distinct. 
Theorem 3: [Zl Consider the operator C with the stafe- 
space realization (4). Snppose that Assumptions AJ and 
A2 hold. Then there exist a neighborhood U of 0 and 
a coordinate transformation x = @ ( z )  on U converting 
the system an input-normal form (5) and (6) satisfying the 
following properties. 
Iwlds for all i E { 1 ,2 ,  . . . , n} on U .  Furthermore 
T,(o,.  . . .a, Zi ,fl,. . . ,o) = pi(Z,)2 
.A 
i- th 
holds for all i E {1 ,2 , .  . . , n}. In particular; $U = R", then 
Ilcll?r= suPTI(zl,O,.. . ,O). 
Z lEB 
By this theorem, we can obtain an input-normalloutput- 
diagonal realization which has a close relationship to the 
Hankel operator and which is almost uniquely determined 
was obtained. In fact, this theorem gives the nonlinear version 
of the property (i) explained below the equation (3). Further- 
more, the corresponding model reduction procedure gives 
unique reduced order models [2]. However, the nonlinear 
version of the characterization (ii) was not obtained so far. 
This is the main topic of the remainder of the present paper. 
IV. MAIN RESULTS 
The main contribution obtained here is the balancing 
between the controllability and observability functions which 
gives much clearer relationships between the input-to-state 
and state-to-output behavior of nonlinear dynamical systems. 
In order to prove the general case, let us consider the 2- 
dimensional case at first, which plays the key role in the 
proof of the general case result. 
Lemma 1: Consider the state-space realization (4)  with 
the dimension n = 2. Suppose that Assumptions A1 and A2 
/told. Then there exist a neighborhood U of the origin and 
a coordinate transformation x = @ ( z )  on U converting the 





L,(@(z)) = - (2; +Zi) 
L o ( @ ( z ) )  = - ((ZIPi(Zl))2 + ( Z Z P 2 ( 2 2 ) ) 2 ) .  
Proofi It is assumed without loss of generality that the 
system is already balanced in the sense of Theorem 3 on the 
coordinate x ,  that is, 
1 
2 
L , (x)  = - (x:  +xZ) 
a L ,  s i = o  - = o .  ax; (13) 
Let &,(z) denote the balanced observability function, that is, 
1 
2 e,cz, := - ((z1P1(z1))2 + ( z * P 2 ( a ) ) 2 ) ~  
The coordinate transformation x = @ ( z )  has to be the 
solution of the pair of equations 
(14) F,(x,z) := L c ( x )  - LJZ)  = 0 
F,(Sl z )  := L,(x)  - io(z) = 0. (15) 
Define the polar coordinates 
Note that the equation (14) is satisfied if and only i f s  = T ,  
that is, 
Fe(B-'(T;e),8-'(T,ipP)) = 0 
holds. Hence, what we  have to solve is (15). namely 
0 = F ~ ( e - ' ( T , e i ) , Q - ' ( T , L p i ) ) .  
The derivative of F, can be calculated as 
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The relationship (13) and the Morse’s lemma (e.g. Lemma 
2.1 in [6]) imply that there exist smooth scalar functions 
Ci(z)’s and &(zi)’s satisfying 
which reduce (16) and (17) into 
The functions ei’s and &’s coincide with the Hankel singular 
values ui’s of the Jacobian linearization of the system at the 
origin, i.e., 
ei(o) = &(o) = 
Assumption A2 guarantees that there exists a neighborhood 
of the origin where !l(z) > &(z), ZI(ZI)  > & ( z z )  hold. 
Hence the equations ( I  8) and ( I  8) imply 
hold in the neighborhood of the origin. On the other hand, 
the equations (IO). (11) and (12) imply 
01 = 0 mod - + L,(z) = io(z) =+. F,(z,z) = 0. 
That is, the coordinate transformation x = @(t) has to 
coincide with the identity on the axes z = (xl,O) and 
z = ( 0 , ~ ) .  For any B1 # 0 mod 7r/2 and any T # 0, 
the intermediate value theorem suggests that there exists a 
corresponding 91 and vice versa. Therefore we can define 
a one-to-one mapping (for an arbitrary fixed r )  between B1 
and ipl by B1 = $(r,yl). Using this function $, we can 
construct a one-to-one mapping between B and ~p 
7r 
2 
Furthermore, the implicit function theorem and the relation- 
ships (19) and (20) imply that the mapping 91 - e] is a 
diffeomorphism at least for all 9 1  # 0 mod a/2. Hence 
what,we have to prove in the rest is the smoothness of @ ( z )  
at the points where 421 = 0 mod 7r/2. The Jacobian matrix 
of CJ is given by 
Here the implicit function theorem also implies 
In order to investigate the relationship between B1 and p1 
around the point 81 = 91 = 0, let us consider the limit of 
the above relationship as 81 + 0 and ip1 + 0 by considering 
T as a constant 
((PI (r ,  0 )  - Pz(r, O))& + 401)) dB1 
= ( ( ~ I ( T )  - $2(0))ip1 + o(p1)) dip1 
Integrating this equation using the continuity of 81 = $ ( i p l )  
yields 
Q T -& 0) 2 2 0: + o c m  = c,(:0;-t2;7-.0)91 + o(iO1) 
91 = J m I p i +  o(91) 
which implies 
Therefore the mapping 81 = $(s,pl) is smooth which 
suggests that 0 = P(p) is also smooth. Similar relationships 
hold in the other cases 01 = 91 = +(n /2 ) ,  n. This completes 
the proof. 
Using this lemma recursively and repeatedly, our main 
result can be obtained, where all the coordinate axes of 
the state-pace appear separately in the observability and 
controllability functions. 
Theorem 4: Consider the operator C with the state-space 
realization (4). Suppose that Assumptions AI and A2 hold. 
nlen there exist a neighborhood U of the origin and a 
coordinats rransfomarioiz x = @(z)  on U converting the 
system into the following form 
Proof: As in the proof & x n m a  I ,  it is assumed 
without loss of generality that the system is already balanced 
in the sense of Theorem 3 on the coordinate x. The theorem 
is proved by induction with respect to the dimension n. 
(i) Case n = 1 holds obviously. 
(ii) Case n = 2 is proved in Lemma 1. 
(iii) Case n = k: Suppose that the theorem holds in +e case 
n = k - 1. Let us define truncated vectors (.)i and (.)< for a 
given vector x = (XI,  xz, . . . , zk) E Rk by 
b< 
j .i  := 
:= ( X I ? .  . . , “ i - l , O , Z c + l , .  . . ,Xk) E Wk 
(XI..  . . ?z<- l>X<+ l , .  . . , X k )  E W k - l  
First of all, let us apply the theorem to the system restricted 
to the subspace {x I xk = 0). The theorem in the case n = 
k - 1 (assumed above) implies that there exists a coordinate 
transformation bk = Q k ( i k )  satisfying 
L c ( C J k ( i k ) , O )  = + * F i b ,  L‘,(CJk(ik),O) = + ~;:;(zipi(zi))z. 
As in the proof of Lemma 1, in order to construct a 
coordinate transformation preserving the input-normal form, 
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let us define the generalized polar coordinate 
=: Q ( x ) .  
By definition, z1 = 0 # = a12 and z,+1 = 0 # 
0% = 0. We also define the generalized polar coordinate 
corresponding to z by 'p := (s, 91,. . . . 'pk-l) := Q ( z ) .  Then 
the function Pk has to satisfy 
$k = Qk o I k  o OL1(@k) =: % k ( @ k ) .  (23) 
On these coordinates, consider a rotational matrix 
R(q,0) E R k x k  changing the polar coordinate 
6' into 'p with s = T defined by R('p,0) := 
Rk-l(qk-1) ... Rl('pl)Ri(-6'1) . . . ~ k -  1 ( - 0 k - l )  with 
R.(O,)'s the rotation matrices for the component angles 0,. 
z = 1 , .  . . , k - 1 defined by 
1 0  0 
0 cos81 - sine1 
0 sin01 cosSl 
1 
0 0 
1 0 0  0 
0 cos& 0 - s i n &  
0 0 1  0 






which is defined on a neighborhood of the origin. By 
its construction this coordinate transformation z = @ k ( E )  
satisfies 
L ( @ k ( & ) )  = 1 z;2(ciPi(w (24) 
without losing the properties achieved in Theorem 3. 
Next let us construct a coordinate transformation < = 
@ k - l ( C )  which achieves the balanced realization in the 
subspace {< I G-1 = 0}, that is, 
L ( @ k  0 Q k - i ( r k - 1 ) )  = $cT;;i, (Cipi(C))'. (25) 
Since the subspace { E  1 ck-1  = & = 0) is already balanced 
in the sense that (24) already holds, @k can be chosen in 
such a way that it coincides with the identity on {C I Ck-l = 
Ck = 0). This fact reveals that the following property also 
holds. 
L ( @ k  0 @ k - l ( & ) )  = $ EFl;(Cipi(Ci))' (26) 
Furthermore, since the coordinate transformations con- 
structed here preserves the properties in Theorem 3, we have 
LdQk 0 @k-I(C))  = fC'C (27) 
Lo(@* 0 @ k - l ( C ) )  = f z;=1(Cis(C))2 (28) 
pi(Ci)' = Ti(0 ,..., 0, Ci ,O ,..., 0)(29) 
c i = o  * 
v 
i-th 
& 4 * k O * k & I ( C ) )  = 0, (30) 
aci 
Using the mapping @ k  = %;'(&) defined on P1, we can 
construct a coordinate transformation on Sk by 
'p = q l ( e )  
:= (A(&)%,'(&) + (1 -A(&))&,&) 
where X is a smooth scalar function with an appropriate 
constant c (0 < r < a/2), c.f. [7] 
It is readily observed that Pk(&) = %k(@k). Furthermore, 
a coordinate transformation on Rk can be constructed by 
2 = Q k ( C  := R ( @ k ( ~ ) , ' p ) <  = R ( Q k  0 Q ( E ) , Q ( < ) ) E  
E lEkxk Now let us define a virtual controllability and observability 
functions of Ck-1 and (k by regarding the other variables Ci's 
(i = 1,2 , .  . . , k - 2) as constants 
Lc(6k-lrCk) := +I:)  
L,(Ck-I,Ck) := L o ( @ k  0 @k-l(C)) - f Cf2(CiPi(<i))2. 
Note that, due to the relationships (25), (26) and (30), 
this function satisfies the following properties at least in a 
neighborhood of the origin for any Ci's (i = 1,2,. . . , k - 2). 
L , ( C k - l , C k )  2 0 
L ( C k - 1 , C k )  = 0 % Ck-I = Ck = 0 
The properties (27)-(30) implies that these functions are 
already balanced in the sense of Theorem 3. Therefore, 
application of Lemma 1 to this pair of functions on the 
state-space Ck) proves the existence of a coordinate 
transformation ( C k - 1 ,  &) = ?(<k-l, Ck) (which also depends 
on Ci's (i = 1,2,. .. , k - 2)) satisfying 
L ( ? ( C k - l >  Ck)) = f ( G - ,  + C3 
L o ( ? ( < k - l , C k ) )  = +((Ck-lPk-l(<k-I))2 + (CkPk(<k))2). 
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V. CONCLUSION 
This paper was devoted to the new characterization of the 
balanced realization of nonlinear dynamical systems based 
on singular value analysis of Hankel operators. It has been 
proved that it is always possible to let the coordinate axes 
of the state-space appear separately in the controllability and 
observability functions. This fact can be utilized to derive a 
real balanced realization containing the balancing between 
the input-to-state behavior and the state-to-output behavior. 
The authors believe that the proposed result will provide a 
new basis for model reduction and system identification of 
nonlinear systems. 
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Let us define a coordinate transformation on R‘ by 
where 4 = (&,&) and its arguments 
(.e-1, z k ;  zl,. . . , z k - 2 )  explicitly describe its dependency 
on the variables z, ,  . . . ,21;-2. It can be observed that the 
properties (21) and (22) hold on the coordinate z obtained 
here. 
Finally, the cases (i), (ii) and (iii, prove the theorem by 
induction. w 
Once we obtain the observability and controllability func- 
tions which are separated into n functions according to 
the coordinate axes, it is easy to obtain the real balanced 
realization including balancing between the input-to-state 
behavior and the state-to-output behavior. 
Theorem 5: Consider the operator C with the state-space 
realization (4). Suppose that Assumptions A1 arid A2 hold. 
Then there exist a neighborhood U of the origin and a 
coordinate transfoimarion x = @ ( z )  on U convening the 
system into the following form 
In partiatlaq if U = Rn, then 
Prooft Suppose that thd‘i$;tem is already balanced in 
the sense of Theorem 4 without loss of generality. Theorem 
can be proved by just defining the new singular value 
functions 
ui(zi) := pi($i(zi)) 
with a coordinate transformation z = @ ( z )  = 
( ~ 1 ( ~ 1 ) ? $ 2 ( 2 1 ) , . . . , ~ ~ ( ~ , ) )  where zi = 4;’(zi) := 
X i  m. 
We call the state-space realization obtained in Theorem 
5 by balanced realization of the system (4). In fact, the 
equations can be rewritten as 
1 1 
L,(@(z)) = Z z T P ( z ) - I z ,  L,(@(r)) = S t T Q ( z ) z  
P(2) = Q ( z )  = diag(ul(zl) ,  ~ Z Z ) , .   . ~ ~ ( 2 ~ ) )  
which is quite a natural generalization of the balanced 
realization in the linear case (3). The functions us’s and pi’s 
are essentially the same and both of them are the singular 
values of the Hankel operator H indeed. 
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