Abstract From a theoretical viewpoint, the (tree-)decomposition methods offer a good approach for solving Constraint Satisfaction Problems (CSPs) when their (tree)-width is small. In this case, they have often shown their practical interest. So, the literature (coming from Mathematics, OR or AI) has concentrated its efforts on the minimization of a single parameter, namely the tree-width. Nevertheless, experimental studies have shown that this parameter is not always the most relevant to consider when solving CSPs. So, in this paper, we highlight two fundamental problems related to the use of tree-decomposition and for which we offer two particularly appropriate solutions. First, we experimentally show that the decomposition algorithms of the state of the art produce clusters (a tree-decomposition is a rooted tree of clusters) having several connected components. We highlight the fact that such clusters create a real disadvantage which affects significantly the efficiency of solving methods. To avoid this problem, we consider here a new graph decomposition called BagConnected Tree-Decomposition, which considers only tree-decompositions such that each cluster is connected. We analyze such decompositions from an algorithmic point of view, especially in order to propose a first polynomial time algorithm to compute them. Moreover, even if we consider a very well suited decomposition, it is well known that sometimes, a bad choice for the root cluster may significantly degrade the performance of the solving. We highlight an explanation of this degradation and we propose a solution based on restart techniques. 192 Constraints (2017) 22:191-229 can be safely recorded during the search and that their size is smaller than ones recorded by MAC+RST+NG (Lecoutre et al., JSAT, 1(3-4) 147-167 2007). We also show how structural (no)goods may be exploited when the search restarts from a new root cluster. Finally, from a practical viewpoint, we show experimentally the benefits of using independently bag-connected tree-decompositions and restart techniques for solving CSPs by decomposition methods. Above all, we experimentally highlight the advantages brought by exploiting jointly these improvements in order to respond to two major problems generally encountered when solving CSPs by decomposition methods.
Introduction
Constraint Satisfaction Problems (CSPs, see [41] for a state of the art) provide an efficient way of formulating problems in computer science, especially in Artificial Intelligence.
Formally, a constraint satisfaction problem, also called constraint network, is a triple (X, D, C), where X = {x 1 , . . . , x n } is a set of n variables, D = (d x 1 , . . . , d x n ) is a list of finite domains of values, one per variable, and C = {C 1 , . . . , C m } is a finite set of m con-
straints. Each constraint C i is a pair (S(C i ), R(C i )), where S(C i ) = {x i 1 , . . . , x i k } ⊆ X is the scope of C i , and R(C i ) ⊆ d x i 1 × · · · × d x i k is its compatibility relation that contains assignments of variables of the scope which satisfy the constraint C i . The arity of C i is |S(C i )|.
A CSP is called binary if all constraints are of arity 2. The structure of a constraint network is represented by a hypergraph (which is a graph in the binary case), called the constraint (hyper)graph, whose vertices correspond to variables and edges to the constraint scopes. In this paper, for sake of simplicity, we only deal with the case of binary CSPs but this work can easily be extended to non-binary CSP by exploiting the 2-section [2] of the constraint hypergraph (also called primal graph), as it will be done for our experiments since we will consider binary and non-binary CSPs. Moreover, without loss of generality, we assume that the network is connected. To simplify the notations, in the sequel, we denote the graph (X, {S(C 1 ), . . . S(C m )}) by (X, C). An assignment on a subset of X is said to be consistent if it does not violate any constraint. Determining whether a CSP has a solution (i.e. a consistent assignment on all the variables) is known to be NP-complete. So the time complexity of backtracking algorithms which are usually exploited to solve CSPs, is naturally exponential, at least in O(m.d n ) where d is the size of the largest domain.
Many works have been realized to make the solving more efficient in practice, by using, for example, optimized backtracking algorithms, heuristics, constraint learning, nonchronological backtracking or filtering techniques [41] . In order to ensure an efficient solving, most solvers commonly exploit jointly several of these techniques. Moreover, often, they also derive benefit from the use of restart techniques [19, 23] . In particular, restart techniques generally allow to reduce the impact of bad choices performed thanks to heuristics (like the variable ordering heuristic) or of the occurrence of heavy-tailed phenomena [19] . For efficiency reasons, they are usually exploited with some learning techniques (like recording of nld-nogoods in [34] ).
Another way is related to the study of tractable classes defined by properties of constraint networks. E.g., it has been shown that if the structure of this network is acyclic, it can be solved in linear time [16] . Using and generalizing these theoretical results, some methods to solve CSPs have been defined, such as Tree-Clustering [11] and other methods that have improved this original approach (like BTD [28] ). This kind of methods is based on the notion of tree-decomposition of graphs [39] , roughly speaking, a tree of subsets (called clusters) of variables. Their advantage is related to their theoretical complexity, that is d w+1 where w is the tree-width of the constraint graph, that is the size of the larger cluster minus one. When this graph has nice topological properties and thus when w is small, these methods allow to solve large and hard instances, e.g. radio link frequency assignment problems [6] . Note that in practice, the time complexity is more related to d w + +1 where w + ≥ w is actually an approximation of the tree-width because computing an optimal tree-decomposition (of width w) is an NP-hard problem [1] . However, the practical implementation of such methods, even though it often shows its interest, has proved that the minimization of the parameter w + is not necessarily the most appropriate. Besides the difficulty of computing the optimal value of w + , i.e. w, it sometimes leads to handle optimal decompositions, but whose properties are not always adapted to a solving that would be as efficient as possible. This has led to propose graph decomposition methods that make the solving of CSPs more efficient in practice, but for which the value of w + can even be really greater than w [24] .
In this paper, we show that this lack of efficiency for solving CSPs using decomposition can be explained by the nature of the decompositions for which w + is close to w. Indeed, minimizing w + can produce decompositions such that some clusters have several connected components. Unfortunately, this lack of connectedness may lead the solving method to spend a large amount of efforts to solve the subproblems related to these disconnected clusters, by passing many times from a connected component to another. To avoid this problem, we consider here a new kind of graph decomposition called Bag-Connected TreeDecomposition 1 and its associated parameter called Bag-Connected Tree-Width [36] . This parameter is equal to the minimal width over all the tree-decompositions for which each cluster has a single connected component. So, the Bag-Connected Tree-Width will be the minimum width for all Bag-Connected Tree-Decompositions. The notion of Bag-Connected Tree-Width has been introduced very recently in [36] and to date, only studied from a mathematical viewpoint [13, 22, 36] without any perspective to be used in practice. Here we analyze this concept in terms of its algorithmic properties. So, we firstly prove that its computation is NP-hard. Then, we propose a first polynomial time algorithm (in O(n(n + m))) in order to approximate this parameter, and the associated decompositions. The experiments we present show the relevance of this parameter, since it allows to significantly improve the solving of CSPs by decomposition.
Moreover, if the use of a well suited decomposition for solving a constraint network is necessary to ensure some practical efficiency, a second problem often arises. It concerns the choice of the root of the tree decomposition. Indeed, in [25] , it has been shown that this choice plays a crucial role in ensuring the efficiency of the solving, in a similar manner to the choice of first variables to assign for the usual backtracking methods. Generally, this issue is dealt by a choice of the root cluster before starting the search. Of course, this solution can be promising but it imposes strong constraints on the ordering used for the assignment of the variables all along the search. Indeed, if this choice is not the most appropriate, the efficiency of search can be particularly deteriorated. In [27] , an approach has been proposed to choose a variable ordering with more freedom but its efficiency still depends on the choice of the root cluster. And this initial choice may be inappropriate for all the search. To overcome this difficulty, we introduce for the first time the restart techniques in the context of decomposition methods for solving CSPs. To describe this approach, we consider here the BTD method [28] which is a reference in the state of the art for decomposition methods [38] . Note that before presenting the implementation of the restarts in BTD, we give a detailed description of BTD-MAC which has never been described before in the literature. Indeed, previous implementations of BTD were in fact RFL-BTD, i.e. BTD based on Real Full Look-ahead [37] (see [43] for a comparison between MAC and RFL). While the implementation of restarts is not particularly difficult for backtracking algorithms, unless to ensure termination, for decomposition methods, additional difficulties arise. In particular, if we consider the use of the usual nogoods (as the nld-nogoods [34] ), the difficulty that arises is related to a possible change of the structure of the decomposition. Moreover, the change of root can question the validity and therefore the use of nogoods. So, from a theoretical viewpoint, we prove that reduced nld-nogoods can be safely recorded during the search and that their size is smaller than ones recorded by MAC+RST+NG [34] . Moreover, since the practical efficiency of BTD is especially due to the use of structural goods and structural nogoods (which are induced by the considered decomposition), we need to analyze and adapt their management in case of restarts. We also show how structural (no)goods can be exploited when the search restarts from a new root cluster. To this end, we define here the notion of oriented structural good. From a practical viewpoint, we show experimentally the benefits of the use of restart techniques for solving CSPs by decomposition methods. Finally, we highlight experimentally the benefits of joint use of Bag-Connected Tree-Decompositions and restart techniques, showing that their joint use significantly improves the efficiency of search.
Note that the present work is applied to tree-decompositions, but it can also be adapted to most decompositions (e.g. Hypertree-Decomposition [20] or Hinge-Decomposition [21] ). Indeed, in most CSP solving methods based on a decomposition approach, the decompositions are computed by algorithms which aim to approximate at best a graphical parameter (width) without taking into account the connectedness of produced clusters, neither the solving step. So, the problems observed here for tree-decomposition can also occur for other decompositions.
Section 2 recalls the principles of backtracking algorithms using nld-nogoods, and the principles of tree-decomposition methods for solving CSPs. This section also recalls the frame of BTD and describes in details the BTD-MAC algorithm. Section 3 points out some problems related to the computing of "good" tree-decompositions, i.e. for a given instance, find a suitable tree of clusters, and also, choose for this tree, a relevant root cluster. Section 4 presents the notion of bag-connected tree-decomposition, proposing a first algorithm to achieve one. Then, Section 5 presents the algorithm BTD-MAC+RST which introduces restarts in decompositions methods. In Section 6, we assess the benefits of restarts and bag-connected tree-decomposition when solving CSPs thanks to a decomposition-based method and we conclude in Section 7.
Background
In this section, we recall the necessary background about the solving of CSPs by backtracking methods or by methods exploiting tree-decompositions.
Solving CSPs by backtracking methods
In the past decades, many solvers have been proposed for solving CSPs. Generally, from a practical viewpoint, they succeed in solving efficiently a large kind of instances despite of the NP-completeness of the CSP decision problem. In most cases, they rely on optimized backtracking algorithms whose time complexity is at least in O(m.d n ). In order to ensure an efficient solving, they commonly exploit jointly several techniques among which we can cite heuristics, constraint learning, non-chronological backtracking, or filtering techniques (see [41] for more details). For instance, most solvers of the state of the art maintain some consistency level at each step of the search, like MAC (Maintaining Arc-Consistency [42] ) or RFL (Real Full Look-ahead [37] ) do for arc-consistency.
We now recall MAC with more details. During the solving, MAC develops a binary search tree unlike RFL whose search tree corresponds to a d-way branching (see [43] for more details). More precisely, MAC can make two kinds of decisions:
-positive decisions x i = v i which assign the value v i to the variable x i (we denote P os( ) the set of positive decisions in a sequence of decisions ), -negative decisions x i = v i which ensure that x i cannot be assigned with v i .
Let us consider = δ 1 , . . . , δ i (where each δ j may be a positive or negative decision) as the current decision sequence. A new positive decision x i+1 = v i+1 is chosen and an AC filtering is achieved. If no dead-end occurs, the search goes on by choosing a new positive decision. Otherwise, the value v i+1 is deleted from the domain d x i+1 , and an AC filtering is realized. If a dead-end occurs again, we backtrack and change the last positive decision
More recently, restart techniques have been introduced in the CSP framework (e.g. in [34] ). They generally allow to reduce the impact of bad choices performed thanks to heuristics (like the variable ordering heuristic) or of the occurrence of heavy-tailed phenomena. For efficiency reasons, they are usually exploited with some learning techniques (like recording of nld-nogoods in [34] ).
Before introducing the reduced nld-nogoods (for negative last decision nogoods), we first recall the notion of nogood:
is a nogood of P if P | is inconsistent.
In the following, like in [34] , we assume that for any variable x i and value v i , the positive decision x i = v i is considered before the decision x i = v i . By so doing, nogoods can be used to represent some unfruitful part of the search tree, as stated in the following proposition. In other words, given a sequence of decisions taking along the branch of a search tree, each reduced nld-nogood characterizes a visited inconsistent part of this search tree. When a restart occurs, an algorithm like MAC+RST+NG [34] can record several new reduced nld-nogoods and exploit them later to prevent from exploring again an already visited part of the search space. These nld-nogoods can be efficiently computed and stored as a global constraint with an efficient specific propagator for enforcing AC [34] .
Proposition 1 ([34])

Solving CSPs using graph decomposition
From a historical point of view, Tree-Clustering [11] is the reference method for solving binary CSPs by exploiting the structure of their constraint graph. It is based on the notion of tree-decomposition of graphs [39] .
Definition 2 Given a graph G = (X, C), a tree-decomposition of G is a pair (E, T ) with T = (I, F ) a tree and E = {E i : i ∈ I } a family of subsets of X, such that each subset (called cluster or bag in Graph Theory) E i is a node of T and satisfies:
(ii) for each edge {x, y} ∈ C, there exists i ∈ I with {x, y} ⊆ E i , and
The width w + of a tree-decomposition (E, T ) is equal to max i∈I |E i | − 1. The tree-width w of G is the minimal width over all the tree-decompositions of G.
Figure 1b presents a tree-decomposition of the graph depicted in Fig. 1a . It is a possible tree-decomposition for this graph. So, we get 10 } and E 7 = {x 10 , x 11 }. One can see that the proposed tree satisfies the three conditions of a treedecomposition. Moreover, the tree-width of this graph is 3 since this tree-decomposition has minimal width over all the tree-decompositions of the graph and because its maximum size of clusters is 4.
The first version of Tree-Clustering [11] , begins by computing a tree-decomposition (using the algorithm MCS [45] ). Note that the computed tree-decomposition is not necessarily optimal, that is its width may be different from w. Thus, for this width w + (the size of the largest cluster), we have w + 1 ≤ w + + 1 ≤ n. In the second step, the clusters are (b) (a) Fig. 1 A constraint graph on 11 variables (a) and an optimal tree-decomposition (b) solved independently, considering each cluster as a subproblem, and then, enumerating all its solutions. The next step consists in building an acyclic CSP whose variables correspond to the clusters. Finally, a global solution of the initial CSP, if one exists, can be found efficiently by solving this acyclic CSP. The time and space complexities of this first version is O(n.d w + +1 ). Note that this first approach has been improved to reach a space complexity in O(n.s.d s ) [7, 8] where s is the size of the largest intersection (separator) between two clusters (s ≤ w + ). Unfortunately, this kind of approach which solves completely each cluster is not efficient in practice. So, later, the Backtracking on Tree-Decomposition method (denoted BTD [28] ) has been proposed and shown to be really more efficient from a practical viewpoint and appears in the state of the art as a reference method for this type of approach [38] . While this approach (which will be described in details in the next subsection) has shown its practical interest, from a theoretical viewpoint, in the worst case, it has the same complexities as the improved version of Tree-Clustering (e.g. [7, 8] ), that is O(n.d w + +1 ) for time complexity, and O(n.s.d s ) for space complexity. So, to make structural methods efficient, we must a priori minimize the values of w + and s when computing the tree-decomposition. Unfortunately, computing an optimal tree-decomposition (i.e. a tree-decomposition of width w) is NP-hard [1] . So, many works deal with this problem. They often exploit an algorithmic approach related to triangulated graphs which are also called chordal graphs. An undirected graph is called triangulated if every cycle of length strictly greater than 3 possesses a chord, that is, an edge joining two nonconsecutive vertices in the cycle (see [18] for an introduction to triangulated graphs). For example, if we consider the graph given in Fig. 1 , one can associate a triangulated graph induced by the addition of two new edges (depicted with dotted lines in Fig. 2 ) which join two nonconsecutive vertices in the cycles whose length is greater than 3 (cycles [x 2 , x 3 , x 6 , x 5 , x 2 ] and [x 3 , x 8 , x 10 , x 9 , x 3 ]). Note that the maximal cliques of this triangulated graph correspond to the clusters of the depicted tree-decomposition.
To compute tree-decompositions, one can distinguish different classes of approaches based on triangulated graphs. On the one hand, the methods looking for optimal decompositions or their approximations have not shown their practical interest, due to a too expensive runtime w.r.t. the weak improvement of the value w + . On the other hand, the methods with no guarantee of optimality (like ones based on heuristic triangulations) are commonly used [11, 24, 31] . They run in polynomial time (between O(n + m) and O(n 3 )), are easy to implement and their advantage seems justified. Indeed, these heuristics appear to obtain triangulations reasonably close to the optimum [32] . In practice, the most used methods to find tree-decompositions are based on MCS [45] and Min-Fill [40] which give good approximations of w + . Moreover, in [24] , experiments have shown that the efficiency for solving CSPs is not only related to the value of w + , but also to the value of s. Nevertheless, to our knowledge, these studies were only focused on the values of w + (and sometimes s), not on the structure of clusters which seems to be a relevant parameter. This question is studied in the next section, showing that topological properties of clusters constitute also a crucial parameter for solving CSPs.
Before that, we recall how the Min-Fill heuristic computes a tree-decomposition. The first step is to calculate a triangulation of the graph. For a given graph G = (X, C), a set of edges C will be added so that the resulting graph G = (X, C ∪ C ) is triangulated. Min-Fill will order the vertices from 1 to n. At each step, a vertex is numbered by choosing a unnumbered vertex x that minimizes the number of edges to be added in G to make a clique with the set of unnumbered neighboring vertices of x. Once a vertex is numbered, it is eliminated. After this processing, the vertices have been numbered from 1 to n, and it is ensured that for a given vertex x with number i, its neighboring vertices in G with a higher number j > i, form a clique. The order defined by these numbers is called a perfect elimination order. For example, if we consider the graph given in Fig. 1 6 ] is a perfect elimination order. The cost of this first step is O(n 3 ).
The second step is to compute the maximal cliques of G . Since G is triangulated and we have a perfect elimination order, it can be achieved in linear time, i.e. in O(n + m ) where m = |C ∪ C | [17, 18] . Each maximal clique corresponds to a cluster of the associated tree-decomposition. In the example in Fig. 2 , the maximal cliques are {x 1 , x 2 , x 3 }, {x 2 , x 3 , x 4 , x 5 }, {x 3 , x 4 , x 5 , x 6 }, {x 5 , x 6 , x 7 }, {x 3 , x 8 , x 9 }, {x 8 , x 9 , x 10 } and {x 10 , x 11 } which correspond to the clusters of the tree-decomposition.
The third step computes the tree structure of the decomposition. Several approaches exist. A simple way consists in computing a maximum spanning tree (the constraint graph is assumed to be connected) of a graph whose vertices correspond to the maximal cliques (i.e. clusters E i ), and edges link two maximal cliques sharing at least one vertex and are labeled with the size of these intersections. This treatment can be achieved in O(n 3 ) (e.g. by Prim's algorithm). Overall, the cumulative cost of these three steps is in O(n 3 ).
Backtracking on tree-decomposition: the BTD method
It is well known that the backtracking methods (with additional improvements described above) can be really efficient in practice, even if they do not give guarantee with respect to the time complexity in the worst case. In contrast, the decompositions methods have complexity bounds which can be significantly better, but sometimes at the expense of a good practical efficiency. Following these observations, the BTD method (for Backtracking on Tree-Decomposition) has been proposed to take advantage of both the practical efficiency of backtracking algorithms and complexity bounds of decomposition methods. We now describe BTD [28] in more detailed way. Given a tree-decomposition (E, T ) and a root cluster E r , we denote Desc(E j ) the set of vertices (variables) belonging to the union of the descendants E k of E j in the tree rooted in E j , E j included. As indicated before, Fig. 1b presents a possible tree-decomposition of the graph depicted in Fig. 1a , whose root is E 1 and such that Desc(
Given a compatible cluster ordering < (i.e. an ordering which can be produced by a depth-first traversal of T from the root cluster E r ), BTD achieves a backtrack search by using a variable ordering (said compatible) s.t. ∀x ∈ E i , ∀y ∈ E j , with E i < E j , x y. In other words, the cluster ordering induces a partial ordering on the variables since the variables in E i are assigned before those in E j if E i < E j . For the example of Fig. 1 , 11 ) is a possible compatible ordering on E (respectively X). In practice, BTD starts its backtrack search by assigning consistently the variables of the root cluster E r before exploring a child cluster. When exploring a new cluster E i , since the variables in the parent cluster E p(i) (and so in the separator
2 ) are already assigned, it only has to assign the variables which appear in
In order to solve each cluster, BTD can exploit any solving algorithm which does not alter the structure. For instance, BTD can rely on the algorithm MAC (for Maintaining Arc-Consistency [42] ). We denote BTD-MAC the version of BTD relying on MAC for solving each cluster. We can note that, in BTD-MAC, the next positive decision necessarily involves a variable of the current cluster E i and that only the domains of the future variables in Desc(E i ) can be impacted by the AC filtering (since E i ∩ E p(i) is a separator of the constraint graph and all its variables have already been assigned).
When BTD has consistently assigned the variables of a cluster E i , it then tries to solve each subproblem rooted in each child cluster E j . More precisely, for a child E j and a current decision sequence , it attempts to solve the subproblem induced by the variables of Desc(E j ) and the decision set P os( )[E i ∩ E j ] (i.e. the set of positive decisions involving the variables of E i ∩E j ). Once this subproblem solved (by showing that there is a solution or showing that there is none), it records a structural good or nogood. Formally, given a cluster E i and E j one of its children, a structural good (resp. nogood) of E i with respect to E j is a consistent assignment A of E i ∩ E j such that A can (resp. cannot) be consistently extended on Desc(E j ) [28] . In the particular case of BTD-MAC, the consistent assignment of A will be represented by the restriction of the set of positive decisions of on E i ∩ E j , namely P os( )[E i ∩E j ]. These structural (no)goods can be used later in the search in order to avoid exploring a redundant part of the search tree. Indeed, once the current decision sequence contains a good (resp. nogood) of E i w.r.t. E j , BTD has already proved previously that the corresponding subproblem induced by Desc(E j ) and P os( )[E i ∩ E j ] has a solution (resp. none) and so does not need to solve it again. In the case of a good, BTD keeps on the search with the next child cluster. In the case of a nogood, it backtracks. For example, let us consider a CSP on 11 variables x 1 , . . . , x 11 for which each domain is {a, b, c} and whose constraint graph and a possible tree-decomposition are given in Fig. 1 . Assume that the current consistent decision sequence = x 1 = a, x 2 = b, x 2 = c, x 3 = b has been built according to a variable order compatible with the cluster order E 1 < E 2 < E 3 < E 4 < E 5 < E 6 < E 7 . BTD tries to solve the subproblem rooted in E 2 and once solved, records {x 2 = c, x 3 = b} as a structural good or nogood of E 1 w.r.t. E 2 . If, later, BTD tries to extend the consistent decision sequence x 1 = a, x 3 = b, x 1 = b, x 2 = a, x 2 = c , it keeps on its search with the next child cluster of E 1 , namely E 4 , if {x 2 = c, x 3 = b} has been recorded as a good, or backtracks to the last decision in E 1 if {x 2 = c, x 3 = b} corresponds to as a nogood.
Algorithm 1 corresponds to the algorithm BTD-MAC. Initially, the current decision sequence and the sets G and N of recorded structural goods and nogoods are empty and the search starts with the variables of the root cluster E r . Given a current cluster E i and the current decision sequence , lines 16-23 consist in exploring the cluster E i by assigning the variables of V E i (with V E i the set of unassigned variables of the cluster E i ) like MAC would do while lines 1-14 allow to manage the children of E i and so to use and record structural (no)goods. BTD-MAC(P , ,
) while its space complexity is O(n.s.d s ) with w + the width of the used tree-decomposition and s the size of the largest intersection between two clusters.
The next section discusses some issues related to the computation of suitable treedecompositions, both as regards the construction of the clusters, but also for the choice of the root cluster.
What impacts the efficiency of decomposition methods?
The fact that a constraint network has a small tree-width should allow, using a suitable decomposition, to take advantage of this topological property of the instance. However, besides the computation of a decomposition that well approximates an optimal decomposition, several problems may be encountered. Assuming that we have a very good approximation of an optimal tree-decomposition, a very important problem may arise due to the choice of the root. Indeed, the search will begin with the assignment of variables contained in this root cluster. Because of the imposed ordering to guarantee the complexity bounds, this ordering will not be changed all along the search. This point has already been discussed in the literature and the proposed solutions try to offer a little more freedom in that ordering, sometimes with significant improvements of the efficiency, but not systematically [25] [26] [27] . Note that this is similar to the goal of ordering heuristics for classical backtracking algorithms. However, for decomposition methods, this issue has never been quantified for truly identifying this problem and we will revisit it in this section. A second problem concerns the existence of clusters that may consist of several connected components. This can lead to the existence of subproblems circumscribed to such clusters that are too under-constrained. We develop first this second problem.
Tree-decompositions with disconnected clusters
The study of the tree-decompositions shows they can frequently possess clusters that have several connected components. For example, consider a cycle without chord (that is without edge joining two non-consecutive vertices in the cycle) of n vertices (with n ≥ 4). Any optimal tree-decomposition has exactly n − 2 clusters of size 3, and among them, n − 4 clusters have two connected components. For example, a triangulation using Min-Fill can find an optimal tree-decomposition for the graph given in Fig. 3 . The order found by MinFill is given by the numbering of vertices. We get n − 2 = 8 clusters of size 3, whose two are connected ({x 1 , x 2 , x 3 } and {x 8 , x 9 , x 10 }), while n − 4 = 6 clusters, {x 2 , x 3 , x 4 }, {x 3 , x 4 , x 5 }, . . . and {x 7 , x 8 , x 9 }, have two connected components.
Such an example can be generalized to more complicated constraint graphs. Let us consider, for example, the graph whose a partial view is given in Fig. 4 . We assume here that x 8 , x 9 , x 10 , . . . x 15 , . . . have a large number of neighboring vertices which are not represented in the figure. So, a triangulation using Min-Fill can find an order which is compatible with the one given by the numbering of vertices. A such order induces the clusters {x 1 , x 2 , x 3 } which is connected, but also {x 2 , x 3 , x 4 }, {x 3 , x 4 , x 5 }, {x 4 , x 5 , x 6 }, {x 4 , x 5 , x 6 } and {x 5 , x 6 , x 7 } which have two connected components. But such a triangulation finds the cluster {x 6 , x 7 , x 8 , x 9 , x 10 }. Worse, we will find the cluster {x 7 , x 8 , x 9 , x 10 , x 11 , x 12 , x 13 }. Of course, this example can be generalized to find disconnected clusters of larger size.
This phenomenon is also observed for real instances, when we consider tree-decompositions of good quality. For example, the well known RLFAP instance Scen-06 appearing in the CSP 2008 Competition 3 is defined on 200 variables and its network admit good treedecompositions which can be found quite easily (e.g. Min-Fill finds one with w + = 20). A detailed analysis of these tree-decompositions shows that they have disconnected clusters. More generally, it turns out that about 32 % of the 7,272 instances of the CSP 2008 Competition have a tree-decomposition with at least one disconnected cluster when MCS or Min-Fill are used, what is generally the case of most tree-decomposition methods for solving CSPs. Among these instances for which MCS or Min-Fill produce tree-decompositions with disconnected clusters, we can notably find most of the RLFAP or FAPP instances which are often exploited as benchmarks for decomposition methods for both decision and optimization problems. Moreover, sometimes, the percentage of disconnected clusters in one instance may be very large up to 99 % and about 35 % in average. For the FAPP instances, the average is about 48 % for tree-decompositions produced by Min-Fill, and a greater average using MCS. This observation will be even more striking for algorithms that find decompositions with smaller widths, as suggested by the example of the cycle without chord.
The presence of disconnected clusters in the considered tree-decomposition can have a negative impact on the practical efficiency of decomposition methods which can be penalized by a large amount of time or memory to solve the instance. Firstly, the fact that a constraint network is not connected can have important consequences on the efficiency of its solving. For example, if one of its connected components has no solution, and if the solving first addresses a connected component that has solutions, all of them should be listed before proving the inconsistency of the whole CSP. In the case of decomposition methods, the existence of disconnected clusters is perhaps even more pernicious. In the case of TreeClustering, let us consider a disconnected cluster. On the one hand, the phenomenon already encountered in the case of disconnected networks may arise. But it is also possible that this cluster has solutions. All these solutions will be calculated and stored before processing another cluster. Their number can be very high as it is the product of the number of solutions of each of its connected components. Note that for some benchmarks coming from the FAPP instances, the number of connected components in one cluster can be greater than 100 while domains may have more than 100 values. However, many local solutions of this cluster may be globally incompatible, because these connected components may be linked by some constraints which appear in other clusters. Consider again the constraint graph given in Fig. 4 . Assume that the constraints whose scopes are {x 1 , x 2 } and {x 1 , x 3 } are equality constraints while all other constraints are constraints of differences. In this case, assuming that during the solving, the cluster {x 7 , x 8 , x 9 , x 10 , x 11 , x 12 , x 13 } will be solved before clusters containing variables located on the left in Fig. 4 , a large number of local solutions will be considered before finding an incompatibility one time the equality constraints will be checked. This example can be generalized by the constraint graph given in Fig. 5 which shows an example of decomposition for which two connected components of a cluster E i are connected by a sequence of constraints that appear in the subproblem rooted in this cluster. Thus, the overall inconsistency of local solutions of E i can only be detected when all these clusters have been solved, during the composition of global solutions produced by Tree-Clustering in its last step. This leads Tree-Clustering to a large consumption of time and memory, making this approach unrealistic in practice.
To avoid this kind of phenomenon where clusters are initially solved independently, other methods were proposed like BTD. Although BTD has shown its practical advantage, unfortunately, the observed phenomenon still exists, even if it will generally be attenuated. To well understand this, let us consider a disconnected cluster E i . We have two cases: 4 is disconnected: BTD has to consistently assign variables which are distributed in several connected components. If the subproblem rooted in E i is trivially consistent (for instance it admits a large number of solutions), BTD will find a solution by doing at most a few backtracks and keep on the search on the next cluster. So, in such a case, the non-connectivity of E i does not entail any problem. In contrast, if this subproblem has few solutions or none, we have a significant probability that BTD passes many times from a connected component of G[E i \(E i ∩E p(i) )] to another when it solves this cluster. Roughly speaking, BTD may have to explore all the consistent assignments of each connected component by interleaving eventually the variables of the different connected components. Indeed, if BTD exploits filtering techniques, the assignment of a value to a variable x of E i \(E i ∩ E p(i) ) has mainly impact on the variables of the connected component of
In contrast, the filtering removes no or few values from the domain of any variable in another connected component. This entails that inconsistencies are often detected later and not necessarily in E i but in one of its descendant cluster (as illustrated previously by Figs. 4 and 5) . If so, BTD may require a large amount of time or memory (due to (no)good recording) to solve the subproblem rooted in E i , especially if the variables have large domains. For example, this negative phenomenon has been empirically observed on some FAPP instances (e.g the fapp05-0350-10 instance) with a BTD version using MAC [42] .
is necessarily disconnected. As the variables of the separator E i ∩ E p(i) are already assigned, the non-connectivity of E i does not cause any problem.
This negative impact of disconnected clusters is compatible with empirical results reported in the literature. We have observed that sometimes, the percentage of disconnected clusters for Min-Fill differs significantly from one for MCS, which may explain some differences of efficiency observed in the literature (e.g. in [24] ). Indeed, even if the width is the same, decompositions computed by Min-Fill offer best results for solving than the ones obtained by MCS [24] and is considered as the best heuristic of the state of the art now [7] . Moreover, the analysis of tree-decompositions shows also that the connection between connected components of some clusters is frequently observed in the leaves (clusters) of the decomposition, further increasing more the negative effects observed.
The occurrence of the negative effect of the presence of disconnected clusters is confirmed by the following observation. If we consider a version of BTD using a less powerful filtering than AC like Forward Checking, we see that the phenomenon is accentuated. In order to illustrate this, we analyze the solving with a particular implementation of BTD using nFC5 [3] which is the most powerful non-binary version of Forward Checking. We can thus observed that, with Min-F ill, BTD-nFC5 only solves 520 instances over the 1,668 instances with disconnected clusters we will consider in Section 6 while BTD-MAC solves 1,167 instances (see Section 6 for more details about the experimental protocol). Moreover, if we consider the gap between the number of instances solved by BTD-MAC and BTD-nFC5 for a given decomposition method, we can note that this gap is reduced when exploiting the tree-decompositions with connected clusters introduced in the next section, namely between 485 and 499 instances against 647 with Min-F ill. This is explained by the fact that the use of a more powerful filtering as AC may lessen the phenomenon. Indeed the propagation is not limited to the neighborhood of the last assigned variable, but can reach the leaf clusters, and thus, to find some connectivity as we can see in Fig. 5 . Nevertheless, this level of filtering may be ineffective if one considers the example of the constraint graph given in Fig. 4 with equality constraints on {x 1 , x 2 } and {x 1 , x 3 } and constraints of differences for all other constraints. Indeed, for this instance, the inconsistency appears on most cases, when x 2 and x 3 are assigned, and not when we are looking for a local solution in the cluster {x 7 , x 8 , x 9 , x 10 , x 11 , x 12 , x 13 }.
To avoid this kind of phenomenon, in Section 4 we study classes of tree-decompositions for which all the clusters are connected.
The importance of the choice of the root
From a practical viewpoint, generally, BTD efficiently solves CSPs having a small treewidth. However, sometimes, a bad choice for the root cluster may drastically degrade the performance of the solving. The choice of the root cluster is crucial since it impacts on the variable ordering, in particular on the choice of the first variables. Hence, in order to make a smarter choice, we have selected some instances of the CSP 2008 Competition and, for each instance, we run BTD from each cluster of its considered tree-decomposition. First, we have observed that for a given instance, the runtimes may differ from several orders of magnitude according to the chosen root cluster. For instance, for the scen11-f12 instance (which is the easiest instance of the scen11 family), BTD succeeds in proving the inconsistency for only 75 choices of root cluster among the 301 possible choices. Secondly, we have noted that solving some clusters (not necessarily the root cluster) and their corresponding subproblems is more expensive for some choice of the root cluster than for another. This is explained by the choice of the root cluster which induces some particular ordering on the clusters and the variables. In particular, since for a cluster E i , BTD only considers the variables of E i \(E i ∩ E p(i) ), it does not handle the same variable set for E i depending on the chosen root cluster. Unfortunately, it seems to be utopian to propose a choice for the root cluster based only on features of the instance to solve because this choice is too strongly related to the solving efficiency. In [27] , an approach has been proposed to choose a variable ordering with more freedom but its efficiency still depends on the choice of the root cluster. So, an alternative to limit the impact of the choice of the cluster is required. In Section 5, we propose a possible one consisting in exploiting restart techniques.
A new parameter for graph decomposition of CSPs
Bag-connected tree-decomposition
The facts presented above lead us naturally to consider only tree-decompositions for which all the clusters are connected. This concept has been recently introduced in the context of Graph Theory [36] . It has been studied for some of its combinatorial properties. However, the algorithmic issues related to its computation have not been studied yet, neither in terms of complexity, nor to propose algorithms to find them. Müller provides a central theorem indicating an upper bound of Bag-Connected Tree-Width 5 as a function of the tree-width. We present now the notion of Bag-Connected Tree-Decomposition, which corresponds to tree-decomposition for which each cluster E i is connected (i.e. the subgraph G[E i ] of G induced by E i is a connected graph).
Definition 3
Given a graph G = (X, C), a Bag-Connected Tree-Decomposition of G is a tree-decomposition (E, T ) of G such that for all E i ∈ E, the subgraph G[E i ] is a connected graph. The width of a Bag-Connected Tree-Decomposition (E, T ) is equal to max i∈I |E i | − 1. The Bag-Connected Tree-Width w c is the minimal width over all the bag-connected tree-decompositions of G.
Given a graph G = (X, C) of tree-width w, necessarily w ≤ w c . The central theorem of [36] provides an upper bound of the Bag-Connected Tree-Width as a function of the treewidth and k which is the maximum length of its geodesic cycles. 6 More precisely, we have
. This bound has been improved in [22] . Nevertheless, note that w c = n 2 for graphs defined by cycles of length n and without chord. But if G is a triangulated graph, w = w c .
Furthermore, the fact that w ≤ w c , independently of the complexity of achieving a Bag-Connected Tree-Decomposition, indicates that the decomposition methods based on it, necessarily appear below Tree-Decomposition methods in the constraint tractability hierarchy introduced in [20] . But this remark has no real interest here because our contribution mainly concerns practical efficiency of such methods. Nevertheless, the difference between w and w c can naturally have consequences on the efficiency of solving in practice. Indeed, if we consider the example of the cycle of length n given in Section 3 (a geodesic cycle), optimal decompositions give w = 2 and w c = n 2 . But, in such a case, even if the bagconnected tree-width is arbitrarily greater than the tree-width, applying BTD based on MAC is always as effective since as soon as the first variable is assigned, BTD detects the inconsistency or directly finds a solution, due to the arc-consistency propagation which will be realized along the connected paths in the clusters.
The natural question now is related to the computation of optimal Bag-Connected TreeDecompositions, that is Bag-Connected Tree-Decompositions of width w c . We show that this problem, as for Tree-Decompositions, is NP-hard.
Theorem 1 Computing an optimal Bag-Connected Tree-Decomposition is NP-hard. Proof
We propose a polynomial reduction from the problem of computing an optimal treedecomposition to this one. Consider a graph G = (X, C) of tree-width w, the associated tree-decomposition of G being (E, T ). Now, consider the graph G obtained by adding to G an universal vertex x, that is a vertex which is connected to all the vertices in G. Note that from (E, T ), we can obtain a tree-decomposition for G by adding in each cluster E i ∈ E the vertex x. It is a bag-connected tree-decomposition since each cluster is necessarily connected (by paths containing x) and its width is w + 1. To show that this addition defines a reduction, it is sufficient to show that w is the tree-width of G iff the bag-connected tree-width w c of G is w + 1.
(⇒) We know that at most, the width of the considered tree-decomposition of G is w +1 since this tree-decomposition is connected and its width is w + 1. Thus, w c ≤ w + 1. Assume that w c ≤ w. So, there is a bag-connected tree-decomposition of G of width at most w. Using this tree-decomposition of G , we can define the same tree, but deleting the vertex x, to obtain a tree-decomposition of G of width w − 1, which contradicts the hypothesis.
(⇐) With the same kind of argument as before, we know that the tree-width w of G is at most w c − 1. And by construction, it cannot be strictly less than w c − 1. So, it is exactly w c − 1.
Moreover, achieving G is possible in linear time.
We have seen that for solving CSPs, it is not necessary to find an optimal treedecomposition. Also, we now propose an algorithm which computes a bag-connected treedecomposition in polynomial time, of course without any guarantee about its optimality. The algorithm Bag-Connected-TD described below finds a bag-connected tree-decomposition of a given graph G = (X, C).
Computing a bag-connected tree-decomposition
The first step of Algorithm 2 finds a first cluster, denoted E 0 , which is a subset of vertices which are connected. X is the set of already treated vertices. It is initialized to E 0 . This first step can be done easily, using an heuristic. This heuristic may rely on any criteria as soon as it produces a connected cluster. Then, let X 1 , X 2 , . . . X k be the connected components of the subgraph G[X\E 0 ] induced by the deletion of the vertices of E 0 in G. Each one of these sets is inserted in a queue F . For each element X i removed from the queue F , let V i ⊆ X be the set of vertices in X which are adjacent to at least one vertex in X i . Note that V i (which can be connected or not) is a separator of the graph G since the deletion of V i in G makes G disconnected (X i being disconnected from the rest of G). A new cluster E i is then initialized by this set V i . So, we consider the subgraph of G induced by V i and
We choose a first vertex x ∈ X i that is connected to at least one vertex of E i (so one vertex of V i ). This vertex is added to E i . If G [E i ] is connected, we stop the process because we are sure that E i will be a new connected cluster. Otherwise, we continue, taking another vertex of X i . Figure 6 shows the computation of E 1 , the second cluster (after E 0 ), at the first pass in the loop. When this process is finished, we add the vertices of E i to X and we compute X i 1 , . . . X i k i the connected components of the subgraph G[X i \E i ]. Each one is then inserted in the queue F . In the example of Fig. 6 , two connected components will be computed, {e} and {f, g, h}. This process continues while the queue is not empty. In the example, in the right part of the graph, the algorithm will compute 3 connected clusters: {d, e}, {b, c, d, f } and {f, g, h}.
Note that line 10 is only useful when the set V i computed at line 7 is a previously built cluster. In such a case, the cluster V i can be removed. Indeed, as V i E i , V i becomes useless in the tree-decomposition.
We now establish the validity of the algorithm and we evaluate its time complexity.
Theorem 2 The algorithm Bag-Connected-TD computes the clusters of a bag-connected tree-decomposition of a graph G.
Proof We need only to prove lines 5-13 of the algorithm. We first prove the termination of the algorithm. At each pass through the loop, at least one vertex will be added to the set X and this vertex will not appear later in a new element of the queue because they are defined by the connected components of G[X i \E i ], a subgraph that contains strictly fewer vertices than was contained in X i . So, after a finite number of steps, the set X i \E i will be an empty set, and therefore no new addition in F will be possible. We now show that the set of clusters E 0 , E 1 , . . . E q induces a bag-connected treedecomposition. By construction each new cluster is connected. So, we have only to prove that they induce a tree-decomposition. We prove this by induction on the added clusters, showing that all these added clusters will induce a tree-decomposition of the graph G(X ).
Initially, the first cluster E 0 induces a tree-decomposition of the graph
For the induction, our hypothesis is that the set of already added clusters E 0 , E 1 , .
.
. E i−1 induces a tree-decomposition of the graph G[E
. Consider now the addition of E i . We show that by construction, E 0 , E 1 , .
. . E i−1 and E i induces a treedecomposition of the graph G[X ] by showing that the three conditions (i), (ii) and (iii) of the definition of tree-decompositions are satisfied. (i) Each new vertex added in X belongs to E i (ii) Each new edge in G[X ] is inside the cluster E i . (iii)
We can consider two different cases for a vertex x ∈ E i , knowing that for other vertices, the property is already satisfied by the induction hypothesis:
(a) x ∈ E i \V i : in this case, x does not appear in another cluster than E i and then, the property holds. (b) x ∈ V i : in this case, by the induction hypothesis, the property was already verified.
Finally, it is easy to see that if line 10 is applied, we obtain a tree-decomposition of the graph G[X ].
Theorem 3 The time complexity of the algorithm Bag-Connected-TD is O(n(n + e)).
Proof Lines 1-4 are feasible in linear time, that is O(n + m), since the cost of computing the connected components of G[X\E 0 ] is bounded by O(n+m). Nevertheless, we can note that line 1 can be done by a more expensive heuristic to get a more relevant first cluster, but at most in O(n(n + m)) in order not to exceed the time complexity of the most expensive step of the algorithm. We analyze now the cost of the loop (line 5). Firstly, note that there are less than n insertions in the queue F . Now, we analyze the cost of each treatment associated to the addition of a new cluster, and we give for each one, its global complexity. is bounded by O(n + m). Since the while loop runs at most n times, the global cost of the search in these subgraphs is bounded by O(n(n + m)). Moreover, for each new added vertex x, the connectivity of G [E i ] is tested with an additional cost bounded by O(n + m). Note since such a vertex is added at most one time, globally, the cost of this test is bounded by O(n(n + m)). So, the cost of line 9 is globally bounded by O(n(n + m)). -Line 10: using an efficient data structure, this step can be realized in O(n), thus globally O(n 2 ). -Line 11: the union is feasible in O(n), thus globally O(n 2 ) since there are at most n iterations. -Line 12: the cost of finding the connected components of G[X i \E i ] is bounded by O(n + m). So, globally, the cost of this step is O(n(n + m)). -Line 13: the insertion of a set X i j in F is feasible in O(n), thus globally O(n 2 ) since there are less than n insertions in F .
Finally, the time complexity of the algorithm Bag-Connected-TD is O(n(n + m)).
From a practical viewpoint, it can be assumed that the choice of the first cluster E 0 can be crucial for the quality of the decomposition which is being computed. Similarly, the choice of vertex x, selected in line 9 may be of considerable importance. For these two choices, heuristics can of course be used. This is discussed in Section 6. However, a particular choice of these heuristics makes it possible, without any change of the complexity, to compute optimal tree-decompositions for the case of triangulated graphs. Assume that the first cluster E 0 is a maximal clique. This can be done efficiently using a greedy approach. Now, for the choice of the vertex x in line 9, we consider the vertex which has the maximum number of neighbors in the set V i . As in a triangulated graph, all the clusters of an optimal tree-decomposition are cliques, necessarily, V i being a clique, x will be connected to all the vertices of V i and thus, E i will be a clique. Progressively, each maximal clique will be found and the tree-decomposition will be optimal. Line 10 will be used for the case of maximal cliques including more than one vertex x of a new connected component. In any case, the practical interest of this type of decomposition is based on both the efficiency of its computation, but also on the significance which it may have for solving CSPs. This is discussed in Section 6.
Exploiting restarts within BTD
In this section, we explain how BTD can safely exploit restarts.
It is well known that any method exploiting restart techniques must as much as possible avoid exploring the same part of the search space several times and that randomization and learning are two possible ways to reach this aim [33] . Regarding the learning, BTD already exploits structural (no)goods. However, depending on when the restart occurs, we have no warranty that a structural (no)good has been recorded yet. Hence, another form of learning is required to ensure a good practical efficiency. Here, we consider the reduced nldnogoods [34] .
The use of learning in BTD may endanger its correctness as soon as we add to the initial problem a constraint whose scope is not included in a cluster. So recording reduced nldnogoods in a global constraint involving all the variables like proposed in [34] is impossible. However, by exploiting the features of a compatible variable ordering, Property 2 shows that this global constraint can be safely decomposed in a global constraint per cluster E i . = δ 1 , . .
Proposition 2 Let
. , δ k be the sequence of decisions taking along the branch of the search tree when solving a CSP P by exploiting a tree-decomposition (E, T ) and a compatible variable ordering. Let [E i ] be the subsequence built by considering only the decisions of involving the variables of E i . For any prefix subsequence
E i = δ i 1 , . . . , δ i of [E i ] s.
t. δ i is a negative decision, and every variable in E i ∩E p(i) appears in a decision in P os( E i ), the set P os( E i ) ∪ {¬δ i } is a reduced nld-nogood of P . Proof Let P E i be the subproblem induced by the variables of Desc(E i ) and E i the set of the decisions of P os( E i ) related to the variables of E i ∩ E p(i) . As E i ∩ E p(i) is a separator of the constraint graph, P E i | E i is independent from the remaining part of the problem P . Let us consider [E i ] the maximal subsequence of which only contains decisions involving variables of E i . According to Proposition 1 applied to [E i ] and P E i | E i , P os( E i ) ∪ {¬δ i } is necessarily a reduced nld-nogood.
It ensues that we can bound the size of produced nogoods and compare them with those produced by Proposition 1:
Corollary 1 Given a tree-decomposition of width w + , the size of reduced nld-nogood produced by proposition 2 is at most w + + 1.
Corollary 2 Under the same assumptions as Proposition 2, for any reduced nld-nogood produced by Proposition 1, there is at least one reduced nld-nogood produced by Proposition 2 s.t.
⊆ .
Proof Let = δ 1 , . . . , δ be a subsequence of s.t. δ is a negative decision. From Proposition 1, it follows that = P os( )∪{¬δ } is a reduced nld-nogood. Now let us consider a cluster E i s.
t. the variable x related to δ belongs to E i and E i ∩ E p(i) ⊆ P os( ).
There exists necessarily such a cluster by construction of . Then, from Proposition 2, it follows that
BTD already exploits a particular form of learning by recording structural (no)goods. Any structural (no)good of a cluster E i w.r.t. to a child cluster E j is by definition oriented from E i to E j . This orientation is directly induced by the choice of the root cluster. When a restart occurs, BTD may choose a different cluster as root cluster. If so, we have to consider structural (no)goods with different orientations. Proposition 3 states how these structural (no)goods can be safely exploited when BTD uses the restart technique.
Proposition 3 A structural good of E i w.r.t. E j can only be used if the choice of the current root cluster induces that E j is a child cluster of E i . A structural nogood of E i w.r.t. E j can be used whatever the choice of the root cluster.
Proof Let us consider a good of E i w.r.t. E j produced for a root cluster E r . By definition of structural goods, the subproblem P E j | has a solution and its definition only depends on and the fact that E j is a child cluster of E i . So, for any choice of the root cluster s.t. E j is a child cluster of E i , will be a structural good of E i w.r.t. E j and can be used to prune safely redundant part of the search. Now, if, due to the choice of the root cluster, E j is the parent cluster of E i , a good of E i w.r.t. E j gives no information about the existence of a solution on the subproblem rooted in E i and so cannot be safely used. Indeed, as counterexample, it suffices to consider a decomposition with three clusters E i , E j and E k s.t. the cluster E k has no solution and E i is the parent cluster of E j and E k . Assume that we first consider E i as the root cluster and by so doing we produce a good of E i w.r.t. E j . Then, if we choose E j as the root cluster, exploiting leads to conclude that can be consistently extended on
Regarding structural nogoods, any structural nogood of E i w.r.t. E j is a nogood and so any decision sequence s.t. ⊆ P os( ) cannot be extended to a solution, independently from the choice of the root cluster. Hence, structural nogoods can be used regardless the choice of the root cluster.
It follows that unlike the nogoods, for the goods, the orientation is required. So, it could be better to call them oriented structural goods.
Algorithm 4 describes the algorithm BTD-MAC+RST which exploits restart techniques jointly with recording reduced nld-nogoods and structural (no)goods. Exploiting the restart techniques can be seen as choosing a root cluster (line 3) and running a new instance of BTD-MAC+NG (line 4) at each restart until the problem is solved by proving there is a solution or none. Algorithm 3 presents the algorithm BTD-MAC+NG. Like BTD-MAC, given a current cluster E i and the current decision sequence , BTD-MAC+NG explores the cluster E i (lines [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] by assigning the variables of V E i (with V E i the set of unassigned variables of E i ). When E i is consistently assigned, it manages the children of E i and so uses and records structural (no)goods (lines [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The used structural (no)goods may have been recorded during the current call to BTD-MAC or during a previous one. Indeed, if the first call of BTD-MAC+NG is achieved with empty sets G and N of structural goods and nogoods, G and N are not reset at each restart. Note that their uses (lines 7-8) are performed according to Proposition 3. Then, unlike BTD-MAC, BTD-MAC+NG may stop its search as soon as a restart condition is reached (line 23). If so, it records reduced nldnogoods w.r.t. the decision sequence restricted to the decisions involving variables of E i (line 24) according to Proposition 2. We consider that a global constraint is associated to each cluster E i to handle the nld-nogoods recorded w.r.t. E i and that their use is performed via a specific propagator when the arc-consistency is enforced (lines 19 and 27) like in [34] . The restart condition may involve some global parameters (e.g. the number of backtracks achieved since the begin of the current call to BTD-MAC+NG), some local ones (e.g. the number of backtracks performed in the current cluster or the number of recorded structural (no)goods) or a combination of these two approaches.
BTD-MAC+NG(P , , E i , V E i , G, N) returns true if it succeeds in extending consistently on Desc(E i )\(E i \V E i ), f alse if it proves that cannot be consistently extended on Desc(E i )\(E i \V E i ) or unknown if a restart occurs. BTD-MAC+RST(P ) returns true
if P has at least a solution, f alse otherwise.
Theorem 4 BTD-MAC+RST is sound, complete and terminates.
Proof BTD-MAC+NG differs from BTD-MAC by exploiting restart techniques, recording reduced nld-nogoods and starting its search with sets G and N which are not necessarily empty. When a restart occurs, the search is stopped and reduced nld-nogoods are safely recorded from Proposition 2. Regarding structural (no)goods, N and G only contain valid structural (no)goods and their uses (lines 7-8) are safe according to Proposition 3. So, as BTD-MAC is sound and terminates and as these properties are not endangered by the differences between BTD-MAC and BTD-MAC+NG, it is the same for BTD-MAC+NG. Then, as BTD-MAC is complete, BTD-MAC+NG is complete under the condition that no restart occurs. Moreover, restarts stop the search without changing the fact that if a solution exists in the part of the search space visited by BTD-MAC+NG, BTD-MAC+NG would find it. As BTD-MAC+RST only performs several calls to BTD-MAC+NG, it is sound. For the completeness, if the call to BTD-MAC+NG is not stopped by a restart (what is necessarily the case of the last call to BTD-MAC+NG if BTD-MAC+RST terminates), the completeness of BTD-MAC+NG implies one of BTD-MAC+RST. Furthermore, recording reduced nld-nogoods at each restart prevents from exploring a part of the search space already explored by a previous call to BTD-MAC+NG. It ensues that, over successive calls to BTD-MAC+NG, one has to explore a more and more reduced part of the search space. Hence, the termination and completeness of BTD-MAC+RST are ensured by the unlimited nogood recording achieved by the different calls to BTD-MAC+NG and by the termination and completeness of BTD-MAC+NG.
While the use of tree-decompositions of different classes does not change the expression of the complexity of a method such as BTD, we see now that the use of restarts has a significant impact on the complexity analysis. In particular, we must take into account both the number R of restarts and the number N of recorded reduced nld-nogoods. 
Theorem 5 BTD-MAC+RST has a time complexity in
d)).
By exploiting the data structure proposed in [34] , the worst case space complexity for storing reduced nld-nogoods is O(w + . (d + N) ) since according to Corollary 1, BTD-MAC+RST records N nogoods of size at most w + + 1. Regarding the storage of structural (no)goods, BTD-MAC+RST has the same space complexity as BTD, namely O(n.s.d s ) . So, its whole space complexity is O(n.s.
If BTD-MAC+RST exploits a geometric restart policy [46] based on the number of allowed backtracks (i.e. a restart occurs as soon as the number of performed backtracks exceeds the number of allowed backtracks which is initially set to n 0 and increased by a factor r at each restart), we can bound the number of restarts:
Proposition 4 Given a geometric policy based on the number of backtracks with an initial number n 0 of allowed backtracks and a ratio r, the number of restarts R is bounded by
. Proof In the worst case, the number of backtracks is bounded by n.d w + +1 since we have at most n clusters and the number of backtracks for a cluster is at most O(d w + +1 ). At ith restart, the number of allowed backtracks is n 0 .r i . In the worst case, BTD-MAC+RST terminates as soon as n 0 .r i ≥ n.d w + +1 , i.e. as soon as i ≥ log(n)+(w + +1). log(d)−log(n 0 ) log(r)
Of course, BTD-MAC+RST can exploit other restart policies like, for example, Luby policy [35] .
Experiments
In this section, we perform extensive experiments in order to assess the practical interest of bag-connected tree-decompositions and restarts w.r.t. the solving efficiency of BTD. First, we describe our experimental protocol in Section 6.1. Then, in Section 6.2, we assess the benefits from bag-connected tree-decompositions w.r.t. Min-Fill. Section 6.3 deals with the practical interest of restarts in BTD. Finally, in Section 6.4, we consider the combination of bag-connected tree-decompositions and restarts.
Experimental protocol
Nowadays, most of the solvers relying on enumerative methods maintain some level of consistency (which often correspond to arc-consistency) and/or exploit restart techniques. Hence, the algorithm MAC (for Maintaining Arc-Consistency [42] ) and its version with restarts and nld-nogood recording, namely MAC+RST+NG [34] , can be considered as reference enumerative methods. In our experiments, MAC+RST+NG relies on a geometric restart policy with a ratio 1.1 and an initial number of backtracks of 100. Note that these values lead to the best results for MAC+RST+NG for the set of benchmarks instances we consider.
Regarding BTD, the solving in each cluster is based on MAC. BTD-MAC and BTD-MAC+RST exploit tree-decompositions produced by Min-Fill or bag-connected tree-decompositions computed thanks to the Bag-Connected-TD algorithm. As stated in Section 4, the behavior of Bag-Connected-TD relies on two choices, namely the choice of the first cluster (line 1) and the choice of the next vertex to add to the cluster E i (line 9). Both can be achieved thanks to heuristics. Note that the heuristics described below allow us to preserve the time complexity of Bag-Connected-TD, namely O(n(n + m)). In our experiments, the choice of the first cluster in Bag-Connected-TD consists in computing greedily a maximal clique of the constraint network. More precisely, the heuristic begins by choosing the vertex having the highest degree in the constraint network. Given a set of already chosen neighbors N , it selects the vertex having the highest degree in the neighborhood of N . Note that we have tried several greedy methods for computing the first maximal clique, but the observed trends are similar to ones obtained with the presented method. Regarding the choice of the next vertex, we have considered several heuristics. These heuristics have the same goal, namely to build connected clusters as soon as possible (i.e. with the smallest size of clusters), but each one tries to reach this goal in a different way. We only present here the best four ones:
-NV1: the next vertex is a vertex in the neighborhood of previously chosen vertices, -NV2: the vertices are processed in the decreasing degree order, -NV3: the vertices are processed according to the order they are visited by a breadth-first traversal of the graph from the vertices of V i , -NV4: we choose as next vertex the vertex which has the maximum number of neighbors in the set V i .
Once the tree-decomposition computed, we have to select a root cluster. We have tried several heuristics for this choice. Like for the variable ordering heuristics, these heuristics aim to follow the first-fail principle. We present here the best ones:
-RW: we choose the cluster maximizing the sum of weights of constraints whose scope intersects the cluster (the weights are those used by the variable ordering heuristic dom/wdeg [5] ). -RA: we choose alternatively:
(i) the cluster containing the next variable according to dom/wdeg applied on all the variables and maximizing sum of weights of constraints whose scope intersects the cluster, or (ii) a cluster according to the decreasing ratio number of constraints over size of the cluster minus one.
In the following, the presented results for BTD-MAC are obtained by exploiting RW for the choice of the root cluster. It turns out that this choice leads to obtain better results than ones obtained with the heuristics presented in [25] or [30] . BTD-MAC+RST with RW uses either a geometric policy with a ratio 1.1 (we denote RWG this combination) or a Luby policy (we denoted RWL this combination). In both cases, the number of allowed backtracks is initially set to 50. For RA, we apply a geometric policy with a ratio 1.1 and initially 75 allowed backtracks when the root cluster is chosen according to the rule (i). For the rule (ii), we use a constant number of allowed backtracks set to 75. Note that, for efficiency reasons, in BTD-MAC and BTD-MAC+RST, we record the structural nogoods of each cluster in the corresponding global constraint used for recording its nld-nogoods. All the solving methods exploit the algorithm AC-2001 [4] for enforcing the arc-consistency and the variable ordering heuristic dom/wdeg [5] .
All the algorithms we exploit here are implemented in C++ in our own library. The experiments were performed on blade servers running Linux Ubuntu 14.04 each with two Intel Xeon processors E5-2609 2.4 GHz and with 32 GB of memory. 7 Our set of benchmarks instances consists of 1,859 instances from the CSP 2008 competition. When selecting the instances, we have discarded notably the instances which are detected as inconsistent by the AC preprocessing, the instances which have a trivial tree-decomposition with a single cluster (e.g. the binary instances having a complete constraint graph) and the instances having global constraints (because the corresponding global constraints are not taken into account yet by our CSP library). Note that, when an instance has non-binary constraints, we exploit the 2-section (or primal graph) of its constraint hypergraph to compute (bag-connected) tree-decompositions. Every solving is performed within a time-out of 900 seconds (except for Table 4 ). The solving runtime includes the decomposition runtime, if any.
Exploitation of bag-connected tree-decompositions
In this subsection, we mainly compare the solving efficiency and the structural parameters for BTD-MAC using tree-decompositions produced by Min-Fill with ones for BTD-MAC exploiting bag-connected tree-decompositions computed thanks to the Bag-Connected-TD 
Fig. 7
The cumulative number of instances solved by BTD-MAC for each considered tree-decomposition for instances for which Min-Fill produces some disconnected clusters algorithm. In order to assess only the benefits from the bag-connected tree-decompositions, we do not consider restarts here. Restarts will be used jointly with bag-connected treedecompositions in Section 6.4.
Instances for which Min-Fill produces some disconnected clusters
In this subsection, we compare the bag-connected tree-decompositions with disconnected ones from the viewpoint of the solving efficiency. Min-Fill produces a tree-decomposition with at least one disconnected cluster for 1,668 instances among the 1,859 instances we consider (i.e. about 90 % of the considered instances). Among these instances, we can notably find instances from families rlfap, fapp, modifiedRenault, graphColoring, bqwh or travellingSalesman. Figure 7 presents the cumulative number of instances solved by BTD-MAC for each considered tree-decomposition for these 1,668 instances. First, we can observe that, by using any bag-connected tree-decomposition, BTD-MAC solves more instances than by using the disconnected tree-decompositions produced by MinFill. The best number of solved instances is reached thanks to the tree-decomposition based on the heuristic NV1 and NV2. These decomposition allow us to solve respectively 1,210 and 1,220 instances against 1,167 instances for BTD-MAC with Min-Fill. Figure 8 clearly shows that BTD-MAC with NV1 outperforms BTD-MAC with Min-Fill for most instances. Then we can remark that BTD-MAC based on NV3 and NV4 is also better than BTD-MAC with Min-Fill with respectively 1,198 and 1,180. Moreover, for any decomposition, most instances are solved in less than 60 s.
These results can allow us to provide new explanations about the observations made in [24] . In [24] , it was observed that limiting the size of separators often leads to achieve a more efficient solving. In order to do so, when a cluster has a separator with its parent cluster whose size exceeds the limit, this cluster is merged with its parent cluster. Such a limitation allows to reduce the space requirements while offering more freedom to the variable ordering heuristic. In [24, 25] , the resulting improvement of the solving efficiency is mainly attributed to these two parameters. However, the existence of disconnected clusters offers a new and complementary insight. Indeed, by limiting the size of separators, for each instance, the number of disconnected clusters decreases necessarily and so it is the same for the probability that the phenomenon described in Section 3.1 occurs. In practice, in the best case, depending on the chosen limit, Min-Fill may produce a bag-connected treedecomposition after merging while, initially, it produces a tree-decomposition with some disconnected clusters. For example, if we set the limit to 15 (which offers a good time-space tradeoff), this is the case for 243 instances among the 1,668 instances we consider here. Figure 9 presents the cumulative number of instances solved by BTD-MAC for each considered tree-decomposition for the 1,425 instances for which Min-Fill produces a treedecomposition with some disconnected clusters when the size of the separators is limited to Finally, if we focus on the 764 instances having a suitable structure (i.e. instances having a ratio n/w + greater than 2), again, we observe similar trends, namely that BTD-MAC with bag-connected tree-decomposition performs better than BTD-MAC with Min-Fill. For instance, BTD-MAC solves between 651 (for NV3) and 666 instances (for NV1) against 648 for Min-Fill. If we only consider the 616 instances solved by BTD-MAC for all the considered tree-decompositions, the cumulative runtime of BTD-MAC using NV1, NV2 or NV4 are relatively close to each other (respectively 12,659 s, 12,502 s and 12,966 s) while BTD-MAC using Min-Fill (resp. NV3) requires in 13,641 s (resp. 18,988 s).
In conclusion, these experimentations have clearly shown that the efficiency of BTD-MAC can be improved by the exploitation of bag-connected tree-decomposition.
Instances for which Min-Fill produces a bag-connected tree-decomposition
This subsection deals with the behavior of BTD when solving instances for which Min-Fill produces a bag-connected tree-decomposition. Of course, for such instances, Min-Fill and our Bag-Connected-TD algorithm do not necessarily produce the same tree-decompositions.
As shown in Fig. 10 , BTD-MAC using bag-connected tree-decompositions solves a few additional instances w.r.t. BTD-MAC with Min-Fill. Indeed, BTD-MAC with NV1, NV2 or NV3 solves 157 instances while BTD-MAC with NV4 or Min-Fill solves respectively 153 and 150. However, if we limit the size of the separators to 15 (see Fig. 11 ), BTD-MAC using Min-Fill succeeds in solving more instances (namely 303 instances) than BTD-MAC using NV1, NV2, NV3 (295 instances) and NV4 (299 instances). If we focus our study on the 290 instances which are solved by BTD-MAC for all the considered tree-decompositions, including Min-Fill, BTD-MAC using NV1 or NV2 obtains the best cumulative runtime (respectively in 4,704 s and 4,759 s) while BTD-MAC using NV4 or Min-Fill are slower (respectively 5,979 s and 6,217 s). Table 1 presents the value of the structural parameters for some instances. Not surprisingly, Min-Fill produces tree-decompositions with smaller widths and larger numbers of clusters than ones produced by Bag-Connected-TD. However, if in some cases, the width obtained by Bag-Connected-TD is significantly larger than one provided by Min-Fill (e.g. the width produced by NV3 for instance squares-23-23), in other cases, it remains relatively close (even sometimes equal) to one obtained by Min-Fill. This notably occurs for instance renault-mod-33 ext but also for instances for which Min-Fill produces a bag-connected tree-decomposition (see part (b) of Table 1 ). We also observe that the quality of the width obtained thanks to Bag-Connected-TD may significantly vary depending on the considered instances. If NV1 often presents the best width among ones computed by BagConnected-TD algorithm, it is sometimes outperformed by NV3 or NV4 (e.g. for instance mps-red-qnet1).
Comparisons of the structural parameters
Regarding the parameter s, the observed trends are similar to ones for the width.
Exploitation of restarts
In this subsection, we are interested in the practical interest of the exploitation of restarts for BTD. In order to only assess the interest of restarts, we only consider here Min-Fill in Table 1 Value of the structural parameters for some instances for which Min-Fill produces some disconnected clusters (a), for which Min-Fill produces a bag-connected tree-decomposition (b) BTD-MAC+RST are not solved by MAC+RST+NG and conversely. We also observe that MAC+RST+NG performs sometimes better, sometimes worse than BTD-MAC+RST. This is explained by the fact that most of the 1,859 instances we consider are far from having a suitable structure. In contrast, when the structure has interesting features, BTD-MAC+RST outperforms MAC+RST. Moreover, the more suitable the structure is, the more BTD-MAC+RST outperforms MAC+RST+NG. This phenomenon is illustrated by Figs. 13 and 14 which consider instances having a more and more suitable structure (namely a ratio n w + at least 2 and 5 respectively). Finally, we can note that MAC performs worse than BTD-MAC+RST. In order to better analyze the behavior of the different algorithms, we now consider the results obtained for some families of instances. Table 2 provides the number of solved instances and the cumulative runtime for each considered algorithm. First, we can note that, for some kinds of instances, like graphColoring, the use of restart techniques does not allow to improve significantly the efficiency of BTD-MAC+RST w.r.t. to MAC+RST+NG or BTD-MAC. On the other hand, for the other considered families, we can observe that BTD-MAC+RST provides interesting results. These good results are sometimes due only to the tree-decomposition (e.g. for the families dubois or haystacks) since they are close to ones of BTD-MAC. Likewise, in some cases, they mainly result from the use of restart techniques (e.g. for the families jobshop or geom) and they are then close to ones obtained by MAC+RST+NG. Finally, in other cases, BTD-MAC+RST derives fully benefit of both the tree-decomposition and the restart techniques (e.g. for the families superjobshop or rlfapScens11). In such a case, it often outperforms the three other algorithms.
Then, if we consider the runtime for instances which are solved by all the algorithms (see Table 3 ), we can note that BTD-MAC+RST with RA, RWL or RWG clearly outperforms the three other algorithms. For example, BTD-MAC+RST with RWG succeeds in solving the 168 instances in 1,919 s while MAC+RST+NG requires 3,605 s. Now, let us consider the instances of the rlfapScens11 family, which contains the more difficult RLFAP instances [6] . We can remark that BTD-MAC solves only the three easiest instances. This is explained by bad choices for the root cluster. It turns out that, for all the instances of this family, most choices for the root cluster lead to spend a lot of time to solve some subproblems. So, restart techniques are here very helpful. Table 4 compares the runtime of MAC+RST+NG and BTD-MAC+RST for these instances without any time-out. Clearly, the ratio of the runtime of MAC+RST+NG over one of BTD-MAC+RST increases with the hardness of the instances. At the end, for the hardest instances, BTD-MAC+RST is 30 % faster than MAC+RST+NG.
More generally, we have observed that BTD-MAC+RST is generally more efficient on inconsistent structured instances than MAC+RST+NG. For example, if we consider the instances with a ratio n w + at least 5, BTD-MAC+RST with RW or RA requires respectively The tree-decompositions are computed thanks to Min-Fill. The size of separators are limited to 15 1,419 s and 1,482 s to solve the 87 inconsistent instances which are solved by all the algorithms, while MAC+RST+NG needs 2,912 s. Such a phenomenon is partially explained by the use of the tree-decomposition. Indeed, if BTD-MAC+RST explores an inconsistent cluster at the beginning of the search, it may quickly prove the inconsistency of the problem. Finally, as explained in Section 3, the negative impact due to the existence of disconnected clusters is partially related to the choice of the root cluster. As BTD-MAC+RST may choose a new root cluster at each restart, it is quite natural to wonder how BTD-MAC+RST behaves when the considered tree-decompositions have some disconnected clusters. To do so, we now take into account the 1,425 instances for which Min-Fill produces a treedecomposition with some disconnected clusters when the size of the separators is limited to 15. We can note that the exploitation of restarts may limit the negative impact due to the existence of disconnected clusters. Indeed, BTD-MAC+RST with Min-Fill and RWL, RA or RWG succeeds in solving more instances than BTD-MAC with Min-Fill or any NVi. For example, BTD-MAC+RST with RWL, RA or RWG solves respectively 1,149, 1,167 and 1,157 against 1,140 instances for BTD-MAC with NV1 which obtains the best results on these instances in the previous subsection.
In conclusion, clearly the exploitation of restarts allows us to improve the efficiency of BTD, with very significant gains for some kinds of instances. Moreover, it also limits the negative impact due to the existence of disconnected clusters by choosing possibly a new root cluster at each restart.
Exploitation of both restarts and bag-connected tree-decomposition
In this subsection, we assess the complementarity of restarts and bag-connected treedecompositions. In practice we have considered a lot of combinations of restart policy and bag-connected tree-decompositions. However, for sake of simplicity, we only present here the results for three of them, knowing that similar trends are observed for the others. Figure 15 provides the cumulative number of solved instances for each considered solving method. First, we note that the three combinations (namely NV1 and RWG, NV4 and RWG and NV4 and RWL) lead to obtain close results. Indeed, BTD-MAC+RST with these combinations solves respectively 1,495, 1,497 and 1,499 instances. Then, these results improve ones obtained for BTD-MAC+RST with Min-Fill and RWG, RWL or RA which allows BTD-MAC+RST to solve respectively 1,478, 1,467 and 1,481 instances. Moreover, BTD-MAC+RST with these combinations also solves more instances than MAC+RST+NG (1,491 instances). Note that we have observed similar improvements if we focus our study on the instances for which Min-Fill produces a tree-decomposition with some disconnected clusters or on the instances having a suitable structure. Finally, we compare the runtime of BTD-MAC+RST with Min-Fill and RA with one of BTD-MAC+RST with NV4 and RWL (see Fig. 16 ). Clearly, for most instances, BTD-MAC+RST with NV4 and RWL performs faster than BTD-MAC+RST with Min-Fill and RA.
Summary
We have raised two issues (namely the existence of disconnected clusters and the choice of the root cluster) which may influence significantly the efficiency when solving CSPs by a decomposition method like BTD. In this section, we have shown the practical interest of the responses we have proposed to these two issues.
First, regarding the existence of disconnected clusters, our experimentations have clearly shown its negative impact on the solving efficiency and that the efficiency of BTD-MAC can be improved by the exploitation of bag-connected tree-decompositions. Indeed, when Min-Fill produces tree-decompositions with some disconnected clusters, BTD-MAC with Min-Fill solves less instances than BTD-MAC exploiting bag-connected tree-decomposition. However, when Min-Fill produces bag-connected tree-decompositions, BTD-MAC with Min-Fill and BTD-MAC with bag-connected tree-decompositions obtain similar results even if they do not use the same tree-decompositions. These results can also allow us to provide new explanations about the observations made in [24] . Then, regarding the choice of the root cluster, the exploitation of restart techniques inside BTD-MAC+RST turns to be an interesting alternative. Notably, it leads to solve more instances than BTD-MAC. Moreover, it may limit the negative impact due to the existence of disconnected clusters.
Finally, the joint use of bag-connected tree-decompositions and restart techniques allows us to improve even more the solving efficiency. For instance, BTD-MAC+RST solves more instances than any considered algorithm including BTD-MAC, MAC and MAC+RST+NG. Furthermore, it often performs faster, especially when the instances have a suitable structure.
Conclusion
In this paper, we discussed two important issues that arise when solving CSPs with decomposition methods and which have a crucial role for the efficiency the these approaches. The first one concerns the choice of decompositions (tree of clusters) that will be considered. The second question concerns the choice of the cluster that will be used as root cluster during search.
If the first point has been much studied, most of the works done for a long time concerns the minimization of the width of the considered decompositions. We initially identified a phenomenon that occurs particularly when the used decompositions correspond to good approximations of the optimal tree-decomposition (i.e. the decompositions of minimal width). In such cases, a majority of the decompositions have clusters possessing several connected components. This phenomenon which has apparently never been observed before is both very frequent and, above all, can cause considerable damage to the efficiency of the search. So, in this paper, we have introduced the concept of bag-connected tree-decomposition (all their clusters are connected) in the field of constraint network decomposition. This concept was proposed recently in the area of combinatorics. After we have shown the interest of this new class of decompositions and proposed a first polynomial time algorithm which computes bag-connected tree-decompositions, we have experimentally demonstrated the relevance of this approach since it allows to significantly improve the solving of CSPs using decomposition methods. Indeed, by using such decompositions, we show experimentally that decomposition methods like BTD succeed in solving many more instances than by using classical decompositions.
To address the problem of choosing the root cluster, we propose here to apply the principle of restarts in decomposition-based methods. To this end, first, we have described how usual nogoods can be incorporated into a decomposition-based method while preserving the structure induced by a given decomposition. Next we have introduced the concept of oriented structural good. Indeed, while the structural nogoods can be used directly, using an approach based on restarts, the goods must verify certain properties on the order of exploration of a tree-decomposition. Our experimentations show clearly the practical advantage of exploiting restarts in the context of decomposition-based methods. Finally, we present experiments demonstrating that the jointly use of bag-connected treedecompositions and restarts allows to improve significantly the efficiency of decomposition methods.
The extension of this work concerns at least two main directions. The first one is on further study of the concept of restart. In particular, it is well known that this kind of techniques, for example in the case of SAT solvers, was the subject of numerous studies for a long time to provide better policies of restarts, but also for the management of recorded nogoods. Results from these previous works will not be necessarily usable here because it will be probably necessary to take into account the specificity of decompositions. On the one hand, "classic" nogoods are handled, but above all, structural goods and structural nogoods induce probably specific policies. This difference must be taken into account in the development of more effective policies which may, moreover, be considered locally or globally in a given decomposition. Moreover, the study of this approach to a meta-level needs to be addressed. For instance, the issue of the choice of a tree-decomposition, and then, of its modification during search needs to be addressed to enable the management of "dynamic" decompositions.
The second extension of this work is related to the study of bag-connected treedecompositions and restarts in the more general field of Graphical Models in AI. This concerns the study of these notions for other classes of methods as Hypertree-Decomposition [20] , And/Or Search [9, 10] , Bucket Elimination [7] , etc. This approach is particularly justified by the fact that, even if some of these approaches are based on other parameters (e.g. Hypertree-Decomposition), their efficient implementations use generally algorithms coming from Tree-Decompositions (e.g. Min-Fill for Hypertree-Decomposition [12] ). Another promising study is related to the field of optimization and counting problems. We know that approaches as BTD has already been successfully used in these two areas [14, 44] . However, this extension is not trivial. For example, the use of valued structural goods in the case of optimization requests a comprehensive study to enable its implementation while using restarts.
