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In this thesis, a cellular automata based modelling software is developed for studying 
the electrical activation of cardiomyocytes. The mathematical models help to simulate 
and study different phenomena related to the cardiac activation. They enable flexible 
studies for healthy and unhealthy tissue and give a better understanding of the behaviour 
of the electrical propagation in the heart. The models which are implemented with a 
graphical user interface are easier to use for inexpert users. This makes these programs 
very helpful for educational purpose as well as valuable tools for research groups. 
 
Nowadays, one of the aspects of the research in the cardiac field is the stem cells. 
Cardiomyocytes derived from stem cells are being grown in the laboratories to be 
analysed and used in drug screening. The differentiation of the cells in a particular type 
is not straightforward. There can be several types of cardiac cells (ventricular, atrial or 
sinoatrial myocytes) in the same cell culture. Patch clamp is used to discern which types 
of cells were grown and microelectrodes arrays (MEA) are used to measure the 
electrical signals produced by the cultures. Patch clamp is costly and time consuming 
process to identify the cells.   
 
The main goal of this master thesis is to study the differences in the simulated 
electrograms (EGM) from the normal electrodes recordings when the type of cell is 
changed. If there are quantitative changes the EGM, it could be possible to know a 
priori which type of cardiomyocyte is present in the culture without having a patch 
clamp study. 
 
The model simulates the electrical activity of cell culture with a cellular automaton 
based on cardiomyocyte action potential and the conduction velocity curves. These 
curves are known as restitution curves of the cardiac tissue. It is also needed to model 
the geometry of the cell culture and the MEA electrodes. This geometry and its lead 
fields calculated with a finite difference model (FDM) are the inputs for the cellular 
automata. 
 
The cellular automata and the FDM model of the cell culture were successfully 
performed. The results show that there are differences in the EGM when the action 
potential of each type of cell is set in the model. The biggest difference is between the 
contractile cells and the pacemaker ones. The cells could be classified a priori with this 
study, but in the real life there are more factors that are included and not just one type of 
cell. There is a need to try in vitro models to check this hypothesis. 
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1 Introduction 
The adult heart lacks of effective mechanisms for healing ischemia or infarction. Stem 
cells are being studied in this aspect. There are some experiments that show the benefits 
the implantation of new cardiomyocytes derived from stem cells into the heart (1). Drug 
screening is the other big application of stem cells in this field. Thanks to the advances 
in the regenerative medicine, now it is possible to convert patients own adult cells such 
as skin cells into stem cells (2) (3). Therefore, it is possible to have stem cells from each 
specific patient to perform drug screening. 
 
The stem cells are cultured in vitro and then they are differentiated into cardiomyocytes. 
One of the problems during this process is how to determine which types of 
cardiomyocytes are been derived (atrial, ventricular or sinoatrial cells). The only way to 
be certain about the nature of the cells is the patch clamp. This is a technique which 
measures the voltage across the membrane for a specific cell (4). But this method 
implies that all the cells should be analysed to be able to confirm that they are from a 
specific type of cardiomyocytes. This is the main motivation for this project, to be able 
to find which type of cells are been recorded by a MEA without the need of prior 
knowledge from the patch clamp. 
 
In this thesis, a cellular automata model for cardiomyocytes is developed to study the 
differences in the simulated electrograms (EGM) from multielectrode array (MEA) 
when different action potentials are used. It is needed to have a computer model with 
known types of cardiomyocytes, as the cell cultures will have unknown types of 
cardiomyocytes. There are models that simulate the ionic currents through the 
membrane (cell models). These models simulate the voltage across the membrane (5) 
(6) (7) (8). There are other models that describe the propagation of the signals in a 
region as a whole without taking into account the detail level of each specific cell. This 
second type of models is the appropriate one for this thesis because the MEA electrodes 
record the electrical activity of the cells as a whole not cell by cell. There are several 
types of electrical conduction models: simplified models (9) (10), reaction diffusion 
models and cellular automata (11) (12) (13), which will be reviewed in this thesis. The 
cellular automaton is the model chosen in this work because its computational load is 
smaller than in the other cases.  
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In this work, the complete process of modeling of a cell culture is shown. The cellular 
automaton is developed and explained. The geometry model of the cell culture and its 
finite difference model (FDM) are calculated to find the lead fields. Before trying to 
proof the hypothesis, there is a study of the lead field behavior and test of the 
functionality of the automaton under known conditions. 
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2 Background 
2.1 Physiology 
This chapter explains the physiological background that is needed for this thesis. First, a 
presentation of the heart physiology and the electrical activation in the heart is made. 
Some small introduction of the stem cells will be given as well as the electrical 
behaviour of the cardiomyocytes. 
2.1.1 Heart 
The heart is the essential organ of the cardio vascular system. It is a striated muscle that 
absorbs the blood from the veins and expels it through the arteries. The striated muscle 
is called myocardium and it is covered by the pericardium at the outside and by the 
endocardium at the inside. The heart is located in the thorax between the lungs and 
behind the sternum. 
 
The heart is divided in four chambers, two superior ones (atria) and two inferior ones 
(ventricles), and they are separated by heart valves which allow blood to flow in only 
one direction through the heart chambers, from the atria through the ventricles and from 
the ventricles to the arteries leaving the heart. (4). 
 
The heart behaves as a double pump system. The right side works as the pulmonary 
circuit pump while the left side works as the systemic circuit pump. The pulmonary 
circulation is the one that comes from the right side of the heart to the lungs and back to 
the left side of the heart. The systemic circulation will take the blood from this left 
atrium and pump it out from the left ventricle into the aorta artery. This blood is 
supplied to all the organs in the body which will take the oxygen and nutrients. The 
non-oxygenated blood is taken back to the right atrium through the veins. Because the 
left ventricle is the systemic pump that pumps blood over a much longer pathway 
through the body, its walls are substantially thicker than those of the right ventricle, and 
it is a much more powerful pump (14). 
 
The structure of the heart is presented in Figure 2.1. 
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Figure 2.1. Structure of the heart (15) 
  
2.1.2 Electrical activity in the heart 
The heart is composed of cardiac muscle cells that generate and/or conduct action 
potentials created when there are the ion currents across the cell membrane. These 
action potentials are propagated through the heart in the direction of the muscle and 
make it contracts. 
 
The most of the cardiac muscle cells are contractile cells that do mechanical work to 
pump the blood. These cells are the cardiomyocytes. They are connected between each 
other through intercalated discs. These discs are form by desmosomes and gap 
junctions. The desmosomes are adhering junctions which holds the cells together and 
they exists in tissues with considerable mechanical stress. The gap junctions are areas of 
low electrical resistances between cells that allow the propagation of the electrical 
impulses among the cells. Thanks to this mechanism the cells will propagate the 
electrical impulse to the surrounding cells in a way that they will contract as a single 
forming what is called the functional syncytium. (15) 
 
Some of the cardiac muscle cells within the heart do not just propagate the electrical 
impulses, but they generate them. These cells show a pacemaker activity. They don’t 
have a resting potential. Instead, their membrane potential slowly depolarizes between 
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action potentials until a threshold is reached. At this moment the membrane fires the 
action potential. This slow drift until the threshold is called the pacemaker potential. 
(15) 
 
These cells which show a pacemaker activity are distributed in specific parts of the 
heart: 
1. The sinoatrial node (SA node) is in the superior part of the right atria and it is 
where the normal heart beat is initiated. The pulse frequency is around 70 beats 
per minute. 
2. The atrioventricular node (AV node) is situated at the base of the right atrium 
and it is the only electrical connection between the atria and the ventricles. Its 
pulse frequency is around 40 beats per minute. 
3. The bundle of His starts in the AV node and divides into left and right ventricle. 
The small terminations of the bundle of His are called Purkinje fibres and they 
spread throughout all the ventricular myocardium. The pulse frequency of these 
fibres is around 20 beats per minute. (15) 
 
In the normal situation the SA node generates the action potential (because it has the 
bigger potential rate) and it propagates it to the left atria through the interatrial pathway. 
Therefore, both atria will contract at the same time. The electrical impulse reaches the 
AV node and it is delayed about 100ms so that the atrium and ventricles will not 
contract at the same time. Then the electrical activity is propagated to the ventricles 
through the bundle of His and the Purkinje fibres which propagate the electrical activity 
faster (Figure 2.2 and 2.3). Within 30 milliseconds the action potential has been 
propagated to the entire ventricles which will contract as a unit. (15) 
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Figure 2.2  Activation and propagation of the electrical activity in the heart. (4) 
 
 
Figure 2.3. Specialized conduction system of the heart. Spread system of cardiac 
excitation (15) 
 
When there are heart disease and blocking in the conduction channels, the other 
pacemakers takes the function of generating the action potentials but at slower rates. 
These can be observed in the changes in the form of the electrocardiogram (ECG). (4) 
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ACTION POTENTIAL FROM THE PACEMAKER CELLS 
 
The pacemaker potential is generated due to the closure of the K+ channels and the 
constant inward Na+ current, because this type of cells don’t have voltage-gate Na+ 
channels (Figure 2.4). Before the threshold is reached the transient Ca2+ channels, which 
are voltage dependent are open, depolarizing further the membrane. When the threshold 
is reached, the longer-lasting voltage gated Ca2+ channels are opened creating the rising 
phase. The falling phase is due to the overture of the voltage-gated K+ channels. (15) 
 
 
Figure 2.4. Pacemaker activity of cardiac autorhythmic cells, showing the different flow 
of ions in each phase.  (15) 
 
The different pacing rates come from the faster or slower rate of depolarization. As we 
can see in figure 2.5, the cell with slower rate of depolarization will trigger the action 
potential later and therefore will never set the pacing rate of the heart if there is a faster 
one. 
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Figure 2.5. Different autorhythmic rates for two pacemaker cells. When having both 
cells in the same tissue, it will only propagate the electrical activity from the cell with 
faster rate of depolarization. (15) 
 
ACTION POTENTIAL FROM THE CARDIOMYOCYTES 
 
The action potential of the cardiomyocytes differs from the pacemaker cells as it can be 
seen in Figure 2.6. In this case the cells are at -90 mV in the resting state. When the 
action potential of the pacemaker cells reaches the cardiomyocyte, the cell membrane 
becomes more permeable to Na+ and the rapid increase of Na+ raises the voltage to 
30mV. Then the permeability to Na+ is reduced, but the membrane potential is 
maintained for several hundred of milliseconds due to the slow Ca2+ current producing 
the plateau phase. This plateau phase is a typical characteristic of the cardiac cells. 
When the Ca2+ channels are closed, the K+ channels become more active producing the 
rapid repolarization of the cell. (15) 
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Figure2.6. Action potential in ventricle myocyte, showing the different flow of ions in 
each phase. (15) 
  
The action potential of the ventricular and atrial cells is very similar but atrial cells have 
almost no plateau phase due to a smaller calcium influx. This effect can be seen in 
Figure 2.7. 
 
Figure2.7. Action potential of an atrial myocyte and a ventricular myocytes. In atrial 
myocytes the plateau phase (phase 2) is not as flat as in ventricular myocytes. (16) 
 
RESTITUTION CURVES 
 
The restitution curves are a way to show how the cells adapt to changes in the beating 
rate. The curves show the relationship between the duration of the action potential 
(action potential duration APD) and the interval of time preceding it (diastolic interval 
DI) and between the conduction velocity (CV) of the action potentials and the diastolic 
interval. 
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The action potential duration curve is generated by pacing the cells in specific moments 
producing different diastolic intervals and measuring the duration of the action 
potential. Normally the duration of the action potential is calculated as the time between 
the upstroke and the moment when the repolarization has reach the 90% of the total 
value.  
The measurement of the conduction velocity is more difficult due to the anisotropy of 
the tissue. The propagation is not the same in every direction and the fibres can change 
their orientation. The velocity is measured between two points and therefore is the 
average of the conduction velocity of the cells in that area. 
Some typical curves for the cardiac tissue are shown in Figure 2.8. When the beating 
rate increases, the diastolic interval is smaller and the action potential gets shortened.  
 
 
 
Figure 2.8. Restitution curves for a healthy tissue: a) APD restitution curve; b) CV 
restitution curve. (17) 
2.1.3 Methods to measure the membrane currents 
There are several methods to study the electrophysiology of the cells. Voltage clamp 
was the first method to measure the currents across the cell membrane but the patch 
clamp method has become more common nowadays, used as a whole cell clamp (18). A 
new method to study the electrophysiological properties of cell populations have been 
developed with the help of MEA (19). 
 
VOLTAGE CLAMP 
The method was first developed by Cole (1949) (20) and Hodgkin et al (1952) (21). It 
was thought to be used with the squid giant axon but the method has evolved to be used 
in many types of tissues. 
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Figure 2.9. Schematic diagram of the electric configuration of the voltage clamp. (4) 
 
The voltage clamp is used to measure the ion currents across the membrane while 
setting the membrane voltage at a certain level. It studies the relationship of the current 
and the voltage across the membrane. The user sets a certain level while the membrane 
voltage is being measure by an electrode. These two voltages are connected to an 
amplifier which obtains the difference between both signals (Figure 2.9). This 
difference is compensated injecting a current to the cell until the difference is zero. 
Every time that there is a deviation from the membrane voltage with respect to the 
voltage level, a current is injected to the cell. This current has the same value but with a 
different sign as the ionic currents through the membrane. Thus, recording this current, 
the ionic currents are recorded. (18) 
 
PATCH CLAMP 
The patch clamp technique is a method to measure the current from single or multiple 
channels in excised membrane patches. It was first used by Neher and Sakmann in 1976 
(22) and latter developed by them in 1978 (23) and by Hamill et al in 1981 (24). It is a 
method with higher resolution than voltage clamp and it can also be used with very 
small cells and cells which are not electrically excitable. (18) 
 
Instead of using electrodes which penetrate the cell membrane, patch clamp uses a glass 
micropipette with an opening in the tip. This type of electrodes seals to the surface of 
the cell when suction is applied. It is filled with a solution which matches the ionic 
composition of the bath solution in cases of cell attached recordings or the ionic 
composition of the cytoplasm in the case of the whole-cell recording. (18) 
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Figure 2.10. Schematic diagram of the electric configuration of the patch clamp. (18) 
 
The recordings are made using an electrode inside the glass micropipette and an 
amplifier as show in Figure 2.10. The reference voltage is set to the voltage recorded by 
the electrode when the micropipette is not in the cell, obtaining a zero voltage at the 
output. When the seal is obtained, the membrane currents are recorded by the electrode 
and show at the output as a difference with respect to the reference voltage. (18) 
 
When the seal is done, the electrical isolation of the cell membrane patch is better and 
the noise is reduced. This is a very important advantage which makes it possible to 
perfume high resolution recordings. (18) 
 
MICROELECTRODES ARRAY 
 
 MEA is a device with several electrodes which can record the electrophysiological 
activity of excitable cells and tissues in all the electrodes simultaneously. These arrays 
can be used in vivo (implantable MEAs) or in vitro (non-implantable MEAs). 
 
In 1972, Thomas et al. used a MEA in their experiments to record the electrical activity 
form a cell culture for the first time (25). Five years later, without having notice of this 
work, Gross et al. show their work with MEAs in a snail ganglion (26). The size of the 
electrodes in both cases were between 7-10 µm with a distance between electrodes of 
hundreds micrometers. These studies were complicated because the MEA had to be 
custom made in the laboratories. Nowadays, there are several commercial MEAs 
available in the market and their use in the laboratory experiments is increasing. There 
are several experiments which use MEA systems to study cardiomyocytes from various 
origins, such as the chick heart (27), mouse embryonic stem cell (ESC) derived 
cardiomyocytes (28), mouse induced pluripotent stem (iPS) cell derived cardiomyocytes 
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(29), human ESC derived cardiomyocytes (30) (31) and human iPS cell derived 
cardiomyocytes (32) . 
 
The advantages of this system over the methods described before are the possibility to 
place several electrodes at once instead of doing it individually, the ability to record 
simultaneously date from multiple sites of the cell culture or the possibility to select 
different areas of recording within the array. But the biggest advantage with respect to 
patch clamp is that MEA systems are non-invasive and they don’t need to penetrate the 
cell membrane. 
 
2.1.4 Stem cells 
Stem cells are unspecialized cells that have the potential to continuously self-renew 
through cell division. Another characteristic of stem cells is that they can be induced to 
develop into specialized cells, such as cardiomyocytes, in suitable physiological and 
experimental conditions. (33) Stem cells discovery is not a recent issue. The first bone 
marrow transplantation was performed already in 1968 at the University of Minnesota, 
U.S.A. Thereafter, the first embryonic stem cell (ESC) lines were generated in 1981 
from mouse blastocysts and in 1998 the first human ESC line was established. (34). The 
latest studies show the possibility to induce plurpotency in adult stem cells, known as 
induced pluripotent stem cells (iPS). (2) (3)  
 
Although there are many types of stem cells, they are often roughly categorized into 
adult stem cells and embryonic stem cells. Naturally, different stem cells have different 
properties. Perhaps the most important difference relates to the potency of stem cells, in 
other words, the ability of stem cells to induce other kinds of cells in the body. Stem 
cells can therefore also be categorized into totipotent, pluripotent, multipotent and 
unipotent stem cells. Totipotent stem cells are able to differentiate into any kind of 
human cell. The only totipotent cell is the zygote which can create a whole living being 
as well as the placenta to support it during the pregnancy.  Pluripotent stem cells, on the 
other hand, are derived from totipotent stem cells and they possess almost the same 
qualities as these, but they cannot create the placenta. An example of them is the cells of 
the inner mass of the blastocyst. Multipotent stem cells descend from pluripotent stem 
cells and they can differentiate into many cell lines within a certain tissue as most of the 
adult stem cells. Finally, unipotent cells descend from multipotent cells and they have 
the ability to induce only one cell type. 
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Adult stem cells can also be referred to as tissue stem cells or somatic stem cells. Adult 
stem cells are undifferentiated cells derived from adult tissue and they can usually give 
rise only to the specific tissue cells of the tissue that they were extracted from. The adult 
stem cells are found in small quantity in small niches in the human body. As they are 
difficult to discern, it was thought that not all the tissue had them and it was just places 
as the bone marrow where they could be found. Latest discoveries have found adult 
stem cells also in maurine pancreas (35) and heart (36) (37) among others. Adult stem 
cells can be considered to have four major sources cell progenitors: the ectoderm, 
mesoderm and endoderm as well as the umbilical cord which are shown in Table 2.1. 
Benefits of the use of adult stem cells include the exclusion of ethical issues related to 
the use of embryonic stem cells. However, adult stem cells are more likely to contain 
genetic abnormalities (34).  They are difficult to harvest and the proliferation rate is also 
small (38). For this reason, many of the studies in stem cells are carried out with 
embryonic stem cells.  
 
Table 2.1. The progenitors of adult stem cells (34) 
 
ADULT STEM CELL Ectoderm Neural stem cells 
Ocular stem cells 
Skin stem cells 
Mesoderm Hematopoietic stem cells 
Bone marrow stem cells 
Stromal stem cells 
Cardiac stem cells 
Endoderm Pancreatic stem cells 
Ovarian and testicular stem cells 
Gastrointestinal tract stem cells 
Pulmonary epithelial stem cells 
Hepatic oval stem cells 
Mammary and prostatic gland 
stem cells 
Umbilical cord Mesenchymal stem cells 
Hematopoietic stem cells 
 
 
Embryonic stem cells are obtained from the inner cell mass of a blastocyst, which is an 
early embryo a few days of age. Embryonic stem cells have been shown to be 
pluripotent. That is, they are able to form almost all human cells, except those related to 
fetal development such as placental cells, umbilical cord cells and amniotic cells. (34) 
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Figure2.11. Different methods to obtain a stem cell line. a) Stem cell line obtained from 
an embryo; b) Stem cell line obtained from nuclear transfer; c) Stem cell line obtained 
from an adult tissue (39) 
 
There are several ways to produce embryonic stem cells and each of them has different 
medical and ethical problems: 
- Embryonic stem cells (ESC): The cells are obtained from the inner cell mass of a 
five days old embryo. The medical concern related with this type of stem cells is 
the rejection when implanted in the receptor. As the stem cells are genetically 
different from the receptor, there is a possibility that the body will take them as 
an external body to be eliminated. The major ethical problem is the destruction 
of the embryo. The embryo is obtained in a laboratory using the in vitro 
fecundation method and it could create a new person when implanted in a 
woman’s uterus.(Figure 2.11) 
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- Nuclear transfer stem cells (ntSC): To obtain this type of stem cells, a genetic 
code of a normal cell (skin, heart…) is introduced in the nucleus of an 
enucleated unfertilized oocyte. This oocyte is induced to divide forming an 
embryo with the same genetic code as the patient. This method avoids the 
problem with the compatibility with the patient. In the other hand, it has the 
same ethical problems as before because the embryo can still be implanted in a 
woman’s uterus (Figure 2.11). 
 
- Altered nuclear transfer derived stem cells (antSC): This method is similar to the 
previous one but one of the genes is altered. This alteration makes the embryo 
not feasible to be implanted because it cannot create a placenta. This would 
remove some of the ethical problems and it would not have the rejection 
problem. But it raises a new issue that is how this alteration in the genetic code 
can create alterations in the cellular system. 
 
- Induced pluripotent stem cells (iPS): This method was discovered in 2006 by 
Takahashi. An adult cell is injected with a retrovirus that produces an alteration 
in the genes of the cell. The alteration is done in markers Oct4, Sox2, c-Myc, 
and Klf4 (38). This change in the genes creates the pluripotency of the cell. With 
this method, there is no need of an embryo and there is no rejection in the 
patient. The main problem is the use of a virus to change the markers which can 
contaminate the samples. 
When the stem cells are collected, they are maintained in a certain culture conditions to 
keep them undifferentiated. They are cultured over mouse feeder cells to give them the 
nutrients and molecules that prevent differentiation. When there is a need to 
differentiate the cells, the cells are placed in a new culture medium with the 
differentiation and growing factors needed to become that specific type of cells. One of 
the problems in the differentiation process is that not all the cells mature at the same 
rhythm and the culture will have cells of different stages of maturity. There also the 
problem of not having homogeneous cell cultures with just one type of cells but having 
different types and even some undifferentiated cells still. These problems have to be 
overcome to be able to use the cell cultures in the treatment with human beings. (40) 
(41) 
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2.2 Modelling of the Heart 
Now that the physiology had been explained, it is needed to explain how to model all of 
this. First, we are going to explain how the heart can be modelled. Afterwards, we will 
talk about the modelling of the electrical signal that the heart generates. It should be 
notice that this thesis only deals with electrical activity of the heart. This is the reason 
why there will be no explanation about the mechanical modelling of the heart. 
When we are talking about modelling of the electrical activity in the heart, we can look 
at this activity in different levels: the microscopic level (cellular level) or the 
macroscopic level (tissue level or whole heart). Both levels would be explained in this 
section. 
2.2.1 Modelling of the cells 
The modelling of cells describes how the ionic currents in the membrane of the cell 
generate the action potential. The ionic currents are produced by the movement of the 
ions across the membrane through the ion channels. Each channel is sensitive to a 
specific type of ion. The most important ones are Na+, K+, Ca2+, and Cl-. The opening 
and closing of the channels depends on several factors and there are different channels 
with different behaviour for a specific ion. 
 
Most of these transmembrane currents are based on diffusion. The difference of voltage 
between the membrane and the Nernst potential makes the ion flow inside or outside the 
cell. This current is described as: 
 =  − 	 
where  is a conductance term,  is the membrane potential or voltage, and 	is the 
Nernst potential for ion species Y. The Nernst potential is calculated as: 
 = ln	 ⁄ 	 
 where 	is the universal gas constant, 	is the temperature in Kelvin, is  the Faraday 
constant, is the valence of ion Y, and  and  	are the concentrations of ion Y 
outside and inside the membrane, respectively. (42) 
 
There are also other ways to transport the ions across the membrane, using pumps and 
exchangers. The most important ones are the Na+/K+ pump and the Na+/Ca2+ exchanger. 
The Na+/K+ pump extrudes Na+ that enters the cell from the fast Na+ channels by 
transporting three Na+ ions outside the cell and two K+ ions inside. Under normal 
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circumstances the Na+/Ca2+ exchanger operates primarily to extrude Ca2+ ions from the 
cytoplasm by exchanging one Ca2+ ion for three Na+ ions 
 
This behaviour of the ionic currents is similar in neuronal and cardiac cells. Due to this 
fact, the first models were based on the Hodgkin-Huxley (43) model. There are various 
important models that simulate the myocytes cell using differential equations. They are 
based on animal experiments and they describe the behaviour of the membrane, ionic 
pumps and intracellular components. Some of the most famous and generic models are:  
• Beeler-Reuter model: This model was created in 1977 and takes into account 4 
of the 8 ionic currents known at that moment. It implemented a fast inward Na+ 
current INa, the time-dependent outward current Ix1, a time-independent K+ 
outward current IK1, and a slow inward current Is carried primarily by Ca2+ (5) 
(44). 
• Luo-Rudy model: The Luo-Rudy model 1 is based on the previous model but it 
includes the new observations made at that time (1991). Now, there are 6 ionic 
currents present in the model. In 1994, some modifications were included in the 
model, and some of the currents were described in more detail. Therefore, the 
number of currents involved in the model was now 11. The final model arrived 
at 1995, when dynamic components were added to the model to make it possible 
to change over time. (7) (6) (44) 
• Fenton-Karma model: was developed in several papers in 1998 and 2002. It is 
known as the 3V-model because it uses three transmembrane currents: fast 
inward Na+, slow inward Ca2+ and slow outward K+. In addition there are several 
parameters that can be set to adjust the results to the experimental data. These 
parameters are the threshold for excitation, action potential rate of rise, 
minimum diastolic interval, minimum and maximum action potential durations, 
and action potential duration and conduction velocity restitution curves. (8) 
 
Most of the time the models have been done based on animal studies (45) (46) (47) (48) 
but there are some human models for some types of cells adapting the model to the 
human data that was available at that time. For example, there are human atrial cell 
models as the one shown by Courtemanche et al. in 1998 (49) based on Luo-Rudy 
model or the one described by Simitev and Biktashev in 2006 (50) which is based on 
the previous one and reduces the number of variables. There are human models for 
ventricular cells also based on Luo-Rudy model as the one published by Priebe and 
Beuckelmann in 1998 (51) and its reduction published by Bernus et al. in 2002 (52). 
Other models show different approaches as the Iyer-Mazhari-Winslow model (53) 
which follows a Markov chain approach or Ten Tusscher et al. (2004) (54) which shows 
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a full description of the calcium dynamics. There are no human models for the SA node 
but there are many models for rats and rabbits. 
2.2.2 Modelling of the electrical conduction in cardiac tissue 
The heart and the heart tissue can be modelled as a system with distributed elements 
that interact among each others. The dynamic of each element of the tissue and the 
interactions among each other can be classified depending on the variables that take part 
into the model (macroscopic and microscopic) or the mathematical formulation used to 
describe them (differential equations and cellular automata). 
 
When a microscopic model is used, the information available is at cellular level. The 
region is divided in different areas and each one is assigned as intracellular, 
extracellular or to the membrane. Each area has an electrophysiological description and 
the current flow among them is modelled with the Ohm law. If the only domain of 
interest is the intracellular space, monodomain models are used.  Bidomain model are 
used to work with the intracellular and extracellular space. The main problem of these 
models is that they can only be applied in small areas due to the need of a large 
computational power. On the other side, the macroscopic approach combines the cells to 
be treated in a common way and the electrophysiological variables of the tissue are the 
ones taken into account. 
 
The macroscopic models can be divided in different groups depending on the approach 
that is used. There is a more mathematical method called reaction diffusion equations 
and there is another computer science based technique known as cellular automata.  
Reaction diffusion systems 
The reaction diffusion systems are based on differential equation systems that describe 
the excitation and propagation through the medium. There are different kinds of models 
that can be grouped as: 
• Simplified approaches 
• Combinations of electrophysiological cell models with electrical current flow 
models 
o Monodomain  
o Bidomain (44) 
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SIMPLIFIED MODELS 
 
The simplified models are based on generic excitable media models. The most famous 
simplified model is the one developed by FitzHugh and Nagumo in 1961 (9) and it can 
be described as: 

 =
 − 3 −  ! + #∇% 
 = ! + & − ' 	 
Where u is the transmembrane voltage and v is the state variable for inhibition. D is the 
diffusion coefficient and the typical parameters are 0 < |&| < √3 ,0 < ' < 1 and 
! ≪ 1. (9) 
 
This model can represent the general propagation and excitation properties, but it is not 
able to represent many other properties as the rate dependence of the action potential 
among others (42). There are some modifications of this model as the one presented by 
Roger and McCulloch which allows more realistic descriptions of the propagation (10).  
 
MONODOMAIN MODELS 
 
The monodomain models show the propagation in the intracellular space.  It can be 
represented as set of resistors and voltage sources (Figure 2.12). It uses the cell models 
as a voltage source which is connected to the neighbouring cells by resistors.  
 
 
 
Figure 2.12. Graphical representation of monodomain model. (44) 
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When one of the cells is excited, it will increase the voltage in that point. The current 
will flow to the neighbouring cells through the resistor network. If it is sufficient to 
raise the voltage over the threshold to open the sodium channels, it will excite this cell 
and the propagation will flow from cell to cell. (44) 
 
The mathematical description of this model is done using the Poisson equation. This 
equation shows the relationship between the gradient of the transmembrane voltage . 
and the source currents /. 
∇ ∙ 1∇.	 = / 
Where 1 	is the intracellular conductivity. 
The intracellular source current comes from the intracellular source current /2 and the 
transmembrane current 3. where & is the myocytes per volume ratio.  
/ = &3. − /2  
The transmembrane 3. current is described by the electrophysiological cell models 
which depend on the membrane voltage . and the ionic currents . where 4. is the 
transmembrane capacitor.  
3. = 4. . + . 
 
Combining these three equations, we obtain the general equation for a monodomain 
model: 
∇ ∙ 1∇.	 = & 54. . + .6 − /2 
This can be written in a different way which is easier to apply numerical methods as 
finite differences or finite elements methods. 
. =
1
4. 7
/2 + ∇ ∙ 1∇.	& − .8 
 
 
BIDOMAIN MODELS 
 
The bidomain model is an extension of the monodomain model including the 
extracellular domain. It is useful for applications as defibrillation or pacemakers which 
need to know the propagation in the extracellular space. For pure conduction behaviour, 
the monodomain models are enough. (44) 
 
Now the voltage source is coupling the intracellular and extracellular domain.  There 
will be two pathways for the currents, the intracellular grid and the extracellular one 
which have different resistor values. The idea of this model is to separate the 
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calculations of both domains that will be coupled just by the voltage sources, as it is 
shown in Figure 2.13. 
 
 
Figure 2.13. Graphical representation of bidomain model. (44) 
 
Both domains are separated having their one Poisson equations. 
 
∇ ∙ 1∇9	 = &3. − /2 
∇ ∙ 1:∇9:	 = −&3. − /2:  
 
with the intracellular potential 9, the extracellular potential 9:, the intracellular 
conductivity tensor 1, the extracellular conductivity tensor 1:, the intracellular stimulus 
current source density /2, the extracellular stimulus current source density /2:, and the 
myocyte per volume ratio &. 
 
These two equations are coupled by the transmembrane voltage: 
. = 9 − 9: 
Adding both equations we obtain: 
∇ ∙ 1∇9	 + ∇ ∙ 1:∇9:	 = −/2 − /2:  
which can be solved using numerical methods.  
 
The anisotropy can be added to these models changing the values of the resistors. But 
the problem is that they required a big computational load to be able to solve the 
differential equation system. This computational load can be minimized with the 
cellular automata. (44) (55) 
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Cellular automata 
Cellular automata are based on state machines with some specific rules for the transition 
from one state to the other. The medium is divided as a cell array where each cell has a 
finite number of states and they change from one state to another depending on the 
interaction with the neighbour cells. 
 
Figure 2.14 shows a simple automaton. There is a geometry with active elements and an 
initial excitation is created. The rules are defined allowing the propagation to all the 
neighbours to the excited cell. After one cycle the cell of the initial excitation changes 
its state to just excited (in yellow colour) and after four cycles is comes to the rest state 
again. This figure shows a simple propagation with a very simple set of rules. 
 
 
 
 
 
Figure 2.14. Example of a simple cellular automaton.  
 
 The elements needed to build a cellular automaton are: 
• Spatial domain: a really detail description of the geometry to be used. 
• Physiological information: this information can be action potential, conduction 
velocity or refractory period among others. There are other kinds of properties 
that are neglected as the ion concentration or the extracellular potentials. 
• Set of rules: These rules represent the way the automaton is going to behave. 
They represent the conduction mechanism in a simple manner. (44) 
 
There are different kinds of automata depending on the number of neighbours. The 
neighbour number is the one setting the shape of the wave front. For 3D simulations, 
there are 6- and 26- neighbourhoods, while for 2D, there are 4- and 8- neighbourhood. 
(44). Figure 2.15 shows the two possible sets of neighbourhoods for a 2D simulation. 
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Figure 2.15. Representation of 2D neighbourhoods; a) 4 neighbours and b) 8 
neighbours. 
 
The first automata were done as graphical methods on paper using simple geometries. 
Wiener and Rosenblueth were able to describe the propagation around an obstacle just 
describing a simple set of rules which were applied graphically (56).  The first computer 
simulation was carried out by Moe et al. in 1964 showing atrial fibrillation (11).These 
early versions were simple and they could not describe complex phenomena. 
Nowadays, the automata models have increase their expressive capacity and they do not 
require as much computational load as the differential equation models (57) (58). There 
are models as the ones developed by Wei et al. in 1995 and Werner et al. in 1998 that 
shows 3D simulations of the whole heart taking into account the anisotropy of the 
tissues (59) (12). 
 
In its model, Wei included 16 different types of cell to include infarction, ischemia, 
ectopic beat and others. It uses a curve to correct the value of the action potential in 
different situations and another timing curve to control the refractory period of the cells. 
The main limitation of this model was the resolution which did not allow the studies of 
small re-entries. (59) 
 
Werner’s model is a 3D automaton which can work from small areas of the myocardium 
to the whole heart. The number of neighbours is fixed to 26 in most of the cells, but the 
ones corresponding to the conduction system tree where the number of neighbours 
varies from one to another. This model was able to simulate spirals and blocks and atrial 
and ventricular flutter in the whole heart. (12) 
2.2.3 Electrical signals modelling 
The action potentials generated in the cardiac cells can be recorded as electrograms 
(EGM). This electrograms can be modelled in different ways. For this work, the models 
that will be used are the one based on lead fields. 
 
 To be able to define the lead field theory, first the concept of lead vector and the 
reciprocity theorem should be i
be described. 
 
The forward problem describes the relationship of the field recorded in a volume 
conductor (e.g. thorax) with the source (e.g. heart). The human body has a conducting 
properties and it is able to conduct the electrical signals which are generated in the heart 
or the brain. The tissues have resistive and capacitive behaviour but at low frequencies 
it is mainly resistive. Therefore, a quasistatic approach can be used which means that 
the currents and fields behave as stationary at any instant of time. This allows using the 
Poisson and Laplace equations to describe the relationship of the fields with the sources. 
In this case, the source is the cell which creates the beating and the volume co
the other cells which propagate the signal.
 
The lead vector concept explains the relationship between electromotive source and the 
measured voltage. We want to calculate the potential field at point 
unit dipole i at a location Q 
this unit dipole would be 
field generated by other dipole 
 
The same idea holds for the other two directions 
principle once again, for any arbitrary dipole the potential field at 
 
Φ< = =>?> + =@?@ + =?
 
This vector = ̅is called the lead vector for a unipolar lead.
 
When the potential is measured between two points (the reference is not remote), we are 
talking about the bipolar lead. In this case the potential fields for point 
 
BC<D = =̅. ?̅C<F = =G̅. ?̅	H ⇒ G = C<D −
 
Therefore, in the bipolar lead context, 
lead vectors at each point. 
 
 Thus, the lead vector depends on:
• The location Q of the dipole 
ntroduced. But before this, the forward problem should 
 (4) 
P, generated b
aimed to x-axis direction. The potential field
=>.Taking into account the linearity principle, the potential 
?> would be =>?> (Figure 2.16). 
y and z. And applying the linearity 
P would be:
= =̅. ?̅    (2) 
 
J
C<F = =̅. ?̅ − =G̅. ?̅ = =	̅G . ?̅ = =̅. ?̅  (3) 
c is the lead vector calculated as the difference of 
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26 
 
• The location of the field point P  
• The shape of the volume conductor  
• The (distribution of the) resistivity of the volume conductor 
 
The concept of lead field is an extension of the lead vector. The lead field can be 
explained as a continuous vector field made up single leads vector as a function of the 
source location through the volume conductor.  The reciprocity theorem serves as the 
basis for the lead field theory, which provides a powerful way to evaluating and 
interpreting measured signals in terms of their sources.  
 
 
Figure 2.16 Lead vector concept. Any vector can be described as a superposition of 
three components in the direction x, y and z. a) Describes the magnitude of each lead 
vector for each component. b) Applying the superposition principle, the lead vector p is 
shown as a linear combination of its components. c) This linear combination can be 
expressed as a dot product operation. (4) 
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Normally, voltage measurement is made on the surface of the volume conductor and the 
measured signal in the lead arises from all the sources in the conductor according to the 
previous equation at each location. The reciprocity theorem states that electrical field E 
inside the volume conductor generated by a reciprocal unit current K applied to the 
surface electrodes expresses how the same electrodes record potentials caused by dipole 
sources at any location within the volume conductor. Thus, the associated current 
density field L̅, noting that L = 1, the expression for lead potential becomes 
MN = O =̅ ∙ ?̅ PQ =R O ST LM̅N ∙ U̅ PQR   (4) 
Where LM̅N denotes the lead field and 1 is the electrical conductivity tensor unique for 
each location and direction. (4) 
 
2.2.4 Numerical methods 
There are several numerical methods to solve the Poisson equations. These methods are 
the finite element method (FEM), the finite difference method (FDM) and the boundary 
element method (BEM).  
 
FINITE ELEMENT METHOD 
 
Finite element method is a standard method to solve physical problems. It allows taking 
anisotropy, inhomogeneity and nonlinearity of material properties into account. The 
spatial domain is discretised in finite elements. The interpolation functions are selected 
to find how the field variables are distributed in the elements starting from a specific 
node. With the mathematical description of the field problem, the element matrices that 
describe energy in each element for given node variables is set. These element matrices 
are combined in a system matrix. This matrix and the boundary conditions will define a 
linear equation system. Its solution is the description of the field function over the 
whole domain. It assigns the value at each element and using the interpolation function 
the result over the continuous domain can be found. (44) 
 
The major complication of this method is the definition of the mesh for the geometry. It 
takes the major computational load. But it gives more accurate results in the boundaries, 
because the mesh can be deformed to fit the geometry as much as it is needed. (60) 
 
FINITE DIFFERENCE METHOD 
 
In the FDM, the domain is discretised in points which are the corner of cubical elements 
forming a resistor network. The network is described as a set of partial differential 
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equations showing the currents and potentials in each node of the model. This 
description defines a node vector for each point. All these vectors are assembled into a 
system matrix which will define a linear equation system with the help of the boundary 
conditions. The solution of this system is the field function which gives the value for 
each point. (60) (44) 
 
In this case the solution is defined at the nodes while in FEM the solution has to be 
interpolated to the elements between the nodes. The main drawback is the problems 
defining the tissues boundaries. As the mesh is a fixed grid, there are problems 
approximating complex boundaries with the pixels. (60) (55) 
 
BOUNDARY ELEMENT METHOD 
 
This method considers the interior of the boundary as homogeneous and the interest 
region is just the boundary. The boundary is the only region divided into elements.  The 
BEM approximates quite accurately complex surface shapes and it is suitable for 
surface approximations. (61) 
 
29 
 
3 Materials and Methods 
The main goal of this thesis is to create a model of the electrical activity of the 
cardiomyocytes to analyze the different behaviour for the different types of cells. To 
perform this task, we have created a cellular automaton that needs the geometry of the 
cells and its lead field for the specific geometry and for the specific measurement 
configuration as an input. 
  
In this chapter, there is a description of the setup used in the laboratory to record the real 
signals from the cardiomyocyte. The different parts of this system which need to be 
modelled in the computer to obtain a similar signal to the recorded one in the laboratory 
are also explained. Finally, the basic simulations to proof the functionality of the 
cellular automata and its setups are also presented. 
3.1 Laboratory setup 
The system used in the laboratory to record the signals from the cell culture is a 
microelectrode array (MEA) system manufactured by Multi Channel Systems (MCS 
GmbH). This MEA system includes a MEA, an amplifier and a software to record the 
measured data (Figure 3.1). 
 
 
 
 
 
  
 
 
 
 
 
 
 
Figure 3.1. Diagram of the laboratory setup with the MEA, the amplifier and a 
conection to a computer to record the data in the specialized software. 
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The MEA used in the Regea laboratory is the model MEA200/30iR-Ti-gr. It has a grid 
of 8x8 electrodes with a diameter of 30 µm and a distance between the electrodes of 200 
µm (Figure 3.2). The electrodes are made of Titanium nitride with tracks of Titanium. 
They are situated over a base of glass with silicon nitride as an insulator. (62)   
 
 
Figure 3.2. Image of a multielectrode array from Multichannel systems with a detail of 
the electrode. 
 
The amplifier used in the laboratory is the model MEA1060-Inv-BC from Multi 
Channel Systems (63). The main characteristics of this amplifier which will be used in 
this thesis is: a) a gain of 1100 ; b) a bandwidth from 10Hz to 3KHz. It is designed for 
inverted microscope and it has a blanking circuit to avoid the saturation of the amplifier. 
The signals are sent from the amplifier to the computer which uses the software 
MC_Rack to record the electrical signals. 
3.2 Modelling of the laboratory setup 
The different parts of the laboratory setup have to be modelled in the computer to obtain 
the simulated EGM. First, the geometry of the cell culture and the lead fields for the 
electrodes have to be modelled. These will be the input for a cellular automaton which 
describes the electrical propagation in the tissue. With currents calculated in the 
automaton and the help of the lead fields, the EGM are calculated obtaining a 
simulation of the output of the electrodes from the MEA. After the MEA the signal is 
amplified to be recorded in the computer. The transfer function of the amplifier will be 
modeled in Matlab to filter the EGM and obtain this simulation. 
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3.2.1 Generation of the geometry for the model 
To generate the geometry model of the cells and to obtain the lead fields, there are 
several steps to follow: 
1. Acquisition of the anatomical data of the cells. 
2. Segmentation and discretization of the image to obtain the different types of 
objects and tissues. 
3. Create the FDM model of the segmented data. 
4. Solve the FDM model to find the lead fields at each point for the position of the 
electrodes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3. Flow diagram with all the steps to obtain a FDM model from the 
anatomical data. 
 
The acquisition of the anatomical data was performed in the Regea Institute of 
Regenerative Medicine where microscopic pictures of the cells were taken. This data 
was segmented using a simple free software program (GIMP) for manipulation of 
images. This segmented data and the dimensions of the measurement instrument were 
introduced in Matlab to process it and create a 3D model of the experiment that was 
performed in the lab. 
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Figure 3.4. Illustration of the 3D model created in Matlab from the cell culture images 
obtained in the laboratory. 
 
The model in Figure 3.4 shows the Petri disc were the cells are placed, the MEA 
electrodes which record the signals from the cells, the medium were they grow and the 
cells itself. 
 
The FDM input files are generated with the model created in Matlab. The solver used 
for the finite different method was implemented by Takano (64). The solver gives 
electric fields within the elements of the model. 
 
The model used has 64 layers separated by 0.01mm. To have a good solution for the 
lead fields without obtaining too many elements, there were two different resolutions in 
the model. The resolution in the region of interest is 0.01mm and 0.05mm in any other 
part. The region of interest is a 4mm x 4mm square centered over the electrodes. Each 
electrode will be modeled as a square of 0.02mm x 0.02mm. 
 
There are several inhomogeneities in the model. There is the glass from the Petri disc, 
the medium, the electrodes which are made of Titanium Nitride and the cell culture. The 
resistivity values which were applied in the model for each of them are shown in Table 
3.1. 
 
Table 3.1. Resisitvity values for each of the inhomogeneities of the model 
Inhomogeneities Resistivity (Ω·cm) 
Medium 654 
Glass 100000 
Cell culture 50 
Electrodes (Titanium Nitride) 0.0013 
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3.2.2 Description of the cellular automata model 
The cardiac model used for the propagation of the electrical activity in this thesis is a 
cellular automaton based on the restitution curves including a probabilistic component. 
The changes in the automaton from one state to another are not made in a deterministic 
way. This model has not been developed in this thesis. It was already developed by 
Felipe Alonso et al. in 2005 (13). It has been used as the core algorithm for the 
propagation of the electrical activity in the tissue, but there have been some 
modifications to suit the needs of this software. 
 
The cardiac tissue is modelled as an array of cells where each cell can hold three 
different states: rest, refractory1 and refractory2. Figure 3.5 represent the transitions 
from one state to another. When the cell is at rest, it can be excited by the neighbour 
cells. The cell will continue in the same state until it receives a stimulus big enough. 
Once it has been excited, there is a depolarization in the cell and its new state is 
refractary1. The cell will be in this state during the F fraction of the action potential 
duration (APD). Now that the cell is excited, it can excite the surrounding cells. After 
the F fraction of APD, the cell will be in the state refractary2 in which the cell is 
excited but cannot excite any other cell. When the whole time of APD is concluded, the 
cell comes to the rest state. 
 
 
 
Figure 3.5. Cellular automata diagram of states. 
 
As it can be observed, the transitions among the status refractary1 and refractary2, as 
well as, among refractary2 and rest state, are done in a deterministic way according to 
the beating instant and the APD curve. The probabilistic component is included in the 
transition between the rest and the refractory1 states. The transition will happen when 
the probability of excitation of cell j is bigger than a threshold. The probability of 
excitation is described as: 
Rest Refractary1 
Refractary2 
Depolarization 
Partial 
Repolarization 
Total 
Repolarization 
F·APD 
(1-F)·APD 
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QEPexcj ⋅=
        (7) 
where the excitability of the cell (E) depends on the conduction velocity (CV) of that 
cell and the amount of excitation around the cell (Q) depends on the restitution 
properties of the APD in the neighbour cells. (13) 
 
The excitability is calculated taking into account the CV and the conductivity of 
neighbouring cells, as well as the conduction velocity. To have the probabilistic 
component the threshold is calculated as a random number. 
 
There would be a change in the state of the cell when the result of the multiplication 
would be greater than the random number. 
 
The value of the APD, as well as the value of the CV, depends on the diastolic interval 
(DI), the time between to excitations in the cell. The APD and the CV get bigger when 
the interval between depolarization increases. The curves of the APD and CV versus DI 
are introduced in the program as input parameters.  
 
The excitation will be only generated in the cardiac tissue, because the cells are the only 
ones that are able to generate electrical activity by themselves. The point where the 
excitation will start is marked by the beating coordinates or the ectopic coordinates in 
the main view of the program. The output of the automaton is the voltage at each 
element of the model in each instant of time. 
3.2.3  Calculation of EGM with Lead Fields 
As it was explained in chapter 2, the voltage at an electrode can be calculated with the 
lead field theory as: 
MN = O =̅ ∙ ?̅ PQ =R O ST LM̅N ∙ U̅ PQR   (4) 
where LM̅N denotes the lead field,	U̅ is the impress current and 1 is the electrical 
conductivity tensor unique for each location and direction. 
 
To calculate the impressed current that is differential of current between the cells, the 
ohm’s law is used. The differential voltage at each point is calculated as a difference 
with the neighbour nodes, and then is multiplied by the connectivity to obtain the 
current. Therefore, the EGM is calculated as a sum of all components of the 
multiplication of the current and the lead fields. 
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As the impressed current is depending on the source and it can be calculated at the 
beginning. Then the different voltages can be calculated for the different electrode with 
less computational charge, because the current will only be calculated once, and that is 
the most time consuming. 
3.2.4 Modelling of the amplifier 
The EGM obtained from the previous steps is the one recorded at the electrodes of the 
MEA. In real life, measurement systems introduce some noise in the signals. Therefore, 
an amplifier is added to the system to reduce some noise and amplify the signal before it 
is acquired by the computer. To model this effect in our simulations, some random 
noise is added to the signal resulting from the previous step to resemble the noise 
introduced by the electrodes. The amplitude of the random noise is 20% of the 
maximum amplitude of the signal. The amplifier is modelled in Matlab using the 
characteristic of the amplifier described in section 3.1. To implement it in Matlab, two 
Chebyshev filters are used combined its poles and zeros. 
 
The first Chebyshev filter is a high pass filter with a cut off frequency of 10Hz and 
order 1 to obtain a -20db/decade fall (Figure 3.6).  
 
Figure 3.6. Magnitude representation of the Bode Diagram for a first order high pass 
Chebyshev filter with a cut off frequency of 10Hz. The frequencies are normalized to the 
sampling frequency, 20KHz. 
 
 
The second Chebychev filter is a low pass filter with cut off frequency of 3KHz and 
order 3 because a slope of -60dB/ decade is needed (Figure 3.7). 
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Figure 3.7. Magnitude representation of the Bode Diagram for a third order low pass 
Chebyshev filter with a cut off frequency of 3KHz. The frequencies are normalized to 
the sampling frequency, 20KHz. 
 
Combining the poles and zeros of both filters, the specifications of the amplifier are 
found. When applying this filter to the signal a gain of 1100 will be add to obtain the 
gain specified for the amplifier (Figure 3.8). 
 
 
Figure 3.8. Magnitude representation of the Bode Diagram of the combination of 
previous two  filters. 
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3.3 Simulations 
Before doing any simulation, a study of the lead field would be done to see if the same 
set of lead field can be used in every simulation or if we have to calculate them for each 
experiment. Then, there is a set of simulations to validate the cellular automaton. Once 
the automaton is validated, there are several simulations with different action potential. 
3.3.1 Study of the lead fields 
The lead fields are calculated for each specific set of electrodes and geometry of the cell 
culture. Therefore, if the electrodes are changed or the cell culture is different, the set of 
lead fields have to be calculated again. As the cell culture is small in comparison to the 
MEA, a study of the lead field will be done to see if the same set of lead fields can be 
used with a specific MEA independently from the cell culture. 
 
The study is performed comparing the lead fields of the MEA with and without cell 
culture. In addition to this comparison, the half sensitivity area will be calculated. The 
half sensitivity volume is defined as the volume where the lead field has reached half of 
it maximum value (4). This would define the volume where most of the information 
comes from. In our case, we are looking at the layer from the model where the cell 
culture is. Therefore, we are in a 2D case and the area will be calculated instead of the 
volume. 
3.3.2 Validation of the cellular automaton 
The first simulations are designed to validate the automaton. The validation is made 
using a model of cardiac tissue with well known shapes, a strip and a cross, to observe 
the propagation of the wave front. The model used in these cases is shown in the Figure 
3.9.  
 
 
 
 
                                  1.2mm 
        0.4mm                              2mm     20mm              0.4mm                                2mm   20mm     
 
 
 
 
 
Figure 3.9. Simulation setups with the line and cross shape. 
 
38 
 
 
Two types of sources are used, point source and line source, in the left edge of the strip 
and the cross. The wave front should be arrow shape when the source is a point source 
and it should be a linear wave front when the line source is used. The electrode selected 
to observe the EGM is the electrode 29 in both cases because it is underneath the cross 
and the strip as it can be seen in Figure 3.10. 
 
 
 
 
 
 
 
 
 
Figure 3.10. Position of the strip and cross setups with respect to the electrodes. The 
red electrode is the one used in the following section to show the results of the 
simulations. 
3.3.3 Simulations with different action potentials 
The second set of simulations compound the main objective of this thesis. I will try to 
observe some change in the EGM when all the conditions are maintained and the APD 
curves are changed. The APD curves for different types of cardiomyocytes are found in 
the literature (Figure 3.11). These curves are interpolated to be used as an input in the 
cellular automaton, introducing this curves as an input parameter of the program (Figure 
3.12). 
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Figure 3.11 Action potentials for atrium, ventricle and SA node (16) 
 
 
  
Figure 3.12. Action potential for the three different types of cells: atrial, ventricular, 
sinoatrial node used in the simulation. 
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These simulations will be performed in the same strip model as before and over the cell 
model (Figure 3.9 and Figure 3.4). In the case of the strip model, the electrode chosen to 
simulate the EGM is the electrode 29 as before, which is underneath the strip (Figure 
3.10). When the cell model is used, the electrode chosen to observe the EGM is the 
electrode 53 (Figure 3.13.). 
 
 
 
 
 
 
 
 
 
 
Figure 3.13. Position of the cell geometry with respect to the electrodes. The red 
electrode represents the electrode used in the result section. 
 
To have a more realistic simulation, the last simulation will be done including the effect 
of the amplifier over a noise simulated EGM. A random noise will be added to the 
previous EGM obtained from the cell culture model and it will be used as an input to the 
amplifier to simulate the signal at the output. 
 
 
41 
 
4 Results 
In this chapter the results from the different simulations will be shown. First, there is a 
small study about the lead fields obtained from the FDM solver. Then, there are some 
simulations to validate the model and finally a set of simulations for different APD 
curves. 
4.1 Study of the lead fields 
The purpose of the study of the lead fields of the electrodes provided by the FDM solver 
is to find the area of sensitivity of the electrodes and to see if the same solution for the 
lead fields can be use in all the cases. 
 
As it has been said, the parameter to be calculated is the half sensitivity area. The radius 
of the area for each electrode is shown in appendix 1. Their values are 0.03mm for most 
of the electrodes which is the similar to the size of the electrodes (0.02mm x 0.02mm). 
Therefore each electrode is just aware of the electrical activity in their very close region. 
We can see this area graphically in Figure 4.1 and 4.2. Figure 4.2 shows the maximum 
value of any lead field for each point. 
 
Figure 4.1. Lead field intensity electrode 2. 
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Figure 4.2. Lead field intensity whole MEA. 
 
If there is an ectopic beat or a change in the propagation in areas that are not very close 
to the electrode, this electrode will not notice any change.  In this Figure 4.2 we can 
notice that there are areas that are not well cover by the electrodes sensitivities. If there 
are some cells not conducting in the points between electrodes, it will not be noticeable 
from the EGM recordings. 
 
One interesting feature to study was the effect of the conductivity of the cell culture in 
the lead fields. In Figure 4.3, the lead field for the original simulation with the cell 
culture is shown. Figure 4.4 shows the same model but eliminating the cell culture. 
Figure 4.5 shows the differences between both cases. 
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Figure 4.3. Lead field intensity when there is a cell culture over the electrodes. 
 
Figure 4.4. Lead field intensity when there is no cell culture. 
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Figure 4.5. Difference in the lead field intensity between the cases with and without cell 
culture .  
 
This difference can be shown as the percentage of change with respect to the lead field 
intensity without cell culture. It can be notice with a simple eye inspection that the lead 
fields from the electrodes where the cell culture is placed have lower intensity value. 
Table 4.1 shows this percentage for the electrodes where the lead field intensity differs.  
 
Table 4.1. Percentage of change in the amplitude of the lead field from the model with 
cell culture with respect to the model without the cell culture for the electrodes where 
there was a difference. 
 
Electrode Position (mm) Percentage of change /%) 
60 (10, 10.6) -68.52 % 
61 (10.2, 10.6) -61.58 % 
52 (10, 10.4) -88.60 % 
53 (10.2, 10.4) -88.62 % 
22 (10.2, 9.6) 2774.8 % 
 
The percentage of difference from the intensity of the lead field with cells in the culture 
to the intensity of the lead field without cells in the culture is around 70% and 80% less 
than the intensity of the lead field without cell (Table 4.1). Even though the cell culture 
is small with respect to the array of cells, the resistivity values for the media and the 
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cells are so different that there is a need to recalculate the lead field for each model with 
different geometry. It is not possible to use the same lead fields for a specific MEA 
when there are different cell cultures over it.   
4.2 Validation of the cellular automata 
The validation of the cellular automata is done according to the propagation. Two well 
known models (strip and cross) are used to see how the wave front behaves. To show 
the EGM, the electrode picked was the electrode 29 which is underneath the strip and 
the cross. 
 
Figure 4.6 shows the propagation over a strip when there is a point source. This source 
was place in the midpoint of the left border of the strip (coordinate (9.5, 9.9)). 
  
Figure 4.6. Propagation on a strip with a point source. The upper part shows the EGM 
recorded by the electrode and the lower part shows the propagation of the wavefront 
generated by a point through the strip. The wavefront is curved because the source is a 
point. 
 
When there is a point source, the shape of the wave front resembles an arrow. This 
automaton uses 4 neighbours system for propagation in 2D instead of 8 neighbours. 
This is the reason for the arrow-like shape instead of having a curve wave front. 
 
Figure 4.7 shows the propagation of a planar front wave. The beat was originated in the 
left border of the strip. 
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Figure 4.7. Propagation on a strip with a front wave source. The upper part shows the 
EGM recorded by the electrode and the lower part shows the propagation of the 
wavefront generated by a planar front through the strip. The wavefront is planar 
because the source is a line. 
 
This case also behaves as expected. The wave front is a planar as it is supposed to be. 
The irregularities in the planar wave front are due to the probabilistic component of the 
automaton.  
 
The same simulations are made for a cross to observe the behaviour when a bifurcation 
is reached.  Figure 4.8 shows the propagation when the excitation starts in the point with 
coordinate (9.5, 9.9). Figure 4.9 shows the propagation when the whole left side of the 
cross is excited.  
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Figure 4.8. Propagation on a cross with a point source. The upper part shows the EGM 
recorded by the electrode and the lower part shows the propagation of the wavefront 
generated by a point through the cross. The wavefront is like an arrow because the 
source is a point. 
 
 
Figure 4.9. Propagation on a cross with a front wave source. The upper part shows the 
EGM recorded by the electrode and the lower part shows the propagation of the 
wavefront generated by a planar front through the cross. The wavefront is planar 
because the source is a line. 
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We can see similar behaviour as in the previous cases. Figure 4.8 shows the arrow shape 
behaviour of the front wave and how it spreads in the bifurcation. With the planar 
excitation in the left side of the cross, the behaviour is the expected. When this planar 
wave front reaches a bifurcation (Figure 4.9), it will become point source for the 
propagation in the bifurcation. 
4.3 Simulations with different action potentials 
These simulations are made on the same conditions but just changing the action 
potentials from ones simulation to another. The actions potentials are from ventricular, 
atrial and sinoatrial node cells shown in Fig 3.9. 
4.3.1 Simulation with a strip 
First, the behaviour is checked in the same strip model described in section 3.8. The 
electrode picked to analyze the EGM in the three cases is electrode 29 which is 
underneath the strip. This is done to be able to observe a better signal and to compare 
the results between the different cases. The results for the three cases are shown in 
Figure 4.10. 
 
The differences between the EGM in the ventricular and atria cells are noticeable in the 
T wave. The complex PQRS does not change from one signal to the other (Fig. 4.10 a) 
and b)).  Figure 3.9 shows that the upstroke of the action potential is very similar in both 
cases. They differ in the repolarization phase. The ventricular action potential has 
plateau which is not shown in the atria action potential. This plateau with the steeper 
repolarization curve increases the amplitude of the T wave in the repolarization. In the 
atria case, the repolarization is done smoothly with a more gradual slope which creates a 
smaller T wave.  
 
When looking at Figure 4.10 c), the difference in the shape of the EGM of the sinoatrial 
node cells with respect to the ventricular myocytes is remarkable. There is a difference 
both in the PQRS complex and in the T wave. The PQRS has a longer duration because 
the upstroke of the action potential is not as steep. It takes longer to depolarize the cell 
and this is seen in the PQRS. The lack of plateau phase makes the T wave appear right 
after the point S.  
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a)   
b)   
c)   
Figure 4.10. EGM for the different types of cells generated in the simulation with a 
stripe of tissue: a) atrial, b) ventricular and c) sinoatrial node. 
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To be able to compare the changes of the EGM in better conditions, the amplitude of the 
three EGM were normalized having 1 as maximum value (Figure 4.11).  
 
 
Figure 4.11. Comparison of the shape of EGM for the different types of cells when the 
signal has been normalized. 
4.3.2 Simulation with the cell model 
The next set of simulations is done in the model obtained from the cell culture. The 
EGM shown are coming from the electrode behind the cell culture, in this case, 
electrode 53 (Figure 4.12). 
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a)  
b)  
c)  
Figure 4.12. EGM for the different types of cells generated in the simulation of the cell 
culture: a) atrial, b) ventricular and c) sinoatrial node. 
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To be able to discern better the changes in the shape of the EGM, the amplitude of the 
three EGM were normalized having 1 as maximum value. Now, the changes that are 
observed in Figure 4.13 are only due to changes in the shape of the signal and not due to 
changes in the maximum value of the action potential. 
 
 
Figure 4.13. Comparison of the shape of EGM for the different types of cells when the 
signal has been normalized. 
 
As it was seen in the previous case, the differences between the atrial and ventricular 
cases can be observed in the T wave. Figure 4.12 a) and b) show a difference in the 
amplitude of the T wave, as the one shown in the section 4.3.1. The differences in the 
shape of the PQRS complex are not noticeable. The amplitude of the signal is slightly 
different but it is due to the amplitude difference between the action potentials of atrial 
and ventricular cells (Figure 3.5). 
 
Figure 4.12 c) shows the EGM recorded for the SA cell. The shape differs from the 
shape of the EGM of the atrial and ventricular cells (Figure 4.12 a) and b)). The PQRS 
complex has also longer duration due to the smaller slope in the upstroke of the action 
potential as shown in section 4.3.1.  The change from downward to upward slope in the 
action potential due to the lack of resting voltage in the sinoatrial cells causes the 
changes of polarity in the T wave.  
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 In Figure 4.13, the signals are normalized to be able to look at the differences in 
morphology without taking into account the changes in the amplitude due to the 
difference in the maximum amplitude of the action potentials. It is clearly seen that the 
sinoatrial EGM has a very different shape. The difference in the T wave between atrial 
and ventricular EGM is clearly seen in the normalized signal while the PQRS complex 
is almost identical in both cases. 
4.3.3 Simulation of EGM with the cell model after the amplifier 
 
The last set of simulations is done including the amplifier and the noise in the 
measurements to find a more realistic simulation.  
 
The filter described in section 3.2.4 with the gain of 1100 is applied to the signals from 
the previous section to see how the cut off frequencies affect the signal. When they are 
normalized, Figure 4.14 is obtained.  
 
 
Figure 4.14. Comparison of the shape of EGM for the different types of cells which have 
been amplified when the signal has been normalized. 
 
Comparing Figure 4.13 with Figure 4.14, the sharp changes in the signals are smoother 
because the amplifier removes the high frequencies of the signals which cause these 
sharp edges. In the other hand, the amplifier does not remove the features in the T wave 
which were differentiating the EGMs. Therefore, after the amplifier, the signal does not 
change the shape significantly and the same reasoning as before can be applied. 
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As it was said before, the real measurements systems introduce noise to the recorded 
signal. To simulate this situation, a random noise with amplitude of 20% of the 
maximum amplitude of the signal is added to the ideal signal from previous section. 
Figure 4.15 shows the new EGMs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
a) b)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
c) 
 
Figure 4.15. EGM for the different types of cells: a) atrial, b) ventricular and c) 
sinoatrial node with a noise amplitude of 20% of the signal amplitude. 
 
Figure 4.16 shows the normalized EGMs are when the amplifier is applied to the noisy 
signals. 
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Figure 4.16. Comparison of the shape of EGM for the noisy EGM when they have been 
amplified and normalized. 
 
When there is noise in the signal, the differences between different types of cells are not 
that easy to see. Figure 4.15 shows the original signals with the noise which is 
proportional to the amplitude of the signals. Figure 4.16 shows the signal at the output 
of the amplifier. The signals have been distorted because of the noise which is not 
completely removed but there are still some differences in the features used before. The 
sinoatrial cells still show a different morphology in the EGM. While the atrial and 
ventricular cells are more difficult to differentiate due to the noise effect. The amplitude 
of the T wave is still bigger in the ventricular EGM, but it is not that easy to be 
discerned due to the noise effects. 
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5 Discussion 
This work has shown that it is possible to notice a difference in the EGM measured by 
the MEA between different types of cardiomyocytes. The difference in the APD of each 
type of cardiomyocytes is big enough to be noticeable in the EGM. The differences 
between atrial and ventricular are not very discernible, but the sinoatrial recordings 
differ significantly from the others.  
 
On the other hand, there are limitations in the method still. This is the starting point for 
a complete study in this subject. There are several issues which have not been addressed 
in this project. The first point is the inhomogeneity of the cell cultures. In this thesis, 
homogeneous cell cultures have been simulated. But in real experiments, there are 
heterogeneous cell cultures. This kind of heterogeneous cell cultures should be 
simulated to see which ratio of different cell types could be differentiated. It may be 
possible that some kind of heterogeneous cell cultures produce the same EGM as 
homogeneous cell cultures in the simulations because the electrodes only reflects the 
activity of a small region of the cell culture. To compare two cell cultures as a whole, 
the EGM from the whole set of electrodes should be compared. Each electrode will 
have the information of a small region. If we compare just the information from one 
electrode the comparison will be local, to make a global comparison of the whole cell 
culture, all the electrodes have to be taken into account. 
 
Another thing to take into account is the maturity phase of the cells. There is the 
possibility of having cells in different phases of maturity in the same cell culture. This 
will alter the EGM but it has to be study in which way it would change it. To be able to 
simulate this behaviour, the APD for difference phases are needed. This implies an 
electrophysiological study of the cell at different stages. Once that the APD have been 
acquired for several stages of the atrial, ventricular and sinoatrial cardiomyocytes, new 
simulations of heterogeneous cell cultures could be done. This would help to observe if 
it is possible to discern the cells at different stages using the MEA recordings. 
 
It requires a lot of research to make a complete study in the subject, but the preliminary 
results are positive. If it is possible to differentiate the cell types in the cell cultures just 
looking at the EGM, the benefits could be important for the stem cell research. It would 
be an easy way to verify which types of cells are included in the cell culture. It would be 
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possible to check how the cell culture behaves during the time and how the maturation 
process takes place. This could be a nice tool for everyday work in the laboratory. The 
main difference with patch clamp would be that looking at all the electrodes of the 
MEA, a whole picture of the cell culture can be seen. On the other hand, patch clamp 
just analyzes a single cell. 
 
Therefore, this is the first step of a research which could be used to develop a very 
useful tool. But all these suppositions have to be confirmed in further research in the 
laboratory. 
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6 Conclusion 
The first result of this work is the computer model to simulate the electrical behaviour 
of the cell cultures. It was possible to generate the FDM model of the cell culture even 
though that the solver that it was used was not planned to work with such small 
resolution.  
 
In section 4.1, it is explained that is not possible to use the same set of lead field for a 
specific MEA without taking into account the cell culture that is on it. It would have 
been an advantage just to calculate on set of lead fields for a specific MEA structure and 
use it for different cell cultures. This is not possible because even though the cell 
cultures are small, their conductivities change the value of the lead fields. Therefore the 
lead fields should be calculated for each different cell culture geometry. 
 
The functionality of the cellular automata is proof in section 4.2. It behaves as expected 
in known geometries as strip and cross. Therefore the first objective of this thesis, 
which was to create a functional cellular automaton, was achieved. 
 
The second objective was also achieved. The results confirm the hypothesis of 
classifying the types of cells just looking at the measurements without having prior 
information about them even with some noise. The differences between atrial and 
ventricular cells are not that easy to see due to the small differences in their action 
potentials. But sinoatrial cells are easily classified because their measured EGM are 
completely different from the contractile cells.  
 
These results have been obtained with a computer model in which all the cells were 
ideal and from the same kind. There are many factors to be studied to extrapolate these 
results to in vitro measurements. The cells are derived from the stem cells and when 
they are measured, it is not known if they are fully mature or not. If they are not fully 
mature, the action potential will not have the same curves as the ones shown in this 
thesis. In the differentiation process, several types of cells are grown in the same cell 
culture. Therefore, the measured signals will not have the same shape as the ones shown 
in the thesis. But with some research, it could be see if it is possible to differentiate 
them when they are mostly of one type.  
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8 Appendix 
A. Radius of the half sensitivity area 
Electrode
1 (mm) 
Electrode
2 (mm) 
Electrode
3 (mm) 
Electrode
4 (mm) 
Electrode
5 (mm) 
Electrode
6 (mm) 
Electrode
7 (mm) 
Electrode
8 (mm) 
0.03007  0.03006 0.02005 0.02004 0.02004 0.02000 0.02001 0.02000 
Electrode
9 (mm) 
Electrode 
10 (mm) 
Electrode 
11 (mm) 
Electrode 
12 (mm) 
Electrode 
13 (mm) 
Electrode 
14 (mm) 
Electrode 
15 (mm) 
Electrode 
16 (mm) 
0.03007 0.03006 0.03007 0.03007 0.03005 0.03001 0.02999 0.02000 
Electrode 
17 (mm) 
Electrode 
18 (mm) 
Electrode 
19 (mm) 
Electrode 
20 (mm) 
Electrode 
21 (mm) 
Electrode 
22 (mm) 
Electrode 
23 (mm) 
Electrode 
24 (mm) 
0.03007 0.03006 0.03007 0.03007 0.03005 0.03001 0.02001 0.02000 
Electrode 
25 (mm) 
Electrode 
26 (mm) 
Electrode 
27 (mm) 
Electrode 
28 (mm) 
Electrode 
29 (mm) 
Electrode 
30 (mm) 
Electrode 
31 (mm) 
Electrode 
32 (mm) 
0.03007 0.03006 0.03007 0.03007 0.02004 0.02000 0.02001 0.02000 
Electrode 
33 (mm) 
Electrode 
34 (mm) 
Electrode 
35 (mm) 
Electrode 
36 (mm) 
Electrode 
37 (mm) 
Electrode 
38 (mm) 
Electrode 
39 (mm) 
Electrode 
40 (mm) 
0.03007 0.03006 0.03007 0.03007 0.03005 0.03001 0.02001 0.02000 
Electrode 
41 (mm) 
Electrode 
42 (mm) 
Electrode 
43 (mm) 
Electrode 
44 (mm) 
Electrode 
45 (mm) 
Electrode 
46 (mm) 
Electrode 
47 (mm) 
Electrode 
48 (mm) 
0.03007 0.03006 0.02005 0.02005 0.04005 0.03001 0.02001 0.02000 
Electrode 
49 (mm) 
Electrode 
50 (mm) 
Electrode 
51 (mm) 
Electrode 
52 (mm) 
Electrode 
53 (mm) 
Electrode 
54 (mm) 
Electrode 
55 (mm) 
Electrode 
56 (mm) 
0.03007 0.03006 0.02005 0.02005 0.07005 0.02999 0.02001 0.02000 
Electrode 
57 (mm) 
Electrode 
58 (mm) 
Electrode 
59 (mm) 
Electrode 
60 (mm) 
Electrode 
61 (mm) 
Electrode 
62 (mm) 
Electrode 
63 (mm) 
Electrode 
64 (mm) 
0.03007 0.03006 0.03007 0.02005 0.02039 0.02000 0.02001 0.02000 
 
 
B. Matlab code 
 
• Calculation of the excitability taking into account the CV and the conductivity 
of neighbouring cells: 
 
nodes_excitability=restitution_CV(index_rCV).*nodes_rest.*nodes_non_is
ch+restitution_CV_cond(index_rCV).*nodes_rest.*nodes_non_isch; 
 
amount_excitation=sum((state_allnodes(nodes_neigh)==2).*conectivity+(s
tate_allnodes(nodes_neigh)==4).*conectivity,2); 
 
p_exc=K*amount_excitation.*nodes_excitability; 
 
• Probabilisitc component of the cellular automata: 
 
change_rest=(rand(size(p_exc))<p_exc).*nodes_rest; 
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• Calculation of the DI taking into account the time of excitation: 
 
index_rCV=ceil(1+(a-1)*trapmf((t-t_rep)*1000,[0 a 10000 10001])); 
 
t_rep=t*changes_refractary+t_rep.*not(changes_refractary);%Time (exact 
moment) when was at rest(when the repolarization started) 
 
t_desp=t*changes_rest+t_desp.*not(changes_rest);%Time (exact moment) 
when was at excited(when the depolarization started) 
  
index_restitution_APD=ceil(1+(a-1)*trapmf(abs(t_desp-t_rep)*1000,[0 a 
10000 10001]));%Calculate DI 
    
rAPD=restitution_APD(index_restitution_APD).*changes_rest.*nodes_non_i
sch+rAPD.*not(changes_rest); 
 
• Calculation of the impress current: 
 
V = voltage_allnodes(nodes_heart); 
dv_dx_heart=repmat(V,1,3)-voltage_allnodes(nodes_neigh(:,1:3)); 
current(:,:,index_frame)=dv_dx_heart.*conectivity(:,1:3); 
 
• Calculation of the EGM: 
 
EGM_lf(j) = sum( sum ( current(:,:,j).*Lead_field(:,5:7 ))); 
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C. Lead field for the strip and the cross 
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D. Simulations of the ventricular cell with the cell culture in 
the 64 electrodes 
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