The objective of this paper was to present a performance comparison between a new fuzzy (cloud-based) predictive functional control (FCPFC) and the Robust Evolving Cloud-based controller (RECCo). Both methods use the same type of fuzzy cloud-based system (the same antecedent part). The clouds are used for partitioning the data space and dealing with the non-linearity of the processes. In case of FCPFC the fuzzy cloud-based model is used to identify the process model while the control signal is analytically calculated to minimize some criterion. In case of RECCo algorithm the clouds are used to identify the operating region and the control signal is adapted in online manner. The controllers were tested on a second order nonlinear, locally oscillating, chemical process CSTR (Continuous Stirred Tank Reactor). The performance and control effort of the methods were compared according to several criteria. The results show that the proposed controller FCPFC has slightly faster response but longer settling time than the RECCo controller.
Introduction
The field of control theory pays significant attention to nonlinear process control. The well-known benchmark system CSTR (continuous stirred tank reactor) is such type of process and represents a common component in the chemical industry. General characteristics of the CSTR process [1] are strong non-linear behavior as well as parameter uncertainties (eg. heat transfer coefficients, reaction enthalpies, etc.). Moreover, such chemical system can have several steady states, some of them potentially unstable which make the control task even harder.
In the literature we can find numerous control approaches for CSTR system, from simple classical PID controllers up to more advanced, data-driven, predictive and adaptive techniques. Optimal tuning of the PID controllers for CSTR process is investigated in [2, 3] while in [4] the robust PID controller is proposed. The gain scheduled approach is also used for controlling a CSTR system [5, 6] , while in [7, 8, 9 , 10] different types of fuzzy approaches are presented. A combination of fuzzy systems and the mechanism of neural networks (fuzzy neural networks) is proposed in [11, 12, 13] . Model-based predictive control (MPC) is also an effective control strategy to deal with non-linear and complex processes [14, 15, 16, 17] . There are also several comparative performance analysis between different modeling and control methods tested on CSTR process [18, 19] .
In this paper we present a performance comparison between two types of controllers, robust evolving cloudbased controller (RECCo) and fuzzy cloud-based predictive functional control (FCPFC). Both methods have the same cloud-based fuzzy part for partitioning the problem space. The difference is how the regression vector is defined.
Fuzzy predictive functional control (FPFC) uses a fuzzy model of the controlled process to predict the output signal at some point in the future [20, 21, 22, 23] . The method proposed in this work combines the fuzzy cloudbased model presented in [24] and well-known method of predictive functional control [25] . The data clouds are used to calculate the membership degree of the current data point to all clouds (fuzzy rules) and furthermore, the local models' parameters are calculated using recursive weighted least square method (rWLS). Identified cloud-based fuzzy model is used to predict the future behavior of the process over a certain prediction horizon. The control law is defined to minimize the criterion, usually the difference between the predicted signal and the desired reference trajectory.
The second presented method, is the RECCo controller [26] , which is fully on-line and does not require any off-line training or any type of model of the controlled process. It is actually a type of direct adaptive fuzzy controller. Just a basic knowledge from the controlled process, such as input and output range, time constant and sampling time are sufficient to initialize the controller. The RECCo algorithm consists of three parts: reference model, evolving part and adaptation law. The first part defines the desired output trajectory that the controlled variable should follow. The structure is initialized with the first data sample received and evolves during the control process (evolving part). In the third part, adaptation law defines how the local controllers' parameters are adapted. Different examples of using the RECCo controller in practice were described in [27, 28, 29, 30] .
The main goal of this paper is to test the effectiveness of the proposed type FPFC comparing to the RECCo controller on benchmark chemical process CSTR.
The paper is organized as follows. In Section 2 the fuzzy cloud-based predictive functional control is proposed, while in Section 3 the RECCo algorithm is briefly explained. The controlled process CSTR is described in Section 4, and the performance comparison of both control methods is presented in Section 5. Finally, in Section 6, the conclusions are discussed.
Fuzzy cloud-based predictive functional control (FCPFC)
Fuzzy cloud-based predictive functional controller (FCPFC) is a type of model predictive controllers (MPC). The basic principle of MPC, shown in Fig. 1 , is forecasting the controlled variable using the dynamic process model and calculating the control signal. The following is calculated in a manner to minimize the difference between the output and the reference signal in some determined prediction horizon. In our case, the process model is identified in a recursive way using the fuzzy cloud-based method, which was used to predict the behavior of the controlled variable in the future. 
Predictive horizon
PAST FUTURE Figure 1 . The basic scheme of model-based predictive control strategy (MPC).
Fuzzy cloud-based identification
It is well known that the fuzzy models can approximate dynamics of the process to an arbitrary precision [31] . The structure of the fuzzy model consists of IF-THEN rules with well defined parameters that can describe the inputoutput behavior of the process. For the IF-part we use a non-parametric, parameter free, simplified rule-based system named AnYa [32] . While for the THEN-part the nonlinear auto regressive model with exogenous inputs (NARX-model) is selected. The fuzzy cloud-based model for the i th rule has the following form:
where the operator ∼ in the IF-part means how similar or how close is the data point
The parameters n a and n b define the dynamics of the process for the output and input signals, respectively. c is the number of existing data clouds 1 (fuzzy rules). The function f i (x f ) in the THEN-part as NARX model is chosen. The partial local model of the i th rule is defined as:
where 
, r
i . The output of the system could be calculated with merging the information from all partial local models to a NARX model in the following form:ŷ
where β j (x f ) is the membership function (normalized relative density) of the data point x f to the j th cloud. The right part of (3) is a matrix form of the output and it's elements are defined as follows:
Actually, the parameters of these two vectors need to be identified/determined. In the following the identification procedures of the membership function β (subsection 2.1.1) and the parameters Θ (subsection 2.1.3) are presented. Beside that, the evolving mechanism of adding new clouds (fuzzy rules) is also explained (subsection 2.1.2).
Identification of the IF-part
As we mentioned in the previous section, the vector of membership functions (β T (x f )) represents the normalized relative densities of the current data point x f (k) to the existing clouds. The local relative densities are calculated by Cauchy kernel taking into consideration all data point previously associated with the clouds [27, 33] . The recursive form for calculating the local density is defined as follows: 
where M i represents the number of data points associated with the i th cloud. We want to note here that each cloud has only three properties (mean value µ i k , mean-square length σ i k and number of points M i ) that are calculated recursively and no additional data need to be stored.
Finally, the normalized relative density is calculated as follows:
where the parameter η defines the overlapping of the fuzzy rules [34] .
Evolving mechanism -adding new clouds
The fuzzy cloud-based method is primarily designed for online identification of the processes. It is initialized with the first data x f received and the structure evolves if some requirements are fulfilled. In other words, the first data cloud (first fuzzy rule) is defined with the first data point and furthermore, the new clouds are added during the identification of the process. The evolving mechanism consists three criteria which need to be fulfilled to add/define a new cloud [24] . The first one expresses how close/similar is the current data point to the existing clouds. If the maximal value of all local densities is smaller than a threshold (max i (γ i k ) < γ max ) then this criteria is fulfilled. The range of the parameter is γ max ∈ [0, 1]. The second criteria prevents of adding new clouds one after another. At least n add data samples have to pass over from the time stamp k add when the last cloud was added (k > k add + n add ). The third criteria represents a limit of maximal number of clouds that is allowed (c max > c). At the end, a new cloud is added if all three criteria are fulfilled.
Identification of the THEN-part
In this subsection the identification procedure of the regression coefficients of matrix Θ from (4) is presented. In [35, 36] , different optimization approaches for determination of the unknown model parameters are presented. The most appropriate approach for our problem is recursive Weighted Least Squares (rWLS) method which is defined as follows:
where ψ k is extended regression vector as in (2), the matrix P i k is an approximation of the inverse Hessian. The knowledge at the beginning of rWLS is usually very poor and θ 0 is a poor guess of the optimal one θ opt . Therefore, the initialization of P i 0 is a large diagonal matrix P i 0 = αI, where α >> 1 (say 100 or 1000). Parameter λ r denotes integration of the forgetting factor and in this application is always set to 1.
PFC control
In the previous subsections we developed a principle of identifying the process model. Next step of the overall approach of fuzzy cloud-based predictive functional control is obtaining the controllers' output signal. The predictive control law is generated to minimize the criterion, usually, the difference between the reference trajectory y r (k) and the predicted controlled signalŷ(k) over a certain coincidence horizon H [20] .
The desired trajectory of the closed-loop system is defined by the reference model as follows:
where the parameter a r defines the dynamics of the reference model. The approximate value of the parameter could be calculated as a r ≈ 1 − T s /τ , where T s is the sampling time and τ is the desired time constant of the closed-loop system.
If we choose that the output and the input delay in the regression vector x f (k) are n a = 1 and n b = 1, respectively, than the i th local model (2) has the following form:
where a 
The final output of the process model is calculated as:
whereâ m ,b m andr m are called the global linear parameters which are given as follows:
Finally, the control signal is obtained by minimizing a certain cost function. The analytical derivation of the control law is presented in detail in [20] . The control signal is calculated as follows:
where H is a prediction horizon and should be chosen within the interval:
where N is the process order, τ and T s are time constant and sampling time, respectively.
RECCo controller
Robust evolving cloud-based controller (RECCo) is presented in detail in [26] , therefore, in this section we will present only the general structure and the principle of the algorithm. The algorithm presents a type of fuzzy rulebased system named AnYa [32] . The structure is practically the same as (1) with the different consequent (THEN) part, but the same antecedent (IF) part (see subsection 2.1.1):
where u i is the partial control action of the i th cloud (fuzzy rule). The degree of membership to the final control signal is calculated using (5)- (8), and finally the control signal is calculated:
where the partial control signal u i has the form of a PIDtype controller as follows:
The controllers' parameters P The controllers' parameters were adapted by gradient method as follows:
where α P , α I , α D , α R are the adaptation gains of the controller parameters, G sign = ±1 is the known sign of process gain.
The data point vector x(k) in (17) was chosen in normalized form as:
where [r min , r max ] is the output range of the process, ∆r = r max − r min , ∆ε = ∆r/2. The normalization was firstly introduced in [28] and helps to fix the problem space and, in addition, to fix the evolving parameter γ max . The evolving part of the RECCo controller is the same as presented in subsection 2.1.2 and, please refer to [26] for more details.
Continuous stirred tank reactor (CSTR)
The classical CSTR (continuous stirred tank reactor) is an important unit of the chemical processes. CSTR for an exothermic, irreversible reaction, A → B has two state variables C A (concentration of reactant A) and T (reactor temperature). Taking in consideration constant liquid volume and based on a component and an energy balance a mathematical dynamic model can be derived as follows [37] : 
Measured product concentration
Reactor temperature T
[K]
Description and values of all the variables from (22) are presented in Table 1 [38] . The objective is to control the reactor temperature (y = T ) by manipulating the temperature of the coolant stream (u = T c ). The open-loop characteristics of the CSTR process is presented in Fig. 2 . We can notice that the area around T c = 300 ÷ 310 K has strong non-linear dynamics. This is the main challenge that the proposed control methods are attempting to solve. 
Experimental results
In this section the results for both methods, PCPFC and RECCo, are presented and compared. The design parameters of both methods that have same (similar) meaning were chosen with equal values. To evaluate the control performance, beside the graphical representation, two quantitative criteria were used such as mean square error (M SE) and sum of absolute input differences (SAiD):
where
is change of the input action and N is the number of data samples. Beside this two criteria also the rise time (response takes to rise from 10 % to 90 % of the steady-state value), settling time (the error in steady-state is less than 2 %) and overshoot were evaluated.
Design parameters
The data point for partitioning the problem space in (1) was chosen as
T . In our application for FCPFC the prediction horizon in (16) was set as H = 4. The evolving parameters from Subsection 2.1.2 were equal for both methods: γ max = 0.93, n add = 20, and c max = 20 (the same parameters as in [28, 26] ). Also the fuzziness was the same in both cases η = 10, which was experimentally determined. According to the sampling time T s = 0.01 min and the desired time constant of the closed-loop system τ = 0.1 min the reference model parameter was calculated as a r = 0.9 (a r ≈ 1 − T s /τ ). The adaptation gains in (20) of the RECCo controller were chosen as α P = α I = α D = α R = 4. The input and output range of the controlled process were from 250 K to 350 K and from 300 K to 390 K, respectively.
Experimental results
We tested the performance of the methods through the wider range of the CSTR process. The reference signal r(k) was chosen from 310 K to 380 K with step changes of 10 K. The reference r(k), desired model reference y r (k) and output responses of both, PCPFC and RECCo, are presented in Fig. 3 . For better comparison of the output responses on each step change, we appropriately shift them as shown in Fig. 4 . From the Figs. 3 and 4, (graphically) and from the We also evaluate the control effort of both methods and the control signals are shown in Fig. 5 . When the step change occurs in most of the cases the PCPFC controller reaches the limit values of the control signal, while the RECCo controller has more smoother action. In 
Conclusion
In this paper a new fuzzy cloud-based predictive functional controller (FCPFC) was compared with the RECCo con- troller. Both of them use the same cloud-based method to deal with the non-linearity of the controlled process. A continuous stirred tank reactor (CSTR) was used to test the performances and effectiveness of the proposed methods. The FCPFC shows as slightly faster performance of the closed-loop system than RECCo but it has longer settling time. On the other hand, RECCo has more smoother response but still fast enough for good reference model tracking. The RECCo algorithm is adapted in online manner and moreover, the mathematical model of the system is not necessary. This simplified the implementation of the control algorithm not only in the simulation environment but also on the real system.
