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CONDITIONAL INDEPENDENCE IDEALS
WITH HIDDEN VARIABLES
OLIVER CLARKE1, FATEMEH MOHAMMADI1, AND JOHANNES RAUH2
Abstract. We study a class of determinantal ideals that are related to conditional
independence (CI) statements with hidden variables. Such CI statements correspond to
determinantal conditions on flattenings of marginals of the tensor of joint probabilities
of the observed random variables. We focus on an example that generalizes the CI ideals
of the intersection axiom. In this example, the minimal primes are again determinantal
ideals, which is not true in general.
1. Introduction
In the introduction, we first explain the statistical setting that motivates the ideals
that we study. We then describe which determinantal ideals we are interested in, and we
summarize our main results.
1.1. Applications. Conditional independence is an important tool in statistical mod-
elling [Stu05]. For example, it gives a statistical interpretation to graphical models, both
undirected (i.e. Markov fields) and directed (i.e. Bayesian networks).
Suppose a family of random variables satisfies a list of conditional independence state-
ments. Given a sub-family of these random variables, it is in general difficult to say which
constraints are implied by these CI statements on this sub-family. This situation arises
when some of the random variables are either hidden (i.e. not observed) or not of interest.
Here we are interested in the constraints that are satisfied by the observed variables (or
the variables of interest) alone. For example, in causal reasoning, it is important to know
what constraints on the observed variables are caused by hidden variables [SA15].
For graphical models, the problem of describing the induced model on the observed
variables is well-studied. The joint distribution on the observed variables is constrained
by both equalities and inequalities. When all random variables are finite (as we will
assume throughout this paper), conditional independence can be characterized by poly-
nomial constraints on the joint probabilities of all variables. Therefore, the equality and
inequality constraints on the joint probabilities of the observed variables can also be formu-
lated algebraically; that is, the set of joint probability distributions forms a semi-agebraic
set [DSS09, Sul18]. The models that have been studied so far include hidden Markov
models, mixture models or restricted Boltzmann machines [ART14, SM17]. Some, but
not all, of the constraints among the observed variables have an interpretation in terms
of conditional independence. For example, the Verma constraints can be interpreted as
coming from a conditional independence statement [RRS17].
In algebraic statistics, the ideals corresponding to conditional independence statements
without hidden variables are called conditional independence ideals; they have been stud-
ied in [RA14, HHH+10, Rau13]. Here, we study a class of ideals that are derived from
conditional independence statements with hidden variables. While ordinary conditional
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independence ideals are generated by 2-minors of a matrix of probabilities, CI statements
with hidden variables introduce constraints that correspond to higher minors.
1.2. CI statements with hidden variables. Consider two random variables X,Y with
finite state spaces X ,Y. The joint distribution of X,Y can be identified with a X × Y-
matrix P = (px,y)x∈X ,y∈Y , where px,y = P (X = x, Y = y). The variables X and Y are
independent if and only if P has rank one.
In the presence of a third random variable Z with state space Z, the joint probability
distribution becomes a tensor P = (px,y,z)x∈X ,y∈Y ,z∈Z . The variables X and Y are inde-
pendent given Z if and only if for each z ∈ Z the matrix Pz := (px,y,z)x∈X ,y∈Y has rank
one. In this case we write X ⊥ Y |Z . Suppose that Z is a hidden (unobserved) variable,
and that we only have access to the marginal distribution of X and Y , which is equal to
the marginal tensor PX,Y =
∑
z∈Z Pz . If X and Y are independent given Z, then P
X,Y
has rank at most |Z|.
In this way, any CI statement with hidden variables corresponds to a collection of de-
terminantal conditions on flattenings of marginals of the tensor of joint probabilities of all
observed random variables. We are interested in the set PC of marginal distributions of
the observed variables of those joint distributions (of observed and hidden variables) that
satisfy the statements in C. The rank conditions give us some constraints on PC .
In general, the set PC is not easy to describe. For example, consider the case of two
observed variables X,Y , a single hidden variable H and C = {X ⊥ Y |H }. Then PC
consists of those non-negative |X |×|Y|-matrices P = (px,y)x∈X ,y∈Y that are of non-negative
rank at most |H| (that is, they can be written as a non-negative linear combination of non-
negative rank-one matrices), and that satisfy the normalization condition
∑
x,y px,y = 1.
For r > 2, the set of matrices of non-negative rank at most r is a semi-algebraic set whose
semi-algebraic condition is not known in general. A characterization of this semi-algebraic
set for r = 2 is given in [ARSZ15]. It is known that its Zariski closure equals the set of
all rank r matrices, and it is described by the determinantal ideal of all (r + 1)-minors
of P . When C contains more than one statement, there is little hope to obtain a complete
description of PC . Therefore, we restrict attention to a subset of the equality constraints
consisting of rank constraints implied by C.
Example 1.1. The invariants of edges that appear in the implicit description of phylogenetic
models encode rank conditions that arise from CI statements with hidden variables [AR07].
Suppose that Y1, . . . , Yno are observed base pairs of extant species at a specific location
(assuming that the alignment is known). Each edge in a phylogenetic tree induces a split
of the observed variables, say Y1, . . . , Yk|Yk+1, . . . , Yno . This split corresponds to a CI
statement {Y1, . . . , Yk} ⊥ {Yk+1, . . . , Yno} |He , where He is one of the unobserved nodes
of e. For a single base pair, He can take four values, and so the invariants of edges consist
of 5-minors of a matrix of probabilities.
The invariants of edges do not give a full description of the phylogenetic model, nor its
Zariski closure. Nevertheless, as shown in [CJS11], the invariants of edges contain enough
information to distinguish between different tree topologies.
We restrict attention to the simplest case, where no marginalization over observed ran-
dom variables is involved and where all determinants belong to the same flattening. Sup-
pose that we have no+1 observed random variables X, Y1, . . . , Yno and nh hidden random
variables H1, . . . ,Hnh . All random variables are assumed to take values in finite sets X ,
Y1, . . . ,Yno , H1, . . . ,Hnh . Denote by Y = ×noi=1Yi and H = ×nhj=1Hj the domains of the
random vectors Y = (Y1, . . . , Yno) and H = (H1, . . . ,Hnh), respectively. Let C be a family
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of CI statements of the form X ⊥ A |B , where A,B ⊆ {Y1, . . . , Yno ,H1, . . . ,Hnh} are dis-
joint. In the following, such CI statements are called proper. Note that the CI statements
that appear in Example 1.1 are in general not proper.
1.3. Ideals of CI statements. The joint distribution of the observed variables can be
identified with a non-negative matrix P ∈ RX×Y whose entries px,(y1,...,yno) sum to one. The
row indices correspond to states x ∈ X , and the column indices correspond to joint states
(y1, . . . , yno) ∈ Y of the remaining observed variables Y1, Y2, . . . , Yno . Let X ⊥ A |B be a
proper CI statement, and let r =×i:Hi∈B |Hi|. For any state yB = (yB,i) ∈×i:Yi∈B Yi of
the observed variables in B, we let PyB be the submatrix of P on the columns B; that is a
submatrix of P with entries px,(y1,...,yno ), where x ∈ X and yi = yB,i for all i with Yi ∈ B.
Let K be a field and R be the polynomial ring in the variables px,(y1,...,yno ) corresponding
to the entries of P . Then we define
JX⊥A |B =
〈
(r + 1)-minors of PyB for all yB ∈ ×
i:Yi∈B
Yi
〉
⊂ R.
For a family C of proper CI statements, let
JC = ⊕X⊥A |B∈CJX⊥A |B .
Example 1.2. Let no = 2 and X = {1, 2, 3} = Y1 = Y2. The matrix P ∈ RX×Y ∼= R3×9
has the form

p1,(1,1) p1,(1,2) p1,(1,3)p1,(2,1) p1,(2,2) p1,(2,3)p1,(3,1) p1,(3,2) p1,(3,3)
p2,(1,1) p2,(1,2) p2,(1,3)p2,(2,1) p2,(2,2) p2,(2,3)p2,(3,1) p2,(3,2) p2,(3,3)
p3,(1,1) p3,(1,2) p3,(1,3)p3,(2,1) p3,(2,2) p3,(2,3)p3,(3,1) p3,(3,2) p3,(3,3)


.
The small vertical displacement of the entries indicates that the matrix P can be seen as
a flattening of a 3-tensor, and it allows to conveniently mark the submatrices PyB in the
following.
Consider the statement X ⊥ Y1 |{Y2,H1} . Then yB ranges over Y2 = {1, 2, 3}, and the
three slices PyB=1, PyB=2 and PyB=3 consist of triples of three consecutive columns of P .
Similarly, for the statement X ⊥ Y2 |{Y1,H2} , the value yB ranges over Y1 = {1, 2, 3},
and each slice PyB consists of three columns of P having the same displacement.
The coloured lines in the following display indicate the two submatrices Py1=1 and Py2=3:

p1,(1,1) p1,(1,2) p1,(1,3)p1,(2,1) p1,(2,2) p1,(2,3)p1,(3,1) p1,(3,2) p1,(3,3)
p2,(1,1) p2,(1,2) p2,(1,3)p2,(2,1) p2,(2,2) p2,(2,3)p2,(3,1) p2,(3,2) p2,(3,3)
p3,(1,1) p3,(1,2) p3,(1,3)p3,(2,1) p3,(2,2) p3,(2,3)p3,(3,1) p3,(3,2) p3,(3,3)


.
Suppose that |H1| = 1. In this case, the hidden variable H1 is constant and can be
omitted from all CI statements (i.e. X ⊥ Y1 |{Y2,H1} is equivalent to X ⊥ Y1 |Y2 ). The
ideal JX⊥Y1 |{Y2,H1} is generated by all 2-minors of the green matrix Py2=3 and the 2-minors
of the matrices Py2=1 and Py2=2. Similarly, suppose that |H2| = 2. Then JX⊥ Y2 |{Y1,H2} is
generated by the determinant of the red matrix Py1=1 plus the determinants of the matrices
Py1=2 and Py1=3. Our main results below give properties of this ideal. In particular,
Theorem 2.4 describes its minimal primes.
3
As the argument above shows, wheneverX,Y1, . . . , Yno ,H1, . . . ,Hnh satisfy all the proper
CI constraints in C, then the joint distribution of the observed variables X,Y1, . . . , Yno lies
in the variety of JC . As mentioned above, the converse statement need not be true in
general.
The construction generalizes to more general CI statements. However, in this case, the
joint distribution P has to be interpreted as a multidimensional tensor. The CI state-
ments imply rank conditions on corresponding submatrices of flattenings of marginals. In
particular, in the general case, not all minors belong to a single joint matrix.
1.4. Determinantal hyperedge ideals. A hypergraph on the vertex set Y = Y1×· · ·×Yk
can be used to encode the minors that generate the ideal JC for a proper family of CI
statements C [MR18]. First, let us introduce some notation.
Let X , Y be finite sets, and let P = (px,y)x∈X ,y∈Y be a matrix of indeterminates. For
any A ⊆ X , B ⊆ Y with |A| = |B| denote by [A|B] the determinant of the submatrix of
P consisting of those entries with row indices in A and with column indices in B. When
A = X , then we simply write [B] for [A|B]. We also abbreviate [a1, . . . , ak|b1, . . . , bk] for[{a1, . . . , ak}∣∣{b1, . . . , bk}].
Formally, the sign of this determinant depends on the ordering of the rows and columns.
Later we are only interested whether this determinant vanishes or not, and so the ordering
of the rows and columns is not important. However, when studying the Gröbner bases of
our ideals, we consider ordered sets, and we assume that X = [d].
Definition 1.3. A hypergraph with vertex set Y is a subset of the power set 2Y . The elements
of a hypergraph are hyperedges. The determinantal hyperedge ideal of a hypergraph ∆ is
the ideal
J∆ = 〈[A|B] : A ⊆ X , B ∈ ∆, |A| = |B|〉 .
Since hyperedges F ∈ ∆ with |F | > |X | do not contribute to J∆, we may assume that
|F | ≤ |X | for all F ∈ ∆ when studying J∆.
For each F ∈ ∆ denote by PF the submatrix of P consisting of the columns indexed
by F . Then the constraint [A|F ] = 0 for all A ⊆ [d] with |A| = |F | is equivalent to
rank(PF ) ≤ |F | − 1. We also write P [A|F ] for the submatrix of P whose rows are indexed
by elements of A, and its columns by F .
Clearly, JC is a determinantal hyperedge ideal, where the vertex set of the corresponding
hypergraph is Y = Y1 × · · · × Yk. This paper focuses on the case k = 2. In this case we
represent Y as a matrix of integers:
Y =


11 12 · · · 1ℓ
21 22 · · · 2ℓ
...
... · · · ...
k1 k2 · · · kℓ

 ∼=


1 k + 1 · · · (ℓ− 1)k + 1
2 k + 2 · · · (ℓ− 1)k + 2
...
... · · · ...
k 2k · · · ℓk

 ,
where k = |Y1| and ℓ = |Y2|. The matrix Y can be partitioned into rows Ri = {(i, j) ∈
Y : j ∈ [ℓ]} for i ∈ [k], and into columns Cj = {(i, j) ∈ Y : i ∈ [k]} for j ∈ [ℓ].
The following hypergraphs arise in the context of CI statements with hidden variables:
∆s,t =
⋃
j∈Y2
{
B ⊆ Cj : |B| = s
} ∪ ⋃
i∈Y1
{
B ⊆ Ri : |B| = t
}
where 0 ≤ s ≤ k and 0 ≤ t ≤ ℓ.
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X H
Y1
Y2
Figure 1. The graph that encodes the CI statements in Example 1.4.
1.5. Proper CI statements. We only study CI statements of the form X ⊥ A |B where,
(1) A ⊆ {Y1, . . . , Yno} and B ⊆ {Y1, . . . , Yno ,H1, . . . ,Hnh}\A
(2) {Y1, . . . , Yno} ⊆ A ∪B.
Consider a single CI statement X ⊥ A |B where A and B are disjoint subsets of
{Y1, . . . , Yno ,H1, . . . ,Hnh}. If Hi ∈ A for some Hi, then the statement X ⊥ A |B im-
plies the statement X ⊥ A\{Hi} |B . Moreover, if there are no other CI statements, then
the two statements X ⊥ A |B and X ⊥ A\{Hi} |B are equivalent, in the sense that
PX⊥A |B = PX⊥A\{Hi} |B . However, for an arbitrary family C as above with X ⊥ A |B ∈
C, it is not true that PC = P(C\{X⊥A |B })∪X⊥A\{Hi} |B . The reason is that the state-
ment X ⊥ A |B constrains the marginal distribution of the hidden variables, and these
constraints imply that in general PX⊥A |B ( PX⊥A\{Hi} |B . In the following we wish
to ignore this “higher order effect”. Therefore, we only study CI statements satisfying
conditions (1) and (2). Such CI statements are called proper.
1.6. Examples.
Example 1.4. Let no = 2, nh = 1 and C = {X ⊥ Y1 |{Y2,H} , X ⊥ Y2 |{Y1,H} }. The set
C contains all proper pairwise CI statements of the graph depicted in Figure 1 (see [DSS09,
Sul18]). Note that JC equals the determinantal hyperedge ideal J∆s,s for s = |H|+1. The
case |H| = 1 corresponds to the intersection axiom without hidden variable studied in
[Fin11]. In this case, JC is a (generalized) binomial edge ideal [HHH
+10, Rau13]. See
Example 4.1 for the case |H| = 2.
Example 1.5. Let no = 2, nh = 2 and C = {X ⊥ Y1 |{Y2,H1} , X ⊥ Y2 |{Y1,H2} }. This
example generalizes Example 1.4 where JC = J∆s,t for s = |H1|+ 1 and t = |H2|+ 1.
Our main result, presented in the following section, characterizes the minimal primes
of the ideal J∆s,t of Example 1.5 when s = 2 and t = |Y2|. In other words |H1| = 1
and |H2| = |Y2| − 1. Thus, H1 is constant and can be omitted from all CI statements.
Hence, our results concern the statements C = { X ⊥ Y1 |Y2 , X ⊥ Y2 |{Y1,H2} }. Possible
generalizations are discussed in Section 4.
2. Main results
Here, we assume that ∆ = ∆s,t. We also assume that 2 ≤ k ≤ ℓ ≤ d, s = 2, t = ℓ.
Definition 2.1. (1) Let S be a subset of Y = [kℓ]. We define the ideal
IS = 〈pi,j : i ∈ {1, . . . , ℓ}, j ∈ S〉+ J∆2,C ,
where ∆2,C =
⋃
j∈Y2
{
B ⊆ Cj : |B| = 2
}
.
(2) Let I0 = J∆2,C∪∆t , where ∆
t =
{
B ⊆ Y : |B| = t}.
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We will mostly be interested in the ideals IS when S belongs to
L = {{(i1, j1), . . . , (ik, jk)} ⊂ Y : |{i1, . . . ik}| = k, |{j1, . . . , jk}| ≥ 2}.
In this case, J∆2,t ⊆ IS. Moreover, J∆2,t ⊆ I0, since ∆2,C ∪∆t ⊆ ∆2,t.
It is easy to write down a minimal generating set of the ideal I0.
Lemma 2.2. I0 is minimally generated by the following set of minors:
G(I0) =
{
[A | B] : A ⊂ [d], B ∈ ∆, |A| = |B| = 2}
∪ {[A | B] : A ⊂ [d], B ⊂ [kℓ], |A| = |B| = t, |B ∩ Cj| ≤ 1 for each j}.
In the following, let ≺lex be the lexicographic term order induced by the natural order
of the variables:
pu,i > pv,m iff u < v, or u = v and i < m.
Theorem 2.3. (1) The set G(I0) forms a Gröbner basis for I0 with respect to ≺lex.
(2) For any S ∈ L, the generators of IS form a Gröbner basis with respect to ≺lex.
Theorem 2.4. A minimal primary decomposition of the radical of J∆ is given by√
J∆ = I0 ∩
⋂
S∈L
IS .
Corollary 2.5. The number of minimal prime components of
√
J∆ is ℓ
k − ℓ+ 1.
Proposition 2.6. The dimension of R/IS for S ∈ L is ℓ(k + d− 1)− k. The dimension
of R/I0 is ℓ(k + d− 2) + 2.
Theorem 2.7. The ideals I0 and IS are all prime.
Before proving these statements, let us briefly interpret the prime components. The
component I0 describes all joint distributions with full support (i.e. without zero en-
tries). Algebraically, this is equivalent to I0 =
√
J∆ : (
∏
i,j pi,j)
∞. For CI ideals, the
component(s) that describe the probability distributions with full support are of special
importance [Stu02], because it corresponds to the statistical case without structural zeros.
I0 has a clear probabilistic interpretation:
I0 = JX⊥Y1 |Y2 ,X⊥{Y1,Y2} |H2 ,
where |H2| = 2. This can be compared with the intersection axiom, which states: If
X ⊥ Y1 |Y2 and X ⊥ Y2 |Y1 and if the joint distribution of X, Y1 and Y2 has full support,
then X ⊥ {Y1, Y2} .
In all other prime components, the zeros of the joint distribution matrix are such that
each determinant implied by the CI statement X ⊥ Y1 |{Y2,H2} involves a zero column.
Thus, each such determinant vanishes trivially, and only the determinants implied by
X ⊥ Y1 |Y2 prevail as generators.
3. Proofs of main results
Proof of Theorem 2.3. Statement (2) is proved as follows. First observe that IS is a
sum of a monomial ideal and determinantal ideals. Each of these determinantal ideals is
generated by the set of all 2-minors of a submatrix of P which form a Gröbner basis, see
[MR18]. Since the sets of variables used to generate each of the ideals in the sum are
disjoint, it follows that the generators form a Gröbner basis for IS.
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We prove Statement (1) using Buchberger’s algorithm. Take two elements g1 and g2 in
G(I0). We show that the S-polynomial S(g1, g2) reduces to zero. Assuming that the initial
terms of g1 and g2 are not coprime, we consider the following cases:
Case 1. deg(g1) = deg(g2) = 2. Since the initials terms of g1 and g2 are not coprime,
we deduce that g1 and g2 belong to a submatrix PCj for some j. It is a classical result that
the 2-minors of PCj form a Gröbner basis with respect to ≺lex for the ideal they generate.
Thus, S(g1, g2) reduces to zero via the same reduction as in the classical case.
Case 2. deg(g1) = deg(g2) = t. We use the same classical result, that is, the set
of t-minors of P is a Gröbner basis for the ideal they generate. So the S-polynomial
has a reduction to zero by t-minors. Note that every t-minor either occurs in G(I0) or
can be written as a K[pi,j]-linear sum of the 2-minors in G(I0). So the reduction of the
S-polynomial S(g1, g2) can be written in terms of minors in G(I0).
Case 3. deg(g1) = 2 and deg(g2) = t. Let us write g1 = [i1i2 | j1j2] and g2 = [I | J ].
Take the submatrix P˜ of P with columns J ∪ {j1, j2} and rows I ∪ {i1, i2}. Assume that
n = |{i1, i2}∪ I| and m = |{j1, j2}∪ J |. We relabel the rows of P˜ with [n] and its columns
with [m].
The indices j1, j2 belong to the column Ci for some i, hence by the definition of G(I0)
there is at most one j ∈ J with j ∈ Ci. Denote by ju the unique element of {j1, j2} ∩ J .
Define I = {i1, i2} ∩ I. We have that |I| ≤ 2.
We now study all four possible cases for u ∈ {1, 2} and |I| ∈ {1, 2} depicted in Figure 2.
Case 3 (i) u = 1 and |I| = 1. We have i1 = j1, because pi1,j1 divides the initial term
of g2. Let a := i1 = j1 and b := i2 > a. Since every element j ∈ J belongs to a distinct
column Cr and the minor g1 is taken from a single column Ci, we must have that j1, j2
are adjacent columns in P˜ (recall the ordering of the set Y of column indices defined in
Section 1.4). Thus, j2 = a + 1. Note that in this case m = n. The following identity can
be deduced by expanding the determinants on the left hand side along the columns a+ 1
and a, respectively:
(1) pb,a[[n]\{b} | [n]\{a}] − pb,a+1[[n]\{b} | [n]\{a+ 1}]
=
∑
i<b
(−1)a+i−1[ib | a(a+ 1)][[n]\{i, b} | [n]\{a, a+ 1}]
+
∑
i>b
(−1)a+i−1[bi | a(a+ 1)][[n]\{b, i} | [n]\{a, a+ 1}]
We now check that rearranging the above equation gives a reduction of S(g1, g2) to zero.
First, the coefficients of g1 and g2 agree with those from the S-polynomial. Secondly, the
initial terms of all other terms appearing in the expression are smaller than the cancelled
leading terms in the S-polynomial.
Note that in (1), g2 = [[n]\{b} | [n]\{a + 1}] appears on the left hand side of the
equation with coefficient −pb,a+1 as expected. On the other hand, g1 = [ab | a(a + 1)]
appears on the right hand side of the equation with coefficient (−1)2a−1in≺(h) where
h = [[n]\{a, b} | [n]\{a, a+ 1}], as required.
Next, we check that all other terms appearing in (1) are smaller than g := pb,a+1in≺(g2).
It suffices to check this for the leading terms of the determinants given in (1). We see that
each leading term of products of determinants has exactly one variable from each row and
each column of P˜ . First we compare g to g′ := in≺(pb,a[[n]\{b} | [n]\{a}]). The first row
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(i)
a
b
a a
+
1
(ii)
a+ 1
b
a a
+
1
(iii)
a
b
a a
+
1
(iv)
a+ 1
b
a a
+
1
Figure 2. The matrix P˜ in Cases 3(i) – (iv). Vertical and horizontal
lines represent columns and rows of P˜ . The shaded rectangle represents
g1 = [x, b | a, a + 1], where x ∈ {a, a + 1} depends on the case. The
diagonal lines represent the leading term of g2. So g2 = [I, J ] is obtained
by removing vertical and horizontal lines which do not meet any of the
green lines. In the first two cases P˜ is a square matrix and g2 is obtained
by removing a row and column. In the last two cases P˜ has one more
column than it has rows and g2 is obtained by removing a single column.
for which g′ and g have a different variable is row a. For g′ the variable is pa,a+1 whereas
for g it is pa,a. Since pa,a+1 ≺ pa,a, we have that g′ ≺ g.
Now fix i < b with i 6= a and let g′ = in≺([ib | a(a + 1)][[n]\{i, b} | [n]\{a, a + 1}]). If
i < a then the first row for which the variables appearing in g and g′ are different is row
i. For g′ the variable is pi,a whereas for g the variable is pi,i. Since i < a by assumption
we have that g′ ≺ g. If i > a then the first row for which the variables appearing in g and
g′ are different is row a. For g′ the variable is pa,a+2 whereas for g the variable is pa,a. So
g′ ≺ g.
Now fix i > b and let g′ = in≺([bi | a(a + 1)][[n]\{i, b} | [n]\{a, a + 1}]). The first row
for which the variables appearing in g and g′ are different is row a. For g′ the variable is
pa,a+2 whereas for g the variable is pa,a. So g
′ ≺ g, as desired.
Case 3 (ii) u = 2 and |I| = 1. We have i2 = j2 which holds because pi2,j2 divides the
initial term of g2. Let a + 1 := i2 = j2 and b := i1 < a + 1. By the relabelling to P˜ we
have that j1 = a. Note that in this case m = n.
We now check that rearranging Equation (1) from Case 3(i) gives a reduction of S(g1, g2)
to zero. Note that the value of b is different in the current case to Case 3(i) however the
same relation holds by the same proof. First, the coefficients of g1 and g2 agree with
those from the S-polynomial. Second, the initial terms of all other terms appearing in the
expression are smaller than the cancelled leading terms in the S-polynomial.
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Note that in (1), g2 = [[n]\{b} | [n]\{a}] appears on the left hand side of the equation
with coefficient pb,a as expected. On the other hand, g1 = [b(a+ 1) | a(a+ 1)] appears on
the right hand side of the equation with coefficient (−1)2ain≺(h) where h = [[n]\{b, a+1} |
[n]\{a, a + 1}], as required.
Next we check that all other terms appearing in (1) are smaller than g := pb,ain≺(g2).
It suffices to check this for the leading terms of the determinants given in (1). We see that
each leading term of products of determinants has exactly one variable from each row and
column of P˜ . First we compare g to g′ := in≺(pb,a+1[[n]\{b} | [n]\{a + 1}]). The first row
for which g′ and g have a different variable is row b. For g′ the variable is pb,a+1 whereas
for g it is pb,a. Since pb,a+1 ≺ pb,a, we have that g′ ≺ g.
Now fix i < b and let g′ = in≺([ib | a(a + 1)][[n]\{i, b} | [n]\{a(a + 1)}]). The first row
for which the variables appearing in g and g′ are different is row i. For g′ the variable is
pi,a whereas for g the variable is pi,i. Since a ≥ b > i therefore g′ ≺ g.
Now fix i > b with i 6= a+ 1 and let g′ = in≺([ib | a(a+ 1)][[n]\{b, i} | [n]\{a, a + 1}]).
If i < a + 1 then the first row for which the variables appearing in g and g′ are different
is row i. For g′ the variable is pi,a+1 whereas for g the variable is pi,i. Since i < a+ 1 we
have that g′ ≺ g. If i > a+1 then the first row for which the variables appearing in g and
g′ are different is row a + 1. For g′ the variable is pa+1,a+2 whereas for g the variable is
pa+1,a+1. So g
′ ≺ g.
Case 3 (iii) u = 1 and |I| = 2. We have i1 = j1 which holds because pi1,j1 divides
the initial term of g2. Let a := i1 = j1 and b := i2 > a. By the relabelling to P˜ we
have that j2 = a + 1. Note that in this case m = n + 1. The following identity can be
deduced by expanding the determinants on the left hand side along the columns a+1 and
a, respectively:
(2) pb,a[[n] | [m]\{a}] − pb,a+1[[n] | [m]\{a + 1}]
=
∑
i<b
(−1)a+i−1[ib | a(a+ 1)][[n]\{i} | [m]\{a, a + 1}]
+
∑
i>b
(−1)a+i[bi | a(a+ 1)][[n]\{i} | [m]\{a, a + 1}]
We now check that rearranging the above equation gives a reduction of S(g1, g2) to zero.
First, the coefficients of g1 and g2 agree with those from the S-polynomial. Secondly, the
initial terms of all other terms appearing in the expression are smaller than the cancelled
leading terms in the S-polynomial.
Note that in (2), g2 = [[n] | [m]\{a}] appears on the left hand side of the equation with
coefficient pb,a as expected. On the other hand, g1 = [ba | a(a + 1)] appears on the right
hand side of the equation with coefficient (−1)2ain≺(h) where h = [[n]\{a} | [m]\{a, a+1}],
as required.
Next we check that all other terms appearing in the (2) are smaller than g := pb,ain≺(g2).
It suffices to check this for the leading terms of the determinants given in (2). We see that
each leading term of products of determinants has two variables from row b and exactly one
variable from every other row and column of P˜ . First we compare g to g′ := in≺(pb,a+1[[n] |
[m]\{a + 1}]). The first row for which g′ and g have a different variable is row b. For g′
the variables are pb,b, pb,a+1 whereas for g it is pb,b, pb,a. Since pb,a+1 ≺ pb,a, we have that
g′ ≺ g.
Now fix i < b with i 6= a and let g′ = in≺([ib | a(a + 1)][[n]\{i} | [m]\{a, a + 1}]). If
i < a then the first row for which the variables appearing in g and g′ are different is row
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i. For g′ the variable is pi,a whereas for g the variable is pi,i. Since i < a by assumption
we have that g′ ≺ g. If i > a then the first row for which the variables appearing in g and
g′ are different is row a. For g′ the variable is pa,a+2 whereas for g the variable is pa,a. So
g′ ≺ g.
Now fix i > b and let g′ = in≺([bi | a(a + 1)][[n]\{i} | [m]\{a, a + 1}]). The first row
for which the variables appearing in g and g′ are different is row a. For g′ the variable is
pa,a+2 whereas for g the variable is pa,a. So g
′ ≺ g.
Case 3 (iv) u = 2 and |I| = 2. We have i2 = j1 which holds because pi2,j2 divides the
initial term of g2 which is obtained by taking the determinant of P˜ after removing column
j1. Let a := i2 = j1 and b := i1 < a. By the relabelling to P˜ we have that j2 = a + 1.
Note that in this case m = n+ 1.
We now check that rearranging Equation (2) in Case 3(iii) gives a reduction of S(g1, g2)
to zero. Note that the value of b is different in the current case to Case 3(iii) however
the same relation holds by the same proof. First, the coefficients of g1 and g2 agree with
those from the S-polynomial. Second, the initial terms of all other terms appearing in the
expression are smaller than the cancelled leading term in the S-polynomial.
Note that in (2), g2 = [[n] | [m]\{a + 1}] appears on the left hand side of the equation
with coefficient −pb,a+1 as expected. On the other hand, g1 = [ba | a(a + 1)] appears on
the right hand side of the equation with coefficient (−1)2a−1in≺(h) where h = [[n]\{a} |
[m]\{a, a + 1}], as required.
Next we check that all other terms appearing in (2) are smaller than g := pb,a+1in≺(g2).
It suffices to check this for the leading terms of the determinants given in (2). We see that
each leading term of products of determinants has two variables from row b and exactly one
variable from every other row and column of P˜ . First we compare g to g′ := in≺(pb,a[[n] |
[m]\{a}]). The first row for which g′ and g have a different variable is row a. For g′ the
variable is pa,a+1 whereas for g it is pa,a. Since pa,a+1 ≺ pa,a, we have that g′ ≺ g.
Now fix i < b and let g′ = in≺([ib | a(a+ 1)][[n]\{i} | [m]\{a, a+ 1}]). The first row for
which the variables appearing in g and g′ are different is row i. For g′ the variable is pi,a
whereas for g the variable is pi,i. Since i < b < a we have that g
′ ≺ g.
Now fix i > b with i 6= a and let g′ = in≺([bi | a(a + 1)][[n]\{i} | [m]\{a, a + 1}]). If
i < a then the first row for which the variables appearing in g and g′ are different is row
i. For g′ the variable is pi,a+1 whereas for g the variable is pi,i. So we have that g
′ ≺ g. If
i > a then the first row for which the variables appearing in g and g′ are different is row a.
For g′ the variable is pa,a+2 whereas for g the variable is pa,a+1. So g
′ ≺ g which completes
the proof. 
Proposition 3.1. Let d = ℓ = t and s = 2. Then,√
J∆ = I0 ∩
⋂
S∈L
IS , with L as in Theorem 2.4.
Proof. Let J =
⋂
S∈L IS . First note that by Theorem 2.3 the ideals IS and I0 have a
squarefree Gröbner basis, therefore each ideal is radical. Also for each S ∈ L we have
J∆ ⊆ IS , hence
√
J∆ ⊆ J ∩ I0. For the opposite inclusion, it is sufficient to show that
V (J∆) ⊆ V (J) ∪ V (I0). So take a ∈ V (J∆) \ V (J), and write
a =


a1,1 a1,2 · · · a1,kℓ
a2,1 a2,2 · · · a2,kℓ
...
...
...
aℓ,1 aℓ,2 · · · aℓ,kℓ

 .
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It is enough to show that a ∈ V (I0). Since a /∈
⋃
S∈L V (IS), the submatrix aS is non-zero
for every S ∈ L. Now, we show that |aB | = 0 for any B ⊂ [kℓ] with |B| = ℓ.
Assume first that there exist i, i′ such that ij, i′j ∈ B. Note that all 2-minors in the
submarix a{ij,i′j} are 0 since ij, i
′j belong to the same column of Y, namely Cj . Now we
may expand |aB| along all columns except ij, i′j. The result is an expression for |aB | in
terms of the 2-minors in the submatrix a{ij,i′j}, and so |aB | = 0.
Otherwise, if such i, i′ do not exist, then B = {a1, . . . , aℓ} with aj ∈ Cj. For each i we
let ri = |B ∩Ri|. Let rB = maxi{ri} = maxi{|B ∩Ri|}. Choose iB such that riB = rB .
We proceed by reverse induction on rB . For the induction start, suppose rB = ℓ. That
is B = RiB . By definition, the minor [1, . . . , ℓ|B] is a generator of J∆, hence |aB | = 0.
Now let us suppose that 0 < rB < ℓ. We write B = {a1, a2, . . . , aℓ : aj ∈ Cj}. Let us
assume by contradiction that |aB| 6= 0 i.e. rank(aB) = ℓ. Define T := RiB\B which is
non-empty because rB < ℓ. Let τ ∈ T . Then τ ∈ Cj for some j. Suppose that column a{τ}
is not a zero column. Let B′ = (B ∪ {τ})\{aj}. Then rB′ = rB + 1. Since all 2-minors in
a{τ,aj} are 0 it follows that a{τ},a{aj} are linearly dependent. Since they are both non-zero
we deduce that rank(aB) = rank(aB′). So by the inductive hypothesis rank(aB′) < ℓ, and
we have a contradiction. Therefore, a{τ} = 0 is a zero column for each τ ∈ T .
Fix some ij ∈ T . Since rB < ℓ there exists Rα 6= RiB for which Rα ∩B 6= ∅. Let,
T ′ := {αβ : β ∈ [ℓ], aβ ∈ RiB} 6= ∅.
Suppose there exists i′j′ ∈ T ′ such that a{i′j′} = 0. If for each i′′ ∈ [k]\{i, i′} there
exists j′′i′′ ∈ [ℓ] with a{i′′j′′
i′′
} = 0 then the submatrix of a with columns ij, i
′j′, i′′j′′i′′ is
the zero matrix contradicting our assumption a 6∈ ⋃S∈L V (IS). Hence for some i′′ ∈ [k],
each column of a indexed by i′′1, . . . , i′′ℓ is non-zero. Now for each j′′ ∈ [ℓ], the columns
a{i′′j′′} and a{aj′′} are linearly dependent and non-zero. So we deduce that rank(aB) =
rank(aRi′′ ) < ℓ, a contradiction. Therefore for each i
′j′ ∈ T ′ we must have a{i′j′} 6= 0.
Let B′ = (B∪T ′)\RiB . Then rB′ = rB+ rα > rB . For each i′j′ ∈ T ′ the columns a{i′j′}
and a{aj′} are linearly dependent and non-zero. So we deduce that rank(aB) = rank(aB′).
By the inductive hypothesis, rank(aB′) < ℓ, a contradiction. So rank(aB) < ℓ and we have
shown that |aB | = 0.
Therefore a ∈ V (I0), which completes the proof. 
Proof of Theorem 2.4. We show that the statement in Proposition 3.1 holds for d > ℓ.
As before, let a = (ai,j) ∈ V (J∆) and assume that a 6∈ V
(⋂
S∈L IS
)
=
⋃
S∈L V (IS). We
may assume that K is infinite. If not, then replace K by an infinite algebraic extension K ′
(e.g. its algebraic closure). The matrix a can also be interpreted as a matrix over K ′,
which does not change its minors.
The statement of the theorem is invariant under multiplication from the left by elements
of GLd(K), in the following sense: Let G ∈ GLd(K), and let T ⊆ Y. Then G induces a
bijection of
〈[S|T ] : S ⊆ [d], |S| = |T |〉
that is linear on the generators. By assumption, for any S ∈ L, there exists jS ∈ S
such that the jS-th column ajS of a does not vanish. Applying a suitable coordinate
transformation in GLd(K), we may assume that the entries a1,jS 6= 0 for all S ∈ L (this is
possible since K is infinite by assumption).
Let A ⊆ X with |A| = ℓ. If 1 ∈ A (or, more generally, if for any S ∈ L there exist i ∈ A,
j ∈ Y with ai,j 6= 0), then [A|T ](a) = 0 by Proposition 3.1 applied to the submatrix of a
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of those rows indexed by A. Otherwise, let A′ = A∪ {1}, and let a′ be the submatrix of a
obtained by restricting to the rows indexed by A′. We consider two cases:
First, assume that T contains t0 with a1,t0 6= 0 (for example, t0 := jA′ for some A′ ∈ L.
Let b be the matrix obtained from a[A|T ] by adding a copy of the t0th column to the end.
Then |b| = 0. Let T = {t1, . . . , tℓ}. Expanding |b| along the last column gives
a1,t0 |a| =
∑
a∈A
(±1)aa,t0 [A ∪ {1} \ {a}|T ](a).
Here, a1,t0 6= 0, and [A ∪ {1} \ {a}|T ](a) = 0 by Proposition 3.1.
Second, assume that a1,t = 0 for all t ∈ T . Let t0 ∈ Y be arbitrary with a1,t0 6= 0, and
let b be the matrix obtained from a[A|T ] by adding a copy of the t0th column to the end.
Let T = {t1, . . . , tℓ}. Expanding |b| along the first row gives |b| = a1,t[A|T ]. Expanding
|b| along the first column shows that |b| is a linear combination of minors of the form
[A′′|T ′′] with A′′ ⊂ A′, T ′′ = T ∪ {t0} \ {t1} and |A′′| = |T ′′| = t. These minors [A′′|T ′′]
vanish by the first case. Thus, [A|T ](a) = a−11,t |b| = 0. 
Proof of Corollary 2.5. We first show that for each pair of distinct subsets S, T in L∪{∅}
neither IS ⊂ IT nor IT ⊂ IS.
Suppose by contradiction that IS ⊂ IT for some S, T ∈ L. Then IT contains all the
variables in IS . These variables are exactly those indexed by S. However the only variables
contained in IT are those indexed by T . Since |S| = |T | we deduce S = T , a contradiction.
Next we take S ∈ L and show that IS 6⊂ I0 and I0 6⊂ IS . Note that I0 contains no
variables which is easily checked by applying Theorem 2.3. Since IS contains variables
indexed by S, we conclude that IS 6⊂ I0. For the other non-inclusion consider the set
A = R1 ∪ {d}\S
where R1 is the first row of Y, d ∈ Ci\S and Ci is the unique column for which R1∩Ci∩S 6=
∅. Note that Ci\S 6= ∅ by the definition of L. Clearly [A] ∈ I0 since I0 contains all maximal
minors of P . Next we prove that [A] 6∈ IS from which it follows that I0 6⊂ IS .
By Theorem 2.3, the set of 2-minors and variables that generate IS form a Gröbner basis
for IS with respect to ≺lex. Then [A] 6∈ IS follows from the fact that for each generator g
of IS , in≺(g) does not divide in≺([A]).
By Theorem 2.4, the number of prime components of J∆ is equal to the size of L∪ {∅},
which is ℓk − ℓ+ 1. 
Proof of Proposition 2.6. First let S ∈ L. The generating set of IS is a Gröbner basis
with respect to ≺lex. Note that in≺(g) is squarefree for each generator g ∈ G. So there
exists a simplicial complex Ψ such that the Stanley-Reisner ideal of Ψ is in≺(IS). We write
Ψ as a simplicial complex on X × Y and let F denote its facets (maximal faces). Note,
dim(R/IS) = dim(R/in≺(IS)) = dim(Ψ) + 1 = max
f∈F
{|f |}.
So it suffices to show that facets of Ψ of maximum size have cardinality ℓ(d+ k− 1)− k.
The proof is structured as follows. We will construct a face f of Ψ with size ℓ(d+k−1)−k.
We will then show that no face can be larger than ℓ(d+ k − 1)− k. It follows that f is a
maximum face and we are done.
We construct f as follows,
f = {(d, t) : t ∈ [ℓk]\S} ⊔ {(r, ci) : 1 ≤ r ≤ d− 1, 1 ≤ i ≤ ℓ},
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where ci = max{Ci\S}. Note that Ci\S is non-empty because S ∈ L. We have that
|{(d, t) : t ∈ [ℓk]\S}| = ℓk − k since |S| = k and |{(r, ci) : 1 ≤ r ≤ d − 1, 1 ≤ i ≤ ℓ}| =
ℓ(d− 1). These sets are disjoint, so |f | = ℓ(d+ k − 1)− k.
Now let f ′ be a face of Ψ. We show that |f ′| ≤ |f |. For each i ∈ [ℓ] consider the submatrix
Bi = [d] × (Ci\S) ⊆ X × Y. Note that f ′ ∩ ([d] × S) = ∅ because each (i, j) ∈ [d] × S is
a minimal non-face of Ψ. For each quadratic generator of IS whose variables are indexed
by elements of Bi, we obtain a minimal non-face of Ψ. By observing these non-faces it is
straightforward to show |f ′ ∩Bi| ≤ (d− 1) + |Ci\S|. Summing over the Bi’s gives,
|f ′| =
ℓ∑
i=1
|f ′ ∩Bi| ≤ ℓ(d− 1) +
ℓ∑
i=1
|Ci\S| = ℓ(d− 1) + |[kℓ]\S| = ℓ(k + d− 1)− k.
The proof of dim(I0) = ℓ(k + d− 2) + 2 follows similarly by considering the facet,
f = {(d, t) : t ∈ [ℓk]\S} ⊔ {(r, ci) : 2 ≤ r ≤ d− 1, 1 ≤ i ≤ ℓ} ⊔ {(1, ci) : i ∈ {ℓ− 1, ℓ}}.

Proof of Theorem 2.7. For each S ∈ L, the ideal IS is prime since it is generated by a
collection of variables and 2-minors which arise from distinct columns of P .
To show that I0 is prime we proceed by induction on ℓ. For ℓ = 2 the result holds
by Lemma 3.5. If ℓ > 2 then by Lemma 3.4 we have that I0 is prime for (k, ℓ, d, s, t) if
and only if I0 is prime for (k, ℓ − 1, d, s, t − 1). By induction hypothesis I0 is prime for
(k, ℓ− 1, d, s, t − 1) which completes the proof. 
Now, we mention the lemmas we used in the proof of Theorem 2.7. In the following
we write G = G(I0) and fix k, t = ℓ, s = 2, d > ℓ along with matrices Y and P . We also
denote Bj for the submatrix PCj for 1 ≤ j ≤ ℓ.
Lemma 3.2. For each 1 ≤ j ≤ ℓ−1 the variable pd,(j−1)k+1 is a non-zerodivisor modulo I0.
Proof. First we show that for each 1 ≤ j ≤ ℓ − 1 the variable pd,(j−1)k+1 does not divide
in≺(g) for any g ∈ G. First note that G only contains 2-minors and ℓ-minors. Each 2-
minor is obtained from a submatrix lying entirely within a single block Bi for some i. If
pd,(j−1)k+1 lies inside this block, that is i = j, then it is the bottom left entry and so does
not lie on the leading diagonal of any 2× 2 submatrix. Also any ℓ-minor g ∈ G is obtained
from a submatrix whose last column lies in Bℓ. So the only indeterminates appearing
as a factor of in≺(g) of the form pℓ,∗ lie in Bℓ. However pd,(j−1)k+1 ∈ Bj 6= Bℓ because
1 ≤ j ≤ ℓ− 1.
Now fix 1 ≤ j ≤ ℓ − 1 and suppose x := pd,(j−1)k+1 is a zerodivisor modulo I0. Then
there exists f ∈ R\I0 such that xf ∈ I0. Suppose without loss of generality that in≺(f)
is chosen to be as small as possible with respect to ≺. We have the monomial in≺(xf) =
x in≺(f) ∈ in≺(I0) = 〈in≺(g) : g ∈ G〉. Hence x in≺(f) | in≺(g) for some g ∈ G. Since
x ∤ in≺(g) we have in≺(f) = h in≺(g) for some monomial h. Let f¯ = f − hg, note that
in≺(f¯) ≺ in≺(f). But xf¯ = xf − xhg ∈ I0, contradicting minimality of f . Hence, x is a
non-zerodivisor. 
We first recall Lemma 3.10 from [MR18] which is a useful tool to localize a determinantal
ideal in non-zerodivisor variables.
Lemma 3.3 (Localization Lemma). Let P be an m× n-matrix of indeterminates and let
I ⊂ K[P ] be an ideal generated by a set G of minors. Furthermore, let i1, . . . , ik ∈ [m]
and j1, . . . , jk ∈ [n]. Assume that for each minor [a1, . . . , at|b1, . . . , bt] ∈ G the minors
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[α1, . . . , αt|b1, . . . , bt] also belong to G for all {α1, . . . , αt} ⊂ {i1, . . . , ik, a1, . . . , at}, where
α1 < · · · < αt. Then the localizations (R/I)[i1,...,ik|j1,...,jk] ∼= (R/J)[i1,...,ik|j1,...,jk] at the
minor [i1, . . . , ik|j1, . . . , jk] are isomorphic, where J is generated by
(a) the minors [a1, . . . , at|b1, . . . , bt] ∈ G with {b1, . . . , bt} ∩ {j1, . . . , jk} = ∅,
(b) the minors [α1, . . . , αt−r|b1, . . . , bˆk1 , . . . , bˆkr , . . . , bt] where
• [a1, . . . , at|b1, . . . , bt] ∈ G and
• {bk1 , . . . , bk−r} = {b1, . . . , bt} ∩ {j1, . . . , jk} and
• α1, . . . , αt−r ∈ {a1, . . . , at, i1, . . . , ik}.
Lemma 3.4. (R/I0)pd,1
∼= (R/J)pd,1, where
J = 〈pi,j : i ∈ [d], 1 < j ≤ k〉
+ 〈[A | B] : A ⊂ [d], B ⊂ Cj, |A| = |B| = 2, j ≥ 2〉
+
〈
[A | B] : A ⊂ [d], B˜ ⊂ [kℓ]\C1, |A| = |B| = ℓ− 1, |B˜ ∩Cj | ≤ 1
〉
.
In particular I0 is prime for (k, ℓ, d, s, t) if and only if I0 is prime for (k, ℓ− 1, d, s, t− 1).
Proof. Let G(I0) be the minimal generating set of I0 from Lemma 2.2. Since pd,1 is a
non-zerodivisor modulo I0 by Lemma 3.2 we apply the Localization Lemma to deduce,
(R/I0)pd,1
∼= (R/J)pd,1 ,
where J is generated by:
• [A | B] ∈ G where 1 6∈ B,
• [A \ {i} | B \ {1}], where [A | B] ∈ G, 1 ∈ B, i ∈ A.
Thus, the 2-minors [A | B] ∈ G with 1 ∈ B give rise to generators of J which are variables
pi,j with i ∈ [d] and 1 < j ≤ k.
If on the other hand [A | B] ∈ G is an ℓ-minor with 1 ∈ B then recall that |B ∩Cj| ≤ 1.
This minor gives rise to a generator of J of the form [A˜ | B˜] where A˜ ⊂ [d], B˜ ⊂ Ri\C1,
|B˜ ∩ Cj| ≤ 1 and |A| = |B| = ℓ− 1.
Finally if [A | B] ∈ G is an ℓ-minor with 1 6∈ B. We have that B ∩ C1 6= ∅ so let
c ∈ B ∩ C1. All variables pi,c for i ∈ [d] belong to J , so [A | B] is a redundant generator
of J . This proves that the ideal J is generated by the set of minors listed in the lemma.
Now let, Q1 = 〈pi,j : i ∈ [d], 1 < j ≤ k〉. and,
Q = 〈[A | B] : A ⊂ [d], B ⊂ Cj, j ≥ 2, |A| = |B| = 2〉
+
〈
[A | B] : A ⊂ [d], B˜ ⊂ [kℓ]\C1, |A| = |B˜| = ℓ− 1, |B˜ ∩ Cj| ≤ 1
〉
.
Clearly Q1 is prime and we see that Q is exactly I0 with parameters for (k, ℓ, d, s, t) given
by (k, ℓ − 1, d, s, t − 1). Since the variables appearing in the generators of Q1 and Q are
disjoint, we may apply Lemma 3.6 to deduce that I0 is prime if and only if Q is prime. 
Lemma 3.5. I0 is prime for k ≥ 2, ℓ = 2, d ≥ 2, s = 2, t = 2.
Proof. In this case, I0 is a (generalised) binomial edge ideal generated by all 2-minors of P .
Primeness follows from the results in [Rau13], but can easily be seen directly as follows: first
note that pk,1 is non-zerodivisor modulo I0 by Lemma 3.2. By the Localization Lemma,
(R/I0)pk,1
∼= (R/J)pk,1 where J is a monomial ideal generated by variables. In particular
J is prime and so I0 is prime. 
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Lemma 3.6. If ∆ = ∆1 ∪ ∆2, where (
⋃
F∈∆1
F ) ∩ (⋃F∈∆2 F ) = ∅, then J∆ is prime if
and only if both J∆1 and J∆2 are prime. In particular, if ∆ consists of pairwise disjoint
sets, then J∆ is prime.
Proof. The first statement follows from the fact that in this case J∆ = J∆1 + J∆2 , where
the generators of J∆1 and J∆2 are polynomials in disjoint sets of variables. The second
statement follows from the first and the following observation: for a single set F the ideal
J{F} is a determinantal ideal and prime. 
Example 3.7. Let us consider some specific cases.
(1) Let k = 2 and ℓ = 3. Then Y =
(
1 3 5
2 4 6
)
. Let s = 2 and t = d = 3. Then we
have the hypergraph
∆ = {12, 34, 56, 135, 246}, and P =

p11 p12 p13 p14 p15 p16p21 p22 p23 p24 p25 p26
p31 p32 p33 p34 p35 p36

 .
The corresponding hypergraph ideal is
J∆ = 〈[12|12], [13|12], [23|12], [12|34], [13|34], [23|34], [12|56], [13|56], [23|56], [135], [246]〉 .
The ideal J∆ has 7 prime components corresponding to the sets: 14, 16, 32, 36, 52
and 54 along with the ideal I0.
(2) Let k = 3 and ℓ = 3. Then we have,
Y =

1 4 72 5 8
3 6 9

 .
Let s = 2 and t = d = 3. Then we have the hypergraph
∆ = {12, 13, 23, 45, 46, 56, 78, 79, 89, 147, 258, 369},
and the matrix
P =

p11 p12 p13 p14 p15 p16 p17 p18 p19p21 p22 p23 p24 p25 p26 p27 p28 p29
p31 p32 p33 p34 p35 p36 p37 p38 p39

 .
The ideal J∆ has 25 prime components which fall into 3 distinct types:
Type Example Occurances Number of generators Codimension
1 I159 6 18 12
2 I126 18 21 12
3 I0 1 54 14
Remark 3.8. The ideals J∆ do not behave similar to determinantal facet ideals studied in
[EHHM13]. For example, the Betti numbers of J∆ and I0 are not equal to those of their
initial ideals which is in contrast to determinantal facet ideals, see [MR18, Corollary 5.6].
4. Further questions
The first generalization we studied is for s = 3. Here we mention two examples: the
first one is verified by Bertini [BHSW] and the second one by Singular [DGPS].
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Example 4.1. Let s = t = d = 3. Then we have,
Y =

1 4 72 5 8
3 6 9

 and P =

p11 p12 p13 p14 p15 p16 p17 p18 p19p21 p22 p23 p24 p25 p26 p27 p28 p29
p31 p32 p33 p34 p35 p36 p37 p38 p39

 .
The ideal of ∆3,3 is generated by nine 3-minors. Using Bertini we verified that J∆ is
primary. The Gröbner basis of J∆3,3 with respect to the lex order is squarefree which
implies that J∆3,3 is prime.
Example 4.2. Let k = 3, ℓ = 4, s = d = t = 3. The ideal of ∆3,3 has 16 generators of
degree 3. It is radical, and its prime decomposition has been computed in Singular using
various computational techniques, see [PS18]. An earlier experiment using Bertini failed,
as the computation did not terminate.
It is shown in [PS18] that the ideal of ∆3,3 has two prime components:
• The first component is generated by all 3-minors of the 3× 12 matrix P .
• The second component has 44 generators of which 16 are the original generators of
the ideal of ∆3,3. The remaining 28 generators are all homogeneous of degree 12.
In particular, the second component is not a determinantal ideal. Moreover, neither com-
ponent contains a variable, so both components are “important” in the sense of [Stu02].
This implies that our results do not generalize easily.
The second direction for generalizing our results is to take t < ℓ. Here, we mention the
largest example we could compute with Singular.
Example 4.3. Let k = 2 = s, ℓ = 4 and t = d = 3. Then we have,
Y =
(
1 3 5 7
2 4 6 8
)
and P =

p11 p12 p13 p14 p15 p16 p17 p18p21 p22 p23 p24 p25 p26 p27 p28
p31 p32 p33 p34 p35 p36 p37 p38

 .
The ideal J∆ is radical and has 4 isomorphism classes of associated prime ideals. We call
these isomorphism classes type 1 to 4. The number of prime ideals of each type is:
Type Example Occurances Number of Generators Codimension
1 I146 24 14 12
2 I1368 6 12 12
3 I∗14 12 24 12
4 I0 1 44 14
We note that the prime components are not necessarily of type IS . For example, take
I∗14 to be the hypergraph ideal associated to ∆
∗
14 = {1, 4, 56, 57, 58, 67, 68, 78}. We found
that the corresponding prime ideal is generated as follows,
I∗14 = 〈p11, p21, p31, p14, p24, p34,
[12|56], [13|56], [23|56], [12|57], [13|57], [23|57], [12|58], [13|58], [23|58],
[12|67], [13|67], [23|67], [12|68], [13|68], [23|68], [12|78], [13|78], [23|78]〉.
Recall that the ideal I14 is generated as follows,
I14 = 〈p11, p21, p31, p14, p24, p34,
[12|56], [13|56], [23|56], [12|78], [13|78], [23|78],
[235], [236], [237], [238], [257], [258], [267], [268], [357], [358], [367], [368]〉.
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Importantly we note that I14 6⊆ I∗14 and I14 6⊇ I∗14. We found that I0 ⊂ I14 which implies
that I14 is not a prime component of J∆.
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