Abstract. In this paper we consider some systems of partial differential equations with variable boundary data. Some sufficient conditions under which solutions of these systems continuously depend on boundary data are given. The proofs of the main result of this work are based on some variational methods.
Introduction
In the theory of boundary value problems the fundamental role play the question of the existence of solution and its dependence on parameters and boundary data. Mathematical model is said to be well-posed in the sense of Hadamard if the following properties hold: (a) the solution exists, (b) the solution is unique and (c) the solution continuously depends on the boundary data.
The problem of the existence and uniqueness of solutions for ordinary differential equation (ODE) with the Dirichlet type of boundary data was considered in many papers and monographs (cf. [6] and their references). In monograph [6] one can find a wide class of variational methods and existence theorems which deal both ODE and PDE with Dirichlet boundary data. In papers [2] , [3] , [5] , [9] (see also references therein) some sufficient conditions for the continuous dependence on boundary data and parameters for ODE axe given. All these works are based on direct methods and deal with the scalar equation only.
As far as we known the case of multidimensional systems with variable boundary data and parameters were not investigated till now by direct and topological methods.
Formulation of the problem and the principal lemma
By H 1 = ii rl (f2, Ht N ) we shall denote the Sobolev space of functions u = u(x) defined on a bounded domain O C R n , n > 2. Throughout the paper we shall assume that ii satisfies any condition which guarantees compact embedding HQ into L s with s G [1,2n/(n -2)) if n > 3 and s > 1 if n = 2, for example dil may be Lipschitzian i.e. Q G C 0,1 (cf. [4] ).
Consider a system (1.4) there exists c > 0 such that
where s G [1,2n/(n -2)) if n > 3 or s > 1 if n = 2 for x € fi a.e., and ueR"; (1.5) there exist a constant b > 0 and some functions /3 G
, then we obtain (1.6) J P fl ( V ) = F( V + 5 ) = S QlV^ + V^p + G^^ + ^x)))^,
Under above assumptions the functional (1.6) is well-defined and F g (-) is C 1 class with respect to v(-) G H^ for any g(-) G C 2 (I!) (cf. [10] ). Remark 1.1. Directly from assumptions (1.3), (1.4) and Theorem 13 (cf. [8] ) it follows that functional (1.6) is lower semicontinuous with respect to the weak topology of HQ.
Denote by V(Fg) the set of all minimizers of the functional Fg(-), i.e.
Let {Ft}, k = 0,1,2,... be a sequence of functional defined by (1.6) with 9 = 9k i-e.
(1.7)
For abbreviation, let us put V*. = V(Fk). DEFINITION 1.1. We say that a set V0 C HQ is the upper limit of the sequence of sets Vfe, k -1,2,..., if and only if any point z G VQ is a cluster point (with respect to the norm topology of HQ) of some sequence where G Vk for k = 1,2, The upper limit of Vk will be denoted by limsup Vfc = V 0 (cf. [1] ).
Let B E denote the ball in i.e. B E = {v(-) G H^ : ||v|| < e} for Q > 0.
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D. Bors
We shall prove the following 
Thus we obtain Let us fix, for a moment k (k = 0,1,2,...), and let {v/} C V* be a sequence. We have proved that V k is bounded in Hq (cf. (1.9)) and weakly closed. Passing, if necessary, to a subsequence, we may assume that vi tends to some vo G V k weakly in Hq. Since F^vi) = 0 for / = 0,1,2,..., we get . ° fi We shall show that the last component in the above equality tends to zero. Indeed, we have
Since Hq is compactly embedded into L s , where s G [1,2n/(n -2)) if n > 3 or s > 1 if n = 2, we get ||uj -vo||l» -> 0 if / -• oo. Thus from (1.10) and (1.11) we obtain that vi -• vo strongly in Hq. In this way we have proved that the set Vk is compact in the strong topology of Hq for any fc = 0,1,2,... Let {vfc} C Hq be a sequence such that v k G Vk for k = 1,2,... Since Vk C B e , k = 1,2,..., for some g > 0 (cf. (1.9)), we may assume, without loss of generality, that Vk tends to some v € B e weakly in HQ. Let us notice that Vk -» v strongly in HQ. Indeed, by direct calculations we get
It is easy to see that assumption (2°) of our lemma implies that /^(v*) -> 0. Taking into account (1-12) in a similar way as in the equality (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) and by the embedding theorem we can demonstrate that Vk -> v in the strong topology of Hq. We shall show that veV 0 = {veH^:
Denote
.. Since Fk(-) tends uniformly to Fq(-) on B e (by assumption (2°)), we obtain that m k -* rriQ.
Suppose that v does not belong to Vo-For any vq G Vo, we have 
If k -» oo, we get
Thus we have got a contradiction with (1.13). It means that v G VQ and limsupVfc C VQ. We have shown that any sequence {ufc}, VK € Vjt, for k = 1,2,..., is compact with respect to the norm topology of HQ. It implies that conditions (c) and (d) of lemma are equivalent. Thus the proof is completed.
•
Continuous dependence on boundary data
Further, we shall consider a situation when the sequence of boundary data <7fc(-) converges to some go(-) in C 1 (fi). Basing on the principal lemma, we shall prove some sufficient conditions for the continuous (or semicontinuous) dependence on boundary data of the solutions of variational and boundary value problems (1.2) and (1.1). We shall prove the following Proof. It is enough to show that the sequences Fk(-) and i^(-) tend uniformly to FQ(-) and i^(-), respectively, on any ball B r . Suppose to a contrary that Fk(-) does not tend uniformly to Fo(-) for some r > 0. Thus there exist an a > 0 and a sequence {v*} C B r , such that (2.1) |F fc (t; fc )-Fo( Vfc )l>a> fc = l,2,....
Since the space HQ is compactly embedded into L", we may assume that VK tends to some vo in the norm of L", where
n By assumptions (1.3), (1.4) and Krasnosielski's theorem on continuity of Nemytski s operator, the above integrals tend to zero as gk(-) tends to go( -) in C 1 (i2). So, we have got a contradiction with (2.1). This means that F K (-) tends to ib(-) uniformly on B r . Now, let us suppose that F' K (-) does not tend to FQ(-) uniformly on B r . This implies that there exist some sequences {vfc} C B r and {h k }, ||/ifc|| < 1, such that
It is easy to calculate that
n By a similar reasoning as above, we get a contradiction with inequality (2.2). Thus we have shown that F K (-) and F K (-) tends uniformly on B R to FQ(-) and io(-), respectively. Applying Lemma 1.1, we complete the proof. • Let us notice that a system In the second part of our paper we shall consider boundary value and variational problems related to the Mountain Pass Theorem.
-i|«(x)| 2 + (6(x),u(x)) +sin(a,«(x)) + e(x)^jdx, where e : Í) -• R is a given integrable function. It is easy to check that the function
G(x, u(x)) = -^|«(x)| 2 + (6(x), «(x)) + sin(o, u(x)) + e(x) satisfies assumptions (1.3)-(1.5), then we may apply Theorem 2.1 provided that ffk(-) tends to <7o( -) hi C 1 (íí). Moreover, the function g(v) = a|u(x)| 2 + G(x,v(x) + 5fe(s))is convex for some
Formulation of the problem
In this part we consider the same problem like in Part 1, which is given by the following system 
+ G(x, v(x) + g(x)) -G(x, g(x))j Ax
where v(-) G HqLet {Fk}, k = 0,1,2,... be a sequence of functional defined by (3.7) with g = g k , i.e. Before proving sufficient conditions for the continuous dependence on boundary data of the solution of variational problems let us recall some definitions.
Definitions and the principal lemma
Let us consider a functional F defined on real Banach space, in our case on Hq, which is of C In this part we shall use the following version of the Mountain Pass Theorem (cf. [7] , [10] Proof. Let us notice that lim Cj,(r) = co(r), where c s (r) are described in (4.1). Indeed, by assumption (2°), we have
for an arbitrary e > 0 and for k sufficiently large. Similarly, co(r) < e+Cfc(r). Thus (4.3) limcfc(r) = co(r).
Let {vfe} be an arbitrary sequence such that v k € VJt(r) for k = 1,2,... By assumption (2°) and (4.3), we have
We have shown that the sequence FO(v k ) is bounded and F£(v k ) -• 0. Assumption (1°) implies that {v*,} is compact. Let v be a cluster point of this sequence. Passing, if necessary, to a subsequence, we may assume that v k -• v. Suppose that v £ Vo(r), i.e. FO(v) ^ Co or Fq(v) ± 0. Let us notice that the inequality F^(V) ^ 0, is false. Indeed, by assumption (2°), we have
Let us put a = Fo(v) -Fo(vq), where vq e Vo(r). Of course, oi^O. We have Proof. Similarly as in the proof of Theorem 2.1 from Part 1 one can show that Ffc(-) and F' k (-) tend uniformly to FQ(-) and FQ(-), respectively, provided that g k (-) tends to <7o(0 in C^ii).
Using assumptions (3.4) and (3.5), we shall prove that, for any g k (-), the functional F k (•), k = 0,1,2,..., satisfies the (P.S.) condition.
Let {i>i} be a sequence such that {F k (vi)} is bounded and F^Vi) 0 as i 0. We have |F fc (vi)| < Ci and 11^(^)11 < C 2 for k, i e N and for some Ci, C2 > 0. By assumption (3.4), (3.5), we get
Thus we obtain 
