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PRESENTACION 
 
 
 
El trabajo que se pone a consideración pretende desarrollar aplicaciones estadísticas en el campo de 
las finanzas, de forma que cualquier estudiante pueda tener una idea general del procedimiento que 
se debe seguir para medir la posibilidad de que determinada situación  se presente cuando se 
encuentre en situaciones de incertidumbre. 
 
El trabajo esta diseñado procurando dar en todo momento una gran claridad en cada uno de los 
temas tratados, sin tanto rigor matemático y ofreciendo una mayor ilustración del proceso a seguir en  
los cálculos de probabilidad y sus aplicaciones en el área financiera, especialmente en la medición 
del riesgo. 
 
Se espera que el escrito sea una motivación para que el estudiante con las bases aquí ofrecidas se 
interese y logre profundizar  sobre estos temas, pretendiendo además generar una visión sobre la 
importancia que reviste la teoría de las probabilidades en el campo de las finanzas y de esta manera  
amplié la visión de las aplicaciones que ellas tiene y sirva como texto de consulta en distintas 
asignaturas de los programas de pregado como: Administración Financiera I, Administración 
Financiera II, Evaluación de proyectos, Estadística I , Estadística II, entre algunas otras. 
 
Para lograr la ilustración que se pretende en los temas tratados, se considera conveniente iniciar 
con una información teórica acerca del concepto de probabilidad, variables aleatorias discretas y 
variables aleatorias continuas más importantes, haciendo énfasis en su origen y el manejo de las 
tablas de probabilidad que los diferentes textos de estadística tiene incorporadas, esperando que 
con ello el lector logre una comprensión que le permita entender las distintas aplicaciones que 
cada una de ellas ofrece en el campo de las finanzas. Adicionalmente al calculo por medio de 
tablas, se indica en forma pormenorizada los pasos que se deben seguir para establecer 
probabilidades para estas variables utilizando las hojas electrónicas de cálculo, especialmente el 
Excell. Finalmente se efectúan las aplicaciones en el campo de la estadística inferencial, haciendo 
énfasis en intervalos de confianza y pruebas de hipótesis, los cuales serán ofrecidos con la 
fundamentación teórica que cada uno de ellos exige. 
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CAPITULO 1 
 
PROBABILIDADES 
 
 
1. CONCEPTOS Y DEFINICIONES BASICAS 
 
1.1. Experimento Determínistico 
 
Un experimento determinístico es aquel que al realizarlo bajo las mismas condiciones, se 
obtiene el mismo resultado. Como ejemplo se puede mencionar el área recorrida con 
determinada velocidad y tiempo, las leyes gravitacionales al caer un cuerpo en 
determinadas condiciones. 
 
1.2 Experimento no Determinístico 
 
Estos experimentos también reciben el nombre de experimentos aleatorios o estocásticos. 
Se caracterizan porque a pesar de realizarlos en las mismas condiciones es imposible 
determinar que resultado es el que se va a obtener. Como ejemplo de estos  experimentos 
se pueden mencionar los siguientes: Lanzar un dado y observar el numero que aparece; en 
la líneas de producción, la cantidad de unidades defectuosas en una unidad de tiempo 
determinada.  En la fabricación de artículos, la cantidad de unidades producidas hasta 
encontrar diez artículos defectuosos.  
 
Si se observa con detenimiento las ilustraciones anteriores y se analiza en detalle cualquier 
experimento no deterministico, puede observarse que presentan de común lo siguiente:   
 
Es posible repetir cada experimento en forma indefinida sin cambiar esencialmente las 
condiciones. 
 
Aunque en general no se puede indicar cual será un resultado particular, se puede describir 
el conjunto de todos los resultados posibles del experimento. 
 
A medida que el experimento se repite, los resultados individuales parecen ocurrir de 
manera caprichosa.  Sin embargo, como el experimento se repite un gran numero de veces, 
aparece un patrón definido o una regularidad.  Esta regularidad hace posible la 
construcción de un modelo matemático preciso con el cual se analiza el experimento. 
 
1.3  Espacio Muestral 
 
Se define el espacio muestral como el conjunto de todos los posibles resultados que se 
pueden obtener al realizar un experimento.  Se denota generalmente por S.  Como ejemplo 
se puede indicar los espacios muestrales asociados a los siguientes experimentos: 
 
a.  Lanzar un dado  S  ={ }6,5,4,3,2,1  
 
b.  Lanzar una moneda S  = }{ sc,  
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c.  Lanzar un dado dos veces  S  =   






;5.6;4.6;3.6;2.6;1.6
.......
.............;.........2.2;1.2
6.1;5.1;4.1;3.1;2.1;1.1
   
1.4 Eventos  
 
Un evento es un subconjunto del espacio muestral y se denotan por las letras mayúsculas 
del abecedario. Tomando como base el experimento indicado en A, se definen los 
siguientes eventos:  
 
A :  Obtener un numero par, es decir   A  =  }{ ,6,4,2  
 
B :  Obtener un numero impar             B   =  }{ 5,3,1  
 
C :  Obtener un numero menor de 4    C   =  }{ 3,2,1    
 
Como puede observarse estos eventos están definidos de dos maneras distintas, y 
corresponde a la manera que se tiene para enunciar los conjuntos, ya que por lógica 
matemática se sabe que los conjuntos se pueden indicar por comprensión o por extensión. 
La primera cuando se da una norma que permite identificar los elementos que hacen parte 
del conjunto, la segunda cuando se indica con claridad cada uno de los elementos que 
integran el conjunto.  
 
Para los casos indicados anteriormente A, B, C,  son subconjuntos de S, por lo que 
podemos decir entonces que cada uno de ellos es un evento.  Si bien es cierto al efectuar el 
experimento no se puede garantizar un resultado en particular, digamos A ( obtener un 
numero par).  Si se puede determinar un numero a través  del cual se logra medir la 
posibilidad de que A ocurra o suceda.  Esta situación lleva a dar la siguiente definición: 
 
1.5 DEFINICION DE PROBABILIDAD 
 
En su forma más sencilla se puede definir la probabilidad como un valor que mide la 
posibilidad de que un suceso ocurra o acontezca, se denota por P (A), y se lee probabilidad 
de A. 
 
1.6 DEFINICIÓN CLÁSICA DE PROBABILIDAD 
 
Sea A un evento perteneciente a un espacio muestral  S, la probabilidad de que A ocurra 
denotada por  P(A), viene dada por: 
 
  No de casos favorables a  A   n ( A ) 
P (A)  =    ------------------------------------------    =         -------------------- 
  No total de casos posibles   n ( S  ) 
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Nótese la importancia  que reviste determinar el total de casos  posibles y establecer el 
numero de casos favorables.  Para facilitar este proceso, se emplean las técnicas de conteo.  
Las cuales se entran a definir y explicar enseguida.                                                        
 
2.  TÉCNICAS  DE  CONTEO 
 
2.1 Definición  de  Factorial 
 
Al producto de los n  primeros enteros positivos se denominan n factorial, que se  denota 
por n!, y se lee n factorial.  Es decir: 
 
5! = 5 x 4 x 3 x 2 x 1  = 120  
4! = 4  x  3  x  2  x  1  =  24 
Entones se tiene 
5! = 5  x  4! 
5! = 5  x  4 x 3! 
 
Efectuando una generalización se tiene  n! = n x (n-1)! 
 
2.2 DEFINICIÓN  DE  COMBINACIÓN 
 
Una combinación, es el numero total de maneras distintas en que se pueden seleccionar  r  
elementos de un total n, cuando no interesa el orden en la selección.  Se denota por: 
   ;  C   ;  , que se calcula de la siguiente manera: 



r
n
rn, rn C
 
!)!(
!
rrn
n
r
n
−=



 si nr ≤≤0  
 
Para clarificar el proceso de calculo, observe los siguientes ejemplos que se encuentran 
desarrollados  
 
10
12312
12345
!3)!2(
12345
!3)!35(
!5
3
5 ===−=



xxxx
xxxxxxxx  
 
56
123!5
!5678
!3)!38(
!8
3
8 ==−=



xxx
xxx  
 
 
 
2.3 DEFINICION DE PERMUTACIÓN 
 
Una permutación es el numero total de maneras distintas en que se pueden seleccionar r 
elementos de un total n, cuando interesa el orden en la selección . Se denota por  y se 
calcula así : 
rn P
 4
 )!(
!
rn
nPrn −=  si  nr ≤≤0  
 
            
60
12
12345
)!35(
!5
35 ==−= x
xxxxP  
 
 
336
!5
!5678
)!38(
!8
38 ==−=
xxxP  
 
 
2.4 Principio de la Multiplicación 
 
Si un suceso A1  Puede ocurrir de n1  maneras, un suceso A2  de  n2  maneras , y así 
sucesivamente  hasta un suceso An que puede ocurrir de n   maneras. El numero total de 
maneras distintas en que puede ocurrir  A1  ,  A2   , . . . An   ,  viene dado por  n1   x  n2  x  
...x  nn  .  
 
 
Como ilustraciones se dan los siguientes ejemplos : 
 
Se tiene un portafolio en la cual se ofrecen acciones de 20 empresas diferentes, si se desea 
invertir la misma cantidad de dinero en tres empresas, de cuantas manera se puede hacer la 
selección de las entidades para efectuar la inversión.  
 
                  

 = 56 

3
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De cuántas maneras distintas si se invierte diferente cantidad de dinero en cada una de las 
empresas. 
33638 =P  
 
3. AXIOMAS DE PROBABILIDAD 
 
La teoría de la probabilidad tiene su desarrollo a partir de cuatro axiomas que se enuncian 
enseguida y que le ofrecen el soporte para todo el desarrollo teórico: 
 
Axioma No 1. La probabilidad del evento imposible es cero 
  
P ( ) 0=φ  Donde φ  representa el evento imposible 
 
Axioma No 2. La probabilidad del evento seguro es 1.0  
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P( S ) = 1.0 Donde S representa el evento seguro 
 
Axioma No 3. La probabilidad esta definida en el intervalo cerrado cero uno 
 
0.1)(0 ≤≤ AP   
 
Axioma No 4. 
 
)()()( BPAPBAP +=∪  solamente si φ=∩ BA  
  
Si se cumple  que φ=∩ BA  entonces se dice que A y B son eventos mutuamente 
excluyentes. 
 
4.  Teorema de la Adición 
 
Sean A y B dos sucesos pertenecientes a un mismo espacio muestral S. La probabilidad de 
que ocurra A, que ocurra B o ambos ocurran, es decir, al menos uno ocurra, viene dada 
por: 
 
)()()()( BAPBPAPBAP ∩−+=∪  
 
5. TEOREMA 
 
Sea A un evento asociado a un espacio muestral S, la probabilidad de que A no ocurra, 
llamado complemento de A y denotado por A’, viene dada por: 
 
P(A’) = 1 – P( A ) 
 
 
6. Ejemplo No 1 
 
Suponga que una empresa efectuara una inversión en acciones con probabilidad de 0.35, la 
probabilidad de que invierta en bonos es de 0.45 y de que realice la inversión tanto en 
acciones como en bonos es de 0.25. Cual es la probabilidad de que la empresa 
1. Invierta en bonos o en acciones 
2. Invierta solamente en acciones 
3. Invierta solamente en bonos 
4. No invierta ni en acciones ni en bonos. 
5. No invierta en los dos títulos 
 
Lo primero que se debe efectuar para evaluar las probabilidades es definir los eventos, para 
lo cual se hacen las siguientes consideraciones: 
 
A: Invertir en acciones 
B: Invertir en Bonos 
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Definidos los eventos y efectuando la notación según los valores de probabilidad asignados 
se tiene lo siguiente: 
 
P( A) = 0.35  P(B) = 0.45  P(C) = 0.25 
 
Al resolver cada una de las preguntas y efectuando la notación se tiene entonces lo 
siguiente:  
 
1.  )()()()( BAPBPAPBAP ∩−+=∪  
 
55.025.045.035.0)( =−+=∪ BAP   
 
Esta problema ha sido solucionado con la aplicación del teorema de la adición, pero no es 
la única forma de resolverlo, ya que también puede ser resuelto en forma grafica por medio 
de diagramas de Venn, para lo cual se efectúa la representación gráfica y en ella se coloca 
los valores de las probabilidades, así: 
 
 
 
        B 
 
      
                                                        A 
    
                                                     0.10              0.25              0.20         
 
 
 
 
 
Bajo la anterior situación, se coloca cada uno de los valores de probabilidad en el 
respectivo diagrama, teniendo en cuenta que hay una intersección para los dos conjuntos 
por lo que cada uno cuenta ya con un valor de 0.25. En otras palabras, si se observa el 
conjunto A, se encuentra en él dos valores, el correspondiente a 0.10, que es la 
probabilidad de que solamente ocurra A, y el de 0.25 que es la probabilidad de que ocurra 
A B, valores que al ser sumados generan la probabilidad de que A ocurra ( 0.10+0.25 = 
0.35). 
∩
 
Observando el diagrama P ( 55.020.025.010.0) =++=∪ BA  
Probabilidad que fue obtenida por un método gráfico, sin la aplicación del teorema del 
teorema de la adición que es un procedimiento alterno y muchas veces mas sencillo y útil. 
 
2. Interesa evaluar la probabilidad de que la persona invierta en acciones mas no en bonos. 
Al efectuar la notación queda: 
 
 P  = P ( Ocurra solamente A) = 0.10 ( 'BA∩ )
 
3. Interesa evaluar la probabilidad de que invierta solamente en bonos,  caso similar al 
anterior por lo que se tiene entonces lo siguiente: 
 7
 
=∩ )'( BAP P( Ocurra solamente B) = 0.20 
 
4.Se desea evaluar la probabilidad de no invertir en acciones como tampoco en bonos, es 
decir no se efectué inversiones en alguno de estos títulos. 
 
  = 0.45 55.01)(1)'( −=∪−=∪ BAPBAP
 
5.Se pide calcular ( ) 75.025.01)(1' =−=∩−=∩ BAPBAP  
 
6.1 Ejemplos No 2 
 
1. En una clase de estadística hay 30 estudiantes ,  24 hombres y 6 mujeres.  Se seleccionan  
4 personas para conformar un comité .  Cual es la posibilidad de que el comité  
 
a . Lo conformen solo mujeres 
b . haya dos mujeres 
 
a. Sea A seleccionar  solo  mujeres 
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B :  Existan dos mujeres en el comité  
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6.2 EJEMPLO No 3 
 
Con frecuencia las empresas pagan cierta cantidad de dinero para que sus deudas sean 
evaluadas por agencias externas. Las dos firmas líderes dedicadas a la calificación de 
bonos  son Moody’s y Standard & Poor’s. La clasificación de una deuda es un juicio 
emitido en relación con la capacidad de crédito del emisor, y que se basa básicamente en la 
probabilidad que tienen la empresa de dejar de cumplir con sus obligaciones y en la 
protección que da a sus acreedores en caso de incumplimiento. 
 
Asumiendo que Moody’s, efectúo una clasificación de diferentes papeles de inversión, los 
cuales se muestran en el siguiente cuadro: 
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Aaa: Es la más alta calificación . La capacidad para el pago de intereses y del capital es 
muy  fuerte 
 
Aa Tienen gran capacidad para pago de intereses y el reembolsos de capital. En form a 
conjunta con la evaluación más alta, este grupo comprende la clase de más alta calidad.   
A Tiene gran capacidad para pagar intereses y reembolsar el capital, aunque son un tanto 
más susceptibles a los efectos adversos de los cambios en las circunstancias y en las 
condiciones económicas, que las empresas con  deudas sujetas a calificación alta. 
 
Baa Son empresas que tienen capacidad adecuada para pagar intereses y reembolsar el 
capital. Aunque muestra parámetros de protección es muy probable la presencia de 
condiciones económicas adversas o de circunstancias  cambiantes debilite su capacidad 
para el pago de intereses  y el reembolso de capital. 
 
Ba; B, Caa; Ca. Son deudas consideradas, en promedio, como predominantemente 
especulativas respecto a la capacidad de la empresa para pagar intereses y reembolsar el 
capital de acuerdo con los términos  de las obligaciones contraídas. Ba indica el grado más 
bajo de especulación; Ca el grado más alto. Es probable que tales deudas tengan alguna 
calidad y algunas características de protección, pero estas se ven rebasadas por la fuerte 
incertidumbre o por mayor exposición al riesgo. En algunas de estas emisiones se llega a 
incurrir en incumplimiento, 
 
C. Se reserva para los bonos sobre ingresos que no generan interés 
 
D. Las deudas evaluadas como D, se encuentran en estado de incumplimiento, y los pagos 
de interes y/o el reembolso del capital se efectúa con retrazo 
 
    
Calificación TIPO DE INVERSION   
  Acciones Bonos TOTAL 
Alta Calidad       
Aaa 25              8                33  
Aa 15              5                20  
Mediana Calidad       
A 17              6                23  
Baa 14              5                19  
Baja Calidad       
Ba 13              4                17  
B 11              7                18  
Muy Baja Calidad       
Caa 21              7                28  
Ca 23              6                29  
C 18                              18  
D 7              2                  9  
TOTAL 164            50              214  
 
 
Si se selecciona una inversión al azar, evalúe las siguientes probabilidades: 
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1. Sea un bono 
2. Sea bono o papel con calificación de alta calidad 
3. Sea bono con calificación Aaa 
4. Sea Bono o de Alta calidad 
5. Sea acción de mediana o baja calidad 
6. Sea una inversión con calificación Caa o Ca 
 
Definiendo los eventos de la siguiente manera: 
 
A: Seleccionar un bono 
B: Seleccionar una inversión de alta calidad 
C: Seleccionar una inversión con calificación Aaa 
D: Seleccionar una inversión en acción 
E: Seleccionar una inversión de mediana calidad 
F: Seleccionar una inversión de baja calidad 
G: Seleccionar una inversión con calificación Caa 
H: Seleccionar una inversión con calificación Ca 
 
Una vez definidos los eventos se ofrece el desarrollo para cada una de las preguntas 
planteadas, recordando que las probabilidades son calculadas bajo el enfoque clásicos que 
dice: 
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6.3 EJEMPLO No 4 
 
 La junta directiva de una compañía tiene diez  miembros. Seis  están a favor de la compra 
de otra compañía y cuatro están en contra. Cuando se convocó una reunión  de la junta para 
considerar el asunto solo siete se presentaron. La decisión de compra de la compañía sólo 
requiere la simple mayoría de los que estén presentes. Cuál es la probabilidad de que se 
haga la compra. 
 
Para que se compre la nueva empresa se requiere que de las siete personas que se 
presentaron hayan por lo menos cuatro a favor de la compra de la nueva empresa. Por lo 
tanto interesa calcular entonces probabilidad de que existen al menos cuatro personas que 
apoyen el proyecto  de las siete que asistieron. 
 
 Claro es, que la forma de evaluar la probabilidad será bajo el enfoque clásico, aplicando 
las técnicas de conteo y específicamente los combinatorios para evaluar los casos 
favorables y los casos posibles, teniendo entonces: 
 
Son diez personas de las cuales siete asistieron por lo que hay 10 combinado 7 manera 
posibles de seleccionar siete de un total de diez. 
 
Son seis personas que están a  favor y cuatro en contra, para que haya mayoría se requiere 
que de las seis que estén a favor hayan asistido cuatro, o de las seis hayan asistido cinco o 
de las seis hayan asistido seis. Por lo que se tiene. 
 
A: Efectuar la compra de la compañía 
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6.4 EJEMPLO No 5 
 
Un caso reciente en los tribunales sobre las practicas de contratación de una empresa 
estatal indicaba que habían tres vacantes y para la cual se presentaron ocho aspirantes, de 
los cuales cinco eran mujeres. Suponiendo que todas las personas reunían exactamente las 
mismas y condiciones y presentaban las mismas capacidades, justificaría una demanda por 
discriminación sexual, si se sabe que los cargos fueron asignados a los tres hombres que se 
presentaron?. 
 
Realmente si todos los aspirantes tiene las mismas condiciones y capacidades, seria 
conveniente evaluar la probabilidad de  que las tres personas de los ocho aspirantes fueran 
hombres, y dependiendo de su valor interponer la demanda. Esta probabilidad se calcula 
por el enfoque clásico y mediante el empleo de las técnicas combinatorias evaluar los casos 
posibles y favorables. 
 
A. Seleccionar tres hombres 
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Con el valor de la probabilidad obtenida si amerita una demanda judicial, ya que 
posiblemente se haya practicado alguna discriminación  en la asignación de los cargos. 
 
6.5 EJEMPLO No 6 
 
Una agencia automotriz  recibe un embarque de 20 automóviles nuevos. Entre éstos dos 
tienen defectos. La agencia decide seleccionar aleatoriamente dos automóviles de entre los 
20 y aceptar el embarque si ninguno de los automóviles tiene defectos. Cuál es la 
probabilidad de aceptar el embarque? 
 
El embarque se acepta cuando al seleccionar dos autos ambos están buenos. El numero de 
maneras distintas como puede ser efectuado el experimento se determina al calcular 20 
combinado dos. Los casos favorables están determinados por el número total de maneras 
distintas en la que se pueden seleccionar dos de un total de 18 autos buenos, por lo tanto la 
probabilidad será 
 
A: Aceptar el embarque de autos 
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7.  Probabilidad  Condicional 
 
Sean  A y B dos eventos pertenecientes  a un mismo espacio muestral  S , se define la 
probabilidad condicional denotada por P ( A / B ), que se lee probabilidad de A dado B, 
como la probabilidad de que A ocurra sabiendo que B ya sucedió. 
 
Para efectuar el calculo de esta probabilidad, basta con evaluar la probabilidad conjunta 
 y dividirla sobre la probabilidad del evento condicionante es decir el evento ya 
ocurrido, por lo que se tiene: 
)( BAP ∩
 ( ) ( )
)(BP
BAP
B
AP ∩=  
En esta situación B recibe el nombre de evento condicionante, por ser este el ya ocurrido.  
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Son distintas las expresiones con las cuales se puede indicar que se esta haciendo 
referencia a una probabilidad condicional, sin embargo aquí se irán a enunciar las mas 
comunes, tomando como base dos eventos A y B que se definen de la siguiente manera: 
 
A:  Invertir en Bonos 
B:   Inversión de alta calidad 
 
Cuál es la probabilidad de invertir en bonos si es de alta calidad? 
Cuál es la probabilidad de invertir en bonos dado que son de alta calidad? 
Cuál es la probabilidad de invertir en bonos si es de alta calidad? 
Si es de alta calidad, cuál es la probabilidad de que s e invierta en bonos? 
Dado que es de alta calidad, cuál es la probabilidad de que se invierta en bonos? 
Sabiendo que es de alta calidad, cuál es la probabilidad e que se invierta en bonos? 
 
Todas las anteriores expresiones al efectuar la notación teniendo en cuenta  la forma como 
fueron definidos los eventos inicialmente quedan así:  
 ( )BAP   
 
Con el animo de ofrecer una mayor claridad se efectúan varias notaciones para los eventos 
que se definen enseguida y el interés se centra en expresar en palabras lo que se esta 
tratando de evaluar 
 
A: Inversión calificada de mediana calidad 
B: Inversión en acciones 
 ( )''BAP  = Probabilidad de que la inversión no sea de mediana calidad si no es acción 
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no es acción de mediana calidad 
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BAP  Probabilidad de que sea una inversión en acción o de mediana calidad si se  
 sabe que no es acción 
 
 
8.INDEPENDENCIA 
 
Sean A y B dos eventos pertenecientes a un mismo espacio muestral S, decimos que los 
eventos A y B son independientes cuando la probabilidad de ocurrencia de un segundo 
evento digamos  B, no se ve afectado por el resultado del primero llámese  A. 
 
Existen dos procedimientos para determinar si los eventos A y B son independientes, estos 
son: 
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)()()( BPAPBAP =∩  
 ( ) )(APBAP =  
Que quiere decir lo siguiente: La probabilidad conjunta es igual al producto de las 
probabilidades. 
 
Cuando A y B no son eventos independientes, la probabilidad conjunta se determina 
despejándola de la formula para evaluar la probabilidad condicional, o sea: 
 ( )
)(
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BP
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B
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 ( )BAPBPBAP )()( =∩  
 
9. EJEMPLO  No 7 
 
El riesgo de insolvencia es calificado a través de tres empresas muy conocidas 
internacionalmente y denominadas Standard & Poor’s; Moody’s y Fitch IBCA. Si una 
empresa va a emitir un bono, y la probabilidad de que cada un de las empresas 
cailificadoras de riesgo asignen una calificación de mediana calidad son 0.6; 0.45; 0.70.  
1. Cuál es la probabilidad de que el bono sea calificado como mediana calidad por las tres 
empresas:  
2. Cuál es la probabilidad de que solamente dos empresas lo califiquen de mediana calidad 
3. Cuál es la probabilidad de que ninguna empresa califique el bono de mediana calidad 
 
Nótese Que en este caso los eventos son independientes, por lo que la probabilidad de que 
el bono tenga una calificación mediana vendrá dada por el producto de sus respectivas 
probabilidades, es decir: 
 
A. Standard & Poo’s califica el bono como de mediana calidad 
B. Moody’s Califica el bono como de mediana calidad 
C. Fitch IBCA  califica el bono como de mediana calidad 
 
 
189.0)70.0)(45.0)(60.0()()()()( ===∩∩ CPBPAPCBAP  
 
2. ( ) ( ) ( )[ ]''' CBACBACBAP ∩∩∪∩∩∪∩∩  = 
 
 (0.40)(0.45)(0.70)+(0.60)(0.55)(0.70)+(0.60)(0.45)(0.30) = 0.438 
 
3. 066.0)30.0)(55.0)(40.0()'()'()'()'''( ===∩∩ CPBPAPCBAP  
 
9.1 EJEMPLO No  8 
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Un producto se fabrica en tres líneas de armado denominadas A, B y C. La probabilidad de 
desechar un  producto en el proceso dependerá de la etapa en que este se encuentre ubicado, 
ya que si esta en A  la probabilidad de ser defectuoso es de 0.02, si esta en B la probabilidad 
de que sea malo es de 0.01 en tanto que si esta en C su probabilidad es de 0.04. Cuál es la 
probabilidad de producir dos unidades buenas, si se sabe que para pasar el producto a la etapa 
inmediatamente siguiente debe estar en perfectas condiciones y se conoce además que el 
proceso productivo se inicia en la etapa A y se culmina en la C.   
 
En esta situación interesa la probabilidad de fabricar dos unidades, por lo que en primer lugar 
se calculará la probabilidad de producir una unidad buena. Establecido  este valor y sabiendo 
que en el proceso productivo la probabilidad de unidades buenas permanece constante por 
haber independencia, la probabilidad de obtener dos unidades buenas, será el cuadrado de la 
probabilidad para una unidad bien fabricada. 
 
Definiendo los eventos se tiene: 
 
A: Producir una unidad buena en el proceso A 
B: Producir una unidad buena en el proceso B 
C: Producir una unidad buena en el proceso C 
 
( ) ( )  ∩=∩∩ BACPABPAPCBAP ()(  ( ) ==∩∩ )96.0)(99.0)(98.0(CBAP  0.9314 
 
La probabilidad de que en el proceso productivo se obtenga una unidad buena será de 0.9314 
 
Sea B1 La primera unidad producida es buena 
Sea B2 La segunda unidad es buena 
 
Se desea calcular la probabilidad que tanto B1 como B2 sean unidades bien procesadas, por lo 
que se tiene: 
 
8675.0)9314.0()( 221 ==∩ BBP   
 
9.2 EJEMPLO No  9 
 
Una persona ha enviado su hoja de vida a dos empresas K y L. Cree que la probabilidad de 
que K, le llame a una entrevista es 0.8. Siendo 0.6  la probabilidad de que B le llame. Cuál 
es la probabilidad de que el aspirante  presente  entrevista en alguna de estas empresas. 
Que suposición hizo para desarrollar el ejercicio?.  
 
A: La empresa K llama a entrevista 
B: La empresa L llama a entrevista 
 
Como se desea calcular la probabilidad de que alguna entidad la llame, se desea evaluar la 
probabilidad de A unión B. 
 ( ) ( ) ( ) ( )BAPBPAPBAP ∩−+=∪   
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Pero la empresa K y L son entidades completamente apartes, que no tienen ningún tipo de 
relación de carácter comercial, por lo que se concluye entonces que A y B son eventos 
independientes, por lo que se tiene entonces: 
 ( ) ( ) ( ) ( ) 92.0)6.0)(8.0()6.0()8.0(() =−+=−+=∪ BPAPBPAPBAP   
 
9.3 EJEMPLO No  10 
 
Constructora El Hormigón S.A. esta efectuando sus estados financieros presupuestados y al 
llegar al área de producción requiere conocer el numero de operarios con que debe contar el 
próximo año y establecer la necesidad de contratar y capacitar personal. Esto se logra 
conociendo la cantidad de contratos  que espera va obtener  ya que en este momento se están 
negociando separadamente tres tipos de contratos con las Alcaldías de Bogotá, Cali y 
Medellín. La gerencia asegura  que las probabilidades de obtener el contrato con Bogotá es de 
0.70, con la Alcaldía de Cali es 0.55, mientras que con Medellín es de  0.68. En caso de salir 
favorecida la firma en al menos dos contratos deberá incrementar su fuerza laboral y capacitar 
al personal pero tiene indecisión acerca de esto, ya que los altos costos incurridos afectaran 
financieramente la empresa en caso de no salir favorecida. Que recomendación haría usted?.  
 
Para poder tomar una decisión sería conveniente conocer la probabilidad de que le asignen 
al menos dos contratos a la empresa. Para esto se debe tener presente que los contratos se 
están negociando separadamente y además hay independencia en la asignación; definiendo 
los eventos y efectuando los cálculos se tiene: 
 
B: Obtener el contrato con la Alcaldía de Bogotá 
C: Obtener el contrato con la Alcaldía de Cali 
M: Obtener el contrato con la Alcaldía de Medellín 
 ( ))()'()'()'( MCBMCBMCBMCBP ∩∩∪∩∩∪∩∩∪∩∩  = 
 ( ))()'()'())'( MCBPMCBPMCBPMCBP ∩∩+∩∩+∩∩+∩∩  = 
 
(0.70) (0.55) (0.32) + (0.70) (0.45) (0.68) + (0.30) (0.55) (0.68)+ (0.7) (0.55) (0.68) = 0.71114 
 
La probabilidad de que la empresa obtenga al menos dos contratos es de 0.7114, por lo que se 
le recomendaría capacitar al personal. ya que  existe una buena probabilidad de salir 
favorecida, y de no hacerlo, si sale favorecida, corren graves implicaciones económicas por 
incumplimiento. 
 
9.4 EJEMPLO No  11 
 
La producción diaria de una máquina que fabrica una pieza muy complicada da las 
siguientes probabilidades para el número de piezas producidas: 
 
               P(1) = 0.20                    P(2) = 0.35                   P(3) =    0.45 
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Además la probabilidad de producir una pieza defectuosa es de 0.02. Si se sabe que las 
piezas defectuosas aparecen en forma independiente. Cuál es la probabilidad de que en un 
día no resulten piezas defectuosas. 
 
Se definen los eventos siguientes: 
 
A:  Producir una pieza en un día   P( A ) =  0.20  
B: Producir dos piezas en el día   P ( B ) = 0.35 
C: Producir tres piezas en el día   P ( C ) = 0.45 
D: Obtener Una pieza buena        P( D ) =   0.98   = 0.98 
E: Obtener dos piezas buenas en el día  P( E ) =   (0.98) (0.98)  = 0.9604 
F: Producir tres piezas buenas en el día  P( F ) =   (0.98)(0.98)(0.98) = 0.9412 
G: No Hay piezas defectuosas en la producción del día 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) )9412.0)(45.0()9604.0)(35.0()98.0)(20.0( ++=++= CFPCPBEPBPADPAPGP
 
( ) 9556.0=GP  
 
9.5 EJEMPLO No  12 
 
Las probabilidades de que una persona invierta en  bonos del mercado de valores, en 
acciones, o ambos, son respectivamente: 0.58, 0.25, y 0.19. Calcúlese la probabilidad de 
que en tal gama de opciones: 
 
1. El que invierte en bonos también invierta en acciones. 
2. En que invierta en acciones, también invertirá en bonos.   
 
Se tienen lo siguientes eventos 
 
B: Invertir en Bonos 
A: Invertir en acciones 
 
Tomando las probabilidades dadas en el enunciado del ejercicio 
 
P(A)=0.25   P(B)=0.58    P(A )B∩ = 0.19 
 
En notación la primera pregunta sería 
 
 ( ) ( )( ) 3276.058.0 19.0 ==∩= BP BAPBAP   
  
Para la segunda pregunta se tiene: 
 ( ) ( )( ) 76.025.0 19.0 ==∩= AP BAPABP   
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10 TEOREMA DE BAYES 
 
Decimos que los  eventos  B1, B2, B3, ....BK representan una partición del espacio muestral S 
que satisfacen las siguientes dos condiciones: 
 
1. Bi φ=jB∩  
2. U  SBi
K
i
=
=1
3. P ( )   Para todo i 0>iB
 Definimos un Evento A de la siguiente manera: 
 
A =  ( A B∩ 1) ∪ ( A∩ B2) ( A B∪ ∩ 3) .........   ( A∪ ∩ BK) 
 
Al evaluar la probabilidad de A se tiene: 
  
P( A ) =  P ( A B∩ 1) + P ( A∩ B2)  + P ( A∩ B3) +.........  P ( A∩ BK) 
 
Pero cada término P ( A∩ B k) se puede expresar como  ( J
J
BPB
AP 

 )  y por lo tanto se 
tiene: 
 
( ) ( ) ( ) ( ) ( )K
K
BPB
APBPB
APBPB
APBPB
APAP 

++

+

+

= .....3
3
2
2
1
1
 
 
Expresión que recibe le nombre de probabilidad total 
 
Supongamos ahora que se sabe que el evento A ya ocurrió, pero no sabemos en que partición 
del espacio muestral S pudo haber sucedido, ya que pudo haberse generado en B1, B2, B3....Bk. 
Si nuestro interés se centra en medir la posibilidad de que el suceso haya ocurrido en una 
partición especial digamos   de  las BiB 1, B2, B3....Bk posibles. Lo que interesa en realidad es 
evaluar la siguiente probabilidad: 
 
 
( )
( )AP
BPB
AP
A
BP
i
ii



=

     Expresión que se conoce con el nombre de Teorema de Bayes 
 
Nótese  que el denominador del Teorema de Bayes  es la probabilidad total 
 
 
10.1 EJEMPLO No  13 
 
El ministerio de  hacienda cree que la probabilidad de que la inflación esté por debajo del 
5% este año es 0.20, que estará entre 5% y 8% con probabilidad 0.45, y que excederá el 
8% con probabilidad 0.35. El ministerio cree que con la inflación  baja la probabilidad de 
crear más de 200.000 empleos es de 0.6, bajando dicha probabilidad a 0.3 si la inflación 
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esta entre el 5% y 8% ( Inflación media), y siendo totalmente imposible si la inflación 
excede el 8% (Inflación alta). Cuál es la probabilidad de que se creen este año más de 
200.000 empleos 
 
En esta situación se definen los siguientes eventos: 
 
B1 : Inflación debajo del 5% 
B2: Inflación entre 5% y 8% 
B3: Inflación mayor al 8% 
A: Crear más de 200.000 empleos 
 
Nótese que solamente existen tres posibles escenarios para la inflación, que todos en su 
conjunto generan el espacio muestral y además la intersección entre ellos es vacía. Existe un 
evento A ( Crear más de 200.000 puestos)  que puede ocurrir en cada uno de los escenarios 
indicados e interesa la probabilidad de que A ocurra , bajo esta situación, lo que se tiene en 
realidad es lo siguiente: 
 
( ) ( ) ( ) ( ) ( )K
K
BPB
APBPB
APBPB
APBPB
APAP 

++

+

+

= .....3
3
2
2
1
1
 
Que al ser evaluada genera la siguiente situación 
 
Probabilidad de crear más de 200.000 puestos si la inflación es Baja 60.0
1
=


B
AP  
 
Probabilidad de crear más de 200.000 puestos si la inflación es Media 30.0
1
=


B
AP  
 
Probabilidad de crear más de 200.000 puestos si la inflación es alta  0.0
1
=


B
AP  
 
Recordando P ( B1 )  =  0.20  ;  P ( B2 )  =  0.45; P ( B3 )  =  0.35 
 
Entonces: 
 
P ( A ) = (0.60) (0.20) + (0.30) (0.45) + (0.00 ) ( 0.35 ) = 0.2550 
 
Ahora, supóngase que se sabe que se crearon  más de 200.000 puestos e interesa evaluar la 
probabilidad de de que la inflación haya sido menor del 5%. 
 
En esta situación ya se conoce el resultado de un evento, en razón a que se sabe que la 
inflación es menor del 5% e interesa un estado en particular de los tres que se estaban 
planteando en la economía, por lo que se desea evaluar una probabilidad que es en realidad   
una extensión de la probabilidad condicional, a la que se le da  el nombre de teorema de 
Bayes. 
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( )
( )AP
BPB
AP
A
BP
1
11



=

  = 4706.0
2550.0
)20.0)(60.0( =  
 
 
Una manera más sencilla para resolver este tipo de ejercicios, consiste en solucionarlos por 
medio de diagramas de árbol. Con este procedimiento, se coloca en cada uno de los estados 
las diferentes alternativas con sus respectivas probabilidades, teniendo cuidado de colocar 
en las segundas ramas las probabilidades condicionales y en la primera los estados de la 
naturaleza. Tomando como base el ejercicio que se enuncia enseguida, se ilustra la 
aplicación de la técnica propuesta para su desarrollo. 
 
10.2 EJEMPLO No 14 
 
En una fabrica las máquinas A, B, C, fabrican 25%, 35% 40% de la producción total.  De lo 
que producen 5%, 4%, 2%,  respectivamente son unidades defectuosos. Si se selecciona un 
producto  al azar, cuál es la probabilidad de: 
 
1.Sea bueno 
2. Si es bueno lo haya producido la máquina B 
3. Si lo produjo A sea defectuoso 
 
Definiendo los eventos de la manera que se indica a continuación y efectuando de una vez 
el diagrama se llega: 
  
A: Artículo producido por A 
B: Artículo producido por B 
C: Artículo Producido por C 
E: Artículo bueno 
M: Artículo malo 
   M 0,05  
A 0,25      
     E 0,95 Unidad Buena 
      
    M 0,04  
B 0,35      
     E 0,96  Unidad Buena 
      
    M 0,02  
C 0,4      
    E 0,98  Unidad Buena 
     
 
Si interesa averiguar la probabilidad de producir una unidad buena, fíjese que la unidad 
buena resulta cuando lo produce A, o lo produce B, o lo hace C. Por esta razón está 
colocada en la segunda rama el evento producir una unidad buena,  ya que hay una 
probabilidad condicional, en razón a que esta unidad dependerá de que máquina la 
 20
produzca . Por lo tanto al tratar de evaluar la probabilidad de fabricar una unidad buena, se 
tiene que mirar todas las posibilidades en que ellas pueden ser producidas, por lo que 
interesa entonces calcular una probabilidad total 
 
( ) ( ) ( ) ( ) ( ) ( ) ( )CPCEPBPBEPAPAEPEP ++=  
 
P( E ) = (0.95)(0.25) + (0.96)(0.35) + ( 0.98)(0.40) =  0.9655 
  
2. En esta situación hay una probabilidad condicional ya que se sabe que la unidad es 
buena, pero no se sabe quien fue la que la produjo. Al tratar de mirar alternativas se deben 
considerar las posibilidades de que la haya producido A, o B, o C, interesando que haya 
ocurrido con B. Por lo tanto, se tiene un Teorema de Bayes, en el que el numerados esta 
integrado por el caso de interés, que para la situación lo haya fabricado B, y el 
denominador lo conforman todos los casos posibles que pudieron acontecer ( probabilidad 
total)  
   M 0,05  
A 0,25      
     E 0,95 Caso Posible 
      
    M 0,04  
B 0,35      
     E 0,96  Caso Posible y de  interés
      
    M 0,02  
C 0,4      
    E 0,98 Caso Posible 
     ( ) ( )
( )EP
BPB
EP
E
BP =

  = 3480.0
9655.0
)35.0)(96.0( =  
 
El teorema de Bayes es una extensión de la probabilidad condicional, y en algunas casos no se 
tiene claridad acerca de cuando interesa calcular una condicional y cuando un Bayes. Una 
regla práctica que permite apreciar la diferencia  y que es muy útil para determinar con 
exactitud cuando se debe  utilizar  cada uno de ellos, esta en la siguiente situación:  
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   M  
A       
    E  
      
   M  
C       
   E  
     
 
 
    Probabilidad Condicional 
      
   
Teorema de Bayes 
 
  
Con la representación anterior lo que se quiere indicar es: Si se sabe que un evento ya 
sucedió, e interesa evaluar una probabilidad en la que para su calculo se deba tomar el grafico 
y moverse sobre él en sentido izquierda a derecha; interesa entonces calcular una probabilidad 
condicional. Ejemplo: Si la unidad la produjo la maquina A, cuál es la probabilidad de que sea 
buena.? 
 
Cuando se tiene una condicional, y para evaluar la probabilidad se debe mover sobre el 
grafico en sentido derecha izquierda, se debe emplear el teorema de Bayes: Ejemplo si la 
unidad  producida es mala, cuál es la probabilidad de que la haya producido A? 
 
 
10.3 EJEMPLO No 15 
 
Una empresa esta estudiando la posibilidad de lanzar un nuevo juguete para la temporada 
decembrina. En el pasado el 45% de los juguetes que fueron innovación en el mercado se 
consideraron de éxito rotundo, un 35% se catalogaron como éxito moderado y el 20% 
generaron  pérdidas. Antes de decidir sobre el lanzamiento, se contrata a una firma de 
mercado para que ella efectúe el estudio y determine si el producto que se piensa lanzar tendrá 
o no tendrá éxito. El mercado del juguete esta sujeto a muchas variaciones temporales y sobre 
todo a las innovaciones que lance la competencia, por lo que se estima que la probabilidad de 
que la firma de mercado acierte en su concepto es del 75%, es decir, el 75% de la veces que  
los juguetes tuvieron éxito rotundo o moderado, el estudio de mercado indicaba lo mismo y 
un 25% de las veces que fracasó, la firma había informado de éxito  
 
Que probabilidad hay para que la empresa de mercado informe de un producto exitoso? 
Si la firma informo de producto exitoso, cual es la probabilidad de que realmente lo sea? 
 
Los eventos son definidos de la manera siguiente: 
 
ER: Juguete con éxito Rotundo 
EM: Producto con éxito moderado 
F      Producto que es un fracaso 
TE. Estudio mercado informa  que el juguete tendrá éxito 
NTE: Estudio de mercado informa que el producto no tendrá éxito 
 
 
   TE0,75  
ER 0,45     
    NTE0,25 
    
   TE0,75 
EM0,35     
    NTE0,25 
    
   TE0,25 
F0,20     
   NTE0,75 
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Para responder la primera pregunta, y observando el  grafico, se encuentra que en tres 
situaciones la firma informó de éxito, ellas son: Cuando hubo éxito rotundo, en el caso de 
éxito moderado y en la situación de fracaso. Para evaluar la probabilidad que interesa se debe 
considerar todas estas alternativas, por lo que se debe emplear entonces una probabilidad 
total. 
  
( ) ( ) ( ) ( ) ( ) ( ) )(FPFTEPEMPEMTEPERPERTEPTEP ++=  
 
P(TE ) = (0.75)(0.45) + (0.75)(0.35) + ( 0.25)(0.20) =  0.65 
 
 
En la pregunta No 2, se sabe que la firma manifestó que el producto tendrá éxito, interesa 
saber acerca de la probabilidad de que realmente tenga éxito. Al observar el diagrama se 
observa que según este enunciado hay un  desplazamiento en las ramas del árbol de derecha a 
izquierda, por lo tanto se tiene el teorema de  Bayes, que al ser aplicado se obtiene lo 
siguiente: 
 
     ( ) ( ) ( ) ( )
( )TEP
EMPEM
TEPERPER
TEP
TE
EMERP
+=

 ∪ )(  
 
= 9231.0
65.0
)35.0)(75.0()45.0)(75.0( =+  
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UNIDAD 2 
VARIABLES ALEATORIAS 
 
En la unidad No 1, al hacer referencia a las empresas calificadoras de papeles de inversión 
indicadas en el ejemplo No 7, interesaba conocer la probabilidad de que dos entidades 
calificaran el bono de mediana calidad. Como era necesario definir los eventos para el cual 
se calculaba la probabilidad , se efectúo la siguiente notación:  
 
 ( ) ( ) ([ ]''' CBACBACBAP )∩∩∪∩∩∪∩∩   
 
Si interesa la probabilidad de que al menos dos entidades califiquen el bono como de 
mediana calidad, la notación sería: 
 
 ( ) ( ) ( )[ ])(''' CBACBACBACBAP ∩∩∪∩∩∪∩∩∪∩∩   
 
En estos casos es sencillo realizar las indicaciones, pero que sucedería si no se tiene tres 
empresas calificadoras de bonos sino treinta  y nos interesa evaluar la probabilidad de que 
al menos cuatro de ellas califiquen la inversión de mediana calidad. Aquí seria 
interminable indicar toda la gama de posibilidades como se había hecho al inicio y sin  
efectuar la notación y sin haber definido los eventos, como se podría calcular una 
probabilidad, ya que se sabe por la unidad 1, que para calcular probabilidades se requiere 
de la existencia de los eventos,  para que haya eventos debe existir un espacio muestral, y 
para que este ultimo exista debe haber un experimento no deterministico. 
 
Esta dificultad que se tiene para indicar los eventos a los cuales se les asocia el valor de 
una probabilidad, lleva a buscar mecanismos más ágiles y sencillos, que al ser aplicados 
faciliten la definición y notación de los eventos y hagan más fácil el cálculo de las 
probabilidades y nos lleva a hablar del concepto de variable aleatoria, que se entra a definir 
enseguida.    
 
2.1 DEFNICION  DE VARIABLE ALEATORIA 
 
Una variable aleatoria es una función que asigna un valor real a cada uno de los resultados 
de un experimento en su espacio muestral Se denota generalmente por las ultimas letras 
mayúsculas del abecedario,  X; Y; Z; W. 
 
Supongamos un experimento que consiste en lanzar una moneda dos veces, el espacio 
muestral asociado esta dado por: 
 { }SSSCCSCCS ,,,=  
Cuando a cada uno de los resultados de este experimento, le asociamos un número real se 
ha definido una variable aleatoria, es decir cuando hacemos los siguiente: 
 
S = { CC, CS, SC, SS } 
 
 
              2       1       1       0 
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En el gráfico anterior se le hizo corresponder un número real a cada uno d e los resultados 
del experimento en su espacio muestral. Lo que en realidad pasó fue que se definió una 
variable aleatoria, que  para el espacio muestral indicado y los valores asignados sería: 
 
X: No de caras obtenidas al lanzar una  moneda dos veces   
 
En la situación de las tres agencias calificadoras mencionadas al iniciar esta unidad y con 
referencia a la medición del riesgo del bono que se emite. Una variable aleatoria sería: 
 
X : No de agencias que califican al bono como riesgo moderado. En esta situación el 
recorrido de la variable que se acaba de definir esta dado por 0, 1 2 y 3, y para la 
probabilidad que interesa en lugar de colocar 
 
 ( ) ( ) ([ ]''' CBACBACBAP )∩∩∪∩∩∪∩∩   
 
Se coloca P ( X = 2); que representa la probabilidad de que dos agencias den una 
calificación moderada al bono. 
 
También para 
 ( ) ( ) ( )[ ])(''' CBACBACBACBAP ∩∩∪∩∩∪∩∩∪∩∩   
 
Se coloca  P( X = 3 ) Que representa la probabilidad de que al menos tres agencias den una 
calificación moderada al bono. 
 
Como puede verse, el proceso para definir variables aleatorias no presenta  mayor 
dificultad, solo basta contar con un experimento y a partir de él definir la variable aleatoria 
según las necesidades. 
 
2.2 TIPOS DEVARIABLES ALEATORIAS 
 
Dependiendo de los valores que puedan tomar , las variables aleatorias pueden ser de dos 
tipos a saber: discretas y continuas.  
 
2.2.1 VARIABLE ALEATORIA DISCRETA 
 
Sea X una variable aleatoria discreta. Si el número de valores posibles de X, esto es el 
recorrido de la variable aleatoria es finito o infinito numerable, llamamos a X una variable 
aleatoria discreta. En otras palabras, si se pueden asociar valores posibles de X como: x1 x2 
x3 x4.....x n; se tiene entonces un recorrido finito numerable (en esta situación la lista  
termina). Si los valores asociados son de la forma  x1 x2 x3 x4.....x n .........; se tiene un 
recorrido infinito numerable (la lista continua indefinidamente). 
 
2.2.2 FUNCION DE PROBABILIDAD PARA VARIABLE ALEATORIAS DISCRETAS 
 
Sea X una variable aleatoria discreta. Por tanto el recorrido de X, consta a lo más, de un 
número de valores x1 x2 x3 x4.....x n ........( Infinito numerable). Con cada resultado posible 
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xi, se asocia un valor numérico llamado la probabilidad de xi  y denotado por P ( X = x i ). 
Si los P ( X = x i ) satisfacen las siguientes situaciones: 
 
1. P ( X = x i )  0  para todo x ≥ i 
 
2. ∑  0.1)(
1
==
∞
=i
ixXP
 
La función P (X = x i ) recibe el nombre de función de probabilidad, conocida también con 
los nombre de función de cuantía o función de distribución de probabilidad. 
 
2.2.3 VARIABLES ALEATORIAS CONTINUAS 
 
Se dice que X es una variable aleatoria continua, si existe una función , llamada función 
de densidad de probabilidad de X, que satisface las siguientes condiciones: 
f
 
1.  para todo x 0)( ≥xf
2.  ∫∞
∞−
= 0.1)( dxxf
3. Para cualquier a, b tal que  ∞<<<∞− ba , se tiene  ∫=≤≤ b
a
dxxfbXaP )()(
 
2.3 EJEMPLO NO 1 
 
En la evaluación de proyectos, cuando se ha terminado el ciclo de vida del proyecto, todos 
los activos fijos tienen un valor residual por el cual se pueden realizar. Para determinar el 
valor de realización, se hace necesario medir el desgaste que sufrió el bien y calcular la 
vida probable que le queda al activo. Para solucionar estas inquietudes y determinar los 
valores que son requeridos, los modelos de probabilidad son una valiosa ayuda, ya que 
conociendo el comportamiento que sigue el bien se puede evaluar su probabilidad con la 
aplicación del modelo. 
 
Para ilustrar el proceso que se sigue, imaginemos que se tiene un maquinaria que fue 
adquirida el 1 de enero del año 2.001, y que el proyecto tiene un horizonte de 10 años, 
interesa determinar la vida probable del bien dentro de diez años y medir el desgaste 
sufrido, si las especificaciones técnicas ofrecidas por el fabricante establecen que en 
condiciones normales de funcionamiento y con un normal mantenimiento, la vida útil del 
activo es aproximadamente 15 años.  
 
Uno de los modelos de probabilidad que mayor aplicaciones  posee es el referente a la 
función exponencial y en especial cuando se trata de calcular vida probable, ya que estos 
bienes siguen aproximadamente este comportamiento. La forma matemática viene dada 
por : 
 
exf .)( α= x.α−    si x > 0  
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                                        t 
                                           Vida probable  
 
 
Para el grafico anterior un bien cualesquiera fue utilizado durante un tiempo t. El área a la 
derecha de la curva que esta señala por medio de la flecha, representa la vida probable, que 
puede ser establecida al calcular la siguiente integral: 
 
∫∞
t
e.α x.α−  dx   =  1  -  ∫t
0
e.α x.α−  dx 
 
Donde   ∫t
0
e.α x.α−  dx       mide el desgaste que sufrió el bien 
 
El valor de α , es determinado a partir de las especificaciones técnicas del fabricante. Que 
como se sabe para el activo del ejemplo es de 15 años, por lo tanto se tiene entonces lo 
siguiente: 
 
Vida útil = α
1   por lo que   
15
1
_
1 ==
útilVida
α  
 
Como se desea después de la vida del proyecto que es de 10 años, se calculará el desgaste 
al evaluar la siguiente probabilidad: 
 
   ∫10
0
x
e 10
1
10
1 −   dx   =   0.6321 
 
Bajo la anterior situación el bien sufre un desgaste de 0.6321, por lo que le queda un 
remanente de vida útil de ( 1-0.6321 ) = 0.3679. Esto es cierto en la medida que se emplee 
el bien en condiciones normales y se efectúe sobre él, el mantenimiento preventivo exigido 
por los fabricantes para su normal funcionamiento.    
 
En la unidad siguiente se amplían  los conceptos de variable aleatoria, y se ofrecen 
diferentes aplicaciones que son complementadas con el diseño de distintos modelos de 
probabilidad. Se efectúa a la  vez diversas aplicaciones en el campo financiero, con el 
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desarrollo de diversos ejercicios que son ampliamente detallados en su solución. 
 
El concepto que mayor importancia tiene en esta unidad y que es muy útil en las finanzas, 
es el concerniente a valor esperado, ya que es muy común en esta área, la expresión 
rentabilidad esperada. Para tratar de clarificar lo que este termino representa, se ofrece a 
continuación la definiciones de valor esperado y varianza, indicando además la utilidad 
que ellos tienen al momento de efectuar inversiones. 
 
2.4 VALOR ESPERADO 
 
Supóngase que se nos plantea una apuesta en las siguientes condiciones: Se lanza un dado, 
si sale 1,2,3,4,5 se gana 1.000, pero si cae en número  6 se pierde  $ 8.000. Las razones por 
las cuales se plantea el juego en las condiciones señaladas son las siguientes: 
  
Cada lanzamiento es independiente uno del otro 
 
Se tiene una alta probabilidad de ganar (5/ 6), probabilidad que permanece constante tirada 
tras tirada 
 
Se tiene una alta ganancia en caso de salir favorecido como compensación a la baja 
probabilidad que se tiene de ganar  
 
Ante esta situación resulta difícil tomar una decisión, y lo conveniente seria entonces 
preguntase: Qué pasaría si se decidiera aceptar la apuesta? Las condiciones del juego me 
favorecen o perjudican? Si yo aceptara la apuesta esperaría ganar o perder?  
 
Todas las anteriores inquietudes nos llevan a efectuar la siguiente definición: 
  
Sea X una variable aleatoria discreta, con función de probabilidad . Definimos el 
valor esperado o esperanza matemática, denotada como , de la siguiente manera: 
)( xXP =
)(XE
)(XE  = ∑XP  =
TodoX
xX )(
 
Por lo tanto para el ejemplo en cuestión se tiene una variable aleatoria que toma dos 
posibles valores:  1.000 o – 8.000 y las probabilidades asociadas para cada uno de ellos 
respectivamente son 5/6 y 1/6. Bajo la anterior situación se tiene: 
 
X 1.000 -8.000 
P( X = x) 0,8333 0,1667 
 
Como se puede observar, la variable  X que representa ganancia en el juego, es una 
variable aleatoria discreta y P ( X = x), cumple todas las condiciones vistas en el numeral 
2.2.2  para que se le llame función de probabilidad, por lo tanto es factible calcular la 
esperanza matemática. ( Debe recordarse que para poder calcular un valor esperado, se 
debe tener una variable aleatoria y debe existir una función de probabilidad) 
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)(XE  = ∑XP  ∞
=
=
1
)(
i
xX
 
 
X          1.000          -8.000 Total 
P( X = x) 0,8333 0,1667   
X P ( X = x ) 833,33 -1333,33 -500,00
 
 
Por lo tanto el valor esperado establece un valor de –500, lo que quiere decir: Se espera 
perder 500 por cada  lanzamiento del dado que se haga. En otras palabras las condiciones 
del juego están diseñadas para que la persona espere perder 500 pesos,  
 
 
2.4.1 EJEMPLO No 1 
 
El juego del chance consiste en apostar a los tres últimos números del premio mayor de la 
lotería que juegue el día de la apuesta, por cada peso apostado si se acierta la casa reconoce 
$ 400.  Determine la utilidad esperada para una persona que apuesta $ 1.000. 
 
En esta situación se tiene una variable aleatoria que puede tomar dos valores:  Ganar 
399.000 (cuatrocientas veces mil, menos 1000 que corresponde al valor de la apuesta) o 
perder 1.000. La variable aleatoria y su función de probabilidad se muestra en el siguiente 
cuadro:  
 
X         -1.000        399.000 Total 
P( X = x) 0,9990 0,0010   
X P ( X = x ) -999,00 399,00 -600,00
 
 Los tres últimos números de la lotería pueden caer de 1.000 manera distintas ( 10x10x10) 
y solo se acierta cuando cae en el numero apostado, por lo tanto la probabilidad de ganar 
será (1/1.000) y la de perder será ( 1- 1/1000). 
 
Al calcular el valor esperado se obtiene una cifra de –600, lo que indica que se espera 
perder 600 pesos en cada apuesta de $ 1.000 que se haga en el juego del chance. 
 
2.4.2 PROPIEDADES DEL VALOR ESPERADO 
 
El valor esperado presenta un conjunto de propiedades que son señaladas enseguida: 
 
 
1. El valor esperado de una constante es igual a al constante 
 
E ( A ) = A    Donde A es un valor constante 
 
2. El valor esperado de una constante por una variable es igual a la constante por el 
valor esperado de la variable .  
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E ( A X ) = A E ( X )  Donde A es una constante 
 
3. El valor esperado de una suma es suma de valores esperados 
 
E ( X + Y ) = E ( X )  + E ( Y ) Donde X, Y son variables 
 
4. El valor esperado de la diferencia es diferencia de valores esperados 
 
E ( X – Y ) = E ( X )  - E ( Y ) Donde X, Y son variables  
 
2.4.3 EJEMPLO No 2 
 
Fabritelas S. A.  quiere comprar una maquina de un cierto tipo para utilizarlas en su proceso 
de tejido. Anteriormente la compañía había comprado maquinas de este tipo a dos diferentes 
fabricantes. Basados en experiencias las vida útil de las maquinas se puede  calcular del modo 
siguiente:  
 
Maquina A  Maquina B 
Vida útil cientos horas  Vida útil cientos horas 
     
No Horas Probabilidad  No Horas Probabilidad 
         
3,00 0,30  3,00 0,25
4,00 0,45  4,00 0,45
5,00 0,25  5,00 0,30
Total 1,00  Total 1,00
 
Que marca debe preferirse si el costo es el mismo 
 
La maquina que se debe adquirir, será aquella que presente una mayor vida esperada, por lo 
que se determinara la esperanza para cada una de las máquinas 
 
Maquina A   Maquina B  
Vida útil cientos horas   Vida útil cientos horas  
       
No Horas Probabilidad    No Horas Probabilidad   
X P ( X = x) X P ( X = x)  X P ( X = x) X P ( X = x)
3,00 0,30 0,90  3,00 0,25 0,75 
4,00 0,45 1,80  4,00 0,45 1,80 
5,00 0,25 1,25  5,00 0,30 1,50 
Total 1,00 3,95  Total 1,00 4,05 
 
 
La vida útil esperada para la maquina A y B son respectivamente 395 y 405 horas, por lo 
tanto se debe adquirir la máquina A,, ya que esta cuenta con mayor esperanza de duración.  
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2.4.3 EJEMPLO No 2 
 
Un fabricante utiliza cierto tipo de componente en la elaboración de su producto el cual 
requiere seis unidades de este. Un componente defectuoso solo es detectado hasta que el 
producto es montado completamente. El costo de detección, reparación de un componente 
defectuoso es de $ 15. El fabricante  ha estado comprando estos componentes en lotes de 100 
a dos diferentes proveedores. El costo de compra por lote al proveedor A es de $ 100 en tanto 
que para el proveedor B es de $ 120. Basadas en experiencias anteriores . Las calidades  
comparadas de los lotes  comprados a los dos proveedores  son : 
PROVEEDOR A   PROVEEDOR B 
      
No defectos      No defectos   
por lote Probabilidad    por lote Probabilidad 
X P ( X = x) X P ( X = x)  X P ( X = x) 
1 0,30 0,30  1 0,60 
2 0,25 0,50  2 0,30 
3 0,20 0,60  3 0,10 
4 0,15 0,60  Total 1,00 
5 0,10 0,50    
Total 1,00 2,50    
 
A que proveedor deben comprarse los componentes para minimizar el costo de estos. 
Justifique. 
 
Lo primero que se debe realizar es calcular el numero esperado de unidades defectuosas por 
lote para cada proveedor 
 
PROVEEDOR A   PROVEEDOR B  
       
No defectos      No defectos     
por lote Probabilidad    por lote Probabilidad   
X P ( X = x) X P ( X = x)  X P ( X = x) X P ( X = x)
1 0,30 0,30  1 0,60 0,60 
2 0,25 0,50  2 0,30 0,60 
3 0,20 0,60  3 0,10 0,30 
4 0,15 0,60  Total 1,00 1,50 
5 0,10 0,50     
Total 1,00 2,50     
 
 
Al adquirir los lotes, se espera tener 2.5 unidades defectuosas por lote para el proveedor A y 
1.5 unidades malas por lote para el proveedor B 
 
El costo esperado esta dado por: 
 
E( Costo ) = E ( valor del lote +15 ( Unidades Defectuosas) 
 
Llamando Costo por C y X unidades defectuosas se tiene 
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Para Proveedor A 
 
E ( C ) = E ( 100 + 15 X )  
 = 100 + 15 E ( X ) Aplicando propiedades de valor esperado 
 = 100 + 15 (2.50 )  = 137.50 
 
Para Proveedor B 
 
E ( C ) = E ( 100 + 15 X )  
 = 120 + 15 E ( X ) Aplicando propiedades de valor esperado 
 = 120 + 15 (1.50 )  = 142.50 
 
Se debe comprar los lotes al proveedor A, ya que con él se tiene un menor costo esperado. 
 
2.4.4 EJEMPLO No 3 
 
Un inversionista dispone de  cierta cantidad de dinero para invertirla de inmediato. Tiene tres 
alternativas de cartera. En la siguiente tabla de rendimiento se presentan las utilidades 
estimadas de cada cartera, de acuerdo con la condición económica 
 
     
  Elección de Cartera   
Situación A B C Probabilidad 
          
Economía Declina               500            -2.000          -7.000              0,30  
No Hay Cambio            1.000             2.000          -1.000              0,50  
Economía se expande            2.000             5.000          15.000             0,20  
 
Determine la mejor elección de cartera para el inversionista, de acuerdo al criterio del valor 
esperado. 
 
Al calcular el valor esperado para cada alternativa de inversión se tiene 
 
  Elección de Cartera     
Situación X X P ( X = x ) Y Y P ( Y = y ) Z  Z P ( Z = z ) Probabilidad
                
Economía Declina        500             150    -2.000           -600    -7.000        -2.100              0,30 
No Hay Cambio     1.000             500     2.000         1.000    -1.000           -500              0,50 
Economía se expande     2.000             400     5.000         1.000   15.000         3.000              0,20 
 Valor Total       1.050,00        1.400,00         400,00    
 
Como puede observarse la mayor rentabilidad esperada se encuentra en la cartera B por lo 
tanto esta será la cartera en la que se debe invertir.  
 
Para las  variables aleatorias anteriores, se encontró que el valor esperado digamos para el 
titulo B era de $ 1400. Cuál es el significado de este valor? Sencillamente se esta diciendo 
que la rentabilidad esta cercana a los $ 1400, pero que tan representativo es este valor, es 
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decir $ 1400 si es una cifra indicativa del rendimiento esperado, que tan cercana es la 
rentabilidad a $ 1400. En realidad este valor esperado por si solo no dice mayor cosa y si 
genera más dudas e inquietudes que ofrecer una solución a una alternativa. 
 
Por lo anterior se hace necesario contar con algo que nos ayude a solucionar los anteriores 
interrogantes, es decir, se requiere de una medida estadística que mida la representatividad 
o no representatividad del valor esperado, por lo tanto se entra a estudiar enseguida el 
concepto de varianza. 
 
 
2.5 VARIANZA 
 
Sea X una variable aleatoria. Definimos la varianza de X, que se denota como  V(X) o  
como sigue: 
2
Xσ
 
V(X) = [ ]2)(XEXE −  
  
Al desarrollar el cuadrado de la anterior expresión y después de efectuar un conjunto de 
operaciones matemáticas se llega a lo siguiente: 
 
 
V(X) =  = E ( X [ 2)(XEXE − ] 2 ) –  [ ]2)(XE  
Donde 
 
∑ ==
TodoX
xXPXXE )()( 22  
[ ]2)(XE  =  2)( 

 =∑
TodoX
xXXP
 
2.5.1 PROPIEDADES DE LA VARIANZA  
 
1. La varianza es definida positiva 
 
V( X )  0 ≥
 
2. La varianza de una constante es igual a cero 
 
V ( A ) = 0  Donde A es un valor constante 
 
3. La varianza de una constante por una variable es igual al cuadrado de la constante por la 
varianza de la variable 
 
V( A X ) = A2 V ( X )   Donde A es una constante 
 
4. varianza de una constante más una variable es igual a la varianza de la variable 
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V ( A + X ) =  V ( X )   Donde A es un valor constante 
 
5. V ( X + Y ) = V ( X )  + V ( Y ) + 2 COV ( X, Y )  Donde X, Y son variables. 
 
COV ( X, Y ) Recibe el nombre de covarianza y se calcula de la siguiente manera: 
 
COV ( X,Y) = E ( X Y ) – E ( X ) E ( Y ) En otras palabras la covarianza  es la esperanza 
conjunta menos el producto de las esperanzas. 
 
Cuando se hizo referencia a la varianza, se mencionó que esta es una medida estadística 
que mide la representatividad del valor esperado, entre más grande sea la varianza menos 
representativa es la utilidad que se espera del titulo y más difícilmente se llega a obtener un 
resultado esperado si es que se hace referencia a rendimiento en papeles de inversión. Bajo 
esta situación, es muy fácil asociar la varianza como un valor que mide representatividad 
de un rendimiento esperado, por lo tanto es una medida que tiene una gran utilidad ya que 
sirve para medir el riesgo que se comete al efectuar una inversión.  
 
La varianza tiene el gran inconveniente de venir expresada en unidades cuadradas de la 
variable, hecho por el cual se le extrae la raíz cuadrada, obteniendo de esta manera la 
desviación estándar, denotada por σ  
 
2.5.2 EJEMPLO No 4 
 
La siguiente información hace referencia al rendimiento de dos tipos de Acciones 
denominadas A y B, cuyo valor dependerá del estado en que se encuentre la economía, y 
para el cual se plantean cuatro posibles alternativas con probabilidades de ocurrencia que 
se suministran  en el cuadro de enseguida.  
 
Estado de la Economía Probabilidad Acción A Acción B 
    Ocurrencia Porcentaje Porcentaje
         
Recesión   0,10 -3 2 
Estable   0,30 3 4 
Crecimiento Moderado 0,45 8 10 
Auge Repentino 0,15 9 18 
         
Total   1,00     
1. Determine la rentabilidad esperada para cada Titulo 
 
Estado de la Economía Probabilidad Acción A   Acción B   
   Ocurrencia Porcentaje  Porcentaje   
    P(X= x)   X P(X=x)   X P(X=x) 
Recesión  0,10 -3 -0,3 2 0,2 
Estable  0,30 3 0,9 4 1,2 
Crecimiento Moderado 0,45 8 3,6 10 4,5 
Auge Repentino 0,15 9 1,35 18 2,7 
            
Total   1,00   5,55   8,6 
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Se espera que la acción genere un rendimiento del 5.55% mientras que para la acción B el 
rendimiento esperado es de 8.6 % 
 
Bajo la anterior situación es mejor invertir en la acción B, ya que este genera un mayor 
rendimiento esperado. Esto es cierto si no se tiene en cuenta el riego, pero ahora se calcula 
el riesgo para cada una de las acciones.  
 
V(X) =  E ( X 2 ) –  [ ]2)(XE  =  44.55  - ( 30.8025) = 13.7475 
 
∑ ==
TodoX
xXPXXE )()( 22   = 44.55 
[ ]2)(XE  = = ( 5.55 )2)( 

 =∑
TodoX
xXXP 2 
 
)(XV=σ  = 7078.37475.13 =  
 
ACCION A 
   
 
   
Estado de la Economía Probabilidad Rendimiento     
   Ocurrencia Porcentaje     
    P(X= x)   )( xXXP =  )(2 xXPX =   
Recesión  0,10 -3 -0,3 0,9000 
Estable  0,30 3 0,9 2,7000 
Crecimiento Moderado 0,45 8 3,6 28,8000 
Auge Repentino 0,15 9 1,35 12,1500 
          
Total   1,00   5,55 44,5500 
 
 
Se espera que el rendimiento medio se aleje en 3.7078% de su esperanza matemática 
 
V(X) =  E ( X 2 ) –  [ ]2)(XE  =  98.80  - ( 73.96) = 24.84 
 
∑ ==
TodoX
xXPXXE )()( 22   = 98.80 
 
[ ]2)(XE  = = ( 8.60 )2)( 

 =∑
TodoX
xXXP 2 
 
 
)(XV=σ  = 984.484.24 =  
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ACCION B 
 
Estado de la Economía Probabilidad Rendimiento     
    Ocurrencia Porcentaje     
    P(X= x)   )( xXXP = )(2 xXPX =    
Recesión   0,10 2 0,20 0,40 
Estable   0,30 4 1,20 4,80 
Crecimiento Moderado 0,45 10 4,50 45,00 
Auge Repentino 0,15 18 2,70 48,60 
            
Total   1,00   8,60 98,80 
 
Se espera que el rendimiento se aleje en 4.984 % de su rentabilidad esperada  
Si se desea calcular el riesgo para los dos títulos: Se nota el Titulo A como X y el titulo B 
como Y, bajo esta situación interesa entonces determinar lo siguiente:  
 
V ( X + Y ) = V ( X )  + V ( Y ) + 2 COV ( X, Y )  = 13.7475 + 24.84 +2 (15.57) = 69.727 
 
3503.8727.69 ==σ  
 
COV ( X, Y) = E ( X Y ) – E ( X ) E ( Y )  = 63.3 – ( 5.55) ( 8.6) =  15.57 
 
 
 
Estado de la Economía Probabilidad  Rendimiento A   Rendimiento B     
   Ocurrencia Porcentaje   Porcentaje     
     X X P(X=x)   Y P ( Y=y) X Y Probabilidad 
Recesión  0,10 -3 -0,3 2 0,2 -0,6 
Estable  0,30 3 0,9 4 1,2 3,6 
Crecimiento Moderado 0,45 8 3,6 10 4,5 36 
Auge Repentino 0,15 9 1,35 18 2,7 24,3 
              
Total   1,00   5,55   8,6 63,3 
 
La ultima columna fue obtenida de multiplicar los valores de X por los de Y por las 
respectivas probabilidades 
 
Note que la varianza de los dos títulos determina un valor de 69.727 y que los títulos a 
nivel individual presentan una variabilidad de 13.7475 y 24.84. Se concluye entonces que 
el riesgo es mayor en los dos, esto por la incidencia que tiene en ellos la covarianza, pero 
esta última presenta una propiedad muy interesante y es que puede ser negativa, si esto 
ocurre se tendría entonces los siguiente: 
 
V ( X + Y ) = V ( X )  + V ( Y ) - 2 COV ( X, Y )   
 
Resultado que resulta interesante y permite concluir que para mitigar el riesgo se debe 
invertir en aquellos papeles que generen covarianza negativa, pero ahora la pregunta es: 
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Cuándo se tiene una covarianza negativa?. Esto ocurre cuando los papeles de inversión 
están asociados negativamente o inversamente, es decir, cuando al aumentar uno el otro 
disminuye o viceversa. En la unidad No 5, cuando se hable del coeficiente Beta, se hace 
mención a la correlación y se invita al lector que si es de su interés observe esta unidad 
para una mayor claridad.   
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UNIDAD 3 
 
3.1 FUNCIONES PARA VARIABLE ALEATORIA DISCRETA 
 
Una vez definido el concepto de variable aleatoria y aclarados los procedimientos con los 
cuales se puede calcular la probabilidad de que un suceso ocurra bien sea por el enfoque 
clásico o frecuencial, se estudia en seguida lo concerniente a los distintos modelos de 
probabilidad,  haciendo énfasis en su forma matemática, definición de parámetros, y lo mas 
importante las características que cada uno de  ellos posee y el modo que puede ser 
empleado para evaluar posibilidades ante determinados sucesos: 
 
La razón de su utilidad  e importancia radica principalmente en que con ellos se puede 
establecer en forma muy sencilla valores de probabilidad ante diferentes eventos 
pertenecientes a un mismo experimento, siempre y cuando se cumplan las exigencias que 
impone el modelo para su utilización. 
 
En primer lugar supongamos que un cazador no experimentado caminando por el Africa se 
encuentra frente a un tigre furioso y hambriento, el tigre se dispone a atacar al cazador y 
este se pone nervioso por lo cual en forma inmediata y sin espera suelta toda la carga de su 
escopeta para matar al tigre. Asumiendo que cualquier bala que acierte al tigre lo mata, y si 
se sabe que el 60% de las veces que el cazador dispara atina al blanco, que probabilidad 
tiene de sobrevivir al ataque del tigre si la escopeta disponía únicamente de tres balas.  
 
Indicando el espacio muestral asociado a este experimento y notando A como acierto y F 
como falla, se tiene: 
 
S = {  }FFFFFAFAFAFFFAAAFAAAFAAA ,,,,.,,
  
Al tratar de evaluar las probabilidades para cada uno de los resultados del espacio muestral 
y teniendo presente que la probabilidad de acierto es de 0.60 además de que los eventos 
son independientes, encontramos los siguientes valores para cada suceso: 
 
P = 0.216 ( ) 0303 )4.0()6.0(
0
3
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Bajo esta situación se puede definir una variable  aleatoria de la siguiente manera:  X: No 
de balas que aciertan al tigre. El recorrido de esta variable es 0,1,2,3. y las probabilidades 
asociadas para cada uno de ellas son las calculadas anteriormente. En resumen se tiene: 
 
X: No de balas que aciertan al tigre 
 
X 0 1 2 3 Total 
P( X = x ) 0,064 0,288 0,432 0,216 1,000 
 
Como puede observarse, en este caso ocurren dos situaciones que son: 
 
1. P(X ≥  Para todo x )0
2.  ∑ == 00.1)( xXP
 
Por lo tanto se satisfacen las condiciones para que haya una función de probabilidad, la 
pregunta ahora es: Cuál es esta función?. 
 
Si se observa con detenimiento el desarrollo del ejercicio, se puede notar que aparece un 
combinatorio y un conjunto de expresiones que se encuentran elevadas a una potencia y 
que todas ellas siguen un patrón el cual puede ser indicado de la siguiente manera: 
 
   
  Cuando x toma los valores 0,1,2 y 3 xx
x
−


3)4.0()6.0(
3
 
La anterior expresión es la función de probabilidad para la variable aleatoria que se había 
definido con anterioridad, y con ella se puede evaluar la probabilidad para cuando X  tome 
cualquier valor de los definidos en su recorrido, por decir alguno 2 ( probabilidad que dos 
balas acierten al tigre). 
    232 )4.0()6.0(
2
3
)2( −


==XP  
 
Lo que se ha hecho en realidad es definir una variable aleatoria y establecer el modelo de 
probabilidad asociado a ella, claro esta, que este modelo solo es aplicable para un cazador 
que va por el Africa, tiene tres balas y se le acerca un tigre. Aunque un poco irrisorio, esta 
observación nos lleva a tratar de efectuar una generalización de la siguiente manera: 
 
Supongamos que el cazador ya no dispone de tres balas sino de un número cualquiera de 
balas por decir alguno n, supóngase también que ahora la probabilidad de acierto no va a 
ser 0.6 sino cualquier valor como p, por lo tanto la probabilidad de no acierto será (1-p), 
bajo la anterior situación nuestro modelo queda definido de la siguiente manera:  
 
xnx pp
x
n
xXP −−


== )1()()(   para x = 0, 1, 2, 3 ....... n 
Modelo que recibe el nombre de distribución Binomial.  
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Para hacer una mejor definición del modelo, recordemos las características del caso 
hipotético del tigre. 
 
1. El  cazador disponía únicamente de tres balas 
2.Solamente existía la posibilidad de matar o no matar al tigre 
3.El cazador disparaba todas sus balas, tres en este caso 
4.Los disparos eran independientes 
5. Interesaba que al menos una bala acertara al tigre. 
 
Estas anotaciones sirven de base para efectuar la generalización y establecer las 
características del modelo Binomial, las cuales se indicaran enseguida, no sin antes hacer 
una definición formal. 
 
3.1.1 DISTRIBUCIÓN BINOMIAL 
 
Sea X una variable aleatoria discreta definida para 0,1,2,3..... n. Si X tiene función de 
probabilidad  P(X=x) dada por 
 
xnx pp
x
n
xXP −−


== )1()()(   para x = 0, 1, 2, 3 ....... n 
  
Se dice entonces que X, tiene distribución Binomial con parámetros1 n, p, lo que se 
denotara así: 
   X  →  )
                                                
,( pnB
 
3.1.1.1 CARACTERÍSTICAS DEL MODELO 
 
1. Solamente existen dos posibles resultados, éxito o fracaso 
2. Hay un numero n de ensayos 
3. Interesa x éxitos en n ensayos 
4.La probabilidad de éxito permanece constante 
5. Los ensayos son independientes. 
 
3.1.1.2 EJEMPLO No 1 
 
Uno de los grandes problemas de las aerolíneas consiste en que las personas que hacen 
reservaciones para un vuelo finalmente no lo toman originando este hecho trastornos de 
carácter económico para las empresas. Por este motivo se efectúo un estudio en el que  se 
logro establecer que el 80% de las personas que realizan reservaciones efectivamente utilizan 
el servicio. Si en un vuelo hay cupo para 25 personas y la compañía efectúo reservaciones 
para 30. 
1. Cuál es la probabilidad de que a todas las personas que se les hizo reservación 
aborden el vuelo. 
2.  Exactamente cinco reservaciones no sean utilizadas. 
3. No más de 25 personas  de las que efectuaron reservaciones aborden el vuelo 
 40
 
1 Un parámetro es un valor que una vez conocido define completamente un modelo. 
Para evaluar la probabilidad para cada uno de los eventos de interés, es conveniente 
efectuar los siguientes pasos: 
 
1. Establecer si se puede aplicar algún modelo de probabilidad conocido. Como hasta 
ahora solamente se ha hablado de la distribución Binomial, se debe verificar que  el 
ejercicio de interés cumple con las cinco características de este modelo, y en caso 
de hacerlo, aplicar la función de distribución para establecer el valor de la 
probabilidad. Recordando las características y verificando que cada una de ellas se 
cumple, se tiene: 
 
a. Hay un número n de ensayos. En este caso se refiere al número de 
reservaciones, 30 
b. Interesa X éxitos en n ensayos. Aquí interesa que de las 30 reservaciones las 
30 deseen abordar el avión, si se trata de resolver la pregunta 1.  
c. Los ensayos son independientes. Como efectivamente sucede 
d. La probabilidad de éxito  permanece constante. En esta situación el ejercicio 
indica un valor de 0.80, que se mantiene  igual para cualquier caso, por lo 
que permanece constante la probabilidad. 
e. Solamente hay dos posibles resultados éxito o fracaso. Para el caso de 
interés la persona o aborda o no aborda, por lo que también se cumple. 
2.   Notando que se satisfacen todas las características del modelo y que las 
probabilidades pueden ser establecidas por el uso de un modelo binomial, 
solamente basta definir la variable aleatoria. 
 
El modelo binomial presenta una característica muy importante, solamente existen 
dos posibles resultados, este hecho indica que la variable aleatoria pueda ser 
definida de dos maneras distintas, las cuales se indican a continuación: 
 
X : No personas que efectúan reservaciones y deciden abordar el avión, 
X : No personas  que efectúan reservaciones y no deciden abordar el avión 
 
Realmente no importa la forma como se defina la variable , ya que cualquiera de las  
opciones que  se emplee esta bien. Para este caso en particular, el ejercicio será 
resuelto definiendo la variable aleatoria de las dos manera, para que  sirva como 
guía de comparación en cada uno de los casos y se compruebe que no existe 
diferencia en el resultado final. 
3.  Definida la variable aleatoria se establecen los parámetros que definen el modelo, 
es decir el valor de n ( No de ensayos ) y el Valor de p ( Probabilidad de éxito). 
Teniendo en cuenta estas consideraciones se tiene lo siguiente:  
No de ensayos 30 
Probabilidad de éxito. Aquí esta probabilidad siempre estará dada por la forma 
como se defina la variable aleatoria, si esta se define como: No de personas que 
efectúan reservaciones y abordan el vuelo, el valor será de 0.80. Si la variable se 
define como: No de personas que efectúan reservaciones y no abordan el vuelo, el 
valor será de 0.20. 
Realizado lo anterior, se aplica el modelo y con el se calcula el valor de 
probabilidad. 
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Desarrollando cada uno de los pasos indicados anteriormente se tiene entonces: 
X: No de personas que efectúan reservaciones y deciden abordar el vuelo 
 
),( PnBX ⇒  
)8.0,30(BX ⇒  
 
303030 )8.01()8.0(
30
30
)30( −−


==XP    
 
Para calcular la probabilidad de que cinco reservaciones no sean utilizadas. Se debe 
recordar que la variable aleatoria se definió como personas efectúan reservaciones y 
abordan. Como interesa calcular que cinco personas no aborden, se evalúa la 
probabilidad de que 25 decidan viajar, ya que así 5 no viajan, obteniendo por lo tanto 
la respuesta  a la pregunta planteada. 
 
253025 )8.01()8.0(
25
30
)25( −−


==XP    
4. Cuando se trata de evaluar la probabilidad para que no mas de 25 personas que 
efectuaron reservaciones aborden el vuelo. Lo que se debe calcular es lo siguiente: 
 
0300 )8.01()8.0(
0
30
)0( −−


==XP    
 
    1301 )8.01()8.0(
1
30
)1( −−


==XP
 
    2302 )8.01()8.0(
2
30
)2( −−


==XP
  .  . 
  .  . 
    253025 )8.01()8.0(
25
30
)25( −−


==XP
 
Calculadas las probabilidades para cada uno de estos casos, se suman los valores 
obtenidos. 
 
Debe recordarse que las matemáticas ofrece el símbolo de sumatoria, con lo cual la 
expresión anterior puede ser resumida de la siguiente manera: 
xx
x x
XP −
=
−


=≤ ∑ 3025
0
)8.01()8.0(
30
)25(  
 
En este momento se van a responder las mismas preguntas planteadas anteriormente, 
solo que ahora la variable aleatoria se define de la siguiente manera: 
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X: No de personas que efectúan reservaciones y deciden no abordar el vuelo 
 
),( PnBX ⇒  
 
)2.0,30(BX ⇒  
 
Para evaluar la probabilidad de que todas las personas que efectuaron  reservación 
aborden el vuelo, se calcula la probabilidad de que 0 personas que tienen reservación 
decidan  no abordar, teniendo entonces: 
 
03030 )8.01()8.0(
0
30
)0( −−


==XP    
Al calcular la probabilidad de que cinco reservaciones no sean utilizadas, no hay 
ningún problema, ya que la pregunta planteada concuerda con la forma como se definió 
la variable aleatoria, por lo cual se le asigna a X el valor de cinco en el modelo 
indicado. Obteniendo así el valor buscado 
 
53030 )8.01()8.0(
5
30
)5( −−


==XP    
 
Al momento de responder la última pregunta, se debe realizar un análisis adicional, ya que 
debe recordarse que la variable se definió como personas que no abordan y la pregunta 
hace referencia a que aborden a lo sumo 25.  
 
Si se observa con detenimiento el siguiente cuadro, se puede notar que al abordar 25 se 
quedan 5, al abordar 24 se quedan 6, y así sucesivamente hasta llegar al caso en que o 
personas aboden por lo que 30 se quedan. Bajo esta situación la variación de X va desde 5 
hasta 30. 
 
 No Aborden    5  6  7 .............30 
 Abordan  25 24 23..............0 
 
xx
x x
XP −
=
−


=≥ ∑ 3030
5
)2.01()2.0(
30
)5(  
O también : 
xx
x x
XPXP −
=
−


−=≤−=≥ ∑ 304
0
)2.01()2.0(
30
1)4(1)5(  
 
 
 
3.1.1.3 EJEMPLO No 2 
 
Suponga que un examen contiene 15 preguntas cada una con seis posibles respuestas de las 
cuales solo una es verdadera. El examen se aprueba si hay al menos nueve preguntas bien 
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respondidas. Que probabilidad tiene una persona de aprobar el examen, si la respuesta es 
marcada según el resultado que muestre el lanzamiento de un dado. 
 
Claro es que el ejercicio planteado cumple con todas las condiciones que exige el modelo 
binomial; por lo que la probabilidad será establecida con el empleo de este modelo. 
 
 X: No de preguntas bien respondidas 
 
 X   ),( pnB→
 
X   )6/1,15(B→
 
xx
x x
XP −
=
−


=≥ ∑ 1515
9
)6/11()6/1(
15
)9(    
  
xx
x x
XPXP −
=
−


=≤−=≥ ∑ 158
0
)6/11()6/1(
15
)8(1)9(  
 
3.1.1.4 EJEMPLO No 3 
 
 La mayoría de los lectores poco se fijan en los anuncios de las publicaciones que leen. Por 
eso el director de publicidad de una firma estima que la probabilidad de que un suscriptor lea 
un anuncio en ella es de 0.35. Si se hacen seis publicaciones de un mismo anuncio cual es la 
probabilidad  de que el anuncio tenga el efecto deseado, si se sabe que se necesita al menos 
dos exposiciones para que este sea efectivo. 
 
Este es otro ejercicio que cumple las exigencias del modelo binomial y por lo tanto será 
resuelto con su aplicación; y desarrollando los pasos se tiene:. 
 
 X: No de anuncios que son leídos 
 
 X   ),( pnB→
 
X   )35.0,6(B→
xx
x x
XP −
=
−


=≥ ∑ 66
2
)35.01()35.0(
6
)2(    
 xx
x x
XPXP −
=
−


=≤−=≥ ∑ 61
0
)35.01()35.0(
6
)1(1)2(  
 
3.1.1.5 EJEMPLO No 4 
 
Un distribuidor de semillas ha determinado a partir de numerosos ensayos  que el 5% de un 
grupo grande de semillas no germina; vende las semillas en paquetes de 200, garantizando la 
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germinación del 90 %. Cuál es la probabilidad  de que un paquete dado  no cumpla la 
garantía. 
Nótese que el fabricante en su garantía afirma que al menos el 90% de las 200 semillas 
germinan, es decir, germinan 180 o más semillas. Al aplicar un modelo Binomial, se tiene: 
 
X: No de semillas que germinan 
   
 
  
 
   
 
Si se define la variable aleatoria de la manera siguiente: 
 
X: No de semillas que no germinan 
 
X ,( pnB→ )
X 95.0,200(B→ )
xx
x x
XP −
=
−


=≥ ∑ 200200
180
)95.01()95.0(
200
)180(
 
   X ,( pnB→ )
  
  X )05.0,200(B→
 
Efectuando el análisis por no coincidir la variable aleatoria con la pregunta de interés, se 
tiene: 
 
Semillas que Germinan 180 181 182 183 ......... 200 
Semillas que no Germinan   20   19   18   17 .........     0 
 
Interesa evaluar P (X , por lo que se calcula lo siguiente )20≤
 
xx
x x
XP −
=
−


=≤ ∑ 20020
0
)05.01()05.0(
200
)20(    
 
3.1.1.6 EJEMPLO No 5 
 
Un proveedor vende bombas en paquetes de 30 unidades de las cuales se sabe un 5% son 
defectuosas. Un cliente controla cada paquete extrayendo 5 bombas con remplazo y si en la 
muestra de cinco no encuentra ligas defectuosas acepta el paquete. Cuál es la probabilidad 
de que el comprador acepte totalmente un embarque en el que se le venden 10 paquetes de 
liga por 30 unidades. 
 
Para esta situación definimos la variable aleatoria como sigue: 
X: No de paquetes aceptados 
 
 X   ),( pnB→
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 X ),10( pB→  
En esta situación no se conoce la probabilidad de que un paquete sea aceptado, por lo tanto se 
desconoce el valor de p, cifra que debe ser obtenida para poder establecer la probabilidad 
deseada. Debe notarse que en esta situación p, es la probabilidad de que un paquete sea 
aceptado, y que esta resulta de tomar una muestra de cinco bombas de un total de 30 y si no 
hay defectuosas este se acepta . Para calcular el valor de esta probabilidad se emplea un 
modelo binomial,  definiendo la variable aleatoria de la siguiente manera: 
 
X: No de bombas defectuosas por paquete 
 
 X   ),( pnB→
  
 X )05.0,5(B→  
50 )05.01()05.0(
0
5
)0( −


==XP   = 0.7737 
 
0.7737 es la probabilidad de que un paquete de bombas sea aceptado, bajo esta situación ya se 
conoce el valor de p, por lo que el modelo planteado en el inicio queda completamente 
definido en sus parámetros. Teniendo en este caso lo siguiente: 
 
X: No de paquetes aceptados 
 
 X   ),( pnB→
  
 X )7737.0,10(B→  
 
010 )7737.01()7737.0(
10
10
)10( −


==XP  
 
3.1.1.7 EJEMPLO No 6 
 
Un número binario está formado solo de los dígitos 0 y 1 (por ejemplo 101100, 110000) 
Esos números tiene un papel importante en el uso de las computadoras electrónicas.  
Supóngase que un número binario esta formado por 6 dígitos. Suponga que la probabilidad 
de que aparezca un dígito incorrecto es 0.02 y que los errores en los dígitos son 
independientes uno del otro. Cuál es la probabilidad de que el número formado sea el 
correcto.  
 
Definiendo la variable aleatoria como sigue: 
 
X:  No de dígitos que  son incorrectos 
 
 X  Se distribuye Binomial con parámetros n, p. Lo que se escribirá así  
  
 X )02.0,6(B→  
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  060 )02.01()02.0(
0
6
)0( −−


==XP
 
3.1.1.8 EJEMPLO No 7 
 
El Señor Pérez viaja en un avión de seis motores (tres en cada ala)  para asistir a una reunión. 
La probabilidad  de que un motor funcione es 0.98 y cada uno funciona independientemente 
de otro. Si se necesita al menos dos motores en cada ala para que el avión se mantenga en 
vuelo. Cual es la probabilidad que el señor Pérez  este presente en la reunión que tiene. 
 
En esta situación para resolver el ejercicio nuevamente se tienen que aplicar dos modelos 
binomial. El primero para calcular la probabilidad de que dos motores funcionen en un ala; 
el segundo para evaluar la probabilidad  de que lo anterior suceda en cada una de las alas 
que conforman el avión. Es por esto que se tiene lo siguiente: 
 
X:  No motores que funciona en un ala 
 
 X   ),( pnB→
 
 X )98.0,3(B→  
xx
x x
XP −
=
−


=≥ ∑ 33
2
)98.01()98.0(
3
)2( = 0.057624 + .941192 = 0.998816 
X: No de alas en las que funcionan al menos dos motores 
 
 X   ),( pnB→
 
 X 998816.0,2(B→ ) 
 
02 )998816.01()998816.0(
2
2
)2( −


==XP =  0.997633 
 
La probabilidad de que el señor Perez asista a su reunión es de 0.997633. 
 
3.1.2 DISTTRIBUCION POISSON 
 
Sea X una variable aleatoria que toma los valores posibles: 0,1,2......n..... Si  
== )( xXP  
!x
e xλλ−   x = 0,1,2,....n...... ∞  
se dice que X tiene una distribución Poisson con parámetro .λ  Para .λ > 0, valor que es el 
parámetro de la función de probabilidad y que corresponde al promedio o tasa media 
esperada. 
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3.1.2.1 CARACTERISTICAS 
 
Este modelo de probabilidad puede ser aplicado siempre y cuando la variable aleatoria 
haga referencia a tiempo o espacio. Para clarificar mejor el concepto, observe con 
detenimiento los siguientes ejemplos en los que el modelo puede ser aplicado:  
En un conmutador entran en promedio 10 llamadas por minuto, cuál es la probabilidad de 
que entren 6 llamadas en tres minutos. 
 
Un telar en promedio produce un defecto cada 3 metros, cuál es la probabilidad de que un 
metro de tela  este libre de defectos. 
 
La producción de una máquina es en promedio 80 unidades por hora, cual es la 
probabilidad de que en una hora se produzcan menos del promedio. 
 
3.1.2.2 EJEMPLO 
 
Pedro Rodríguez acaba de bajar del avión en el aeropuerto local, tiene escasamente cinco 
minutos para esperar un taxi abordarlo y poder llegar a tiempo a la cita de negocios. Pasado 
este tiempo llegará tarde y la negociación sufrirá tropiezos. Las empresas transportadoras 
informan que los taxis llegan al aeropuerto con  promedio de  12 por hora. Que 
probabilidad tiene Pedro de  llegar a tiempo. 
 
La variable aleatoria informa sobre el No de taxis que llegan al aeropuerto por hora. Como 
hace referencia a tiempo, puede ser evaluada la probabilidad con la aplicación del modelo 
Poisson.  
 
Para el caso que interesa, Pedro solamente dispone de cinco minutos para tomar el taxi, el 
promedio que suministra el ejercicio ( )12=λ , viene dado por hora y para calcular la 
probabilidad con el modelo, el parámetro ( )λ  debe estar en la misma unidad de tiempo, es 
decir unidades de  5 minutos al que se llega por una simple regla de tres. 
 
  60               12                                   
    5                                     λ  
 
Por lo que λ  = 1.0 Es decir en promedio llega al aeropuerto 1 taxi cada cinco minutos. 
Para evaluar la probabilidad se plantea el modelo, de la siguiente manera 
 
X: No de taxis que  llegan en unidad de tiempo de cinco minutos. 
 
    X )(λP⇒  
 
    X P⇒  )0.1(
∑∞
=
−
=≥
1
1
!
1)1(
x
x
x
eXP   Al calcular el complemento para evaluar la expresión 
=<−=≥ )1(1)1( XPXP    1  -  
!0
101−e   =  0.6321    
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3.1.2.3 EJEMPLO  
 
La producción semanal de Fiovita para el artículo A,  ha sido: 20; 26; 23; 25; 30; 28; 27; 26; 
24; 29; 32. Si la empresa salió favorecida en una licitación en la cual se compromete a 
entregar 380 unidades al termino de dos semanas en una sola entrega. Cual es la probabilidad 
que tiene Fiovita de cumplir con el contrato. ( Asuma que no hay existencias en inventarios y 
que toda la producción se centra en el cumplimiento de la orden y que las dos semanas 
cuentan con 14 días hábiles) 
La variable aleatoria hace referencia al número de unidades producidas en dos semanas, en 
este caso no se informa acerca del valor de λ , pero sabiendo que este es la tasa media 
esperada, se puede calcular el promedio con la información dada, por lo que se tiene una 
producción media de 26.36.   
 
 1 Día               26.36 Unidades                                   
  14                                     λ    λ  = 369.09 
X:  No de unidades producidas en dos semanas 
 
    X )(λP⇒  
 
    X P⇒  )09.369(
 
∑∞
=
−
=≥
380
09.369
!
09.369)380(
x
x
x
eXP    
 
∑
=
−
−=≤−=≥
379
0
09.369
!
09.3691)379(1)380(
x
x
x
eXPXP    
 
3.1.2.4 EJEMPLO  
 
En determinada empresa fabricante de paños, se sabe que por deficiencia de la maquinaria el 
paño presenta un defecto leve cada cinco metros, defecto que pasa desapercibido para el 
cliente más no para el sastre. Si una persona compra 2.5 metros de paño. Cuál es la 
probabilidad de que el sastre no garantice un traje perfecto por deficiencia del paño. 
 
1 Defecto    5 Mts                                    
                  λ     2.5 Mts λ = 0.5  
 
X:  No de defectos por cada 2.5 metros 
 
    X )(λP⇒  
 
    X P⇒  )5.0(
 
==−=≥ )0(1)1( XPXP   1- 
!0
5.0 05.0−e  = 0.3934 
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3.1.2.5 EJEMPLO 
 
Sea X una variable aleatoria con distribución Poisson. Si se sabe que P ( X = 0 ) = 0.1353. 
Determine    )6( ≤XP
En esta situación se presenta una variable aleatoria con distribución Poisson en la que se 
desconoce el valor de λ , pero se informa que   P (X = 0 ) = 0.1353, por lo que de allí se 
puede determinar la tasa media esperada haciendo el siguiente despeje: 
 
== )0(XP  
!0
0λλ−e   = 0.1353 Sacando Logaritmo natural en ambos costados 
 
  ( )1353.0
!0
0
LneLn =


 − λλ  
 
  ( ) 2−=−λeLn  ;  -λ  ( ) 2−=eLn    ;   λ  = 2 
 
Por lo tanto ( ) ∑
=
−
=≤
6
0
2
!
26
x
x
x
eXP  
 
 
3.1.3 LA DISTRIBUCIÓN DE POISSON COMO UNA APROXIMACIÓN A LA 
DISTRIBUCIÓN BINOMIAL 
 
 
Sea X una variable aleatoria d distribuida binomialmente con parámetros n y p. Esto es: 
 
xnx pp
x
n
xXP −−


== )1()()(   para x = 0, 1, 2, 3 ....... n  
Supóngase que cuando n→ , p  0 tal que np ∞ → λ→ (λ  constante ), en estas condiciones se 
tiene: 
 
∞→
==
n
x
exXLimP
x
!
)( λ
λ
 sigue una distribución Poisson con parámetro λ  
 
Lo anterior esencialmente dice que se puede aproximar las probabilidades binomiales con las 
probabilidades de la distribución de Poisson siempre que n sea grande y p pequeña. 
 
3.1.3.1 EJEMPLO 
 
Una compañía de seguros ha descubierto que alrededor del 0.5 por mil de la población tiene 
cierto tipo de accidente en un año. Si 20.000 personas  toman una póliza para cubrir el riesgo. 
Cual es la probabilidad  de que no mas de 2 de los asegurados hagan efectivo el seguro.  
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Definiendo la variable aleatoria como: 
 
X: No de personas que cobran el seguro 
 
),( pnBX ⇒  
 
 
   xx
ox x
XP −
=
−


=≤ ∑ 000.202 )0005.01()0005.0(000.20)2(
)0005.0,000.20(BX ⇒
 
 
La evaluación de los valores anteriores da origen a una dificultad considerable. Puesto que n 
es grande y p pequeña, se plica la aproximación del modelo Poisson a la binomial, teniendo 
entonces lo siguiente: 
 
X: No de Personas que cobran seguro  
 
    X )(λP⇒   λ=  ( 20.000) ( 0.0005) = 10  
 
    X P⇒  )10(
 
    ∑
=
−
=≤
2
0
10
!
10)2(
x
x
x
eXP   = 0.0027694 
 
 
3.2 DISTRIBUCIONES PARA VARIABLES ALEATORIAS CONTINUAS 
 
Antes de conceptuar lo que  es la función de probabilidad Normal, es importante clarificar y 
recordar los conceptos de media  y varianza, lo que se hara enseguida: 
 
Al observar el índice de rentabilidad mensual durante los años comprendidos entre 1.988-
1.997 de las acciones de Bavaria, que se muestran en el siguiente cuadro, interesa  extractar de 
allí un valor que resuma el indicador de rentabilidad. La medida estadística que nos permite 
responder a estas inquietudes es la que se denomina promedio o media, que se obtiene al 
sumar todas las rentabilidades y dividir luego por el número total de periodos considerados,  
en otras palabras , la expresión que permite efectuar el calculo de interés es la siguiente: 
 
Rentabilidad Promedio = ∑
=
=
n
i
iXn
X
1
1  = 7221.4
120
6604.566 =  
 
  
Otro valor que se debe asociar al de la rentabilidad promedio y de gran importancia 
estadística, es el que mide la variabilidad existente entre un conjunto de datos. 
Exactamente si se tiene  un valor que resume la rentabilidad, debe existir otro, que  indique 
que tan representativo es el promedio como resumen del conjunto de información. Por esto 
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se  requiere de un valor que mida la dispersión que existe en los datos alrededor de la 
media, lo que se logra al calcular  la desviación estándar. 
 
La Desviación Estándar, denominada también desviación tipo o desviación típica y 
denotada por (σ ), indica en promedio que tanto  se alejan los valores de su media 
aritmética, y por lo tanto, mide la representatividad de la media como medida resumen de 
un conjunto de información. La importancia en el área financiera radica en el hecho de que 
con ella se logra medir el riesgo, entendiendo por riesgo la posibilidad de obtener un 
resultado distinto al esperado. La formula que permite efectuar su calculo, viene dada por 
la siguiente expresión: 
 
 
n
XX
n
i
i∑
=
−
= 1
2)(
σ  
 
 
Para el ejercicio en cuestión, se tiene entonces que 6942.11=σ . Que representa lo 
siguiente: En promedio el índice de rentabilidad mensual para las acciones de Bavaria, se 
aleja en 11.6942 de su media aritmética. 
 
 
 
INDICE DE RENTABILIDAD DE LAS 15 ACCIONMES 
ORDINARIAS MAS BURSATILES EN LA BOLSA DE MEDELLÍN 
EN PORCENTAJE 
             
  1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 
             
Enero  6,35610 6,47460 4,09610 -5,49520 49,24790 3,63240 20,13300 15,83820 3,54330 44,12770
Febrero 0,79760 0,19440 1,94910 9,64110 -17,01600 -5,70070 21,05440 -10,30880 13,65970 14,63350
Marzo -1,97550 -0,22970 5,35100 1,11890 -8,86030 -5,22070 6,45030 4,08970 -1,74450 2,50090 
Abril 1,70540 -4,79700 0,07150 -1,15620 -1,02920 6,19540 -4,53380 -20,30790 9,55410 17,06850
Mayo -1,46210 -3,04640 1,81380 3,35340 11,12010 4,75670 -4,15030 -0,62070 16,37500 1,68090 
Junio -1,30310 -0,06530 4,69200 35,30410 17,01060 -3,86770 -1,53530 -1,82500 -8,61190 -2,19010 
Julio -0,65530 2,14550 0,27880 2,83690 11,02360 6,89450 -3,47870 19,65750 -4,38180 4,04580 
Agosto -0,67320 5,63830 0,90240 5,68650 2,27970 2,75800 -8,68700 -14,61350 8,24570 23,64260
Sepbre 5,82070 3,47240 11,43100 14,39390 6,31620 6,16490 0,32090 11,70760 0,24220 19,86700
Octubre 0,09270 1,13130 6,11540 53,17850 8,25120 7,07860 -16,40010 -4,18060 3,95780 10,20800
Nobre 0,14590 11,69500 17,09660 20,43770 -11,13940 -0,23970 -2,59080 -0,22050 -0,83640 1,15420 
Dibre 2,73160 -3,38530 10,78090 44,10880 1,48430 7,00778 -1,71500 8,26510 2,34590 -1,71990 
                      
 
 
Con la información suministrada anteriormente, se puede elaborar una distribución de 
frecuencias y con ella efectuar el histograma, a fin de darse una idea acerca del 
comportamiento de la rentabilidad. No siendo el objeto ofrecer el procedimiento con el cual 
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se generan los cuadros estadísticos, nos limitaremos a realizar la representación grafica, ya 
que de allí resultan algunos hechos importantes que  se quieren reasaltar y analizar 
 
En primer lugar, puede notarse al observar el histograma realizado anteriormente , que este 
sigue un comportamiento muy similar al que se indica enseguida.  
 
Grafico que se denomina distribución Normal. Si bien es cierto la representación indicada no 
es exactamente la que sigue el índice de rentabilidad, con una buena observación se puede 
concluir fácilmente que el rendimiento sigue un comportamiento muy aproximado al que se 
esta ofreciendo. 
 
La conclusión que se acaba de hacer en forma empírica es muy importante, ya que debe 
recordarse que se está hablando de un modelo de probabilidad y bajo esta situación se hace 
muy sencillo calcular valores probabilisticos para determinados sucesos o eventos 
relacionados con la rentabilidad . Por decir alguno:  la probabilidad de que el rendimiento sea 
superior al 6.25%; o la probabilidad de que el rendimiento este entre el 3.45 y 8.25%.  
 
Antes de abordar los procedimientos que se deben seguir para evaluar probabilidades por el 
empleo de la distribución normal, iniciemos por dar una definición formal de este modelo  
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3.2.1 DISTRIBUCION NORMAL 
 
Sea X una variable aleatoria continua definida en el intervalo  ( )+∞∞− ,   si X tiene función de 
probabilidad f (x) dada por: 



 

 −−=
2
2
)(2/1exp
2
1)( σµπσ
Xxf                      si     ∞<<∞− x  
 
se dice entonces que X tiene  distribución Normal con media µ y varianza , lo que se 
denotara así: 
2σ
     ( )2,σµNX ⇒  
 
Donde  µ  y  son los parámetros del modelo. 2σ
 
3.2.1.1 CARACTERISTICAS 
 
• La distribución Normal es simétrica respecto a la media 
• Es necesario conocer la media y la desviación estándar para identificar plenamente el 
modelo 
• Cada combinación de la media y la desviación estándar especifica una distribución 
Normal 
• Por ser una función de probabilidad, el área comprendida bajo la curva es igual a uno. 
• La probabilidad en un punto es igual a cero 
• La media, mediana y moda son iguales 
• Si X tiene distribución Normal, al sumar y restar a la media una vez la desviación 
estándar, se cobija un 68% de los valores. Si a la media se le suma y resta dos veces la 
desviación estándar, se cubre un 95%. Si se suma y resta  a la media tres veces la 
desviación estándar, se cubre un 99.7%. Gráficamente se tiene: 
 
 
3.2.1.2 DISTRIBUCION NORMAL ESTÁNDAR 
 
Sea X una variable aleatoria con distribución Normal, si X tiene media cero y varianza uno, se 
dice entonces que X tiene distribución Normal Estándar 
 
Si X  N ( 0,1 ) entonces X tiene distribución Normal Estándar ⇒
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3.2.1.3 ESTANDARIZACION 
 
Proceso mediante el cual se transforma una distribución Normal  con media µ y varianza 
en  una Normal Estándar. Para lograr esto se define una variable aleatoria Z de la siguiente 
manera: 
2σ
 
 σ
µ−= XZ      En esta situación, Z sigue una distribución Normal Estándar 
 
La distribución Normal Estándar reviste una gran importancia en estadística , ya que a partir 
de ella se construyeron lo que se ha denominado tablas de la distribución Normal, muy útiles 
para evaluar probabilidades ante determinados eventos 
 
Para clarificar el empleo de la distribución Normal e ilustrar el manejo de las tablas de la 
misma, se desarrollara el siguiente ejemplo, tomando como base la información del índice de 
rentabilidad de las acciones de Bavaria 
 
Supongamos que un inversionista esta interesado en adquirir acciones de esta empresa, y la 
decisión de efectuar la inversión esta dada en la medida que pueda medir la posibilidad de que 
el rendimiento sea inferior a  6.5%. 
 
Anteriormente se había establecido que la rentabilidad sigue una distribución normal con 
media 4.72 y varianza 11.692 . Al tratar de evaluar la posibilidad de  que el rendimiento sea 
inferior a  6.5%, interesa calcular lo siguiente: 
 
    )5.6( <XP
Por ser una variable aleatoria continua, el valor de la probabilidad será establecido al 
desarrollar la siguiente integral: 
 
25.6
2 69.11
72.4
2
1
)69.11(2
1)5.6( 

 −−=< ∫
∞−
XEXPXP π  
  
Calculo que es muy dispendioso y que no puede ser establecido por los métodos 
convencionales del calculo integral. Para solucionar este inconveniente y poder establecer el 
valor de la probabilidad en forma sencilla, se diseño lo que se ha denominado tablas de la 
distribución normal, que fueron construidas para variables aleatorias distribuidas normal 
estándar. 
 
Por seguir la variable aleatoria una distribución normal con media diferente de cero y contar 
con varianza diferente de uno, se efectúa una transformación, para lo cual se define la variable 
aleatoria Z como sigue. 
 
  σ
µ−= XZ    =   
69.11
72.45.6 −    =  0.15 
 
Con el cambio de variable, interesa entonces evaluar la siguiente expresión : 
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     <P .  )15.0(Z
 
Valor que es obtenido en la tabla de la distribución normal siguiendo el proceso que se indica 
a continuación: 
 
Existen muchas tablas de la distribución normal en el mercado y el manejo de ellas dependerá 
de la forma como ella fue construida, la mas sencilla son las que se denominan TABLAS 
ACUMULATIVAS DE LA DISTRIBUCIÓN NORMAL, que se caracterizan por dar el valor 
de la probabilidad hasta un cierto valor z, es decir generan la probabilidad siguiente: 
 
    )( 0zZP <  = ψ  
 
que representa la siguiente área: 
 
 
En las tablas mencionadas anteriormente y que se suministran en el anexo No 1, en la primera 
columna aparece el valor de Z para el primer entero y primer decimal, en la fila superior se 
encuentran dígitos que van desde 0 hasta 9 y que corresponden al segundo decimal, por lo 
tanto para determinar la probabilidad de interés, se busca en la primera columna el valor 0.1 y 
en la fila superior el número 5, al cruzar la columna con la fila se encuentra una cifra 
comprendida entre cero y uno que corresponde ala probabilidad buscada, en el caso que 
interesa se tiene entonces lo siguiente: 
 
    559618.0)15.0( =<ZP  
 
En algunas situaciones interesa encontrar probabilidades del siguiente tipo. 
 
85.1( >ZP )  en esta situación y aplicando el complemento se tiene lo siguiente 
 
)85.1(1)85.1( <−=> ZPZP  = 1 0322157.0967843.0 =−  
 
 
 
El valor 0.967843 es obtenido en la tabla de la distribución normal de la manera como se 
había indicado en el párrafo anterior. 
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3.2.1.4  EJEMPLO No 1 
 
Para la información referente  a la rentabilidad de Bavaria suministrada en el inciso anterior, 
determine las siguientes probabilidades: 
 
a. La Probabilidad de que la rentabilidad sea menor a  3.50 
 
En esta situación interesa evaluar  P (X< 3.50 )  
 
Al estandarizar se tiene  
  σ
µ−= XZ    =   
69.11
72.45.3 −    =  - 0.10 
 
Interesa entonces calcular 
 
P(Z< - 0.10 )  =  0.460172 
 
Gráficamente se tiene: 
 
 
 
b. La probabilidad que tenga una rentabilidad entre 2.31 y 6.35 
 
Interesa evaluar  P (2.31 < X< 6.35 )  
 
Al estandarizar se tiene  
  σ
µ−= XZ1    =   69.11
72.431.2 −    =  - 0.20 
 
  σ
µ−= XZ 2    =   69.11
72.435.6 −    =  0.14 
 
Interesa entonces calcular 
 
P(-0.20 < Z<  0.14 )  =  P ( Z < 0.14) – P ( Z < - 0.20 ) =    0.555670 - 0.420740 = 0.13493 
 
La representación grafica es: 
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C. La probabilidad que el rendimiento sea mayor a 18.5 
 
Interesa calcular  P (X > 18.50 )   =  1  - P (X < 18.5 )  
 
Al estandarizar se tiene  
 
  σ
µ−= XZ    =   
69.11
72.45.18 −    =  1.18 
 
Interesa entonces calcular 
 
P(Z > 1.18 )  =  1 – P ( Z < 1.18 ) = 1 – 0.881  =   0.119 
 
Gráficamente se tiene: 
 
 
 
3.2.1.5 EJEMPLO No 2 
 
Suponga que la Firma El Porvenir S.A. comercializa todas las líneas de electrodomésticos, 
siendo su principal producto las Estufas Eléctricas. Actualmente esta haciendo todas las 
gestiones para realizar una campaña agresiva y ampliar de esta manera la participación de la 
empresa dentro del mercado. Los asesores efectuaron un  estudio y establecieron que la 
garantía que actualmente ofrece tanto la empresa como los competidores es de 12 meses, y 
aseguran que si la empresa lograra ampliar  a los 24 meses, mejoraría notablemente la 
participación dentro del mercado, además de los beneficios financieros que se generan por el 
incremento en el volumen de ventas. Antes de tomar una decisión al respecto, se requiere 
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conocer la proporción de aparatos remplazados bajo la garantía ampliada, si se sabe que la 
duración sigue una distribución normal con media  60 meses y desviación estándar 20. 
 
La garantía que esta ofreciendo la empresa es de doce meses y se piensa ampliar a 24, por  lo 
tanto interesa evaluar al siguiente probabilidad 
 
    )2412( << XP   
 
Al estandarizar se tiene  
  σ
µ−= XZ1    =   20
6012 −    =  - 2.4 
 
  σ
µ−= XZ 2    =   20
6024 −    =  - 1.8 
Interesa entonces calcular 
 
P(- 2.40 < Z <  - 1.80 )  =  P ( Z < - 1.80) – P ( Z < - 2.40 ) =   0.0359  - 0.0082 =  0.0277 
 
 
 
 
3.2.1.6 CASOS ESPECIALES 
 
 
Hasta ahora se indicó en forma pormenorizada el procedimiento que se debía seguir para 
establecer probabilidades por medio de la distribución normal, y se señaló el manejo que se 
tenia que dar a las tablas de la normal para obtener con ellas los valores de probabilidad.   
Todos los casos vistos, siempre hicieron referencia a la situación en la cual se ofrece un 
punto ( Rendimiento, garantía) y cómo a partir de allí se establece el valor de la 
probabilidad. No siempre es esta la situación, ya que puede suceder el caso contrario, es 
decir, se ofrece el valor de la probabilidad o área de la distribución para conocer el punto. 
En otras palabras se esta interesado en situaciones como las siguientes:  
 
La rentabilidad máxima para el 80% de observaciones 
Entre que valores se encuentra la rentabilidad para el 90% de observaciones 
La duración máxima para el 95% de electrodomésticos 
La duración mínima para el 15% de electrodomésticos  
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Al querer responder cualquiera de las preguntas anteriores, se hace necesario efectuar un 
proceso muy similar al que se desarrollo para calcular las áreas en la distribución normal, 
solamente que en este caso el desarrollo se efectúa de atrás hacia delante, es decir, 
conociendo el área se ubica el valor de Z en el cuerpo de la tabla, valor que al ser 
establecido, permite determinar el valor de X si se hace el despeje de la formula que se 
emplea para calcular Z. 
 
Con el ánimo de dar una mayor claridad al proceso que se debe seguir, supongamos en el 
ejemplo No 3.2.2.2 que se esta interesado en conocer la duración máxima para el 90% de 
los electrodomésticos. 
 
En esta situación el valor del área es del 90%  y con ella se busca dentro del cuerpo de la 
tabla de la distribución normal a que Z  corresponde, para ello se busca el valor 0.90 o el 
más próximo a 0.90 ( Recuerde 0.90 es un área y no un valor Z), al realizar la búsqueda se 
encuentra en la tabla 0.8997 que es el más próximo a 0.90 y corresponde a Z = 1.28, por lo 
que este será el valor tenido en cuenta.  
 
 σ
µ−= XZ     ;    1.28  =   
20
60−X   ;  X   = ( 1.28 ) ( 20 ) + 60 =  85.6 
La duración máxima para el 90% de electrodomésticos es de 85.6 meses 
 
La representación grafica es: 
 
3.2.1.7 EJEMPLO No 3  
 
Las pruebas del ICFES, siguen una distribución normal con media 280 puntos y desviación 
estándar 90. Una universidad acaba de abrir un nuevo programa de pregado y en el proceso 
de selección desea establecer  un puntaje mínimo tan elevado que solo el 30% de los 
mejores exámenes puedan acceder a el. Que puntaje debe exigir esta universidad en el 
momento de inscripción para iniciar la selección.  
 
Bajo la anterior situación ya se sabe que la variable aleatoria Puntaje sigue una distribución 
normal con media 280 y desviación estándar 90 : Además en el enunciado del ejercicio se 
indica que el área del 30% debe corresponder a los mejores exámenes, por ser un puntaje 
elevado debe estar ubicado en la cola de la derecha, por lo que en la tabla se debe buscar el 
Z que corresponde a un valor de 0.70 o el más próximo a el. Al efectuar la búsqueda, se 
encuentra un área de 0.6985 que corresponde a Z = 0.52, efectuando el despeje de X de la 
formula de calculo para Z se tiene: 
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σ
µ−= XZ     ;    0.52 = 
90
280−X   ;  X   = ( 0.52 )( 90 ) + 280  =  326.8   327≅
 
3.2.2  DISTRIBUCION CHI CUADRADO 
 
Sean X1  X2   X3  . . . Xn  , variables aleatorias normales independientes que tienen media cero y 
varianza 1. La suma de sus cuadrados representada y definida de la siguiente manera 
 
                   223
2
2
2
1
2 ....... nn XXXXX ++++=
 
se le denomina distribución chi-cuadrado)                         
  
Donde el subíndice (n) denota los grados de libertad, es decir el numero de variables aleatorias 
independientes tenidas en cuenta. Como en este caso se han sumado n variables, la distribución tiene n 
grados de libertad. Si se hubieran sumado tres, la distribución tendría 3 grados de libertad y se notaría 
por 
 
     =23X 232221 XXX ++
 
Para ser más claros, se puede decir entonces que la distribución Chi-cuadrado es la resultante de la 
suma de cuadrados de variables aleatorias normales estándar. Como característica se puede decir que es 
una  distribución asimétrica hacia la derecha, y su comportamiento en forma gráfica es el siguiente: 
 
 
 
Los usos y aplicaciones que tiene se irán a ver más adelante. En este momento sólo interesa el manejo 
de la tabla para obtener los valores de la cuantila2, ante distintos valores de probabilidad. Para ilustrar el 
                                                 
     2 Se entiende por cuantila un valor que demarca distintos niveles de área. Denotada por X o 
como aparece en su gráfico. 
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proceso a seguir, imaginemos por un momento que se tiene una variable aleatoria que tiene 
distribución chi cuadrado con 10 grados de libertad, lo que se denotará así: 
 
  X  ~ X2 ( n) 
 
                 X  ~ X2 ( 10 ) 
  
supongamos que se está interesado en determinar el valor X0 que satisface las siguientes situaciones: 
 
               
          1. P ( X < X o ) = 0.95 
 
       2. p ( X < X o ) = 0.90  
 
       3. P ( X < X o ) = 0.025  
   
        4. P ( X < X o ) = 0.10 
 
       5. P ( X > Xo) =  0.005  
 
       6. P ( X o < X < X1 ) = 0.90  
  
 
Para establecer las cuantilas ( X o ), en la distribución que satisfacen las condiciones anteriores, es  
necesario observar el anexo No 3, donde aparecen las tablas que generan áreas hasta un valor  Xo, es 
decir, determinan: 
 
  P( X < Xo ) =   ψ   
 
Donde ψ  es el valor de un área. 
 
Para ilustrar el proceso a seguir, observe con detenimiento el desarrollo que se hace para el ejercicio 1 
y 3 que se ha planteado, y se deja como inquietud que el lector resuelva los restantes, de los cuales se 
ofrece la respuesta para que verifique si el proceso que siguió es el correcto. 
 
En el enunciado 1, se está planteando un área del 95% que corresponde al costado izquierdo de la 
distribución. Como las tablas empleadas  dan estos valores de área, se busca 0.95 en la primera fila, 
lugar donde se suministran distintos valores de probabilidad. Seguido esto, se procede a ubicar los 
grados de libertad, que están situados en la primera columna bajo el titulo ( Gl), allí se ubica el valor 10 
y se cruza con el valor del área 0.95,  obteniendo de esta manera una cifra de 18.307 que corresponde al 
X o buscado, con lo cual se tiene entonces 
 
  1. P ( X < 18.307 ) = 0.95 
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En lo que respecta al ejercicio 3, observe que el área buscada es de 0.025, y por las razones que se han 
estado argumentando en el sentido de que la tabla solamente da áreas en el costado izquierdo, se debe 
buscar entonces 0.025 y teniendo presente que los grados de libertad son 10, se tiene un Xo de 3.24697. 
Es decir 
  3. P ( X < 3.24697 ) = 0.025 
 
Las respuestas a los otros ejercicios serán: 
 
        2. P ( X < 15.9871 ) = 0.90 
 
        4. P ( X < 4.86518 ) = 0.10 
 
        5. P ( X > 25.188 ) =  0.005 
 
        6. P ( 3.9403 < X < 18.307 ) = 0.90 
 
En el ejercicio No 6 debe tenerse presente que se está trabajando a dos colas, por lo tanto las áreas 
buscadas  serán 0.05 y 0.95. Las que en la tabla corresponden a 0.95 y 0.05 , que generan los valores 
3.9403 y 18.307 respectivamente. 
 
3.2.3  DISTRIBUCION T  
  
Denominada también distribución T de Student, y denotada por   T . Esta distribución es la resultante 
de efectuar el cociente entre una variable aleatoria distribuida Normal Estándar con la raíz cuadrada de 
una variable aleatoria con Distribución Chi-Cuadrado sobre sus grados de libertad. 
)(n
 
Siendo más rigurosos en su determinación, definimos lo siguiente: 
 
Sea Z una variable aleatoria con distribución normal estándar 
 
sea X una variable aleatoria distribuida  chi-cuadrado con n grados de libertad. Si definimos T como 
sigue 
   
  
n
X
ZT =  Se distribuye   T  )(n
 
Las características de la distribución T son casi las mismas que las de la distribución normal estándar, 
es más, para un numero grande de grados de libertad ( en la práctica mayor a 30) la distribución T es 
asintóticamente igual a la normal estándar. Los grados de libertad que posee, están determinados por la 
cantidad de variables aleatorias independientes que posea la distribución Chi-Cuadrado. 
 
La representación grafica para esta variable aleatoria con 30 grados de libertad es como sigue 
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Igual que el caso anterior, sólo interesa por ahora el manejo de las tablas, las cuales están ofrecidas  en 
el anexo No 2 de este trabajo, y para tener claro su uso, suponga que se tiene una variable aleatoria T 
definida de la siguiente manera:  
 
  T ~  T (20) 
 
y el interés se centra en determinar los valores To que satisfacen las siguientes situaciones: 
 
  1. P ( T < To ) = 0.90 
   
  2. P ( T < To ) = 0.05 
 
  3. P ( T < To ) = 0.95 
   
  4. P ( To < T < T1 ) = 0.80 
 
 
Al observar las tablas del apéndice del libro, puede notarse que  allí aparece la expresión 
P(T<To), esto indica que las áreas ofrecidas corresponden hasta un valor To, motivo por el 
cual siempre deberá tenerse en cuenta esta consideración cuando se deba buscar valores To 
para un área especifica.  
 
Para el caso No 1 interesa un área de 0.90 y buscando en el anexo No 2, se encuentra en la 
primera columna los grados de libertad y en la primera fila los diferentes niveles de área. Bajo 
esta situación se busca en la primera columna el valor de 20 y en la fila superior 0.90, en el 
punto de cruce se ubica el valor 1.325 que corresponde a T o. Con esto se tiene entonces 
 
   1. ( ) 90.0325.1( =<TP  
 
En la situación 2, interesa determinar un valor To que cobije un 0.05, lo que gráficamente se 
representa así 
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Basándose en la simetría que presenta la distribución T , el área buscada es equivalente a la 
que se señala a continuación 
 
 
Si se observa este gráfico con el generado en la tabla, puede notarse que ambos coinciden, lo 
cual quiere decir que este valor lo ofrece directamente la tabla sin ninguna transformación 
distinta a la que ya se ha hecho, por lo tanto sólo basta buscar la cifra para 20 grados con un 
área de 0.95 obteniendo entonces un valor de 1.725 que corresponde al del costado derecho. 
Pero por ser el de nuestro interés el de la cola de izquierda y en razón a ser una distribución 
simétrica, se puede decir entonces que To vale -1.725. Es decir 
 
  2. P ( T < -1.725 ) = 0.05 
 
En los casos 3 y 4 se deja al lector que determine los valores que satisfacen las condiciones 
indicadas, sin embargo, las respuestas para cada situación son 
 
 
  3. P ( T < 1.725 ) = 0.95 
   
  4. P (-1.3253 < T < 1.3253 ) = 0.80 
 
Para el último caso, debe recordarse que se está trabajando a dos colas, por lo tanto, las áreas 
buscadas deben ser 0.10 y 0.90. Para determinar los puntos, se busca únicamente el valor 0.90 
que corresponde al área de la derecha por ser la que genera las tablas. El valor para el otro 
punto se determina por su simetría, que será el mismo calculado, sólo que este tiene signo 
negativo. 
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3.2.4  DISTRIBUCION F 
 
Conocida también con el nombre de distribución F de Fischer y denotada por F( m ,n ). La 
distribución F, es la resultante del cociente de dos distribuciones Chi-Cuadrada, cada una de 
las cuales está dividida por sus respectivos grados de libertad. Es decir: 
 
Sea  Y una variable aleatoria  con distribución X2(m) 
 
Sea W Una variable aleatoria con distribución  X2( n) 
  
Si definimos una variable aleatoria F como sigue 
 
 
n
W
m
Y
F=  Se dice entonces que F se distribuye F( m , n) 
 
Donde m corresponde a los grados de libertad generados por la Chi-cuadrado en el 
numerador, mientras que n son los grados de libertad de la chicuadrado del denominador. Por 
lo tanto, se nota  F( m ,n ) para señalar que se trata de una variable aleatoria F con m y n grados 
de libertad  
 
Esta distribución tiene grandes aplicaciones en el análisis de datos del diseño experimental. 
De la cual solo interesa por ahora el manejo de la tabla, el cual se proporciona e ilustra con el 
siguiente ejemplo: 
 
Sea F una variable aleatoria distribuida F(4,9). e interesa determinar los puntos que satisfacen 
las siguientes condiciones. 
 
  1. P( F < Fo ) = 0.95 
 
  2. P( F < Fo ) = 0.975 
 
  3. P( F < Fo ) = 0.05 
 
  4. P( F < Fo ) = 0.01 
 
 5. P ( Fo < F < F1 ) = 0.90  
 
En el anexo No 4 aparecen los valores de la distribución F para niveles de 0.90, 0.95, 
0.975,0.995, que son los únicos suministrados. En la parte superior aparece la expresión 
P(F<Fo), indicando con esto que las tablas proporcionan el área hasta un valor Fo. Para hacer 
uso de ellas, debe tenerse presente  que en la  primera fila están los distintos grados de libertad 
del numerador, y en la primera columna los grados del denominador, en el costado superior 
derecho aparecen los distintos valores de área.. 
 
Bajo la anterior situación, para determinar una valor Fo, se busca la tabla que contenga la 
probabilidad deseada, una vez efectuado esto, se ubica en la primera fila los grados de libertad 
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del denominador y en la primera columna los grados de libertad del denominador, la 
intersección de la fila y la columna determina el valor Fo que se estaba buscando. 
 
  1. P( F < 3.63 ) = 0.95 
 
  2. P( F < 4.72 ) = 0.975 
 
Una de las propiedades que presenta la distribución F es la siguiente: 
 
       1 
  F(m, n, α) =   ------------------ 
    F(n , m, 1 - α) 
 
La expresión  anterior significa que el percentil ( 1 - α )% de una distribución F(m, n) es igual al 
recíproco del percentil α de una distribución F( n, m). Nótese el intercambio de los grados de 
libertad. 
 
Teniendo presente la anterior situación, ya se pueden resolver los ejemplos 3 a 5, cuya 
solución es 
 
 3. P( F < Fo ) = 0.05 
        1 
  F(4,9,0.05) = --------------------- 
    F( 9,4,0.95) 
por lo tanto se tiene 
    1                1 
  F(4,9,0.05) = -------------- =   -------------- = 0.1666 
    F(9,4,0.95)        6.00 
 
  Entonces P( F < 0.1666 ) = 0.05 
 
4. P( F < Fo ) = 0.01  
    1              1 
  F(4,9,0.01) = ----------------  = -------------  = 0.068 
    F( 9,4,0.99)  14.66 
   
  Entonces P( F < 0.068 ) = 0.01 
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3.3  DISTRIBUCIONES MUESTRALES 
 
Supóngase que se esta estudiando la rentabilidad por acción del sistema financiero en una 
fecha dada y supongamos que este sistema esta conformado por seis empresas cuyos nombres 
y rentabilidades es como sigue: 
 
 
  A   10 
  B   12 
  C   14 
  D    9 
  E    8 
  F    7 
 
 
Interesa en este momento determinar la rentabilidad promedio para el sector. Para responder a 
esta pregunta, existen dos opciones:  la primera es observar los rendimientos para todas las 
empresas que pertenecen al campo financiero y calcular su media, bajo esta situación por 
tenerse en cuenta todos los elementos que integran una población3 el promedio establecido 
recibe el nombre de media poblacional que se denota por µ , que para el caso es 10. 
 
La solución que se ofrece es muy obvia y demasiado sencilla, puede pensar el lector, pero no 
debe olvidar que se esta hablando solamente de seis empresas que realmente es un número, 
muy pequeño y los cálculos son demasiado fáciles. Que sucedería si en lugar de tener 6 se 
cuenta con 6.000 y además la información referente al rendimiento de cada una de ellas no es 
sencilla de obtener. Es claro que la situación aquí se vuelve compleja y esto obliga a buscar 
mecanismos alternos que permitan responder la inquietud planteada. Esta situación lleva a la 
segunda opción que se tiene  para calcular el rendimiento promedio del sector financiero y es 
precisamente  la que hace referencia al empleo de muestras4 como mecanismo para conocer la 
media poblacional. La estadística inferencial ofrece tratados completos de cómo seleccionar 
las muestras y las características que cada una de ellas debe tener para que con su análisis se 
puedan efectuar conclusiones e inferencias validas hacia una población. No siendo el interés 
profundizar en los métodos de muestreo, sencillamente se parte del tamaño de una muestra ya 
dada y se asume que esta es aleatoria y representativa de la población , para ilustrar con ella el 
proceso de inferencia que se debe seguir. 
 
 
En primer lugar y volviendo al ejemplo con que se dio inicio al tema, supongamos que el 
investigador desea calcular el rendimiento promedio no trabajando con toda la población  sino 
con una muestra, digamos de tamaño dos. Ahora la pregunta es: cuáles elementos son los que 
se van a muestrear?. Para hacer una mejor ilustración de nuestro ejemplo, supongamos que 
decide tomar todas las muestras de tamaño dos que se pueden extractar de esta población de 
seis. Por lo tanto existen 

 = 15  muestras posibles. Cada una de las cuales junto con sus 
valores y promedios se indican enseguida: 


2
6
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3 Se entiende por  población  todo el conjunto de elementos que tienen una característica en común 
4 Una muestra es un subconjunto de la población  
 
MUESTRA   VALORES  PROMEDIO     MUESTRA VALORES  PROMEDIO 
 
 AB  10  12  11  AC 10  14  12 
 AD  10    9  9.5  AE 10    8    9 
 AF  10   7  8.5  BC 12  14  13 
 BD  12   9  10.5  BE 12   8  10 
 BF  12   7   9.5  CD 14   9  11.5 
 CE  14   8  11.0  CF 14   7  10.5 
 DE    9   8   8.5  DF  9    7    8.0 
 EF    8   7   7.5 
 
 
)
El valor de la media muestral dependerá de los elementos que sean seleccionados dentro de la 
muestra, pero con ellos se puede generar un función de probabilidad, ya que la media 
muestral es una variable aleatoria que toma valores 7.5; 8.5; 9.5; 10.5; 11; 12; 13, y las 
probabilidades asociadas a cada uno de ellos se indican en la  tabla siguiente: 
 
Media Muestral 7,5 8 8,5 9 9,5 10 10,5 11 11,5 12 13 ( )xXP =  1/15 1/15 2/15 1/15 2/15 1/15 2/15 2/15 1/15 1/15 1/15 
 
Si se observa el cuadro anterior se puede notar lo siguiente: 
 
1.    para todo x  0)( ≥= xXP
 
2. ∑ ==
Todox
xXP 00.1)(  
 
 
Bajo la anterior situación se puede decir entonces que se cumplen las condiciones para que la 
variable aleatoria X, tenga una función de densidad o de probabilidad P ( X = x ), pero cuál es 
esta función? La respuesta a esta inquietud nos la ofrece el teorema central del límite, que se 
enuncia enseguida. 
 
3.3.1 TEOREMA CENTRAL DEL LIMITE 
 
Sea  X  la media  de una muestra aleatoria simple  , extraída de una de 
una población con media 
nXXXX ........321
µ  y varianza ,  si se toma un tamaño de muestra lo 
suficientemente grande, la media muestral  
2σ
X  tiene distribución normal con media X  y 
varianza n
2σ . 
 
En cuanto al tamaño de n para verificar el anterior teorema, este dependerá de la precisión de 
la aproximación requerida y de las formas de las distribuciones reales de  . Si los 
sumandos están normalmente distribuidos  se proporcionan probabilidades exactas, no 
importa cuan pequeña sea n. Si no se sabe nada acerca de los tipos de la distribución  de , 
la regla practica es que n debe ser mayor de 30 para aproximaciones satisfactorias. 
iX
iX
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Con el animo de ilustrar de mejor manera la utilidad que reviste el Teorema Central del 
Límite, y las aplicaciones que de el se desprenden., se toma como base los resultados 
mostrados en el anexo No 6, donde se  muestran los precios de las acciones de alta 
bursatilidad al final de cada mes durante el periodo enero de 1.996 a junio de 1.999, y con 
ellos se desarrollan varios interrogantes planteados.  
 
Observando los precios de las acciones para Almacenes Exito, determine la probabilidad de 
que el precio promedio de  la acción sea superior a  $ 3.600. 
 
Al tomar los valores de cierre al final del mes  de las acciones de Almacenes Exito, para el 
periodo enero de 1.996 a junio de 1.999, y considerando esta  como una población,  se tiene 
un conjunto de 42 observaciones, con un promedio de  3342.86 con una desviación estándar 
de 723.33. Por el teorema central del límite, se tiene lo siguiente: 
 
 
   ( )nNX 2,σµ⇒  
 
Bajo la anterior situación se puede definir una variable aleatoria Z como sigue: 
 
  
n
XZ σ
µ−=     Que tiene distribución Normal estándar. 
Haciendo la notación de la pregunta de interés, se esta interesado en evaluar: 
 
  30.2
42
33.723
86.33423600 =−=Z  
  ( ) 0107.09893.013600 =−=>ZP  
 
Con lo anterior se tiene entonces que la probabilidad de que el precio promedio de la acción 
sea superior a 3.600 es de 0.0107 ( Valor que fue obtenido con el uso de la tabla de la 
distribución normal, ofrecida en el anexo No 1) 
 
 
 
Supongamos ahora que estamos interesados en calcular la probabilidad de que el precio de la 
acción de  La Compañía Cementos Argos , se encuentre entre  $ 5.300 y  $ 6.100.  
 
Interesa entonces evaluar la siguiente probabilidad: 
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  ( )100.6300.5 ≤≤ XP  
 
 Al observar el anexo No 5, se encuentra que la media y la desviación estándar son 
respectivamente 5840.92 y 1696.16. 
 
Estandarizando se obtienen los siguientes valores de z 
 
 07.2
42
16.1696
92.58405300
1 −=−=Z  99.0
42
16.1696
92.58406100
2 =−=Z   
 
Por lo tanto en términos de la nueva variable aleatoria se tiene: 
 
 ( ) 8137.00192.08329.099.007.2 =−=≤≤− ZP  
 
El grafico para esta situación es el siguiente 
 
 
3.3.2 LA DISTRIBUCIÓN DE LAS PROPORCIONES MUESTRALES 
 
Hasta ahora la discusión se centro en la media muestral y la distribución que ella seguía 
cuando se contaba con muestras lo suficientemente grandes. En muchos casos  no se esta 
interesado en trabajar esta media, si no que interesa averigua alguna característica de la 
población. Por decir algunos casos; un banco puede estar interesado en determinar si un 
depositante pedirá o no un préstamo, establecer si el rendimiento de una inversión se 
mantendrá constante o disminuirá. 
 
El proceso de las proporciones muestrales es muy similar al de las medias. De cualquier 
población es posible extraer muchas muestras posibles de un tamaño dado. Cada una de 
estas muestras contendrá su propia proporción de éxitos P. Sin embargo al igual que con 
las medias, el valor esperado de la distribución muestral de las proporciones será igual a la 
proporción  de éxitos de la población: E ( P ) = P 
 
Debe recordase que  P =
nesobservaciodetotalNúmero
exitososresultadosdeNo
___
___  
 
Ya se sabe que el número de éxitos en una muestra de tamaño n, sigue una distribución 
Binomial expresada de la siguiente manera: 
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xnx pp
x
n
xXP −−


== )1()()(   para x = 0, 1, 2, 3 ....... n 
Donde el valor promedio del número de éxitos  es igual a   y la varianza .  np )1( pnp −
Ahora, en lugar de expresar la variable en términos del número de éxitos, X se puede 
convertir con facilidad en la proporción de éxitos, para lo cual se tiene entonces lo siguiente: 
 
muestraladeTamaño
éxitosdeNúmeroP
___
__=  
 
Bajo la anterior situación, el promedio o proporción esperada de éxitos es igual a p  y la 
varianza es n
Pp )1( − Por lo tanto, si se tiene muestras lo suficientemente grandes se 
puede emplear la distribución normal para evaluar la distribución muestral de proporciones , 
para lo cual la variable aleatoria Z, vendría definida de la siguiente manera: 
 
 
  
n
PP
PpZ
)1( −
−=  
 
3.3.2.1 EJEMPLO DE APLICACIÓN 
 
El riesgo de  insolvencia es valorado internacionalmente a través de una serie de empresas 
de calificación, que en forma independiente puntualizan sobre la capacidad y probabilidad 
de las empresas para pagar sus intereses y el principal de las deudas de las compañías 
calificadas a través de una notación. Las tres más conocidas son Standard & Poor´s, 
Moody´s y Fitch-IBCA. Los grados de calificación para Standard & Poor´s son los 
siguientes: 
AAA  La mejor Calificación 
AA  Calificación alta 
A  Por encima de la media 
BBB  Calificación media 
BB  Por debajo de la media 
B  Especulativa 
CCC-CC Totalmente especulativa 
C  En proceso de quiebra pero aún paga intereses 
DDD-DD Impago, con calificación indicativa de valor de liquidación relativo 
 
Bajo la anterior situación, si se sabe que el 45% de las empresas tienen una calificación de 
su deuda como BBB,  Cuál es la probabilidad de que al seleccionar 32 cuentas la 
proporción de empresas con calificación BBB  
 
A. Se encuentre entre 0.38 y 0.40.  
B. Sea superior a 0.43 
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A. Tomando como base distribución muestral de la proporción y efectuando la notación a 
la pregunta que se esta planteando, se tiene lo siguiente: 
 ( )40.038.0 << PP  
   
n
PP
PpZ
)1( −
−=  
 
32
)45.01(45.0
45.038.0
1 −
−=Z  =  -0.80     
32
)45.01(45.0
45.040.0
2 −
−=Z =  0.57 
 
 
Se tiene entonces 
 ( )57.080.0 <<− ZP )= 0.7157-0.2119 = 0.5038 
 
 
B. Interesa calcular la siguiente probabilidad:  
 
    ( )43.0>PP
 
 
32
)45.01(45.0
45.043.0
1 −
−=Z  =  - 0.22 
  1 – 0.4129 = 0.5871 ( =−> 22.0ZP )
 
 
3.3.3 DISTRIBUCION MUESTRAL PARA LA VARIANZA 
 
Si se toma una muestra  aleatoria de tamaño n de una población normal con media µ y 
varianza , y se calcula la varianza muestral , se define una variable aleatoria  W  2σ 2 1−nS
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  W = 
( )
2  
2
11
σ
−− nSn
 
Entonces  W  se distribuye  Chi-Cuadrado con n-1 grados de libertad 
 
en otras palabras   
( )
2
2
11
σ
−− nSn   Se distribuye   2 1−nX
 
 
3.3.4 DISTRIBUCI0N T 
 
Es muy común que en muchas ocasiones no se cuente con la información referente al valor 
de la varianza poblacional de la cual se seleccionan las muestras, pero si  se sabe que al 
tener muestras de tamaño mayor a 30,  proporciona una buena estimación de , por 
lo que se utiliza la varianza muestral ( ) como estimador de y poder utilizar de esta 
manera el teorema central del límite. Pero surge la pregunta: cuál es la distribución 
muestral si se desconoce la varianza poblacional y se tiene un tamaño de muestra menor de 
30?. 
2
1−nS
2
1−nS
2σ
2σ
 
Para responder  esta pregunta y ofrecer una posible solución, se podría pensar en definir la 
variable aleatoria Z de la siguiente manera: 
 
 
  
n
S
XZ
n 1−
−= µ      
 
 
Al hacerlo así los valores de  fluctúan  considerablemente de muestra a muestra, y la 
distribución de la variable aleatoria Z definida  como: 
2
1−nS
n
S
XZ
n 1−
−= µ     se desvía mucho de 
una distribución normal estándar.  Por lo que se emplea entonces la distribución T definida en 
el inciso 3.2.3, y de la cual se puede hacer la siguiente apreciación: 
 
Sea T una variable aleatoria, si T esta definido de la manera que a continuación se indica: 
 
   
n
Sn 1−
− µXT =    Se distribuye T con n-1 grados de libertad 
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3.3.4.1 EJEMPLO No 1 
 
La información que aparece en el cuadro que se muestra en la siguiente página, hace 
referencia al índice de rentabilidad de las principales acciones  negociadas en la Bolsa de 
Medellín. Tomando como base los resultados ofrecidos para el Banco de Bogotá, 
determine la probabilidad de que el índice promedio sea mayor  a 1.55. 
 
Al calcular la variable aleatoria se tiene: 
 
n
S
XT
n 1−
−= µ     =  
12
74.4
3941.155.1 −  = 0.1139  
 
Ahora interesa calcular  P ( T > 0.1139 ) =   0.4556 
 
El valor de esta probabilidad difícilmente se encuentra en las tablas convencionales de la 
distribución T, ya que ellas están construidas para determinar un valor To, que se obtiene 
para un nivel de área ya especificado. En vista de lo anterior, se recurre a las hojas 
electrónicas de cálculo, ya que ellas en forma muy sencilla determinan el valor buscado, 
para esto se debe realizar el siguiente proceso: 
 
1. En la hoja electrónica ubique la opción de  funciones y haga clic ( ) xf
 
2.Busque en el panel izquierdo la opción estadística y de clic 
 
3. En el costado derecho busque DISTR T, después de ubicarla, haga clic sobre ella 
 
4. Enseguida aparecerá un recuadro solicitando la siguiente información 
 
 X= Coloque el valor T calculado, para el caso 0.1139 
 
Gl= Coloque los grados de libertad, en esta situación recuerde que la variable 
aleatoria tiene n-1 grados de libertad, por lo que debe anotar 11. 
 
Colas: Indique si es a una o dos colas, por  interesar mayor a 0.1139, se debe 
colocar 1.  
 
 
Después de haber efectuado todo lo anterior, haga clic en aceptar, el valor que obtiene por 
medio del sistema es 0.4556 que corresponde a P ( T > 0.1139 ). Si usted hubiese estado 
interesado en evaluar P ( T<0.1139),  el área buscada se obtiene de restar 0.4556 a 1 es 
decir  (1-0.4556), esto en razón a que el sistema genera los valores de probabilidad para la 
cola de la derecha, o sea P ( T > To)  
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INDICE DE RENTABILIDAD DE LAS ACCIONES  ORDINARIAS 
MAS  BURSATILES INSCRITAS EN LA BOLSA DE MEDELLÍN 
1,997 
EN PORCENTAJE 
         
  Banco de     Nacional de   Cemento Bancoquia Banco 
  Bogotá Bavaria Cadenalco Chocolates Noel Valle   Ganadero
Mes                 
Enero       3,7656  44,1277          9,9484       13,6754      34,3946    20,3873      24,3609     19,7238 
Febrero       4,9190  14,6535        -0,2150        -0,6714        6,9152      8,2896        3,6523        6,6418 
Marzo     -1,6264    2,5009        -3,8966          3,0266     15,3711      1,9564        9,4079        6,7432 
Abril       1,4330  17,0685          2,7001        -0,5600      12,2626     -3,5158        0,3522        5,2777 
Mayo       9,7017    1,6809        -1,2265          1,3251       6,4749     -0,0081       -1,3955        8,7436 
Junio     -3,5881   -2,1901        -2,4794          3,0220       3,5218      2,1599        1,5305        4,6930 
Julio       3,6510    4,0458        -4,4364        -0,4981        2,5799      2,3383        3,4481        2,1284 
Agosto     -0,0175  23,6426       14,3914          0,7587       8,9315      0,0427       -1,0674        7,9968 
Septiembre       4,5780  19,8670       27,7743          2,5867   -11,5550     -7,1611      14,7266        8,7061 
Octubre       3,3892  10,2080       28,3088          4,2104      -6,7515     -4,5156        3,0940        6,7610 
Noviembre     -8,6159    1,1542        -4,2065      -15,0028       -8,2237     -5,3790       -0,7490        0,0677 
Diciembre     -0,8605   -1,7199        -5,5942        -2,0146       -4,9705     -5,2886       -4,0559        3,3495 
Promedio       1,3941  11,2533          5,0890          0,8215       4,9126      0,7755        4,4421        6,7361 
Desviación       4,7434  13,5717       12,3102          6,4252     12,5772      7,5801        8,0871        4,8772 
         
 
3.4.2 EJEMPLO No 2 
 
Para la Información suministrada anteriormente y que hace referencia al Banco Ganadero. 
Cuál es la probabilidad de que el índice de rendimiento promedio se a inferior 7.50. 
 
Al calcular el Valor To se tiene entonces lo siguiente: 
 
 
n
S
XT
n 1−
−= µ     =  
12
8772.4
7361.650.7 −  = 0.5425 
 
Por lo tanto la probabilidad deseada se nota  y calcula así: 
 
  P ( T < 0.5425 ) =   1 – 0.29914656 
 
El valor 0.29914656, fue obtenido con el uso de las hojas electrónicas de cálculo, 
siguiendo los pasos indicados en el inciso anterior.  
 
 
3.5 INTERVALOS DE CONFIANZA 
 
En el numeral 3.3.1 se indico el teorema central del límite y ahora el lector comprenderá la 
importancia que este reviste para la teoría estadística. Empecemos por recordar que si se 
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toma una muestra lo suficientemente grande, la media muestral  tiene distribución normal 
con media X  y varianza n
2σ , por lo tanto existe un variable aleatoria Z definida de la 
siguiente manera: 
 
  
n
XZ σ
µ−=  que se distribuye normal estándar 
 
bajo la anterior situación se tiene. 
 
   ( ) α−=<< 121 ZZZP
 
 
Pero se sabe que  
n
XZ σ
µ−=  , y al remplazar en la expresión anterior se tiene: 
 ασ
µ −=








<−< 110 Z
n
XZP   
despejando 
n
σ  en la anterior inecuación  
  ασµσ −=

 <−< 110 nZXnZP  
Despejando X  
  ασµσ −=

 +−<−<+− 110 nZXnZXP  
 
Multiplicando por -1 
 
  ασµσ −=

 −>>− 110 nZXnZXP  
 
Ordenando 
 
  ασµσ −=

 −<<− 101 nZXnZXP  
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recuerde que la distribución normal es simétrica y que Z o = -Z1, por lo tanto 
 
  ασµσ −=

 −−<<− 1)( 11 nZXnZXP  
 
  ασµσ −=

 +<<− 1)11 nZXnZXP  
 
Con lo cual se tiene entonces lo siguiente: 
 
  ασµσ −=

 +<<− 1)
n
ZX
n
ZXP  
 
La anterior expresión tiene implicaciones muy importantes. Notese que el parámetro 
poblacional µ  esta entre dos valores que pueden ser determinados por medio del resultado 
de una muestra y además estos valores se definen dentro de un nivel de confianza que esta 
dado por la expresión 1-α . Con lo anterior lo que en realidad se hizo  fue generar un 
intervalo de confianza en los que se puede localizar la media poblacional para un nivel de 
confianza 1-α . 
 
Con base en lo anterior y teniendo claros los conceptos de distribuciones muestrales, se 
pueden generar  a partir de este momento diferentes intervalos de confianza, para estimar 
con ellos los parámetros de la población; estas estimaciones pueden ser realizadas en forma 
puntual, o a través de un intervalo efectuado con un nivel de confianza fijado por el 
investigador. Por esto enseguida se ofrecen las distintas expresiones con las cuales se 
puede llegar a conocer entre que valores se encuentra un parámetro poblacional 
desconocido, y más adelante, se ofrecen varios ejercicios de aplicación que sirvan de 
ilustración a los conceptos ofrecidos en esta sección. 
 
3.5.1 INTERVALOS DE CONFIANZA PARA ESTIMAR LA MEDIA 
POBLACIONAL 
 
Se tiene un tamaño de muestra mayor de 30 
 
  ασµσ −=

 −<<− 101 nZXnZXP  
 
Si la desviación estándar poblacional es desconocida (σ ), esta puede ser estimada por la 
desviación estándar muestral, por lo que σ  debe ser remplazado por la desviación estándar 
muestral  ( ). 1−nS
 
Se tiene un tamaño de muestra menor de 30 
 
 ( ) ( ) αµ αα −=+≤≤− −−−−−− 1)( 12/1;112/1;1
n
S
TX
n
S
TXP nn
n
n  
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Donde  X   = Media muestral 
   = Desviación estándar de la muestra 1−nS
  σ  = Desviación estándar de la población 
   = Tamaño de la muestra n
  α−1  = Nivel de Confianza 
 
 
3.5.2 INTERVALOS DE CONFIANZA PARA ESTIMAR LA PROPORCIÓN 
POBLACIONAL 
 
  α−=


 −+≤≤−− 1)1()1(
n
ppZpP
n
ppZpP  
 
Donde  p  = Proporción muestral   
  Z  =Valor obtenido en la distribución normal para un nivel de confianza  
n  = Tamaño de la muestra 
        α−1  =  Nivel de confianza 
 
3.5.3 INTERVALO DE CONFIANZA PARA LA DIFERENCIA DE MEDIAS CON 
MUESTRAS INDEPENDIENTES.  
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En este caso se asume que las varianza s poblacionales son desconocidas, por lo que son 
estimadas con las varianzas muestrales. Si estas fueran conocidas, solo basta colocar  
y  en lugar de  y . 
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3.5.4 INTERVALOS DE CONFIANZA PARA ESTIMAR LA DIFERENCIA DE 
MEDIAS CON MUESTRAS PEQUEÑAS 
 
Caso No 1  Se supone que las varianzas poblacionales son iguales pero desconocidas 
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Caso No 2. Las varianzas poblacionales no son iguales 
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El valor de  GL, para los grados de libertad de la T , se obtienen de la siguiente manera:  
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3.5.5 INTERVALO DE CONFIANZA PARA DIFERENCIA DE PROPORCIONES 
 
Sean y  las proporciones de éxitos en las muestras aleatorias de tamaños  y  
respectivamente. Un intervalo de confianza para la diferencia de dos proporciones 
poblacionales esta dado por: 
1p 2p 1n 2n
 
  ( ) ασσ −=+−≤≤−− 12121 pp ZppPZppP  
 
Donde 
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3.5.6 INTERVALO DE CONFIANZA  PARA LA VARIANZA 
 
Si  es  la varianza de una muestra aleatoria de tamaño n de una población normal, un 
intervalo de confianza para  es  
2S
2σ
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Donde y  son valores de una distribución Chi-cuadrdado con n-1 grados de 
libertad, con áreas de 
2
2/αX
2
2/1 α−X
2/α  y 1 2/α−  a la derecha respectivamente. 
 
 
3.6.1 EJERCICIOS DE APLICACIÓN No 1 
 
 El Gerente financiero de una firma leyó hace poco un estudio sobre la industria, basado en 
el análisis de 75 firmas. Entre otras cosas, el estudio indicaba que el tiempo promedio entre 
factura y pago era de 15.7 días. El gerente quiere comparar este promedio con el de su 
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firma que es hasta ahora desconocido, por este motivo tomo una muestra aleatoria de 40 
cuentas y observo en ellas el tiempo transcurrido, encontrando la siguiente información:  
17, 21, 15, 9, 16, 17, 32, 18, 16, 14, 17, 13, 16, 15, 19, 11, 11, 18, 23, 14, 13, 25, 18, 16, 12, 
11, 14,  20, 21, 12, 18, 14, 13, 15, 16,18,18,21,13,21. 
 
Que se puede concluir? 
 
En este caso interesa determinar el tiempo medio entre factura y pago para la empresa y por 
tener un tamaño de muestra mayor a 30, se utiliza la formula ofrecida en el inciso No 3.5.1. 
Al calcular la media, la desviación estándar muestral y remplazar se tiene lo siguiente: 
 
X  =    16.525   =  18.92  n = 40 2 1−nS
Tomado un nivel de confianza del 90% , se obtiene Z = 1.64 
 
  ασµσ −=

 −<<− 101 nZXnZXP  
 
 )4092.18(64.1525.16;4092.18(64.1525.16( −−  
 
 
    15.39   y 17.65 
 
Bajo la anterior situación se puede concluir entonces: En 90 de cada 100 muestras el tiempo 
promedio entre facturación y pago para la empresa se encuentra entre 15 y 18 días 
 
3.6.2 EJERCICIO DE APLICACIÓN No 2 
 
El vicepresidente de un banco leyó un artículo que decía que el prestatario de fondos 
personales es soltero y tiene una edad promedio de 26 años. El vicepresidente piensa que las 
personas que buscan prestamos en su banco difieren y de ser así se podría una campaña 
publicitaria eficaz para atraer personas que buscan crédito en otra parte. Por esta razón, el 
vicepresidente pide a un subordinado que con los resultados de la siguiente muestra de 
solicitantes, determine la edad promedio y la proporción de solteros. 
 
Estado Civil   No Personas  Edad  No Personas 
Casado   10   20-25   10 
Viudo   15  25-30   12 
Separado  18  30-35   20 
Divorciado  20  35-40   18 
Soltero   12  40-45   15 
Otro    6  45-50    6 
 
En primer lugar se establecerá el intervalo de confianza para la edad promedio de prestatarios, 
por tratarse de una muestra mayor de 30, la formula a emplear será la indicada en el numeral   
3.5.1, y los cálculos efectuados para establecer la media y la varianza muestral se muestran en 
el siguiente cuadro 
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Edad No Personas Marca Clase jj nY  jj nYY
2)( −  
      
20 25 10 22,5 225 1.463,80 
25 30 12 27,5 330 604,71 
30 35 20 32,5 650 88,10 
35 40 18 37,5 675 151,51 
40 45 15 42,5 637,5 936,44 
45 50 6 47,5 285 998,65 
      
 Total 81  2802,5 4.243,21 
 
n
nY
YYM
m
j
jj∑
=== 1)(  =  
81
5.2802  = 34.60 
 
( )
1
2
12
1 −
−
=
∑
=
− n
nYY
S
j
m
j
j
n    =  80
21.4243  = 53.04 
 
2
11 −− = nn SS =  04.53  = 7.28 
 
Tomando un nivel de confianza del 95% y remplazando se tiene 
 
 
  ασµσ −=

 −<<− 101 nZXnZXP  
 
  


 −−
81
28.796.159.34;
81
28.796.159.34  
   
   ( 33.01 ; 36.16 ) 
 
En 95 de cada 100 muestras , la edad promedio de solicitantes de prestamos se encuentra 
entre 33 y 36 años. 
 
Para establecer la proporción de solicitantes solteros, se emplea la formula dada en 3.5.2. El 
valor de P es calculado con la siguiente expresión  
 
P =    No  de   personas   solteras  en  la  muestra    
               No Total de elementos en la muestra 
 
 P = 81
12  = 0.1481 
 
Tomando un nivel de confianza del 80% y remplazando en la formula se tiene 
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


 −+−−
81
)1481.01)(1481.0(
28.11481.0;
81
)1481.01)(1481.0(
28.11481.0  
 
  ( 0.0975 ; 0.1986 ) 
 
En 80 de cada 100 muestras la proporción de solteros se encuentra entre 0.0975 y 0.1986 
 
 
 
3.6.3 EJERCICIO DE APLICACIÓN No 3 
 
Tomando como muestra los resultados del Indice de rentabilidad de las acciones ordinarias 
más bursátiles, inscritas en la bolsa de Medellín, ofrecidos en el ejemplo No 1 del inciso 3341. 
efectúe intervalos de confianza al 80% para el índice de rendimiento promedio 
 
Por tener menos de 30 observaciones y por interesar la media poblacional, la expresión a 
calcular será:  
 ( ) ( ) αµ αα −=+≤≤− −−−−−− 1)( 12/1;112/1;1
n
S
TX
n
S
TXP nn
n
n  
Donde  
 
X     = Media Muestral  
1−nS   = Desviación Estándar Muestral 
)2/1,1( α−−nT    = Valor Obtenido en la distribución T, con n-1 grados de libertad  
Por haberse efectuado 12 observaciones y tener un nivel de confianza del 80% , el valor de T, 
se establece de la siguiente manera: 
 
)2/1,1( α−−nT  =T =  = 1.3634 )2/20.01;112( −− )90.0,11T
 
El desarrollo para  Bancoquia se muestra en seguida: 
 
X   = 4.4421  = 8.0871  n = 12 1−nS
 
 


 −−
12
0871.83634.14421.4;
12
0871.83634.14421.4   
 
  (1.2591 ; 7.6250 ) 
 
Con lo anterior se concluye: En 80 de cada 100 muestras el índice promedio de rentabilidad 
para Bancoquia se encuentra entre 1.2591 y 7.6250. 
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Efectuando los mismos cálculos para las otras entidades se llega a lo siguiente: 
 
INTERVALOS DE CONFIANZA AL 80% PARA INDICE DE RENTABILIDAD 
DE LAS ACCIONES ORDINARIAS MAS  BURSATILES INSCRITAS EN LA BOLSA DE MEDELLIN 
1,997 
EN PORCENTAJE 
         
  Banco de   Nacional de   Cemento Bancoquia Banco 
  Bogotá Bavaria Cadenalco Chocolates Noel Valle   Ganadero
                  
Promedio   1,3941   11,2533         5,0890          0,8215      4,9126    0,7755        4,4421        6,7361 
Desviación   4,7434   13,5717       12,3102          6,4252    12,5772    7,5801        8,0871        4,8772 
Limite Inferior Intervalo  -0,4728     5,9117         0,2440         -1,7073     -0,0375   -2,2079        1,2591        4,8165 
Límite Superior Intervalo   3,2610   16,5948         9,9341          3,3503      9,8627    3,7589        7,6250        8,6556 
 
 
3.6.4 EJERCICIO DE APLICACION No 4 
 
Anteriormente se había indicado que la desviación estándar en finanzas  tenia una gran    
importancia, ya que con ella se podía medir el riesgo. Bajo esta situación y tomando 
nuevamente como base los resultados del índice  de rentabilidad de las acciones más 
bursátiles, determine intervalos de confianza para los niveles de riesgo. 
 
En el numeral 3.5.6 se ofreció una expresión con la cual se podía establecer intervalos de 
confianza para la varianza, que recordándola nuevamente dice de la siguiente manera:  
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Donde y  son valores de una distribución Chi-cuadrado con n-1 grados de 
libertad, con áreas de 
2
2/αX
2
2/1 α−X
2/α  y 1 2/α−  a la derecha respectivamente  
 
Tomando un nivel de confianza del 90% y  efectuando el calculo para Cadenalco, se tiene 
lo siguiente:   
 
2
2/αX =  675.19
2
2/10.0 =X
2
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  
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;
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   ( 84.72 ;  364.36 )  
 
INTERVALOS DE CONFIANZA  AL 90%  PARA  EL  RIESGO 
DE LAS ACCIONES ORDINARIAS MAS  BURSATILES INSCRITAS EN LA BOLSA DE MEDELLIN 
1,997 
EN PORCENTAJE 
         
  Banco de   Nacional de   Cemento Bancoquia Banco 
  Bogotá Bavaria Cadenalco Chocolates Noel Valle   Ganadero 
                  
Promedio     1,3941    11,2533        5,0890            0,8215     4,9126      0,7755         4,4421           6,7361 
Desviación     4,7434    13,5717      12,3102            6,4252   12,5772      7,5801         8,0871           4,8772 
Limite Infe. Intervalo     12,579    102,978        84,724            23,081     88,439      32,124         36,565           13,299 
Límite Sup. Intervalo       54,10      442,86        364,36              99,26     380,34      138,15         157,25             57,19 
Desviación Límite Inf.       3,547      10,148          9,205              4,804       9,404        5,668           6,047             3,647 
Desviación Límite Sup       7,355      21,044        19,088              9,963     19,502      11,754         12,540             7,563 
 
 
3.6.5 EJERCICIO DE APLICACIÓN No 5 
 
Tomando como base la información referente al índice de rentabilidad de las acciones más 
bursátiles en la bolsa de Medellín, genere un intervalo de confianza al 90% para la diferencia 
del índice de rentabilidad promedio de las acciones de Bancoquia y  Banco Ganadero 
 
Por tratarse de muestras pequeñas se emplea la formula indicada en el numeral 3.5.4. En esta 
situación se desconoce el riesgo, pero se asume que este es igual, en razón a que las entidades 
pertenecen a un mismo  sector. Por lo tanto la formula a emplear viene dada por: 
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Indicando con el subíndice 1 la información referente al banco Ganadero y con el subíndice 
No 2, la referente a Bancoquia, se tiene: 
 
 
59.44
21212
)112()0871.8()112()8772.4( 222 =−+
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


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12
59.447171.14421.47361.6;
12
59.44
12
59.447171.14421.47361.6
 
  ( )68.44421.47361.6;68.44421.47361.6 +−−−  
 
    (-2.386 ;  6.974 ) 
 
En 90 de cada 100 muestras la diferencia del índice de rendimiento promedio entre Bancoquia 
y el Banco ganadero se encuentra entre –2.386 y 6.974. 
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UNIDAD No 4 
PRUEBA DE HIPOTESIS 
 
 
Uno de los objetivos centrales de la estadística es hacer inferencias sobre los parámetros 
desconocidos de determinada población, mediante los resultados de una muestra. La 
inferencia se efectúa esencialmente a través de dos metodologías, de una parte la estimación 
de los parámetros; ya sea puntual o por intervalo, y de otra parte la verificación de los 
supuestos acerca de los valores de los parámetros o de la distribución generada por estos, 
tema que se conoce bajo el nombre de PRUEBA DE HIPOTESIS o DOCIMACIA DE 
HIPOTESIS. 
 
Estas pruebas se aplican muchas veces, y puede surgir la pregunta de por qué son tan 
importantes?. Con mucha frecuencia se tienen que tomar decisiones en situaciones en las que 
el azar juega un papel importante. Si tenemos que elegir entre dos posibilidades, la decisión  
entre ambas se debe basar en el resultado de algunas pruebas estadísticas. 
 
Para clarificar el concepto anterior, suponga que una empresa procesa y envasa champiñones, 
los cuales son distribuidos para su venta en frascos de 250 gramos. En esta clase de productos, 
para cumplir con las normas emitidas por el Icontec, se debe informar al consumidor el peso 
drenado, es decir el peso neto del producto, que para el caso es de 200 gramos, según lo 
manifiesta la empresa en la etiqueta del producto . Para verificar la exactitud de la 
información, se toma una muestra aleatoria de 56 unidades y se pesa el champiñón, 
encontrándose un promedio de 150  Grs. Con esta situación podría afirmarse que el peso net|o 
del producto es distinto al que informa el fabricante en la etiqueta ?. Es decir, podría 
asegurarse que el peso neto es menor de 200 grs. ?. Suministran los datos de la muestra 
evidencia suficiente para garantizar que los productos fabricados por la empresa no cumplen 
con las especificaciones?.  
 
El ayudante de compras de una empresa constructora decide tomar una muestra aleatoria de 
las 2000 varillas de hierro llegadas recientemente. Toma al azar una muestra de 32 varillas y 
encuentra que 20 no cumplen con las especificaciones de calidad establecidas por la empresa, 
razón por la cual decide rechazar todo el lote de las 2000 varillas. El proveedor al enterarse de 
la situación, llama muy molesto, argumentando lo siguiente: Cómo es posible rechazar un lote 
de 2000 varillas si tan sólo se encontraron 20 defectuosas?.  Usted como encargado qué 
respondería ? Hay o no Razón en la actitud asumida por el auxiliar?.  
 
En cada uno de los casos enunciados anteriormente, el consumidor para el primero y el 
auxiliar de compras en el segundo, se plantearon un conjunto de supuestos para cada una de 
las poblaciones estudiadas y están efectuando afirmaciones a distintos parámetros de la 
población que tienen que ser contrastadas o verificadas. Inicialmente, se está planteando el 
supuesto que los frascos de champiñón no contienen los 200 gramos que dice contener, 
mientras que en la otra situación se afirma que la proporción de varillas defectuosas que 
contiene el lote es mucho mayor al nivel permisible fijado  por la firma. Sea cual fuere el 
caso, lo que en realidad se ha estado  haciendo es planteando un conjunto de hipótesis.   
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Para decidir con objetividad si una hipótesis particular es confirmada por un conjunto de 
datos, se necesita un procedimiento que lleve a un criterio objetivo para rechazar o aceptar esa 
hipótesis. Se insiste en la objetividad, porque el método científico requiere que las 
conclusiones sean alcanzadas por métodos públicos susceptibles de ser repetidos por otros 
investigadores competentes. 
 
El proceso que por lo común se sigue, comprende varios pasos, los cuales se enuncian y 
examinan con detenimiento según el orden de ejecución. 
 
4.1. PASOS A SEGUIR PARA DESARROLLAR PRUEBAS DE HIPOTESIS 
 
4.1.1.PLANTEAMIENTO DE HIPOTESIS 
 
4.1.1.1 HIPOTESIS NULA 
   
La hipótesis nula denotada por Ho, representa la conclusión que se obtendría si no hubiera 
diferencias, es decir, si todo funcionara correctamente. Esta hipótesis desde el punto de vista 
legal, vendría dada por la presunción que hace la ley de considerar toda persona inocente 
hasta que se compruebe lo contrario.  
 
Es formulada por lo común con la intención de ser rechazada y es la que siempre se prueba. 
 
4.1.1.2 HIPOTESIS ALTERNATIVA 
 
Denotada por H1. Es la negación de la hipótesis nula y se define como la aseveración 
operacional de la hipótesis de investigación del experimentador. La hipótesis de investigación 
es la predicción que se deriva de la teoría que se está probando. 
 
El razonamiento que se emplea en el planteamiento de esta hipótesis es contrario a la forma 
de pensar usual. La hipótesis que el  investigador desea apoyar es la hipótesis alternativa ( 
Denominada también hipótesis de investigación). Para efectuar esto se prueba la hipótesis 
opuesta a la de la investigación , es decir, la hipótesis nula. El investigador espera que los 
datos apoyen su rechazo porque esto implica el apoyo a la alternativa que representa el 
objetivo de la investigación. Haciendo referencia nuevamente al ejemplo del sistema legal, 
podría decirse que el fiscal ( investigador) espera reunir una suficiente evidencia para que 
declaren al acusado culpable  ( apoyar y aceptar la hipótesis de investigación). 
 
El planteamiento de las distintas hipótesis nula y alternativa varía y está determinado según la 
hipótesis de investigación, teniendo en cuenta las consideraciones dadas al definirlas; en 
especial, que una es la negación de la otra. Bajo esta situación y con el fin de dar una mejor 
ilustración, se efectúan los siguientes planteamientos siguiendo para ello la notación dada. 
 
 
 
 
4.1.1.3 PLANTEAMIENTO DE LA HIPOTESIS 
        
  4.1.1.3.1 Ho : θ  =  θ o 
                                    
   H1 : θ    ≠  θ o 
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  4.1.1.3.2     Ho : θ  = θ o   Ho : θ  ≥ θ o   
     o                                     
   H1 : θ  < θ o  H1 : θ  < θ o 
 
 
 
 4.1.1.3.3  Ho : θ  = θ o  Ho : θ  ≤  θ o    
     o     
   H1 : θ  > θ o       H1 : θ   >  θ o 
 
Donde  θ    Representa un parámetro poblacional 
  θo   Representa un valor del parámetro  poblacional 
 
 
4.1.2  ELECCION DE LA PRUEBA ESTADISTICA 
 
El campo de la estadística se ha desarrollado en tal grado, que ofrece los instrumentos para 
efectuar pruebas para cualquier propósito de investigación. Sin embargo, deben tenerse muy 
presentes algunos aspectos que por su importancia se entran a resaltar enseguida. 
 
4.1.2.1 Una prueba estadística se considera buena si es pequeña la probabilidad de rechazar 
Ho siendo verdadera y grande la probabilidad de rechazar Ho siendo falsa. (véase potencia de 
la prueba) 
 
4.1.2.2 En la elección se debe considerar la manera en que los resultados que conforman la 
muestra fue obtenida, la naturaleza de la población de la que se sacó la muestra y la clase de 
medición o escala que se empleó. 
 
Cualquier prueba estadística implica un modelo y un requisito de medida. Por lo tanto, debe 
verificarse que las condiciones del modelo se satisfacen, y que la escala de medida de los 
datos cumple las exigencias de la prueba.  
 
Al desarrollar cada una de las pruebas planteadas en este módulo, se darán los requisitos que 
se deben cumplir para verificar si las condiciones exigidas por el modelo se están cumpliendo 
al efectuar la prueba. 
 
En lo concerniente a la medición, debe recordarse que existen distintos tipos de escala de 
medida que son, a saber: 
4.1.2.1 ESCALA NOMINAL 
 
La medición se da en el nivel más elemental cuando los números u otros símbolos se usan 
para la clasificación de objetos, personas o características; cuando se usan con el fin de 
distinguir entre sí los grupos a que pertenecen varios objetos. 
 
Como ejemplos de estas escalas están las placas de los autos, el número asignado al jugador 
de fútbol, los códigos asignados a los estudiantes, estado civil, color, religión. 
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En una escala nominal, la operación de escalamiento consiste en partir de una clase dada y 
formar un conjunto de subclases que se excluyen mutuamente. La única relación implicada es 
la de equivalencia. Esto es, los miembros de cualquier subclase deben ser equivalentes en la 
propiedad medida. 
 
Las medidas estadísticas apropiadas para estas pruebas son el modo, la frecuencia, el conteo 
etc. En la estadística inferencial se pueden hacer inferencias con el uso de la prueba X² ( n) , o 
prueba basada en la distribución binomial. En el caso de querer medir la asociación, se puede 
emplear el coeficiente de contingencia, C. 
 
4.1.2.2 ESCALA ORDINAL O DE RANGO 
 
Cuando los elementos de una categoría de la escala no sean precisamente diferentes a los 
objetos de otra categoría de la escala, sino que están relacionados entre sí. Tales relaciones 
pueden formularse con el signo mayor que ( > ). 
 
Como ejemplo se tienen los estratos socio económicos, el sistema de grados del ejército, 
grados escolares, orden de producción. 
  
La estadística más apropiada para describir la tendencia central en una escala ordinal es la 
mediana. Con el escalamiento ordinal, las hipótesis pueden verificarse por medio de pruebas 
llamadas estadísticas de orden o de rango, y para medir la asociación están los coeficientes de 
Kendall o de Spearman. 
 
4.1.2.3 ESCALA DE INTERVALO 
 
Cuando una escala tiene todas las características de una escala ordinal y cuando se conoce la 
distancia entre dos números cualesquiera, se tiene una escala de intervalo. Esto es, si la 
asignación de números de varias clases de objetos es tan precisa que se sabe la magnitud de 
las distancias entre todos los objetos de la escala, se tiene una escala de intervalo. 
 
El mejor ejemplo de esta escala lo constituyen las mediciones de la temperatura, para las 
cuales no sólo se puede decir: hoy hace más calor que ayer, sino  que se puede decir : hoy la 
temperatura es dos grados más alta que ayer. Esta escala está caracterizada porque tiene una 
unidad de medida y un origen ( cero ) arbitrario y así la distancia entre dos mediciones  tiene 
un significado preciso. Esta escala a diferencia de la nominal y ordinal, es una escala 
verdaderamente cuantitativa. Otro ejemplo son los cocientes de inteligencia. 
 
En esta escala las operaciones aritméticas son admisibles, por lo que todas las estadísticas 
paramétricas ( media, varianza, desviación estándar ) son aplicables. Para la parte inferencial, 
si se cumplen todos los supuestos del modelo, entonces el investigador debe utilizar pruebas 
estadísticas paramétricas ( T(n), F, Normal, etc ). 
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4.1.2.4 ESCALA DE PROPORCION 
 
Cuando una escala tiene todas las características de una escala de intervalo y además tiene un 
punto cero real en su origen, es llamada escala de proporción. En ella, la proporción de un 
punto a otro cualquiera de la escala es independiente de la unidad de medida. 
 
Ejemplo, medimos la masa o el peso en una escala de proporción. La escala de onzas y libras 
tiene un verdadero punto cero. Lo mismo sucede con la escala en gramos. La proporción entre 
los pesos cualesquiera es independiente de la unidad de medida. Por ejemplo, si 
determinamos los pesos de dos objetos no sólo en libras sino en gramos, encontramos que las 
proporciones calculadas son iguales. 
 
Cualquier prueba estadística puede usarse cuando se ha logrado la medida de la 
proporción. Además de poder usar las pruebas mencionadas anteriormente, pueden usarse 
estadísticas como la media geométrica y el coeficiente de variación, las cuales requieren de 
un verdadero punto cero. 
 
En resumen, la escala nominal sirve solamente como un nombre a la categoría de la cual la 
observación hace parte. En la escala ordinal, las observaciones pueden ordenarse de menor a 
mayor y no sólo admiten la relación de igualdad sino el mayor que y menor que. En la escala 
de intervalo, además de poderse ordenar las observaciones, puede  definirse una unidad de 
distancia entre ellos. En la escala de proporción, las observaciones pueden ordenarse y existe 
un cero y una unidad de distancia que son inherentes al sistema, o sea, no son arbitrarios. 
 
 
4.1.3. EL NIVEL DE SIGNIFICACION Y EL TAMAÑO DE LA MUESTRA 
 
Al efectuar la prueba de una hipótesis nula con una alternativa sobre la base de la información 
contenida en la muestra, se puede llegar a dos tipos de errores. Por una parte la hipótesis nula 
es cierta, pero los datos de la muestra no son compatibles y llevan a una decisión de rechazo, 
situación en la cual se tiene un error denominado Error Tipo 1. En segundo lugar, puede 
ocurrir que la hipótesis nula sea falsa pero los datos de la muestra llevan a aceptarla, caso en 
el cual se tiene una decisión incorrecta y se está cometiendo  un error llamado Error Tipo 2. 
 
En la situación anterior se ve que hay dos formas en las que se puede llegar a decisiones 
incorrectas, las cuales se  presentan en el siguiente cuadro para una mejor ilustración. 
 
Decisión Situación Verdadera Situación Verdadera 
  Ho Cierta Ho Falsa 
Se Acepta  Ho    Decisión Correcta   Error Tipo 2 
 Se Rechaza Ho  Error Tipo 1   Decisión Correcta 
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Las probabilidades de cometer errores tipo 1 y tipo 2 pueden considerarse como riesgos de 
decisiones incorrectas. Precisamente, la probabilidad de cometer un error tipo 1 se llama nivel 
de significancia5 y se denota por α. 
 
La probabilidad máxima de cometer un error del tipo 2 no tiene nombre especifico, pero se 
designa por β.  
 
En condiciones ideales, los valores de α y β deben ser especificados por el investigador antes 
de iniciar la investigación. Estos valores determinarán qué tamaño de muestra deberá tomar 
para desarrollar la prueba escogida. Sin embargo, lo común es que el tamaño de la muestra (n) 
y α queden determinados con anterioridad, por lo que β queda también definido. En vista de 
que hay una relación inversa entre las probabilidades de cometer ambos tipos de errores, al 
decrecer α se incrementa  β para cualquier n dado. Si se desea reducir ambos tipos de errores, 
se debe aumentar n. 
 
Es importante resaltar que cualquiera que sea la situación, siempre existirá la posibilidad de 
cometer cualquier tipo de error, y que el experimentador deberá alcanzar un equilibrio óptimo 
entre las probabilidades de cometer cualquiera de los errores. Las diversas pruebas 
estadísticas que en este momento se tienen al alcance, ofrecen distintos equilibrios, y para 
obtenerlo es necesario conocer lo que se ha denominado la potencia de una prueba. 
 
La potencia de una prueba se define como la probabilidad de rechazar Ho cuando realmente 
es falsa. Esto es: 
 
    Potencia  =  1 - Probabilidad de error tipo 2  
                                     Potencia  =  1  -  β 
 
 
4.1.4. DISTRIBUCION MUESTRAL 
 
Puesto que la elección entre Ho y H1 ha de hacerse basándose en pruebas de muestra, es 
necesario escoger una función de las n observaciones  de muestra como estadística de prueba. 
En general, la estadística de prueba debe ser una  cuya distribución por muestreo sea conocida 
en el supuesto que la hipótesis nula sea cierta. La distribución muestral la obtendríamos al 
tomar al azar todas las muestras posibles de un mismo tamaño, extraídas de una misma 
población. Suponga que se desea probar el promedio poblacional cuando se tiene un tamaño 
de muestra lo suficientemente grande, tomado de esta población. Si se representa la media 
poblacional con µ y el promedio de la muestra   de tamaño n por X ,se tiene entonces que X  
es un buen estimador de µ. Por lo tanto, parece razonable que la decisión de µ se deba basar 
en X . Si se tiene una muestra grande, la decisión debe basarse en la distribución de X , que 
por el teorema central del límite se sabe que es normal. 
 
                                                 
     5El término significancia se debe a que la diferencia entre el valor hipotético y 
el resultado muestral, es de una magnitud que se puede considerar de una 
significancia tal como para no pensar que su valor observado es debido al azar 
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Suponga que se desea probar una hipótesis acerca de la varianza de una población 
distribuida normalmente, se sabe que una muestra aleatoria de tamaño n extraída de esta 
población normal tiene una distribución chi-cuadrado ya que: 
 
 
                    ( n - 1 )  S ² 
                    --------------  Se distribuye    x ² ( n)  
                           σ’²  
Si se tiene una muestra aleatoria de un población normal con varianza (σ ²)  desconocida y se 
desea efectuar una aseveración a la media poblacional, el estadístico de prueba será entonces  
 
               
1)-T(n   distribuye Se
n
S
XT µ−=  
  
Estos son algunos  ejemplos de las distintas distribuciones muestrales que en algún momento 
pueden utilizarse para efectuar contraste de hipótesis. Sin embargo, al ir estudiando las 
distintas pruebas, se irá indicando la estadística de prueba. 
 
4.1.5. LA REGION DE RECHAZO 
 
La región de rechazo es una región de la distribución muestral , que incluye un conjunto de 
valores posibles tan extremos que cuando Ho es verdadera,  es muy pequeña la probabilidad α 
de que la muestra observada produzca un valor que esté entre ellos. La probabilidad asociada 
con cualquier valor de la región de rechazo es igual o menor que α. 
 
Para determinar la región de rechazo sólo basta observar la hipótesis alternativa ( H1 ), ya que 
si está planteada  en una sola dirección, se dice que se tiene una prueba a una cola, y 
dependiendo de la dirección podrá ser: Cola a  la izquierda o la derecha, ya sea que la región 
de rechazo este situada a la derecha o izquierda respectivamente. Es decir, si se desea probar 
una hipótesis cuyo planteamiento viene dado por: 
 
  Ho : θ  = θ o  Ho : θ  ≥ θ o   
    o                                     
  H1 : θ  < θ o  H1 : θ  < θ o 
Se tiene una prueba a una cola y la dirección es a la izquierda, ya que la hipótesis alternativa 
dice menor que ( < ), sitio en el cual se fija la región de rechazo, y que gráficamente será 
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Si la prueba planteada es como sigue 
 
   Ho : θ  = θ o                 Ho : θ ≤ θ o   
     o     
   H1 : θ  > θ o                 H1 : θ > θ o 
 
 
Se tiene también una prueba a una cola. En razón a que la hipótesis alternativa está planteada 
como  mayor que ( > ), la prueba es al costado derecho, pues allí esta ubicada la región de 
rechazo. Lo que gráficamente se representa de la siguiente manera 
 
 
 
 
 
Si la hipótesis alternativa ( H1 ) no indica alguna dirección, se tiene una prueba a dos colas ya 
que hay ubicadas dos regiones de rechazo, las que están situadas en cada uno de los extremos 
de la distribución . Es decir, si el planteamiento de la prueba está dado como  
   Ho : θ  = θ o 
                                    
   H1 : θ  ≠  θ o 
El gráfico será 
 94
 
 
En cada uno de los gráficos realizados pueden observarse dos zonas, una sombreada que 
corresponden a la(s) regiones de rechazo y la no sombreada que indica la región de 
aceptación. El punto que demarca la región de aceptación con la región de rechazo recibe el 
nombre de punto crítico. 
 
4.1.6. LA DECISION 
 
La decisión se toma dependiendo de la zona donde caiga el estadístico de prueba6, si este cae 
en la región de rechazo, se dirá entonces que se rechaza la hipótesis nula. Si cae en la región 
de aceptación, se dirá que no hay evidencia suficiente para rechazar la hipótesis nula. Para 
demarcar las zonas de aceptación o de rechazo, se hace necesario determinar los puntos 
críticos, los cuales son establecidos según la distribución que tenga el estadístico de prueba y 
de acuerdo al nivel de significancia fijado por el investigador antes de desarrollar la prueba. 
 
Con el fin de dar una mejor ilustración al lector sobre el proceso que debe tener en cuenta en  
este tipo de pruebas, se plantea el siguiente ejercicio en donde se enuncia y aclara el proceso a 
seguir en el desarrollo de cada uno de los pasos indicados. Se toma como referencia uno de 
los ejemplos enunciados al iniciar este capítulo, el cual dice lo siguiente:  
 
4.1.7 EJEMPLO. 
 
Consideremos que una acción cualesquiera en una semana ha tenido un gran movimiento en 
la bolsa y asumamos que se observó el valor de la misma en treinta y dos instantes diferentes 
dentro del mismo período. Supongamos que los valores encontrados  por acción en pesos 
fueron los siguientes: 
15,   16,  18,   21,  26,  23,  25,  24,  18,  19,  23,  24,  25,  16,  17,  18,  19,  18,  21,  23, 21, 
21, 18, 
18,   17,  16,   18,  20,  23,  24,  22,  21 
 
                                                 
     6Estadístico de prueba es un valor determinado a partir de la información muestral, 
que se utiliza para aceptar o rechazar Ho  
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Un comisionista afirma que durante la semana la acción de la empresa estuvo bien cotizada, 
ya que el valor de  la misma durante el periodo en cuestión estuvo en  $ 20. Bajo esta 
situación se comparte la afirmación , o se pregunta mejor lo siguiente: Proporcionan los datos 
suficiente evidencia para  afirmar que el precio de la acción fue diferente de  $ 20 ?    
 
4.1.7.1.  PLANTEAMIENTO DE HIPOTESIS 
 
La hipótesis nula ( Ho ) es la negación de la hipótesis alternativa, y por ser esta última una 
aseveración operacional de la hipótesis de investigación del experimentador, se tiene: 
 
 
  Ho : µ  =  20 
                                    
  H1 : µ    ≠ 20  
 
H1  viene dada de esta manera, ya que el investigador sospecha que el valor de la acción es 
diferente de $ 20. 
 
4.1.7.2. PRUEBA ESTADISTICA 
 
La escala de medida en que se efectuaron las observaciones es de razón y  este tipo de 
medidas permite pruebas paramétricas y no paramétricas siendo más potentes las primeras, 
por lo que se decide utilizar una de estas. 
 
4.1.7.3. TAMAÑO DE MUESTRA Y NIVEL DE SIGNIFICANCIA 
 
La prueba se desarrollará tomando un nivel de significancia de 0.10, nivel que mide la 
probabilidad de rechazar Ho siendo verdadera.7 
 
 
4.1.7.4  DISTRIBUCION MUESTRAL 
 
En este caso la decisión debe basarse en la distribución de la media muestral y en razón a que 
se tienen más de 30 observaciones por el teorema central del límite, el estadístico de prueba 
debe ser: 
 
   
n
XZc σ
µ−=  Se  distribuye  N ( )nX 2,σ  
 
 
Donde Zc es obtenido a partir de los resultados de la muestra, que al ser evaluados generan 
los siguientes valores 
 
   X  =  19.15  µ  =  20     
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7 El valor tomado obedece a un criterio del investigador 
  σ =   2.8866  n  =   32    =  5.6568      
 
 
     19.15 - 20     
  Zc  = -------------------   =    - 1.66   
   2.8866 / 5.6568  
 
4.1.7.5. REGION DE RECHAZO 
 
La hipótesis alternativa ( H1 ) no indica dirección alguna, por lo que se tiene una prueba a dos 
colas, que gráficamente está dada por: 
 
 
 
En la representación aparecen los valores de los puntos críticos. Estas cifras fueron obtenidas 
al buscar en la tabla de una distribución normal los valores de Z para áreas de 0.05 y 0.95 .Se 
emplea la distribución normal porque el estadístico de prueba sigue esta distribución , y las 
áreas especificadas son debidas al nivel de significancia. 
 
 
4.1.7.6 DECISION 
 
El estadístico calculado con los datos muestrales ( Zc ) arrojó un valor de –1.66, el cual, al ser 
ubicado en el gráfico anterior, queda en la región de rechazo, por lo que se rechaza la 
hipótesis nula. Es decir, el valor de la acción es diferente de $ 20. 
Para afirmar que la acción tuvo un precio promedio menor de $20 se debe efectuar la prueba 
estadística, planteando para ello las siguientes hipótesis: 
 
 
H o : El Precio promedio de la acción es $ 20   H o : µ  =  20  
                                    
H1 : El precio promedio de la acción es menor de $ 20  H1 : µ  <  20  
 
Que se desarrolla empleando el mismo estadístico de prueba, y definiendo la región de 
rechazo a una cola, cola de la izquierda, en razón a que H 1 viene dado como menor que ( < ). 
Bajo esta situación al desarrollarse la prueba se tiene entonces lo siguiente: 
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n
XZc σ
µ−=  Se  distribuye   N ( )nX 2,σ  
 
Donde Zc es obtenido a partir de los resultados de la muestra, que al ser evaluados generan 
los siguientes valores 
   X   =  19.15 µ  =  20     
  σ =   2.8866    n     =  32    =  5.6568      
 
     19.15 - 20     
  Zc  = -------------------   =    - 1.66   
   2.8866 / 5.6568  
La hipótesis alternativa ( H1 ) indica que la dirección de la prueba es a la izquierda, por lo que 
se tiene  una prueba a una cola, que gráficamente está dada por: 
 
 
 
Tomado un nivel de significancia del 5%, y buscando en las tablas de la distribución normal 
el valor de Z  para 0.05, ( Z 0.05 ) se obtiene un valor de – 1.64, al comparar el Z c con el Z t , se 
observa  que  
-1.66 < -1.64 por lo que el Z c   <  Z t, con lo cual  se rechaza Ho, es decir el valor promedio de 
la acción es menor de 20. 
 
 
4.2. PROCEDIMIENTOS PARAMETRICOS COMPARADOS CON NO 
PARAMETRICOS 
 
4.2.1 PROCEDIMIENTOS PARAMETRICOS 
Los procedimientos paramétricos tienen tres características distintivas. Primero, requieren que 
el nivel de medición obtenido sobre los datos recopilados tenga forma de intervalos o escala 
de razón. Segundo, incluyen las pruebas de hipótesis de parámetros especificados ( como µ  =  
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200). Tercero, requieren premisas muy estrictas y sólo son válidos si estas se mantienen. 
Algunas de estas premisas son: 
 
• Los datos de la muestra deben ser extraídos de una población que tenga distribución 
normal. 
 
• Las observaciones deben ser independientes entre sí. 
• En el caso de situaciones relacionadas con la tendencia central, para la cual se han 
extraído dos o más muestras, que se tomen de poblaciones normales cuyas varianzas 
sean iguales. 
4.2.2 PROCEDIMIENTOS NO PARAMETRICOS 
Cuando no sean aplicables los métodos clásicos (paramétricos) de pruebas de hipótesis, se 
puede seleccionar un procedimiento no paramétrico apropiado. 
Los procedimientos no paramétricos de pruebas de hipótesis tienen las siguientes 
características: 
 
• Los estadísticos de prueba no dependen de la forma de la distribución básica de la 
población de la que se extrae la muestra. 
 
 
 
 
 
• No están relacionados con los parámetros de la población  
 
• No se hacen suposiciones numerosas ni severas acerca de los parámetros 
 
• Las pruebas no paramétricas se fijan en el orden o rango de los puntajes, no en sus 
valores numéricos como sucede con las pruebas paramétricas. Existen técnicas que se 
utilizan con datos en los que ni siquiera es posible efectuar orden, ejemplo, datos 
clasificatorios. 
 
4.2.3 VENTAJAS Y DESVENTAJAS DE LOS METODOS NO PARAMETRICOS  
 
4.2.3.1 Los métodos no paramétricos ofrecen numerosas ventajas, a continuación se enuncian 
algunas de ellas: 
 
Los métodos no paramétricos se pueden usar con todo tipo de datos (información que tenga al 
menos una escala nominal u ordinal). 
 
Son métodos fáciles de aplicar y rápidos de calcular con tamaños de muestra pequeños. 
 
Hacen premisas menos estrictas ( más fáciles de cumplir) en comparación con los métodos 
paramétricos. 
 
Permiten solucionar problemas que no implican pruebas de parámetros de población. 
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Son más económicos que los procedimientos clásicos, ya que el investigador puede aumentar 
la potencia y a pesar de ello ahorrar tiempo y dinero. 
 
Según el procedimiento seleccionado, los métodos no paramétricos pueden ser tan poderosos 
( o casi tanto ) como el procedimiento clásico cuando se cumplen las premisas de este último 
y quizá sean un poco más poderosos, aun cuando no se cumplan. 
 
4.2.3.2 DESVENTAJAS DE LOS METODOS NO PARAMETRICOS 
 
No conviene usar métodos no paramétricos cuando se pueden cumplir todas las premisas de 
los procedimientos  clásicos y los datos se miden en una escala bien sea de intervalos o de 
razones. A menos que se empleen procedimientos clásicos en estos casos, el investigador no 
está aprovechando por completo la información. 
 
Con frecuencia se necesitan tablas especiales de valores críticos y estas no se obtienen con 
tanta facilidad como las tablas de valores críticos normales ( T(  n) , X ², F( m, n) ). 
 
4.3. PRUEBAS PARAMETRICAS DE IMPORTANCIA 
 
4.3.1 PRUEBAS PARA LA MEDIA DE UNA POBLACION NORMAL CON 
VARIANZA CONOCIDA 
 
Con frecuencia se desea efectuar aseveraciones acerca de un parámetro poblacional, en las 
cuales se busca determinar si ha cambiado o no la media de una población, o se puede estar 
interesado en averiguar si la media de una población es diferente o no de un determinado 
valor. 
 
Para efectuar pruebas de hipótesis en las que se involucre alguna afirmación acerca de la 
media de una población con los resultados de una muestra, el estadístico de prueba viene dado 
por: 
 
   
n
XZc σ
µ−=  Se  distribuye  N  ( )nX 2,σ  
 
En esta situación se supone que la varianza de la población es conocida y que la población 
sigue una distribución normal. 
 
Suponga que determinado proceso productivo es realizado por una máquina, la cual fabrica en 
promedio 160 unidades por hora con una desviación estándar de 25 unidades. En el mercado 
existe en este momento una nueva máquina de la cual se sabe  que la producción promedio es 
de 220 unidades. La decisión de comprar o no la nueva máquina obedece básicamente a la 
exactitud de los datos que da el fabricante, es decir, poder determinar si en realidad la nueva 
máquina produce en promedio las 220 unidades por hora que dice fabricar. Para confirmar 
esto, se decide probar la nueva máquina y se observa el total de unidades producidas en 40 
horas distintas, encontrando un promedio de 210 unidades. Considera usted conveniente 
efectuar la inversión para la adquisición de la nueva maquinaria?. 
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  Ho : µ  =  220 
                                    
  H1 : µ  <   220  
 
 
  
n
XZc σ
µ−=   = 
40
25
220210 −  =  - 2.53 
   
 
Por ser la hipótesis alternativa menor que ( < ), la prueba se efectúa a una cola, la de la 
izquierda y el punto critico que demarca la región de rechazo y la de aceptación con un 97.5% 
de confianza, es obtenido en la tabla de la distribución normal, al determinar el  Z tabulado ( Z 
t ). con el nivel de confianza establecido  se tiene: 
 
  Z t = Z (0..025) =  - 1.96 
 
Como Z c < Z t  ya que -2.53 < -1.96 se rechaza Ho, con lo cual se puede concluir que el 
promedio de unidades producidas por hora es menor de 220, situación bajo la cual no seria 
procedente comprar la nueva máquina 
 
 
4.3.2 PRUEBAS PARA LA MEDIA DE UNA POBLACION NORMAL CON 
VARIANZA DESCONOCIDA 
 
Cuando se prueban hipótesis acerca  de  µ, a menudo se supone debido a que la muestra es 
grande, que la desviación estándar de la población desconocida puede ser sustituida por la 
desviación estándar de la muestra; es decir, en lugar de ( X  – µ ) / (σ  ⁄  n  ), se emplea ( X  
– µ )/ ( S  ⁄  n ) como estadístico de prueba. En esta situación ( S  ⁄ n  ) es una variable 
aleatoria y difícilmente puede ser considerada constante cuando las muestras son pequeñas.  
Pero si X es normal, entonces ( X  - µ ) es una variable aleatoria normal con media cero, y  S n 
-1 ⁄ n  es la raíz cuadrada de una variable Chi-cuadrado con (n-1) grados. Así la razón  
   
n
S
X
n 1−
− µ     Se distribuye  T (  n – 1 )       
Para ilustrar  el empleo de la distribución T, en las pruebas de hipótesis, se plantea el siguiente 
ejemplo: 
 
La siguiente información hace referencia al índice de rentabilidad para cada uno de los meses 
del año 97 de las acciones ordinarias más bursátiles inscritas en la bolsa de Medellín. Si el 
índice de rentabilidad de la bolsa de Medellín determino un valor de 4.74% 
 
1. Se podría afirmar que Bancoquia tuvo un rendimiento inferior al presentado en la 
bolsa 
2. Es correcto afirmar que el rendimiento de Noel fue superior al presentado por la bolsa 
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Cuadro No 1 
 
INDICE DE RENTABILIDAD DE LAS ACCIONES  ORDINARIAS 
MAS  BURSATILES INSCRITAS EN LA BOLSA DE MEDELLÍN 
1,997 
EN PORCENTAJE 
         
  Banco de     Nacional de   Cemento Bancoquia Banco 
  Bogotá Bavaria Cadenalco Chocolates Noel Valle   Ganadero
Mes                 
Enero       3,7656   44,1277          9,9484        13,6754      34,3946     20,3873      24,3609     19,7238  
Febrero       4,9190   14,6535        -0,2150         -0,6714        6,9152       8,2896        3,6523        6,6418  
Marzo     -1,6264     2,5009        -3,8966           3,0266      15,3711       1,9564        9,4079        6,7432  
Abril       1,4330   17,0685          2,7001         -0,5600      12,2626      -3,5158        0,3522        5,2777  
Mayo       9,7017     1,6809        -1,2265           1,3251        6,4749      -0,0081       -1,3955        8,7436  
Junio     -3,5881    -2,1901        -2,4794           3,0220        3,5218       2,1599        1,5305        4,6930  
Julio       3,6510     4,0458        -4,4364         -0,4981        2,5799       2,3383        3,4481        2,1284  
Agosto     -0,0175   23,6426       14,3914           0,7587        8,9315       0,0427       -1,0674        7,9968  
Septiembre       4,5780   19,8670       27,7743           2,5867    -11,5550      -7,1611      14,7266        8,7061  
Octubre       3,3892   10,2080       28,3088           4,2104       -6,7515      -4,5156        3,0940        6,7610  
Noviembre     -8,6159     1,1542        -4,2065       -15,0028       -8,2237      -5,3790       -0,7490        0,0677  
Diciembre     -0,8605    -1,7199        -5,5942         -2,0146       -4,9705      -5,2886       -4,0559        3,3495  
Promedio       1,3941   11,2533          5,0890           0,8215        4,9126       0,7755        4,4421        6,7361  
Desviación       4,7434   13,5717       12,3102           6,4252      12,5772       7,5801        8,0871        4,8772  
         
 
1. Para tratar de responder la primer pregunta planteada, lo primero que se debe realizar es el 
planteamiento de la hipótesis. En razón  a que el investigador considera que el rendimiento de 
Bancoquia fue inferior al presentado en la bolsa, la hipótesis alternativa sería entonces: H1 : µ  
<  4.74, por lo que el planteamiento seria entonces: 
 
  Ho : µ  =  4.74 
                                   
  H1 : µ  <   4.74  
 
La estadística de prueba viene dada por 
 
    = cT
n
S
X
n 1−
− µ     Se distribuye  T (  n – 1 )       
 Donde    
12
0871.8
7400.44421.4 −=cT   =   -0.1276  
 
La región de rechazo está dada para una prueba a una cola, la de la izquierda, y tomando un 
nivel de confianza del 95% ( o sea un nivel de significancia α = 0.05). Se establece el T t ( T 
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obtenido a través del uso de las tablas de la distribución T, para el nivel de confianza 
asignado, ya que el estadístico de prueba sigue esta distribución) y se obtiene como se indica a 
continuación : 
 
             T t = T( n - 1 ;  α  )  = T(11 ; 005) = - 1.7959                                             
 
Gráficamente se tiene: 
 
 
 
Como  -1.7959 < -0.1276, es decir -.0.1276 cae en la región de aceptación. Se acepta Ho, por 
lo tanto, el rendimiento promedio de Bancoquia es igual al rendimiento medio de Ibomed.  
 
2.Para la segunda pregunta, el investigador cree que el rendimiento de Noel fue mayor que el 
presentado en la bolsa, por lo tanto la hipótesis alternativa  quedaría así:  µ >  4.74, por lo que 
el planteamiento seria entonces: 
 
  Ho : µ  =  4.74 
                                   
  H1 : µ   >   4.74  
La estadística de prueba viene dada por 
 
   = cT
n
S
X
n 1−
− µ     Se distribuye  T (  n – 1 )       
 
 Donde    
12
5772.12
7400.49156.4 −=cT   =   0.04836  
 
La región de rechazo está dada para una prueba a una cola, la de la derecha, y tomando un 
nivel de confianza del 90% ( o sea un nivel de significancia α = 0.10). Se establece el T t ( T 
obtenido a través del uso de las tablas de la distribución T, para el nivel de confianza 
asignado, ya que el estadístico de prueba sigue esta distribución) y se obtiene como se indica a 
continuación : 
 
             T t = T( n - 1 ; α )  = T(11 ; 010) = 1.3634                                             
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Gráficamente se tiene: 
 
 
Como  0.04836 < 1.3634, es decir 0.04836 cae en la región de aceptación. Se acepta Ho, 
con lo cual  el rendimiento promedio de Noel  es igual  al rendimiento medio de Ibomed.  
 
4.3.3 PRUEBAS PARA LA DIFERENCIA DE PARAMETROS POBLACIONALES 
 
En ocasiones se encuentran problemas sobre decisiones como los sugeridos en los siguientes 
interrogantes: Es mejor el rendimiento de la acción en esta empresa  en comparación con esta 
otra?. El rendimiento de la acción A es mayor la de la acción B ?. Hay alguna diferencia entre 
los rendimientos entre dos acciones del mismo sector?, de diferente sector? 
  
Todas estas preguntas se relacionan con la comparación de dos poblaciones, situación por la 
cual se trata en seguida la forma de efectuar inferencias hacia los parámetros de dos 
poblaciones, como son el Rendimiento esperado o el  riesgo. Inicialmente el estudio se 
centrará en el primer caso planteado, dejando para analizar más adelante y con detenimiento 
las pruebas concernientes al riesgo, cuando se tienen muestras de  dos poblaciones. 
 
4.3.3.1 PRUEBA PARA LA DIFERENCIA DE MEDIAS DE DOS POBLACIONES 
INDEPENDIENTES CON RIESGOS  IGUALES ( IGUAL VARIANZA) 
 
Dos muestras aleatorias  independientes de tamaño n1 y n2, respectivamente, se sacan de dos 
poblaciones con medias µ1 , µ2 y varianzas  σ²1 ; σ²2. Se sabe que la variable aleatoria  
 
 
   
( ) ( )
2
2
2
1
2
1
2121
nn
XX
c
σσ
µµ
+
−−−=Z  Tiene distribución Normal Estándar 
 
Obviamente, si puede suponerse que σ²1 =  σ²2 = σ ( es decir se asume igual riesgo) el 
estadístico anterior se reduce a: 
 
   
( ) ( )
21
2121
11
nn
XX
c
+
−−−= µµZ   
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Los dos estadísticos anteriores sirven como base para el desarrollo de los procedimientos 
de pruebas sobre medias de dos poblaciones. 
 
Como es natural, la prueba puede ser efectuada a una cola o dos colas, dependiendo de la 
forma como esté establecida la hipótesis alternativa. Bajo estas situaciones se tienen los 
mismos planteamientos a los enunciados en la sección 4.1.1.3. y se siguen las mismas reglas 
de decisión enunciadas en los incisos 4.1.5 y 4.1.6 
 
Ejemplo: Tomando al información referente a los índices mensuales de rentabilidad de las 15 
acciones ordinarias mas bursátiles inscritas en la bolsa de Medellín ( Anexo No 5) Durante los 
años  1988 – 1.997, se puede observar que el índice de rentabilidad  promedio  para Bavaria 
es de 4.69% y el su riesgo es de 11.7043% . Para la Compañía Noel, el rendimiento promedio 
durante el mismo período es de 3.38% con un riesgo de 12.52%. Bajo esta  situación se podría 
pensar que Bavaria presenta un mayor rendimiento que Noel. 
 
La información concerniente a Bavaria para efectos de desarrollar la prueba se distinguirá 
con el subíndice 1, en tanto que la información correspondiente a Noel se notará con el 
subíndice 2. Bajo esta situación se tiene entonces: 
 
   1X   =  4.69   2X = 3.38     
    n1   =  120      n2   =  120  
      =  (11.7043)²     = (12.5287)²  21σ 22σ
 
El planteamiento de las hipótesis será 
  Ho : µ1 - µ2    =    0  
   
  H1   : µ1 - µ2     >   0 
 
    
( ) ( )
2
2
2
1
2
1
2121
nn
XX
Zc σσ
µµ
+
−−−=  
 
   ( )
)120/52.12()1207043.11(
038.369.4
22 +
−−=cZ  =    0.837 
 
Para determinar Zt, se busca en la tabla de la distribución normal el valor de Z para una 
confianza del 95%, ya que este fue el nivel elegido por el investigador para desarrollar la 
prueba, es decir, se establece cuánto vale Z(0.95) que para el caso es 1.64. Como 0.837< 1.64,  
Es decir Zc < Zt,  se acepta Ho, es decir no hay evidencia suficiente para afirmar que el índice 
de rendimiento para Bavaria es superior al índice de rendimiento de Noel. El análisis grafico 
que permitió efectuar la prueba se  muestra enseguida. 
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Otra situación que interesa analizar es  determinar si el rendimiento de La Nacional de 
Chocolates frente a los de Cadenalco  son los mismos. En otras palabras, interesa establecer si 
no hay diferencias significativas entre los rendimientos de Cadenalco y de la Nacional de 
Chocolates. Para esto tomamos como referencia la información presentada en el anexo No 5 y 
diferenciando con el subíndice No 1 los datos correspondientes a La Nacional de Chocolates 
y con el No 2 los correspondientes  a Cadenalco, se tiene lo siguiente: 
 
   1X   =  3.9942   2X =4.0572     
     n1   =  120      n2   =  120  
    =  (11.1231)²     = (15.1469)²  21σ 22σ
El planteamiento de la hipótesis será 
 
  Ho : µ1 - µ2    =    0  
 H1   : µ1 - µ2       0 ≠
El estadístico de prueba  es : 
 
    
( ) ( )
2
2
2
1
2
1
2121
nn
XX
Zc σσ
µµ
+
−−−=  
 
  ( )
)120/1469.15()1201231.11(
00572.49942.3
22 +
−−=cZ  =    -0.036 
 
Para determinar Zt, se fija el nivel de confianza, que para el caso será 90%, obteniendo así un 
Z c igual a 1.64, que se obtiene al buscar en la distribución normal Z (0.95). Bajo la anterior 
situación la hipótesis nula debe ser aceptada, ya que  el estadístico muestral cae  en la región 
de  aceptación , es decir,  -1.64< -0.036<1.64, lo que gráficamente se observa enseguida: 
 106
 
 
Para terminar de ilustrar estas pruebas, supongamos ahora que un inversionista desea 
contrastar la hipótesis siguiente: El índice de rentabilidad para las acciones de Cemento 
Caribe son mayores en un 1% al índice de rendimiento de las acciones de Bic . 
 
Tomando nuevamente  la información suministrada en el anexo 5, y notando con el subíndice 
1 los datos correspondientes a Cemento Caribe y con el No 2 los concernientes a Bic, se tiene 
lo siguiente: 
 
   1X   =  4.81   2X = 3.65     
     n1   =  120      n2   =  120  
    =  (12.9683)²     = (8.7294)²  21σ 22σ
 
El planteamiento de la hipótesis sería  
 
   Ho : µ1 - µ2    ≤     1  
  H1   : µ1 - µ2     >    1 
El estadístico de prueba  es : 
 
  
    
( ) ( )
2
2
2
1
2
1
2121
nn
XX
Zc σσ
µµ
+
−−−=  
 
  ( )
)120/7294.8()1209683.12(
165.381.4
22 +
−−=cZ  =  0.1121 
 
Tomando un nivel de confianza del 80%, se busca en la distribución normal un Z(0.80) que 
corresponde al  valor 0.84. Bajo la anterior situación Zc < Zt ya que 0.1121 < 0.84000, por lo 
tanto se acepta a hipótesis nula, es decir, los índices de rendimiento para las empresas 
Cemento Caribe y Bic no son  mayores de 1%. 
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Gráficamente se tiene: 
 
 
 
4.3.3.2 PRUEBA PARA LA DIFERENCIA DE MEDIAS DE DOS POBLACIONES 
INDEPENDIENTES CUANDO SE DESCONOCE EL RIESGO. 
  
Las situaciones que más prevalecen en pruebas sobre dos medias, son aquellas en las cuales se 
desconocen las varianzas. Si el investigador está dispuesto a asumir que ambas distribuciones 
son normales y si se supone que todas presentan el mismo riesgo (  σ²1  = σ²2  =  σ² ) puede 
utilizarse la prueba T para dos muestras, donde el estadístico de prueba viene dado por 
 
 
     
( ) ( )
( ) ( )212
2121
/1/1 nnS
XX
Tc
p +
−−−= µµ  
Donde    
 
     
( ) ( )
2
11
21
2
2
21
2
12
−+
−+−=
nn
nSnS
S p   
Para clarificar el proceso a seguir se desarrolla el siguiente ejercicio. 
El jefe financiero de una entidad considera mejor inversión las acciones de Bavaria que las de 
Cemento Valle, ya que según él se corre igual riesgo en cualquiera de estos papeles, pero la 
inversión en Bavaria genera un mayor rendimiento. Para comprobar su afirmación, tomó una 
muestra de la rentabilidad en 13 negociaciones de Bavaria, encontrando un promedio de $35, 
con una desviación estándar de  $ 4. En lo referente a Cemento valle, tomo una muestra de 15 
negociaciones, allí el rendimiento promedio fue de $ 32 con una desviación estándar de 12. 
Con esta información se podría afirmar que el gerente financiero tiene razón en su 
apreciación.                                     
Datos de la muestra  para Cemento valle  Datos de la muestra para Bavaria  
                                     
 S1   = 12       S2   = 4 
 n1   = 15       n2  = 13 
 1X  = 32       2X = 35 
                                     
Al plantear la Hipótesis se tiene lo siguiente.                                      
 
    Ho : µ1 -µ2 = 0  
      H1 : µ1 -µ2  < 0 
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Se tiene lo siguiente: 
 
 
     
( ) ( )
( ) ( )212
2121
/1/1 nnS
XX
Tc
p +
−−−= µµ  
 
     
( ) ( )
2
11
21
2
2
21
2
12
−+
−+−=
nn
nSnS
S p   
 
Por lo tanto el  valor muestral  será: 
 
 
      ( )( )13/115/192.84
03532
+
−−=Tc  = -0.8591 
 
 
      
( ) ( )
21315
113411512 222
−+
−+−=pS = 84.92  
El contraste se debe efectuar a una cola, y en razón a que la hipótesis alternativa viene dada 
menor que ( < ), se desarrolla en el costado izquierdo. El valor Tt se obtiene de buscar en las 
tablas de la distribución T con (n-2) grados de libertad y una significancia del 5%. Con esto se 
tiene lo siguiente:  
 
  T t = T ( n – 2, α )  = T ( 26, 0.05)  = -1.7056 ( El Vr es negativo, por que  interesa la cola de la izquierda)  
             
                                     
Como -1.7056 < -0.8591 , es decir Tt < Tc. Se acepta Ho, es decir no hay evidencia suficiente 
para afirmar que el rendimiento en Bavaria es mayor que el de Cemento Valle 
 
4.3.3.3 PRUEBAS PARA DIFERENCIAS DE PROPORCIONES EN DOS 
POBLACIONES NORMALES. 
 
El investigador puede estar interesado en medir diferencias de alguna característica de dos 
poblaciones. Si las muestras son independientes, existen dos procedimientos para efectuar 
el contraste. Los procesos que puede seguir se desarrollan con el uso de la distribución 
normal o por medio de una prueba Chi-cuadrado. Por ahora, se tratará el desarrollo de la 
prueba con el empleo de la distribución normal.  
 
El estadístico de prueba viene dado por 
 
 ( ) (
( )( )
)
21
2121
/1/11 nnPP
PPPP
Zc
aa +−
−−−= θθ      Donde ( )( ) ( )( )
21
2211
nn
nPnP
Pa +
+= θθ  
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1θP   = Proporción de la muestra No 1 
2θP  = Proporción de la muestra No 2 
P1   = Proporción de éxitos en la población 1 
P2   = Proporción de éxitos en la población 2 
n1   = Tamaño de muestra en la población 1 
n2   = Tamaño de muestra en la población 2 
 
El vicepresidente de una entidad comercial leyó hace poco un artículo en el que se informaba 
sobre la alta cantidad de solicitudes de préstamos  bancarios  rechazadas en una entidad 
financiera. En este artículo se  mencionaba que de 65 solicitudes estudiadas, 34 no habían sido 
aceptadas por diferentes razones. 
 
El vicepresidente bastante preocupado, quiere que se estudie la tasa de rechazos de la entidad 
que representa. Pues según él, la cantidad de créditos negados en su entidad sobrepasa a la de 
su competencia, lo cual indica que se tiene una política crediticia mucho más estricta y 
compleja, situación que tiene repercusiones dentro del mercado, ya que los clientes 
potenciales pueden negarse a abrir cuentas en su establecimiento por el difícil acceso al 
crédito. Por esta razón tomó una muestra de 35 solicitudes y encontró que 22 de ellas habían 
sido negadas. Bajo estas situaciones, podría afirmarse que la proporción de créditos 
rechazados de la entidad representada por el vicepresidente es mayor que la de la 
competencia?. Utilice un nivel de significancia del 4%. 
  
 Ho : P1 - P2 = 0  
 H1 : P1 - P2  > 0 
 
1θP  =  0.6285  =  Proporción de la muestra No 1 
2θP   =  0.5230   = Proporción de la muestra No 2 
n1   =  35    =  Tamaño de muestra en la población 1 
n2    =  65    =  Tamaño de muestra en la población 2 
 
 ( ) (
( )( )
)
21
2121
/1/11 nnPP
PPPP
Zc
aa +−
−−−= θθ    ( ) ( )( )( )65/135/15599.015599.0
05230.06285.0
+−
−−=Zc  = 1.0137  
   
 ( )( ) ( )( ) 5599.0
6535
655230.0356285.0 =+
+=aP  
 
Se busca en la tabla de la distribución normal el valor Z para un nivel de significancia del 4%, 
es decir se busca Z(0.96) . En razón a que la prueba se efectúa en la cola de la derecha. 
  
Como Zc < Zt , ya que 1.0137 < 1.75. Se acepta Ho, es decir, no hay razón para pensar que la 
cantidad de créditos negados en su entidad sobrepasa a la de su competencia 
 
3.4 PRUEBAS PARA LA MEDICION DEL RIESGO 
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Si se desea probar una hipótesis acerca del riesgo, esto se puede hacer efectuando pruebas 
acerca de la varianza  ( σ²)  y utilizando el siguiente estadístico de prueba  
 
 ( )
2
21
σ
snX c
−=    Se distribuye       2 1−nX
 
Al igual que en los casos descritos anteriormente la prueba puede ser efectuada  a una o dos 
colas, y las regiones de rechazo junto con la regla de decisión se establecen según los 
procesos vistos anteriormente. 
 
Un gerente financiero tiene aversión al riesgo y considera que este se presenta cuando la 
variabilidad del rendimiento en el titulo sea superior al 10%, caso en el cual no decide 
invertir. Bajo esta situación observo el indice de rentabilidad de las acciones de bavaria 
obteniendo la siguiente información: 
44.1277,14.6535;2.5009; 17.0685; 1.6809; -2.1901; 4.0458; 23.6426; 19.8670; 10.2080; 
1.1542; -1.7199. Tomando un nivel de significancia del 10%, debería el gerente financiero 
efectuar la inversión.  
 
Al plantear las hipótesis se tendría: 
 
               Ho : σ² = ( 10.00 )2  
                   H1 : σ² > (10.00 )2 
 
La varianza para los datos que conforman la muestra, determina un valor de 13.5717 y el 
estadístico será entonces:  
 
( )( )
2
2
2
10
5717.13112 −=X    =    2610.20
100
1014.2026 =  
 
             2610.202 =cX
 
Buscando en las tablas de la distribución Chi-cuadrado con 11 grados de libertad y un nivel de 
significancia (α) del 10% se tiene: 
  
( ) (2 10.0,112 ,12 XXX n == − α ) =  17.275 
 
Como     Xc > Xt  ya que 20.2610 > 17.275  Se rechaza Ho, es decir, la rentabilidad de las 
acciones de Bavaria si son riesgosas. 
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4.3.5 PRUEBAS DE IGUALDAD DE VARIANZAS 
 
En las secciones anteriores para efectuar las  pruebas se requería  que los riesgos de las 
acciones para las dos poblaciones fueran iguales. En esta sección se describe una prueba para 
efectuar contrastes donde se quiere verificar si hay o no igualdad de riesgos para muestras de 
papeles de inversión  extraídos de dos poblaciones normales. Por lo que se tiene entonces lo 
siguiente: 
Si muestras aleatorias independientes  de tamaño n1 y n2 se extraen de poblaciones normales 
que tienen el mismo riesgo, el estadístico muestral definido como a continuación se indica 
sigue una distribución F con n-1 y m-1 grados de libertad.       
2
2
2
1
S
S
Fc =   Tiene distribución  ( )α,1,1 −− mnF
 
Por esto, si la hipótesis nula σ²1 = σ²2 es válida, la razón de las varianzas muestrales S²1 y S²2 
da un estadístico sobre el cual puede fundamentarse la prueba de hipótesis 
 
 
En el anexo No 6, se observa el comportamiento del valor de las acciones de alta bursatilidad 
al finalizar los meses comprendidos entre 1996-1999; para los Almacenes Éxito y Banco de 
Bogotá. Si se desea efectuar una inversión, sería correcto afirmar que el Banco Bogotá 
presenta mayor riesgo que Almacenes Éxito. Nota emplee un 95% de confianza para 
desarrollar la prueba. 
 
Al notar la información del Banco Bogotá con el subíndice 1, y la referente a Almacenes 
Exito con el subíndice 2, se tiene lo siguiente: 
 
    Ho  : 22σ=21σ    
 
H1 :  22
2
1 σσ >  
  
 
   
2
2
2
1
S
S
c =F  =    2736.133.723
33.816
2
2
=  
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Ya que         y    221 33.816=S 222 33.723=S
 
Buscando en un distribución =  ( )α,1,1 −− mnF ( ) =−− 05.0;142;142F 1.6816  
 
Como Fc < Ft, ya que 1.2736 < 1.6816, se acepta Ho, es decir, no hay evidencia suficiente 
para pensar que el riesgo en el Banco de Bogotá sea mayor al riesgo de Almacenes Éxito. 
 
 
 
 
4.3.6 PRUEBA PARA LA DIFERENCIA DE MEDIAS DE DOS POBLACIONES 
RELACIONADAS 
              
             
Hasta ahora se han estudiado las pruebas de hipótesis para diferencias de parámetros para 
muestras normales e independientes. No siempre es esta la situación, se tienen casos en que 
se toman muestras para poblaciones en las que no se puede garantizar esta independencia. Por 
ejemplo, cuando se tiene la información de poblaciones que están relacionadas, es decir, los 
resultados del primer grupo no son independientes del segundo grupo. Esta característica de 
dependencia se debe a que hay un apareamiento. Otro hecho que motiva la no independencia 
está originado cuando se toman mediciones repetidas del mismo grupo. Sea cual fuere el caso, 
la variable de interés se convierte en la diferencia entre los valores de las observaciones, más 
que en las observaciones mismas. 
              
Para efectuar  una prueba con dos muestras no independientes, se procede formulando la 
hipótesis como se indicaba en las secciones anteriores, seguido esto se establece el 
estadístico de prueba, el cual viene dado por: 
 
 
 
n
S
M
T
D
DD
c
µ−=    Se distribuye   T  α,1−n
 
 
n
D
M D
∑= 1          ( )
1
2
12
−
−= ∑
n
MD
S DD                                                         
En esta situación Di  representa la diferencia de los valores en cada apareamiento 
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2
DS  Representa la varianza de las diferencias encontradas en cada apareamiento. 
 
Con referencia a la información sobre valor de las acciones del Banco de Bogotá y Banco 
Industrial, podría afirmarse que las acciones del Banco Bogotá están mejor cotizadas que 
las del Banco Industrial?. Para corroborar esto, se toma la información del cierre de las 
acciones al ultimo día de los meses comprendidos entre enero 1.998 – junio de 1.999. Bajo 
esta situación se tiene la siguiente información:. 
  
   Banco de    Banco   Diferencias
   Bogotá   Industrial   D1 
     
1998 Enero      6.147,20       3.608,82      2.538,38 
 Febrero      5.827,26       3.232,65      2.594,61 
 Marzo      5.321,16       3.173,15      2.148,01 
 Abril      5.690,80       3.464,84      2.225,96 
 Mayo      5.419,56       3.250,77      2.168,79 
 Junio      4.279,90       2.679,63      1.600,27 
 Julio      4.395,07       2.152,19      2.242,88 
 Agosto      4.619,77       1.950,45      2.669,32 
 Septiembre      3.640,37       1.137,08      2.503,29 
 Octubre      4.928,43       1.051,16      3.877,27 
 Noviembre      5.590,28       1.361,80      4.228,48 
 Diciembre      5.691,88       1.478,02      4.213,86 
1999 Enero      4.987,24       1.330,29      3.656,95 
 Febrero      4.540,76       1.105,35      3.435,41 
 Marzo      4.490,10          996,17      3.493,93 
 Abril      4.778,13       1.600,60      3.177,53 
 Mayo      5.867,84       2.086,35      3.781,49 
 Junio      6.268,51       1.252,89      5.015,62 
 Promedio      5.138,01       2.050,68      3.087,34 
 Desviación         727,87          937,52         922,49 
 
En este caso se trata de dos entidades que pertenecen a un sector financiero, y que están 
sujetas a una regulación estatal y a una normatividad que de alguna manera puede afectar el 
valor de la acción cuando se trata de una negociación, situación por la cual  no se ve claro la  
independencia de las dos muestras y obliga a emplear la prueba para diferencia de medias de 
dos poblaciones relacionadas. 
 
Bajo la anterior situación, el planteamiento de las hipótesis será: 
 
   Ho : µ1 - µ2    =    0  
  H1   : µ1 - µ2     >   0 
              
 
 
n
S
M
T
D
DD
c
µ−=  
18
49.922
34.3087=Tc   =  60.2414  
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       T =   Cuando t es el número de observaciones ligadas en un grupo de puntajes 
ligados 
tt −3
 
4.3.8 EJEMPLO 
 
Con el fin de determinar si existen diferencias entre los coeficientes B (Riesgo sistemático) 
de cada uno de los sectores productivos, se tomo el valor de este coeficiente para el 
periodo 1995-1999, con los siguientes resultados: 
  
COEFICIENTES BETA 
POR SECTOR ECONOMICO 
Promedios Ponderados 
  Establecimientos Agricultura Explotacion Manufactura Comercio 
  Financieros Ganaderia Caza y Pesca de Minas     
        
Diciembre 1,995 0,53 0,65 1,07 0,58 1,03 
Junio 1,996 0,33 0,36 0,85 0,46 0,68 
Diciembre 1,996 0,33 0,32 0,83 0,29 0,69 
Junio 1,997 0,36 0,08 0,19 -0,22 0,45 
Diciembre 1,997 0,57 -0,08 0,21 -0,21 0,36 
Junio 1,998 0,74 0,12 0,02 -0,24 0,66 
Diciembre 1,998 0,37 0,22 -0,10 -0,15 0,46 
Junio 1,999 0,15   -0,13 -0,28 0,82 
      
Tomando un nivel de significancia del 5%, verifique si hay diferencias en los sectores 
económicos para este coeficiente. 
 
Puesto que las muestras son independientes, es apropiada una prueba estadística para K 
muestras independientes. Aunque las mediciones están efectuadas en una escala de 
proporción, se escoge el análisis de varianza de una clasificación no paramétrica  en vez de 
una prueba paramétrica equivalente, a fin de evitar hacer las suposiciones concernientes a 
normalidad y homogeneidad de la varianza asociadas con la prueba paramétrica F. 
 
En primer lugar se ordena la información en orden ascendente en una sola serie, luego se 
asigna el rango ubicando como No 1 al menor volumen y 84 al máximo volumen transado. En 
caso de haber ligas ( Dos observaciones con un mismo valor), se promedia los rangos que 
deberían tener y se coloca el valor de la media. Es decir si la posición 20 y 21 presentan un 
mismo valor, el rango que se colocaría para cada uno de ellos es 20.5. Al efectuar la 
ordenación y asignar los rangos al ejercicio  
de interés se tiene lo siguiente: 
 
Orden de la Información en  Organización 
Asignación 
de 
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una sola Serie Por Orden Ascendente Rangos 
Sector Coeficiente Beta Número Sector Coeficiente   
Financiero 0,53 1 Manufactura -0,28 1 
Financiero 0,33 2 Manufactura -0,24 2 
Financiero 0,33 3 Manufactura -0,22 3 
Financiero 0,36 4 Manufactura -0,21 4 
Financiero 0,57 5 Manufactura -0,15 5 
Financiero 0,74 6 Minas -0,13 6 
Financiero 0,37 7 Minas -0,10 7 
Financiero 0,15 8 Agricultura -0,08 8 
Agricultura 0,65 9 Minas 0,02 9 
Agricultura 0,36 10 Agricultura 0,08 10 
Agricultura 0,32 11 Agricultura 0,12 11 
Agricultura 0,08 12 Financiero 0,15 12 
Agricultura -0,08 13 Minas 0,19 13 
Agricultura 0,12 14 Minas 0,21 14 
Agricultura 0,22 15 Agricultura 0,22 15 
Minas 1,07 16 Manufactura 0,29 16 
Minas 0,85 17 Agricultura 0,32 17 
Minas 0,83 18 Financiero 0,33 18,5 
Minas 0,19 19 Financiero 0,33 18,5 
Minas 0,21 20 Financiero 0,36 21 
Minas 0,02 21 Agricultura 0,36 21 
Minas -0,10 22  Comercio  0,36  21 
Minas -0,13 23 Financiero 0,37 23 
 Manufactura 0,58 24  Comercio  0,45  24 
 Manufactura 0,46 25 Manufactura 0,46 25,5 
 Manufactura 0,29 26  Comercio  0,46  25,5 
 Manufactura -0,22 27 Financiero 0,53 27 
 Manufactura -0,21 28 Financiero 0,57 28 
 Manufactura -0,24 29 Manufactura 0,58 29 
 Manufactura -0,15 30 Agricultura 0,65 30 
 Manufactura -0,28 31  Comercio  0,66  31 
 Comercio  1,03  32  Comercio  0,68  32 
 Comercio  0,68  33  Comercio  0,69  33 
 Comercio  0,69  34 Financiero 0,74 34 
 Comercio  0,45  35  Comercio  0,82  35 
 Comercio  0,36  36 Minas 0,83 36 
 Comercio  0,66  37 Minas 0,85 37 
 117
 Comercio  0,46  38  Comercio  1,03  38 
 Comercio  0,82  39 Minas 1,07 39 
 
DETERMINACION DE RANGOS 
        
Diciembre 1,995 27 30 39,00 29,00                38,00 
Junio 1,996 18,5 21 37,00 25,50                32,00 
Diciembre 1,996 18,5 17 36,00 16,00                33,00 
Junio 1,997 21 10 13,00 3,00                24,00 
Diciembre 1,997 28 8 14,00 4,00                22,00 
Junio 1,998 34 11 9,00 2,00                31,00 
Diciembre 1,998 23 15 7,00 5,00                25,50 
Junio 1,999 12  6,00 1,00                35,00 
 Total de Rangos                    182                        112             161                    86                   241 
 Cuadrado de Rangos               33.124                   12.544        25.921               7.310              57.840 
 No Casos                        8                            7                 8                      8                       8 
 
Las hipótesis planteadas son: 
 
Ho : No hay diferencias entre los coeficientes B, para cada uno de los sectores económicos 
H1: Los coeficientes B, para los sectores económicos, no son todos iguales. 
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=  13.20 
La siguiente liga ocurrió entre tres valores de 0.36, a ellos se les asigno el valor 21. 
 
Por existir ligas efectuamos la corrección así: 
 
Para corregir el efecto de las ligas, se empieza por determinar cuántos grupos ligados 
ocurrieron y cuantos puntajes estaban ligados en cada grupo. La primera liga ocurrió  para 
dos valores de 0.33, a ambos se les asigno el rango de 18.5, para este  caso se tiene:  
T = t3 – t =  23-2 = 6 
T = t3 – t =  33-3 = 24 
La tercer liga ocurrió para los dos valores encontrados de  0.46, a quienes se les asigno el 
valor de 25.5.  Por ser dos ligas se tiene nuevamente el valor de 6  (T = t3 – t =  23-2 = 6). Bajo 
estas situaciones el factor de corrección se calcula de la siguiente manera: 
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3 −
++  =  0.99939 
H = (13.20/0.99939) = 13.21 
Al buscar en una Chi-cuadrado con ( 5-1, 0.05 ) se obtiene un valor de 9.49 Bajo esta 
situación el Xc > Xt, ya que 13.21 > 9.49. Por lo tanto se rechazo  Ho, es decir los 
coeficientes B, para los sectores económicos no son todos iguales. 
 
 
 
 
              
 
4.4.MEDIDAS DE CORRELACION 
 
En muchas investigaciones, frecuentemente se desea saber si dos conjuntos de observaciones 
están relacionados y en caso de estarlo conocer el grado  de asociación. En esta sección se 
estudiarán algunas medidas de correlación no paramétrica y la forma de efectuar contrastes 
para la asociación encontrada. El problema de medir el grado de asociación entre dos 
conjuntos de puntajes es completamente diferente al de probar la existencia de una asociación 
en alguna población, ya que en este último caso es de mayor interés afirmar si alguna 
asociación encontrada en una muestra indica que las variables en estudio están asociadas con 
la población en que se tomó la muestra.  
4.4.2 COEFICIENTE DE CORRELACION DE RANGO DE SPEARMAN 
 
Antes de iniciar el tema propuesto, es conveniente aclarar la forma como se pueden relacionar 
dos puntajes, ya que existe una asociación positiva o directa y una asociación negativa o 
inversa. Para clarificar el concepto expuesto, suponga que se tiene una muestra de sujetos 
medidos de acuerdo a dos variables X ,Y. Si los sujetos con  altos valores en X poseen altos 
valores en Y, y sujetos con bajos valores en X poseen bajos valores en Y se dice entonces que 
se tiene  una asociación positiva o directa. Si la asociación existente consiste en que a bajos 
valores de X le corresponden altos valores de Y, o si a altos valores de X le corresponde bajos 
valores de Y, se tiene una relación negativa o inversa. 
El coeficiente de correlación es una medida estadística que varía entre -1 y 1. Cuando toma el 
primero de estos valores se dice que hay una asociación perfecta en forma inversa o negativa, 
y si toma el valor 1 la asociación es perfecta en una forma directa o positiva. Debe tenerse 
presente que las variables presentan mayor asociación en la medida en que el coeficiente se 
acerca más a uno, o menos uno. 
 119
  
 
Esta medida de asociación requiere que ambas variables sean medidas por lo menos en una 
escala ordinal, de manera que puedan colocarse en dos  series ordenadas. El coeficiente puede 
obtenerse al aplicar los siguientes pasos: 
1. Reemplace los n valores de x por sus rangos(Rx), asignando el rango uno a la X más 
pequeña y el rango n a la mayor. Si hay dos o más observaciones empatadas a cada una de 
ellas, se les, asigna el rango promedio de las posiciones de rango, que de lo contrario se les 
hubiera asignado individualmente de no haber los empates. 
 
2.Reemplace los n valores de Y por los rangos ( Ry), y los de X por  como en el caso 
anterior 
xR
3. Obtenga  Donde ∑ 2RiD yxRi RRD −=  
 
4. El coeficiente de correlación de Spearman se obtiene al aplicar la siguiente fórmula 
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4.4.3 EJEMPLO 
 
Tomando como base la información para la cantidad de transacciones de las bolsas de Bogotá, 
con las de Medellín y Occidente en conjunto, determine la correlación que pueda existir entre 
el volumen transado para estas entidades. 
 
NUMERO DE OPERACIONES MERCADO BURSATIL 
1996 - 1999* 
       
  1996     1997   
  Bogotá Medellín Occid. TOTAL Bogotá Medellín Occid. TOTAL 
              
Enero 9.803 7.707 17.510 8.668 8.021 16.689
Febrero 12.379 9.888 22.267 9.132 9.778 18.910
Marzo 11.187 9.852 21.039 7.694 8.177 15.871
Abril 12.025 9.806 21.831 10.742 10.932 21.674
Mayo 13.003 10.771 23.774 9.556 10.813 20.369
Junio 9.950 8.967 18.917 8.061 8.737 16.798
Julio 11.952 10.596 22.548 10.601 10.682 21.283
Agosto 12.671 9.908 22.579 10.567 11.464 22.031
Septiembre 11.171 9.329 20.500 12.544 12.604 25.148
Octubre 12.274 10.412 22.686 12.646 13.591 26.237
Noviembre 11.269 9.296 20.565 10.624 10.627 21.251
Diciembre 13.610 9.754 23.364 10.100 12.384 22.484
              
TOTAL 141.294 116.286 257.580 120.935 127.810 248.745
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Fuente: Supervalores      
       
1998     
  BOGOTA Medellín Occid. BOGOTA TOTAL 
              
21.513 6.207 8.072 14.279
Febrero 9.409 12.628 22.037 7.521 9.789 17.310
Marzo 10.358 12.136 22.494 17.2747.768 9.506 
Abril 9.203 10.780 19.983 7.965 11.699 19.664
Mayo 8.268 10.161 18.429 9.954 13.134 23.088
Junio 9.762 10.974 20.736 7.879 9.959 17.838
Julio 9.604 10.959 20.563       
8.400 9.817 18.217       
Septiembre 10.646 11.391   22.037     
9.802 21.970     
Noviembre 8.121 10.880 19.001       
Diciembre 7.982 11.406 19.388       
              
TOTAL 111.601 246.368 47.294 62.159   
    1999   
TOTAL Medellín Occid. 
Enero 10.046 11.467
Agosto 
Octubre 12.168   
134.767
 
En primer lugar se ordena la información en orden ascendente en una sola serie, luego se 
asigna el rango ubicando como No 1 al menor volumen y 84 al máximo volumen transado. En 
caso de haber ligas ( Dos observaciones con un mismo valor), se promedia los rangos que 
deberían tener y se coloca el valor de la media. Es decir si la posición 20 y 21 presentan un 
mismo valor, el rango que se colocaría para cada uno de ellos es 20.5. Al efectuar la 
ordenación y asignar los rangos al ejercicio de interés se tiene lo siguiente: 
 
 
RESULTADOS DE ASIGNACION DE RANGOS PARA Diferencias de Rangos Difrencias Cuadráticas 
  LAS BOLSAS ANALIZADAS Para las Bolsas Analizadas de Rangos 
    Bolsa de             
Bolda de Bogotá  Occidente y Medellín             
                       
1 15 38 61 4 29 47 64 (1-4)=-3 (15-29)=-14 (38-47)=-9 (61-64)=-3 9 196 81 9
2 16 39 62 9 30 50 65 (2-9)=-7 -14 -11 -3 49 196 121 9
3 19 41 63 11 33 66 -8 64 952 -14 -11 -3 196 121
5 20 42 69 13 34 54 67 144-8 -14 -12 2 64 196 4
6 23 2 444 70 17 35 55 68 -11 -12 -11 121 144 121
7 25 446 73 18 36 56 71 -11 -11 -10 2 121 121 100
8 26 48 74 21 37 -9 16957 72 -13 -11 2 121 81 4
10 28 49 76 40 58 75 -12 -12 -9 1 144 14422 81 1
12 31 51 79 24 43 59 77 -12 -12 -8 2 144 144 64 4
14 32 53 80 27 45 60 78 -13 -13 -7 2 169 169 49 4
    81    82     -1     1
      84       83       1       1
                
        
 
  Valor Total de Diferencias Cuadráticas 3698  
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Con lo anterior se puede concluir que la correlación existente entre las negociaciones de las 
bolsas es de 70.034%. 
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CAPITULO 5 
 
5. OTRAS APLICACIONES ESTADÍSTICAS DE IMPORTANCIA EN EL CAMPO 
DE LAS FINANZAS 
 
 
5.1 METODOS ECONOMETRICOS Y SU IMPORTANCIA EN EL CALCULO DEL 
COEFICIENTE  B 
 
En esta unidad se presentan los procedimientos que se deben seguir para medir el riesgo 
individual de un titulo suponiendo que este guarda una relación lineal con el mercado en que 
se  encuentra. Para esto se hace necesario clarificar algunos conceptos de riesgo y ofrecer  una 
clasificación que de ellos se hace, además de generar una conceptualización de lo que son los 
modelos de regresión lineal, haciendo énfasis en sus fundamentos teóricos, procedimientos de 
calculo e interpretación de resultados. 
 
En primer lugar, empecemos por clarificar que el riesgo de una inversión en una acción, y en 
general de cualquier valor, se puede definir como la posibilidad de que su rendimiento real 
difiera del rendimiento esperado, siendo este último el cálculo de los rendimientos históricos 
que ha presentado la inversión en la acción o el valor en referencia.  
 
Este riesgo se puede separar básicamente en dos, riesgo sistemático y riesgo no sistemático: 
El riesgo sistemático, también llamado no diversificable, se puede definir como la variación 
del rendimiento de una acción o un portafolio de acciones que puede atribuirse a las 
variaciones del mercado. 
 
El riesgo no sistemático o diversificable, es la variación que se puede atribuir a la empresa en 
sí o a la industria a la cual pertenece. Esto indica que es un riesgo que en un portafolio 
diversificado puede compensarse y  llegar a ser cero teóricamente. 
 
Como ya  se indicó, una base importante para la medición del riesgo es el calculo del 
rendimiento esperado. Por lo tanto es necesario aclarar que el rendimiento es medido por 
medio de tres factores que son a saber: Valorización, Rendimientos generados y Derechos que 
genera el titulo. Entendiendo por cada uno de ellos lo siguiente: 
 
 
Valorización : Es la variación que presenta en el precio de mercado la acción o el valor en 
referencia. 
Dividendos: Es la cantidad de dinero que periódicamente entrega la empresa al tenedor de la 
acción o propietario del valor. 
 
Derechos:  Es el derecho de suscripción preferencial que una empresa concede a sus 
accionistas para adquirir nuevas acciones de la misma con ocasión de una emisión, 
generalmente  a un precio inferior del que se cotiza en bolsa.  
 
Una vez efectuadas las aclaraciones anteriores y comprendidas las definiciones de riesgo que 
se acabaron de ofrecer, a continuación se ofrece una sinopsis acerca de la teoría estadística y 
su utilidad dentro del calculo de  los modelos de regresión lineal, ilustrándolo con un ejemplo 
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practico aplicado al área del los costos, para luego retomar el tema de riesgo y con los 
conceptos ya claros ofrecer la ilustración para la medición del riesgo sistemático. 
 
5.2 MODELOS DE REGRESION 
Su  forma matemática viene dada por: 
Que se estima mediante: 
 
Para iniciar,  se puede definir un modelo de regresión como un modelo matemático a través 
del cual se trata de explicar el comportamiento de una variable ( denominada variable 
dependiente) en función de una o mas variables ( llamadas variables independientes) con el 
fin de efectuar estimaciones y poder determinar la relación que entre ellas existe. Si el 
comportamiento de las variables se logra estudiar mediante el empleo de una línea recta, se 
tiene entonces un modelo de regresión lineal. No solamente se puede establecer este tipo de 
relación, ya que esta puede ser de forma exponencial, parabólica o de cualquier otra curva 
distinta  a la lineal, obteniendo en estos casos los modelos de regresión no lineales, dentro de 
los cuales se conoce principalmente entre otros: Modelos Exponencial, Modelo Potencial, 
Modelo Parabólico etc. 
 
  
    Y  =  Bo + B1 X  + E 
 
 )
XY 10 ββ )) +=  
 
0β)  recibe los nombres de:  valor autónomo, ordenada en el origen o coeficiente de 
intersección. ( Es el punto donde la recta corta al eje Y) 
 
1β
)
Se conoce con el nombre de coeficiente de regresión. ( Es la pendiente o grado de 
inclinación de la curva) 
 
 
E: Es el termino de perturbación o error, representa todos aquellos factores que afectan la 
variable dependiente y que no están considerados dentro del modelo. 
En este caso los valores 0β) y 1β
)
, tienen aplicaciones muy grandes dentro del análisis 
estadístico y su interpretación varia según las variables analizadas, sin embargo con el fin de 
dar una interpretación general para cualquier variable en estudio , se puede decir lo siguiente: 
 
0β) : Puede ser negativo, positivo o igual a cero. Es el promedio en Y por factores distintos a 
X..8  
1β
)
.  Puede ser positivo, negativo o igual cero. 
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La interpretación varia dependiendo del signo 
que tome por lo que se tiene las siguientes situaciones: 
 
                                                 
8 En general se debe utilizar el sentido común al interpretar el intercepto, ya que frecuentemente el rango de 
los valores de X no incluye el cero como uno de sus valores observados 
1β
)
 > 0. Representa la cantidad en que aumenta o disminuye la variable dependiente cuando la 
variable independiente aumenta o disminuye en una unidad 
 
1β
)
< 0. Representa la cantidad en que aumenta o disminuye la variable dependiente cuando la 
independiente disminuye o aumenta en una unidad. 
 
 
Aparentemente las interpretaciones dadas son las mismas, pero si se lee con cuidado se podrá 
notar que existe una gran diferencia entre ellas, ya que si el coeficiente de regresión es 
positivo existe una relación directa entre las variables estudiadas, en este caso si aumenta la 
variable independiente la variable dependiente aumenta, o caso contrario, si disminuye la 
variable independiente la variable dependiente disminuye. Para la situación en la que se tiene 
un coeficiente negativo, la relación existente entre las variables es inversa, ya que al aumentar 
la variable independiente la variable dependiente disminuye, o caso contrario, si se disminuye 
la variable independiente la variable dependiente aumenta. La ilustración siguiente ofrece una 
mayor claridad: 
      Y
)
 = 4 + 5 X ( En esta situación β1 es mayor de cero ) 
 
Y
)
  = 4 + 5 ( 0 ) = 4 
 
Y
)
  = 4 + 5 ( 1 ) = 9  Al aumentar X , Y aumenta 
 
Y
)
  = 4 + 5 (-1 ) = -1  Al disminuir X , Y disminuye 
 
Y
)
  = 8 - 2 X ( En esta situación β1 es menor de cero ) 
 
Y
)
  = 8 - 2 ( 0 ) = 8 
  
Y
)
  = 8 - 2 ( 1 ) = 6 Al aumentar X, Y disminuye 
 
Y
)
  = 8 - 2 ( -1 ) = 10 Al disminuir X, Y aumenta. 
 
Si 1β
)
 = 0 Las variables X, Y están incorrelacionadas, es decir no existe ningún tipo de 
relación entre ellas. 
 
Para determinar los valores 0β) y 1β
)
 , se emplea un procedimiento conocido como método de 
los mínimos cuadrados. Este nombre obedece al hecho de que con su aplicación se hace 
mínimo el cuadrado de los errores, por lo que se obtiene el mejor ajuste lineal de todos los 
posibles que se podían generar. 
 
Los parámetros para cada uno de los modelos son calculados mediante el empleo de un 
conjunto de ecuaciones que se denominan ecuaciones normales, las cuales dicen: 
 
  ∑ ∑+= XnY 10 ββ ))  ))
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  ∑ ∑ ∑+= 210 XXYX ββ  
Al despejar los parámetros 0β) y 1β
)
 de las anteriores expresiones se tiene lo siguiente: 
 
0β)   = ( ) ( )XMYM 1β)−   Es decir  n
XY ∑∑ −= 10 ββ
)
)
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)
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Para dar una mayor claridad del proceso a seguir para obtener un modelo de regresión, 
observe con detenimiento el desarrollo del siguiente ejercicio : 
 
Una compañía para efectos  de establecer controles en el proceso productivo y con el fin de 
maximizar la producción y disminuir costos, hizo un seguimiento  detallado a cada uno de los 
elementos que integran el costo de producción observando específicamente: eficiencia de 
personal, unidades terminadas, materia prima consumida. Su deseo es tratar de generar una 
relación entre cada uno de estos elementos de forma que con ella pueda tomar mecanismos de 
control para futuras ordenes y pueda calcular el numero de horas hombre laboradas, material 
consumido para distintos niveles de producción y de esta forma poder confrontar los valores 
estimados con los valores reales cuantificando y justificando las desviaciones existentes si es 
que las llega a haber. Los resultados de su estudio son : 
        20       80      43            
 
UDS PRODUCIDAS      CANTIDAD  DE  KGS    No HORAS 
      TRASLADADOS A PRODUCCION LABORADAS       
 
        24     100     52 
        28     110     56     
        33     139     70   
        35     145     73      
        39     160     78 
        43     175     88    
        45     190     97   
        60     250      130 
        22       84     46 
 
Cuáles serían estas relaciones . Justifique 
Bajo la anterior situación interesa establecer un modelo con el cual se pueda estudiar el 
comportamiento del material consumido en función de las unidades producidas. Este comportamiento 
puede ser establecido al calcular un modelo de regresión, en el cual por interesar conocer la materia 
prima a través de las unidades producidas, hace que la variable dependiente  ( Y ) sea el material y la 
variable independiente  ( X ) producción . La anterior situación nos lleva a generar una regla que 
siempre deberá ser aplicada al calcular estos modelos y que dice de la siguiente manera: La variable 
dependiente en un modelo de regresión lineal  viene dada por aquella variable que se quiere conocer o 
estimar. 
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Una vez identificadas las variables dependiente e independiente, se procede a efectuar los 
cálculos requeridos para determinar los parámetros del modelo, teniendo entonces los 
siguientes resultados: 
 
Y = Material Consumido 
X = Unidades Producidas 
 
∑ =349X    ∑ = 55905XY ∑ = 2307272Y  
∑ = 1433Y    ∑ = 135532X
 
( ) ( ) ( )[ ] ( ) ( ) =−=−= 222 103491013553XMXMXV  1355.30 – ( 34.9)2  = 137.29 
 
( ) ( ) ( ) ( ) ( ) ( )( ) 30.589101433103491055905, =−=−= YMXMXYMYXCOV  
 
 1β
)
 = 29.137
30.589   = 4.2926 
 
5117.6
10
)349)(2926.4(14331
0 −=−=
−= ∑∑
n
XY ββ
)
)
 
 
Por  lo tanto el modelo de regresión viene dado de la siguiente manera: 
 
  Ŷ = -6.5117 + 4.29 X 
 
Si se desean producir 250 unidades, interesa conocer cuanta materia prima se debe adquirir 
para satisfacer este nivel de producción, por lo que se tiene entonces lo siguiente:  
 
  Ŷ = -6.5117 + 4.29 ( 250) =  1066  Kilogramos )
Interpretando el coeficiente de regresión ( 1β  ) se puede decir lo siguiente: La cantidad de 
materia prima trasladada a producción aumenta en 4.29 kilogramos cuando la producción 
aumente en una unidad. En un sentido más práctico se puede decir entonces, que cada unidad 
de producto terminado requiere 4.29 kilogramos de material: 
 )
0β : El promedio mínimo del material es de –6.5117 kilogramos. Esta interpretación no tiene 
mucho sentido, ya que es sabido que si no hay material es imposible fabricar alguna unidad y 
mucho menos tener producciones negativas. Esto se debe en primer lugar a que los datos son 
ficticios y son ofrecidos como ejemplo ilustrativo. En segundo lugar, debe recordarse que al 
efectuar el ajuste se esta cometiendo un error, y en este caso en particular se detecta su 
incidencia, además el lector debe volver atrás y observar la nota de pie  que aparece cuando se 
hablaba de la interpretación general del  0β)  
 
Efectuando los mismos cálculos para horas hombre se tiene entonces lo siguiente: 
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Y = Horas Hombre 
X = Unidades producidas 
 
∑ =349X    ∑ = 28544XY ∑ = 601712Y  
∑ = 733Y   ∑ = 135532X  
( ) ( ) ( )[ ] ( ) ( ) =−=−= 222 103491013553XMXMXV  1355.30 – ( 34.9)2  = 137.29 
 
( ) ( ) ( ) ( ) ( ) ( )( ) 23.29610733103491028544, =−=−= YMXMXYMYXCOV  
 β1 = 29.13723.296   =   2.1577 16.2≅  
 
003.2
10
)349)(1577.2(7331
0 −=−=
−= ∑∑
n
XY ββ
)
)
 
El modelo de regresión es entonces: 
 
  Ŷ = -2.003 + 2.16 X 
 
Al interpretar el coeficiente de regresión se tiene lo siguiente: El tiempo de mano de obra 
aumenta en 2.16 horas, cuando la producción aumente en una unidad. En otras palabras cada 
unidad producida requiere 2.16 horas hombre 
 
Si se desea establecer costos unitarios, y asumiendo que los proveedores ofrecen kilo de 
materia prima a $ 2.500 y que la tarifa de mano de obra por hora hombre laborada es de $ 
3.200, solamente basta multiplicar estos valores por los respectivos β
lo que hace en realidad es estimar el componente variable del costo ya sea de material u horas 
hombre . Por lo que se tiene entonces: 
                                                
1, ya que este coeficiente 
Costo por unidad de material   =   ( 4.29 )  ( 2.500 )  =    $ 10.725 
Costo Por unidad de Mano obra =   ( 2.16 )  ( 3.200 )  =         6.912 
Costo Primo9                =       17.367 
 
Si se toman  los resultados de la regresión calculada al estimar la  materia prima en función de 
la producción y se estima con el modelo la cantidad de material requerida al producir 20 
unidades se obtiene el siguiente valor:  
 
  Ŷ = -6.51 + 4.29 ( 20) = 79.29  Kgs 
 
Sin embargo si se observan los datos originales se observa que al producir 20 unidades se requirieron 
80 kilos y al estimar el material para 20 unidades en el modelos se obtiene un valor de 79.29. Si se 
compara estos dos resultados se puede notar que existe una diferencia entre  los valores observados y 
los valores estimados, diferencia que se conoce con el nombre de error. Por lo tanto se puede definir 
el error como la diferencia existente entre los valores observados y los valores estimados, que 
gráficamente se representa así: 
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9 Costo primo es la suma de la materia prima directa y la mano de obra directa 
     
            Ŷ =  0β) + 1β
)
X 
 
 
 
         80 
                                                                         Error    
         79.29 
 
 
 
 
 
 
5.2.1 VARIANZA RESIDUAL 
 
El error de estimación denotado por E o el error promedio que se comete al 
estimar la variable dependiente en función de la variable independiente. Tiene por objeto 
determinar que tan bueno es el ajuste ( Aunque hay una medida mejor, ver R
generar intervalos de confianza para la variable dependiente ante determinados valores de la 
variable independiente. 
La formula que permite calcular la varianza residual. Viene dada por: 
 
          20 
Ahora interesa calcular el error que se comete al efectuar el ajuste con el modelo, esto nos 
lleva a hablar de la varianza residual, lo que se hace a continuación: 
 
 
Denotada como . Se define como el error promedio que se comete al estimar la 
variable dependiente en función de la variable independiente. Presenta el gran inconveniente 
de venir expresada en unidades cuadradas, hecho que limita su uso y utilización, razón por la 
cual  se le extrae la raíz cuadrada,  obteniendo de esta manera el error de estimación. 
( )eVEY =2
y , se define com
2 ) y poder 
 
2
10
2
2
−
−−= ∑ ∑ ∑
n
XYYY
EY
ββ
    10   
 
Continuando con el ejercicio que se ha venido desarrollando y tratando de calcular la varianza 
residual al estimar la materia prima en función de la producción, se tiene lo siguiente: 
  
 
210
)55905)(2926.4()1433)(5117.6(2307272
−
−−−=YE   =  10.057 
                                                
 
Que quiere decir: El error promedio que se comete al estimar el material en función de la 
producción es de 10.057 kilogramos cuadrados. 
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10 Al estimar dos parámetros ( β0 y β1  )  se pierden dos grados de libertad, por la tanto se divide por n-2 
Al calcular la raíz cuadrada a la varianza residual, se obtiene el error de estimación y su valor 
para el presente ejercicio junto con la interpretación es: 
 
2
YY EE =   = 057.10   = 3.17 
 
El error promedio que se comete al estimar la cantidad de materia prima en función de la 
producción es de 3.17 kilogramos . 
 
Si se toma el modelo establecido para estimar el total de horas hombre en función de la 
producción se obtienen los siguientes resultados: 
 
 
210
)28544)(1577.2()733)(003.2(601712
−
−−−=YE   =  6.22 
 
2
YY EE =   = 22.6   = 2.49 
 
El error promedio que se comete al estimar el total de horas hombre laboradas en función de 
la producción es de 2.49 horas. 
Cuando se hizo mención al error de estimación se dijo que con él, se esta midiendo en 
promedio las desviaciones de los valores estimados respecto a los observados, por lo que en 
realidad se esta calculando la bondad del ajuste, ya que entre mayor  sea estas diferencias 
menos preciso es el modelo. Con esta medida se tienen inconvenientes en el sentido de poder 
establecer cuando se tiene un error de estimación pequeño o cuando el error es grande, para 
así poder determinar si el modelo se ajusta o no al conjunto de información . Por este hecho, 
surge una medida estadística denominada coeficiente de determinación, que será la utilizada 
para establecer si el modelo explica o no el comportamiento de las variables en estudio, lo que 
se entrara a estudiar enseguida: 
  
2  5.2.2 Coeficiente de Determinación  r
 
   
Es una medida estadística que tiene por objetivo medir la bondad del ajuste, es decir, indica 
en que porcentaje las variaciones de la variable dependiente son explicados por la variable  
independiente. 
 
Su formula de cálculo viene dada por: 
 
( )YV
E
R Y
2
2 1−=  
 
Donde ( ) ( ) ( )[ ] 2222



−=−= ∑∑
n
Y
n
Y
YMYMYV  
 
Notese que este coeficiente está en función de la varianza  residual, y existe entre ellos una 
relación inversa, ya que al aumentar la varianza residual el coeficiente de determinación 
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tiendo a cero, y si sucede lo contrario, es decir,  si la varianza residual tiende a ser pequeña el 
coeficiente de determinación tiende a uno. Bajo esta situación interesa tener varianza s 
residuales pequeñas, o sea  coeficientes muy cercanos a uno. 
 
Otra característica de importancia acerca de este coeficiente es que no presenta unidades, 
hecho por el cual puede  ser expresado en forma porcentual. y su valor siempre deberá estar 
ubicado dentro del  siguiente intervalo. 
 
1     0  2 ≤≤ R
 
Al medir el ajuste entre material y producción se tiene: 
 
 ( ) ( ) ( ) 9960.081.2537057.10110143310230727
44.911
2
2
2 =−−=
−
−=−=
YV
E
R Y  
 
En un 99.60% las variaciones de la materia prima son explicados por las unidades producidas. 
 
 
Si se calcula el R2  para el modelo con el cual se estima las horas hombre en función de la 
producción se tiene entonces: 
 
( ) ( ) ( ) 9903.021.64422.61107331060171
353.411 2
2
2 =−−=
−
−=−=
YV
E
R Y  
 
En un 99.32% las variaciones del tiempo de elaboración son explicados por la producción 
 
5.2.3 Coeficiente de Correlación  r 
 
Otra medida estadística de gran importancia  es el coeficiente de correlación denotado por r. 
Este coeficiente mide el grado de asociación que existe entre dos variables y se obtiene al 
extraer la raíz cuadrada al coeficiente de determinación, es decir: 
 
    2RR =  
 
Se dijo antes que el coeficiente de determinación estaba definido en el intervalo [0, 1 ], por lo 
que el coeficiente de correlación estará definido en el intervalo [ -1 , 1 ] , es decir  
 
    11 ≤≤− R                     
 
La asociación existente entre dos variables puede ser positiva, negativa o igual a cero, 
dependiendo del signo que tenga el coeficiente de  correlación , el cual vendrá dado por el 
signo del coeficiente de regresión (β1) . La interpretación varia dependiendo de su valor 
positivo o negativo, por lo que se tiene entonces los siguientes casos: 
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Si R>0. Quiere decir que existe una asociación directa o positiva, la cual puede ser calificada 
como: Alta , media o baja. Si el R es mayor a 0.75 se considera alta, si es menor a 0.5 baja y 
para cualquier otro valor media. 
 
Si R< 0. Se dice entonces que existe una asociación negativa o inversa, existiendo la misma 
calificación dada en el inciso anterior y con el mismo criterio. Solamente difiere del caso 
anterior en que en esta  situación la relación es inversa. 
 
Si R = 0. Quiere esto decir que las variables están incorrelacionadas, es decir, no existe 
ningún tipo de asociación. 
 
 
1. Ubiquese  en una celda totalmente libre y en la que quiera obtener la salida 
2. En la hoja de calculo busque la opción de funciones y haga clic f
 
Hasta ahora se efectuó el estudio de los modelos de regresión y se desarrollo un ejercicio en el 
cual todos los cálculos fueron efectuados en forma mecánica, sin ningún tipo de ayuda 
tecnológica, solamente la que ofrece las calculadoras.  
Actualmente existen programas que con el solo hecho de accesar la información y siguiendo 
todos los pasos que el programa exige, se pueden obtener todos los resultados anteriores sin 
mayor dificultad. Dentro de la gran cantidad de programas que existen en el mercado, se 
puede mencionar las hojas electrónicas en las cuales aparece el  Excel, como medida muy útil 
y versátil para establecer cada uno de los valores de los parámetros hasta ahora indicados. 
El proceso de calculo es supremamente sencillo y se basa principalmente en seguir con 
cuidado las siguientes instrucciones: 
 
(  ( x )  ) 
2. Aparece en el costado izquierdo una opción que dice PEGAR FUNCION,  allí busque la 
función estadística y de clic en ella. En seguida le aparece en el costado derecho varias 
alternativas que puede manejar según lo que este interesado en hallar así: 
 
 Si desea β0  Busque  INTERSECCIÓN.EJE 
 Si interesa β1    PENDIENTE  
 Si Desea R     COEF.DE.CORREL 
 Para 2R     COEFICIENTE.R2 
 Para el Error de Estimación Ey  ERROR.TIPICO.XY 
 
3 Después de dar clic en la alternativa que interesa, aparecen tres casillas cada una de ellas 
con un espacio que debe ser llenado de la siguiente manera: 
 
 
CONOCIDO Y     C2:C10                                                                       = Matriz 
 
 
CONOCIDO X    A2:A10                                                                        = Matriz 
 
 
En cada una de las casillas, indique el conjunto de celdas en las que se encuentran ubicadas 
las variables dependiente e independiente. Para el presente caso se acesa C2:C10, asumiendo 
que la información de la variable dependiente se encuentra en este conjunto de casillas, 
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mientras que el grupo de celdas comprendidas en A2:A10, contienen la información para la 
variable independiente, por lo que se anota este rango donde dice conocido X. Efectuado todo 
lo anterior haga clic en aceptar y obtiene el valor de interés.  
Cuando se determino el modelo de regresión, se estableció que La cantidad de materia prima 
trasladada a producción aumenta en 4.29 kilogramos cuando la producción aumente en una 
unidad. En algunas situaciones es de importancia generar un intervalo de confianza para la 
cantidad de unidades producidas por kilogramo trasladado a producción, ya que esto  
permitirá controlar el consumo del material y lograr un buen uso que de él en el proceso 
productivo. La teoría estadística ofrece una herramienta muy valiosa para solucionar esta 
inquietud, para lo cual solo basta generar un intervalo de confianza para B1, el cual viene dado 
por la siguiente expresión: 
 
  ( ) ( )( ) ασβσβ βαβα −=+≤≤− −−−− 112;2/11112;2/11 nn TBTP ))   
n = Numero de observaciones )
1β  = Coeficiente de regresión obtenido en la muestra 
1βσ  = Error cometido al estimar el parámetro poblacional 1B  
α  = Nivel de significancia 
T  = Valor obtenido en la distribución T con los grados de libertad y el nivel de 
confianza        indicado 
La expresión que permite calcular el error cometido al estimar el coeficiente de regresión, es 
decir  1βσ , viene dada por: 
 
1βσ =  ( )
n
X
X
EY
2
2
2
∑∑ −
  
 
Efectuando un intervalo de confianza para la cantidad de materia prima por unidad producida, 
con una confiabilidad del 90%, se tiene entonces: 
 
n-2 =  10-2 = 8  1β
)
= 4.2926 95.02/10.012/1 =−=−α  
 
( ) ( 95.0;82/1;2 TT n =−− α )
 
 =  1.859548 
 
1βσ = 08558.0
10
)349(13553
057.10
2 =−
 
 
El intervalo será entonces: 
 
  ( ) ( )( ) ασβσβ βαβα −=+≤≤− −−−− 112;2/11112;2/11 nn TBTP ))   
 ( ))08558.0)(859548.1(2926.4);08558.0)(859548.1(2926.4 +−  
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   ( )  4517.4;1334.4
 
Se concluye entonces: En noventa de cada 100 muestras la cantidad de materia prima por 
unidad se encuentra entre 4.1334 y 4.4517 kilogramos. 
 
Determinado un intervalo de confianza del 95% para la cantidad de tiempo que se requiere 
por unidad producida, se tiene entonces: )
n-2 =  10-2 = 8  1β = 2.1577 975.02/05.012/1 =−=−α  
( ) ( 975.0;82/1;2 TT n =−− α )  =  2.306006 
 1βσ = 0673093.0
10
)349(13553
22.6
2 =−
 
 
El intervalo será : 
 
 
  ( ) ( )( ) ασβσβ βαβα −=+≤≤− −−−− 112;2/11112;2/11 nn TBTP ))   
 
 ( ))0673093.0)(306006.2(1577.2);0673093.0)(306006.2(1577.2 +−  
    
     ( )31.2;00.2  
 
Concluyendo entonces lo siguiente: En 95 de cada 100 muestras el tiempo empleado por unidad 
producida se encuentra entre 2 y 2.31 horas. 
5.3 PRUEBAS DE HIPÓTESIS 
 
 
 
Hasta este momento se ha hecho referencia al procedimiento que se debe seguir para efectuar 
estimaciones puntuales y por intervalo para el coeficiente de regresión en el modelo lineal. En 
esta sección se entra a estudiar los pasos que se deben seguir cuando se hace una afirmación 
acerca del parámetro B1 y se desea efectuar el contraste empleando los resultados de una 
muestra. En primer lugar es importante aclarar, que en los modelos de regresión  aplica toda 
la teoría que fue ampliamente detallada y explicada en la unidad cuatro, cuando se estudio con 
profundidad lo referente a las pruebas de hipótesis y el proceso que se deben llevar a cabo 
para efectuar el  contraste. 
Para desarrollar la prueba, es importante recordar que el estadístico muestral denotado como 
Tc y definido como aparece enseguida, sigue un distribución T con n-2 grados de libertad, es 
decir: 
 
 
1
11
βσ
β B
Tc
−=
)
    Se Distribuye T   con 2−n   de  libertad  grados
)
Donde 1β  es el coeficiente de regresión obtenido en la muestra 
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1B  Es el valor del parámetro poblacional del cual se efectúa el contraste 
 
1βσ Es el error que se comete al estimar el parámetro de regresión poblacional a través del 
coeficiente de regresión  muestral  
 
Costo Anual
Antes de efectuar algún ejemplo, es conveniente hablar de la utilidad que tienen los modelos 
de regresión y en especial el coeficiente B, dentro de la medición del riesgo, para más 
adelante con un conjunto de ejemplos planteados, ilustrar el proceso que se debe seguir en el 
planteamiento de la hipótesis y sus utilidad dentro del campo de las finazas 
 
5.4 EL COEFICIENTE B Y SU IMPORTANCIA EN LA MEDICION DEL RIESGO 
 
5.4.1 EL COSTO DE CAPITAL 
 
El costo de capital de una empresa es el rendimiento mínimo requerido sobre un proyecto de 
inversión, de manera que el valor de la misma no descienda si el proyecto es ejecutado. 
También se puede decir de él, que es el costo promedio ponderado de las diferentes fuentes 
que la empresa utiliza para financiar sus activos. Como la empresa utiliza la deuda y las 
acciones para adquirir sus recursos, el costo de capital será una mezcla de los rendimientos 
necesarios para compensar tanto a sus acreedores como a sus accionistas. Por lo tanto, los 
administradores deberán aceptar proyectos cuya rentabilidad esperada sea mayor que el costo 
de capital y rechazar aquellos que no cumplan la anterior condición  
 
 En otras palabras los dineros que permiten efectuar la inversión pueden ser conseguidos por 
deuda o por aportes de capital, si se opta por la ultima opción los accionistas están asumiendo 
un mayor riesgo, ya que ellos entran de ultimo en la lista de acreedores de la entidad en el 
caso de una posible quiebra, mientras que los poseedores de títulos de deuda corren también 
la posibilidad de perder su dinero pero con una menor probabilidad, originado entonces que 
los primeros exijan un mayor rendimiento (Costo para la empresa) que los segundos por el 
riesgo que ellos están asumiendo: 
 
Para ilustrar el calculo, supongamos una empresa cuenta con activos por un valor de 
$420.000.000, que fueron financiados como se muestra en el cuadro que aparece en la parte 
inferior, también asumamos que el costo de los pasivos es del 25% y que los accionistas 
establecen una tasa mínima de rendimiento requerida del 35%, bajo esta situación el costo de 
capital es del 28.33%, cifra que fue obtenida como se indica enseguida: 
  
      Ponderación
Fuente Valor Participación Porcentaje   
       
Pasivos  280.000.000  0,6667 25 16,6667 
Patrimonio  140.000.000  0,3333 35 11,6667 
          
Total  420.000.000      28,3333 
Costo de Capital     28,3333 
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Por lo anterior es importante que las empresas puedan medir con precisión el costo de capital, 
ya que solo así estarán en capacidad de aumentar el valor de la compañía aceptando y 
ejecutando proyectos que ofrezcan un rendimiento mayor al costo de oportunidad de los 
inversionistas, aumentando así su rentabilidad. 
 
Ahora surge  la pregunta : Cómo lograr un estimativo del costo de Capital?. Para responder a 
esta inquietud, se ha planteado una  metodología que esta basada en el planteamiento de un 
modelo denominados CAPM  “Capital Asset Pricing Model” del cual se hace una breve 
mención enseguida. 
 
5.4.1.1 MODELO CAPM “ CAPITAL ASSET PRINCING MODEL” 
 
Este  modelo postula que en condiciones de mercados de capitales perfectamente 
competitivos el rendimiento esperado de un activo es una función creciente del nivel de riesgo 
del mismo, ya que un inversionista solo aceptará  incluir  activos riesgosos en su portafolio si 
el mercado le compensa por el riesgo adicional en que incurra.  
 
El modelo desarrolla la siguiente ecuación 
 
   ( ) ( )[ ]jmji RRERRE −+= 1β  
  
Donde  
 ( iRE )  =  Costo del capital accionario para la firma i-esima 
jR  = Retorno del activo libre de riesgo en la economía )
1β  =  Riesgo no diversificable del activo ( )mRE = Retorno esperado del portafolio del mercado 
Modelo  que puede ser escrito de la siguiente manera: 
  
 
 
XY 10 ββ ))) +=  
 
Que es simplemente el modelo de regresión que fue visto al iniciar esta sección. Bajo esta 
situación los parámetros 0β)  y   1β
)
 adquieren gran importancia en razón a que el 0β  será la 
tasa libre de riesgo, mientras que el 1β
)
 será el riesgo no diversificable tamb
el nombre de coeficiente  beta (
ién conocido bajo 
β  ). 
 
Según este enfoque , solamente el riesgo no diversificable, es decir  el riesgo sistemático que 
afecta a toda la economía, se debe remunerar. El riesgo proveniente de otras fuentes 
específicas al activo, se puede diversificar mediante la composición del portafolio. Dado  un 
valor de retorno del activo libre de riesgo y de la prima de riesgo que reconoce el mercado, el 
rendimiento esperado del activo será mayor, cuanto mayor sea su nivel de riesgo.  
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En este momento es donde adquiere gran importancia las interpretaciones del coeficiente de 
regresión dadas al inicio de la unidad, y en el caso del empleo del coeficiente B, como medida 
del riesgo no diversificable, se puede decir lo siguiente: 
El coeficiente B, indica lo sensible  que son los rendimientos de un valor a los cambios en los 
rendimientos de la cartera del mercado. Si la B toma un valor de 1, estos quiere decir que el 
rendimiento tiende a seguir la cartera del mercado, es decir, si este aumenta o disminuye en 
un 10% , las acciones también tienden a aumentar o disminuir en un 10%. 
Si una cartera tiene un B menor de 1.0, quiere esto decir que el rendimiento tiende a subir o 
bajar menor que el mercado. Supóngase una empresa con un B de 0.5. Si la cartera de 
mercado aumenta o disminuye en un 10%, las acciones tenderán a subir y a bajar en 
aproximadamente un 5%. 
Una acción con un B mayor de 1.0, tiende a subir o bajar más que el mercado. Por ejemplo 
una acción con un B de 1.5, tenderá a subir o bajar aproximadamente en un 50% cuando la 
cartera del mercado aumente o disminuya en un 1%. 
Como nota de importancia el lector debe recordar que la expresión que permite calcular el 
coeficiente de regresión  ( 
 
 
 
 
1β
)
), viene dada por: 
 
    1β
)
  =   ( )( )XV
YXCOV ,
 
Que no es mas que la covarianza que existe entre el mercado (X)  y el titulo Y, dividida sobre 
el riesgo del mercado medido  por la varianza de X.. 
5.4.1.2 APLICACIONES DEL CAPM 
 
 
5.4.1.2.1 Caso No 1 
 
Una de las propiedades que mayor ofrece el modelo CAPM, esta en el hecho de que el Beta  
de una cartera  de activos ( cβ ) es igual al promedio ponderado de los Betas de los valores 
individuales iβ . Por ejemplo si una entidad digamos A, tiene activos totales por valor de 250 
millones  y cuenta con un β  de 1.45; se piensa  fusionar con una empresa digamos D, que 
cuenta con activos de  totales por 200 millones y posee un  β  de 0.8. La empresa que resulta 
contaría con  β  de 1.16, obtenido de la siguiente manera: 
 
β  = 


++


+ 200250
2008.0
200250
25045.1  =  1.16 
 
El modelo de regresión tal y como se planteo en su inicio, indica que el rendimiento esperado 
de un valor individual o de una inversión productiva, es igual a la tasa de interés libre de 
riesgo más una prima de riesgo. La teoría del mercado de capitales muestra que la prima de 
riesgo es igual a la prima de mercado 
5.4.1.2.2 Caso No 2 
 
( )mRE -  ( )iRE  , ponderada por el índice del riesgo 
 138
sistemático β , del valor individual o de la inversión productiva. 
 
Supongamos  que una empresa tiene un β  de  1.45 y si la tasa libre de riesgo es del orden de  
del 4%,  y el rendimiento del mercado esta en el 12% , cual será el rendimiento esperado para 
el activo?.  
 
   ( ) ( )[ ]jmji RRERRE −+= β  
    =  0.04 + 1.45 ( iRE ) [ ] 156.004.012.0 =−  
 
5.4.1.2.3 Caso No 3 
 
Los precios delas acciones son fácilmente obtenibles, por lo que es sencillo calcular los  β  
para las diferentes empresas, solamente basta con tener un conjunto de información histórica 
y con ella calcular el modelo econométrico que permite establecer los coeficientes de los 
modelos de regresión. Pero la importancia radica en el hecho de que con el se puede calcular 
el costo de capital contable para una empresa, para esto observe el siguiente ejemplo: 
 
Supongamos una empresa A, posee un β  de 1.35. Si la tasa libre de riesgo es del 7% y la 
prima de riesgo del mercado  es del 10%. El costo de capital  contable vendrá dado por: ( ) ( )[ ]jmji RRERRE −+= β     
    =  0.07 + 1.35 ( iRE ) [ ] 1645.010.017.0 =−  
 
 
Bajo la anterior situación se podría afirmar entonces lo siguiente: Si las circunstancias 
actuales prevalecen, se estima que el costo de capital contable para la empresa A es de 0.1645. 
Esta interpretación que se hace de esta estimación es de una gran importancia, ya que el lector 
debe recordar que lo que se esta haciendo es un ajuste con el cual se trata de explicar el 
comportamiento de una variable dependiente en función de una variable independiente, 
situación que tiene validez en la medida en que se sigan manteniendo las situaciones que 
motivaron los valores que fueron tenidos en cuenta al efectuar el ajuste y que dan origen a la 
proyección.  
 
5.4.1.2.4 Caso No 4 
 
 
  Wacc 
El establecimiento del costo de capital ( Wacc ) no es difícil en la medida en que se conozcan 
las tasas de  rendimiento del mercado requeridas sobre las deudas y sobre el capital contable 
de una empresa. Teniendo presente los pagos de la deuda son deducibles de impuestos, el 
Wacc después de impuestos para una empresa es el siguiente: 
 
= ( )
SB
SK
SB
BTK SB +++−1    
 
 
BK   = Costo de las deudas que tiene la empresa con terceros 
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SK   = Costo de capital contable 
SB
B
+  = Valor del mercado de la deuda sobre valor de la empresa 
SB
S
+  = Valor del mercado del capital contable sobre valor de la empresa 
 
 
T   = Tasa impositiva 
 
Una vez conocido el Wacc, los flujos de efectivo esperados por la empresa al evaluar un 
proyecto deben ser descontados a esta tasa, para determinar la viabilidad o no de la inversión. 
En realidad el Wacc vendrá a ser el costo de oportunidad del capital para la empresa. 
 
5.4.3 CONSIDERACIONES DE IMPORTANCIA ACERCA DEL BETA 
El empleo del CAPM requiere que las estimaciones de los B para las acciones, bonos y aún 
proyectos individuales sean lo suficientemente buenos como para ser confiables. La pregunta 
en este momento es como saber si son los suficientemente buenos. Para tratar de solucionar 
este interrogante se planteara un ejercicio y con el desarrollo de él se ofrecen los mecanismos 
estadísticos que permiten establecer si el beta calculado es o no importante e inclusive medir 
que tan importante es. 
 
En el anexo No 5, se esta suministrando el índice de rentabilidad  de las 15acciones ordinarias 
más bursátiles inscritas en la bolsa de Medellín, para el efecto se esta observando el índice 
para Bavaria y el índice del mercado proporcionado por Ibomed durante los meses 
comprendidos entre 1988 y 1.997. Bajo esta situación se plantea el modelo CAPM de la 
siguiente manera : 
 
   ( ) ( )[ ]jmji RRERRE −+= β  
Donde  
 )( iRE   =  Y   = Indice de rentabilidad de Bavaria 
jR  = 0β   = Tasa Libre de Riesgo )
1β  =  Riesgo no diversificable del activo ( mRE )= X   = Indice de rentabilidad del mercado ( Ibomed ) 
  
Modelo  será escrito de la siguiente manera: 
 
  Y X10 ββ ))) +=  
 
Efectuando los cálculos se tiene lo siguiente: 
 
∑ = 4025.356X    ∑ = 79469.10294XY ∑ = 16679.189502Y  
∑ = 7183801433.563Y   ∑ = 84190.109112X
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( ) ( ) ( )[ ] ( ) ( ) =−=−= 222 1204025.35612084190.10911XMXMXV  90.9320 – (2.97)2 = 82.1  
 
( ) ( ) ( ) ( ) ( ) ( )( ) 83782.7112071838.5631204025.35612079469.10294, =−=−= YMXMXYMYXCOV
 
 1β
)
 = 11.82
83782.71   = 0.87489 
 
099.2
120
)4025.356)(87489.0(7183.5631
0 =−=
−= ∑∑
n
XY ββ
)
)
 
 
   Y X87489.0099.2 +=)  
Con lo anterior se puede concluir entonces que  Bavaria presenta un buena protección para el 
riesgo, ya que al aumentar el mercado en un 1 punto, se genera un aumento en Bavaria de 
0.8748, cifra que corresponde al riesgo sistemático según el modelo calculado.  
 
Con los datos anteriores y en atención a la distribución muestral que sigue el coeficiente B, se 
puede generar un intervalo de confianza para el parámetro que puede ser efectuado a una cola 
o dos colas, para esto se debe recordar que la expresión que permite generar el intervalo 
cuando se emplea dos colas esta dada por:  
 
  ( ) ( )( ) ασβσβ βαβα −=+≤≤− −−−− 112;2/11112;2/11 nn TBTP ))   
 
n = Numero de observaciones )
1β  = Coeficiente de regresión obtenido en la muestra 
1βσ  = Error cometido al estimar el parámetro poblacional  1B
α  = Nivel de significancia 
T  = Valor obtenido en la distribución T con los grados de libertad y el nivel de 
confianza    indicado. En este caso por tener más de 30 observaciones se emplea la 
distribución normal, por lo que se tiene entonces lo siguiente: 
 
  ( ) ασβσβ ββ −=+≤≤− 111111 ZBZP ))   
2
10
2
2
−
−−= ∑ ∑ ∑
n
XYYY
EY
ββ
 
 
= ( ) ( )
2120
79469.1029487489.0718380.563099.216679.18950
−
−−  = 74.23 
 
1βσ =  ( )
n
X
X
EY
2
2
2
∑∑ −
 = ( )
120
4025.35684190.10911
23.74
2
−
= 0.08679 
 
Tomando una confiabilidad del 90% y remplazando se tiene: 
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Z(0.90)  = 1.64 
 
 
  
( 0.87489 – ( 1.64 ) ( 0.08679 ) ; 0.87489 + ( 1.64 ) ( 0.08679 ) ) 
    ( 0.7325 ; 1.017 ) 
 
Interpretando el resultado anterior se concluye entonces que en 90 de cada 100 muestras el 
incremento en las acciones de Bavaria por punto de aumento en el mercado esta entre 0.7325 
y 1.017). En otras palabras en 90 de cada 100 muestras el riesgo sistemático para Bavaria se 
encuentra entre 0.7325 y 1.017.  
 
Efectuando ahora la estimación a una cola, es decir, deseando calcular el riesgo sistemático 
máximo para un 90%, se tiene lo siguiente:  
 
  ( ) ασβ β −=+≤ 1111 ZBP )   
 
23.742 =YE   1βσ =   0.08679 
 
 
Tomando una confiabilidad del 90% y remplazando se tiene: 
Z(0.90)  = 1.2811 
 
 ( 0.87489 + ( 1.28 ) ( 0.08679 ))   =  0.9859 
 
En 90 de cada 100 muestras el riesgo sistemático máximo para las acciones de Bavaria es de 
09859. 
5.4.4. EJEMPLO No 1 
 
Con la información dada en el anexo No 5, determine los coeficientes B para Everfit, Argos, y 
Sudamérica, determine cual de estas empresas constituye una mayor protección para la 
inversión, efectué las interpretaciones de los coeficientes Beta, acompañándolos de los 
respectivos errores de estimación y realice  los comentarios relevantes de los resultados 
obtenidos: 
 
No tiene sentido resolver este ejercicio siguiendo el procedimiento dado en el inciso No 5.4.3 
ya que se había dicho anteriormente que las hojas electrónicas eran un instrumento muy 
valiosos para efectuar este tipo de cálculos. Basándonos en esta situación, se procede a 
acceder la información en Excel y con este instrumento se efectúan todos los cálculos, cuyos 
resultados más importantes se ofrecen en el siguiente cuadro 
 
MEDIDA 
ESTADISTICA    IBOMED  EVERFIT S. ARGOS SURAMER 
     X  Y1 Y2 Y3 
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11 En este caso el valor obtenido en la tabla es 1.28 ya que se trabaja a una cola. Para la estimación dada en  
el caso anterior el valor para el mismo nivel de confianza fue  de 1.64  ya que debe recordarse que la 
estimación fue efectuada a dos colas. 
          No Observaciones 
        11,90655         79,17744         70,79560 Covarianza ( x y )  
Medias         2,97002          1,53865           4,88467           4,70348 
Varianzas       82,11099        77,51835       189,44937        136,37995 
          8,77932         10,72463           8,75314 Error de Estimación  
         0,14924          0,63483          0,66901 Correlación  
          0,14501          0,96427          0,86219 Coeficiente Beta   
 
Bajo la anterior situación se puede concluir que no existe una  correlación  alta para  las 
empresas Everfit, Argos y Sudamérica con el mercado, ya que al medir la asociatividad se 
obtuvo un valor de 0.1492 para el mercado con Everfit, mientras que al medir la asociación 
existente entre Argos y Sudamérica con el mercado, los valores establecidos fueron de 0.6348 
y 0.6690, estableciéndose así una asociación media. Esto quiere decir que ante variaciones en 
el mercado Everfit es la empresa menos afectada. 
 
Las situaciones anteriores cuestionan los coeficientes betas para cada una de las empresas y 
obligan a entrar a indagar acerca de la importancia que tiene el coeficiente dentro del modelo 
y su utilidad  como medida del riesgo sistemático. Para responder este interrogante existe un 
instrumento estadístico muy valiosos y es el que hace referencia a las pruebas de hipótesis que 
fueron vistas en al unidad cuatro y del  cual tiene su uso también en los modelos de regresión. 
Para ilustrar su desarrollo y aplicación, se siguen los lineamientos teóricos ofrecidos en la 
unidad anterior los cuales son aplicados con los datos del presente ejercicio, no sin antes 
indicar que para esto se hace necesario establecer el valor del βσ , que es obtenido con el 
empleo de la hoja Excell y desarrollando las formulas anteriormente indicadas. 
 
 
En primer lugar es importante recordar que el coeficiente Beta fue obtenido al establecer un modelo 
de regresión, donde las variables fueron definidas de la siguiente manera: 
 
Y: Indice de rentabilidad de Everfit 
X : Indice de rentabilidad del mercado medido por Ibomed 
 
El planteamiento de las hipótesis es el siguiente: 
 
 
Ho: El Indice de rentabilidad del mercado no es importante para establecer 
variaciones en el índice de rentabilidad de Everfit 
H1: El Indice de rentabilidad del mercado si es importante para establecer 
variaciones en el índice de rentabilidad de Everfit 
 
En notación se tiene 
 
Ho :  01 =β   
 H1 : 01 ≠β  
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Recuerde que 1β  es el coeficiente de la variable X en el modelo, y por lo tanto al aceptar la 
hipótesis nula se esta aceptando que el coeficiente es cero, por lo que se elimina la incidencia 
de la variable X.  
 
El estadístico muestral que sirve para desarrollar la prueba, junto con la distribución que 
sigue, se indica a continuación:  
 
   
1
11
βσ
ββ −=
)
Tc   Se Distribuye   ( )2/1;2 α−−nT
 
 
1β  Es el coeficiente de regresión en la población,  que por el planteamiento de la 
hipótesis es igual a cero. 
 )
1β   Es el coeficiente de regresión obtenido en la muestra ( Es decir el coeficiente Beta 
calculado en el modelo de regresión muestral) 
 
1βσ = Error cometido al estimar el 1β poblacional a partir del resultado de una muestra 
   
 
6396.1
08844.0
014501.0 =−=Tc  
  
Empleando las ayudas de las hojas electrónicas se puede determinar  el  área que para dos 
colas determina el estadístico muestral, que toma el valor 1.6396. Para esto se efectúa el 
siguiente proceso: 
1. Busque la opción fx y haga clic en ella 
 
 Grados Libertad       118      Ubique los  grados de libertad. Recuerde n - 2 
 
 5. De clic en aceptar para obtener el valor buscado que para el caso es 0.10355 
   
2. Haga clic donde dice estadísticas  
3. En el panel derecho busque distribución T y haga clic 
4. Hecho esto aparece un conjunto de recuadros que deben ser llenados de la siguiente 
manera: 
 
 X           1.6396           Se coloca el valor Tc que fue obtenido 
 
  
 
 Colas    Dos    Indique si es a una o dos colas, anotando el número 1 
                Si es una cola o  2 si es dos colas 
 
 
Efectuado lo anterior, ya cuenta con toda la información para efectuar la prueba, la cual se 
realiza de la siguiente manera.  
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P( T > Tc ) = 0.10355, esto quiere decir que la hipótesis nula se rechaza a un nivel del 89% 
 
 
del 89% las variaciones del índice de rentabilidad del mercado son importantes para 
establecer variaciones en el índice de rentabilidad de Everfit:  
 
Efectuando un resumen de todos los cálculos realizados, se presenta la siguiente tabla donde 
se puede observar la información no solamente para Everfit sino para las otras empresas que 
están  siendo analizadas 
 
 
MEDIDA 
ESTADISTICA    IBOMED  EVERFIT S. ARGOS SURAMER 
     X  Y1 Y2 Y3 
Coeficiente Beta           0,14501          0,96427          0,86219 
Error Estándar del Beta          0,08844          0,10804          0,08818 
T Calculado            1,63959           8,92499           9,77766 
Prob ( T > Tc )              0,10355           0,00000           0,00000 
 
 
Los planteamientos no solo están ofrecidos para contrastes donde se indague sobre la 
importancia o no del parámetro dentro del modelo, ya que se pueden realizar pruebas en las 
que se planteen hipótesis acerca de algún valor en particular acerca del parámetro poblacional, 
es decir, determinar por ejemplo se Argos tiende a seguir el mismo comportamiento del 
mercado. Aquí lo que se esta haciendo en realidad es indagar si el Beta de Argos es igual a 
uno o diferente de uno. En otras palabras se tiene lo siguiente:  
 
 
Ho : Argos Tiende a seguir el mismo comportamiento que presenta el mercado 
H1. Argos no tiende a seguir el mismo comportamiento del mercado 
 
 
   Ho :  = 0.11β  
   H1 : 1≠ 0.1β  
 
   
1
11
βσ
ββ −=
)
Tc   Se Distribuye   ( )2/1;2 α−−nT
    
   331358.0
10804.0
0.19642.0 −=−=Tc  
 
Evaluando P ( T > - 0.331358 ) = 0.74096, bajo esta situación se podrían rechazar  la 
hipótesis, y de hacerlo así, se rechazaría con un nivel  del 26% que es demasiado bajo; hecho 
por el cual se acepta la hipótesis nula, con lo cual se concluye entonces que no hay evidencia 
suficiente para concluir que Argos tienda a seguir un comportamiento diferente al que tiene el 
mercado. 
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Para terminar la exposición sobre el empleo de las pruebas de hipótesis en los modelos de 
regresión, se trabaja con la información de Suramericana, planteando para ello la siguiente 
prueba: 
 
Ho : El rendimiento para Suramericana tiende a ser el mismo que presenta el mercado 
 
H1 El rendimiento para Suramericana tiende a subir o bajar en menor cantidad por aumento o 
disminución del mercado. 
 
  
   Ho :  = 0.11β  
   H1 :  1β  < 1.0 
 
   
1
11
βσ
ββ −=
)
Tc   Se Distribuye   ( )2/1;2 α−−nT
    
   5628.1
08818.0
0.186219.0 −=−=Tc  
 
Interesa calcular  P ( T > - 1.5628), para lo cual se busca en Excell como se indicó 
anteriormente, teniendo presente que la prueba es a una cola por ser la hipótesis alternativa 
menor. Con esto se tiene  entonces que P ( T > -1.5628 ) = 0.06038: Bajo esta situación se 
rechaza la hipótesis nula a un nivel del 93%, con lo cual se concluye que el rendimiento para 
Suramericana tiende a subir o bajar en menor cantidad por aumento o disminución del 
mercado, siendo esta titulo una protección ante variaciones del mercado.  
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CONCLUSIONES 
 
 
El trabajo que se acaba de presentar es hasta ahora un primer intento que pretende mostrar la 
importancia que la teoría estadística tiene en el campo de la evaluación de proyectos y en el área de las 
finanzas especialmente. Con este estudio, se ofrece una visión de la aplicación de la estadística 
inferencial en la medición del riego y los procedimientos que se deben seguir para establecer intervalos 
de confianza en distintos papeles de inversión y tratar de esta manera de medir la incertidumbre para 
facilitar el proceso de toma de decisión cuando de inversiones se trata. 
 
Los aspectos más sobresalientes están en el hecho de la aplicabilidad que tiene los intervalos de 
confianza y las distintas pruebas de hipótesis que se desarrollan para la varianza y que por lo tanto 
tiene su mayor utilidad en el calculo del riesgo.  El trabajo ha sido desarrollado sin tanto rigor 
matemático, de forma que cualquier persona que este interesada en  indagar y profundizar sobre 
estos temas tome el escrito realizado como un trabajo de fundamentación,  que le permita generar 
una conceptualización básica sobre el tema, genere un mayor interés y le permita consultar y 
comprender libros mucho más profundos que contengan una mayor rigidez en los aspectos teóricos,  
y lo más importante, pueda ser aplicado a nivel gerencial en el manejo financiero bien sea en la 
parte personal o empresarial. 
 
Los temas tratados en este trabajo comprenden una pequeña parte de la gran cantidad aplicaciones y 
soporte teórico que ofrecen lo métodos estadísticos en el análisis de la información, sin embargo por 
tiempo se dejan de tocar temas que son de gran utilidad, entre los que sobresalen los siguientes: 
 
• El modelo Binomial y su utilidad en la valoración de opciones. 
• Utilización de árboles Binomiales para opciones sobre índices bursátiles, divisas y contratos de 
futuros. 
• La valoración de opciones sobre acciones por el método de Black Scholes 
• Valor en Riesgo ( VAR) 
• Los árboles de decisión y su importancia como instrumento para tomar decisiones en 
proyectos de inversión 
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• El valor presente neto y el empleo de la distribución normal, para medir la probabilidad de 
que un proyecto sea viable. 
• La Tir y la utilidad de la distribución normal como modelo para calcular la probabilidad de 
que un proyecto genere un valor de tasa interna de retorno deseado. 
• En los modelos de regresión y en el calculo del riesgo sistemático y no sistemático, se deja 
de lado lo referente a la frontera eficiente y la importancia que ella tiene en portafolios de 
inversión. 
• No se trabaja lo referente a simulación y la aplicabilidad que ella tiene en la generación del 
flujo de caja libre y en el cálculos del VPN y TIR, al simular cambios en las condiciones con 
las que se evalúa un proyecto de inversión  
 
A pesar de dejar de lado los temas antes descritos, se tiene una tranquilidad por haber efectuado 
un gran aporte en la parte de fundamentación de la teoría de probabilidad y en especial lo tocante 
a intervalos de confianza y prueba de hipótesis que están ampliamente desarrollados en las 
unidades tres y cuatro del presente trabajo, con un contenido que genera una idea muy amplia y 
permite generar una visión que los textos de estadística tradicionales no trata y que los libros de 
finanzas ni siquiera menciona.. 
 
Para finalizar deseo recalcar la importancia que a nivel financiero reviste el coeficiente beta, y la 
utilidad de las pruebas de hipótesis como medio para establecer si este efectivamente es una 
medida del riesgo sistemático, aspecto que no es tratado en los libros especializados de finanzas 
y que algunos textos de econometría tocan en forma muy superficial.  
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IBOMED BAVARIA EVERFIT S. ARGOS SURAMER BAN BOGOTACADENALCONAL. DE CHOC TABACO NOEL CEM.CARIBE RIOCLARO CEM. VALLE BIC BANCOQUIABAN. GANAD
Enero 1, 1988 -0,4680      6,3561        5,9149        5,8079        -3,3018       -11,5044      14,3318       10,9524        4,4019        4,9762         1,8851         0,0000 0,0000 -7,5438      4,5103        21,8685      
Febrero 1, 1988 -5,4194      0,7976        -14,5916     -0,6759       -1,7132       -5,0000        -0,3111        0,1290          -3,9816       0,0000 -3,8569        0,0000 26,9995     4,0570       -2,6553       -11,1144     
Marzo 1,1988 0,0000 -1,9755       -2,4038       -4,3771       0,4908        17,8947       -7,0721        -8,3938         -13,0559     0,0000 -6,1660        0,0000 13,9430     -9,3255      -0,2703       -8,5502       
Abril 1,1988 0,0000 1,7054        -2,3522       -0,7928       1,0061        0,0000 -15,2281      -5,4123         -8,5410       0,5823         -0,8051        -7,2890        0,8911       -4,1876      -8,1076       -20,1949     
Mayo 1, 1988 0,0000 -1,4621       -4,4874       5,5943        7,0473        3,5714         14,3182       -4,0449         -1,0324       1,7560         -1,4246        -0,0697        0,8911       3,1643       -3,0837       -2,4703       
Junio 1, 1988 0,0000 -1,3031       -0,0500       2,6981        2,4390        0,0000 17,1988       0,0801          -2,7358       -3,8762        0,6813         0,0000 0,8911       -2,0673      -0,1977       -12,8741     
Julio 1, 1988 0,0000 -0,6553       0,5365        5,3917        10,6412      -9,4828        -16,7636      1,0602          0,4132        1,9817         0,8426         0,0000 0,8911       -0,2153      0,5014        -6,4426       
Agosto1, 1988 0,0000 -0,6732       -8,2062       5,7361        3,0688        0,0000 -2,6233        2,4792          -0,9439       6,9178         1,0388         0,0135         0,8911       2,0479       0,8146        -3,5645       
Sepbre 1, 1988 0,0000 5,8207        1,5652        3,4921        1,3977        -17,1429      14,7039       5,8495          6,7090        -0,2671        12,2977       -0,0135        12,1327     -1,2752      -4,4624       0,2370        
Octubre 1, 1988 0,0000 0,0927        2,4469        4,5270        8,2477        21,2287       5,2332         16,8442        14,8614      2,3448         5,5287         1,0811         4,0118       14,2579     22,2870      -4,7517       
Nobre 1, 1988 0,0000 0,1459        -4,2738       5,1641        18,6261      -5,1854        -1,9175        7,9411          -1,2379       5,1442         8,1907         3,3193         4,2588       -0,3989      -1,4019       17,4180      
Dibre 1, 1988 0,0000 2,7316        0,0770        1,8882        4,4413        4,3440         -1,0710        -10,6591       2,4027        -4,4476        9,4581         0,9280         0,7500       5,6674       0,9336        -4,4734       
Enero 1, 1989 5,5620       6,4746        7,2811        10,6537      7,9207        0,0000 10,5127       8,6572          6,8296        0,5348         14,7120       0,0441         0,7500       16,6309     9,2303        4,2747        
Febrero 1, 1989 3,1346       0,1944        6,6874        9,9156        10,1426      13,0875       7,2926         6,5691          10,2609      -4,3480        6,3546         13,2767       5,7500       6,5816       3,2767        12,4842      
Marzo 1,1989 -0,7445      -0,2297       8,8667        21,4710      10,3176      5,0229         -0,8764        6,7353          2,7526        -5,4908        0,5176         12,3695       20,7143     1,6725       2,5083        -2,8366       
Abril 1,1989 -2,8007      -4,7970       7,6000        4,7946        0,4956        0,8658         -3,1612        -0,9603         8,2753        0,8393         6,5547         18,5002       0,9259       0,8490       -0,9998       -7,7446       
Mayo 1, 1989 1,7557       -3,0464       2,9579        10,1570      0,4648        -4,0000        0,4315         6,2647          8,7742        10,6607       49,0586       16,5543       39,8541     0,8814       -1,4604       -9,9803       
Junio 1, 1989 0,1978       -0,0653       6,2414        1,1003        1,5896        5,0000         -2,5763        14,4776        7,9074        3,1951         29,7678       25,7984       0,6665       1,4791       1,0489        -1,3374       
Julio 1, 1989 3,6246       2,1455        2,9937        0,5009        0,9510        7,9937         3,3945         12,7162        10,3157      2,3415         -6,9488        5,0014         36,5091     7,8858       11,7692      1,8519        
Agosto1, 1989 1,1095       5,6383        5,7534        5,4790        11,8029      6,5612         -1,8057        -1,4023         18,7683      1,1144         -3,3020        -0,6701        2,5341       23,5012     -0,4569       5,0000        
Sepbre 1, 1989 -1,4211      3,4724        2,7191        12,6339      4,2668        0,0000 -7,5550        1,0214          -2,7536       1,9096         -11,3503      -5,0000        1,4489       -1,1309      -2,6620       33,7451      
Octubre 1, 1989 4,9672       1,1313        6,3097        18,1647      5,7936        58,7110       -3,3716        4,0702          14,2678      0,7231         18,0001       5,1998         0,4762       0,1489       -1,3209       -11,1734     
Nobre 1, 1989 2,1757       11,6950      0,1506        15,6856      2,5028        27,8759       0,5409         3,6348          7,6588        2,2249         0,7054         0,0603         9,3197       14,4481     6,5109        6,3468        
Dibre 1, 1989 6,6049       -3,3853       -0,0023       14,5650      9,3749        -8,5622        4,0837         1,4059          15,0111      -2,2829        9,5865         2,0876         6,6875       5,3588       6,7344        -23,1993     
Enero 1, 1990 1,9210       4,0961        5,1225        1,4229        1,6177        7,4534         29,8880       2,1909          11,9071      0,7344         5,9029         2,3087         21,0844     7,4342       1,1001        12,3463      
Febrero 1, 1990 10,3258     1,9491        2,7778        17,1531      17,9125      13,4649       0,8639         2,9281          9,2383        3,3869         17,6287       0,0000 19,0353     6,6936       8,4006        7,3286        
Marzo 1,1990 2,6788       5,3510        4,8913        22,1453      20,0431      0,0391         4,1676         1,9568          13,8669      1,4031         27,5442       0,0000 9,0828       0,7609       2,1141        31,3820      
Abril 1,1990 2,4198       0,0715        0,0000 -6,8624       27,1561      -3,5830        2,9728         2,9950          11,5141      9,8725         0,1132         0,0000 12,0146     -9,5319      0,9721        -18,5253     
Mayo 1, 1990 6,7709       1,8138        0,0000 22,3035      10,5756      1,4500         8,9712         7,4864          20,4696      11,0717       2,1562         0,0000 3,0563       5,7702       1,8558        -10,4602     
Junio 1, 1990 14,9019     4,6902        16,6667      82,0502      29,4505      1,4500         45,3684       26,3289        7,0856        45,8384       15,8736       0,0000 0,5288       11,4727     0,7863        -23,6487     
Julio 1, 1990 -0,6821      0,2788        0,0000 -19,9029     24,3846      1,4500         39,5303       9,2820          -1,7421       19,7659       60,9554       0,0000 0,5288       0,0094       -0,3173       40,1709      
Agosto1, 1990 -3,2875      0,9024        -5,6250       -28,1959     -19,4837     0,4540         -20,3044      -4,9366         10,3005      0,4964         -5,1139        -15,3619      -30,2849    -2,4722      -0,5726       2,7794        
Sepbre 1, 1990 -3,9725      11,4310      -0,6623       -3,5403       2,1042        5,8809         -9,8194        -2,4041         8,0470        0,4245         -7,9966        0,5533         8,1208       3,2892       5,7300        -0,3449       
Octubre 1, 1990 3,0144       6,1154        0,0000 0,9956        -3,7369       1,4910         -10,3135      0,5285          0,8587        -4,1040        -3,4040        0,0000 9,7199       0,5634       7,4299        3,2327        
Nobre 1, 1990 6,0547       17,0966      0,0000 -6,7041       1,8359        2,7884         31,2492       -0,0652         11,3013      -0,4329        3,6306         0,0000 0,6653       1,9524       13,5898      -2,7560       
Dibre 1, 1990 4,4024       10,7809      0,0000 -3,1042       -5,8908       5,0399         -0,9685        -1,7171         10,1583      -0,4148        0,1494         4,5453         -14,7554    2,4445       4,6178        0,1034        
Enero 1, 1991 4,2162       -5,4952       -5,3333       1,3769        -3,2289       18,6638       20,3622       10,5369        1,3077        0,4205         0,3064         2,8263         -2,9189     14,9166     -4,8760       -3,5820       
Febrero 1, 1991 6,6718       9,6411        0,0000 10,4566      12,0221      3,5789         7,8132         2,3727          15,8383      0,5313         -2,0998        -2,3256        33,4976     6,2703       8,5415        1,4575        
Marzo 1,1991 3,8481       1,1189        -2,8169       -16,6588     4,0900        -0,3213        0,3534         0,4228          1,9320        0,5313         -8,9787        0,0000 10,0954     2,3888       1,2988        13,4145      
Abril 1,1991 -0,4469      -1,1526       0,9710        2,8189        -11,0964     1,6597         -6,2816        0,6607          7,2823        19,9030       -10,2513      2,3810         0,4138       -0,0605      6,4610        -0,7637       
Mayo 1, 1991 16,9304     3,3534        -19,3188     -4,5082       -2,7592       19,7518       1,2590         2,5008          32,7933      0,1482         -3,5066        0,0000 0,4138       20,2708     10,3816      35,3125      
Junio 1, 1991 5,1736       35,3041      -3,7745       25,4030      18,9810      6,6475         23,8420       32,7955        9,3901        -1,2923        19,2765       2,2284         0,4138       16,6330     32,4934      34,1934      
Julio 1, 1991 4,4552       2,8369        -7,4234       -11,6690     0,5750        -0,0030        7,1049         -2,7069         -4,7981       7,0298         -0,7536        0,0000 0,4138       11,0812     0,7771        -23,0549     
Agosto1, 1991 -2,3371      5,6865        4,7773        3,9096        11,0757      2,1254         11,0192       -1,7257         1,8198        3,2845         -7,4628        0,0000 0,2916       7,3539       6,5744        0,7613        
Sepbre 1, 1991 4,9357       14,3939      -5,6738       4,0218        0,0920        5,4382         4,2239         2,7566          1,4162        2,1207         -9,1021        2,3700         -9,1763     9,6439       8,4373        1,3822        
Octubre 1, 1991 33,6907     53,1785      33,0236      31,1587      15,4687      69,0804       66,7609       37,6356        15,6155      24,9562       31,2416       0,0000 -4,0734     26,5398     60,2706      46,9577      
Nobre 1, 1991 40,3193     20,4377      0,9202        18,6199      20,7468      21,6990       7,6866         18,3217        29,4391      6,4058         33,0173       -2,2091        7,9538       40,6352     29,4814      27,8666      
Dibre 1, 1991 40,6132     44,1088      2,5631        60,0958      66,1350      46,9793       55,7270       68,8955        39,0121      14,9145       39,1917       49,5604       9,8642       27,6256     50,8304      128,7501     
Enero 1, 1992 30,6418     49,2479      8,8073        41,4104      54,0426      33,6745       -2,7024        54,9008        50,1112      96,9041       34,4784       13,7533       16,0811     7,7991       -4,6482       35,1707      
Febrero 1,1992 -14,0893    -17,0160     12,6537      -3,4519       -2,2826       -2,4018        -10,2957      -7,4278         -1,2454       34,8131       1,2701         80,3306       0,3339       -5,7849      6,7888        -11,7501     
Marzo 1,1992 -2,4324      -8,8603       -6,0896       -6,4433       -7,4391       -10,9155      1,1344         -2,2897         -8,5017       -10,9793      -8,0751        15,6617       41,0635     -1,6255      -12,6389     -5,7049       
Abril 1,1992 4,0337       -1,0292       -0,3031       5,6056        -4,2434       -3,9741        9,8502         5,3597          1,2025        6,0280         11,3593       -27,3153      15,5560     4,0782       4,4969        -7,8634       
Mayo 1,1992 0,0000 11,1201      18,5716      13,3031      11,4539      3,7753         25,3667       13,2992        11,8832      18,5140       22,4239       13,2999       52,3952     -0,8852      -0,4393       -3,9273       
Junio 1,1992 21,5042     17,0106      -9,4819       22,3892      12,9398      1,7068         17,2070       19,7285        9,7493        21,8063       34,3214       48,8577       0,7889       -3,9082      4,8174        -8,5833       
Julio 1,1992 16,1132     11,0236      1,0099        32,5111      7,2375        22,2375       30,8896       21,0203        16,0225      17,2890       28,8869       45,6969       10,9374     12,9896     13,7678      18,4422      
IBOMED BAVARIA EVERFIT S. ARGOS SURAMER BAN BOGOTACADENALCONAL. DE CHOC TABACO NOEL CEM.CARIBE RIOCLARO CEM. VALLE BIC BANCOQUIABAN. GANAD
Enero 1,1996 -0,8538      3,5433        0,4167        -2,6180       0,9920        7,8640         -9,5790        0,3769          4,2603        0,7140         -1,5464        0,5000         -1,6248     6,6434       10,4125      13,7315      
Febrero 1,1996 6,1931       13,6597      0,4167        2,7963        1,4907        11,7875       11,4249       6,3328          17,3714      -1,1506        -1,9416        1,6667         -1,3204     4,8711       17,2125      4,1893        
Marzo 1,1996 -7,6501      -1,7445       0,4167        -8,6942       -0,6993       4,3975         -7,1581        -0,0249         2,8828        -6,1865        0,3837         1,1052         0,2947       -4,9822      -11,5412     -7,1134       
Abril 1,1996 10,4325     9,5541        0,2778        1,4808        -0,1433       1,6518         -0,4996        -0,8772         -0,4964       -2,3976        -10,6747      -2,0012        1,1693       3,7473       9,7764        6,3729        
Mayo 1,1996 -4,4865      16,3750      0,2778        8,3402        8,0503        9,7622         0,2514         11,8157        3,8077        -2,9385        -3,3114        -0,2328        1,9326       8,6215       22,9926      15,2521      
Junio 1,1996 -1,7449      -8,6119       0,2778        -2,1995       -1,7825       -4,5543        -12,0530      -0,1640         1,0861        0,1012         -3,0973        0,0000 -4,6477     -7,6313      1,1250        13,4371      
Julio 1,1996 -2,6064      -4,3818       0,2778        -1,9915       -3,3712       -3,5705        -1,2987        -0,1763         0,6943        -5,6268        -2,5549        -1,1667        -3,9274     -1,6610      -6,8887       2,1698        
Agosto 1,1996 -2,9321      8,2457        0,2778        -4,2111       -3,9323       -1,3613        -5,5928        -4,2081         -1,5036       1,2917         2,6794         -1,6949        -0,1442     -3,5522      -11,6548     7,0844        
Septbre 1,1996 3,2200       0,2422        0,2778        -2,1542       1,6241        9,1635         -1,7494        -0,3255         -2,6386       -0,6182        -0,5356        2,0155         -1,5888     4,1185       7,9737        3,6646        
Octubre 1,1996 -0,7549      3,9578        0,2778        2,2070        0,5786        1,5952         2,2522         0,5748          0,4015        3,2851         5,6582         0,4303         -10,0546    -0,5371      -0,3685       -3,1058       
Novmbre 1,1996 -1,6146      -0,8364       0,2778        -2,0304       0,2925        -4,5520        -2,9774        -0,4165         -0,4518       0,8411         2,1930         0,0000 -8,5375     -3,1875      1,6993        -9,5331       
Dicmbre 1,1996 0,8989       2,3459        0,2778        -1,2186       -0,0091       0,8000         -5,1255        -0,1163         0,5540        2,0742         -0,2788        -0,2091        -0,0797     2,2532       36,2269      -0,3286       
Enero 1,1997 11,5624     44,1277      -9,7222       27,0129      11,2194      3,7656         9,9484         13,6754        25,1928      34,3946       21,5567       12,1844       20,3873     12,1633     24,3609      19,7238      
Febrero 1,1997 12,2632     14,6535      0,3086        7,5976        3,4196        4,9190         -0,2150        -0,6714         -0,2478       6,9152         7,0157         -0,4766        8,2896       -8,4555      3,6523        6,6418        
IBOMED BAVARIA EVERFIT S. ARGOS SURAMER BAN BOGOTACADENALCONAL. DE CHOC TABACO NOEL CEM.CARIBE RIOCLARO CEM. VALLE BIC BANCOQUIABAN. GANAD
Marzo 1,1997 -1,4344      2,5009        0,3086        10,4057      5,2647        -1,6264        -3,8966        3,0262          -5,1704       15,3711       -0,4306        -11,6160      1,9564       0,3566       9,4079        6,7432        
Abril 1,1997 4,9911       17,0685      0,0000 4,0590        16,0083      1,4330         2,7001         -0,5600         -5,6155       12,2626       1,2287         -1,6767        -3,5158     8,1917       0,3522        5,2777        
Mayo 1,1997 5,8931       1,6809        0,0000 9,2865        7,2218        9,7017         -1,2265        1,3251          15,1769      6,4749         8,0425         -2,2266        -0,0081     -2,4850      -1,3955       8,7436        
Junio 1,1997 -2,2070      -2,1901       -9,9938       -2,4247       2,7840        -3,5881        -2,4794        3,0221          1,9259        3,5218         4,5829         4,1919         2,1599       -0,1121      1,5305        4,6930        
Julio 1,1997 1,3234       4,0458        -0,0069       -0,6846       -1,4184       3,6510         -4,4364        -0,4981         4,4375        2,5799         -4,7912        33,6025       2,3383       7,2437       3,4481        2,1284        
Agosto 1,1997 11,1271     23,6426      0,0000 1,3356        7,3977        -0,0175        14,3914       0,7587          0,4216        8,9315         2,8849         4,9218         0,0427       8,8646       -1,0674       7,9968        
Septbre 1,1997 6,4437       19,8670      0,0000 1,5799        -0,7683       4,5780         27,7743       2,5867          1,7375        -11,5550      0,1093         10,8474       -7,1611     8,3194       14,7266      8,7061        
Octubre 1,1997 2,7191       10,2080      0,0000 -1,6136       -2,3058       3,3892         28,3088       4,2104          12,9351      -6,7515        0,5607         6,4515         -4,5156     3,5679       3,0940        6,7610        
Novmbre 1,1997 -8,1979      1,1542        0,0000 -12,7770     -10,6840     -8,6159        -4,2065        -15,0028       -8,8219       -8,2237        -5,7567        -7,7535        -5,3790     -7,1727      -0,7490       0,0677        
Dicmbre 1,1997 -0,4166      -1,7199       0,0000 0,7176        -4,0335       -0,8605        -5,5942        -2,0146         -7,0600       -4,9705        -6,2193        -0,9234        -5,2863     -6,9590      -4,0559       3,3495        
Promedio 2,9700       4,6977        1,5387        4,8847        4,7035        4,4370         4,0572         3,9942          3,9946        3,3870         4,8109         3,3958         4,2319       3,6547       3,8004        4,1145        
Desviación 9,0995       11,7043      8,8414        13,8218      11,7271      12,3991       15,1470       11,1231        11,1515      12,5285       12,9684       13,4742       12,5332     8,7294       12,4228      17,1499      
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Denominador 1            2          3           4           5           6            7           8           9           10          11          12         13         14         15         16         17          18          19          20         
1                      16212,46 19997,36 21614,13 22500,75 23055,82 23439,53 23715,20 23923,81 24091,45 24221,84 24333,60 24426,73 24504,96 24572,01 24631,62 24683,77 24728,48 24765,73 24802,98 24836,51
2                      198,50 199,01 199,16 199,24 199,30 199,33 199,36 199,38 199,39 199,39 199,42 199,42 199,42 199,42 199,43 199,45 199,45 199,45 199,45 199,45
3                      55,55 49,80 47,47 46,20 45,39 44,84 44,43 44,13 43,88 43,68 43,52 43,39 43,27 43,17 43,08 43,01 42,94 42,88 42,83 42,78
4                      31,33 26,28 24,26 23,15 22,46 21,98 21,62 21,35 21,14 20,97 20,82 20,70 20,60 20,51 20,44 20,37 20,31 20,26 20,21 20,17
5                      22,78 18,31 16,53 15,56 14,94 14,51 14,20 13,96 13,77 13,62 13,49 13,38 13,29 13,21 13,15 13,09 13,03 12,98 12,94 12,90
6                      18,63 14,54 12,92 12,03 11,46 11,07 10,79 10,57 10,39 10,25 10,13 10,03 9,95 9,88 9,81 9,76 9,71 9,66 9,62 9,59
7                      16,24 12,40 10,88 10,05 9,52 9,16 8,89 8,68 8,51 8,38 8,27 8,18 8,10 8,03 7,97 7,91 7,87 7,83 7,79 7,75
8                      14,69 11,04 9,60 8,81 8,30 7,95 7,69 7,50 7,34 7,21 7,10 7,01 6,94 6,87 6,81 6,76 6,72 6,68 6,64 6,61
9                      13,61 10,11 8,72 7,96 7,47 7,13 6,88 6,69 6,54 6,42 6,31 6,23 6,15 6,09 6,03 5,98 5,94 5,90 5,86 5,83
10                    12,83 9,43 8,08 7,34 6,87 6,54 6,30 6,12 5,97 5,85 5,75 5,66 5,59 5,53 5,47 5,42 5,38 5,34 5,31 5,27
11                    12,23 8,91 7,60 6,88 6,42 6,10 5,86 5,68 5,54 5,42 5,32 5,24 5,16 5,10 5,05 5,00 4,96 4,92 4,89 4,86
12                    11,75 8,51 7,23 6,52 6,07 5,76 5,52 5,35 5,20 5,09 4,99 4,91 4,84 4,77 4,72 4,67 4,63 4,59 4,56 4,53
13                    11,37 8,19 6,93 6,23 5,79 5,48 5,25 5,08 4,94 4,82 4,72 4,64 4,57 4,51 4,46 4,41 4,37 4,33 4,30 4,27
14                    11,06 7,92 6,68 6,00 5,56 5,26 5,03 4,86 4,72 4,60 4,51 4,43 4,36 4,30 4,25 4,20 4,16 4,12 4,09 4,06
15                    10,80 7,70 6,48 5,80 5,37 5,07 4,85 4,67 4,54 4,42 4,33 4,25 4,18 4,12 4,07 4,02 3,98 3,95 3,91 3,88
16                    10,58 7,51 6,30 5,64 5,21 4,91 4,69 4,52 4,38 4,27 4,18 4,10 4,03 3,97 3,92 3,87 3,83 3,80 3,76 3,73
17                    10,38 7,35 6,16 5,50 5,07 4,78 4,56 4,39 4,25 4,14 4,05 3,97 3,90 3,84 3,79 3,75 3,71 3,67 3,64 3,61
18                    10,22 7,21 6,03 5,37 4,96 4,66 4,44 4,28 4,14 4,03 3,94 3,86 3,79 3,73 3,68 3,64 3,60 3,56 3,53 3,50
19                    10,07 7,09 5,92 5,27 4,85 4,56 4,34 4,18 4,04 3,93 3,84 3,76 3,70 3,64 3,59 3,54 3,50 3,46 3,43 3,40
20                    9,94 6,99 5,82 5,17 4,76 4,47 4,26 4,09 3,96 3,85 3,76 3,68 3,61 3,55 3,50 3,46 3,42 3,38 3,35 3,32
21                    9,83 6,89 5,73 5,09 4,68 4,39 4,18 4,01 3,88 3,77 3,68 3,60 3,54 3,48 3,43 3,38 3,34 3,31 3,27 3,24
22                    9,73 6,81 5,65 5,02 4,61 4,32 4,11 3,94 3,81 3,70 3,61 3,54 3,47 3,41 3,36 3,31 3,27 3,24 3,21 3,18
23                    9,63 6,73 5,58 4,95 4,54 4,26 4,05 3,88 3,75 3,64 3,55 3,47 3,41 3,35 3,30 3,25 3,21 3,18 3,15 3,12
24                    9,55 6,66 5,52 4,89 4,49 4,20 3,99 3,83 3,69 3,59 3,50 3,42 3,35 3,30 3,25 3,20 3,16 3,12 3,09 3,06
25                    9,48 6,60 5,46 4,84 4,43 4,15 3,94 3,78 3,64 3,54 3,45 3,37 3,30 3,25 3,20 3,15 3,11 3,08 3,04 3,01
26                    9,41 6,54 5,41 4,79 4,38 4,10 3,89 3,73 3,60 3,49 3,40 3,33 3,26 3,20 3,15 3,11 3,07 3,03 3,00 2,97
27                    9,34 6,49 5,36 4,74 4,34 4,06 3,85 3,69 3,56 3,45 3,36 3,28 3,22 3,16 3,11 3,07 3,03 2,99 2,96 2,93
28                    9,28 6,44 5,32 4,70 4,30 4,02 3,81 3,65 3,52 3,41 3,32 3,25 3,18 3,12 3,07 3,03 2,99 2,95 2,92 2,89
29                    9,23 6,40 5,28 4,66 4,26 3,98 3,77 3,61 3,48 3,38 3,29 3,21 3,15 3,09 3,04 2,99 2,95 2,92 2,88 2,86
30                    9,18 6,35 5,24 4,62 4,23 3,95 3,74 3,58 3,45 3,34 3,25 3,18 3,11 3,06 3,01 2,96 2,92 2,89 2,85 2,82
31                    9,13 6,32 5,20 4,59 4,20 3,92 3,71 3,55 3,42 3,31 3,22 3,15 3,08 3,03 2,98 2,93 2,89 2,86 2,82 2,79
32                    9,09 6,28 5,17 4,56 4,17 3,89 3,68 3,52 3,39 3,29 3,20 3,12 3,06 3,00 2,95 2,90 2,86 2,83 2,80 2,77
33                    9,05 6,25 5,14 4,53 4,14 3,86 3,66 3,49 3,37 3,26 3,17 3,09 3,03 2,97 2,92 2,88 2,84 2,80 2,77 2,74
34                    9,01 6,22 5,11 4,50 4,11 3,84 3,63 3,47 3,34 3,24 3,15 3,07 3,01 2,95 2,90 2,85 2,81 2,78 2,75 2,72
35                    8,98 6,19 5,09 4,48 4,09 3,81 3,61 3,45 3,32 3,21 3,12 3,05 2,98 2,93 2,88 2,83 2,79 2,76 2,72 2,69
36                    8,94 6,16 5,06 4,46 4,06 3,79 3,58 3,42 3,30 3,19 3,10 3,03 2,96 2,90 2,85 2,81 2,77 2,73 2,70 2,67
37                    8,91 6,13 5,04 4,43 4,04 3,77 3,56 3,40 3,28 3,17 3,08 3,01 2,94 2,88 2,83 2,79 2,75 2,71 2,68 2,65
38                    8,88 6,11 5,02 4,41 4,02 3,75 3,54 3,39 3,26 3,15 3,06 2,99 2,92 2,87 2,82 2,77 2,73 2,70 2,66 2,63
39                    8,85 6,09 5,00 4,39 4,00 3,73 3,53 3,37 3,24 3,13 3,05 2,97 2,90 2,85 2,80 2,75 2,71 2,68 2,64 2,62
40                    8,83 6,07 4,98 4,37 3,99 3,71 3,51 3,35 3,22 3,12 3,03 2,95 2,89 2,83 2,78 2,74 2,70 2,66 2,63 2,60
41                    8,80 6,05 4,96 4,36 3,97 3,70 3,49 3,33 3,21 3,10 3,01 2,94 2,87 2,82 2,77 2,72 2,68 2,64 2,61 2,58
42                    8,78 6,03 4,94 4,34 3,95 3,68 3,48 3,32 3,19 3,09 3,00 2,92 2,86 2,80 2,75 2,71 2,67 2,63 2,60 2,57
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Denominador 21          22        23         24         25         26          27         28         29         30          31          32         33         34         35         36         37          38          39          40         
1                      24862,59 24892,39 24914,74 24937,09 24959,44 24981,80 24996,70 25011,60 25026,50 25041,40 25056,30 25071,20 25078,65 25093,56 25101,01 25115,91 25123,36 25130,81 25138,26 25145,71
2                      199,45 199,45 199,45 199,45 199,45 199,46 199,46 199,46 199,46 199,48 199,48 199,48 199,48 199,48 199,48 199,48 199,48 199,48 199,48 199,48
3                      42,73 42,69 42,66 42,62 42,59 42,56 42,54 42,51 42,49 42,47 42,44 42,43 42,41 42,39 42,38 42,36 42,35 42,33 42,32 42,31
4                      20,13 20,09 20,06 20,03 20,00 19,98 19,95 19,93 19,91 19,89 19,87 19,86 19,84 19,83 19,81 19,80 19,79 19,77 19,76 19,75
5                      12,87 12,84 12,81 12,78 12,76 12,73 12,71 12,69 12,67 12,66 12,64 12,62 12,61 12,60 12,58 12,57 12,56 12,55 12,54 12,53
6                      9,56 9,53 9,50 9,47 9,45 9,43 9,41 9,39 9,37 9,36 9,34 9,33 9,32 9,30 9,29 9,28 9,27 9,26 9,25 9,24
7                      7,72 7,69 7,67 7,64 7,62 7,60 7,58 7,57 7,55 7,53 7,52 7,51 7,49 7,48 7,47 7,46 7,45 7,44 7,43 7,42
8                      6,58 6,55 6,53 6,50 6,48 6,46 6,44 6,43 6,41 6,40 6,38 6,37 6,36 6,35 6,33 6,32 6,31 6,30 6,30 6,29
9                      5,80 5,78 5,75 5,73 5,71 5,69 5,67 5,65 5,64 5,62 5,61 5,60 5,59 5,57 5,56 5,55 5,54 5,54 5,53 5,52
10                    5,25 5,22 5,20 5,17 5,15 5,13 5,12 5,10 5,08 5,07 5,06 5,04 5,03 5,02 5,01 5,00 4,99 4,98 4,97 4,97
11                    4,83 4,80 4,78 4,76 4,74 4,72 4,70 4,68 4,67 4,65 4,64 4,63 4,62 4,61 4,60 4,59 4,58 4,57 4,56 4,55
12                    4,50 4,48 4,45 4,43 4,41 4,39 4,38 4,36 4,34 4,33 4,32 4,31 4,29 4,28 4,27 4,26 4,25 4,24 4,24 4,23
13                    4,24 4,22 4,19 4,17 4,15 4,13 4,12 4,10 4,09 4,07 4,06 4,05 4,04 4,02 4,01 4,00 4,00 3,99 3,98 3,97
14                    4,03 4,01 3,98 3,96 3,94 3,92 3,91 3,89 3,88 3,86 3,85 3,84 3,83 3,81 3,80 3,79 3,79 3,78 3,77 3,76
15                    3,86 3,83 3,81 3,79 3,77 3,75 3,73 3,72 3,70 3,69 3,67 3,66 3,65 3,64 3,63 3,62 3,61 3,60 3,59 3,59
16                    3,71 3,68 3,66 3,64 3,62 3,60 3,58 3,57 3,55 3,54 3,53 3,51 3,50 3,49 3,48 3,47 3,46 3,45 3,45 3,44
17                    3,58 3,56 3,53 3,51 3,49 3,47 3,46 3,44 3,43 3,41 3,40 3,39 3,38 3,36 3,35 3,35 3,34 3,33 3,32 3,31
18                    3,47 3,45 3,42 3,40 3,38 3,36 3,35 3,33 3,32 3,30 3,29 3,28 3,27 3,26 3,25 3,24 3,23 3,22 3,21 3,20
19                    3,37 3,35 3,33 3,31 3,29 3,27 3,25 3,24 3,22 3,21 3,19 3,18 3,17 3,16 3,15 3,14 3,13 3,12 3,11 3,11
20                    3,29 3,27 3,24 3,22 3,20 3,18 3,17 3,15 3,14 3,12 3,11 3,10 3,09 3,08 3,07 3,06 3,05 3,04 3,03 3,02
21                    3,22 3,19 3,17 3,15 3,13 3,11 3,09 3,08 3,06 3,05 3,04 3,02 3,01 3,00 2,99 2,98 2,97 2,96 2,95 2,95
22                    3,15 3,12 3,10 3,08 3,06 3,04 3,03 3,01 3,00 2,98 2,97 2,96 2,95 2,93 2,92 2,91 2,91 2,90 2,89 2,88
23                    3,09 3,06 3,04 3,02 3,00 2,98 2,97 2,95 2,94 2,92 2,91 2,90 2,89 2,87 2,86 2,85 2,85 2,84 2,83 2,82
24                    3,04 3,01 2,99 2,97 2,95 2,93 2,91 2,90 2,88 2,87 2,85 2,84 2,83 2,82 2,81 2,80 2,79 2,78 2,77 2,77
25                    2,99 2,96 2,94 2,92 2,90 2,88 2,86 2,85 2,83 2,82 2,81 2,79 2,78 2,77 2,76 2,75 2,74 2,73 2,72 2,72
26                    2,94 2,92 2,89 2,87 2,85 2,84 2,82 2,80 2,79 2,77 2,76 2,75 2,74 2,73 2,72 2,71 2,70 2,69 2,68 2,67
27                    2,90 2,88 2,85 2,83 2,81 2,79 2,78 2,76 2,75 2,73 2,72 2,71 2,70 2,68 2,67 2,66 2,66 2,65 2,64 2,63
28                    2,86 2,84 2,82 2,79 2,77 2,76 2,74 2,72 2,71 2,69 2,68 2,67 2,66 2,65 2,64 2,63 2,62 2,61 2,60 2,59
29                    2,83 2,80 2,78 2,76 2,74 2,72 2,70 2,69 2,67 2,66 2,65 2,63 2,62 2,61 2,60 2,59 2,58 2,57 2,56 2,56
30                    2,80 2,77 2,75 2,73 2,71 2,69 2,67 2,66 2,64 2,63 2,61 2,60 2,59 2,58 2,57 2,56 2,55 2,54 2,53 2,52
31                    2,77 2,74 2,72 2,70 2,68 2,66 2,64 2,63 2,61 2,60 2,58 2,57 2,56 2,55 2,54 2,53 2,52 2,51 2,50 2,49
32                    2,74 2,71 2,69 2,67 2,65 2,63 2,61 2,60 2,58 2,57 2,56 2,54 2,53 2,52 2,51 2,50 2,49 2,48 2,47 2,47
33                    2,71 2,69 2,66 2,64 2,62 2,61 2,59 2,57 2,56 2,54 2,53 2,52 2,51 2,50 2,48 2,47 2,47 2,46 2,45 2,44
34                    2,69 2,66 2,64 2,62 2,60 2,58 2,56 2,55 2,53 2,52 2,51 2,49 2,48 2,47 2,46 2,45 2,44 2,43 2,42 2,42
35                    2,67 2,64 2,62 2,60 2,58 2,56 2,54 2,53 2,51 2,50 2,48 2,47 2,46 2,45 2,44 2,43 2,42 2,41 2,40 2,39
36                    2,64 2,62 2,60 2,58 2,56 2,54 2,52 2,50 2,49 2,48 2,46 2,45 2,44 2,43 2,42 2,41 2,40 2,39 2,38 2,37
37                    2,62 2,60 2,58 2,56 2,54 2,52 2,50 2,48 2,47 2,46 2,44 2,43 2,42 2,41 2,40 2,39 2,38 2,37 2,36 2,35
38                    2,61 2,58 2,56 2,54 2,52 2,50 2,48 2,47 2,45 2,44 2,42 2,41 2,40 2,39 2,38 2,37 2,36 2,35 2,34 2,33
39                    2,59 2,56 2,54 2,52 2,50 2,48 2,46 2,45 2,43 2,42 2,41 2,39 2,38 2,37 2,36 2,35 2,34 2,33 2,32 2,31
40                    2,57 2,55 2,52 2,50 2,48 2,46 2,45 2,43 2,42 2,40 2,39 2,38 2,36 2,35 2,34 2,33 2,32 2,31 2,30 2,30
41                    2,56 2,53 2,51 2,49 2,47 2,45 2,43 2,41 2,40 2,39 2,37 2,36 2,35 2,34 2,33 2,32 2,31 2,30 2,29 2,28
42                    2,54 2,52 2,49 2,47 2,45 2,43 2,42 2,40 2,38 2,37 2,36 2,34 2,33 2,32 2,31 2,30 2,29 2,28 2,27 2,26
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