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We investigate properties of an ultracold, two-component bosonic gas in a square optical lattice
at unit filling. In addition to density-density interactions, the atoms are subject to coherent light-
matter interactions that couple different internal states. We examine the influence of this coherent
coupling on the system and its quantum phases by using Gutzwiller mean field theory as well as
bosonic dynamical mean field theory. We find that the interplay of strong inter-species repulsion
and coherent coupling affects the Mott insulator to superfluid transition and shifts the tip of the
Mott lobe toward higher values of the tunneling amplitude. In the strongly interacting Mott regime,
the resulting Bose-Hubbard model can be mapped onto an effective spin Hamiltonian that offers
additional insights into the observed phenomena.
I. INTRODUCTION
Due to their highly controllable properties, systems of
ultra-cold atoms are promising platforms for quantum
simulations. One of the early successes in this direction
was the observation of a superfluid-Mott insulator transi-
tion in a lattice Bose gas [1, 2], as a prototype of a quan-
tum phase transition. With recent advances in exper-
imental techniques, present-day cold atom experiments
feature finite-range interactions, for example in Rydberg
dressed systems [3, 4], as well as artificial gauge poten-
tials that mimic magnetic fields [5, 6]. All these achieve-
ments bring these setups closer to simulating complex
condensed matter systems.
Multi-component systems, such as mixtures of differ-
ent atoms or different hyperfine states of the same atomic
species, introduce additional degrees of freedom that can
be treated as pseudo spin. In the weakly interacting limit,
depending on the ratio of intra-component and inter-
component interactions, two-component mixtures may
exhibit phase separation [7]. The process of phase sepa-
ration is substantially altered by introducing a coherent
coupling term that enables a conversion of one internal
atomic state into the other [8–16]. In advanced exper-
iments this conversion is commonly implemented by an
external laser that couples two internal atomic states as,
for example, in Rydberg systems [3].
Effects of the coherent coupling are much less explored
in the regime of strong repulsive interactions. In this
paper, we address this topic in detail for the case of a
two-component Bose gas on a square lattice. Strong in-
teractions drive a transition from a condensate into a
Mott insulator state, and in combination with coherent
coupling, the system gives rise to a rich phase diagram
that we investigate below. The subject has received some
attention recently: DMRG studies for one-dimensional
lattices have been performed [17, 18] and the possibility
of an effective xy-antiferromagnetic state in two dimen-
sions has been explored [19]. In the recent papers [20, 21]
it was shown that the coherent coupling between atoms
and molecules can stabilize an additional quantum phase.
The remainder of the paper is organized as follows:
in the next section we introduce the main model of
our study and briefly outline the methods that we use
throughout the paper. In Sec. III we address the case of
finite bosonic coherences. In particular we examine the
neutral to polarized phase transition on top of the un-
derlying condensate. The results for the case of stronger
local interactions that lead to the superfluid-Mott transi-
tion with coherent coupling are presented in Sec. IV. The
case of imbalanced hopping amplitudes is the subject of
Sec. V. Finally, our main conclusions are summarized in
Sec. VI.
II. MODEL AND METHODS
We investigate the phase diagram of an extended Hub-
bard model describing a two-component Bose gas in a
square optical lattice with an additional coherent cou-
pling term. In second quantization the model explicitly
reads
HˆBH =−
L∑
<i,j>
(
taaˆ
†
i aˆj + tbbˆ
†
i bˆj + h.c.
)
+
1
2
L∑
i
(Uanˆia(nˆia − 1) + Ubnˆib(nˆib − 1))
+
L∑
i
(
Uabnˆianˆib − Ωaˆ†i bˆi + h.c.
)
, (1)
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2where aˆ
(†)
i and bˆ
(†)
i are the annihilation (creation) oper-
ators for bosonic species a and b respectively, and nˆia
and nˆib are their number operators. The tight binding
hopping amplitudes of the respective species are denoted
as ta and tb and Ua and Ub are their on-site interac-
tion. Interactions are generally assumed to be local and
repulsive in this study. An on-site interaction between
particles of different species is designated as Uab and the
term proportional to Ω allows for the conversion of one
bosonic species into another on the same site. This last
term is called the coherent coupling term. Local terms in
the Hubbard Hamiltonian are summed over lattice sites
1, . . . , L, and in the first term < i, j > stands for the
sum over all nearest neighbor sites i and j of the square
lattice. Throughout the paper we will consider the case
of Ua = Ub = U and we set all scales by fixing U = 1.
Our aim in this paper is to investigate possible ground
states of the model (1).
It is well known that by reducing the ratio of the
tunneling amplitude ta,b over the repulsive interaction
strength U at commensurate lattice filling, bosons exhibit
a superfluid to Mott-insulator transition [2, 22]. On top
of this, an effective magnetic ordering emerges on the
Mott side in two-component bosonic mixtures [23, 24].
These results are typically obtained for Ω = 0 in the
regime of γ ≤ 1, where we introduce the ratio between
inter- and intra-species interaction γ = Uab/U . In the op-
posite case of γ ≥ 1, it is energetically favorable for the
two bosonic species to be spatially separated [7]. How-
ever, a finite Ω will suppress this tendency by enabling a
conversion between the two species. In this way, it allows
us to address the regime γ > 1. Note that the model (1)
conserves only the total number of particles and not the
particle numbers of each species separately. In the limit-
ing case γ  1, only atoms of one species are present as
the system avoids the high energy cost of Uab.
This reasoning already suggests that in addition to the
well understood superfluid to Mott phase transition, for
the model (1) we are able to distinguish another phase
transition characterized by the polarization order param-
eter
n˜i =
〈nˆia〉 − 〈nˆib〉
〈nˆia〉+ 〈nˆib〉 . (2)
A strong interspecies interaction Uab favors a polarized
phase with finite n˜i. In contrast, the Ω term favors strong
local coherence 〈a†i bi+b†iai〉 that corresponds to a neutral
phase with n˜i = 0. To establish boundaries between dif-
ferent phases as a function of the physical parameters of
the Hamiltonian (1), we will use two approximate meth-
ods that we briefly outline here.
Features of the lattice Bose gas can be explored con-
veniently by means of the Gutzwiller mean-field theory
[25, 26], which amounts to decoupling non-local terms as
aˆ†i aˆj ≈ φ∗i aˆj + φj aˆ†i − φ∗iφj , (3)
where φ
(∗)
i = 〈aˆ(†)i 〉 is a condensate order parameter that
is obtained in a self-consistent way. The approximation
becomes an exact description in several limits: in the
limit of infinite lattice coordination number z, in the
atomic limit (t = 0) and in the weakly interacting limit,
in the superfluid phase. However, for a vanishing con-
densate order parameter the lattice sites are completely
decoupled whithin Gutzwiller mean-field theory and the
description of the Mott domain is oversimplified. In order
to go beyond this limitation, we will use bosonic dynam-
ical mean field theory (BDMFT) [27–31].
Formally, BDMFT is derived as a second order expan-
sion of the full model (1) in terms of the inverse lattice
coordination number. In comparison to Gutzwiller mean-
field theory, we increase the order of the expansion by one
[32]. The approximate effective problem obtained in this
way is given by a bosonic Anderson impurity model. Pa-
rameters of the effective model are set by imposing a self-
consistency in terms of the condensate order parameter
and the local Green’s function. The main approximation
is the assumption of the locality of self-energies, which is
consistent with the second order expansion in the inverse
of the coordination number [32, 33]. In order to take
into account states that break translational symmetries,
in this paper we use real-space BDMFT [30] and address
a lattice size of 6 × 6, with a special focus on a possible
two-sublattice ordering.
Both the Gutzwiller mean-field theory and BDMFT
are implemented in the grand canonical ensemble. To
this end, we introduce a single chemical potential µ,
HˆBH → HˆBH − µ
∑L
i
(
aˆ†i aˆi + bˆ
†
i bˆi
)
, as the model (1)
conserves only the total number of particles. In the next
sections we present and discuss results obtained by using
these approaches for describing possible ground states of
the model (1).
III. THE SUPERFLUID REGIME
In this section we present the Gutzwiller analysis of
the coherently coupled spinor Bose gas in the superfluid
phase. In order to address states with a finite condensate
fraction, we choose relatively high tunneling amplitudes
ta/U = tb/U = 1/4. As the neutral to polarized phase
transition is driven by the strong inter-component inter-
actions Uab, we plot the polarization order parameter n˜i,
defined in Eq. (2), over the ratio γ = Uab/U in Fig. 1a).
Results for the model (1) without coherent coupling
are plotted for reference (red solid line) and the transi-
tion from n˜i = 0 to |n˜i| = 1 is found at γc = 1. We
understand from previous works, that it is energetically
favorable to have components of both species on each
lattice site only in the case of weak inter-species repul-
sion. Strong interspecies repulsion leads to the polarized
phase, where only particles of one species can be found
on a single lattice site. For fixed atom densities the sys-
tem will thus undergo phase separation. We notice that
positive and negative values of 〈nˆa,i〉 − 〈nˆb,i〉 (n˜i = ±1)
appear equally as results of numerical calculations with
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FIG. 1. a) Absolute value of the polarization order parameter |n˜i| defined in Eq. (2), b) condensate order parameters φa
and φb, c) lowest eigenvalue of the mean field Hamiltonian ΩGP , which corresponds to the grand canonical potential at zero
temperature and d) its first derivative. These are plotted as a function of the interaction ratio γ for unit filling na + nb = 1
and hopping amplitudes ta = tb = 1/4.
different initial conditions. This indicates two degenerate
ground states in the polarized phase, as we will confirm
in the following. In these calculations, initial parameters
of the self-consistent loop or root search routines deter-
mine which of the ground states is selected, whereas in
actual experiments the occurrence probabilities for both
ground states are equal.
We now turn to the effects of a finite coherent coupling
term and set Ω/U = 0.1. While the polarization order
parameter changes abruptly for vanishing coherent cou-
pling (red solid line in Fig. 1a), it exhibits a continuous
change for finite coherent coupling (blue dashed line in
Fig. 1a). Moreover, we notice that the coherent coupling
shifts the transition point γc to higher values of the inter-
species interaction. The same qualitative behavior was
reported in Refs. [13, 17] in the quasi one-dimensional
geometry for the regime of weak interactions, both with
and without a lattice. Within Gross-Pitaevskii theory,
it was found analytically that the polarized phase sets
in at U cab = Ua,b + 2Ω/n. For the parameters given in
Fig. 1, this relation yields a transition point at γc = 1.2.
However, since the mentioned derivation is strictly valid
only in the weakly interacting limit, where all bosons are
condensed, the phase transition in Fig. 1 is expected to
appear at a slightly different value of γ. In particular,
we find that as the ratio t/U is lowered further, the tran-
sition point between the polarized and neutral phase is
shifted in favor of the neutral phase. The region of the
neutral phase extends toward higher values of γ and devi-
ations with respect to the result obtained in the weakly
interacting limit become more pronounced. This effect
will be further explored in the next section.
The observation of discontinuities in the polarization
order parameter (Fig. 1a)) draws our attention to the or-
der of the observed phase transitions. We analyze this in
Fig. 1c) and d), where the grand potential and its first
derivative are plotted as functions of γ. As we use the
grand canonical description at zero temperature and ex-
plicitly include the chemical potential term, the grand
potential is given by the expectation value of our mean-
field Hamiltonian. For Ω = 0, we find that the first
derivative of the grand potential is discontinuous at γc.
This leads us to the conclusion, that the neutral to po-
larized phase transition is of first order for Ω = 0. In
contrast, we observe a cusp in the same derivative for
finite Ω, implying that the phase transition is of second
order.
To explore this in more detail, we plot the lowest en-
ergy eigenvalue of the mean field Hamiltonian as a func-
tion of the condensate order parameters in Figs. 2 and 3
(left series). In both cases, for vanishing and for finite Ω,
we find a single energy minimum for the neutral phase
at γ < γc, see Figs. 2a1) and 3a1). The condensate order
parameters φa and φb corresponding to this minimum
are equal. In the polarized regime for γ > γc, however,
two degenerate energy minima are present (Figs. 2a4)
and 3a4)). The degeneracy stems from the fact that
the ground state breaks the symmetry between the two
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FIG. 2. Left series: Lowest energy eigenvalue ΩGP /U of
the Gutzwiller mean-field Hamiltonian for Ω/U = 0 plotted
versus the condensate order parameters φa and φb. White
data points mark the position of the minimum, white solid
lines mark unit density and white dashed lines the area of 0.02
around the minimum. Right series: ΩGP /U plotted along
unit density lines (see white solid lines in left series) over the
angle α = arctan(φa/φb). Other Hamiltonian parameters are
ta/U = tb/U = 1/4 and µ/U = 1.
species, while the Hamiltonian is symmetric with respect
to the interchange of these two species. In the polarized
phase with Ω = 0, the condensate order parameter of one
of the species is strictly zero, while the other one has a
finite value. In contrast, both order parameters are fi-
nite but non-equal at finite values of Ω as also shown in
Fig. 1b).
Having established the properties of the neutral and
polarized phase, we now discuss the transition between
them.
For Ω = 0 and γ = γc, we find an infinitely degenerate
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FIG. 3. Left series: Lowest energy eigenvalue ΩGP /U of
the Gutzwiller mean-field Hamiltonian for Ω/U = 0.1 plotted
versus the condensate order parameters φa and φb. White
data points mark the position of the minimum, white solid
lines mark unit density and white dashed lines the area of 0.02
around the minimum. Right series: ΩGP /U plotted along
unit density lines (see white solid lines in left series) over the
angle α = arctan(φa/φb). Other Hamiltonian parameters are
ta/U = tb/U = 1/4 and µ/U = 1.
energy minimum for constant
√
φ2a + φ
2
b . In the vicinity
of the transition point, a single minimum at φa = φb for
γ < γc abruptly transforms into two minima found at
”distant” positions in the φ-space for γ > γc. The lowest
eigenvalue of the Gutzwiller mean-field Hamiltonian plot-
ted along the unit density line over α = arctan(φa/φb)
(right series of Fig. 2) provides the reason for that. The
energy has a parabolic shape around α = 45◦. The coef-
ficient of this parabola changes from being positive in the
neutral phase, which results into a minimum at α = 45◦,
to being negative in the polarized phase, which results
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FIG. 4. Phase diagrams in the plane t/U -µ/U for γ = Uab/U = 8/5. The color maps show the polarization |n˜i| defined in Eq.
(2) for a) Ω/t = 0.12, b) Ω/t = 0.28, and c) Ω/t = 0.56. Dots show the Mott insulator to superfluid transition lines and crosses
mark lines of constant density 〈na + nb〉 = 1 on the superfluid side.
into two well separated minima at α = 0◦, 90◦.
At finite Ω, we do not find an abrupt change in the
minima at the transition point. The neutral minimum
at φa = φb splits into two degenerate minima that evolve
towards their final values with increasing γ. Accordingly,
the energy plot along the unity density line (right series,
Fig. 3) is not a parabola that simply flips the sign of its
coefficient, but one that develops a bump at α = 45◦ and
thus gradually shifts its minima away from that point.
IV. SUPERFLUID-MOTT TRANSITION
Strong on-site interactions suppress density fluctua-
tions and deplete the condensate. At commensurate den-
sities, this mechanism drives a transition from a super-
fluid into a Mott insulator state. In this section we map
out the phase diagram of the model defined in Eq. (1) as
a function of the tunneling amplitude t/U and coherent
coupling Ω/t by using BDMFT at zero temperature.
In the limit of vanishing coherent coupling Ω → 0,
for γ > 1 (inter-species interaction stronger than intra-
species interaction) our BDMFT simulations, imple-
mented in the grand-canonical ensemble, recover the well-
known results for the Mott-insulator to superfluid tran-
sition for a single bosonic species on a square lattice
[28, 34]. At finite Ω and t = 0 (the atomic limit) and
at a total filling 〈nai + nbi〉 = 1, the ground state has
no polarization. This can easily be seen by consider-
ing a single-site Hamiltonian in the subspace spanned by
|1, 0〉 = a†i |0〉 and |0, 1〉 = b†i |0〉, which is given by( −µ −Ω
−Ω −µ
)
. (4)
The ground state is |GS〉 = (|0, 1〉 + |1, 0〉)/√2 and it is
neutral, since 〈GS|nai − nbi|GS〉 = 0. In the following
we investigate a range of tunneling amplitudes ta/U =
tb/U = t/U ∈ [0.001, 0.1] and coherent couplings Ω/t ∈
[0, 1]. We scan phase diagrams spanned by t/U and µ/U
at fixed Ω/t to access points with total unit filling as
shown in Fig. 4 for γ = 8/5.
We begin our analysis with a small fixed ratio Ω/t. In
Fig. 4a) we present the absolute value of the polarization
order parameter |n˜| (Eq. (2)) for Ω/t = 0.12. Increasing
the tunneling t/U from a starting point near the atomic
limit, we encounter a transition from the neutral into the
polarized state, before reaching the tip of the first Mott
lobe. With further increase of t/U , we find a second tran-
sition from the polarized Mott state into the polarized
condensate state (see Fig. 4a)). At stronger Ω/t ≥ 0.28,
we find that the whole Mott lobe is neutral and around
the tip of the lobe, we have a transition from the neutral
Mott directly into the polarized superfluid. An exam-
ple of this behavior is shown in Fig. 4b). Finally, for
Ω/t > 0.44, there is a transition from the neutral Mott
insulator into the neutral superfluid, followed by a second
transition from a neutral into a polarized superfluid state,
see Fig. 4c. The change in the polarization on the super-
fluid side of the diagrams as a function of the chemical
potential µ (Figs. 4a-c, a vertical cut) can be understood
as follows: by increasing the chemical potential µ, the
total density increases (not explicitly shown in figures)
and the enhanced contribution of repulsive interactions
can overcome the effect of the coupling Ω that favors a
neutral state.
A complete phase diagram as a function of Ω/t and
t/U at unit filling obtained from the previous type of
calculation is presented in Fig. 5a). The color plot gives
the polarization |n˜|, the black squares form a transition
line between the polarized and unpolarized states, and
gray circles show the Mott insulator (left part) to super-
fluid (right part) transition line. The two transition lines,
marking the Mott insulator to superfluid transition and,
neutral to polarized transition, coincide in the interme-
diate region. The Mott region extends up to t/U ≈ 0.06
for a fully polarized Mott to polarized superfluid transi-
tion (weak Ω/t), which is very close to the result for the
Mott-lobe tip in a single-component case. At strong Ω/t
we have a neutral Mott to neutral superfluid transition
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FIG. 5. a) The phase diagram of the model at unit filling
for γ = Uab/U = 8/5. The color map shows the polariza-
tion |n˜| defined in Eq. (2). Dots show the superfluid to Mott
insulator transition line, and the squares give neutral to po-
larized transition line. Bottom plots: cuts through the phase
diagram for b) Ω/t = 0.06 and c) Ω/t = 0.34. Condensate
order parameters and polarization |n˜| are plotted as functions
of t/U in b) and c).
that takes place at a higher value of t/U ≈ 0.074, as
strong Uab plays a more pronounced role in this case. In
the horizontal cut shown in Fig. 5b) we explicitly show
that at weak Ω/t there are two second-order phase tran-
sitions. These transitions merge into a single transition
point with a jump in polarization |n˜| at intermediate Ω/t,
as shown in Fig. 5c). At even stronger Ω/t, we find two
separate transitions of the second order again.
In order to explain the neutral-polarized transition on
the Mott side, we complement numerical BDMFT re-
sults with an insight obtained from an effective spin
Hamiltonian, which is valid in the limit of strong in-
teractions. The spin model is derived via second or-
der perturbation theory in the hopping amplitude and
for unit filling. Starting from model (1), it is expressed
in the pseudo-spin basis | ↑〉 = |na = 1, nb = 0〉 and
| ↓〉 = |na = 0, nb = 1〉 [23, 24, 35]. Equivalently, one
can also use the Schrieffer-Wolff transformation [36] to
obtain the same effective Hamiltonian:
Hˆeff =− Jzz
∑
<i,j>
Sˆzi Sˆ
z
j − J⊥
∑
<i,j>
(
Sˆxi Sˆ
x
j + Sˆ
y
i Sˆ
y
j
)
− Jz
∑
i
Sˆzi − 2Ω
∑
i
Sˆxi , (5)
where we introduce Sˆli = (1/2)(aˆ
†
i , bˆ
†
i )σ
l
(
aˆi
bˆi
)
using the
Pauli matrices σl with l = x, y, z. For the parameters
considered in this section (ta/U = tb/U = t/U), the spin
coupling constants simplify to Jzz = 4t
2 (2γ − 1) /γU ,
J⊥ = 4t2/γU and Jz = 0. Based on the model (5), in
the strongly interacting limit of the Bose-Hubbard model
with coherent coupling from Eq. (1), we expect to find
different phases depending on the magnitude of the co-
efficients Jz, Jzz, J⊥ and Ω. In particular, the spin or-
dering along z-direction is equivalent to the finite polar-
ization order parameter from Eq. (2), while spin align-
ment along x-direction corresponds to the neutral phase.
At the transition line of the neutral and polarized phase
we expect the spin couplings J⊥ and Ω, that favor spin
alignment in the x direction, to be comparable to the
z-ordering term Jzz. This reasoning leads to an approx-
imate condition for the transition line
Ωc
t
∝
(
1− 1
γ
)
t
U
. (6)
We fit the numerical data according to this argumenta-
tion to Ωc/t ∝ αt/U , where α is the fitting parameter
[18]. For small t/U , we find Ωc/t ≈ 3.2t/U for γ = 8/5
(see Fig. 5) and Ωc/t ≈ 2.15t/U for γ = 4/3. These fit-
ting constants explicitly fulfill the (1− 1/γ) dependence
in Eq. (6).
V. IMBALANCED HOPPING AMPLITUDES
Up to now we considered two fully equivalent bosonic
components described by ta = tb and Ua = Ub. As
a consequence, two degenerate solutions with ±n˜ were
found in the polarized regime. In this section we address
a more general case of imbalanced hopping amplitudes
ta 6= tb. In particular, we investigate how this imbalance
affects the neutral to polarized transition within the Mott
regime at unit filling. We consider both positive and neg-
ative tunneling amplitudes. The latter case is less com-
mon, but it is experimentally accessible in shaken optical
lattices [37].
In Fig. 6a) we present the absolute value of the po-
larization order parameter |n˜| as a function of tunnel-
ing rates ta and tb. Other parameters of the Hamilto-
nian (1) are set to γ = Uab/U = 8/5, Ω/U = 5 × 10−3
and Ua = Ub = U . We limit ourselves to small abso-
lute values of the ratios |ta|/U and |tb|/U and unit filling
〈na + nb〉 = 1, so that the system is in the Mott phase.
Low values of the polarization are found for very weak
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FIG. 6. a) Absolute value of the polarization order parameter
|n˜i| in the ta − tb plane obtained by BDMFT. b) Auxiliary
function χ defined in Eq. (10). Parameters: γ = Uab/U =
8/5, µ = 0.2Uab, Ω/U = 5× 10−3.
tunneling amplitudes, in the region given by |ta,b| < tc,
where we have tc/U ≈ 2.5 × 10−3 for the data shown in
Fig. 6. Along the diagonals ta = ±tb, the neutral phase
with n˜ = 0 extends up to the largest values of ta and
tb. We notice a clear difference in the extension of the
neutral phase for the case of ta = tb in comparison with
the case of ta = −tb.
In order to explain the features observed in Fig. 6a),
we use the effective spin model defined in Eq. (5), that
captures low energy properties of the Hamiltonian (1)
deep in the Mott domain. For the parameters consid-
ered in this section, the coefficients of the spin model (5)
simplify to
Jzz = 2
t2a + t
2
b
U
(
2− 1
γ
)
, (7)
Jz = 8
t2a − t2b
U
, (8)
J⊥ =
4tatb
γU
. (9)
where we typically consider 1 < γ < 2. According to
Eq. (5), the coefficient Jz plays the role of an effective
chemical potential that selects which of the two species
is preferred in the polarized phase. We notice that Jzz in-
creases quadratically both with ta and tb, which leads to
the largest increment in this spin coupling term isotrop-
ically around ta = tb = 0. In contrast, Jz depends on
the difference of the square of both hopping amplitudes
and exhibits the strongest increase perpendicular to the
diagonals ta = ±tb. In our analysis, the value of Ω is kept
constant. Thus, it is the dominant quantity in the region
around ta,b ≈ 0, where all other spin couplings (7)-(9)
are weak and where we find the neutral phase accord-
ingly. The asymmetry between the negative and positive
side of ta in the plot shown in Fig. 6a) arises due to the
J⊥ coupling. For hopping amplitudes of the same sign,
the J⊥ coupling is positive. As such, it lowers the energy
of the neutral phase and thus shifts the phase transition
to higher values of ta,b. The opposite is true for hopping
amplitudes of different sign.
To sum up the implications of the spin model and com-
pare these to our numerical results, we examine the in-
terplay of spin coupling amplitudes with the help of an
auxiliary function χ. All spin couplings that favor the po-
larized phase are marked with a positive sign, while the
spin couplings favoring the neutral phase carry a negative
sign
χ = Jzz + |Jz| − J⊥ − Ω. (10)
The roots of this function give an estimate for the neutral
to polarized phase transition line and the resulting plot
in Fig. 6b) qualitatively recovers the structure of the
numerical phase diagram.
We now investigate how the transitions from Fig. 6
are affected by the change in the interaction ratio γ and
in the coherent coupling Ω. It turns out that the cor-
responding ta − tb plots look qualitatively similar to the
plot Fig. 6a). In order to make a quantitative compar-
ison, we plot the absolute value of the polarization |n˜|
as a function of ta for ta = tb (Fig. 7, left column)
and for tb = −ta (Fig. 7, right column). In the plots
shown in Fig. 7a) and b), we set γ = 8/5 and vary Ω.
Our results show good agreement with the expectation
tc/U ∼
√
Ω/U from Eq. (6) for the transition point tc.
For the two cases considered (ta = tb and ta = −tb) only
the proportionality constants are different.
In the plots presented in Fig. 7c) and d) we keep the
value Ω/U = 2 × 10−3 fixed and change γ. For ta = tb
our results are well approximated by tc ∼ (1− 1/γ)−1/2,
in agreement with Eq. (6). In contrast, for ta = −tb we
find that our results do not depend on the value of γ.
This can be explained by looking at the spin coupling
constants from Eqs. (7)-(10). As mentioned earlier, the
J⊥ coupling opposes the impact of the Ω term for hopping
amplitudes of different sign. The relevant contribution to
the auxiliary function χ (defined in Eq. (10)) that leads
to the aforementioned γ invariance, however, is given by
the sum Jzz + |J⊥|. The γ parts of both terms cancel,
leaving χ independent of γ.
VI. SUMMARY AND DISCUSSION
In this work, we focused on a two-component mixture
of coherently coupled bosons in a square optical lattice.
We analyzed the phase transition between the polarized
(finite n˜i, Eq. (2)) and the neutral phase, driven by an
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FIG. 7. Absolute value of the polarization order parameter
|n˜i| as a function of the hopping amplitude for tb = ta (left
column) and tb = −ta (right column). Parameters not shown
in the plot: U = 1, µ = 0.2Uab. In the two top plots a) and b),
the value of the coherent coupling term is varied. In the two
bottom plots, c) and d), we vary the value of γ. For ta = −tb
we find that our results do not depend on the value of γ.
interplay of the coherent coupling Ω and the interspecies
repulsion Uab at unit filling 〈nia + nib〉 = 1.
By comparing Gutzwiller results with more demand-
ing BDMFT calculations, we found that the former pro-
vide a reasonable description of the system in the super-
fluid regime. We investigated the energy landscape of the
mean-field Hamiltonian as a function of the two conden-
sate order parameters and established that the coherent
coupling leads to a second order phase transition between
the polarized and the neutral phase. Furthermore, we
found that the neutral phase is suppressed as the ratio
of inter- and intra-species interactions γ increases.
On the Mott side of the phase diagram, where BDMFT
calculations provide a necessary extension of the simpler
mean-field theory, we found the polarized phase to be
favored only at very low values of the coherent coupling
(Fig. 5a). From this, we concluded that the long-range
order of the condensate seems to favour the polarized
phase. To better understand our numerical results in
the Mott phase, we derived an effective spin model us-
ing second order perturbation theory in the hopping am-
plitudes. From the coupling constants of the effective
model we inferred that the polarized to neutral transi-
tion line is approximately given by Ω
c
t ∝ (1− 1/γ) tU in
very good agreement with our numerical results (Fig. 5).
The dominance of the neutral phase in the deep Mott
regime at unit filling agrees well with the other find-
ings in this paper, as well as in the literature, especially
with recent DMRG calculations [18]. Furthermore, our
BDMFT results indicate three possible transitions with
increasing t/U , depending on the value of coherent cou-
pling Ω and interaction ratio γ = Uab/U : polarized Mott
states turn into a polarized superfluid, the polarized Mott
phase turns directly into a neutral superfluid, and from
the neutral Mott phase there is a transition to a neutral
superfluid. The tip of the Mott lobe is positioned at the
smallest value of t/U in the first case, while the lobe ex-
tends up to the largest value of the tunneling amplitude
for the third case.
Finally, we explored the effects of imbalanced hopping
amplitudes for the two species for both (common) posi-
tive and negative tunneling terms. The latter were real-
ized only recently in periodically driven optical lattices
[37]. For now, we considered the case of γ > 1 and found
that Ω, enforcing the neutral phase, has a strong influence
only for very small hopping amplitudes or for ta = ±tb.
An interesting asymmetry, that shows up in the two lat-
ter cases, was traced back to the sign change of one of
the coupling constants in the effective spin model. In
future work, we plan to consider the case of γ = 1/2
and ta = −tb, where recent calculations [19] suggested
an occurrence of the xy-antiferromagnetic phase.
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