Simulating fluid flows in micro and nano devices : the challenge of non-equilibrium behaviour by Reese, Jason M. & Zhang, Yonghao
Strathprints Institutional Repository
Reese, Jason and Zhang, Yonghao (2009) Simulating fluid flows in micro and nano devices: The
challenge of non-equilibrium behaviour. Journal of Computational and Theoretical Nanoscience, 6
(10). pp. 2061-2074. ISSN 1546-1955
Strathprints is designed to allow users to access the research output of the University of Strathclyde.
Copyright c© and Moral Rights for the papers on this site are retained by the individual authors
and/or other copyright owners. You may not engage in further distribution of the material for any
profitmaking activities or any commercial gain. You may freely distribute both the url (http://
strathprints.strath.ac.uk/) and the content of this paper for research or study, educational, or
not-for-profit purposes without prior permission or charge.
Any correspondence concerning this service should be sent to Strathprints administrator:
mailto:strathprints@strath.ac.uk
http://strathprints.strath.ac.uk/










at  the  micro‐  and  nano‐scale,  concentrating  on  two  different  but  promising  approaches: 
extended hydrodynamic models, and lattice Boltzmann methods. 
Following a brief exposition of  the  challenges  that non‐equilibrium poses  in micro‐ and 






some  of  the  non‐equilibrium  flow  behaviour  near  solid  surfaces.  While  extended 
hydrodynamics  is  not  yet  widely‐used  for  real  flow  problems  because  of  its  inherent 
complexity,  we  finish  this  section  with  an  outline  of  recent  ‘phenomenological  extended 
hydrodynamics’ (PEH) techniques — essentially the NSF equations scaled to  incorporate non‐
equilibrium behaviour close to solid surfaces — which offer promise as engineering models. 
Understanding  non‐equilibrium  within  the  lattice  Boltzmann  (LB)  framework  is  not  as 
advanced as in the hydrodynamic framework, although LB can borrow some of the techniques 
which are being developed  in the  latter —  in particular, the near‐wall scaling of certain  fluid 












The  set  of  Navier‐Stokes‐Fourier  (NSF)  equations,  with  no‐velocity‐slip  and  no‐temperature‐jump 
conditions at  solid bounding  surfaces,  is  the  traditional model  for  the near‐equilibrium  transfer of 
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While flow non‐equilibrium remained essentially a curiosity from the late 19th‐century through to the 
mid 20th‐century,  in order to model and optimise the performance of newly‐emerging technologies 
that manipulate  fluids  at  the  smallest  scales  it  is now  important  to  address  this weakness  in our 
understanding. The non‐intuitive  flow physics  involved also  represents an opportunity  to engineer 
devices with capabilities beyond any currently conceived.  
 
In  this  paper  we  describe  some  of  the  most  recent  computational  and  theoretical  tools  that 
engineers and scientists are bringing to bear on this problem. We focus on gas micro flows, because 
in  this  case  methods  grounded  in  the  powerful  kinetic  theory  of  gases  can  often  be  deployed 
effectively. 
 
Gas  micro‐  and  nano‐flow  devices  are  being  developed  for  a  broad  range  of  applications,  from 
extracting biological samples to active aerodynamic flow control1,2. However, gases confined in small‐
scale  geometries  behave  differently  from  their  macro‐scale  flow  counterparts.  Examples  of  this 
behaviour  include:  increased  flowrates caused by velocity slip at  the wall and  the Knudsen  layers3, 












λλ ≅= ,  (1) 
where l represents a suitable spatial direction and Q is a quantity of interest, such as the gas density, 
pressure  or  temperature. When  the mean‐free‐path  of  the  gas molecules  approaches  the  length 
scale of the flow system, microscopic effects and bulk flow effects become increasingly coupled. Lack 
of  both  scale  separation  and  local  thermodynamic  equilibrium means  that  the  linear  constitutive 
relations  for viscous‐stress and heat‐flux, which underpin  the NSF  set of equations, are no  longer 
valid. 
 
The  NSF  equations  with  no‐velocity‐slip  and  no‐temperature‐jump  bounding  wall  conditions  are 
generally only appropriate when Kn<0.001, but gas flows in micro‐ and nano‐devices are often in the 
slip  regime  (0.001<Kn<0.1) or  the  transition‐continuum  regime  (0.1<Kn<10).  In  these  regimes,  the 







low‐speed  gas  flows,  accurate  solutions  from  these  kinetic  methods  are  often  beyond  current 
computer  capabilities,  certainly  for  practical  device  design  purposes  in  3D;  DSMC  suffers  large 
statistical  scatter,  while  direct  solution  of  the  Boltzmann  equation  is  very  computationally‐
demanding7,8. While DSMC, molecular dynamics, and direct kinetic methods are beyond the scope of 
this  review  paper  —  and  really  require  a  separate  article  of  their  own9  —  in  the  absence  of 
experimental micro‐ or nano‐flow data they are often relied on to provide  independent benchmark 
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topic  into  an  industrial  design  tool,  but  the  current  rapid  development  of  micro‐  and  nano‐
technologies means  the  need  for  reliable,  accurate  and  computationally‐efficient  non‐equilibrium 
flow models  is more urgent.  Two  leading  contenders  for  such models  for  gas  flows  are extended 
hydrodynamics and mesoscopic  lattice Boltzmann  (LB) methods. Both have  the advantage of being 
more  computationally‐efficient  than  molecular‐based  methods,  and  both  are  the  focus  of  much 
current work on improving their applicability to non‐equilibrium flows. In the remainder of this paper 













Extended  hydrodynamics  is under  active  investigation  for micro  and  nano  gas  flows because  it  is 
presumed it should not be much more expensive computationally than the standard NSF equations, 
so  complex  simulations  in 3D  could become numerically much more  tractable. Another  important 
advantage  is  that  the extended models  reduce  to NSF hydrodynamics  in  regions of  low  Kn,  so  in 
principle the same set of equations can be applied across an entire mixed‐rarefaction flow field. 
 
























is  the  Chapman‐Enskog  technique,  where  an  approximate  solution  to  the  molecular  velocity 
distribution  function  is  proposed  as  a  perturbation  series  in  increasing  order  in  Kn  around  the 
equilibrium Maxwellian distribution. The presumption  is that the more terms that are taken  in this 
series, the better the approximation to the non‐equilibrium distribution function. The expressions for 
the  viscous  fluid  stress  and  heat‐flux  that  then  follow  from  taking  successive  terms  in  this 
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the  super‐Burnett  equations’,  inability  to  reproduce  non‐equilibrium  flow  phenomena  accurately. 
They  cannot  reproduce  Knudsen  layer  behaviour  in  micro‐flows11,  and  they  also  demonstrate 
pathological  instabilities  for  even  simple  flows12,13.  We  can  say  with  near‐definitiveness  that  the 
Burnett and super‐Burnett equations are not a promising route for further  investigation, even with 
the  ad  hoc  corrections  sometimes  proposed  to  alleviate  the  problems with  them.  (Although  see 




the molecular distribution  function up  to 3rd‐order  in a  series of Hermite  tensor polynomials, with 
variable parameters, around the Maxwellian equilibrium state. What are termed Grad’s 13‐moment 
equations  are  retrieved  for  13  dependent  variables  in  the  conservation  equation  set.  These  are 





through  a  first‐order  perturbation  of  the  13‐moment  expansion.  In  this  framework,  the  Navier‐




(which  follow  from a  first‐order perturbation of  the complete 3rd‐order polynomial  set) have been 
recently  derived  for  Maxwell‐molecules  and  investigated  by  Mizzi  and  co‐workers18,19.  Space 














manner  (see  also  section  2.3).  In  brief,  the  bounding  wall  is  assumed  non‐porous  so  half‐space 
moments  are  considered,  and  the  net  flux  of  any moment  should  then  be  zero. By  applying  this 
balance representation  iteratively on all  the moments considered, boundary conditions  follow  that 
are appropriate for any of the Grad‐type models18,19. 
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viewpoint,  the  Knudsen  layer  is  the  region  close  to  a  solid  surface  over  which  the  discontinuity 
introduced into the distribution function by gas/surface interactions (with a surface usually modelled 
as a Maxwellian emitter) relaxes back to  its bulk flow characteristic. This usually occurs over one or 









solutions  capture  quite  well  the  amount  of  velocity  slip  at  the  solid  walls,  but  the  non‐linear 
behaviour  seen  in  the  molecular  dynamics  DSMC  results  close  to  the  walls  is  more  difficult  to 
reproduce. The R20 model with its new boundary conditions displays the best agreement with DSMC, 




In  a  non‐equilibrium  channel‐flow  the  temperature  profile  shows  a  distinct  bimodality,  which  is 







figure at Mach 0.1;  the  flow Reynolds number  is 1.5. All spatial dimensions have been normalised, 
but the temperature is reported in degrees K. The R20 hydrodynamic model can capture qualitatively 
the reversed heat‐fluxes predicted by DSMC. This rarefaction behaviour is also reproducible in kinetic 





The problem of properly defining  additional boundary  conditions  for extended hydrodynamics,  as 
outlined in the previous section, means that many micro‐ and nano‐scale gas flow investigations are 
still conducted within the conventional NSF framework. However, there are still  issues surrounding 
the  correct  implementation of non‐equilibrium boundary  conditions.  To  illustrate, we  confine our 
attention here to models for calculating the slip‐velocity to be imposed on hydrodynamic simulations 
at solid bounding surfaces, although calculation of  the  temperature‐jump at  surfaces also  requires 
careful consideration22.  
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While  there  has  been  recent  interest  in  using  a  Langmuir  adsorption  model  of  the  gas/surface 
interaction  to  retrieve  rarefied  flow  boundary  conditions23,24,  for  flows  of  Kn>0.001  Maxwell’s 










where    is  the  tangential  shear  stress  and    the  tangential  heat‐flux  at  the  surface,  σ  the 
momentum  accommodation  coefficient  (ranging  from  1  for  surfaces  that  reflect  all  incident 




Because  equation  (3)  requires  the  viscous‐stress  and  heat‐flux,  we  can  choose  to  use  the  NSF 
constitutive expressions  for  these, as Maxwell himself did. For a  flow bounded by planar  surfaces 

















While equation (4) has the advantage of simplicity,  it should be remembered that  it  is  incorrect for 





For  example,  figure  5  shows  that  the  different  boundary  conditions  produce  radically  different 
predictions of cylindrical micro Couette flow4. In this figure it is the inner cylinder that is rotating, but 
independent DSMC  simulations  show  that  the  high  gas  velocities  actually  occur  at  the  stationary 
outer cylinder wall. This curious rarefaction phenomenon is only captured by hydrodynamic models if 
the  full Maxwell  slip equation  (3)  is used, not  the  conventional  slip equation  (4). The no‐slip  fluid 
dynamic solution and an independent analytical result are also shown on this figure, for comparison. 




conditions  have  been  proposed  to  account  for  the  effect  of  Knudsen  layers.  These  conditions 
compensate  for  the  existence  of  a  Knudsen  layer  through  changing  the  magnitude  of  the  slip‐
velocity, but they do not model the Knudsen layer structure itself. A 2nd‐order formulation calculates 
a different magnitude  for  the slip‐velocity  in an attempt  to capture  the  increase  in mass  flowrates 
observed at higher  Kn, but  it  cannot alter  the near‐wall  stress/strain‐rate  (constitutive) behaviour 
which  characterises  the  Knudsen  layer.  In  the  schematics of  Knudsen  layers  in  figure  1,  2nd‐order 
boundary conditions model the  ‘fictitious’ slip‐velocity at the surface, while the  linear NSF model  is 
generally retained for the flow away from the surface. 
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∂= λλ ,  (5) 
where we have also now assumed there is no heat flux along the surface. The values to be assigned 
to the coefficients A1 and A2 are still the subject of much discussion, and are in any case likely to be 
geometry‐dependent.  Table  1  gives  a  selection  of  some  of  the  values  in  the  literature,  proposed 
either  from  theoretical  considerations  or  inferred  from  experimental  observations.  Note  that  a 




While  the  form  of  equation  (5)  has  been  proposed  because  researchers wish  to  account  for  any 
unevaluated 2nd‐order contributions  to  the slip‐velocity,  the original Maxwell slip condition  (3) was 
proposed  from  physical  considerations.  Inspection  of  this  equation,  and  its  original  derivation25, 
shows  that  there  is  no  a  priori  restriction  on  the  expressions  for  the  stress  or  heat‐flux  that  it 
requires.  While  Maxwell  used  the  NSF  model,  we  are  free  to  use  another  constitutive  model; 
Lockerby and co‐workers4 used  the Burnett expression  for  the viscous‐stress  to derive a  linearised 
‘Maxwell‐Burnett’ boundary condition, which is formally 2nd‐order in space and stable in its solution. 
Expressing this new boundary condition in the form of equation (5) allows its coefficients A1 and A2 
to be  included  in Table 1;  it can be seen from the table that these coefficients are generally  in  line 
with many of the other coefficient values. 
 
While  the  general  problems  with  the  Burnett  equations  outlined  in  section  2.1  still  stand,  the 
justification  for using  them  in  this new 2nd‐order boundary  condition  is  that  they may  at  least be 
better approximations  than  the NSF model  for  the non‐equilibrium  stress and heat‐flux  close  to a 
surface.  In  support  of  this,  Lockerby  and  co‐workers4  showed  that  the  new  Maxwell‐Burnett 












The  lengthy  complexity of most extended hydrodynamics models, with  their boundary  conditions, 
has  led  recently  to  a  re‐evaluation  of  modified  versions  of  the  NSF  equations  to  be  used  as 
‘engineering  models’.  This  has  followed  from  the  observation  that  the  NSF  equations  with  slip 
boundary  conditions  are  a  surprisingly  reasonable,  as well  as  computationally‐efficient,  model  in 
many cases. The modifications proposed are  to  incorporate  some of  the essential non‐equilibrium 
behaviour near solid surfaces. While some accuracy (relative to extended hydrodynamics proper)  is 
sacrificed  in  favour of  ease of  application,  a major  advantage of  this  approach  to modelling non‐
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This  approach  has  been  termed  ‘phenomenological  extended  hydrodynamics’  (PEH),  and 
incorporates a constitutive scaling of the NSF equations that depends on distance to the nearby solid 









for  phenomena  such  as  the  Knudsen  minimum  in  Poiseuille  flow  (see  figure  6).  Fichman  and 
Hetsroni37,  and  Li  and  colleagues38, used  independent mean‐free‐path  arguments  to propose  that 







straightforwardly derived. These modified NSF  relations  incorporate wall‐distance scaling  functions 
derived  from  planar  kinetic  theoretical  results12,22,42,43,44,45.  For  example,  for  isothermal  cases  this 
scaling acts  to  change  the  form of  the 3D  low‐speed  steady‐state  incompressible NSF momentum 
equation to:   ( ) UUUp ∇⋅Φ∇+∇Φ=∇Φ⋅∇=∇ μμμ 22 2 ,    (6) 
where U  is the gas flow velocity and  2/])([ TUUU ∇+∇=∇ . The near‐wall scaling function, Φ,  in 
this equation is given by 


























K ττ=   (10) 








their  solutions  are  often  in  excellent  agreement  with  a  range  of  planar  gas  flow  data  (including 
Couette  and  Poiseuille  flows).  Perhaps  surprisingly,  given  that  the  coefficients  (9)  for  the  test‐
functions  are  derived  from  planar  kinetic  theory  results,  Lockerby  and  Reese’s model  also  shows 
good agreement in non‐planar gas flow problems, such as the flow around a micro‐sphere (see figure 
7).  It even shows moderate success when applied  to high‐speed  thermal rarefied gas  flows, e.g.  in 
hypersonic aerothermodynamics48, despite having mainly been derived for isothermal micro flows. In 




While  PEH  offers  some  exciting  new  possibilities,  and  shows  an  ability  to  capture  some  essential 
features  of  non‐equilibrium  flows  at  the micro  scale,  it will  never  be  as  accurate —  in  terms  of 
recovering the detailed flow behaviour — as a rational extended hydrodynamics model based on the 
fundamental physics. For example, the simple wall‐distance scaling models described above do not 
currently  capture  the  bimodal  temperature  profile  that  is  a  prominent  feature  of  force‐driven 
Poiseuille flow (as seen in figure 3). However, our view is that PEH fits into a hierarchy or ‘spectrum’ 





spectrum  lies  the  conventional  NSF  model,  whose  numerical  solution  in  3D  for  near‐equilibrium 
engineering problems is now commonplace. Extended hydrodynamics lies between these two limits, 
with the moment equations of section 2.1 (with their inherent accuracy, but complexity and difficulty 








The  lattice  Boltzmann  (LB)  method  is  being  increasingly  used  to  simulate  non‐equilibrium  flows, 
especially gas flows, at the micro‐ and nano‐scale. Historically, the LB method was mainly developed 
as an alternative to solving the Navier‐Stokes equations49,50,51, and it has been successfully applied to 
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The underlying philosophy of  the LB method  is  to design collision rules  for computational particles 
(representing ensembles of real molecules) so that conservation  laws for mass and momentum can 
be  achieved.  It  developed  out  of  lattice  gas  automata  (LGA),  which  are  discrete  particle  kinetic 
methods. LGA are designed to conserve mass and momentum by choosing collision laws, but another 
requirement  is  to  have  sufficient  symmetry  of  the  lattice  in  order  to  recover  the  Navier‐Stokes 
equations52.  Since  macroscopic  fluid  dynamics  is  generally  not  sensitive  to  the  details  of 
intermolecular interactions, LGA are able to recover the correct Navier‐Stokes behaviour. 
 
In  the  LGA  method,  the  particle  occupation  on  numerical  lattices  can  be  described  by  a  set  of 
Boolean variables ni(x, t), i=0, 1…N, where N is the number of discrete velocities at each lattice node. 
The evolution equation for the LGA method is then very simple: 








many drawbacks,  including  fluctuations  in macroscopic properties  and  lack of Galilean  invariance. 
Due to Boolean occupation, statistical noise is large so that an averaging process is required, which is 
computationally costly. To cure these shortcomings, McNamara and Zanetti53 proposed introducing a 
single  particle  distribution  function  to  replace  Boolean  occupation,  viz.  fi=<ni>.  This  idea  was 
borrowed  from  the  kinetic  theory  of  gases,  so  that  individual  particle motion  is  absorbed  in  the 






( ) ( ) iiii Ω,tft,tf +=++ xxex ΔΔ ,  (12) 






i fρ,fρ eu ∑∑ == .  (13) 
When  designing  the  collision  operator,  conservation  of  total  mass  and  momentum  needs  to  be 
satisfied. Therefore, the collision operator has to meet the following requirements: 













where   is the particle distribution function at equilibrium, and   is the particle relaxation time. eqif ct
 
Qian  and  colleagues55  provided  a  series  of  lattice models which  they  dubbed DnQm  (with  n  the 
dimension and m the number of discrete velocities) with sufficient symmetry so that the lattice BGK 
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4 ,,,i,ω;,,,i,ω;ω iio ===== . 
(17) 
These  LB equations, and  the ones  that  follow below, are generally expressed  in  lattice units, with 
c=1. 
 
With the  lattice BGK  (LBGK) method, and the standardisation of the  lattice models, the LB method 






and Luo62, and Abe63. This has  led many  researchers  to  investigate whether  the LB method can be 
applied  to  rarefied gas dynamics, particularly because  the  LB boundary  condition at  solid  surfaces 
only  needs  to  provide  the  reflected  particle  distribution  —  it  does  not  need  to  specify  any 
macroscopic  properties  in  the  wall  region.  This  is,  as  we  have  observed  above,  an  important 
advantage  over  extended  hydrodynamic  models  which  struggle  to  find  appropriate  boundary 
conditions for macroscopic variables and their gradients20.  
 
Although  there  is no  theoretical proof  that  current models,  such as  LBGK,  can  capture high‐order 
rarefaction effects, many researchers have been exploring the capability of LB methods numerically. 








Many other wall boundary  conditions have also been proposed,  including  the virtual‐wall  collision 
scheme, described by Toschi and Succi66 as  “a  stochastic  relaxation mechanism mimicking  ‘virtual’ 
collisions  between  free‐streaming  particles  and  solid  walls”.  Zhang  and  colleagues67  proposed  a 
scheme  that can  incorporate  the ubiquitous  tangential accommodation coefficient;  their argument 
was that the LB discrete velocity set is very limited, so the averaged reflection direction for a diffuse 
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reflection should be normal to the surface. A tangential accommodation coefficient can then be used 




However,  probably  the  most  significant  slip‐velocity  model  is  the  kinetic  boundary  condition 
proposed by Ansumali and Karlin68, based on  the early work of Gatignol69.  In  this,  the Maxwellian 
gas/surface  interaction model  is  formulated  in  the discrete velocity  scheme. Niu and  co‐workers70 




distribution  function  in  Hermite  polynomials),  and  has  been  successfully  applied  to  simulate  slip 
flows. But some researchers have claimed  that  the capabilities of LBGK reach beyond  the slip  flow 
regime72;  while  2nd‐order  LB  methods  can  capture  some  high‐order  non‐equilibrium  phenomena, 












Qian  and  Zhou74  attempted  to  prove  that  high‐order  hydrodynamics  does  exist  in  lattice‐based 
models. However, sufficient symmetry  for high‐order moments cannot be achieved using available 
models. Since the standard LBGK method still behaves the same, more or less, as the Navier‐Stokes 
equations,  developing  high‐order  LB  methods  for  non‐equilibrium  flow  has  attracted  significant 
recent interest.  
 
Shan and colleagues75 proposed using  the Hermite expansion  to construct high‐order LB models  in 
which high‐order moments,  important  for non‐equilibrium  gas  flow,  can be  explicitly determined. 
Ansumali  and  co‐workers76  demonstrated  that, while  such methods  do  improve  the  LB method’s 
capabilities,  the nonlinear  constitutive  relationship between  stress  and  strain‐rate  in  the  Knudsen 




a  fast  relaxation mode, which  recalls  the split of  fast and slow moments proposed by Gorban and 
Karlin78.  This method  essentially uses  two different  relaxation  times  for  low‐order  and high‐order 
moments, and has been shown to capture Knudsen layer flow behaviour with an adjustable Knudsen 
layer thickness.  In the same spirit as the regularized moment models outlined  in section 2.1, Zhang 
and  co‐workers79,  and  Niu  and  co‐workers80,  added  an  additional  term  to  their  LB  methods  to 
account for omitted high‐order moment effects. Although all these modifications have been shown 
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Conversely, high‐order  LB methods  fail  to  capture Knudsen  layer  characteristics  in a Couette  flow 
where  no  pressure  gradient  is  present,  but  they  have  been  shown  to  improve  the  prediction  of 
pressure‐driven  flows73. Because  the  roots of  the 4th‐order Hermite polynomials are  irrational,  the 
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be  captured, as  shown  for  the planar Couette  case where no pressure gradient  is present.  In  the 
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pressure‐driven  flow,  even with  the wall  effect  incorporated, D2Q13  performs much  better  than 
D2Q9. This  indicates  that a high‐order model  is  likely  to have  improved predictive  capabilities  for 
high‐order  rarefaction effects due  to external  forces, although capturing Knudsen  layer effects still 
depends on a local mean‐free‐path modification. 
 
For  realistic  non‐equilibrium  flows,  Knudsen  layer  interference  (or  ‘overlap’)  also  has  to  be 
considered. A simple summative model has been used  for  flows between  two parallel plates81,82,73, 
but this is difficult to extend to more complex geometries. The modified mean‐free‐path approach of 
Guo  and  co‐workers36,  mentioned  in  section  2.3  in  connection  with  hydrodynamic  models,  has 
therefore now been implemented in the LB method86.  
 
thIn order  to capture physics beyond  the NSF equations  for non‐equilibrium  thermal  flows, 5 ‐order 
velocity terms in the Hermite expansion to the equilibrium distribution function should be retained. 
















Any  review  of  this  diverse  field  needs  to  be  selective,  and  can  provide  only  a  snapshot  of  the 
techniques being explored.  In  this  short  article we have  attempted  to pick out  some of  the most 
important  and  exciting  recent developments,  and point  to  a  few of  the  interesting  links between 
them. We therefore conclude with some observations concerning the methods and models we have 
reviewed: 
• Considering  the hydrodynamic  framework,  the models now being pursued  range  from accurate 
but complex R13 and R20 moment models, to elegantly simple ‘engineering models’ of near‐wall 
constitutive  scaling  (PEH).  Each model  strikes  a different balance between  simulation  accuracy 
and  computability,  and  choosing  which  one  to  use  depends  on  the  flow  situation  under 
investigation and the modelling requirements. 
• Wall  boundary  conditions  for  extended  hydrodynamic models  are  becoming  increasingly well‐
understood, with new conditions now emerging that describe the micro‐processes at the surface 
more  realistically  and  which  can  capture  non‐equilibrium  near‐surface  phenomena  such  as 
Knudsen layers. 
• Translating  the novel  concept of near‐wall  constitutive  scaling  (in  the  form of  ‘effective mean‐
free‐path’  models)  from  hydrodynamics  across  to  lattice  Boltzmann  methods  is  showing  a 
surprising  ability  to  predict  some  important  rarefaction  behaviour.  Without  this  modification, 
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AAReference  Study  Gas molecule 1 2
monatomic 
Maxwell (1879)25 theoretical  1.0  0.0 
& diatomic 
Schamberg (1947)26 theoretical  monatomic  1.0  1.31 
Cercignani (1969)27 theoretical  monatomic  1.15  0.98 
monatomic 
Deissler (1964)28 theoretical  1.0  1.13 
& diatomic 
Sreekanth (1969)29 experimental* Nitrogen  1.15  0.14 
monatomic 
Hsia & Domoto (1983)30 theoretical  1.0  0.5 
& diatomic 
monatomic 
Karniadakis et al. (2005)2 theoretical  1.0  ‐0.5 
& diatomic 










st nd‐order coefficients, A  and A‐ and 2Table 1. List of proposed 1 1 2  respectively,  in  the  slip‐velocity 
condition,  equation  (5);  reported  in  the  literature  for  a  diffuse  solid  boundary.  For  comparison 
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normally  to  a  planar  wall.  Both  problems  produce  linear  velocity  or  temperature  gradients, 
respectively, except in the Knudsen layers extending some 2λ from the wall. Subscripts refer to: wall, 
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Figure  2.  Planar  Couette  flow  (Kn=0.5,  argon  gas),  cross‐channel  dimensional  velocity  profiles, 
comparing the NSF slip solution to the R13 and R20 moment models and benchmark DSMC data. The 
channel  surfaces are at  x2=0 m  (stationary wall) and x2=0.024 m  (moving wall). Note  that  the NSF 
model  is unable  to capture  the non‐linear behaviour extending  throughout  the  flow‐field. The R13 
model is excessively non‐linear close to the wall (see insert magnification of near‐wall solutions), but 
recovers most of the bulk flow behaviour.  In this case, the R20 model manages to reproduce quite 











is  qualitatively  predicted  by  both  the  R13  and  R20  models.  Note  that,  although  the  collisional 
production term in the derivation of the R20 equations is for Maxwell‐molecules only, using the R20 
model together with a hard‐sphere viscosity/temperature law can affect the results. (Reprinted with 









filled‐contour plot of  temperature  (indicated,  in degrees K);  (top)  results  from a DSMC  simulation, 
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Figure  5.  Cylindrical  Couette  flow  (Kn=0.5,  argon  gas),  non‐dimensional  velocity  radial  profiles, 
comparing  hydrodynamic  solutions  calculated  using  various  slip‐velocity  models  with  benchmark 
DSMC data. The inner wall (at r/λ=0) is rotating with a tangential velocity approximately a third the 
speed of sound relative  to  the outer wall  (at r/λ=2),  the momentum accommodation coefficient  is 
0.1. Note the inverted velocity profile, captured by DSMC and an analytical kinetic theory but not by 
a hydrodynamic model (in this case, the NSF equations) unless the Maxwell original slip equation25 is 
implemented  properly  in  this  curved  geometry.  (Reprinted  from  DA  Lockerby,  JM  Reese,  DR 
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Figure  6.  Planar  Poiseuille  flow  at  various  (inverse)  Kn,  non‐dimensional  mass  flux,  comparing 
predictions using the model of Guo and colleagues36 nd (with 2 ‐order slip boundary conditions) with a 
solution of  the Boltzmann  equation  and  experimental data. While  there  is  still  some quantitative 
inexactness,  the  ‘Knudsen minimum’  (or  ‘Knudsen paradox’)  in  the mass  flux  is clearly captured by 
the near‐wall constitutive scaling model. (Reprinted with permission from ZL Guo, BC Shi, CG Zheng 









(─  ∙  ∙ ─), Cercignani’s 2nd‐order slip solution  (∙  ∙  ∙), BGK kinetic theory results  (○), and experimental 








with  the moving‐surface  speed of u 76w), comparing analytical  results  from a high‐order LB method  
with a solution of the linearised Boltzmann equation by Y Sone, S Takata, T Ohwada, Eur. J. Mech. B‐








with  the moving‐surface  speed of u 76w), comparing analytical  results  from a high‐order LB method  
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Figure  10.  Planar  Couette  flow  (Kn=0.25,  1.0),  cross‐half‐channel  velocity  profiles 
(nondimensionalised with the moving‐surface speed of uw), comparing D2Q9 and D2Q13 LB methods 
(including  local mean‐free‐path modification, here  labelled  ‘wall‐function’) with  benchmark DSMC 
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