We prove fast learning rates for the one-vs-all multiclass plug-in classifiers trained passively either from exponentially strongly mixing data or from data generated by a converging drifting distribution. These are two typical scenarios where training data are not iid. Similar to previous works, we assume that the test data distribution satisfies a multiclass version of Tsybakov's margin assumption, which is a type of low-noise data assumption. Our results are general and include a previous result for binary-class plug-in classifiers with iid data as a special case.
Introduction
Fast learning of plug-in classifiers from low-noise data has recently gained much attention [1, 2, 3, 4] . The first fast/super-fast learning rates 1 for the plugin classifiers were proven by Audibert and Tsybakov [1] under the Tsybakov's margin assumption [5] , which is a type of low-noise data condition. Their plugin classifiers employ a local polynomial estimator to estimate the conditional probability of a label Y given an observation X and use it in the plug-in rule. Subsequently, Kohler and Krzyzak [2] proved the fast learning rate for plug-in classifiers with a relaxed condition on the density of X and investigated the use of kernel, partitioning, and nearest neighbor estimators instead of the local polynomial estimator. Monnier [3] suggested to use local multi-resolution projections to estimate the conditional probability of Y and proved the super-fast rates of the corresponding plug-in classifier under the same margin assumption.
Fast learning rates for plug-in classifiers were also achieved in the active learning setting [4] .
Nevertheless, these previous analyses of plug-in classifiers typically focus on the binary-class setting with iid (independent and identically distributed) data assumption. This is a limitation of the current theory for plug-in classifiers since many classification problems are multiclass in nature and data may also violate the iid data assumption in practice. In this paper, we contribute to the theoretical understandings of plug-in classifiers by proving the fast learning rates of a multiclass plug-in classifier trained passively from non-iid data. In particular, we prove that the multiclass plug-in classifier constructed using the one-vs-all method can achieve fast learning rates or even super-fast rates when training data are generated from either an exponentially strongly mixing sequence or a converging drifting distribution. To the best of our knowledge, this is the first result that proves fast learning rates for multiclass classifiers with non-iid data.
Following the analyses in the binary-class setting [1, 2, 3, 4] , our results also assume a multiclass version of Tsybakov's margin assumption. In the multiclass setting, this margin assumption states that the events in which the most probable label of an example is ambiguous with the second most probable label have small probabilities. This assumption was previously considered in the analyses of multiclass empirical risk minimization (ERM) classifiers with iid data [6] and in the context of active learning with cost-sensitive multiclass classifiers [7] . Under the margin assumption, our results are obtained using a similar proof technique as the results in [1] .
Our results are natural generalizations for both the binary-class setting and the iid data setting. As special cases of our results, we can obtain fast learning rates for the one-vs-all multiclass plug-in classifiers in the iid data setting and the fast learning rates for the binary-class plug-in classifiers in the non-iid data setting. Our results can also be used to obtain the previous fast learning rates [1] for the binary-class plug-in classifiers in the iid data setting.
The one-vs-all method is a simple and common way to construct a multiclass classifier using binary-class classification [8] . This method trains a model for each class by converting multiclass data into binary-class data and then combines them into a multiclass classifier. Exponentially strongly mixing data is a typical case that data are identically distributed but not independent. Fast learning from exponentially strongly mixing data has been previously analyzed for least squares support vector machines (LS-SVMs) [9, 10] and ERM classifiers [10] . Even though LS-SVMs can be applied to solve a classification problem with binary data, the results for LS-SVMs cannot retain the optimal rate in the iid case [9, 10] , In contrast, our results in this paper still retain the optimal learning rate for the iid case.
On the other hand, data generated from a drifting distribution (or drifting concept) is an example of data that are independent but not identically distributed. Some concept drifting scenarios and learning bounds were previously investigated in [11, 12, 13, 14] . In this paper, we consider the scenario where the parameters of the distributions generating the training data converge uniformly to those of the test distribution with some polynomial rate. Other works that are also related to our paper include the analyses of fast learning rates for binary SVMs and multiclass SVMs with iid data [15, 16] and for the Gibbs estimator with φ-mixing data [17] .
Preliminaries

Settings
be the labeled training data where X i ∈ R d and Y i ∈ {1, 2, . . . , m} for all i. In the data, X i is an observation and Y i is the label of X i . The binaryclass case corresponds to m = 2, while the multiclass case corresponds to m > 2. For now we do not specify how
are generated, but we assume that test data are drawn iid from an unknown distribution P on R d ×{1, 2, . . . , m}. In Section 4 and 5, we will respectively consider two cases where the training data
are generated from an exponentially strongly mixing sequence with stationary distribution P and where
are generated from a drifting distribution with the limit distribution P. The case where training data are generated iid from P is a special case of these settings.
Given the training data, our aim is to find a classification rule f : R d → {1, 2, . . . , m} whose risk is as small as possible. The risk of a classifier f is defined as R(f ) P(Y = f (X)). One minimizer of the above risk is the Bayes classifier f * (X) arg max j η j (X), where η j (X) P(Y = j|X) for all j ∈ {1, 2, . . . , m}.
For any classifier f n trained from the training data, it is common to characterize its accuracy via the excess risk
, where the expectation is with respect to the randomness of the training data. A small excess risk for f n is thus desirable as the classifier will perform close to the optimal classifier f * on average. For any classifier f , we write η f (X) as an abbreviation for η f (X) (X), which is the value of the function η f (X) at X. Let 1 {·} be the indicator function. The following proposition gives a property of the excess risk in the multiclass setting. This proposition will be used to prove the theorems in the subsequent sections.
where the expectation is with respect to the randomness of both the training data and the testing example X.
Following the settings for the binary-class case [1] , we assume the following Hölder assumption: all the functions η j 's are in the Hölder class Σ(β, L, R d ). We also assume that the marginal distribution P X of X satisfies the strong density assumption. The definition of Hölder classes and the strong density assumption are briefly introduced below by using the notations in [1] .
For β > 0 and L > 0, the Hölder class Σ(β, L, R d ) is the set of all functions g : R d → R that are ⌊β⌋ times continuously differentiable, and for any x,
where || · || is the Euclidean norm and g x is the ⌊β⌋ th -degree Taylor polynomial of g at x. The definition of g x can be found in Section 2 of [1] .
Fix c 0 , r 0 > 0 and 0 < µ min < µ max < ∞, and fix a compact set C ⊂ R d . The marginal P X satisfies the strong density assumption if it is supported on a compact (c 0 , r 0 )-regular set A ⊆ C and its density µ (w.r.t. the Lebesgue measure) satisfies:
] for all 0 < r ≤ r 0 and x ∈ A, where λ is the Lebesgue measure and B(x, r) is the Euclidean ball in R d with center x and radius r.
Margin Assumption for Multiclass Setting
As in the binary-class case, fast learning rates for the multiclass plug-in classifier can be obtained under an assumption similar to Tsybakov's margin assumption [5] . In particular, we assume that the conditional probabilities η j 's satisfy the following margin assumption, which is an extension of Tsybakov's margin assumption to the multiclass setting. This is a form of low noise assumption and was also considered in the context of active learning to analyze the learning rate of cost-sensitive multiclass classifiers [7] .
Assumption (Margin Assumption). There exist constants C 0 > 0 and α ≥ 0 such that for all t > 0,
where η (1) (X) and η (2) (X) are the largest and second largest conditional probabilities among all the η j (X)'s.
The One-vs-All Multiclass Plug-in Classifier
We now introduce the one-vs-all multiclass plug-in classifier which we will analyze in this paper. Let η n (X) = ( η n,1 (X), η n,2 (X), . . . , η n,m (X)) be an mdimensional function where η n,j is a nonparametric estimator of η j from the training data. The corresponding multiclass plug-in classifier f n predicts the label of an observation X by f n (X) = arg max j η n,j (X).
In this paper, we consider plug-in classifiers where η n,j 's are estimated using the one-vs-all method and the local polynomial regression function as follows. For each class j ∈ {1, 2, . . . , m}, we first convert the training data
to binary class by considering all (X i , Y i )'s such that Y i = j as negative (label 0) and those such that Y i = j as positive (label 1). Then we construct a local polynomial regression function η LP n,j (x) of order ⌊β⌋ with some appropriate bandwidth h > 0 and kernel K from the new binary-class training data (see Section 2 of [1] for the definition of local polynomial regression functions). The estimator η n,j can now be defined as
In order to prove the fast rates for the multiclass plug-in classifier, the bandwidth h and the kernel K of the local polynomial regression function have to be chosen carefully. Specifically, K has to satisfy the following assumptions, which are similar to those in [1] :
Note that Gaussian kernels satisfy these conditions. The conditions for the bandwidth h will be given in Section 4 and 5. More details for the computation of the one-vs-all multiclass plug-in classifier are also given in Appendix A.
Fast Learning From Exponentially Strongly Mixing Data
In this section, we consider the case where training data are generated from an exponentially strongly mixing sequence [9, 18] .
is a stationary sequence of random variables on R d × {1, 2, . . . , m} with stationary distribution P. That is, P is the marginal distribution of any random variable in the sequence. For all k ≥ 1, we define the α-mixing coefficients [9] :
where σ b a is the σ-algebra generated by
is exponentially strongly mixing if there exist positive constants C 1 , C 2 and C 3 such that for every k ≥ 1, we have
We now state some key lemmas for proving the convergence rate of the multiclass plug-in classifier in this setting. Let n e n ⌈{8n/C2} 1/(C 3 +1) ⌉ be the effective sample size. The following lemma is a direct consequence of Bernstein inequality for an exponentially strongly mixing sequence [18] .
where P ⊗n is the joint distribution of
and C 1 is the constant in Equation (1).
The next lemma is about the convergence rate of the local polynomial regression functions using the one-vs-all method. The proof for this lemma is given in Section 7.1.
Lemma 2. Let β, r 0 , and c be the constants in the Hölder assumption, the strong density assumption, and the assumption for the kernel K respectively. Then there exist constants C 4 , C 5 , C 6 > 0 such that for all δ > 0, all bandwidth h satisfying C 6 h β < δ and 0 < h ≤ r 0 /c, all j ∈ {1, 2, . . . , m} and n ≥ 1, we have
for almost surely x with respect to P X , where d is the dimension of the observations (inputs).
Given the above convergence rate of the local polynomial regression functions, Lemma 3 below gives the convergence rate of the excess risk of the onevs-all multiclass plug-in classifier. The proof for this lemma is given in Section 7.2. Lemma 3. Let α be the constant in the margin assumption. Assume that there exist C 4 , C 5 > 0 such that P ⊗n (| η n,j (x) − η j (x)| ≥ δ) ≤ C 4 exp(−C 5 a n δ 2 ) for almost surely x with respect to P X , and for all j ∈ {1, 2, . . . , m}, δ > 0. Then there exists C 7 > 0 such that for all n ≥ 1,
Using Lemma 2 and 3, we can obtain the following theorem about the convergence rate of the one-vs-all multiclass plug-in classifier when training data are exponentially strongly mixing. This theorem is a direct consequence of Lemma 2 and 3 with h = n −1/(2β+d) e and a n = n 2β/(2β+d) e . Theorem 1. Let α and β be the constants in the margin assumption and the Hölder assumption respectively, and let d be the dimension of the observations. Let f n be the one-vs-all multiclass plug-in classifier with bandwidth h = n −1/(2β+d) e that is trained from an exponentially strongly mixing sequence. Then there exists some constant C 8 > 0 such that for all n large enough that satisfies 0 < n −1/(2β+d) e ≤ r 0 /c, we have
Fast Learning From a Drifting Concept
In this section, we consider the case where training data are generated from a drifting concept that converges to the test distribution P. Unlike the setting in Section 4 where the training data form a stationary sequence of random variables, the setting in this section may include training data that are not stationary. Formally, we assume the training data
are generated as follows. The observations X i are generated iid from the marginal distribution P X satisfying the strong density assumption. For each i ≥ 1, the label Y i of X i is generated from a categorical distribution on {1, 2, . . . , m} with parameters
That is, the probability of
Note that from our setting, the training data are independent but not identically distributed. To prove the convergence rate of the multiclass plug-in classifier, we assume that η
) ) for all j, i.e., η n j converges uniformly to the label distribution η j of test data with rate O(n −(β+d)/(2β+d) ). We now state some useful lemmas for proving our result. The following lemma is a Bernstein inequality for the type of data considered in this section [19] .
be an independent sequence of random variables. For all i ≥ 1 and l > 2, assume EW i = 0, E|W i | 2 = b i , and
Then for all n ≥ 1 and ǫ > 0, we have
The next lemma states the convergence rate of the local polynomial regression functions in this setting. The proof for this lemma is given in Section 7.3. Note that the constants in this section may be different from those in Section 4.
Lemma 5. Let β, r 0 , and c be the constants in the Hölder assumption, the strong density assumption, and the assumption for the kernel K respectively. Let η n,j be the estimator of η j estimated using the local polynomial regression function with h = n −1/(2β+d) . If η n j − η j ∞ = O(n −(β+d)/(2β+d) ) for all j, then there exist constants C 4 , C 5 , C 6 > 0 such that for all δ > 0, all n satisfying C 6 n −β/(2β+d) < δ < 1 and 0 < n −1/(2β+d) ≤ r 0 /c, and all j ∈ {1, 2, . . . , m}, we have
for almost surely x with respect to P X , where d is the dimension of the observations.
Note that Lemma 3 still holds in this setting. Thus, we can obtain Theorem 2 below about the convergence rate of the one-vs-all multiclass plug-in classifier when training data are generated from a drifting concept converging uniformly to the test distribution. This theorem is a direct consequence of Lemma 3 and 5 with a n = n 2β/(2β+d) .
Theorem 2. Let α and β be the constants in the margin assumption and the Hölder assumption respectively, and let d be the dimension of the observations. Let f n be the one-vs-all multiclass plug-in classifier with bandwidth h = n −1/(2β+d) that is trained from data generated from a drifting concept converging uniformly to the test distribution. Then there exists some constant C 8 > 0 such that for all n large enough that satisfies
Discussions
When training data are exponentially strongly mixing, the convergence rate in Theorem 1 is expressed in terms of the effective sample size n e rather than the sample size n. This is due to the fact that learning with dependent data typically requires more data to achieve the same level of accuracy as learning with independent data (see e.g., [9, 20, 21] ). However, Theorem 1 still implies the fast rate for the one-vs-all multiclass plug-in classifier in terms of the sample size n. Indeed, the rate in the theorem can be rewritten as O(n
), so the fast learning rate is achieved when 2(α − 1/C 3 )β > (1 + 1/C 3 )d and the super-fast learning rate is achieved when (
The rates in Theorem 1 and 2 do not depend on the number of classes m. They are both generalizations of the previous result for binary-class plug-in classifiers with iid data [1] . More specifically, C 3 = +∞ in the case of iid data, thus we have n e = n and the data distribution also satisfies the condition in Theorem 2. Hence, we can obtain the same result as in [1] .
Another important remark is that our results for the one-vs-all multiclass plug-in classifiers retain the optimal rate O(n −β(1+α)/(2β+d) ) for the Hölder class in the iid case [1] while the previous results in [9, 10] for LS-SVMs with smooth kernels do not (see Example 4.3 in [10] ). Besides, from Theorem 2, the one-vsall multiclass plug-in classifiers trained from a drifting concept can also achieve this optimal rate. We note that for LS-SVMs with Gaussian kernels, Hang and Steinwart [10] proved that they can achieve the essentially optimal rate in the iid scenario (see Example 4.4 in [10] ). That is, their learning rate is n ζ times of the optimal rate for any ζ > 0. Although this rate is very close to the optimal rate, it is still slower than log n times of the optimal rate. 
Let µ be the density of P X . We consider the matrix B (B s1,s2 ) |s1|,|s2|≤⌊β⌋ with elements
and the matrix B ( B s1,s2 ) |s1|,|s2|≤⌊β⌋ with elements
where s Fix s 1 and s 2 . For any i = 1, 2, . . . , n, we define
It is easy to see that
for some c 2 , c 3 > 0. By applying Lemma 1, for any ǫ > 0, we have
Let λ B be the smallest eigenvalue of B. From Equation (6.1) in [1] , we have
Let M be the number of columns of B. From the above, there exists c 4 > 0 such that
Let η x j be the ⌊β⌋ th -degree Taylor polynomial of η j at x. Consider the vector a (a s ) |s|≤⌊β⌋ ∈ R M where a s
). Applying Equation (6.5) in [1] for λ B ≥ c 1 /2, we have
We also define
Note that E[T 
, for some c 7 , c 8 , c 9 , c 10 > 0. Thus, by applying Lemma 1 again, for any ǫ 1 , ǫ 2 > 0, we have
Moreover, |ET 
Let C 6 = 6M c 8 /c 1 . By (2), (3), and (4), there exist C 4 , C 5 > 0 such that
Note that the constants C 4 , C 5 , C 6 can be modified so that they are the same for all δ, h, j, and n. Thus, Lemma 2 holds.
Proof of Lemma 3
Since η f * (x) − η fn (x) ≥ 0 for all x ∈ R d , we denote, for any δ > 0,
Let η n, fn (x) denote η n, fn(x) (x). For any x, since η n, fn (x) is the largest among
≤ 2 i δ E X P ⊗n (|η f * (X) − η n,f * (X)| + | η n, fn (X) − η fn (X)| ≥ 2 i−1 δ) 1 {0<η f * (X)−η fn (X)<2 i δ} ≤ c 1 2 i δ exp −c 2 a n (2 i−2 δ) 2 P X (0 < η f * (X) − η fn (X) < 2 i δ),
for some c 1 , c 2 > 0. We have P X (0 < η f * (X) − η fn (X) < δ) ≤ P X [η f * (X) − η (2) (X) < δ], and by the margin assumption, for all t > 0, we get P X [η f * (X) − η (2) (X) < t] ≤ C 0 t α . Therefore, E (η f * (X) − η fn (X)) 1 { fn(X) =f * (X)} 1 {X∈Ai} ≤ c 1 C 0 2 i(α+1) δ α+1 exp −c 2 a n (2 i−2 δ) 2 .
By choosing δ = a 
Proof of Lemma 5
The proof for this lemma is essentially similar to the proof for Lemma 2 in Section 7.1, except that we use the Bernstein inequality for iid random variables to bound P ⊗n (| B s1,s2 − B s1,s2 | ≥ ǫ) and thus obtain P ⊗n (λ B ≤ c 1 /2) ≤ 2M 2 exp(−c 4 nh d ) as an analogy of Equation (2) in Section 7.1. Besides, Equation (3) can be obtained in the same way as in Section 7.1. To obtain the bound similar to Equation (4), we define
So, given x ∈ R d , we can compute all η LP n,j (x)'s simultaneously by using Algorithm 1 below. Assume that the matrix Q has already been pre-computed, this algorithm only needs to go through all the training data once to compute all η LP n,j (x)'s. Thus, it has the same computational complexity as the algorithm for binary-class classification.
Algorithm 1 Algorithm to compute the local polynomial estimators
Input:
, kernel K, bandwidth h, order β, and x ∈ R 
