An empirical solution for over-pruning with a novel ensemble-learning method for fMRI decoding  by Hirose, Satoshi et al.
BA
e
S
a
b
c
h
•
•
•
•
•
a
A
R
R
A
A
K
M
E
O
S
I
i
1
(
m
i
h
0Journal of Neuroscience Methods 239 (2015) 238–245
Contents lists available at ScienceDirect
Journal  of  Neuroscience  Methods
jo ur nal home p age: www.elsev ier .com/ locate / jneumeth
asic  Neuroscience
n  empirical  solution  for  over-pruning  with  a  novel
nsemble-learning  method  for  fMRI  decoding
atoshi  Hirosea,∗,  Isao  Nambub, Eiichi  Naitoa,c
CiNet, National Institute of Information and Communications Technology, CiNet Bldg., 1-4 Yamadaoka, Suita, Osaka 565-0871, Japan
Department of Electrical Engineering, Nagaoka University of Technology, 1603-1, Kamitomioka, Nagaoka, Niigata 940-2188, Japan
Graduate School of Medicine, Osaka University, 1-4 Yamadaoka, Suita, Osaka 565-0871, Japan
 i g  h  l  i  g  h  t  s
We  propose  a solution  for  over-pruning  called  Iterative  Recycling  (iRec).
iRec  is a  novel  ensemble  learning  method  for  sparse  algorithms.
In  iRec,  classiﬁers  are  trained  iteratively  by  recycling  over-pruned  voxels.
In  our  experiments,  iRec  rectiﬁed  over-pruning  in sparse  logistic  regression.
iRec  is applicable  to  any kind of  sparse  method.
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Background:  Recent  functional  magnetic  resonance  imaging  (fMRI)  decoding  techniques  allow  us to pre-
dict  the  contents  of  sensory  and  motor  events  or participants’  mental  states  from  multi-voxel  patterns
of  fMRI  signals.  Sparse  logistic  regression  (SLR)  is  a useful  pattern  classiﬁcation  algorithm  that  has  the
advantage  of  being  able  to automatically  select  voxels  to  avoid  over-ﬁtting.  However,  SLR suffers  from
over-pruning,  in  which  many  voxels  that  are  potentially  useful  for prediction  are  discarded.
New  method:  We  propose  an ensemble  solution  for  over-pruning,  called  “Iterative  Recycling”  (iRec),  in
which  sparse  classiﬁers  are  trained  iteratively  by  recycling  over-pruned  voxels.
Results:  Our  simulation  demonstrates  that  iRec  can  effectively  rectify  over-pruning  in SLR  and  improve  its
classiﬁcation  accuracy.  We  also  conduct  an  fMRI  experiment  in  which  eight  healthy  volunteers  perform
a ﬁnger-tapping  task  with  their  index  or middle  ﬁngers.  The  results  indicate  that  SLR with  iRec  (iSLR)
can  predict  the  ﬁnger  used  more  accurately  than  SLR.  Further,  iSLR  is  able  to identify  a voxel  cluster
representing  the  ﬁnger  movements  in  the  biologically  plausible  contralateral  primary  sensory-motor
cortices  in each  participant.  We  also  successfully  dissociated  the regularly  arranged  representation  for
each ﬁnger  in the  cluster.
Conclusion and comparison  with  other  methods:  To  the  best  of  our knowledge,  ours is  the  ﬁrst  study  to
propose  a solution  for  over-pruning  with ensemble-learning  that  is  applicable  to  any  sparse  algorithm.
In  addition,  from  the  viewpoint  of machine  learning,  we provide  the  novel  idea  of using  the  sparse
classiﬁcation  algorithm  to generate  accurate  divergent  base  classiﬁers.
© 2014  The  Authors.  Published  by Elsevier  B.V. This  is  an open  access  article  under  the  CC BY  license. IntroductionIn recent years, many functional Magnetic Resonance Imaging
fMRI) researchers have become interested in extracting infor-
ation from patterns of brain activity using machine learning
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165-0270/© 2014 The Authors. Published by Elsevier B.V. This is an open access article u(http://creativecommons.org/licenses/by/3.0/).
techniques, instead of voxel-by-voxel functional mapping using
general linear models (GLM; Friston et al., 1995; Worsley et al.,
2002). This approach (fMRI decoding) allows us to predict (or
“decode”) the contents of sensory and motor events or partici-
pants’ mental states (= labels) from multi-voxel patterns of fMRI
signals (Haynes and Rees, 2006; Norman et al., 2006; Formisano
et al., 2008; Pereira et al., 2009).
However, in fMRI decoding, the number of available voxels
(“features,” in machine learning terminology) tends to be greater
than 30,000; whereas, for practical reasons, usually only a few
nder the CC BY license (http://creativecommons.org/licenses/by/3.0/).
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undred trials (“samples”) are available. The greater number of fea-
ures relative to the small number of samples frequently causes the
lassiﬁer to identify spurious relationships between patterns of fea-
ure values and labels in the training dataset. This problem is known
s over-ﬁtting.
To prevent over-ﬁtting, researchers have recently started apply-
ng sparse classiﬁcation algorithms (SCA) to whole-brain fMRI data
e.g., De Martino et al., 2008; Yamashita et al., 2008; Ryali et al.,
010; Ng et al., 2010; Ng and Abugharbieh, 2011). The major advan-
age of SCA is its automatic selection of a small subset of given
eatures during classiﬁer training. This feature-selection ability
elps to alleviate over-ﬁtting, because SCA is able to ignore features
hat are actually irrelevant to labels but incidentally have spuri-
us relations with the labels in the ﬁnite samples of the training
ataset. On the other hand, because of its strong tendency to select
ewer features, some SCAs have a high likelihood of removing rele-
ant features even when they are potentially useful for improving
ccuracy in label prediction (over-pruning; Yamashita et al., 2008;
e Martino et al., 2008). Over-pruning not only deteriorates pre-
iction accuracy but also makes it difﬁcult to determine whether
elected voxels are biologically plausible or not. For example, when
ver-pruning occurs, SCA often selects only scattered voxels in a
ertain brain region, even when all voxels in that region actually
ontain useful label information. This makes it difﬁcult to conclude
hether that brain region is indeed of physiological signiﬁcance or
he scattered voxels are merely selected by chance.
For example, sparse logistic regression (Tibshirani, 1996;
amashita et al., 2008) is a group of typical SCA algorithms that
as the serious drawback of over-pruning (Yamashita et al., 2008;
e Martino et al., 2008). This is because the priors used in sparse
ogistic regression (e.g., Laplacian prior, Tibshirani, 1996; ARD pri-
rs, MacKay, 1992) force the selection of the smallest number of
oxels possible.
Solutions for over-pruning in the sparse logistic regression with
aplacian prior have previously been proposed. For example, over-
runing in the algorithm was rectiﬁed by incorporating priors that
ncourage the selection of a group of features among which the
airwise correlations are very high (Elastic Net; Zou and Hastie,
005; De Martino et al., 2008) or a group of voxels that are spa-
ially close together (Graph Net; Grosenick et al., 2013, Generalized
parse Classiﬁers; Ng et al., 2010; Ng and Abugharbieh, 2011,
otal Variation regularized Logistic Regression; Michel et al., 2011).
hen these solutions were applied to fMRI datasets, they success-
ully solved the over-pruning problem and facilitated improved
rediction accuracy and/or prominently identiﬁed large cluster
tructures in task-relevant brain regions.
These extensions are not theoretically guaranteed to be imple-
entable in other sparse algorithms. Speciﬁcally, to date, no
heoretical or empirical evidence that these methods can be appli-
able to sparse logistic regression with ARD priors has been
rovided. In this paper, we propose another type of empirical solu-
ion, Iterative Recycling (iRec), which can be applied to any kind
f SCA to rectify the over-pruning problem. Our method takes the
orm of ensemble-learning (Kuncheva, 2004), in which multiple
CA classiﬁers (base classiﬁers) are iteratively generated with a
raining dataset that comprises only voxels that were not used by
he previously generated classiﬁers. After training, these trained
lassiﬁers are united and one ensemble classiﬁer is generated. The
econdary base classiﬁers are able to utilize any features that were
ver-pruned by SCA in the generation of the ﬁrst base classiﬁer.
hus, by combining the secondary classiﬁers with the ﬁrst one, we
an rectify the over-pruning.Although our solution is applicable to any kind of SCA, in the
resent study, we focus on improving the sparse logistic regres-
ion with ARD priors (SLR; Yamashita et al., 2008), because this
lgorithm can predict labels accurately without adjusting anye Methods 239 (2015) 238–245 239
hyper-parameters. Thus, this approach is able to reduce com-
putational cost and eliminate the risk of selecting inappropriate
parameters. In this paper, when we refer to SLR, we will be assum-
ing this version with ARD priors.
The remainder of this paper is organized as follows. First, we out-
line the general procedure used by our ensemble-learning method
(iRec). Then, we  explain how SLR is extended with iRec. Next, we
present the results of a simulation experiment conducted that show
that iRec can improve label prediction in SLR by rectifying over-
pruning. Finally, we demonstrate the utility of iRec on a real dataset
obtained from an fMRI experiment in which normal volunteers per-
formed a simple ﬁnger-tapping task with either their right index
or middle ﬁnger.
2. Materials and methods
2.1. Deﬁnition of the problem
In our present study, we  focus on binary classiﬁcation; i.e.,
classiﬁcation problems with labels of binary values (−1 and 1).
The training dataset given for classiﬁer training includes feature
vectors Xtrain = {x1train, . . .,  xStrain} and the corresponding labels
Ytrain = {y1train, . . ., yStrain}. S is the number of samples included in
the training dataset and xs
train
is a D-dimensional vector containing
the feature values in the sth sample; i.e., xs
train
=
[
xs,1
train
, . . .,  xs,D
train
]T
,
where xs,d
train
denotes the value of the dth feature in the sth sample
and vT represents the transpose of vector v. The goal of the classiﬁ-
cation analysis is to train a classiﬁer that can accurately predict the
label (ytest) of a novel feature vector (xtest). The prediction accuracy
is evaluated with a test dataset disjoint from the training dataset,
which includes Stest feature vectors (Xtest = {x1test, . . ., xStesttest }) and
the corresponding labels (Ytest = {y1test, . . .,  yStesttest }).
2.2. iRec
In this section, we  describe the general procedure used to apply
iRec to SCA, which selects a subset of features during training and
uses only the selected subset for label prediction. Fig. 1A illustrates
the training algorithm for iRec. First (Panel 1 in Fig. 1A), the original
feature vectors in the training dataset (Xtrain) are deﬁned as the fea-
ture vectors for the ﬁrst iteration (Xtrain(1)). Iterative training then
commences. Each iteration (Panels 2–5 in Fig. 1A) comprises two
actions: the actual training (Panels 2–3) and updating of the train-
ing dataset (Panels 4–5). In the nth iteration, ﬁrst, SCA training is
performed with the training dataset { Xtrain(n), Ytrain}, generating
a base classiﬁer (yellow square), which uses a selected subset of
features (“Selected features” in Panel 3). In the next step (Panels
4–5), features selected by the SCA (the black squares in “Selected
Features”) are excluded from the training dataset and the updated
feature vectors are deﬁned as the feature vectors for the next iter-
ation, Xtrain(n+1) (Left side of Panel 5). For example, if the third, ﬁfth,
and seventh components are selected by SCA, each of xs
train(n+1) ∈
Xtrain(n+1) is the vector with all the components of xstrain(n), except
for the third, ﬁfth, and seventh components. Note that the labels
Ytrain do not change. These two  steps (SCA training and updating of
the training dataset) are repeated N times, so that N classiﬁers are
acquired.
Then, in the prediction (Fig. 1B), each SCA base classiﬁer respec-
tively predicts a label and the ﬁnal outcome is achieved by voting
among them.We emphasize that iRec is applicable to any kind of SCA classi-
ﬁer for the following reasons. First, iRec does not require any other
particular characteristics of the base algorithm except for sparse-
ness. Second, iRec can be easily implemented without explosion of
240 S. Hirose et al. / Journal of Neuroscienc
Fig. 1. iRec algorithm for training (A) and label prediction (B). (A) 1: First, feature
vectors in the initial training dataset are labeled as X train(1). Iterative training then
commences (2–5). 2: In each iteration, training for a base classiﬁer is ﬁrst performed
with sparse classiﬁcation algorithm (SCA) and the training dataset X train(n) , Ytrain .
3: After the training, we  achieve a base classiﬁer (yellow) and indices of features
selected by SCA (black pixels in “Selected features”). 4–5: Next, the training dataset
is  updated by excluding the features that are selected by SCA. For example, if only the
third, ﬁfth, and seventh are selected by SCA, the corresponding features are excluded
from the training dataset for the next iteration (training dataset for (n + 1)th SCA).
After N iterations, we obtain N SCA base classiﬁers. (B) The label is ﬁrst predicted
by  each of the SCA base classiﬁers. Then, these predictions are combined to achieve
ensemble prediction (Voting).e Methods 239 (2015) 238–245
computational cost, because training of iRec consists of repetition
of base SCA training and simple feature selection.
2.3. iSLR
Although iRec is applicable to any kind of sparse classiﬁer, in
this paper, we  focus on iRec as a solution to over-pruning for SLR
with ARD priors (Yamashita et al., 2008). Here, we  brieﬂy explain
the SLR algorithm (please see the original paper by Yamashita et al.,
2008 for more details).
2.3.1. SLR
In SLR, the label probability is modeled by the weighted sum of
feature values through a logistic function:
P(y|x, w) = 1
1 + ewT x×y
(1)
where x and y denote the feature vector and its corresponding label,
respectively. w = [w1, . . .,  wD]T is a vector called the “weight vec-
tor,” which includes the feature weights. The SLR classiﬁer is trained
by calculating the posterior mean of the weight given the training
dataset, under the assumption that each component of w follows
the ARD prior distribution. After the training, the SLR classiﬁer can
predict the label by inserting the corresponding feature vector and
the trained weight vector into Eq. (1).
Here, we note two SLR characteristics presented in the original
paper (Yamashita et al., 2008) that are essential for construction of
iSLR. First, many components in the trained weight vector become
zero and the features corresponding to the zero weights do not
affect the prediction. Second, SLR outputs the probabilistic predic-
tion of the label rather than the binary prediction.
2.3.2. iSLR
We  refer to the overall algorithm comprising iRec incor-
porated with SLR as iSLR. The toolbox including iSLR source
code can be downloaded from http://www2.nict.go.jp/cinet/
bnc/hirose/mvpc/index.html. Pseudo-codes used by iSLR for train-
ing and label prediction are outlined in Fig. 2A and B, respectively.
Because SLR provides weights with a value of zero for the unse-
lected features, updating of the training dataset is carried out by
choosing the features corresponding to weights with a value of zero
(Line 4 in Fig. 2A). The weight vectors generated after the ﬁrst iter-
ation lack components corresponding to the features excluded in
earlier iterations. On completion of the iterative training, the lack-
ing components are replaced with zeroes to keep the dimension of
the weight vectors equal to D.
In iSLR, we use the product rule (Kittele et al., 1998; Hinton,
2002), to combine the predictions of the base classiﬁers. Thus, the
label prediction procedure is as follows. First, the label probabilities
are estimated by each of the N base classiﬁers using the SLR predic-
tion procedure described in Section 2.3.1. Speciﬁcally, the feature
vector of the test data and each of the N weight vectors resulting
from the training are inserted into Eq. (1) such that N probabilis-
tic label predictions are acquired (Line 1 in Fig. 2B). The label that
maximizes the product of these probabilities is then deﬁned as the
predicted label of iSLR (Line 2):
ypredicted = arg max
y
N∏
n=1
P(y|xtest, w(n)) (2)By inserting Eq. (1) into Eq. (2) and transforming the equation,
we ﬁnd that iSLR is equivalent to a linear classiﬁcation algorithm
whose weight vector is the sum of the weight vectors of the base
S. Hirose et al. / Journal of Neuroscienc
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lassiﬁers (see Appendix A). In particular, the ensemble classiﬁer
an be redeﬁned as follows:
predicted =
⎧⎪⎨
⎪⎩
1 if
(
N∑
n=1
w(n)
)T
xtest > 0
−1 otherwise
(3)
In this paper, the weight of iSLR indicates
∑N
n=1w(n) in accor-
ance with this deﬁnition.
.3.3. Determining the number of base classiﬁers
Before training, the number of iterations (the number of base
lassiﬁers that will be used: N) must be determined. This is accom-
lished by cross validation within the training dataset (i.e., “nested
ross validation”). Speciﬁcally, N is determined as the number of
LR base classiﬁers that maximizes the prediction accuracy of the
nsemble classiﬁer evaluated by cross validation within the train-
ng dataset.
In the simulation and real fMRI analysis conducted in the
resent study, we performed 10-fold cross validation and leave-
ne-session-out (9-fold) cross validation, respectively, within the
raining dataset. When two or more numbers provide the best
ccuracy, we use the smallest number among them as N. After
etermining the number of iterations, the training procedure out-
ined above is performed with the determined N, except in cases
here all features have been excluded in the N′th iteration, before
eaching the Nth iteration (N′ < N). In this exceptional case, N is
edeﬁned as N′ to avoid training without any features.
Other candidates for the determination, e.g., determination
ased on the base classiﬁer’s performance or on characteristics of
eatures selected in the iteration, will be evaluated in future studies.e Methods 239 (2015) 238–245 241
2.4. Simulation
We conducted a simulation to demonstrate that iSLR can rectify
over-pruning in SLR. In the simulation, we  prepared two types of
features, relevant and irrelevant features. The values of both the rel-
evant and irrelevant features followed the normal distribution with
standard deviations of one. The mean varied depending on the label
(−0.25 or 0.25) in relevant features, whereas it was always zero on
irrelevant features. Half of the relevant features had a positive mean
(0.25) when the label was  one and a negative mean (−0.25) when
the label was  −1, with the roles reversed for the other half:
xs,d∼
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
N(−0.25 × ys, 1) for d ≤ Drelev
2
N(0.25 × ys, 1) for Drelev
2
< d ≤ Drelev
N(0, 1) for Drelev < d ≤ D
(4)
where d and s are the indices of a feature and a sample, respectively,
N(,2) is a Gaussian distribution with mean  and variance 2, and
Drelev is the number of relevant features. The number of features (D)
was ﬁxed at 30,000 and the number of relevant features at 200. Both
the training and test datasets contained 200 samples.
We repeated the simulation 100 times and evaluated the mean
prediction accuracies of iSLR and SLR.
2.5. fMRI experiment
Next, we  conducted an fMRI experiment to examine the utility
of iSLR when it is applied to real data.
2.5.1. Participants
Eight right-handed (L.Q. > 80) (Oldﬁeld, 1971) healthy partici-
pants participated in the experiment. The Ethical Committee of the
National Institute of Information and Communications Technology
(NICT) approved the study, and all the participants provided their
written informed consent prior to the experiment. The experiment
was carried out according to the principles and guidelines of the
Declaration of Helsinki (1975).
2.5.2. Task procedure
The participants rested comfortably in the supine position in
the fMRI scanner. Their right arms were orientated parallel to their
torsi, and their forearms pronated and supported by a cushion,
allowing them to relax their arms. During the scan, participants
were only allowed to move their right ﬁngers without moving their
wrists.
Visual stimuli were projected onto a screen in the scanner and
the participants could see the stimuli via a mirror in front of their
eyes. Throughout the experiment, a ﬁxation cross was presented
in the center of the screen, and the participants were instructed to
maintain their gaze on this point to avoid unnecessary eye move-
ments during the experiment. At the beginning of each trial, we
presented either the digit “1” or “2” for 0.5 s just above the ﬁxation
cross. When the digit 1 was  presented, the participants prepared to
perform repetitive extension-ﬂexion movements with their right
index ﬁnger. When the digit 2 was  presented, they performed the
same movements with their right middle ﬁnger. These movements
were initiated once the digit disappeared and the ﬁxation cross
turned red. The movements were paced by 4-Hz auditory cues
(duration = 50 ms,  pitch = 1000 Hz) and lasted for 3.5 s (= one trial).
To alert the participants at the beginning of a new trial, two 4-Hz
auditory cues with a different pitch (500 Hz) were provided during
the visual presentation of the digit.
Each session consisted of 20 trials comprising 10 index ﬁn-
ger trials and 10 middle ﬁnger trials in random order, with
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nter-trial intervals of 8 s. Further, each session included an addi-
ional 18-s resting period before the ﬁrst trial (pre-resting period)
nd another 10-s resting period after the last trial (post-resting
eriod). In total, we collected 130 functional images in each session,
ncluding pre- and post-resting periods (TR = 2000 ms). Each par-
icipant completed 10 sessions; i.e., a total of 200 trials were
ompleted.
.5.3. fMRI measurement and preprocessing
We used a 3.0-T SIEMENS scanner (Trio Tim) with a head-coil
o obtain T1-weighted anatomical images and functional T2*-
eighted echo-planar images (EPI: 64 × 64 matrix; pixel size:
.0 mm × 3.0 mm;  TE: 30 ms). A functional image volume com-
rised 30 slices of thickness 4 mm with a 1-mm gap, which ensured
hat the entire brain was within the ﬁeld of view (FOV) with dimen-
ions 192 mm × 192 mm × 150 mm.
We excluded the ﬁrst ﬁve functional images in each session
rom the analysis to allow for magnetization equilibrium, realigned
he remaining images to correct for head movements, and co-
egistered them to each participant’s anatomical image. We  then
alculated the percentage increase in the fMRI signal from the
ean for each voxel in each session. This calculation was per-
ormed to minimize differences in the magnitude of the fMRI voxel
alues across sessions. Finally, a temporal high-pass ﬁlter (But-
erworth ﬁlter) with a cutoff frequency of 1/128 Hz was applied
o the data obtained in each session to remove low frequency
rift. We  then averaged the two images obtained in the time win-
ow of 2–6 sec after the end of each trial. These images were
eemed most likely to include the signals corresponding to the ﬁn-
er movement events because the Blood Oxygen Level-Dependent
BOLD) signal normally has a delay and peaks at approximately
 s after the occurrence of neuronal activity (Aguirre et al., 1998).
inally, we extracted the values of each voxel belonging to the
rain (segmentation). The number of voxels used in this analysis
as 33,270 ± 1,570 (mean ± S.D. across participants). The trials in
hich participants used their index ﬁnger were associated with the
abel −1, while those in which they used their middle ﬁnger were
ssociated with the label 1.
We  performed realignment, coregistration, and segmentation
ith a statistical parametric mapping software application (SPM5;
ttp://www.ﬁl.ion.ucl.ac.uk/spm; Wellcome Department of Cogni-
ive Neurology, UCL, London). The other preprocessing steps were
erformed with in-house scripts in the MATLAB programming
nvironment.
.5.4. Evaluation of prediction accuracy
To evaluate the prediction accuracy of each algorithm for each
articipant, we performed a leave-one-session-out (10-fold) cross
alidation. More speciﬁcally, we trained the classiﬁers using the
80 trials from nine sessions (training dataset), and used the 20
rials of the remaining session (test dataset) to evaluate prediction
ccuracy. This validation was performed for all 10 possible session
ombinations (= 10 validation folds). Before classiﬁer training in
ach validation fold, we normalized the voxel values. That is, voxel
alues in the training dataset were transformed into z-scores, and
he mean and S.D. of each voxel in the training dataset were used
o normalize the voxel values in the test dataset. We  regarded the
ean prediction accuracy across 10 validation folds as the evalu-
ted accuracy of each algorithm in each participant. Finally, we  used
aired t-tests for statistical evaluation of the differences in accuracy
etween iSLR and SLR (signiﬁcance threshold: p < 0.05, uncorrected
t7 > 2.36))..5.5. Spatial distribution of selected voxels
To demonstrate the usefulness of iSLR for functional mapping,
e identiﬁed voxels that were selected at least once across the 10e Methods 239 (2015) 238–245
validation folds (= selected voxels). The images representing the
selected voxels were then superimposed onto anatomical images
of each participant.
2.5.6. Finger representations
Using iSLR, we  were able to ﬁnd the largest cluster around the
hand section of the contralateral (left) primary sensory-motor cor-
tices in all participants (see Section 3.2.2). To further demonstrate
the utility of iSLR for neuroimaging, we performed post hoc analysis
of the voxels included in the cluster. Because iSLR is a linear classi-
ﬁcation algorithm, we  can interpret the meaning of each voxel by
checking whether its corresponding weight is positive or negative.
Speciﬁcally, higher values of positively weighted voxels push the
ensemble classiﬁer toward predicting label 1, i.e., that the middle
ﬁnger was used. Conversely, higher values of negatively weighted
voxels push the ensemble classiﬁer toward predicting label −1, i.e.,
that the index ﬁnger was used.
On examining the weight vectors obtained from the 10 vali-
dation folds in each participant, we found two types of voxels: (1)
voxels positively weighted at least once in all validation folds, and
(2) voxels negatively weighted at least once. We deﬁned the former
voxels as “middle ﬁnger voxels” and the latter as “index ﬁnger vox-
els” and checked the spatial location of these voxels within the
largest cluster around the hand section of the primary sensory-
motor cortices. No voxels were weighted negatively in a validation
fold and positively in another.
3. Results
3.1. Simulation
Fig. 3A and B is typical examples of the simulation results
obtained as intuitive explanation of the iSLR behavior. Because SLR
selected only a small proportion of the relevant features (solid yel-
low line in Fig. 3A), many relevant features (> 68) were available for
SLR training (dashed yellow line in Fig. 3A) in the earlier iterations
(N < 12). As a result, in these iterations the base classiﬁers could
select sufﬁcient relevant features (solid yellow line in Fig. 3A) to
provide above-chance performance (yellow line in Fig. 3B). By com-
bining them, the ensemble classiﬁer could select many relevant
features (red line in Fig. 3A) and provide better prediction accuracy
(red line in Fig. 3B).
However, after a certain point, approximately N = 15, the ensem-
ble classiﬁer failed to improve or even degraded the prediction
accuracy (red line in Fig. 3B), because the base classiﬁers were able
to select only a few or no relevant features and provided prediction
virtually by chance (yellow line in Fig. 3B).
Because we  were able to successfully identify the number of
iterations around the peak accuracy in the ensemble classiﬁer
(N = 12; black vertical line in Fig. 3A and B) with cross validation,
iSLR (99.5%) successfully improved the prediction accuracy of SLR
(84.0%).
This performance improvement was consistently observed in
all 100 simulations and the mean prediction accuracy (Fig. 3C) was
signiﬁcantly (p < 0.001; t99 = 55.26) better in iSLR (98.1 ± 1.1%) than
in SLR (81.0 ± 3.0%).
The simulation results demonstrate that in iSLR, multiple better-
than-chance SLR base classiﬁers are generated in the earlier
iterations because sufﬁcient relevant features are available for
these SLR base classiﬁers due to the over-pruning in the previous
iterations. Then, by combining these SLR classiﬁers, iSLR provides
more accurate predictions. We conﬁrmed that the performance
improvement was also observed when we  increased the number of
relevant features (Drelev = 2,000 and 20,000). Only when the num-
ber of relevant features was  very small (Drelev = 20), did iSLR not
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Fig. 3. Results of the simulation: (A) The number of selected relevant features in the base classiﬁers generated in each iteration (solid yellow line), in the ensemble classiﬁers
(red  line), and the number of relevant features available for each base classiﬁer (dashed yellow line) are plotted against the number of iterations. The vertical black line
indicates the number of iterations determined by cross validation within the training dataset. (B) Prediction accuracies in base classiﬁers generated by each iteration (yellow)
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mprove the SLR performance. This could be because the risk of
ver-pruning relevant features might have originally been small in
LR (Supplementary Fig. 1).
.2. fMRI experiment
.2.1. Prediction accuracies in the fMRI experiment
Fig. 4 summarizes the mean prediction accuracies across par-
icipants. We  found that the accuracy of iSLR was  consistently
etter than that of SLR in all participants and that the mean pre-
iction accuracy was signiﬁcantly (t7 = 4.8; p < 0.05) better in iSLR
86.5 ± 8.4%) than in SLR (81.1 ± 7.8%). This indicates that iSLR
an efﬁciently recycle informative voxels over-pruned by SLR to
mprove prediction accuracy. Thus, iSLR can rectify SLR’s over-
runing, as shown in the simulation (Fig. 3). We  also conﬁrmed
hat iSLR can provide prediction accuracy comparable to Elastic Net
84.1 ± 8.6%; Zou and Hastie, 2005; De Martino et al., 2008), which
as also developed as a solution for over-pruning and recognized
s a candidate for analyzing fMRI data (Niazi et al., 2014; Casanova
t al., 2013; see Supplementary Material and Supplementary
ig. 2).
.2.2. Mapping of the selected voxels
Fig. 5A shows the rendered images of the selected voxels
or a representative participant. Each panel represents the result
btained from each algorithm. iSLR successfully identiﬁed a cluster
tructure of voxels in the sensory-motor cortices, which is a well-
nown central region for controlling ﬁngers (yellow sections in the
eft panel in Fig. 5A). Conversely, this was not robustly detected by
ig. 4. Prediction accuracies in the fMRI experiment for each participant (1–8) using
SLR (black) and SLR (white).ions determined by cross validation and the horizontal dashed black line indicates
ulations in iSLR (black ﬁlled circles) and SLR (black open circles).
SLR (yellow section in the left panel in Fig. 5A). Fig. 5B summarizes
the sizes of the voxel clusters and their frequencies of appearance
obtained from the same representative participant as in Fig. 5A. The
size of the cluster (bars indicated with yellow arrows) was promi-
nently greater than those of other clusters in iSLR. However, in SLR,
only four voxels were included in the sensory-motor cluster and
this size did not seem to be prominent when compared with other
clusters comprising two  three-voxel clusters.
To verify the consistency of these ﬁndings across participants,
we compared the mean size of the sensory-motor cluster across
participants obtained both from iSLR and from SLR (data not shown
in ﬁgure). The mean size of the sensory-motor clusters was sig-
niﬁcantly (t7 = 6.5, p < 0.05) larger in iSLR (40.0 ± 15.2 voxels) than
in SLR (8.0 ± 1.9 voxels). The difference in size from the second-
largest cluster was also signiﬁcantly (t7 = 4.7, p < 0.05) larger in iSLR
(31.6 ± 16.5 voxels) than in SLR (3.6 ± 1.9 voxels). This may  indicate
that iSLR is superior in terms of its ability to identify a prominently
larger cluster in the task-relevant brain region.
These results demonstrate the efﬁcacy of iSLR for functional
mapping. Speciﬁcally, even when much larger numbers of rele-
vant voxels are actually concentrated in a certain brain region, SLR
can identify only a few relevant voxels from the region because of
over-pruning. This may  increase the difﬁculty experienced in iden-
tifying the brain region that represents label information. Thus, by
rectifying over-pruning with iRec, iSLR can be viewed as a robust
functional mapping tool.
3.2.3. Finger representations
Another important ﬁnding from the fMRI experiment is that iSLR
was able to identify the difference between the spatial represen-
tations of the index and middle ﬁngers within the sensory-motor
cluster (Fig. 5C). In a representative participant, the index ﬁn-
ger voxels (green section in Fig. 5C; normalized coordinates of
center-of-gravity (COG) in Montreal Neurological Institute (MNI)
coordinates ((x, y, z) = (−45.0 mm,  −27.2 mm,  53.8 mm)) were con-
centrated more inferiorly compared to the middle ﬁnger voxels
(blue section in Fig. 5C; (x, y, z) = (−28.9 mm,  −32.7 mm,  70.5 mm)).
Importantly, this ﬁnding was consistently observed in all partici-
pants. In fact, when we  compared the z-coordinate of the COG for
the index ﬁnger voxels with that for the middle ﬁnger voxels, the
former was  smaller than the latter in all participants. Furthermore,
the spatial relationship found in the present study is consistent with
previous ﬁndings that index ﬁnger representation is more inferi-
orly located in the primary sensory-motor cortices than the middle
ﬁnger representation, as reported in electrophysiological (Penﬁeld
and Boldrey, 1937) and high-resolution neuroimaging (Dechent
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Fig. 5. Results of functional mapping in a representative participant: (A) Spatial
locations of voxels selected by iSLR (left panel) and SLR (right panel). The yellow
sections represent the largest clusters found around the hand section of the left
primary sensory-motor cortices and the red sections represent the other selected
voxels. For display purposes, the images representing selected voxels have been
transformed into MNI  standard brain space, and are rendered onto the surface of
the template brain. (B) Histograms of the number of clusters formed by the selected
voxels. The horizontal axis indicates the cluster size. The left and right panels rep-
resent the results from iSLR and SLR, respectively. In each panel, the vertical axis is
log-scaled. A bar, denoted by a yellow arrow in each panel, indicates the largest clus-
ter that was found in the primary sensory-motor cortices. (C) Spatial distributions of
the  index and middle ﬁnger voxels in the sensory-motor cluster identiﬁed by iSLR.
The  white square in the left panel indicates the region around the hand section of
the left primary sensory-motor cortices, which is zoomed in the right panel. In the
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Appendix A. iSLR is a linear classiﬁer.ight panel, the green section corresponds to the index ﬁnger voxels and the blue
ection corresponds to the middle ﬁnger voxels.
nd Frahm, 2003) studies. Thus, the present result demonstrates the
tility of iSLR in terms of its capability to identify distinct multiple
rain representations within the local brain region.
. Discussion
In this paper, we proposed an ensemble solution (iRec) that can
e applied to any kind of SCA to rectify over-pruning. The results of
ur simulation and real fMRI experiments demonstrate that iSLR,
omprising iRec incorporated with SLR, can rectify over-pruning in
LR and thereby improve prediction accuracy. Further, iSLR is able
o identify the brain region representing label information more
learly than SLR.
To the best of our knowledge, this is the ﬁrst study to have
roposed a solution for over-pruning using the ensemble-learning
ethod and also demonstrate its usefulness both for improving
abel prediction and for mapping functional brain ﬁelds. Hereafter,e Methods 239 (2015) 238–245
we discuss the efﬁcacy of iRec from the viewpoint of ensemble-
learning theory.
In general, it is well known that the accuracy of the ensem-
ble classiﬁer highly depends not only on the accuracy but also
the diversity of individual base classiﬁers (Jacobs, 1995; Tumer
and Ghosh, 1995, 1996; Breiman, 2001; Kuncheva, 2004). In par-
ticular, ensemble learning can improve prediction accuracy only
when multiple better-than-chance base classiﬁers are generated
and these classiﬁers’ predictions are stochastically independent.
As demonstrated in the simulation, in iRec, multiple base classi-
ﬁers can provide better-than-chance prediction accuracy, due to
over-pruning in SCA for the training of base classiﬁers.
One way of increasing the diversity of the base classiﬁers is to
generate base classiﬁers using disjoint feature subsets. For example,
in random subspace ensemble (Ho, 1998), features are randomly
separated into disjoint feature subsets and each of them is used to
generate each base classiﬁer. In the adaptive iterative learning algo-
rithm based on feature selection and combination voting (AdaFSCV;
He and Shenm, 2007), features are ranked based on usefulness for
classiﬁcation evaluated by univariate statistics and separated into
disjoint subsets according to the rank (i.e., best group, second best
group, . . .,  worst group).iRec is also based on this idea. More specif-
ically, in each iteration, we generate a new base classiﬁer from
the updated training dataset from which we excluded the previ-
ously selected features. Consequently, there is no overlap between
the feature subsets used for label prediction in the base classiﬁers.
Hence, we  can presume that this updating rule increases, at least to
some extent, the likelihood of independency of each base classiﬁer.
A unique advantage of iRec is that it can perform both feature
division and classiﬁer training simultaneously by taking multivari-
ate structure (i.e., correlation between features) into consideration.
Thus, there is no risk of iRec corrupting the correlation structure
of features during the feature separation procedure, whereas pre-
vious approaches (random separation or separation based on the
univariate analysis) may  carry such a risk. This is very important
in fMRI decoding because fMRI signals normally tend to correlate
highly across voxels and better prediction can be obtained when
some subsets of voxels are used together even though each is not
highly informative (Yamashita et al., 2008).
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abel that maximizes the product of the associated probabilities
redicted by the SLR sub-classiﬁer in Eq. (2). This meta-classiﬁer
s equivalent to a linear classiﬁer, whose weight vector is the
um of the sub-classiﬁers’ weights (Eq. (3)). This is proven
s follows.
Since y takes a value of 1 or −1, a different form of Eq. (2) is
predicated
=
⎧⎪⎨
⎪⎩
1 if
N∏
n=1
P (y = 1 |xtest, w ) −
N∏
n=1
P (y = −1 |xtest, w ) > 0
−1 otherwise
(s1)
Then, by inserting Eq. (1) and noting that 1/1 + e−w
T
(n)
xtest×(−1) =
−wT
(n)
xtest /1 + e−w
T
(n)
xtest , the conditional expression can be trans-
ormed as follows:
N∏
n=1
P(y = 1|xtest, w(n)) −
N∏
n=1
P(y = −1|xtest, w(n))
=
N∏
n=1
1
1 + e−w
T
(n)
xtest
−
N∏
n=1
1
1 + e−w
T
(n)
xtest×(−1)
=
1 −
N∏
n=1
e
−wT
(n)
xtest
N∏
n=1
1 + e−w
T
(n)
xtest
= 1 − e
−
(
N∑
n=1
wT(n)xtest
)
N∏
n=1
1 + e−w
T
(n)
xtest
(s2)
Since the denominator in the last line of (s2) is always positive,
nd the numerator is positive when
(∑N
n=1w
T
(n)xtest
)
is positive,
q. (s1) is equivalent to Eq. (s3):
predicated =
⎧⎪⎨
⎪⎩
1
(
N∑
n=1
w(n)
)T
xtest > 0
−1 otherwise
(s3)
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