Adversarial learning is a game-theoretic learning paradigm, which has achieved huge successes in the field of Computer Vision recently. It is a general framework that enables a variety of learning models, including the popular Generative Adversarial Networks (GANs). Due to the discrete nature of language, designing adversarial learning models is still challenging for NLP problems.
Tutorial Description
Adversarial learning (AdvL) is an emerging research area that involves a game-theoretical formulation of the learning problem. Recently, with the introduction of Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) , we have observed some stunning results in the area of image synthesis in Computer Vision (Brock et al., 2018) .
Comparing to images, even language is discrete, the general family of adversarial learning methods still have gained significantly more attentions in NLP in recent years 1 . In contrast to the focus of GANs in Computer Vision, Natural Language Processing researchers have taken a broader approach to adversarial learning. For example, three core technical subareas for adversarial learning include:
• Adversarial Examples, where researchers focus on learning or creating adversarial examples or rules to improve the robustness of NLP systems. (Jia and Liang, 2017; Alzantot et al., 2018; Iyyer et al., 2018; Ebrahimi et al., 2018a,b; Shi et al., 2018b; Chen et al., 2018; Farag et al., 2018; Ribeiro et al., 2018; Zhao et al., 2018) • Adversarial Training, which focuses on adding noise, randomness, or adversarial loss during optimization. (Wu et al., 2017; Wang and Bansal, 2018; Li et al., 2018a; Yasunaga et al., 2018; Ponti et al., 2018; Kurita et al., 2018; Kang et al., 2018; Li et al., 2018c; Masumura et al., 2018) • Adversarial Generation, which primarily includes practical solutions of GANs for processing and generation natural language. (Yu et al., 2017; Li et al., 2017; Wang and Lee, 2018; Additionally, we will also introduce other technical focuses such as negative sampling and contrastive estimation (Cai and Wang, 2018; Bose et al., 2018 ), adversarial evaluation (Elliott, 2018 , and reward learning (Wang et al., 2018c) . In particular, we will also provide a gentle introduction to the applications of adversarial learning in different NLP problems, including social media (Wang et al., 2018a; Carton et al., 2018) , domain adaptation (Kim et al., 2017; Alam et al., 2018; Zou et al., 2018; Chen and Cardie, 2018; Tran and Nguyen, 2018; Cao et al., 2018; Li et al., 2018b) , data cleaning (Elazar and Goldberg, 2018; Shah et al., 2018; Ryu et al., 2018; Zellers et al., 2018) , information extraction (Qin et al., 2018; Hong et al., 2018; Wang et al., 2018b; Bekoulis et al., 2018) , and information retrieval (Li and Cheng, 2018) .
Adversarial learning methods could easily combine any representation learning based neural networks, and optimize for complex problems in NLP. However, a key challenge for applying deep adversarial learning techniques to real-world sized NLP problems is the model design issue. This tutorial draws connections from theories of deep adversarial learning to practical applications in NLP.
In particular, we start with the gentle introduction to the fundamentals of adversarial learning. We further discuss their modern deep learning extensions such as Generative Adversarial Networks (Goodfellow et al., 2014) . In the first part of the tutorial, we also outline various applications of deep adversarial learning in NLP listed above. In the second part of the tutorial, we will focus on generation of adversarial examples and their uses in NLP tasks, including (1) The inclusion and creation of adversarial examples for robust NLP; (2) The usage of adversarial rules for interpretable and explainable models; and (3) The relationship between adversarial training and adversarial examples. In the third part of the tutorial, we focus on GANs. We start with the general background introduction of generative adversarial learning. We will introduce an in-depth case study of Generative Adversarial Networks for NLP, with a focus on dialogue generation (Li et al., 2017) .
This tutorial aims at introducing deep adversarial learning methods to researchers in the NLP community. We do not assume any particular prior knowledge in adversarial learning. The intended length of the tutorial is 3.5 hours, including a coffee break.
Outline
Noise-Robust Representation Learning, Adversarial Learning, and Generation are three closely related research subjects in Natural Language Processing. In this tutorial, we touch the intersection of all the three research subjects, covering various aspects of the theories of modern deep adversarial learning methods, and show their successful applications in NLP. This tutorial is organized in three parts:
• Foundations of Deep Adversarial Learning.
First, we will provide a brief overview of adversarial learning (RL), and discuss the cutting-edge settings in NLP. We describe methods such as Adversarial Training (Wu et al., 2017) , Negative Sampling, and Noise Contrastive Estimation (Cai and Wang, 2018; Bose et al., 2018) . We introduce domain-adaptation learning approaches, and the widely used data cleaning and information extraction methods (Elazar and Goldberg, 2018; Shah et al., 2018; Ryu et al., 2018; Zellers et al., 2018; Qin et al., 2018; Hong et al., 2018; Wang et al., 2018b; Bekoulis et al., 2018) . In this part, we also introduce the modern renovation of deep generative adversarial learning (Goodfellow et al., 2014) , with a focus on NLP (Yu et al., 2017; Wang and Lee, 2018; .
• Adversarial Examples for NLP Second, we will focus on the designing practical adversarial examples for NLP tasks. In particular, we will provide an overview of recent methods, including their categorization by whether they are white (e.g. Ebrahimi et al., 2018a) (Pezeshkpour et al., 2019) .
• An In-depth Case Study of GANs in NLP. Third, we switch from the focuses of adversarial training and adversarial examples to generative adversarial networks (Goodfellow et al., 2014) . We will discuss why it is challenging to deploy GANs for NLP problems, comparing to vision problems. We then focus on introducing Seq-GAN (Yu et al., 2017) , an early solution of textual models of GAN, with a focus on policy gradient and Monte Carlo Tree Search. Finally, we provide an in-depth case study of deploying two-agent GAN models for conversational AI (Li et al., 2017) . We will summarize the lessons learned, and how we can move forward to investigate game-theoretical approaches in advancing NLP problems.
History
The full content of this tutorial has not yet been presented elsewhere, but some parts of this tutorial has also been presented at the following locations in recent years: 
Duration
The intended duration of this tutorial is 3.5 hours plus a half an hour break. 
