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A polynomial 
a,+a,f+ “’ +a,P 
with integer coefficients is called (symmetric) unimodul if 
(a) a NP,=uj for all j and 
(b) O<u,du,<u,6 ... <uCN,z3; 
e.g., the Gaussian polynomial 
n 
[l 
(l-tn)(l-~,~l)...(,-,,~,+‘) 
= 
r (l-?)(14)...(14) 
is unimodal (see [3, p. 671). 
CONJECTURE. The polynomial 
r 1 - t”” 
n- v=, 1-t” 
is unimodul if 
(a) n is eoen and r3 1; 
(b) nisoddundr>,ll. 
For n = 2 the conjecture says that 
(l+t)(l+t)*...(l+q 
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is unimodal. This has been proved several times with various methods (see 
[4-61). For n = 4 the conjecture was proved by the author by refining the 
method of Odlyzko and Richmond [4]. 
In this paper we will use rather accurate estimates of the Chebyshev 
polynomials 
U,~,(COS$+~ 
sin I$ 
and then prove the conjecture for 3 6 n 6 20 and for n = 100 and 101. 
The method of proof is somewhat strange. We can “prove” the conjec- 
ture by induction for “large” r, say r 2 r,(n). In [2], r,(n) z $I’ log n grows 
very fast with n. Here we achieve that for large n we get rO(n) cz 10, a 
constant. 
The initial steps in the induction have to be performed on a computer. 
The program for this was written by Kimmo Eriksson, from Stockholm. 
For this I am most grateful. If one wants to spend more time on the com- 
puter one could easily prove the conjecture for any n up to, say, n = 103. 
Another interpretation of the conjecture is the following: Let 
r 1 _ t”” 
n - = (1 + t + 2” + . . + p -. ‘)( 1 + 3 + p + . . + $(” ‘I) v=’ 1-f’ 
. ..(l+y+(“+ . $f”” 1’) 
where N = N(n, r) = (n - 1) r(r + 1)/2. Then c(j, n, r) is the number of 
partitions 1= ( 1”‘2”2.. . P) with /i( = ,j and all M,, < n, i.e., the number of 
partitions of j into at most r parts each repeated less than n times. 
CONJECTURE. c(j, n, r) increases with j{ov 1 <j< [(n- 1) r(r+ 1)/4] iJ‘ 
(a) kz is euen and rb 1; 
(b) nisoddandr>ll. 
The conjecture is also equivalent to the following statement: 
CONJECTURE. n;=, $‘V,, is a module if 
(a) n is even and t-3 1; 
(b) n isoddandr>ll. 
Here module means SL(2, @)-module and V,, is the unique n-dimensional 
irreducible module. The Adams operations Ic/ i V, are defined formally (see 
UNIMODAL POLYNOMIALS 45 
[2, 3.91). They are not modules. A formal finite sum C cjVj with all ci E Z is 
a module if and only if all ci > 0. 
I  
As a by-product 
polynomials 
In this section we 
will be used later in 
LEMMA 1. 
we get the following inequalities for C’hebyshev 
IU,-,(x)1 <ny2 
IT,‘(x)1 ewL if Ix/ < 1. 
1. SOME INEQUALITIES 
collect some useful formulas, mostly inequalities, that 
the proof. 
for IX <z/n. Here [ denotes the Riemann [-function. 
Proqf: See [ 1, Formula 4.3.711. 
LEMMA 2. The following inequalities are valid (n is an integer 3 3). 
A. For 0 < a < z/n, put c, = ae2 log(n sin a/sin na). Then 
sin nx/n sin x 3 exp( - c,x2) for 0 < x d a. 
B. Assume arcsin e/n d a d 42. Then 1 sin nxjn sin x 1 d 
exp( - (sin2 x/sin2 a) log(n sin a)) ,for 0 d x < a. 
C. lsin nx/n sin 91 d exp( - (log n) sin* x) for all x. 
D. Let arcsin eJn < a 6 42. Then 
lsin nx/n sin x d exp( - (xl/a’) log(n sin a)) for 0 d x d a. 
E. lsin nx/n sin x < exp( - (4x2/7c2) log n) for 0 6 x d 7c/2. 
F. l/sin s < l/.x + x/3 for 0 < x < 7112. 
Proof: A. The inequality is equivalent to 
log s 6 c,x2, 
that is 
for 0 d x d a. 
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By Lemma 1, the left-hand side is 
which manifestly is an increasing function of x for 0 d x < x/n. 
B. The inequality is equivalent to 
1 
log z 
I ! 
1 
T sin- x 
b T log( n sin a). 
sin a 
But jsin nxl 6 1 implies that the left-hand side is 
1 
3 7 log(n sin x) = g(x). 
sin x 
Now 
g’( .x) = c,os x 3 (1 - 2 log(n sin x)), 
sm x 
so g(x) has a maximum at x = arcsin(&/n) and is then decreasing. Hence 
gb) 3 & log(n sin a) A for arcsin - < x < u, 
n 
and the inequality B is proved for arcsin &/n 6 x < a. Using Lemma 1 
again, we get that 
1 n sin x 
7 log -= 
sin x sin nx 
is increasing for 0 < x < n/n, since x/sin x is increasing. Now 
lim 
1 n”- 1 
7 r;-o sin-x 
log nsln 
sin nx 
- > n’le’ = g(arcsin e/n). 
6 
Hence 
1 
sin’ x 
log E 3 g(arcsin e/n) 3 g(a) 
for O<xdarcsin e/n if arcsin e/n <a< n/2. We have arcsin &/n < 
arcsin e/n < x/n if n 3 4. For n = 3 the inequality B is easily proved directly. 
Hence the inequality is true for 0 < x ,< a. 
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C. By periodicity and symmetry it is sufficient to prove the inequality 
for 0 <x 6 71/2. But then it follows from B by putting a = n/2. 
D. This follows from B by observing that 
sin a 
sin x > x - for O<x<a<71/2 
a 
(the straight line through (0,O) and (a, sin a) lies under the sine curve). 
E. Put a = n/2 in D. 
F. See [2, Lemma 4.2.11. Q.E.D. 
If we put t = cos x in inequality C we get the following result: 
THEOREM 1. (a) lU,P,(t)l Gd*; 
(b) Ir,(t)l <.‘+f2 ifIt < 1. 
Prooj: (a) I U,- I(t)l = I U,- ,(cos x)1 = lsin nx/sin xl 
6 n exp{ -log(n sin* x)} = n/rzpf2 = nl*; 
(b) TL(t)=nUHp,(t). 
Finally the approximation of the integral Z, in the next section will prove 
the following extended version of Theorem 1: 
THEOREM 1’. (a) I JJ;= i U,- i o T,(x)1 <n”*- 1’4+(1/4)uz~(x); 
(b) lFIl=, TioTAx)l dn 3d- ~/~+(wQ)T;,+,(.T) for lx1 d 1. 
LEMMA 3. Let 0-c cc d. Then 
i 
d 
t2ec’ZdtdC e-‘.*(l + 1/2c*). 
c 2 
Proof Partial integration twice. 
2. PROOF OF THE CONJECTURE FOR 
3dnd20ANDFORn=100AND 101 
Using the notation from the Introduction we get 
N(n,r) N(n,r- 1) 
,F, ( 
cj,n,r)t-‘=(1+t’+t2’+ +tr+l)) C c(j, n, r - 1) t j  
j=l 
64/32/l-4 
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and the recursion formula 
n-l 
c(j, n, r) = 1 c(j - vr, n, r - 1). 
V=O 
Assume now that 
r I 1 _ p 
n- “=, 1-t” 
is unimodal. Then c(j, n, r - 1) increases with j up to N(n, r - 1)/2 and so 
does c(j, n, r). Thus we must fill the gap 
N/2-(n-l)r/2<j<N/2, 
where N = N(n, r) = (n - 1) r(r + 1)/2. 
THEOREM 2. Given an integer n > 3, there is a number ro(n) depending 
only on n, such that if r 2 r,(n) then 
c(j, n, r)<c(j+ 1, n, r) 
for N/2 - r(n - 1)/2 <j < N/2. For large n we have asymptotically, ro(n) is 
the largest of 
r = 7.35 + 14.92/lag n + 22.38/iog2 n 
r = 3n21k( 1 + l.O8/log n + 0.53/log2 n). 
In the latter formula k can be chosen as the integer closest to 4. “log n. 
Proof. Put t = ezi6 in the formula 
Then 
and 
[N/21 
2 c c,cos(N-2j)d=,,~l ==I(() 
r=O 
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(where c,,, has to be replaced by f~~,~ if N is even). We get 
that defines c, for any real j. Differentiate with respect to j. We want 
when O<p<r(n-1). We put p=N-23’. 
The idea of proof is to split the interval into k + 2 pieces. Close to 4 = 0, 
f(d) is large and positive. Then we estimate the integrals over the other 
intervals and show that the sum of their absolute values is less than the 
value of the integral over the first interval. 
First we consider the integral 
We have 0 < vd < ev/rn for v = 1,2, . . . . r. Since evlrn < eJn < nJn we can use 
inequality A with a = ev/rn. Hence 
%aeexp{ -c,,,,,v2fj2} 
n sin v# 
i 
n sin vejrn 
=exp -e p2r2n2q52 log 
sin evfr I 
and 
>nrexp -e 
i 
-2r2n2cj2 i log 
n sin vejrn 
v=l sin ev/r I ’ 
Using Lemma 1 we get 
s= i log 
n sin evfrn 
v=, sin evjr 
=,T, y (nV- 1) (k)‘SU(r) 
d r T, $$j (e/n)“. 
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Here s*,=CJ=, v 2/z r*“‘/(2j+ 1) and i(2)= 7c2/6. Furthermore [(2j) d 
c(4) = 7r4/90 for j B 2. Hence 
where 
g(x)= f 7” 
1 +x 
--=2-x~/3-log(l-x~)-x~‘logi-x. 
i=* m+ 1) 
Finally 
SGO.513r 
and e~‘.0.513=0.0694z~. 
Since sin ~4 > ~4 exp( - ~~4~13) we get 
i 
P/m 
13n’. F$ exp( -r3nzqS2/14) sin ,u4 db, 
0 
Now p<r(n- 1) so 
3 2 
y++$Gr4 l+T. 
’ r3nz ( 14 (q)‘.:}, 
We will replace the last factor by 1. This will effect the end result very little. 
Indeed when n is little (say 3 or 4) then r is rather large (38 and 30, respec- 
tively) and when n is larger then the effect on ro(n) will occur in the term 
c/log n and will be neglible. We will return to this wen we compute r,(n) at 
the end of the proof. 
Put a2 = r3n2/14 and t = aqi Then 
t’e-” dt znn’pap3 
s 
cc 
t2e- I2 dt 
0 
14JGc 
4n3r9~2 
The error jz,,.n t2e -‘* dt zz (e J/2 fi) e 
to &/4 if r 3 10. 
-r2r’14 is small ( < l/75) compared 
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Next, we split the interval [e/m> e/r] into k pieces [e/rn’S+‘)‘k, efmslk] 
where s = 0, 1 , . . . . k - 1. In order to achieve r,,(n) z 10 for large n we choose 
k z 4 . “log n = 4(log n)/log 10. 
To simplify notation, we write c( = l/n’“+ ‘jik and j3 = l/n”lk. Consider 
We have v4 < ve/I/r. In order to use inequality D we need a = vt$/r 3 e/n 
(for n 3 4 we can replace arcsin e/n by e/n; for n = 3 we will give a simpler 
argument later), i.e., v 2 r/n/?. For these v we get 
Ixldexp{--$$log(nsinveplr)i 
and 
log(n sin vefl/r) . 
NOW the sum can be replaced by an integral 
log(n sin vejI/r) ej!IJr 
r d 
Z-- 
s eB dn 
log(n sin x) d.u 
dx 
>T 
s 
eB 
eB 0 
(log(m) - x2/3) dx 
=-$ [x(log(nx) - 1) -x3/91$ 
2 r log($) 1 - 
e2f12 
9 log(nB) ’ 
52 GERT ALMKVIST 
Unless j = 1 (i.e., s = 0) the term e2j2/9 log(nfi) can be neglected. We wil 
assume this for the moment and treat the case s = 0 later. Hence 
Put b2 = r3 log(nB)/e2~2 and t = bqi Using Lemma 3 we get 
<n’p.g {I +&}exp{-e2a2b2/r2} 
e’crp’ 
= n2p 2r4 log(n/I) 
l+ -$log(rq) 
Now assume that s = 0, i.e., j = 1 and c( = n ~ Ilk. The sum 
jj log(n sin ve/r) b r(log rr){ 1 -e2/9 log h} 
Y = r/n 
and 
s 
e/r lb dn’P [ 1 - e2/9 log n] 4’ dq4. 
6xX/r 
Put b2 = (r3 log rr/e’)[ 1 - e2/9 log n] and t = bcj. Then 
dn’~~{l+&}exp{-e20c2b2/r2} 
e361 
= n’p 
1 + 1/(2cc2r log n) 
m&T 1 - e2/9 log n 
xexp{-rCt210grr[1-e2/910gn]}. 
The term 1/(2u2r log n) “N i log n can be neglected (we will get ci2r z 3). 
One easily sees that s = 0 is the worst case (i.e., gives the largest integral). 
Let us now choose 
k = 4(log n)/log 10 
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and determine r such that 
We get 
e3cl 1 
2r4 log n ’ 1 - e2/9 log n 
expf-rcr2(logn)[1 -e2/910gn]} 
14 $2, log 10 
= 1 6n3r9j2 log n 
53 
J exp{ -ra’(log n)[ 1 - e2/9 log n]} = 7 ‘izl’r,g lo [l - e2/9 log n]. 
Put 
t = m2(log n)( 1 - e2/9 log n) 
J te-r=C.- 7 (1 -e2/910gn), 
where 
C=7.J14nlog 10 
4e3 
= 1.33. 
Observe that the equation Jeer = a has two solutions if a < l/A (t % a* 
and tz -log a). We want the largest solution. Take the logarithm 
$logt-t=logC++loglogn-3logn+log(l-e*/9logn). 
Hence t z 3 log n. Iterating gives the asymptotic formula 
r ~ 3n2,k 1 + h&m + l%dw 
310gn 18 log* n 
log( 1 - e2/9 log n) 
310gn 
(1-2/9logn)--’ 
or for large n 
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Let us now comment on the factor 
at the end of the computation of I. If Y = 10 then 
14 n-l 21 22 
I+3 n ( ) 7% 
and it will diminish the constant C by a factor (a) 22 3’2 = 1.78. It will increase 
r by replacing 
1.08 
- by at most 
1.08 + flog 1.78 1.27 
log n logn =- log n’ 
Finally we estimate 
Using inequality C we get 
r sin nvd n- ,, =, n sin 4 I i d exp -(log n) i sin’ v$ . ,, = I I 
But 
i sin’ v4 = r 
1 1 sin(2r+l)d 
I 
j+;-;?. sin 4 
11 1 >!I+---.- 
2 4 4 sin e/r 
1 lr e ,I+--- 
( ) 
2e- 1 
2 4 4 4 3r 
-+- 2F4er, 
where we used F at the end. Hence 
II,1 G H’P /‘zz /2exp{-yrlogn}d# 
lx3 2e- 1 
d n’p 24 ev, -- 4e 
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We want the smallest r for which IlkI d I 
II3 
24 exp i 
2e- 1 14 J14n 
-- 4e rlogn = I 4&9’2 . 
Solving this equation in the same way as before we get 
14.92 22.38 
rz7.35+- - 
log n + log2 n 
For n = 3 and 4 we now make a special computation. Let 
By inequality E we get 
1x1<exp(-Tlogn) 
and 
If(4)l G nr exp ( 
-$(logn)i v’)=n’exp(-$logn), 
1 
Hence 
Put h2 = 4r3 log n/3n2 and t = h~$. Then 
n’p eb 
t2epr2 dt -.- exp 
b3 2rn 
3e7r2 
z5rfj.i. 
8r4n log n 
exp 
Solving the equation I$ z I gives the asymptotic formula 
For n = 3 we get r = 13 and for n = 4 we get r = 26. These values are well 
below the values we get for IlkI = I. 
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Finally we give the following table. Here rO(n) is the value of r up to 
which the conjecture has to be checked on a computer. More precisely, 
r,(n) is the smallest r for which 
r*(n) is the smallest integer for which the polynomial is unimodal for all 
r > r*(n). It is conjectured that r*(n) = 1 for all even n. 
n ro(n) r*(n) 
3 38 11 
4 30 1 
5 26 7 
6 23 1 
7 21 I 
8 20 1 
9 19 5 
10 19 1 
11 18 1 
12 18 1 
13 17 5 
14 17 1 
15 16 I 
16 16 1 
17 16 5 
18 16 1 
19 16 1 
20 15 1 
100 14 1 
101 14 5 
Looking at the table one can make the conjecture more precise: 
CONJECTURE. n:=, (1 - t”“)/( 1 - t”) is unimodul for 
(4 nevenandral; 
(b) n=3 and r> 11; 
(c) n=5 and r>7; 
(d) n=4k+ 129 and ra5; 
(e) n=4k+3>7 andr>7. 
One also sees that the limit value 7.35 for r in the estimation of Ik cannot 
be improved if n is odd. The largest r for which the polynomial is not 
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unimodal is probably 10. That occurs when n = 3. J. Backelin has com- 
puted 
10 l-13” 
n 
-= 
,,=, 1-t” 
1 + t + 2t2 + ... + 1423t54 + 1417ts5 + 1423t56 
+ . . . + 2t108 + t’09 + t”O. 
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