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a b s t r a c t
We consider both the periodic and the non-periodic Cauchy problem for the Novikov
equation and discuss continuity results for the data-to-solution map in Sobolev spaces. In
particular, we show that the data-to-solution map is not (globally) uniformly continuous
in Sobolev spaces with exponent less than 3/2. To accomplish this, we construct sequences
of peakon solutions whose distance initially goes to zero but later becomes large.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We study the following Cauchy problem
∂tu− ∂2x ∂tu+ 4u2∂xu− 3u∂xu∂2x u− u2∂3x u = 0 (1.1)
u(x, 0) = u0(x), x ∈ T or R, t ∈ R, (1.2)
for the Novikov equation and prove that the data-to-solution map is not globally uniformly continuous on Hs for s < 3/2.
This result supplements recent work of Himonas and Holliman [1] which showed that the data-to-solution map for
(1.1)–(1.2) is not uniformly continuous on bounded subsets of Hs for s > 3/2.
In 2009, Novikov introduced Eq. (1.1) as an integrable Camassa–Holm type equationwith cubic nonlinearities [2]. Like its
counterpart, the Camassa–Holm equation (CH), the Novikov equation has a matrix Lax pair, bi-Hamiltonian structure, and
infinitely many conserved quantities. The Novikov equation also enjoys two other important properties of the CH equation:
it admits peaked soliton (peakon) solutions [3] and conserves the H1-norm
∥u∥2H1 =
 
u2 + u2x

dx.
If we letm(x, t) = u(x, t)− uxx(x, t), the Novikov equation can be written in the following elegant form
mt + u2mx + 3uuxm = 0,
which bears a resemblance to the Camassa–Holm equation
mt + umx + 2uxm = 0.
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Interest in the Camassa–Holm equation was, to a certain extent, motivated by the desire to find models of water waves
that break. The equation originally appeared in the context of hereditary symmetries [4], and later, Camassa and Holm
derived the CH equation from the Euler equations of hydrodynamics in 1993 [5]. Following its discovery, Degasperis and
Procesi found another integrable equation of similar form called the Degasperis–Procesi (DP) equation [6]. These equations
were further generalized to the b-family equation [7] given by
mt + umx + buxm = 0, b ≠ 0.
Like the Novikov equation, every member of the b-family equation has peakon solutions for each b [8]. However, it is not
the case that every member is also integrable. In fact, the Degasperis–Procesi and Camassa–Holm equations are the only
integrable members of the b-family [9].
Thus far, the Novikov initial value problem (1.1)–(1.2) has been shown to be locally well-posed in Hs for s > 3/2 on the
torus and on the line. Tiglay proved well-posedness on the torus for s > 5/2 [10], and Himonas and Holliman proved well-
posedness on the torus and on the line for s > 3/2 [1]. In particular, for s > 3/2, it has been shown that the data-to-solution
map is continuous as a map from Hs into C([0, T ];Hs) for s > 3/2. Related results for the CH, DP, and b-family equation
have been proved in [11–21], for example.
Herewe advance the understanding of the continuity of the data-to-solutionmap.We aim to prove the following theorem
motivated by the work of Himonas and Misiołek [22], who proved an analogous result for the Camassa–Holm equation.
Theorem 1.1. For any T > 0, the data-to-solution map u(0) → u(t) of the Cauchy problem (1.1)–(1.2) is not uniformly contin-
uous from Hs to C ([0, T ];Hs) for s < 3/2, where the norm on C ([0, T ];Hs) is defined by
∥u∥C([0,T ];Hs) = sup
t∈[0,T ]
∥u(t)∥Hs .
To prove this, for T > 0 fixed, we construct two sequences v1n(t), v
2
n(t) of peakon solutions in H
s, s < 3/2, which satisfy the
following two conditions:
lim
n→∞ ∥v
2
n(0)− v1n(0)∥Hs = 0
lim
n→∞ supt∈[0,T ]
∥v2n(t)− v1n(t)∥Hs = ∞.
Hence, the data-to-solution map is not globally uniformly continuous; however, it should be noted that these sequences
have the unfortunate property that their Sobolev norms are large. A more desirable result would show that the data-to-
solution map is not uniformly continuous on bounded subsets of Hs, or continuous even. In Appendix, we provide detailed
proofs that the Novikov equation (1.1) has peakon solutions on the line and the torus.
2. The periodic case
Beforewe begin the proof of Theorem1.1 on the torus, we observe that there are periodic peakon solutions of theNovikov
equation (the proof is in Appendix). The form of the periodic peakon arises naturally from periodizing the peakon on the
line and determining the leading coefficient that makes it a solution to the Novikov equation.
Lemma 2.1. For c > 0, the periodic peakon
u(x, t) = γ cosh

x− ct − 2π

x− ct
2π

− π

(2.1)
is a solution of the Novikov equation
∂t(1− ∂2x )u+
1
3
∂x(1− ∂2x )(u3)+ ∂x

u3 + 3
2
u (∂xu)2

+ 1
2
(∂xu)3 = 0 (2.2)
if and only if γ = ±
√
c
cosh(π) .
Using these periodic peakons, we can construct sequences which demonstrate that the data-to-solution map for the
Novikov initial value problem (1.1)–(1.2) is not (globally) uniformly continuous onHs(T)when s < 3/2. The periodic portion
of Theorem 1.1 follows from the subsequent proposition.
Proposition 2.1. Let s < 3/2 and T > 0. For any t0 ∈ (0, T ], there exist two sequences of (weak) solutions v1n(t), v2n(t) in Hs(T)
of (1.1)–(1.2) such that
∥v2n(0)− v1n(0)∥Hs ≤ C1(s)
1√
nt0
(2.3)
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and
∥v2n(t0)− v1n(t0)∥Hs ≥ C2(s)ns+|s|+
1
2 , (2.4)
where Cj(s), j = 1, 2, are positive constants defined by
C21 (s)=˙ 4 tanh2(π)

m∈Z
(1+m2)s−2 (2.5)
and
C22 (s)=˙ 2s+1 tanh2(π) (1− cos(1)) . (2.6)
Remark 2.1. For any ε > 0, it is possible to choose a constant C2 such that
∥v2n(t0)− v1n(t0)∥Hs ≥ C2(s)ns+|s|+ε.
Proof. Let T > 0 and t0 ∈ (0, T ]. To construct the desired sequences, we need to determine positive constants c1 = c1(n)
and c2 = c2(n) such that the sequences of periodic peakon solutions given by
ucj(x, t) =
√
cj
cosh(π)
cosh

x− cjt − 2π

x− cjt
2π

− π

, j = 1, 2,
satisfy the desired conditions (2.3) and (2.4). We begin by computing the Fourier transform of uc(·, 0).
uˆc(m, 0) =
 2π
0
e−imx
√
c
cosh(π)
cosh

x− 2π
 x
2π

− π

dx
=
√
c
2 cosh(π)
 2π
0

e(1−im)x−π + e−(1+im)x+π  dx
= 2 tanh(π)
√
c
1+m2 .
Thus, since f (x− a)(m) = e−ima fˆ (m), we have for t > 0,
uˆc(m, t) = 2 tanh(π)
√
ce−imct
1+m2 .
Initially, the Hs-distance between the two peakon sequences is
∥uc2(0)− uc1(0)∥2Hs =

m∈Z
(1+m2)s
2 tanh(π)1+m2 √c2 −√c1
2
= 4 tanh2(π) √c2 −√c12
m∈Z
(1+m2)s−2,
where

m∈Z(1+m2)s−2 <∞, provided that 2s− 4 < −1 or s < 3/2. At any later time t > 0, the Hs-distance is
∥uc2(t)− uc1(t)∥2Hs = 4 tanh2(π)

m∈Z
(1+m2)s−2 √c2e−imc2t −√c1e−imc1t 2 ,
where√c2e−imc2t −√c1e−imc1t 2 = c1 + c2 − 2√c1c2 cos[m(c2 − c1)t]
= (√c2 −√c1)2 + 2√c1c2 (1− cos[m(c2 − c1)t]) .
Written in this form, it is clear that both terms are nonnegative. Therefore, we have
∥uc2(t)− uc1(t)∥2Hs = ∥uc2(0)− uc1(0)∥2Hs + 8
√
c1c2 tanh2(π)

m∈Z
(1+m2)s−2 (1− cos[m(c2 − c1)t]) .
Given n ∈ N, choose the constant c2 so that
c2 = c1 + 1nt0 .
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This choice yields
√
c1c2 =

c21 + c1nt0 ≥ c1, so the norm of the difference at t0 is
∥uc2(t0)− uc1(t0)∥2Hs ≥ ∥uc2(0)− uc1(0)∥2Hs + 8 tanh2(π)c1(1+ n2)s−2 (1− cos(1))
≥ 2s+1 tanh2(π) (1− cos(1)) c1n2s−4,
since s < 3/2. Finally, choose the constant c1 = n5+2|s|. This choice yields
∥uc2(t0)− uc1(t0)∥2Hs ≥ 2s+1 tanh2(π) (1− cos(1)) n2s+2|s|+1.
At t = 0, however, we find the upper bound
∥uc2(0)− uc1(0)∥2Hs = 4 tanh2(π)

m∈Z
(1+m2)s−2

c1 + 1nt0 −
√
c1
2
≤ 4 tanh2(π)

m∈Z
(1+m2)s−2 1
nt0
,
given that
√
a+ b ≤ √a+√b.
Setting C21 (s) = 4 tanh2(π)

m∈Z(1+ m2)s−2, C22 (s) = 2s+1 tanh2(π) (1− cos(1)) , v1n(x, t) = uc1(x, t), and v2n(x, t) =
uc2(x, t), we have the proposition. 
Observe that the second condition (2.4) is stronger than that needed to contradict the uniform continuity of the data-
to-solution map. It should also be noted that the sequences themselves are unbounded in Hs, as is apparent by the leading
coefficients of the ucj . It would be interesting to see if uniform continuity of the data-to-solutionmap of the Novikov Cauchy
problem (1.1)–(1.2) also fails onbounded subsets ofHs for s < 3/2, the counterpart of the result byHimonas andHolliman [1]
for s > 3/2.
3. The non-periodic case
The Novikov equation also admits peakon solutions on the line. We prove the following lemma in Appendix.
Lemma 3.1. The peakon
u(x, t) = γ e−|x−ct| (3.1)
is a solution of the Novikov equation
∂t(1− ∂2x )u+
1
3
∂x(1− ∂2x )(u3)+ ∂x

u3 + 3
2
u (∂xu)2

+ 1
2
(∂xu)3 = 0
for c > 0 if and only if γ = ±√c.
As in the periodic case, we will use these peakon solutions to construct sequences of solutions to the Novikov equation
which demonstrate that the data-to-solution map is not uniformly continuous on Hs(R) for s < 3/2.
Proposition 3.1. Let s < 3/2 and T > 0. For any t0 ∈ (0, T ], there exist two sequences of (weak) solutions v1n(t), v2n(t) in Hs
(R) of (1.1)–(1.2) such that
∥v2n(0)− v1n(0)∥Hs ≤ C1(s)
1√
nt0
(3.2)
and
∥v2n(t0)− v1n(t0)∥Hs ≥ C2(s)ns+|s|+
1
2 , (3.3)
where Cj(s), j = 1, 2, are positive constants defined by
C21 (s)=˙ 4
 ∞
−∞
(1+ ξ 2)s−2dξ (3.4)
and
C22 (s)=˙
24−s(1− 32s−3)π2s−3
3− 2s . (3.5)
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Proof. Let T > 0 and t0 ∈ (0, T ]. As in the periodic case, we need to determine positive constants c1 = c1(n) and c2 = c2(n)
such that the sequences of peakon solutions given by
ucj(x, t) =
√
cje−|x−cjt|, j = 1, 2,
satisfy the desired conditions (3.2) and (3.3). For t ∈ R, we compute
uˆc(ξ , t) = 21+ ξ 2
√
ce−ictξ .
At t = 0, we have
∥uc2(0)− uc1(0)∥2Hs = 4
√
c2 −√c1
2  ∞
−∞
(1+ ξ 2)s−2dξ,
where
∞
−∞(1+ ξ 2)s−2dξ <∞, provided that s < 3/2. For t > 0, as in the periodic case, the norm is
∥uc2(t)− uc1(t)∥2Hs =
 ∞
−∞
(1+ ξ 2)s
 21+ ξ 2 √c2e−imc2t −√c1e−imc1t
2 dξ
= ∥uc2(0)− uc1(0)∥2Hs + 8
√
c1c2It(c1, c2),
where It(c1, c2) =
∞
−∞(1+ξ 2)s−2 (1− cos [(c2 − c2)tξ ]) dξ . Note that the integrand of It(c1, c2) is non-negative and is zero
when
ξ = 2πk
(c2 − c1)t , for k ∈ Z.
Choose
ξ1(t) = π2t(c2 − c1) and ξ2(t) =
3π
2t(c2 − c1) .
Then, in this interval, cos [(c2 − c1)tξ ] ≤ 0, so
It(c1, c2) ≥
 ξ2
ξ1
(1+ ξ 2)s−2 (1− cos [(c2 − c1)tξ ]) dξ ≥
 ξ2
ξ1
1
(1+ ξ 2)2−s dξ .
Next, pick the constant c2 so that
c2 = c1 + 1nt0 .
This choice implies ξ1(t0) = πn2 ≥ 1 and ξ2(t0) = 3πn2 . Observe also that
√
c1c2 ≥ c1, so
8
√
c1c2It0(c1, c2) ≥ 8c1
 ξ2
ξ1
1
(2ξ 2)2−s
dξ = 2s+1c1
 ξ2
ξ1
ξ 2s−4 dξ
= 2
4−s(1− 32s−3)π2s−3
3− 2s c1n
2s−3.
Now, choose c1 = n4+2|s|. We then have
8
√
c1c2It0(c1, c2) ≥
24−s(1− 32s−3)π2s−3
3− 2s n
2s+2|s|+1.
Returning to the norm of the difference, at t0, we now have
∥uc2(t0)− uc1(t0)∥2Hs = ∥uc2(0)− uc1(0)∥2Hs + 8
√
c1c2It0(c1, c2)
≥ 2
4−s(1− 32s−3)π2s−3
3− 2s n
2s+2|s|+1.
Defining C22 (s) = 2
4−s(1−32s−3)π2s−3
3−2s , we obtain (3.5). On the other hand, at t = 0, as in the periodic case,
∥uc2(0)− uc1(0)∥2Hs = 4

c1 + 1nt0 −
√
c1
2  ∞
−∞
(1+ ξ 2)s−2dξ
≤ 4
 ∞
−∞
(1+ ξ 2)s−2dξ 1
nt0
.
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Let C21 (s) = 4
∞
−∞(1 + ξ 2)s−2dξ to find (3.4). If we set v1n(x, t) = uc1(x, t) and v2n(x, t) = uc2(x, t), we have the
proposition. 
Theorem 1.1 follows immediately.
Acknowledgments
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Appendix
Now, we prove that the peakons provided here are indeed weak solutions of the Novikov equation.
A.1. Proof of Lemma 2.1
We show that u in (2.1) satisfies the Novikov equation (2.2) by splitting up the equation into the following pieces:
A = ∂t(1− ∂2x )u, B =
1
3
∂x(1− ∂2x )(u3), (A.1)
C = ∂x

u3 + 3
2
uu2x

, D = 1
2
u3x .
Then, the Novikov equation reads A + B + C + D = 0. Throughout, we use the following fact to compute (distributional)
derivatives.
Let f ∈ L1loc(X), where X is an open set of R. Assume that f ′ exists and is continuous except at a single point x0 ∈ X and
f ′ ∈ L1loc(X); then the left- and right-handed limits f (x0±) exist and (Tf )′ = Tf ′ + [f (x0+)− f (x0−)] δx0 , where Tf is the
distribution associated to the function f and δx0 is the Dirac delta distribution centered at x = x0.
We have
ux(x, t) = γ sinh

x− ct − 2π

x− ct
2π

− π

and
uxx(x, t) = u(x, t)+ γ (sinh(−π)− sinh(π)) δct ,
where δct is the periodic Dirac delta distribution centered at x = ct mod 2π . Thus, u− uxx = 2γ sinh(π)δct and
A = −2cγ sinh(π)δ′ct . (A.2)
Notice that u3 = γ 3 cosh3 x− ct − 2π  x−ct2π − π, so
∂x(u3) = 3γ 3 cosh2

x− ct − 2π

x− ct
2π

− π

sinh

x− ct − 2π

x− ct
2π

− π

. (A.3)
Therefore, using the hyperbolic identity cosh2 x = 1+ sinh2 x,
∂2x (u
3) = 3γ 3

3 cosh3

x− ct − 2π

x− ct
2π

− π

− 2 cosh

x− ct − 2π

x− ct
2π

− π

− 2 sinh(π) cosh2(π)δct

.
Hence,
B = −6γ 3 sinh

x− ct − 2π

x− ct
2π

− π

− 8γ 3 sinh3

x− ct − 2π

x− ct
2π

− π

+ 2γ 3 sinh(π) cosh2(π)δ′ct . (A.4)
Using (A.3), we compute the third term C:
C = 6γ 3 sinh

x− ct − 2π

x− ct
2π

− π

+ 15
2
γ 3 sinh3

x− ct − 2π

x− ct
2π

− π

. (A.5)
Finally, we have
D = 1
2
γ 3 sinh3

x− ct − 2π

x− ct
2π

− π

. (A.6)
Combining (A.2) and (A.4)–(A.6), we see that
A+ B+ C + D = 2γ (γ 2 cosh2(π)− c) sinh(π)δ′ct .
Thus, the periodic peakon (2.1) is a solution of the Novikov equation (1.1) if and only if γ 2 = c/ cosh2(π). 
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A.2. Proof of Lemma 3.1
Using the same decomposition as in the periodic case (A.1), we show that the peakon satisfies (2.2) by computing each
piece. Notice that ∂xu = −γ σ(x− ct)e−|x−ct|, so ∂2x u = u− 2γ δct , where σ(x) is the sign function and δct is the Dirac delta
distribution centered at x = ct . Therefore,
A = ∂t(2γ δct) = −2cγ δ′ct . (A.7)
We also have that ∂x(u3) = ∂x(γ 3e−3|x−ct|) = −3γ 3σ(x− ct)e−3|x−ct|, so that ∂2x (u3) = 9γ 3e−3|x−ct| − 6γ 3δct . Hence,
B = 1
3
∂x
−8γ 3e−3|x−ct| + 6γ 3δct = 8γ 3σ(x− ct)e−3|x−ct| + 2γ 3δ′ct . (A.8)
Similarly,
C = ∂x

γ 3e−3|x−ct| + 3
2
γ 3e−3|x−ct|

= −15
2
γ 3σ(x− ct)e−3|x−ct| (A.9)
and
D = −1
2
γ 3σ(x− ct)e−3|x−ct|. (A.10)
Summing up (A.7)–(A.10) yields
A+ B+ C + D = 2γ (γ 2 − c)δ′ct ,
which is zero if and only if γ 2 = c . 
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