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ABSTRACT
Precision premium, a concept in astrometry that was firstly presented by Pascu in
1994, initially means that the relative positional measurement of the Galilean satellites
of Jupiter would be more accurate when their separations are small. Correspondingly,
many observations have been obtained of these Galilean satellites since then. However,
the exact range of the separation in which precision premium takes effect is not clear
yet, not to say the variation of the precision with the separation. In this paper, the
observations of open cluster M35 are used to study precision premium and the newest
star catalogue Gaia DR2 is used in the data reduction. Our results show that precision
premium does work in about less than 100 arcsecs for two concerned objects, and the
relative positional precision can be well fitted by a sigmoidal function. Observations
of Uranian satellites are also reduced as an example of precision premium.
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1 INTRODUCTION
The astrometry of natural satellites is a fundamental work in
the study of their orbital theory, which is very important in
the research of formation and evolution of the solar system.
For some satellites, obtaining a precise measurement from
differential CCD astrometry is not easy because of the lack
of reference stars. A good method to obtain high-precision
astrometric data of these satellites is to observe the light
curves of mutual events of them (Arlot et al. 2012, 2013;
Assafin et al. 2009; Ziese & Willner 2018, to name a few). So
the mutual events of the satellites have attracted great at-
tention, theoretical predictions (Arlot 2006, 2008) have been
done to facilitate observations to be taken all over the world.
The observations of mutual events have provided many valu-
able data for the study of natural satellites (Lainey et al.
2009; Arlot 2019). However, this type of observation is rare,
since the mutual event happens only when the Earth and
the Sun pass through the orbital planes of the satellites.
The occurring period of this phenomenon is about 6 years
for Galilean satellites, 15 years for Saturnian satellites and
as long as 42 years for the satellites of Uranus (Arlot et al.
2012, 2013, 2014).
Another effective technique to obtain high-precision as-
trometric data of these satellites is to observe them when
their separation is small enough (Peng et al. 2008). This
technique is based on precision premium, which was firstly
presented by Pascu (1994) and was used to deliver the ob-
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servations of the Galilean satellites. Using this technique,
many high-precision astrometric results of Galilean satel-
lites have been obtained (e.g. Pascu 1996; Peng et al. 2008,
2012a). Specifically, Pascu (1994) chose observations with
a small separation of 50 arcsecs (and below) to obtain the
high-precision results with an external precision of ±0.01
arcsec. Peng et al. (2012a) focused on the relative position
of satellite pairs with their separation less than 85 arcsecs
and their results showed that the precision was better than
30 mas. One advantage of the precision premium observa-
tions is that the satellites are close enough every few days,
so it is relatively frequent to observe them. A recently-
developed technique called mutual approximation was made
by Morgado et al. (2016), who delivered the instant (and
other measurements) for two concerned satellites when the
satellites have their minimum apparent separation in the sky
plane. The mutual approximation technique chose arbitrar-
ily the approximations for which the separation of satellite
pair is smaller than 30 arcsecs. Morgado et al. (2019) suc-
cessfully used this technique to the Galilean satellites and
obtained an average internal precision of 11.3 mas. The ex-
tremely high precision and practicability of this technique
indicate that it has great potential in astrometry for some
bright moving objects. Moreover, the precision premium pro-
vides inter-object positions. For Galilean (or Uranian) satel-
lites those are inter-satellite positions and not absolute val-
ues, in other words, these relative positions are not affected
by the position of Jupiter (or Uranus).
Although precision premium has been used in the obser-
vation of the Galilean satellites for about one decade, the re-
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lation between precision improvement and the separation of
the satellites is not clear yet. Therefore, the choice of the sep-
aration mentioned above is obviously arbitrary. A detailed
characterization of precision premium is necessary to make
widely use of it in astrometric measurements. As such, it’s
essential to obtain a large amount of relative position mea-
surements with different separations. However, obtaining so
many measurements of the Galilean satellites in a short pe-
riod of time is not easy. We have ever tried to use observa-
tions of a bright asteroid passing through some dense star
field to derive the relation between separation and its preci-
sion, but the measurements are found to be still not enough.
Considering that the effect of precision premium should be
independent of whether an object moves with respect to its
reference object, a better choice is to use observations of an
open cluster in which hundreds of the objects with different
separations can be measured.
In this paper, observations of the open cluster M35 cap-
tured in November 2018 taken with the 1 m telescope at
Yunnan Observatory are reduced by a classical reduction
procedure. Then a simple but effective statistical method
is used to analyze the reduction results. A sigmoidal func-
tion is found to be suitable to fit the statistics well and the
function is referred to as precision premium curve (PPC).
Our statistics show that precision premium is significant for
the observations of the open cluster. The improvement of
the precision due to precision premium increases almost lin-
early with the decrease of the objects’ separation in a cer-
tain range. This work demonstrates that precision premium
generally exists in conventional observations. That is to say,
the relative techniques for position measurement of Galilean
satellites, such as the mutual approximation technique, can
be adapted to other objects bright enough. As an example,
we reduce the observations of the Uranian satellites, which
are bright enough, to show the universality of precision pre-
mium and the possibility to reach a high precision of several
mas for the bright objects.
The contents of this paper are arranged as follows. In
Section 2, the observations used in this paper and corre-
sponding instruments used to capture them are presented
in detail. The method to generate the PPC and analysis of
its characteristics are given in Section 3, as well as an ex-
ample of taking advantage of precision premium to improve
the reduction results. Finally, some conclusions are drawn
in Section 4.
2 OBSERVATIONS AND INSTRUMENTS
From November 11 to 13, 2018, three-night observations
of the open cluster M35 and the Uranian satellites (only
on November 11) were captured by the 1 m telescope
at the Yunnan Observatory (IAU code 286, longitude–
E102◦47′18′′, latitude–N25◦1′30′′, and height–2000 m above
sea level). The exposure time of each frame is 60.0 s for M35
and 120.0 s for Uranian satellites. Table 1 lists the detailed
information of the observations used in this paper. The spec-
ifications of the telescope and the CCD chip are presented
in Table 2. Using a program of 2D Gaussian centering de-
veloped by us, more than 1000 stars can be searched in each
frame of CCD image. For the CCD images of Uranian satel-
lites, about 75 reference stars can be searched in each frame.
The multiple exposures of the open cluster in each night
were taken by the dithered observational scheme (“+”type),
which was presented in Peng et al. (2012b). Therefore, many
star pairs with different separations can be measured and
used in our statistics.
3 METHODS AND ANALYSIS
Reduction of the open cluster observations is briefly de-
scribed in this section. After we obtained the positional
residual (observed minus computed; O −C) of each star, the
statistical method used to generate the PPC is presented.
Then characterization of precision premium and some sug-
gestions of using it to improve the reduction method are
given. An example of using precision premium in the reduc-
tion of Uranian satellites’ observations is given at the end of
this section.
3.1 Data Reduction
Each frame of CCD image is reduced by the following pro-
cedures. Firstly, a two-dimensional Gaussian centering algo-
rithm is used to measure the pixel position (x, y) of each star.
Then the standard coordinate (ξ, η) of each star can be cal-
culated via the central projection (Green 1985). Its reference
equatorial coordinates (α, δ) here are taken from the newest
star catalogue Gaia DR2 (Gaia Collaboration et al. 2018)
and transformed to the observational epoch (i.e. topocentric
apparent places, including atmosphere refraction). Finally,
a weighted least squares scheme is used to solve the plate
model with a fourth-order polynomial (Peng & Fan 2010).
The weight of each star in the least squares solution is de-
signed by
w = 1/σ2(m), (1)
where m is the magnitude of the star and σ(m) is a sigmoidal
function describing the relation between its magnitude and
its measurement precision. σ(m) can be expressed as
σ(m) = (A1 − A2)/(1 + e(m−m0)/dm) + A2, (2)
where A1, A2,m0 and dm are the free parameters. Fitting this
function to the Mag-SD data (as shown in the left panels of
Figure 1), the parameters for each observation set can be
obtained (list in Table 3).
In this way, the (O − C) of each star can be calculated.
Then we have the information of <source ID, ξ, η, (O −C)α
,(O − C)δ> for each star. The standard coordinates will be
here used to calculate the separation between each star pair.
The effect of differential chromatic refraction (DCR) is
ignored in the reduction because all CCD frames were taken
when the zenith distance of each target field was small (see
Table 1). Besides, the Johnson I filter used for observation
can also reduce the effect of DCR. For all our observations,
their zenith distances are smaller than 30 degrees, the corre-
sponding DCR influences are no more than 3 mas according
to Stone (2002).
3.2 Statistics and analysis
In order to minimize the systematic error between each star
pair, the mean separation residual of each star pair should
MNRAS 000, 1–6 (2019)
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Table 1. Detailed information of the observations. The 2nd column is the number of frames in each observation set and the corresponding
filter. The 3rd column is the zenith distance of the observations and the 4th column is the FWHM derived from a typical bright star by
a 2D Gaussian fit. The 5th column lists the observational objects.
Date No. and Filter ZD FWHM (mean) Object
(y-m-d) (degree) (arcsec)
2018-11-11 55I 27.4 − 6.9 1.4 − 2.3(1.77) M35
2018-11-12 48I 18.1 − 4.5 1.7 − 2.2(1.88) M35
2018-11-13 52I 17.2 − 0.7 1.5 − 2.0(1.66) M35
2018-11-11 28I 19.4 − 14.5 1.3 − 2.1(1.67) Uranian satellites
Table 2. Specifications of the telescope and CCD chip
Focal length 1330 cm
F ratio 13
Diameter of primary mirror 101.6 cm
Detector Andor iKon-XL
CCD field of view 16′ × 16′
Size of pixel 15 µ × 15µ
Size of CCD array 4096 × 4112
Angular extent per pixel ∼0.234 arcsec pixel−1
be subtracted first. Suppose there are N stars observed in
a dithered observation (each star may appear one or more
times in each observation set), then N(N −1)/2 pairs of stars
can be combined. If a star pair appear in less than 3 frames,
they will be rejected from our statistics. Otherwise, a mean
separation residual M will be included in our statistics. Then
the M is subtracted from each separation residual of the star
pair to obtain their real residual.
After the separation and its residual of each star pair
in each frame are calculated, the effect of precision premium
can be seen clearly from the collection of these separation
residuals. Figure 2 shows an example in which each point
expresses a separation residual (absolute value) of a star
pair in each CCD frame captured on November 13. Faint
stars (fainter than 14 Gaia G-mag for observations in this
paper) should not be used in this process, because precision
premium among them is gradually overwhelmed by their
centering errors when their signal-to-noise ratios decrease.
We can see from the figure that when the separation of a
star pair is less than 100 arcsecs, the residual is obviously
smaller as the separation decreases. It is impossible to deliver
directly the specific relation between the separation and its
measurement precision using the scatter diagram. Therefore,
we calculate a standard deviation (SD) in 3 arcsecs bin of
separation. Star pairs with too small separation (<5 arcsecs)
are unsuitable for centering measurement purpose, so they
are not taken into account here. Figure 3 shows the statistics
of these separation residuals.
Based on the statistics, the PPC can be generated using
another sigmoidal curve fitting. The equation of this curve
is expressed as
σ(s) = (B1 − B2)/(1 + es/ds) + B2, (3)
where B1, B2 and ds are the parameters to be solved and
s is the separation of star pairs. B2 represents the upper
threshold of the curve. As can be seen from the left panels
of Figure 3, the sigmoidal curve is suitable for describing
precision premium.
Let the astrometric precision of a star (when its position
is solved by a classical plate constant model) be σE . Since
the single measurement error of a star can be approximated
as a Gaussian random variable, the precision of the sepa-
ration between a star pair whose (O − C)s are independent
should satisfy the following equation
σ
E
= B2/
√
2. (4)
The median in each panel of Figure 1 is very close to its
σ
E
calculated from the parameter B2 (see Table 4) of the
PPC on the corresponding panel in Figure 3. This indicates
that Eq. (4) fits the reduction of the observations well. The
theoretical lower limit of the PPC, (B1 + B2)/2, may be lim-
ited by centering precision of the star images only. Detailed
parameters of the fitted curve in Figure 1 and 3 are given in
Table 3 and 4, respectively.
Precision premium can be used to improve the astro-
metric precision since its characteristics are clarified. The
most direct application is in mutual approximation tech-
nique (Morgado et al. 2016, 2019). This paper demonstrates
that the precision premium exists between any two objects
with less than 100 arcsecs separation. And the mutual ap-
proximation technique can be adapted to any other objects
in relative motion. Moreover, the PPC provides the weights
for fitting the observed distance in this technique, so the
weighted least squares fitting can be used to improve the
result of two objects with fast relative motion.
When the advantages of precision premium are brought
into play, the suggestion by Høg & Kaplan (2014) that the
accuracy of ground-based observations can reach 1 mas is
very promising. But for Galilean satellites, the accuracy will
be lower because the irregularity of the figure of the satellites
will set a limit (Høg & Kaplan 2014).
3.3 An example of precision premium
A good example to show precision premium is the reduc-
tion of Uranian satellites’ observation captured on Novem-
ber 11. The detailed information of the observations is given
in Table 1. In these observations, Uranian satellites have an
appropriate separation between each other, as shown in Fig-
ure 4. Miranda is not considered here since it is faint and
affected by the halo of Uranus seriously.
The observations are reduced to obtain the (O-C)s (the
difference between our astrometry and the ephemeris) of
each satellite. The plate model with a second-order polyno-
mial is used in the reduction. The ephemerides of Uranian
satellites are retrieved from Institute de Me´chanique Ce´leste
et de Calcul des E´phe´me´rides (IMCCE), that is, the satel-
lite ephemeris by Lainey (Lainey 2008; Arlot et al. 2016)
MNRAS 000, 1–6 (2019)
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Figure 1. Left panels: reduction of the open cluster observations listed in Table 1. The horizontal axis is Gaia G-mag and the vertical
axis is positional standard deviation (SD) calculated by σE=
√
σ
2
α+σ
2
δ
. The horizontal dashed line marks the median of the positional
SDs for stars brighter than 14 Gaia G-mag, the number on the right is the median. Right Panels: residuals of the curve fitting in the
corresponding left panel.
Table 3. Detailed parameters of the fitted curves in the left panels of Figure 1 and the standard deviations of these parameters.
Date A1 A2 m0 dm
(arcsec) (arcsec) (mag) (mag)
2018-11-11 0.0079 ± 0.0006 0.179 ± 0.019 18.4 ± 0.2 0.942 ± 0.050
2018-11-12 0.0072 ± 0.0006 0.123 ± 0.007 17.3 ± 0.1 0.809 ± 0.041
2018-11-13 0.0059 ± 0.0005 0.183 ± 0.020 18.6 ± 0.2 0.911 ± 0.045
Table 4. Detailed parameters of the fitted curves in the left panels of Figure 3 and the standard deviations of these parameters. The
fourth column is calculated by Eq. (4).
Date B1 B2 ds σE
(arcsec) (arcsec) (arcsec) (arcsec)
2018-11-11 −0.00247 ± 0.00049 0.0120 ± 0.00003 31.3 ± 1.3 0.0083
2018-11-12 0.00006 ± 0.00044 0.0103 ± 0.00003 30.1 ± 1.5 0.0072
2018-11-13 −0.00093 ± 0.00037 0.0081 ± 0.00002 27.5 ± 1.3 0.0057
and planetary ephemeris DE431. Phase effects of the Ura-
nian satellites are not considered in the reduction since their
phases change only slightly in one night and we only care
about the dispersion of the residuals. Figure 5 shows the as-
trometric precision of the reference stars. For a well-exposed
reference star, the precision is about 6 mas in RA and 7 mas
in DE.
The satellite with highest centering precision (brightest
and almost unaffected by halo of Uranus), namely UIII (Ti-
tania) shown in Figure 4, is selected as the reference object.
Then the positional residuals of other three bright satellites
with respect to Titania are calculated and given in Table 5.
The results are also plotted in Figure 6, in which the black
dots are (O-C) reduced by classical procedures and the red
dots are (O-C) with respect to UIII (i.e. results that benefit
from precision premium). It can be seen from the figure that
MNRAS 000, 1–6 (2019)
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Figure 2. The separation and its residual of each star pair in
each frame. The horizontal axis is the separations of the star pairs
calculated using their standard coordinates. The vertical axis is
their residuals. Stars fainter than 14 Gaia G-mag are not used in
this process.
Table 5. Statistics of (O-C) residuals for the three satellites of
Uranus, which is also showed in Figure 4). Column 1 lists the
different object. In the 2nd column, class denotes the residuals in
this row are obtained by the classical reduction and pp denotes the
results are with respect to UIII. The 3rd column is the separation
between the object and UIII on the observation time, it does not
change significantly during the observation period. The following
columns list the standard deviation (SD) of the (O-C)s in right
ascension and in declination, respectively.
Object Separation SDα SDδ
(arcsec) (mas) (mas)
UII class 14 8.8 9.1
pp 5.8 4.8
UI class 28 8.3 8.7
pp 6.0 9.9
UIV class 64 7.0 10.3
pp 4.7 11.2
precision premium for UII (Umbriel) is significant since it is
the closest to UIII (see Figure 4). As mentioned in Sect. 3.2,
precision premium gradually disappear when the separation
between an object and UIII increases.
We suggest that if there is any bright object near the
target, the bright object should be used as a reference to
calculate the residual. In this way, the precision of the tar-
get could be improved. The improvement of the precision
could be significant if the separation between a target and
its reference object is small, which can be seen from the PPC
generated using open cluster observations.
4 CONCLUSIONS
Three nights of the observations of the open cluster M35
taken with the 1 m telescope at Yunnan Observatory were
processed. Statistics of these results demonstrated that pre-
cision premium generally exists in the ground-based astrom-
etry and is independent of the relative motion between the
objects. The characteristics of precision premium were de-
scribed using the generated PPCs from practical observa-
tions. It is shown that the effective range of precision pre-
mium (.100 arcsecs) was stable in three consecutive nights.
The upper threshold of the PPC approximates
√
2 times
measurement error in a single exposure and the theoreti-
cal lower limit of the curve is considered corresponding to
the centering precision of the target and its reference object.
The PPC demonstrates the potential to achieve a very high
precision in conventional astrometry.
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Figure 3. Left panels: statistics of the separation residuals and corresponding PPC of observations listed in Table 1. The horizontal axis
is the separation of the star pairs calculated by their standard coordinates and the vertical axis is SD of the separation. The color of the
dot represents the number of star pairs used to calculate each SD. Right panels: residuals of the PPC fitting in the corresponding left
panel.
Figure 4. A typical CCD frame (partly) for the Uranian satellites
on November 11, 2018.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
Figure 5. Astrometric precision of the stars in the reduction of
Uranian satellites’ observations listed in Table 1. The horizon-
tal dashed line marks the median of the positional SDs for stars
brighter than 15 Gaia G-mag.
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Figure 6. Comparison of the dispersion of the (O-C) residuals
before and after precision premium is used. Note that only the
standard deviation (SD) of these residuals should be compared
here, so the mean (O-C) of each satellite is subtracted. The black
dots represent results reduced by classical procedures and the red
dots are results with respect to UIII. An outlier appears when the
precision is improved (see the results of UI in right ascension).
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