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ABSTRAKT
Tato diplomová práce se zabývá použitím statistických metod pro hodnocení progrese
Parkinsonovy nemoci. Je zde uveden stručný popis Parkinsonovy nemoci. Dále je uvedeno
zpracování a vyhodnocení hodnot řečových parametrů, které jsou Parkinsonovou nemocí
ovlivňovány. V diplomové práci je popsáno zpracování hodnot pomocí klasifikačních a re-
gresních stromů a vyhodnocení výsledků pomocí průměrné absolutní chyby a odhadované
odchylky. Zpracování a vyhodnocení hodnot bylo provedeno v software MATLAB.
KLÍČOVÁ SLOVA
Statistické metody, Parkinsonova nemoc, klasifikační a regresní stromy
ABSTRACT
This master’s thesis takes aim with the use of statistical methods for progression
evaluation of Parkinson’s disease. There is a brief description of Parkinson’s disease.
It is further stated processing and evaluation of values of speech parameters which are af-
fected by Parkinson’s disease. The thesis describes the process using the values of clas-
sification and regression trees and evaluate results using the mean absolute error and es-
timated error. Processing and evaluation of values was done in MATLAB software.
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ÚVOD
Tato diplomová práce se zabývá použitím statistických metod pro vyhodnocení vý-
voje Parkinsonovy nemoci PN1, pomocí zpracování a vyhodnocení hodnot řečových
parametrů, které jsou touto nemocí ovlivňovány.
Jako první provedl popis PN roku 1817 londýnský lékař James Parkinson, který
se tímto zasloužil o nastartování hledání léku a příčině vzniku této zákeřné ne-
moci. Tato nemoc postihuje muže a ženy nad 50 let, ve výjimečných případech
jsou i mladší pacienti. Lékaři a vědci se snaží najít po dlouhou dobu původce
nebo spouštěč PN a přisuzují větší riziko výskytu u lidí, kteří prošli nemocemi
postihující nervovou soustavu. Další původ může být díky přemíry stresu, špatnému
životnímu stylu, znečištěnému životnímu prostředí a změny DNA2.
Tuto nemoc doprovází výrazná změna řečových parametrů. Dalšími znaky jsou
ztuhlost, třes, únava, špatné trávení, zpomalenost, bezemoční – voskový obličej.
Za následek těchto potíží je označován nedostatek nervových buněk v centrální ner-
vové soustavě, které produkují látku dopamin. Za těmito příznaky se jinak skrývá
plně inteligentní člověk. Pro lepší představu hlasového projevu člověka s PN je nutné
zadat na portálu youtube.com následující textový řetězec: „Parkinson’s Disease -
Speech Impairment“.
Motivací této diplomové práce je nalezení vhodných řečových parametrů pro po-
užití ve statistických metodách a vyhodnocení vývoje PN. Cílem je sjednotit a vy-
řešit problém diagnostikování pacientů lékaři pro určení zlepšení, zhoršení, popří-
padě stagnaci PN. Výsledky slouží k možnosti nalezení cesty k zlepšení, popřípadě
zjištění příčiny této nemoci. Diplomová práce je zaměřená na výzkum parametrizač-
ních metod hypokinetické disartrie HD3. Tyto parametrizačních metody jsou důle-
žité pro další statistické výpočty, pro získání výsledků k vyhodnocení stupně posti-
žení. Dalším cílem je návrh systému diagnózy a sledování progrese PN z řeči. Systém
diagnózy je vhodný pro lékaře k určení, v jakém stádiu a pokročilosti se nachází po-
stižený s PN. Následující cíl je testování systému na vybraných pacientech a na vy-
braných klinických datech.
Tato diplomová práce je rozdělena do kapitol, které popisují postupně sezná-
mení s PN, analýzu parametrů řeči, navržené zpracování a vyhodnocení vypočíta-
ných výsledků pro vývoj PN. Realizace navrhnutého systému je provedena v progra-
movém prostředí MATLAB [19], který podporuje navržené metody pro klasifikaci,
regresi a statistické výpočty.
1 PN Parkinsonova nemoc – Parkinson’s Disease
2 DNA Deoxyribonukleová kyselina – Deoxyribonucleic Acid
3 HD Hypokinetická dysartrie – Hypokinetic dysarthria
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V první kapitole jsou stručně popsány znaky PN, které doprovázejí postižené
osoby. Dále jsou popsány oblasti hypokinetické dysartrie, mezi které patří fonace,
artikulace, prozodie, plynulost řeči, kde se nejvíce projevuje postižení. Jako po-
slední v této kapitole je seznam jednotlivých škál pro hodnocení vývoje PN.
Druhá kapitola se zabývá parametrizací, klasifikací a monitorováním HD. V části
parametrizace jsou popsány parametrizační metody, pomocí kterých se realizuje
analýza hlasových projevů PN. Dále jsou popsány klasifikační a regresní metody,
mezi které patří klasifikační a regresní stromy. Závěrem této kapitoly jsou po-
psány metody chybovosti. Mezi klasifikační chybovosti patří senzitivita a specificita.
Pro zjištění chybovosti regresní metody je navrhnutá a popsaná střední absolutní
odchylka a odhadovaná odchylka.
Třetí kapitola obsahuje návrh systému analýzy PN z řeči a popis celého konceptu.
Pro pochopení postupu realizace projektu je uvedené schéma, podle kterého je po-
psáno načtení signálu, parametrizace, redukce parametrů pomocí mRMR4. V po-
slední částí této kapitoly jsou klasifikační a regresní stromy.
Čtvrtá předposlední kapitola navazuje testováním navrženého systému a uve-
denými testovacími výsledky. Testování je provedeno na klasifikačních a regresních
stromech.
V závěru jsou uvedeny výsledky, které byly vypočítány a získány pomocí postupu
uvedeného v průběhu diplomové práce.





1.1 Obecný popis PN
Ve velké míře u pacientů, kteří jsou postižení PN se objevují významné problémy s vy-
jadřováním a produkcí řeči. Pacienti mají problémy s pohybem řečových orgánů,
způsobené ztrátou nervových buněk, které produkují látku dopamin. Řečové orgány
se potýkají se ztuhlostí svalstva. Hlasivky nepracují tak, jak u zdravého člověka,
mají problémy s uzavřením hlasivkových řas [2]. Zejména jsou poškozeny hlavní pa-
rametry řeči jako fonace, artikulace, respirace a rezonance. Motorickou poruchou
tvorby řeči u PN je hypokinetická dysartrie HD1.
Dalšími znaky, které doprovázejí PN a významně popisují postup postižení [7]
jsou tyto body:
• Rigidita – ztuhlost
• Tremor – třes
• Únava
• Akineze — nemožnost rychlého startu pohybu
• Špatné trávení
• Zpomalenost
• Bezemoční – voskový obličej
1.2 Hypokinetická dysartrie
Hypokinetická dysartrie HD, která popisuje závažnost poruchy PN, se objevuje v ob-
lastech fonace, artikulace, prozodie, melodie řeči, plynulosti řeči a faciokineze [8].
Podle závažnosti poruchy reči se dělí HD na lehkou, střední a těžkou. Velmi závažné
onemocnění, kdy se pacient nemůže vůbec vyjadřovat je označováno jako anartrie.
Jedna z metod nazývaná LSVT2, která pomáhá ve zlepšení léčby hypokinetické dy-
sartrie [6], dává naději zlepšit život lidí postižených PN. Velkou mírou za tento
1 HD Hypokinetická dysartrie – Hypokinetic dysarthria
2 LSVT Lee Silverman řečová terapie – Lee Silverman Voice Treatment
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stav je přičítán ztuhlostí svalstva. Pomocí řečových parametrů je snaha provádět
analýzu a diagnózu HD. Dále je hodně důležité sledování a měření míry postupu
postižení. Zaznamenávání a měření hodnot se provádí periodicky v delším časovém
úseku. Při zpracování řečových signálů v problematice PN, se znaky nemoci projevují
hlavně u fonace, artikulace, prozodie a plynulosti řeči.
V případě fonace, se objevují problémy se zavřením hlasivkových řas, nedochází
k úplnému uzavření. Proud vzduchu z plic je turbulentní a následkem toho do-
chází k nedokonalé hlasové třesové produkci.
U artikulace se porucha PN projevuje v produkci hlasového ústrojí pro konso-
nanty – souhlásky a vokály – samohlásky. Pro analýzu se používají normalizované
formantové kmitočty, jejich nevýhodou je silná závislost pro starší osoby a různé
hodnoty pro ženy a muže [8].
Co se týče prozodie je postižení takové, že u PN nedochází viditelně k vyjádření
emočních stavů, jako údiv, pousmání. Mezi hlavní suprasegmentální rysy, které tvoří
základ prozodie je intenzita, tempo řeči a kmitočet základního tónu.
V případě plynulosti řeči se objevují problémy, kdy v průběhu mluveného slova
začne postižený rychle za sebou opakovat slabiky nebo jednotlivá celá slova. Také
se objevuje náhlé zrychlení nebo zpomalení mluvené řeči, provázející pauzy v mís-
tech, kde nemají být.
Odborníci, specialisté a lékaři, kteří se zabývají PN, pracují s UPDRS3, která
se rozděluje na šest částí, mezi které patří UPDRS III a UPDRS IV [8]. K popisu
Parkinsonovy nemoci je možné použít tyto škály:
• UPDRS III – testování motorických pohybových funkcí.
• UPDRS IV – hodnocení sebe sama.
• FOG – problém s chůzí.
• NMSS – kognitivní (poznávací) funkce.
• RBDSQ – rychlé pohyby očí s poruchy spánku.
• LED – levodopa ekvivalentní denní dávka.
• MMSE – minimální mentální stav prohlídky.
• BDI – index deprese
• ROKY – jak dlouho Parkinsonova nemoc trvá.
3 UPDRS stupnice hodnocení Parkinsonovy nemoci – unified Parkinson’s disease rating scale
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2 PARAMETRIZACE, KLASIFIKACE, MONI-
TOROVÁNÍ HYPOKINETICKÉ DYSARTRIE
2.1 Parametrizační metody
Abychom mohli popsat řeč [13], potřebujeme získat vlastnosti – symptomy, pomocí
kterých se vypočítají parametry. Po získání časového průběhu hlasového signálu,
je nutné odfiltrovat nežádoucí nadbytečné složky. Tato redundance se odstraňuje
parametrizací pro získání důležitých vzorků – parametrů hlasového signálu. Parame-
trizace využívá pro výpočet z řečového signálu segmentální a suprasegmentální pa-
rametry. Segmentální parametry se počítají ze segmentů o délce 10 až 30 ms a supra-
segmentální parametry ze segmentů o délce 100 až 300 ms.
Jako řečové příznaky vypočítané ze segmentů nebo suprasegmentů se rozlišují
podle kmitočtů formantů (F 1, F 2, F 3 ... F𝑛), které slouží pro odhad pohlaví a věku
mluvčího, rozpoznávání samohlásek, detekce řečových vad. Tyto kmitočtové for-
manty jsou buď skalární hodnoty nebo jsou vloženy do sloupcového, řádkového
vektoru, popřípadě matice [3]. Kepstrální model hlasového traktu aproximuje for-
manty i antiformanty [1].
Pro získání parametrů k výpočtu statistických výsledků PN, jsou používány seg-
mentální příznaky, mezi které patří:
• MFCC1 – slouží k rozpoznávání řeči, rozpoznávání řečníka.
• LPC2 – pro rozpoznávání mluvčích a komprese řeči (kodeky).
• PLP3 – je podobná LPC, ale více se adaptuje lidskému sluchovému orgánu,
využívá spektrální analýzu.
• F 04 – využívá se k detekování stresu, rozpoznání a detekci řečových vad.
1 MFCC mel frekvenční kepstrální koeficienty – Mel Frequency Cepstral Coefficients
2 LPC lineární predikční koeficienty – Linear Prediction Coefficients
3 PLP percepční lineární predikční koeficienty – Perceptual Linear Predictive coefficients
4 F0 kmitočet základního tónu – pitch frequency
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2.1.1 MFCC
Jako první parametry, které pracují s nelineární a maskovací vlastností sluchového




𝐸𝑘cos[𝑛(𝑘 − 0.5)𝜋/𝐾]. (2.1)
Výsledkem výrazu je počet MFCC v rozmezí 10 až 16. Proměnná 𝐾 se volí
mezi 20 – 40 a je definována jako počet skupin filtrů. Proměnná 𝐸𝑘 je logaritmus
energie 𝑘 – tého filtru. Nultý koeficient v MFCC představuje původní signál ener-
gie a je většinou vynecháván. V průběhu výpočtu MFCC se provádí filtrování pomocí
banky melovských filtrů, kde tyto filtry jsou lineárně vyobrazeny v melovské stup-
nici a nelineárně v hertzové stupnici.
Matematickou operací je zpracován řečový signál s DFT5 a s pomocí FFT6 je ob-
drženo filtrované výkonové spektrum pro 𝑚 – filtrů [1], které se logaritmuje (Webe-
rovým Fechnerovým zákonem). Po logaritmizaci jsou získány melovské frekvenční
spektrální koeficienty a pak přes DCT7, jsou vypočítány melovské frekvenční kepst-
rální koeficienty [2]. Blokové schéma této operace je na obr. 2.1.
Pro převod MFCC koeficientů ze stupnice Hz na stupnici mel a opačně, slouží
vzorec (2.3) a (2.2).
𝑓 = 2595 · log10(1 +
𝑓
700) [mel]. (2.2)
𝑓 = 700 · (10 𝑓𝑚2595 − 1) [Hz]. (2.3)
Analýza řeči pomocí MFCC je důležitá pro další výpočty k získání parame-
trů, které mají různou informační hodnotu. Pro získání informací, které vyjadřují
5 DFT diskrétní Fourierova transformace – discrete Fourier transform
6 FFT rychlá Fourierova transformace – fast Fourier transform













Počet trojúhelníků se rovná počtu MEL filtrů.
Obr. 2.1: Blokový diagram pro MFCC.
jednotlivé MFCC se používají filtry z banky MFCC. Počty těchto filtrů vztahující
se k vzorkovacím frekvencím se nachází v tab. 2.1.
Tab. 2.1: Hodnoty počtu filtrů 𝑚 v bance MFCC
𝑓𝑣𝑧[Hz] 8000 11000 16000 22000 44000
𝑚 15 17 20 22 27
2.1.2 LPC
LPC je efektivní pro analýzu řečového signálu, kde znělé zvuky jsou tvořený im-
pulzy a neznělé zvuky jsou tvořeny náhodným šumem [1] a [13].
2.1.3 PLP
Lidský sluchový orgán je svojí konstrukcí vyvinut tak, že neabsorbuje okolní změny
výšky zvuku lineárně, ale logaritmicky. V PLP je prováděno maskování zvuků v pásmu
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nazvaném šířka kritického pásma. Zpracování se provádí nelineární transformací z osy
frekvenčních hodnot na Barkovy frekvenční hodnoty [13].
2.1.4 DFA a TKEO
Měření DFA8 charakterizuje míru turbulentního hluku, vyjádřením stochaistické po-
dobnosti.
Operátor TKEO9 se používá pro detekci rozpoznání emočního stavu člověka, de-
tekuje a pomáhá rozpoznat jednotlivé řečové vady u dětí a dospělých osob. Výpočet
se provádí pro celý signál pomocí vzorce (2.4).
𝜓(𝑥[𝑛]) = 𝑥2[𝑥]− 𝑥[𝑛+ 1] · 𝑥[𝑛− 1]. (2.4)
2.1.5 Kmitočet základního tónu
Jako elementární metoda pro získání parametrů základního tónu řeči se běžně pou-
žívá metoda detekce v reálném kepstru, v časové a kmitočtové oblasti [3]. Výpočet
frekvence základního tónu pomocí vzorce (2.5), je důležitá pro výpočty dalších pa-







Kde f 𝑣𝑧 je vzorkovací kmitočet signálu x[n] a T 0 je perioda signálu.
Informace, které jsou v signálu řeči rozložené ve všech harmonických kmitočtech,
dostává algoritmus PDA10 pro výpočty dalších parametrů.
8 DFA detrendní analýza kolísání — detrended fluctuation analysis
9 TKEO Teagerův-Kaiserův energetický operátor – Teager-Kaiser Energy Operator
10 PDA algoritmus detekce základního kmitočtu – Pitch Detection Algorithm
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2.2 Klasifikační metody
Rozhodování výběru dat pro nalezení nejkvalitnější hodnoty je nejdůležitější pro nej-
lepší hodnocení výsledků a nalezení řešení, které nejlépe pomůže vyřešit danou pro-
blematiku. Po získání řečových parametrů, jak je popsáno v části 2.1, jsou pou-
žity statistické třídiče, které používají statistické metody, pro určení pravděpodob-
nosti s jakou přesností patří cizí vzorek řeči do známé skupiny zdravý, nemocný.






2.2.1 Senzitivita a specificita
Senzitivita, specificita a výpočet přesnosti, jsou jedny ze základních statistických
metod [20], [11].
Sensitivita TPR15, je citlivost modelu vypočtená pomocí vzorce (2.6) a vyzna-
čuje se s čím vyšší hodnotou blížící se k jedničce, tím je model citlivější. Pokud
výsledná hodnota po převodu na procenta je 100%, tak je model nejpřesnější. V pří-
padě PN 100% by znamenalo, že všichni nemocní lidé jsou označení jako pozitivní.
Specificita SPC16, je specifičnost modelu vypočtená pomocí vzorce (2.7) a vyzna-
čuje se s čím vyšší hodnotou blížící se k jedničce, tím je model specifičtější. Pokud
výsledná hodnota po převodu na procenta je 100%, tak je model nejpřesnější. V pří-
padě PN, 100% by znamenalo, že všichni zdraví lidé jsou označení jako negativní.
Přesnost ACC17, vyznačuje přesnost modelu vypočtená pomocí vzorce (2.8) a vy-
značuje se s čím vyšší hodnotou blížící se k jedničce, tím je model celkově přesnější.
11 ANN umělé neuronové sítě – Artificial Neural Network
12 HMMs skryté Markovovy modely – Hidden Markov Models
13 GMMs Gaussovy smíšené modely – Gaussian Mixture Models
14 SVM metoda podpůrných vektorů — support vector machines
15 TPR míra skutečné pravdivosti onemocněných – true positive rate – sensitivity
16 SPC míra skutečné pravdivosti zdravých – true negative rate
17 ACC přesnost – accuracy
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Pokud výsledná hodnota po převodu na procenta je 100%, tak je model nejpřes-
nější. V případě PN 100% by znamenalo, že všichni zdraví lidé jsou označení jako
negativní a všichni nemocní lidé jsou označení jako pozitivní. Ve vzorcích (2.6),








𝑇𝑃 + 𝐹𝑁 . (2.6)
𝑆𝑃𝐶 = 𝑇𝑁
𝑇𝑁 + 𝐹𝑃 . (2.7)
𝐴𝐶𝐶 = 𝑇𝑃 + 𝑇𝑁
𝑃 +𝑁 . (2.8)
2.3 Metody dolování dat
Metody, které vyhledávají, jestli hodnota patří do určité množiny, pomáhají vydolo-
vat informace a slouží k určení pravděpodobnosti, jsou složité matematické operace.
Tyto matematické operace jsou založené na maticovém a vektorovém řešení pomocí
vyhledávacích stromů [2].
18 TP Skutečně nemocní – True positive: Sick people right defined as sick
19 FP Zdravý identifikovaní jako nemocní – False positive: Healthy people bad defined as sick
20 TN Skutečně zdravý – True negative: Healthy people right defined as healthy
21 FN Nemocní identifikovaní jako zdravý – False negative: Sick people bad defined as healthy
22 P positive – počet skutečně nemocných
23 N negative – počet skutečně zdravých
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Pro rozhodování výběrů dat, kde je požadovaná efektivita, jsou nejvýkonnější
klasifikační a regresní stromy CART24. Touto problematikou se zabývá technika
dolování a vytěžování dat. Používá se postup, který se snaží vytáhnout na první
pohled z nic neříkajících a zároveň užitečných hodnot informace, které vedou k cel-
kové analýze a nalezení důležitých hodnot pro kvalitní řešení. Metody dolování dat
se používají pro statistické vyhodnocení nebo pro odhad – předpověď testovaného
systému. Ukázka binárního stromu je na obr. 2.2. Regresní stromy pracují se spojitou
reálnou veličinou a výsledkem je dopočítaná odhadovaná hodnota, která může být
například, cena nemocniční péče nebo délka pobytu v nemocnici. U klasifikačních
stromů se pracuje s diskrétními hodnotami, které jsou rozdělovány podle zvolených
pravidel do tříd. Příklad tříd může být zdravý – nemocný, žena – muž, suchý –
mokrý atd. Jak bylo uvedeno výše, CART patří mezi speciální rozhodovací stromy,
kde jsou obsaženy oba typy analyzačních stromů:
• Klasifikační stromy
• Regresní stromy
Mezi metody, které jsou použity v CART, jsou nejznámější [21] a používané
nejběžněji tyto:
• Bagging – patří mezí první metody souborové farmy stromů.
• Random forest – pro zlepšení klasifikačního poměru, klasifikátor používá množ-
ství rozhodovacích stromů.
• Boosted trees – řeší problémy v klasifikačních a regresních modelech.
• Rotation forest – všechny rozhodovací stromy jsou trénované do hloubky podle
nastavených vstupních pravidel.
Binární stromy jsou provedeny tak, že z uzlu vycházejí jenom dvě větve. U ta-
kového řešení je rychlost výpočtu velice velká, problémem je málo směrů pro řešení.
Pro práci binárního stromu je vhodné mít takový počet uzlů, aby nedošlo k přetré-
nování. Druhy nejznámějších nejvýkonnějších algoritmů, které jsou použity pro roz-














Obr. 2.2: Vyhledávací binární strom.
2.3.1 Klasifikační stromy
Klasifikační metoda rozčleňuje vstupující data do tříd, podle předem definovaných
podmínek. Jedním z používaných metod je rozhodovací strom. Základem rozho-
dovacího stromu je kořenový uzel. Dále se algoritmus skládá z poduzlů a hran,
které jsou rozdělované do částí nazývaných větve. Z uzlu se rozkládá určitý po-
čet hran. Uzel stromu je popsaná vlastnost objektu, který má definované para-
metry a hodnoty. Větve stromu jsou popsané vlastnosti objektu, který má defino-
vané parametry, hodnoty, které se rovnají pravděpodobné hodnotě uzlového objektu.
Pro data, která mají vlastnost objektu uzlu se počítá entropie a vybírají se vzorky,
které mají minimální entropii podle vzorce (2.9). Entropie slouží k vyjádření ve-
likosti neuspořádanosti dat v systému [5]. Rozhodovací strom vyobrazuje v gra-
fické podobě logickou analýzu rozhodování. Pro rozhodování je důležité zpracovat
určitou formu logické strategie. Tato strategie je základem funkčnosti při rozhodo-
vání pro nejlepší zařazení hodnoty. Vstupní hodnota prochází od hlavního kořene
přes uzly a větve do nejnižší možné úrovně stromu. Cestou přes každý uzel se hod-
nota testuje v každém uzlu podle zadaných podmínek.
Velkou výhodou jsou vyvážené stromy, které mají malé počty úrovní. Ukon-
čovací podmínky jsou používané a mnohdy důležité pro zamezení vytváření vel-
kých stromů a možnosti přeučení. Při použití trénovacích dat je důležité jejich do-
statečné množství, aby strom byl spolehlivý pro použití různých druhů dat. Velkým
nebezpečím je použití velkého množství dat a požadavek na maximální bezchyb-
nou klasifikaci, aby nedošlo k tzv. přeučení. Řešení stavu, kdy dojde k přeučení,
se řeší zastavením růstu stromu ještě předtím, než přeučení nastane. Dále může
být umožněno informační strom nechat vyrůst a provést prořezání. V konstrukci
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rozhodovacího stromu je možné používat předurčené diskrétní hodnoty.
Vzorec entropie (2.9) obsahuje parametr 𝑝𝑖, pravděpodobnost výskytu třídy 𝑖 a pro-




(𝑝𝑖 · log2𝑝𝑖). (2.9)
2.3.2 Regresní stromy
Regresní stromy využívají dopočítaní číselných hodnot spojitého charakteru a ně-
které vlastnosti spojitého charakteru. Jedna z výkonných metod pro regresní stromy
je SVM25.
SVM vypočítává nejlepší prostor, který odděluje dvě různorodé množiny dat.
SVM se řadí do skupiny jádrových algoritmů. Pro hledání příznaků se používají
různé funkce jádrových algoritmů. Rozdíl od jiných algoritmů je změna provedená
převodem vstupní množiny, na vícedimenzionální množinu, kde je už možnost zpra-




Obr. 2.3: Graf pro SVM.
Maximální okraje nadroviny a okraje pro SVM, jsou trénované se vzorky ze dvou
tříd. Vzorky na okraji se nazývají podpůrné vektory [11] viz. obr. 2.3.
25 SVM metoda podpůrných vektorů — support vector machines
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Bootstrap aggregating je označení pro Bagging. Je to provádění algoritmu pro kom-
binování většího množství tréninkových vzorů. Každý strom vyjadřuje jinou množinu
datové oblasti. Bagging, má vlastnost, která umožňuje v určitém bodě najít průměr
odezvy stromů. Jednotlivé stromy se snaží vylíčit vzorky datové množiny. Výsledek
je hodnota v bodu, která se počítá průměrem výchozích hodnot ze všech stromů.
2.3.3 Aproximační metoda nejmenších čtverců
Aproximační metoda nejmenších čtverců pomáhá najít přesnější výsledek. Pokud jsou
některá naměřená data vychýlená a můžou představovat chybu v měření, můžeme
tyto data aproximovat. Aproximace znamená proložení hodnot regresní přímkou
nebo křivkou [4]. Regresní přímkou prokládáme hodnoty pomocí lineární funkce
nebo polynomem nultého stupně. Regresní křivkou prokládáme hodnoty pomocí
polynomu prvního až x – tého stupně.
2.4 Evaluace výkonnosti modelu
Evaluace výkonnosti modelu se porovnává na základě MAE26. V učících stromech,
kde po 100 opakování učení a získání nejmenší hodnoty MAE, se poté provádí rozdě-
lení na tréninkovou a testovací podmnožinu. MAE se vypočítá podle vzorce (2.10).






|𝑦′𝑖 − 𝑦𝑖|. (2.10)
Proměnná y𝑖 představuje vstupní hodnotu pro výpočet chyby a y’ 𝑖 je predikce
vstupní hodnoty. Proměnná 𝑛 je počet vzorků pro výpočet.
26 MAE průměrná absolutní odchylka – mean absolute error
27 UPDRS ucelená stupnice hodnocení Parkinsonovy nemoci – unified Parkinson’s disease rating
scale
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Pro minimalizování MAE je vhodné použít větší množství učících se RF28. Počet
těchto RF je závislý od modelu, který je nastavený na míru získávání zkrytých
informací. V případě PN je těchto učících stromů nastaveno na počet 100.
FS29 je parametr kvantifikace určité vlastnosti – rysu, kterou popsali specia-
listé v daném oboru. FS matematické operace se rozdělují na obaly a filtry. FS typu
wrapping vloží učící data do podmnožiny funkcí a tím zlepšuje strojové učení.
Pro nacházení a pro detekci velkých chyb, které umí odhalit lépe než MAE
se používá RMSE30. Pokud se objeví variabilní chyby v modelu, tak hodnoty RMSE






(𝑦′𝑖 − 𝑦𝑖)2. (2.11)
Proměnná y𝑖 představuje vstupní hodnotu pro výpočet chyby a y’ 𝑖 je predikce
vstupní hodnoty. Proměnná 𝑛 je počet vzorků pro výpočet.
V případě Pearsonovy korelace je korelační koeficient 𝑅 ve vzorci (2.12) a používá
pro určení vzájemného přímého vztahu mezi hodnotami. Velikost korelační hodnoty,
která je od -1 do +1 vyjadřuje jestli nekorelují nebo naopak jsou na sobě závislé.
Jestliže je hodnota koeficientu nula, pak mezi hodnotami není vzájemný přímý vztah.
Hodnoty jsou nekorelující [2].
𝑅 =
∑︀𝑛
𝑗=1(𝑥′𝑖 − 𝑥𝑖) · (𝑦′𝑖 − 𝑦𝑖)
(𝑛− 1)𝑠𝑥𝑠𝑦 . (2.12)
Proměnná x 𝑖 představuje první vstupní hodnotu pro výpočet korelace a x’ 𝑖 je její
predikce. Proměnná y𝑖 představuje druhou vstupní hodnotu pro výpočet korelace a
y’ 𝑖 je její predikce. Proměnná 𝑛 je počet vzorků pro výpočet.
Pro strojově učící se model je důležité, aby nebyl zatěžující na výpočet a zvlá-
dal v krátkém časovém prostoru získat odhad UPDRS. Pro určení nejmenšího efek-
tivního počtu funkcí pro model se dají použít dvě výkonné metody výběru funkcí
28 RF náhodné stromy – Random Forests
29 FS výběr funkcí – Feature Selection
30 RMSE hlavní průměrná kvadratická odchylka – root mean squared error
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označující se jako LASSO31. Tyto výkonné metody můžou, ale nemusí lépe vypočítat
přesnost predikce modelu [9].
Pro nejlepší výběr PDA se využívá mRMR32, aby informace ze signálu byly co nej-
přesnější [10].
Výpočet odhadované odchylky EE33, je pro výběr nejlepších výsledků regresních
výpočtů pomocí vzorců (2.13) a (2.14). Ve vzorci je použitá položka CI34, ve které
jsou obsaženy postupně klinické informace od těchto položek: BDI, FOG, LED,
MMSE, NMSS, RBDSQ, ROKY, UPDRS III, UPDRS IV.
𝐸𝐸1 = 𝑀𝐴𝐸rozsah(𝐶𝐼) . (2.13)
𝐸𝐸2 = 𝑀𝐴𝐸max(𝐶𝐼) . (2.14)
31 LASSO nejmenší absolutní úbytek a selektivní operátor – Least Absolute Shrinkage and
Selection Operator
32 mRMR minimum nadbytečnosti maximum významnosti – Minimum Redundancy Maximum
Relevance
33 EE odhadovaná odchylka – Estimation Error
34 CI detailní klinická informace – Particular Clinical Information
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3 NÁVRH SYSTÉMU ANALÝZY PN Z ŘEČI
3.1 Popis celého konceptu
Úkolem celého konceptu je zpracovat a vyhodnotit zvukové záznamy, které slouží
jako vstup pro statistické metody. Vyhodnocení je provedeno pomocí klasifikač-
ních a regresních stromů, které vykazují nejlepší výsledky pro hledání skrytých sta-
tistických informací. Jako nástroj pro realizaci vyhodnocení progrese PN je použit
software MATLAB [19] a jeho velice dobře zpracovaná dokumentace s mnoho pří-
klady a zdrojovými kódy. Jako další zdroje velice kvalitních informací pro řešení
této práce poskytla publikace, ve které jsou uvedené informace a příklady dolování
dat, klasifikačních a regresních stromů, statistické metody, regresní metody a algo-
ritmy [21]. Jako druhý zdroj velice kvalitních informací pro řešení statistiky v této
práci poskytla publikace pro programování v MATLAB s mnoha řešenými příklady
zdrojovými kódy [22].
Vstupní data byly rozděleny do 25 scénářů pro zjištění, které data nejlépe vysti-
hují co nejpřesněji vývoj PN. Stejné rozdělení vstupních dat do 25 scénářů je použito
pro zjištění vzorku jestli je zařazen do třídy zdravý nebo nemocný. Co se týče vý-
zkumu progrese PN, byl vybrán řečový projev samohlásek (a, e, i, o, u) ve čtyřech
hlasových změnách. Naprogramovaný software v prostředí MATLAB postupně pro-
chází vzorky, provádí matematické operace popsané v části 2.1 a 2.3. Poté zapisuje
vyhodnocení popsané v části 2.4 do proměnných pro další analýzu.
Scénáře jsou rozdělené podle vyslovených samohlásek na:
• Scénář 1 – 5, krátké samohlásky postupně (a, e, i, o, u)
• Scénář 6 – 10, dlouhé samohlásky postupně (a, e, i, o, u)
• Scénář 11 – 15, dlouhé samohlásky co nejhlasitěji postupně (a, e, i, o, u)
• Scénář 16 – 20, dlouhé samohlásky co nejtišeji postupně (a, e, i, o, u)
• Scénář 21, všechny krátké samohlásky najednou
• Scénář 22, všechny dlouhé samohlásky najednou
• Scénář 23, všechny dlouhé samohlásky co nejhlasitěji najednou
• Scénář 24, všechny dlouhé samohlásky co nejtišeji najednou
• Scénář 25, všechno dohromady
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Vyhodnocení modelu pro zjištění do jaké třídy (zdravý nebo nemocný) je zařa-
zený vybraný vzorek pomocí klasifikačního binárního stromu a to popsané v části
2.3.1 je provedeno:
• načtení zvukových souborů v SW Matlab pomocí funkce audioread
• použití funkce voicebox-fxpefac, pro zjištění frekvence základního kmitočtu.
• výpočet parametrů F 0 medián, F 0 max, F 0 min
• použití funkce voice_analysis pro získání dalších 333 parametrů
• použití mRMR k vyhledání nejlepších parametrů podle hodnot pro statistické
vyhodnocení
• rozdělení dat na jeden vzorek testovací a zbytek seznamu na trénovací, podle
vzoru Leave one out
• provedení klasifikace a predikce
• kontrola vzorků podle pravda-negativní, nepravda-negativní, pravda-pozitivní,
nepravda-pozitivní
• senzitivita a specificita je popsána v části 2.2.1
Vyhodnocení modelu pro zjištění predikce zvoleného klinického parametru po-
mocí regresního klasifikačního stromu popsané v části 2.3.2 je provedeno:
• načtení zvukových souborů v SW Matlab pomocí funkce audioread
• použití funkce voicebox-fxpefac, pro zjištění frekvence základního kmitočtu.
• výpočet F 0 medián, F 0 max, F 0 min
• použití funkce voice_analysis pro získání 333 parametrů
• použití mRMR k vyhledání nejlepších parametrů podle hodnot pro statistické
vyhodnocení
• rozdělení dat na jeden vzorek testovací a zbytek seznamu na trénovací, podle
vzoru Leave one out
• provedení regrese pomocí funkce fitensemble a algoritmu LSBoost pro predikci
• vypočítání predikce zvoleného klinického parametru
• výpočet MAE a odhadované odchylky, popsáno v části 2.4
3.2 Schéma
Schéma navrženého konceptu na obr. 3.1 popisuje postupně v krocích trénovací a tes-










Trénovací fáze Testovací fáze
Obr. 3.1: Schéma navrženého konceptu.
3.3 Načtení signálu
Načtení signálu je provedeno přes zvukové soubory v SW Matlab pomocí funkce au-
dioread. Dále je provedeno použití funkce voicebox-fxpefac, pro zjištění frekvence zá-
kladního kmitočtu a výpočet F 0 medián, F 0 max, F 0 min. Balíček s funkcí voicebox-
fxpefac je volně stažitelný na internetu [23]. Dále se použila funkce voice_analysis
pro získání 333 parametrů. Balíček, který obsahuje funkci voice_analysis je taktéž
volně stažitelný na internetu [24] a jeho autoři jsou [25], [26] a [27]. Tento balí-
ček není vhodné použít pro konverzační hlasový projev, byl vytvořen pro trvalé
samohlásky. V balíčku jsou algoritmy pro výpočet varianty shimmer a jitter. Dále
výpočet varianty parametrů signál/šum.
3.4 Parametrizace
Informace jakou cestou získat a vypočítat parametry jako vstupní data pro statis-
tickou analýzu, jsou čerpány z literatury [13] a taky z literatury, která se zabývá
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touto problematikou [9]. Níže uvedené parametry řeči jsou ovlivněny PN:
• Parametr VFER1 se používá pro výpočet VFER–NSR𝑇𝐾𝐸𝑂, kde je součet
logaritmovaných transformovaných středních TKEO pásmových signálů pro
frekvence vyšší než 2,5 kHz k poměru součtu středních TKEO pásmových
signálů pro frekvence menší než 2,5 kHz.
• Parametry MFCC popsané v části 2.1.
• Parametr log energie vyjadřuje odhad logaritmické energie.
• Parametr harmonicita HNR2. vyjadřuje index velikosti chraptivosti.
Jitter(chvění) a shimmer(mihotání) jsou parametry ve vztahu: poměr namě-
řené periody na periodu se základní frekvencí a amplitudou [13]. Tyto hodnoty
charakterizují jednotlivé řečové prvky různých hlasů řečníků. Jitter a shimmer po-
máhá zlepšit kvalitu systémů pro rozpoznávání hlasu. Ve spektrální části hlasu jsou
složky, které jsou odolné vůči hluku. Pro analýzu hlasu u PN mají tyto dva pa-
rametry významnou a důležitou roli, kde se kontroluje sebemenší změna pro dlou-
hodobou statistiku. Měření se provádí u typických projevů PN jako je chraptivý,
dýchavý a hrubý hlas.
Mezi příklady vypočtených parametrů se řadí:
• Jitter – F0_TKEO_mean
• Shimmer – F0_TKEO_mean
• HNR_mean
• HNR_std
• Mean_MFCC_1st až mean_MFCC_9th coef
3.5 Redukce parametrů pomocí mRMR
Minimum redundance maximum relevance [12] je nedílnou součástí konceptu a to pro
zúžení počtu parametrů, které se podílí na statistických výpočtech. Přesněji řečeno
minimum údajů s maximem nejdůležitějších informací. Tato metoda redukce para-
metrů snižuje výpočetní časovou náročnost. Jako vstupní data pro mRMR jsou pa-
rametry s hodnotami, které nejsou celá čísla. Je nutné provést diskretizaci. Po prove-
1 VFER poměr vybuzení hlasivek – Vocal Fold Excitation Ratios
2 HNR poměr harmonicity k šumu – Harmonics to Noise Ratio
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dených úpravách pomocí diskretizace je poté zadáno, jaký má být počet výstupních
vybraných parametrů. Výstupem jsou čísla sloupců parametrů, které jsou nejvhod-
nější pro binární, klasifikační a regresní stromy. Výběr redukce parametrů se provádí
transformací a selekcí. Transformace je změna existujících parametrů na menší po-
čet lineárně kombinovaných nových parametrů. Mezi metody transformace patří
Karhunen-Loevův rozvoj.
Výběr nejvhodnějších parametrů pro klasifikaci se provádí taktéž selekcí pomocí
níže uvedenými metodami [14].
• Metoda obálky.
• Metoda filtru.
První metoda je nazvaná obálková a je náročná na výpočetní zatížení. Její vý-
hoda je z hlediska nejlepšího výběru parametrů. Velkou nevýhodou je přetrénovanost
regresního modelu. Mezi prvořadé metody tohoto typu patří:
• SFFS3. V této dopředné metodě je používáno přidávání a odebírání parame-
tru z hlediska nejlepšího výběru parametrů pro nejlepší regresi v každém místě
průběhu selektivního výběru.
• SBFS4. V této zpětné metodě je používáno přidávání a odebírání parame-
tru z hlediska nejlepšího výběru parametrů pro nejlepší regresi v každém místě
průběhu selektivního výběru.
• FS5. Jednoduchá metoda, kde se startem výběru se počítá s prázdnou mno-
žinou a hned s prvním parametrem, jako s porovnávacím vzorkem. Postupně
se porovnávají další vzorky a provádí se přidávání dalších parametrů jako nej-
úspěšnějších. Nevýhoda metody je nemožnost odebrání parametru po přidání.
• BS6. Stejně jako FS je BS jednoduchá metoda, kde se startem výběru se po-
čítá naopak s plnou množinou všech parametrů a v každém cyklu se odstraňuje
méně vhodný parametr. Postupně se porovnávají další vzorky až zbydou nej-
lepší parametry jako nejúspěšnější. Nevýhoda metody je nemožnost přidání
parametru po odebrání.
Druhá metoda je metoda filtru, která je založená na principu výběru jednoho
charakterizačního rysu nejvhodnějšího pro klasifikaci [15]. Podle zvoleného charak-
3 SFFS Sekvenční dopředná plovoucí selekce – Sequential Forward Floating Selection
4 SBFS Sekvenční zpětná plovoucí selekce – Sequential Backward Floating Selection
5 FS Dopředná selekce – Forward Selection
6 BS Zpětná selekce – Backward Selection
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terizačního rysu jsou vyhodnoceny všechny zbývající parametry a je proveden zúžený
výběr nejdůležitějších parametrů vhodných pro další matematické zpracování. Ne-
výhoda metody filtru je v kontrole jednoho parametru samostatně a tím absence
kontroly v množině parametrů. Mezi nejznámější metody filtrů se vyznačují:
• entropie – vyznačuje míru neurčitosti neuspořádanosti systému
• korelace – vyznačuje míru závislosti mezi parametry v systému
• redundance – vyznačuje míru nadbytečnosti parametrů v systému
3.6 Klasifikační stromy
Binární klasifikační strom je založený na technice rozhodování, která rozděluje vý-
stupní data do tříd. V případě PN jsou to třídy zdravý a nemocný. Hodnoty jsou zvo-
lené jako nula – zdravý a jednička – nemocný. Po načtení parametrů a dále jejich
zpracování podle mRMR je provedeno natrénování a pak testování. Ukázka natréno-
vaného stromu je na obr. 3.2. Výstupem prediktivní hodnoty u klasifikačního stromu
je diskrétní hodnota v určité třídě.
Klasifikační stromy jsou upravovány – dolaďovány pro přesnější rychlejší vyhod-
nocování a také zjišťování chybovosti pomocí níže uvedených metod [17]:
• Metoda resubEdge vrací odhadovanou hodnotu kvality klasifikačního stromu
pomocí resubstituce
• Metoda resubMargin vrací hodnotu klasifikační meze pomocí resubstituce
• Metoda compact provádí paměťově úspornější klasifikační strom při stejné
funkčnosti
• Metoda crossval je statistická metoda, která provádí křížovou validaci, kde se
testuje v jakém rozsahu ovlivňuje model ostrý vzorek.
• Metoda cvloss vrací klasifikační chybu z křížového validačního modelu
• Metoda prune provádí redukci – prostříhání počtu podstromů klasifikačního
stromu, při zachování funkčnosti
• Metoda resubLoss vrací klasifikační chybu z resubstituce provedené v modelu









x2 < 0.0999653   
x6 < −112.8   x2 < 0.309585   
x2 < 0.00372832   x7 < 454.911   x2 < 0.7907   
x3 < −0.00325946   x1 < 2.1253e+06   x5 < 0.0223834   
x6 < −122.206   x6 < −79.2063   x4 < 0.557552   
x10 < 0.23785   x9 < 0.00171337   
x1 < 2.33879e+06   
x5 < 0.450612   
x9 < −0.00055911   
  x2 >= 0.0999653
  x6 >= −112.8   x2 >= 0.309585
  x2 >= 0.00372832   x7 >= 454.911   x2 >= 0.7907
  x3 >= −0.00325946   x1 >= 2.1253e+06   x5 >= 0.0223834
  x6 >= −122.206   x6 >= −79.2063   x4 >= 0.557552
  x1  >= 0.23785  x9 >= 0.00171337
  x1 >= 2.33879e+06
  x5 >= 0.450612
  x9 >= −0.00055911
Obr. 3.2: Klasifikační binární strom.
3.7 Regresní stromy
Regresní strom je založený na technice dopočítávání hodnot. V případě PN jsou
názvy dopočítaných hodnot uvedené v části 1.2. Po načtení zvukových vzorků, vy-
počítání parametrů a dále jejich zpracování podle mRMR je provedeno natrénování.
Po úspěšném natrénování se provádí testování vzorků pomocí rotační metody Leave
one out. Ukázka natrénovaného stromu je na obr. 3.3. Výstupem prediktivní hod-
noty u regresního stromu je hodnota spojitého charakteru.
Regresní stromy jsou upravovány – dolaďovány pro přesnější rychlejší vyhodno-
cování a také zjišťování chybovosti pomocí níže uvedených metod [16]:
• Metoda compact provádí paměťově úspornější regresní strom při stejné funkč-
nosti
• Metoda crossval je statistická metoda, která provádí křížovou validaci, kde
se testuje v jakém rozsahu ovlivňuje model ostrý vzorek.
• Metoda cvloss vrací regresní chybu z křížového validačního modelu
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Obr. 3.3: Regresní strom UPDRS III – roky PN.
• Metoda prune provádí redukci – prostříhání počtu podstromů regresního
stromu, při zachování funkčnosti
• Metoda resubLoss vrací regresní chybu z resubstituce provedené v modelu
• Metoda resubPredict předpovídá resubstituci regresního stromu
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4 TESTOVÁNÍ A VÝSLEDKY NAVRŽENÉHO
SYSTÉMU
Navržený systém je rozdělen na dvě hlavní části, které jsou různě funkčně napro-
jektované a naprogramované. Na klasifikaci zdravý nebo nemocný a na regresi,
kde se dopočítávají odhadované hodnoty. Testování systému je důležité z hlediska
optimálnosti, přesnosti, pro co nejlepší nejpřesnější výsledky. Testování navrženého
systému je rozděleno také na dvě části, tak jak celý systém. Rozdělení je prove-
deno na klasifikaci zdravý nebo nemocný a na regresi, kde se dopočítávají hodnoty.
Výsledky ukazují, jak přesně je systém obou částí navržen.
4.1 Testování binární klasifikace
Pro testování binární klasifikace se využívá chybovosti a kvality. Pro zjištění chy-
bovosti se používají níže uvedené funkce, které zpracovávají a testují klasifikační
stromy [17].
Funkce resubLoss vrací klasifikační chybu z resubstituce, provedené v klasi-
fikačním modelu. Parametrem této funkce je určený klasifikační strom, popřípadě
klasifikační stromy v programové rotaci. Výstupem pro nejoptimálnější strom je hod-
nota, která se vyznačuje nízkou velikostí. Níže uvedený graf viz. obr. 4.1 pro zjištění
resubstituční klasifikační chyby je tvořen funkcí fitensemble a metodou AdaBo-
ostM1 v počtu 100 učících stromů. V grafu je vyznačeno, že od počtu 45 učících
stromů má algoritmus dobrou chybovost.
Další funkcí je crossval, křížová validace, kde parametrem této funkce je určený
klasifikační strom. Výstupní hodnota této funkce je vstupem pro funkci kfoldLoss,
která vypočítá chybovost křížové validace 𝑓𝑜𝑙𝑑 klasifikačních stromů. Počet 𝑓𝑜𝑙𝑑
je v základním počtu 10. Čím nižší hodnota, tím nejoptimálnějsí strom. Pro ově-
ření správnosti je použita funkce resubEdge. Parametrem této funkce je určený
klasifikační strom, popřípadě klasifikační stromy v programové rotaci. Výstupem
pro nejoptimálnější strom je hodnota, která se vyznačuje velikostí do čísla jedna,
jako nejlepší.
V dalším kroku bylo testování zaměřeno na SVM. K testování se použili funkce,
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Obr. 4.1: Graf resubstituční klasifikační chyby.
které jsou nedílnou součástí [18]. Ukázka podpůrných vektorů je na obr. 4.2.
Výsledky testů metodou SVM na vzorcích nebyli tak úspěšné, jako na klasifikač-
ních stromech. Jako příklad je jeden vzorek, který se nachází v tab. 4.1.
Tab. 4.1: Tabulka porovnání testovacího vzorku mezi SVM a klasifikačního stromu.
Model ACC[%] Senzitivita[%] Specificita[%]
SVM – scénář 2 51,2 62,5 33
Klasifikační strom – scénář 2 56,69 65,43 41,30
Pomocí metody AdaBoostM1 a parametru 100 učících stromů byl proveden
test, ve kterém se zjistilo, že výsledky nedosahují takové úspěšnosti, jak metoda kla-
sifikačního stromu. V průběhu testování pro tuto metodu je vhodné použít výpočetní
klastr s mnoha počítači, protože spotřebuje velký výpočetní výkon. S obyčejným vý-
početním zařízením a s mnoha vzorky, tyto operace trvají mnoho hodin. Výstupní
data z testu se nachází v tab. 4.2.
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Obr. 4.2: Graf SVM jitter.
4.2 Testování regresní klasifikace
Pro testování binární regresní klasifikace se využívá chybovosti a kvality [16].
Funkce resubLoss vrací regresní chybu MSE1 z resubstituce, provedené v re-
gresním modelu. Parametrem této funkce je určený regresní strom, popřípadě re-
gresní stromy v programové rotaci. Výstupem pro nejoptimálnější strom je hodnota,
která se vyznačuje nízkou velikostí.
Další funkcí je crossval, křížová validace, kde parametrem této funkce je určený
regresní strom. Výstupní hodnota této funkce je vstupem pro funkci kfoldLoss,
která vypočítá chybovost MSE křížové validace 𝑓𝑜𝑙𝑑 regresních stromů. Počet 𝑓𝑜𝑙𝑑
regresních stromů je v základním nastavení 10. Nejlepší předpokládaná hodnota
chybovosti má být kolem čísla 5. Tím je zajištěno, že je používán nejoptimálnější
strom.
1 MSE průměrná čtvercová odchylka – mean squared error
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Tab. 4.2: Tabulka modelu s metodou AdaBoostM1. Scénář 1 – 20.
Model ACC[%] Senzitivita[%] Specificita[%]
Scénář 1 64,57 69,23 52,78
Scénář 2 59,84 67,06 45,24
Scénář 3 43,31 54,55 17,95
Scénář 4 66,14 69,89 55,88
Scénář 5 55,12 62,37 35,29
Scénář 6 50,39 59,55 28,95
Scénář 7 59,84 65,93 44,44
Scénář 8 44,88 56,41 26,53
Scénář 9 55,91 63,04 37,14
Scénář 10 60,63 66,67 45,95
Scénář 11 57,48 64,44 40,54
Scénář 12 47,24 56,99 20,59
Scénář 13 60,63 66,67 45,95
Scénář 14 63,78 71,25 51,06
Scénář 15 55,12 62,92 36,84
Scénář 16 50,39 59,77 30
Scénář 17 48,82 58,24 25
Scénář 18 62,99 69,41 50
Scénář 19 62,99 68,54 50
Scénář 20 55,12 62,64 36,11
4.3 Výsledky z binární klasifikace
Význam jednotlivých scénářů 1 – 25 jsou popsané v části 3.1. Způsob výpočtu hod-
not, které jsou v tabulkách výsledků z binární klasifikace je popsán v části 2.2.1.
Výsledky scénáře 1 – 20 se nachází v tab. 4.3. Pro nejoptimálnější hodnoty byl zvolen
počet vzorků pro vytvoření klasifikačního stromu jako vstup mRMR 60 hodnot. Jako
nejlepší výsledky se ukazují z scénáře 16. Výsledky scénáře 21 – 25 se nachází v tab.
4.4. Pro nejoptimálnější hodnoty byl zvolen počet vzorků pro vytvoření klasifikač-
ního stromu jako vstup mRMR 150 hodnot. V této části, kde se počítá s celou
množinou samohlásek jsou výsledky trošku horší. Pokud bude hodnocení rozděleno
na množinu, kde se počítá s samohláskami postupně a na množinu, kde se počítá s ce-
lou sadou samohlásek, tak výsledek bude pro množinu s jednotlivými samohláskami
je nejlepší scénář 16 a množinu s celou sadou samohlásek je nejlepší scénář 23.
38
Tab. 4.3: Tabulka hodnot přesnosti, senzitivita a specificita. Scénář 1 – 20.
Model ACC[%] Senzitivita[%] Specificita[%]
Scénář 1 37,79 50,65 18
Scénář 2 56,69 65,43 41,30
Scénář 3 61,41 70,12 48
Scénář 4 48,81 60 32,69
Scénář 5 66,14 70,78 55,26
Scénář 6 65,35 74,32 52,83
Scénář 7 45,66 56,62 25
Scénář 8 58,26 67,53 44
Scénář 9 60,62 67,44 46,34
Scénář 10 44,09 56,33 28,57
Scénář 11 68,50 72,72 58,97
Scénář 12 59,84 68,83 46
Scénář 13 54,33 63,41 37,77
Scénář 14 59,05 67,5 44,68
Scénář 15 48,81 60,27 33,33
Scénář 16 73,22 77,38 65,11
Scénář 17 63,77 72,97 50,94
Scénář 18 65,35 71,42 53,48
Scénář 19 65,35 70,93 53,65
Scénář 20 63,77 70,23 51,16
Tab. 4.4: Tabulka hodnot přesnosti, senzitivita a specificita. Scénář 21 – 25.
Model ACC[%] Senzitivita[%] Specificita[%]
Scénář 21 53,54 62,65 36,36
Scénář 22 59,05 66,67 44,18
Scénář 23 61,42 69,14 47,82
Scénář 24 53,54 63,29 37,5
Scénář 25 55,91 68,18 42,62
4.4 Výsledky z regresní klasifikace
Význam jednotlivých scénářů 1 – 25 jsou popsané v části 3.1. Způsob výpočtu hod-
not, které jsou v tabulkách výsledků z regresní klasifikace je popsán v části 2.4. Roz-
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sahy škál jednotlivých klinických informaci pro výpočet odchylek se nachází v tab.
4.5 Výsledky odchylek jednotlivých klinických informaci s pomocí scénářů 1 – 25
se nachází v tab. 4.6








ROKY 0 bez limitu
UPDRS III 0 108
UPDRS IV 0 23
Tab. 4.6: Tabulka nejmenší odhadované odchylky klinických informací.
CI Scénář MAE EE1[%] EE2[%]
BDI 22 9,36 10.25 6.73
FOG 4 4,68 4.31 3.88
LED 10 414,87 4.69 -
MMSE 17 6,85 7.18 3.53
NMSS 14 18,41 7.88 16.63
RBDSQ 3 2,28 5.11 3.68
ROKY 3 3,34 5.23 -
UPDRS III 17 9,38 4.70 8.52
UPDRS IV 3 2,15 5.70 8.04
Analýza pomocí aproximační metody nejmenších čtverců, která je provedena po-
mocí aproximační přímky ukazuje, že doba trvání PN pozitivně koreluje s UPDRS
ukazují níže uvedené grafy. V grafech je provedeno pomocí metody nejmenších
čtverců popsané v části 3.1 proložení přímky přes získané hodnoty. Přímka má zve-
dající charakter s přibývajícími roky PN.
• V grafu viz. obr. 4.3 je uvedená korelace F 0 rozptylu a UPDRS
• V grafu viz. obr. 4.4 je uvedená korelace F 0 maxima a UPDRS
• V grafu viz. obr. 4.5 je uvedená korelace F 0 minima a UPDRS
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• V grafu viz. obr. 4.6 je uvedená korelace F 0 medián a UPDRS
• V grafu viz. obr. 4.7 je uvedená korelace F 0 směrodatná odchylka a UPDRS




















Obr. 4.3: Graf korelace UPDRS a F 0 rozptyl.
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Obr. 4.4: Graf korelace UPDRS a F 0 maximum.



















Obr. 4.5: Graf korelace UPDRS a F 0 minimum.
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Obr. 4.6: Graf korelace UPDRS a F 0 medián.





















Obr. 4.7: Graf korelace UPDRS a F 0 směrodatná odchylka.
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5 VÝSLEDKY DIPLOMOVÉ PRÁCE
Výsledky diplomové práce se dělí na dvě části, na výsledky z části klasifikační
stromy a výsledky z části regresní stromy. U klasifikačních stromů je výsledek
pro množinu s jednotlivými samohláskami jako nejlepší scénář 16 (dlouhá samohláska
„á“ co nejtišeji) a pro množinu, kde se počítá s celou sadou samohlásek je nejlepší
scénář 23 (všechny dlouhé samohlásky „á“, „é“, „í“, „ó“, „ú“, co nejhlasitěji).
Z výsledků vyplývá, že pro hodnocení osoby na zdravý nebo nemocný Parkinso-
novou nemocí je nejlepší použít scénář 16, kde senzitivita má 77,38% a specificita
má 65,11%.
Výsledky z druhé části u regresních stromů ukazují jako největší odhadovanou
chybovost 10,25% u BDI – index deprese ve scénáři 22 (všechny dlouhé samohlásky
„á“, „é“, „í“, „ó“, „ú“) a nejmenší odhadovanou chybovost 4,31% FOG (pro-
blém s chůzí) ve scénáři 4 (krátká samohláska „o“). Z výsledků vyplývá, že k hod-
nocení osoby pro zjištění predikce nejpřesnější klinické informace je nejlepší pou-
žít FOG (problém s chůzí) ve scénáři 4 (krátká samohláska „o“). Ostatní klinické
informace s nejmenší odhadovanou chybovosti jsou v tab. 4.6.
Výsledek vizuální analýzy pomocí aproximační metody nejmenších čtverců, která




Tato diplomová práce se zabývá konceptem rozpoznávání a vývoje Parkinsonovy ne-
moci PN1. Nalezení vhodných řečových parametrů pro použití ve statistických meto-
dách pro vyhodnocení PN. Jako vstupní údaje využívá databáze nahrávek pacientů
postižených PN a zdravých osob. Nahrávky jsou v podobě samohlásek v různých
čtyřech hlasových změnách. Začátek práce je věnován popisu PN a popisu klinic-
kých informací. Dále pak je popsána parametrizace, klasifikace a monitorování hy-
pokinetické dysartrie. Jako rozhodovací metody byly zvoleny klasifikační a regresní
stromy.
Vstupní data byly rozděleny do 25 scénářů pro zjištění, které data nejlépe vy-
stihují co nejpřesněji vývoj PN. Scénář 1 – 20 zahrnuje parametry z jednotlivých
samostatných samohlásek ve čtyřech různých hlasových změnách. Scénář 21 – 24
zahrnuje parametry ze sady samohlásek ve čtyřech různých hlasových změnách.
Scénář 25 zahrnuje parametry ze všech samohlásek ve čtyřech různých hlasových
změnách dohromady.
Výsledky diplomové práce se dělí na dvě části, na výsledky z části klasifikační
stromy a výsledky z části regresní stromy. U klasifikačních stromů je výsledek
pro množinu s jednotlivými samohláskami jako nejlepší scénář 16 (dlouhá samohláska
„á“ co nejtišeji) a pro množinu, kde se počítá s celou sadou samohlásek je nejlepší
scénář 23 (všechny dlouhé samohlásky „á“, „é“, „í“, „ó“, „ú“, co nejhlasitěji). Z vý-
sledků vyplývá, že pro hodnocení osoby na zdravý nebo nemocný Parkinsonovou ne-
mocí je nejlepší použít scénář 16, kde senzitivita má 77,38% a specificita má 65,11%.
Výsledky z druhé části u regresních stromů ukazují jako největší odhadovanou
chybovost 10,25% u BDI – index deprese ve scénáři 22 (všechny dlouhé samohlásky
„á“, „é“, „í“, „ó“, „ú“) a nejmenší odhadovanou chybovost 4,31% FOG (pro-
blém s chůzí) ve scénáři 4 (krátká samohláska „o“). Z výsledků vyplývá, že k hodno-
cení osoby pro zjištění nejpřesnější klinické informace je nejlepší použít FOG (pro-
blém s chůzí) ve scénáři 4 (krátká samohláska „o“).
Ostatní klinické informace se pohybují mezi 5 – 8% odhadované chybovosti. Lé-
kařské testy souvisí s řečovými parametry při hodnocení Parkinsonovy nemoci, po-
kud je používána kvalitní technika související se záznamem řeči postiženého člověka
1 PN Parkinsonova nemoc – Parkinson’s Disease
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pro vyhodnocení nemoci a její vývoj. Samotný lékař nepozná minimální změny v ře-
čových parametrech a pokud nemá dostupné standardní záznamy – hodnoty pro
posouzení nemoci, tak výsledkem je jenom hrubý a zdánlivý odhad vývoje nemoci.
Výsledkem analýzy pomocí aproximační metody nejmenších čtverců, která je pro-
vedena pomocí regresní přímky ukazuje, že doba trvání PN pozitivně koreluje s UPDRS.
Metody pro statistické vyhodnocení byly použity senzitivita, specificita, prů-
měrná absolutní odchylka a odhadovaná odchylka.
V průběhu práce bylo zjištěno, že pro rychlejší výpočty je vhodné používat výpo-
četní cluster, jinak matematické operace s obyčejným hardware trvají mnoho hodin.
Další možností této práce je získání většího počtu vzorků pro testovací mno-
žinu. Dále další možností rozšíření této práce jsou další vstupní data pro klasifi-
kační a regresní stromy v podobě dotazníku od osob postižených Parkinsonovou ne-
mocí pro zjištění způsobu života, životosprávy, analýzu celkového zdravotního stavu,
nemocí postihující nervovou soustavu.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
ACC přesnost – Accuracy
AHTD domácí testovací zařízení – At-Home Testing Device
ANN umělé neuronové sítě – Artificial Neural Network
BDI index deprese – Beck Depression Inventory
BS zpětná selekce – Backward Selection
CART klasifikační a regresní stromy – Classification And Regression Trees
CI detailní klinická informace – Particular Clinical Information
DCT diskrétní kosinová transformace – Discrete Cosine Transform
DFA detrendní analýza kolísání – Detrended Fluctuation Analysis
DFT diskrétní Fourierova transformace – Discrete Fourier Transform
DNA deoxyribonukleová kyselina – Deoxyribonucleic Acid
EE odhadovaná odchylka – Estimation Error
FFT rychlá Fourierova transformace – Fast Fourier Transform
FOG problém s chůzí – freezing of gait questionnaire
FP zdravý identifikovaní jako nemocní – False positive: Healthy people bad
defined as sick
FS výběr funkcí – Feature Selection
FS dopředná selekce – Forward Selection
FN nemocní identifikovaní jako zdravý – False negative: Sick people bad defined
as healthy
F 0 kmitočet základního tónu – pitch frequency
GMMs Gaussovy smíšené modely – Gaussian Mixture Models
HD hypokinetická dysartrie – hypokinetic dysarthria
HMMs skryté Markovovy modely – Hidden Markov Models
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HNR poměr harmonicity k šumu – Harmonics to Noise Ratio
LASSO nejmenší absolutní úbytek a selektivní operátor – Least Absolute
Shrinkage and Selection Operator
LED Dopaminová ekvivalentní denní dávka – L–dopa equivalent daily dose
LPC lineární predikční koeficienty – linear prediction coefficients
LSVT Lee Silverman řečová terapie – Lee Silverman Voice Treatment
MAE průměrná absolutní odchylka – mean absolute error
MFCC mel frekvenční kepstrální koeficienty — mel frequency cepstral coefficients
MMSE minimální mentální stav prohlídky – Mini–mental state examination
mRMR minimum redundance maximum relevance – Minimum Redundancy
Maximum Relevance
MSE průměrná čtvercová odchylka – mean squared error
N negative – počet skutečně zdravých
NMSS kognitivni funkce – Non-motor symptoms scale
P positive – počet skutečně nemocných
PDA algoritmus detekce základního kmitočtu – Pitch Detection Algorithm
PLP percepční lineární predikční koeficienty – Perceptual Linear Predictive
coefficients
PN Parkinsonova nemoc – parkinson’s disease
PPE entropie periody základního tónu – pitch period Entropy
RBDSQ Rychlé pohyby očí s poruchy spánku – Rapid eye movement sleep
behavior disorder screening questionnaire
RPDE periodické opakování hustoty entropie – recurrence period density Entropy
RF náhodné stromy – Random Forests
RMSE hlavní průměrná čtvercová odchylka – root mean squared error
SBFS Sekvenční zpětná plovoucí selekce – Sequential Backward Floating Selection
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SFFS Sekvenční dopředná plovoucí selekce – Sequential Forward Floating Selection
SPC míra skutečné pravdivosti zdravých – true negative rate – specificity
SVM metoda podpůrných vektorů – support vector machines
SVR podpůrná vektorová regrese – Support Vector Regression
TKEO Teagerův-Kaiserův energetický operátor – Teager-Kaiser Energy Operator
TN skutečně zdravý – True negative: Healthy people right defined as healthy
TP skutečně nemocní – True positive: Sick people right defined as sick
TPR míra skutečné pravdivosti onemocněných – true positive rate – sensitivity
UPDRS ucelená stupnice hodnocení Parkinsonovy nemoci – unified Parkinson’s
disease rating scale
VFER poměr vybuzení hlasivek – Vocal Fold Excitation Ratios
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