Abstract: Exploiting perceptual-based weighting can improve the reconstruction quality for compressed video sensing (CVS). Nevertheless, practical implementation of the compressed sensing (CS) requires quantizing the measurements. We propose a simplified sampling rate model for the perceptual CVS to achieve compromise between the number of measurements and the quantization bit-depth, which are the main contributing factors in the CS rate-distortion (RD) performance. The proposed model can achieve near optimal RD-performance obtained through exhaustive simulations. In addition, simulation results show that the quantized perceptual CVS achieves remarkable RD-performance gain, with lower sampling rate, compared to applying the quantization model on the standard CS. , vol. 60, no. 7, pp. 3496-3505, 2012. DOI:10.1109/TSP.2012 H. Liu, B. Song, F. Tian, and H. Qin, "Joint sampling rate and bit-depth optimization in compressive video sampling," IEEE Trans. Multimed., vol. 16, no. 6, pp. 1549-1562 , 2014 . DOI:10.1109/TMM.2014 S. Elsayed, M. Elsabrouty, O. Muta, and H. Furukawa, "Perceptual-based compressed video sensing," IEICE Commun.
Introduction
Compressed sensing (CS) [1] benefits from signal sparsity to enable sampling at sub-Nyquist rates 1 . Practically, the CS measurements should be quantized for storage and transmission. Considering the CS quantization, the number of measurements (M ) and the number of bits per measurement (bit-depth (B)) represent the main tradeoffs in the rate-distortion (RD) performance [3] . An empirical distortion model for compressed video sensing (CVS) is proposed in [4] , along with a rateallocation module for both the sampling rate (SR) and the quantization bit-depth for each block in video frames. However, in [4] , the distortion model parameters are sequence dependent. We have presented two CVS frameworks in [5] to exploit the perceptual properties in video signals. In addition, we have extended the concept in [5] to multi-view imaging [6] . Our perceptual-based CVS achieve remarkable performance gain over conventional CS. However, in [5] and [6] , quantization of CS measurements are not taken into consideration. Unlike previous works in [4, 5, 6] , this letter proposes generalized RD-optimized SR empirical models for perceptual CVS to enable static SR and bit-depth. We develop the quantized versions of the perceptual CVS frameworks in [5] . The proposed quantization model is capable of achieving very similar RD-performance to the optimally detected values from simulations.
Compressed sensing background
Under the CS theory, a signal x 2 R NÂ1 , which is sparsely represented as 2 R
NÂ1
through a sparsifying transformation É 2 R NÂN (i.e., x ¼ É), can be acquired 
where ! 0 is small tolerance. 1 For more information about the CS and its potential applications in communications, readers can refer to [2] .
The quantized measurement vector can be defined as y Q ¼ Q B ðÈxÞ, where Q B is a B-bit scalar quantization function (applied element wise) that maps the real valued CS-measurements to discrete alphabet with 2 B levels. Given fixed bit-budget B ¼ MB, the bit-depth can be increased to improve the precision of each measurement. However, this results in decreasing the number of measurements, which in turn reduces the recovery quality. Hence, an efficient compromise between M and B is necessary.
Proposed quantized perceptual CVS
Empirical RD-optimized SR models for two quantized perceptual-based CVS frameworks, namely QIntra-perc-CVS and QInter-perc-CVS, are proposed based on our work in [5] , by considering the quantization effects and compensating for M and B tradeoff. In this letter, the processing is done in a block-based CS manner (BCS), unlike full signal processing in [5] to simplify the acquisition and reconstruction process and reduce memory requirements. The video frames are divided into 16 Â 16 non-overlapping blocks. In QIntra-perc-CVS, the total bit-budget is divided equally among all frames and blocks and each frame is intra-encoded/intradecoded exploiting an efficient perceptual-based weighting strategy. The QInterperc-CVS further exploits the inter-frame correlation utilizing residual-based interdecoding for non-key frames, which are assigned lower bit-budget than for the key frames. In the following, N, M, and B are corresponding to the individual blocks.
Quantized intra perceptual CVS (QIntra-perc-CVS)
The encoding process of this framework is shown in Fig. 1a . In this framework, the baseline CS measurement matrix and the recovery algorithm are modified such that the measurements and recovery are focused on the perceptually pronounced lowfrequency discrete cosine transform (DCT) coefficients of each block.
LetT & f1; 2; . . . Ng represent the visual support estimate, per block, that contains predefined indices of the low-frequency 2D-DCT coefficients in zig-zag scanning order, andT c is its complement. For the acquisition, a weighting vector w ¼ ½w 1 ; . . . ; w i ; . . . ; w N T 2 R NÂ1 and a weighting matrix W 2 R NÂN are defined, such that: 
The reconstruction is done through weighted l 1 -min problem:
where
is the weighting vector for the recovery, such that:
The values of the support estimate size and the weight factor for the BCS follow [6] as jTj ¼ 0:85M and ! ¼ 0:3. Static sampling rate/bit-depth model: To compromise between M and B, empirical tests on several test video sequences (training set in Table I ) [7] are done using all possible combinations of R sr (0.1 to 0.9, step 0.05) and B (1 to 10). We obtained linear model for the RD-optimized sampling rate (R Ã sr ), and B can be calculated accordingly as:
where R t ¼ B=N is the target number of bits per pixels (bpp), and a 1 and a 2 are the model parameters averaged over those of the training set video sequence, where a 1 ¼ 13:82 and a 2 ¼ 4:463 are used. By the same way, a linear R Ã sr model is obtained for the quantized standard CS (QStdCS), as (6) . For the QStdCS, the model parameters are determined as a 1 ¼ 16:29 and a 2 ¼ 5:892.
From the R Ã sr model parameters, it can be noticed that, for certain R t , the R Ã sr for QIntra-perc-CVS is smaller than that of QStdCS. Nevertheless, the perceptualbased CVS needs more precise measurements than QStdCS (since B ¼ B=M). This is due to the fact that, perceptual-based CVS focuses on the low-frequency coefficients that contain most of the energy of the signal. 
Quantized inter perceptual CVS (QInter-perc-CVS)
The encoding process of this framework is shown in Fig. 1b . In this framework, video frames are grouped into number of groups of pictures (GOPs), each consists of one key frame and number of non-key frames (we use GOP ¼ 3). The total bitbudget is divided equally among GOPs. Key frames are assigned bit-budget (B k ¼ FB gop ) larger than that of the non-key frames (B nk ), where B gop is the bit-budget for the GOP, and F is a constant fraction (we select F ¼ 0:7). The remaining bit-budget is divided equally among the non-key frames. The acquisition process is done separately on each frame, utilizing Eq. (3). The recovery process makes use of the inter-frame correlation to improve the recovery of the non-key frames via residual-based recovery.
Let x p represent the predicted non-key frame block generated from its co-located blocks in the previously reconstructed neighboring key frames (we use simple average interpolation to generate x p ). The proposed scheme acquires similar perceptual-based measurement vector as for non-key frame block from its predicted block asỹ p ¼È nk x p , whereÈ nk is the non-key perceptual measurement matrix. The residual measurement vectorỹ r ¼ỹ nk Q Àỹ p is utilized to recover the residual signal to be added back to x p to obtain the reconstructed non-key frame, whereỹ nk Q is the non-key quantized measurement vector per block. The residual recovery is achieved as Eq. (4) by replacing the full signal with its residual. The values of the support estimate size and the weight factor for the non-key frames follow those in [5] .
Static sampling rate/bit-depth model: Since the key frames are intra-processed, they utilize R Ã sr defined in Eq. (6) with the same model parameters as the QIntra-perc-CVS. For the non-key frames, empirical tests have been done using different combinations of SR and bit-depth. We obtained linear model for the RDoptimized SR for non-key frames (R Ã srnk ) as Eq. (6), with model parameters determined as a 1 ¼ 11:25 and a 2 ¼ 0:906.
Models verification and simulation results
In simulation, we use Gaussian CS measurement matrix È, and gradient projection for sparse reconstruction (GPSR) algorithm (used in [5] ) for the recovery.
For models verification, we use different set of video sequences (verification set in Table I ) [7] . The degree of correlation between the RD-performance (in terms of peak-signal-to-noise ratio (PSNR), defined in [5] ) using the proposed R Ã sr models and the optimal RD-performance is measured in terms of Pearson's correlation coefficient (PCC) [8] and normalized root-mean-square-error (NRMSE). The PCC between two signals f ¼ ff 1 ; . . . ; f j ; . . . f n g and g ¼ fg 1 ; . . . ; g j ; . . . ; g n g of length n, is defined as
The PCC coefficient is symmetric i.e., rðf; gÞ ¼ rðg; fÞ. In this letter, f and g correspond to two data sets generated from (1) the RD-performance curve using R rðf; gÞ :¼
where f and g are the means of f and g, respectively, and rðf; gÞ 2 ½À1; þ1. When rðf; gÞ is close to −1 or +1, f and g are said to be inversely or directly associated, respectively. If rðf; gÞ is close to zero, this means less or no association between f and g. The NRMSE over the range of the observed data can be defined as [9] :
where g max and g min are the maximum and the minimum observed data values, respectively. Smaller NRMSE values mean closely related signals, while higher NRMSE values imply less related signals. Table I shows that, the proposed models achieve remarkable correlation (e.g., PCC ! 0:992 and NRMSE 0:067) for different frameworks and test signals. Fig . 2 shows sample results to compare the optimal and model-based RDperformance of different frameworks, for Akiyo and Silent video sequences (CIF, 100 frames each, Y-component). For the QInter-perc-CVS, the RD-performance shown is for the non-key frames only 3 . It can be seen that, very similar RDperformance to the optimal can be achieved using the proposed R Ã sr models. In addition, the QInter-perc-CVS gives significant improvement over the QIntra-perc-CVS which already outperforms the QStdCS.
Conclusion
The proposed static SR/bit-depth models, for different frameworks, proved their efficiency and simplicity as general models for compromising the number of measurements and the quantization bit-depth. In addition, the quantized perceptual-CVS proved improved RD-performance, with lower SR, compared to QStdCS. Since in the QInter-perc-CVS, the key frames are intra-processed with higher bit-rates than that of the non-key frames, we are more interested to show the average PSNR of the non-key frames against the average bit rate.
