Mayer-Vietoris Formula for Determinants of Elliptic Operators of
  Laplace-Beltrami Type (after Burghelea, Friedlander and Kappeler) by Lee, Yoonweon
ar
X
iv
:d
g-
ga
/9
50
30
02
v1
  8
 M
ar
 1
99
5
MAYER-VIETORIS FORMULA FOR DETERMINANTS OF
ELLIPTIC OPERATORS OF LAPLACE-BELTRAMI TYPE.
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Yoonweon Lee
March 5, 1995
Abstract. The purpose of this note is to provide a short cut presentation of a
Mayer-Vietoris formula due to Burghelea-Friedlander-Kappeler for the regularized
determinant in the case of elliptic operators of Laplace Beltrami type in the form
typically needed in applications to torsion.
1. Statement of Mayer-Vietoris Formula for Determinants
Let (M, g) be a closed oriented Riemannian manifold of dimension d and Γ be
an oriented submanifold of codimension 1. We denote by ν the unit normal vector
field along Γ. LetMΓ be the compact manifold with boundary Γ
+⊔Γ− obtained by
cutting M along Γ, where Γ+ and Γ− are copies of Γ and denote by p : MΓ → M
the identification map. The vector field ν has the lift on MΓ which we denote
by ν again. Denote by Γ+ the component of the boundary where the lift of ν
points outward. Given a smooth vector bundle E → M, denote by EΓ the pull
back of E → M to MΓ by p. Let A : C∞(E) → C∞(E) be an elliptic, essentially
self-adjoint, positive definite differential operator of Laplace-Beltrami type, where
we say that A is of Laplace-Beltrami type if A is an operator of order 2 whose
principal symbol is σL(x, ξ) =‖ ξ ‖2 Idx, Idx ∈ Endx(Ex, Ex). We denote by
AΓ : C
∞(EΓ)→ C∞(EΓ) the extension of A to smooth sections of EΓ.
Consider Dirichlet and Neumann boundary conditions B,C on Γ+ ⊔ Γ− defined
as follows:
B : C∞(EΓ)→ C∞(EΓ |Γ+⊔Γ−), B(f) = f |Γ+⊔Γ−
C : C∞(EΓ)→ C∞(EΓ |Γ+⊔Γ−), C(f) = ν(f) |Γ+⊔Γ− .
Consider ˜AΓ,B = (AΓ, B) : C
∞(EΓ) → C∞(EΓ) ⊕ C∞(EΓ |Γ+⊔Γ−). From the
properties of A it follows that ˜AΓ,B is invertible. Therefore we can define the corre-
sponding Poisson operator PB as the restriction of ˜AΓ,B
−1
to 0⊕C∞(EΓ |Γ+⊔Γ−).
Denote by AB the restriction of ˜AΓ,B on {u ∈ C∞(EΓ) | B(u) = 0}. Then AB
is also essentially self-adjoint and positive definite (cf Lemma 3.1). This ( using
standard analytic continuation technique due to Seeley (cf.[Se])) allows us to define
logDet(A) = − d
ds
|s=0 tr 1
2πi
∫
γ
λ−s(λ− A)−1dλ
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logDet(AΓ, B) = − d
ds
|s=0 tr 1
2πi
∫
γ
λ−s(λ−AB)−1dλ,
where γ is a path around the negative real axis,
{ρeiπ | ∞ > ρ ≥ ǫ} ∪ {ǫeiθ | π ≥ θ ≥ −π} ∪ {ρe−iπ | ǫ ≤ ρ <∞}
with ǫ > 0 chosen sufficiently small to ensure that Γ does not separate the spectrum.
We define the Dirichlet to Neumann operator, associated to A,B and C,
R : C∞(E |Γ)→ C∞(E |Γ)
by the composition of the following maps
C∞(E |Γ) △ia−−→ C∞(E |Γ+)⊕C∞(E |Γ−) PB−−→ C∞(EΓ) C−→ C∞(E |Γ+)⊕C∞(E |Γ−)
△if−−→ C∞(E |Γ),
where △ia(f) = (f, f) is the diagonal inclusion and △if (f, g) = f − g is the dif-
ference operator. Then R is an essentially self-adjoint, positive definite, elliptic
operator of order 1 (cf Lemma 3.5).
Theorem 1.1 (Mayer-Vietoris Type Formula for Determinants [BFK]).
Let (M, g) be a closed oriented Riemannian manifold of dimension d and A be
an elliptic, essentially self-adjoint, positive definite differential operator of Laplace-
Beltrami type acting on smooth sections of a vector bundle E →M . Then AB and
R are essentially self-adjoint, positive definite elliptic operators and
Det(A) = cDet(AΓ, B)Det(R),
where c is a local quantity which can be computed in terms of the symbols of A,B
and C along Γ.
Remark: The above result can be extended to manifolds with boundary. E.g.
consider an oriented, compact, smooth manifold M whose boundary ∂M is a dis-
joint union of two components ∂+M and ∂−M with Γ ∩ ∂M = ∅, an operator A
of Laplace-Beltrami type and differential elliptic boundary conditions B+ respec-
tively B− for A on ∂+M respectivley ∂−M. Denote by A
(0) the operator A with
domain {u ∈ C∞(E) | B+u = 0, B−u = 0}. Then Theorem 1.1 remains true with
A replaced by A(0).
2. The Asymptotics of Determinants of Elliptic Pseudodifferential
Operators with Parameter
Let V be an open angle in the complex λ-plane and P(λ), λ ∈V, a family of
ΨDO’s of order m, m a positive integer, acting on smooth sections of a vector
bundle E →M of rank ν, where M denotes a closed smooth Riemannian manifold
of dimension d.
Definition 2.1. (cf.[Sh]) The family P(λ), λ ∈ V, is said to be a ΨDO with pa-
rameter of weight χ > 0 if in any coordinate neighborhood U of M , not necessarily
connected, and for an arbitarily fixed λ ∈ V , the complete symbol p(λ; x, ξ) of P is
in C∞(U ×Rd, End(Cν)) and, moreover, for any multiindices α and β, there exists
a constant Cα,β such that | ∂αξ ∂βxp(λ; x, ξ) |≤ Cαβ(1+ | ξ | + | λ |
1
χ )m−|α|.
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Definition 2.2. P(λ) is called classical if in any chart the complete symbol
p(λ; x, ξ) admits an expansion of the form
p(λ; x, ξ) ∼ pm(λ; x, ξ) + pm−1(λ; x, ξ) + · · · ,
where pj(τ
χλ; x, τξ) = τ jpj(λ; x, ξ)(τ > 0, j ≤ m). The family P(λ) is said to be
elliptic with parameter if pm(λ; x, ξ) is invertible for all x ∈ M , ξ ∈ T ∗x (M) and
λ ∈V satisfying | ξ | + | λ | 1χ 6= 0.
Definition 2.3. Let Q be an elliptic ΨDO. The angle π is called an Agmon angle
for Q if for some ǫ > 0, spec(Q) ∩ Λǫ = ∅, where spec(Q) denotes the spectrum of
Q and Λǫ = {z ∈ C | π − ǫ < arg(z) < π + ǫ or | z |< ǫ}.
Theorem 2.4. Let P (λ) be an essentially self-adjoint, positive definite, classical
ΨDO of order m ∈ N with parameter λ ∈ V of weight χ > 0 such that
(i) P (λ) is elliptic with parameter and
(ii) for each λ ∈ V , P (λ) has π as an Agmon angle.
Then logDetP (λ) admits an asymptotic expansion for λ ∈ V , | λ |→ ∞, of the
form
logDetP (λ) ∼
∞∑
j=−d
πj | λ |−
j
χ +
d∑
j=0
qj | λ |
j
χ log | λ | .
The coefficients πj and qj can be evaluated in terms of the symbol of P and
λ
|λ|
.
In particular, π0 is independent of perturbations by lower order operators, whose
orders differ at least by d+ 1 from the order of P (λ).
For the convenience of the reader we include the proof of this theorem which can
be found in the appendix of [BFK].
Proof of Theorem 2.4 We divide the proof into several steps.
Step 1 By a standard procedure we construct a parametrix for
R(µ, λ) = (µ− P (λ))−1(µ ≤ 0).
Step 2 Define RN (µ, λ) to be a conveniently chosen approximation of R(µ, λ)
and write P (λ)−s = PN (λ; s) + P˜N (λ; s), where PN (λ; s) =
1
2πi
∫
γ
µ−sRN (µ, λ)dµ
and where γ denotes a contour around the negative axis, enclosing the origin in
clockwise orientation. Then for s in C with Res sufficiently large, ζ(s) = ζN (s) +
ζ˜N (s), where ζ(s) = trP (λ)
−s, ζN (s) = trPN (λ, s), and ζ˜N (s) = trP˜N (λ, s).
Step 3 Describe an asymptotic expansion of ∂∂s |s=0 ζN (λ, s) as λ→∞.
Step 4 Provide an estimate for the remainder term ∂∂s |s=0 ζ˜N (λ, s) as λ→∞.
Step 5 Provide a formula for π0.
Step 1 We want to construct a parametrix for R(µ, λ) = (µ− P (λ))−1
(µ ≤ 0). Consider the equation (µ− p(λ; x, ξ)) ◦ r(µ, λ; x, ξ) = Id, where ◦ denotes
mulplication in the algebra of symbols.
Introduce, for α = (α1, · · · , αd), the standard notation α! = α1! · · ·αd!, ∂αξ =
( ∂
∂ξ1
)α1 · · · ( ∂
∂ξd
)αd and Dαξ = (
1
i
)α∂αξ.
Write r(µ, λ; x, ξ) ∼ r−m(µ, λ; x, ξ)+r−m−1(µ, λ; x, ξ)+ · · · , where r−j(µ, λ; x, ξ)
is positive homogeneous of degree −j in (ξ, µ 1m , λ 1χ ). Then we obtain the following
formula:
r−m(µ, λ; x, ξ) = (µ− pm(λ; x, ξ))−1
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and for j ≥ 1,
r−m−j(µ, λ; x, ξ)
= −(µ− pm(λ; x, ξ))−1
j−1∑
k=0
∑
|α|+l+k=j
1
α!
∂αξ pm−l(λ; x, ξ)D
α
xr−m−k(µ, λ; x, ξ).
The functions rj(µ, λ; x, ξ) satisfy the following homogeneity condition
rj(τ
mµ, τχλ; x, τξ) = τ jrj(µ, λ; x, ξ)(τ > 0).
By a standard procedure,
∑
j≥0 r−m−j(µ, λ; x, ξ) gives rise to a ΨDO with pa-
rameter, called a parametrix for R(µ, λ).
Step 2 Introduce a finite cover (Uj) of M by open charts and take a partition
of unity ϕj , subordinate to Uj . Choose ψj ∈ C∞0 (Uj) such that ψj ≡ 1 in some
neighborhood of suppϕj . Let us fix local coordinates in every Uj and define the
operators
(R
(j)
N,µ,λf)(x) = ψj(x) ·
∫
Rd
dξ
1
(2π)d
∫
Rd
dy
(
r(N)(µ, λ; x, ξ)ei(x−y)·ξϕj(y)f(y)
)
,
where r(N)(µ, λ; x, ξ) =
∑N−1
j=0 r−m−j(µ, λ; x, ξ) in the local coordinates of Uj . The
approximation RN (µ, λ) of the resolvent R(µ, λ) is defined by RN (µ, λ) =∑
j R
(j)
N (µ, λ). We need an estimate of R(µ, λ)−RN (µ, λ) in trace norm. The latter
is denoted by |‖ · ‖|.
Lemma 2.5. Choose N > 3d2 + m. Then for λ ∈ V1 and µ ∈ R− with | µ |
sufficiently large
|‖ R(µ, λ)−RN (µ, λ) ‖|< CN (1+ | λ |)−
(N− 3d
2
−m)
χ (1+ | λ |)−2,
where V1 is an angle whose closure is contained in V , V1 ≪ V.
Proof. Define TN (µ, λ) by (µ− P (λ))RN (µ, λ) = Id− TN (µ, λ). From (µ− P (λ))·
R(µ, λ) = Id, we then conclude that R(µ, λ)−RN (µ, λ) = R(µ, λ)TN(µ, λ).
The claimed estimate of the lemma follows, once we have proved that for some
τ > d
‖ R(µ, λ) ‖L2→L2≤ C(1+ | µ |)−1 (2.1)
(λ ∈ V1 ≪ V, µ ∈ R−, | µ | sufficiently large) and
‖ TN (µ, λ) ‖L2→Hτ≤ Cτ (1+ | λ |
1
χ + | µ | 1m )−N+τ (2.2)
because, from (2.2) we can conclude that TN (µ, λ) is a ΨDO of order −τ < −d and
hence of trace class, when considered as an operator on L2-sections of E → M .
The estimate (2.1) is standard (cf.e.g.[Sh]) and (2.2) follows from the fact that the
symbol tN (µ, λ; x, ξ) of TN (µ, λ) satisfies
| DαxDβξ tN (µ, λ; x, ξ) |≤ Cαβ(1+ | ξ | + | λ |
1
χ + | µ | 1m )−N−|β|.
Thus the norm of TN (µ, λ) as an operator from H
s to Hs+τ is
O(1+ | λ | 1χ + | µ | 1m )−N+τ .
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Therefore
|‖ TN ‖|= O(1+ | λ | 1χ + | µ | 1m )−N+ 3d2 .

Step 3 Next we study the asymptotic expansion of ∂∂s |s=0 ζN (λ, s) as λ→ +∞.
Recall that PN (λ, s) =
1
2πi
∫
γ
dµµ−sRN (µ, λ). Its Schwarz kernel is given by
PN (λ, s; x, y) =
∑
j
ψj(x)ϕj(y)
1
(2π)d
∫
Rd
dξei(x−y)·ξ
1
2πi
∫
γ
dµµ−s
N−1∑
k=0
r−m−k.
As a consequence
PN (λ, s; x, x) =
∑
j
ϕj(x)
1
(2π)d
N−1∑
k=0
Ik(s, λ, x) =
1
(2π)d
N−1∑
k=0
Ik(s, λ, x),
where Ij(s, λ, x) =
1
2πi
∫
Rd
dξ
∫
γ
dµµ−sr−m−j(µ, λ; x, ξ). By the change of variables
ξ =| λ | 1χ ξ′, µ =| λ |mχ µ′ and by using the homogeneity of r−m−j , we obtain
Ij(s, λ, x) =
1
2πi
| λ | d−ms−jχ
∫
Rd
dξ
∫
γ
dµµ−sr−m−j(µ,
λ
| λ | ; x, ξ).
We need to investigate Jk(s, λ, x) :=
1
2πi
∫
Rd
dξ
∫
γ
dµµ−sr−m−k(µ,
λ
|λ| ; x, ξ).
Lemma 2.6. Let ω ∈ V with | ω |= 1. Then Jk(s, ω; x) is holomorphic in s in the
half plane Res > d−km and it admits a meromorphic continuation in the complex
s-plane. The point s=0 is always regular and Jk(0, ω; x) = 0 if k > d.
Proof. (i) Integrating by parts with respect to µ, one obtains
Jk(s, ω; x) =
∫
Rd
dξ
1
(1− s) · · · (l − s)
1
2πi
∫
γ
(−1)ldµµ−s+l ∂
l
∂µl
r−m−k(µ, ω; x, ξ).
If l > Res− 1, the contour integral reduces to
−sinπs
π
∫ ∞
0
dµµ−s+l(
∂l
∂µl
r−m−k)(−µ, ω; x, ξ).
Further, the matrix ∂
l
∂µl
r−m−k can be estimated
| ∂
l
∂µl
r−m−k |≤ C(1+ | µ | 1m + | ξ |)−m−k−ml.
Thus, for Res > d−k
m
, the integral
∫
Rd
dξ
∫ ∞
0
dµµ−s+l((
∂l
∂µl
)r−m−k)(−µ, ω; x, ξ)
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converges absolutely and therefore is a holomorphic function in s. Moreover,
− sinπs
π(1−s)···(l−s)
is entire. In all, we have proved that Jk(s, λ; x) is holomorphic in
Res > d−km .
(ii) Next let us prove that Jk(s, λ; x) can be meromorphically continued to the
entire complex s-plane. To keep the exposition simple let us assume that P (λ) is
a scalar ΨDO. The expressions r−m−k(µ, ω; x, ξ) have been defined in a recursive
fashion and are sums of terms of the form (µ−pm(ω; x, ξ))−lql,k(ω; x, ξ) with l ≥ 1,
where ord(ql,k) = −m−k+ml and ql,k is an expression, independent of µ, involving
only the symbols pm−j(ω; x, ξ) and their derivatives with 0 ≤ j ≤ k.
It follows from the recursive definition of the r−m−k that l has to satisfy l ≥ k+1
and thus, in the case k ≥ 1, Jk consists of a sum of terms of the form∫
Rd
dξql,k(ω; x, ξ)
1
2πi
∫
γ
dµµ−s(µ− pm(ω; x, ξ))−l
=
(∫
Rd
dξql,k(ω; x, ξ)(pm(ω; x, ξ))
−s−l+1
)(
(−1)l−1
(l − 1)! s(s+ 1) · · · (s+ l − 2)
)
,
where after integration by parts, we used Cauchy’s formula. As | ω |= 1, it follows
from Definition 2.1 that the integrand ql,k(ω; x, ξ)pm(ω; x, ξ)
−s−l+1 is absolutely
integrable in | ξ |≤ 1. Thus one only needs to consider the integral over | ξ |> 1.
For ω fixed, the symbols ql,k and pm are classical and admit an asymptotic expansion
in ξ-homogeneous functions. Consider two cases:
Case 1: k = 0.
Using that r−m(µ, ω; x, ξ) = (µ− pm(ω; x, ξ))−1 we conclude that
J0(s, ω; x) =
∫
Rd
dξ
1
2πi
∫
γ
dµµ−s(µ− pm(ω; x, ξ))−1 =
∫
Rd
dξ(pm(ω; x, ξ))
−s.
Recall that ω with | ω |= 1 is fixed and thus pm(ω; x, ξ) defines an elliptic ΨDO
Pm(ω; x,D) and we can apply the standard theory of complex powers of elliptic
operators (cf.e.g.[Se]) to conclude that
∫
Rd
dξpm(ω; x, ξ)
−s has a meromorphic con-
tinuation in the whole complex s-plane, with at most simple poles and that s = 0
is a regular point. The poles are located at sj =
d−j
m
with j ∈ {0, 1, 2, · · · } \ {d}.
Case 2: k ≥ 1.
As it was observed by Guillemin [Gu] and Wodzicki [Wo] in the context of non-
commutative residues,
∫
Rd
ql,k(ω; x, ξ)(pm(ω; x, ξ))
−s−l+1dξ admits a meromorphic
continuation to the whole complex s-plane with at most simple poles. Thus
s · ∫
Rd
dξql,k(ω; x, ξ)(pm(ω; x, ξ))
−s−l+1 must be regular at s = 0. This shows that
Jk(s, ω; x)(k ≥ 1) is meromorphic and that s = 0 is a regular point.
(iii) Let k > d+ 1−m. Observe that
| r−m−k(µ, ω; x, ξ) |≤ Ck(1+ | µ | 1m + | ξ |)−m−k.
As m ≥ 1, the integral Jk(s, ω; x) = 12πi
∫
Rd
dξ
∫
γ
dµµ−sr−m−k(µ, ω; x, ξ) converges
absolutely at s = 0. Evaluating at s = 0, one obtains
∫
γ
dµr−m−k(µ, ω; x, ξ) = 0
and thus Jk(0, ω; x) = 0 for k > d. 
By the above lemma, we see that
PN (λ, s; x, x) =
1
(2π)d
N−1∑
k=0
| λ | (d−ms−k)χ Jk(s, λ| λ | ; x).
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Hence, with N∗ = min(N − 1, d),
∂
∂s
|s=0 PN (λ, s; x, x) = 1
(2π)d
N−1∑
k=0
| λ | d−kχ ∂
∂s
Jk(s,
λ
| λ | ; x) |s=0 −
m
χ
1
(2π)d
N∗∑
k=0
| λ | d−kχ log | λ | ·Jk(0, λ| λ | ; x).
Step 4 We have to estimate trP˜N (λ, s), where
P˜N (λ, s) = P (λ)
−s − PN (λ, s) = 1
2πi
∫
γ
dµµ−s(R(µ, λ)−RN (µ, λ)).
The estimate of Lemma 2.5 implies that
| tr ∂
∂s
P˜N (λ, s) |s=0≤ C(1+ | λ |)−
(N− 3
2
d−m)
χ
∫ ∞
0
dµ · | logµ |
1+ | µ |2
≤ C(1+ | λ |)−
(N− 3
2
d−m)
χ
and thus the asymptotic expansion given in Theorem 2.4 is proved.
Step 5 In the notation introduced above, we obtain the following formula for
π0:
π0 =
∑
j
∂
∂s
1
(2π)d
∫
Rd
dvol(x)Jd(s, λ; x)ϕj(x) |s=0,
where Jd(s, λ; x) =
1
2πi
∫
Rd
dξ
∫
γ
dµµ−sr−m−d(µ,
λ
|λ|
; x, ξ).
As r−m−d(µ,
λ
|λ| ; x, ξ) is defined recursively by (j ≥ 1)
r−m−j(µ, λ; x, ξ) =
−(µ− pm(λ; x, ξ))−1
j−1∑
k=0
∑
|α|+l+k=j
1
α!
∂αξ pm−l(λ; x, ξ)D
α
xr−m−k(µ, λ; x, ξ),
we conclude that π0 only depends on pm−j(
λ
|λ|
; x, ξ) for 0 ≤ j ≤ d and its derivatives
up to order d. 
The following result is due to Voros [Vo] and Friedlander [Fr]. For the convenience
of the reader we include Voros’ proof.
Proposition 2.7. Let {λk}k≥1 be a sequence in V0,pi2 = {z ∈ C | −π2+ǫ < arg(z) <
π
2 −ǫ}, possibly with multiplicities, arranged in such a way that 0 < Reλ1 ≤ Reλ2 ≤
· · · . Assume that the heat trace, θ(t) := ∑∞k=0 e−tλk(t > 0) admits an asymptotic
expansion for t→ 0 of the form
θ(t) ∼
∑
n≥0
cint
in ,
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where i0 < 0 and i0 < i1 < i2 < · · · → +∞. For λ with Reλ > 0, let ζ(s, λ) =∑∞
k=0(λk + λ)
−s. Then π0 = 0, where π0 is the constant term in the asymptotic
expansion of − ddsζ(s, λ) |s=0 for | λ |→ +∞.
Proof. It is well known that for Res > −i0, ζ(s, λ) is well defined and ζ(s, 0) =
1
Γ(s)
∫∞
0
θ(t) · ts−1dt. Let
η(s, λ) =
∫ ∞
0
∞∑
k=0
e−λkte−λtts−1dt.
Then ζ(s, λ) = 1Γ(s)η(s, λ). For Res > −i0, η(s, λ) can be expanded in λ for
| λ |→ ∞
η(s, λ) ∼
∑
n≥0
cinλ
−s−in
∫ ∞
0
tin+s−1e−tdt =
∑
n≥0
cinΓ(s+ in)λ
−s−in .
Thus
ζ(s, λ) =
1
Γ(s)
η(s, λ) ∼ 1
Γ(s)
λ−s
∑
n≥0
cinΓ(s+ in)λ
−in .
All functions involved are meromorphic functions of s. Moreover s = 0 is a regular
point of ζ(s, λ) and thus d
ds
ζ(s, λ) |s=0 admits an asymptotic expansion in λ of the
form
d
ds
ζ(s, λ) |s=0∼
∑
in /∈Z−∪{0}
cinΓ(in)λ
−in+
∑
in∈Z−
cin
d
ds
1
(s+ in) · · · (s− 1) |s=0 λ
−in−
∑
in∈Z−∪{0}
cin
(in) · · · (−1)λ
−in logλ,
where Z− is the set of all negative integers. This expansion shows that π0 = 0. 
3. Auxiliary Results for the Proof of Theorem 1.1
We begin by collecting a number of results about operators related to A and Γ.
Denote by Hs(EΓ) the Sobolev spaces of EΓ−valued sections. Throughout section
3 and section 4 we assume that A satisfies the hypothesis of Theorem 1.1 and fix
ǫ > 0, so that the spectrum of A is bounded from below by ǫ.
Lemma 3.1. (i) The operator AB : {u ∈ C∞(EΓ) | B(u) = 0} → C∞(EΓ) has a
self-adjoint extension A¯B with domain D(A¯B) := {u ∈ H2(EΓ) | B(u) = 0}.
(ii) The operator A¯B is positive definite and its spectrum is bounded below by ǫ.
(iii) The operator
(AΓ, B) : C
∞(EΓ)→ C∞(EΓ)⊕ C∞(EΓ |Γ+⊔Γ−)
defined by (AΓ, B)(u) = (AΓ(u), B(u)) can be extended to an invertible operator
(AΓ, B)¯
(AΓ, B)¯ : H
2(EΓ)→ L2(EΓ)⊕H2− 12 (EΓ |Γ+⊔Γ−).
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Proof. (i) Using a partition of unity and integration by parts one shows that AB
is symmetric. Clearly, A¯B is well defined and by a standard argument self-adjoint.
To prove (ii) one first notices that for any u ∈ C∞(EΓ) with u |Γ+⊔Γ−= 0, one
can find a sequence {φn} such that supp(φn) ⊂ M − Γ and φn converges to u
in H1(EΓ). Observe that 〈ABφn, φn〉 = 〈Aφn, φn〉 ≥ ǫ‖φn‖2 and, integrating by
parts, one concludes that
〈ABu, u〉 = lim
n→∞
〈Aφn, φn〉 ≥ ǫ‖u‖2.
Thus (ii) follows.
(iii) As AB¯ is injective, so is the extension (AΓ, B)¯. To prove that this extension
is onto, consider f ∈ L2(EΓ) and ϕ ∈ H2− 12 (EΓ |Γ+⊔Γ−). Choose any section
v ∈ H2(EΓ) so that Bv = ϕ. As A¯B is invertible, there exists w ∈ H2(EΓ) satisfying
A¯Bw = f − A¯Γv and the boundary conditions Bw = 0. Therefore u = w + v is an
element in H2(EΓ) with (AΓ, B)¯u = (f, ϕ). Altogether one concludes that (AΓ, B)¯
is an isomorphism. 
Set αk = e
ipi+2kpi
d for 0 ≤ k ≤ d− 1, where d = dim(M).
Lemma 3.2. The following operators are invertible for 0 ≤ k ≤ d− 1 and t ≥ 0
(AΓ − αkt, B) : C∞(EΓ)→ C∞(EΓ)⊕ C∞(EΓ |Γ+⊔Γ−).
Proof. As αk ∈ C \ R+ and thus, for t ≥ 0, αkt 6∈ Spec(AB), the operator (AΓ −
αkt, B) is injective. To prove that this operator is onto one argues as in the proof
of Lemma 3.1 (iii). 
Since (AΓ − αkt, B) is invertible, we can define the Poisson operator P (αkt)
associated to (AΓ − αkt, B), P (αkt) : C∞(EΓ |Γ+⊔Γ−) → C∞(EΓ), i.e. for ϕ ∈
C∞(EΓ |Γ+⊔Γ−), u = P (αkt)ϕ is the solution in C∞(EΓ) of (AΓ − αkt)u = 0 with
boundary conditions u |Γ+⊔Γ−= ϕ.
Let R(αkt) : C
∞(E |Γ) → C∞(E |Γ) be the Dirichlet to Neumann operator corre-
sponding to AΓ − αkt, B and C. Then the following result holds:
Lemma 3.3. For 0 ≤ k ≤ d− 1, and t ≥ 0, R(αkt) is an invertible classical ΨDO
of order 1, which is elliptic with parameter t of weight 1.
Proof. In a sufficiently small collar neighborhood U of Γ, choose coordinates x =
(x′, s) such that (x′, 0) ∈ Γ and ∂
∂s
|(x′,0)= ν(x′,0). Let ξ = (ξ′, η) be coordinates
in the cotangent space corresponding to the coordinates (x′, s). Let Ds =
1
i
∂
∂s
and
write (A−αkt) = A2D2s+A1Ds+A0, where the Aj’s are differential operators of or-
der at most 2−j. The Aj’s induce, when restricted to Γ, differential operators, again
denoted by Aj , Aj : C
∞(E |Γ) → C∞(E |Γ). Since σL(x, (ξ′, η)) =‖ (ξ′, η) ‖2 and
since ν(x′,0) is the unit normal to Γ at (x
′, 0), one has A2(x) = Idx ∈ Endx(Ex, Ex)
on Γ.
For any ϕ ∈ C∞(E |Γ) and t ≥ 0, we can choose u ∈ C∞(EΓ) ∩ C(E) such that
(A−αkt)u = 0 on M −Γ and u |Γ+= ϕ = u |Γ− . Then ∂u∂s (x′, s) has a jump across
Γ, which is −R(αkt)(ϕ)(x′). Hence
∂u
∂s
(x′, s) = −R(αkt)(ϕ)(x′)H(s) + v(x′, s),
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where v(x′, s) ∈ C∞(EΓ |U )∩C(E |U ) and H(s) is the Heavyside function. There-
fore, on U,
(A− αkt)u = A2R(αkt)(ϕ)⊗ δΓ − A2 ∂v
∂s
+
1
i
A1
∂u
∂s
+ A0u.
Since (A− αkt)u = 0 on M − Γ, we conclude that, on U ∩ (M \ Γ),
−A2 ∂v
∂s
+
1
i
A1
∂u
∂s
+A0u = 0.
As −A2 ∂v∂s + 1iA1 ∂u∂s + A0u ∈ L2(E |U ), it follows that
(A− αkt)u = A2 · (· ⊗ δΓ) ·R(αkt)ϕ.
Using that A2 = Id on Γ, one therefore obtains Id = J ·(A−αkt)−1 ·(·⊗δΓ) ·R(αkt)
where J is the restriction operator to Γ. From this identity it follows that R(αkt)
is invertible. Moreover, setting φ = R(αkt)ϕ,
R(αkt)
−1φ = J · (A− αkt)−1 · (φ⊗ δΓ)
= J ·
∫
Rd−1
∫
R
ei(x
′,s)·(ξ′,η)[(A− αkt)−1(φ⊗ δΓ)]ˆ (ξ′, η)dηdξ′
=
∫
Rd−1
eix
′·ξ′
∫
R
σ((A− αkt)−1)(x′, 0, ξ′, η)φˆ(ξ′) · 1√
2π
dηdξ′.
Hence R(αkt)
−1 is a classical ΨDO of order -1 with symbol
1√
2π
∫
R
σ((A− αkt)−1)(x′, 0, ξ′, η)dη,
and therefore R(αkt) is a classical ΨDO of order 1 with parameter t of weight 1.
The ellipticity with parameter of R(αkt) follows from the explicit formula of the
symbol. 
Lemma 3.4. For ǫ′ < πd sufficiently small and 0 ≤ k ≤ d− 1, the operator R(αkt)
does not have any eigenvalues in Λǫ′ , where Λǫ′ = {z ∈ C | π − ǫ′ < arg(z) <
π + ǫ′ or |z| < ǫ′}. Hence R(αkt) has π as an Agmon angle.
Proof. By assumption, A : C∞(E)→ C∞(E) is essentially self-adjoint and positive
definite. Let {ψj}j≥1 be a complete orthonormal system of eigensections of A with
corresponding eigenvalues {λj}j≥1. Then (A− αkt)−1ψj = (λj − αkt)−1ψj .
Moreover, for any ϕ ∈ C∞(E |Γ), ϕ ⊗ δΓ is an element in H−1(E) and (A −
αkt)
−1(ϕ⊗ δΓ) ∈ L2(E). Therefore
〈(A− αkt)−1ϕ⊗ δΓ, ψj〉 =
〈ϕ⊗ δΓ, ((A− αkt)−1)∗ψj〉 = (λj − αkt)−1
∫
Γ
(ϕ, ψj)dµΓ,
where dµΓ is the volume form on Γ induced from the metric on M and (·, ·) is the
Hermitian inner product on E.
Since R(αkt)
−1 = J · (A− αkt)−1 · (· ⊗ δΓ), one obtains for ϕ1, ϕ2 ∈ C∞(E |Γ)
〈R(αkt)−1ϕ1, ϕ2〉 =
∞∑
j=1
(λj − αkt)−1
∫
Γ
(ϕ1, ψj)dµΓ
∫
Γ
(ψj , ϕ2)dµΓ.
Together with Lemma 3.3 this implies that Λǫ′ has an empty intersection with
SpecR(αkt). 
Using the above formula, one obtains as an immediate consequence the following
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Corollary 3.5. The operator R = R(0) is essentially self-adjoint and positive
definite.
Next we are collecting a number of results about operators involving the d−th
power of A and the submanifold Γ.
Consider the families of operators Ad+ td and AdΓ+ t
d for nonnegative real num-
bers t. Then Ad+ td and AdΓ+ t
d are elliptic differential operators with parameter,
where the weight of t is 2. Note that
AdΓ + t
d = (AΓ − tei pid )(AΓ − tei 3pid ) · · · (AΓ − tei
pi+2pi(d−1)
d ).
Let us introduce the boundary conditions Bd(t), Cd(t) by setting
Bd(t) = (B,B(AΓ−α0t), B(AΓ−α1t)(AΓ−α0t), · · · , B(AΓ−αd−2t) · · · (AΓ−α0t)),
and
Cd(t) = (C,C(AΓ−α0t), C(AΓ−α1t)(AΓ−α0t), · · · , C(AΓ−αd−2t) · · · (AΓ−α0t)).
It follows from Lemma 3.2 that the following operator is invertible
(AdΓ + t
d, Bd(t)) : C
∞(EΓ)→ C∞(EΓ)⊕ (⊕dC∞(EΓ |Γ+⊔Γ−)) .
Therefore the corresponding Poisson operator P˜d(t) : ⊕dC∞(E |Γ+⊔Γ−)→ C∞(EΓ)
is well defined.
Lemma 3.6. The Poisson operator P˜d(t) associated to (A
d
Γ+ t
d, Bd(t)) is given by
P˜d(t)(ϕ0, · · · , ϕd−1) = P (α0t)ϕ0 + (AΓ − α0t)−1B P (α1t)ϕ1 + · · ·+
(AΓ − α0t)−1B (AΓ − α1t)−1B · · · (AΓ − αd−2t)−1B P (αd−1t)ϕd−1,
where (AΓ − αkt)B is the restriction of AΓ − αkt to {u ∈ C∞(EΓ) | Bu = 0}.
Proof. Denoting the right hand side of the claimed identity by Qd(t)(ϕ0, · · · , ϕd−1)
one obtains
(AdΓ + t
d) ·Qd(t)(ϕ0, · · · , ϕd−1) = 0.
Moreover, for 0 ≤ k ≤ d− 1, Qd(t)(ϕ0, · · · , ϕd−1) satisfies the boundary conditions
(B(AΓ − αk−1t)(AΓ − αk−2t) · · · (AΓ − α0t))Qd(t)(ϕ0, · · · , ϕd−1) =
B(AΓ − αk−1t) · · · (AΓ − α0t)P (α0t)ϕ0 + · · ·+
B(AΓ − αk−1t) · · · (AΓ − α0t)(AΓ − α0t)−1B · · · (AΓ − αk−1t)−1B P (αkt)ϕk + · · ·+
B(AΓ − αk−1t) · · · (AΓ − α0t)(AΓ − α0t)−1B · · · (AΓ − αd−2t)−1B P (αd−1t)ϕd−1
= ϕk,
since (AΓ−αjt)P (αjt) = 0 and B(AΓ−αjt)−1B = 0. These two properties of Qd(t)
establish the claimed identity. 
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Further let us consider the boundary conditions Bd(t) and Cd(t) for t = 0. Note
that
Bd(0) = (B,BAΓ, · · · , BAd−1Γ );Cd(0) = (C,CAΓ, · · · , CAd−1Γ ).
Let Ω(t) be the following lowertriangular d× d matrix
Ω(t) =


1 0 · · · 0
α0t 1 · · · 0
...
...
. . .
...
αd−10 t
d−1 td−2
∑d−2
k=0 α
d−2−k
0 α
k
1 · · · 1

 .
Then Bd(0) = Ω(t)Bd(t) as well as Cd(0) = Ω(t)Cd(t). Let Pd(t) := P˜d(t)Ω(t)
−1
and notice that Pd(t) is the Poisson operator corresponding to (A
d
Γ + t
d, Bd(0)).
Consider the Dirichlet to Neumann operator R˜d(t) = △if · Cd(t) · P˜d(t) · △ia
corresponding to AdΓ + t
d, Bd(t) and Cd(t). Then
R˜d(t)(ϕ0, · · · , ϕd−1) =
△if · (C,C(AΓ − α0t), · · · , C(AΓ − αd−2t) · · · (AΓ − α0t)) ·
(P (α0t)△ia ϕ0 + (AΓ − α0t)−1B P (α1t)△ia ϕ1 + · · ·+
(AΓ − α0t)−1B (AΓ − α1t)−1B · · · (AΓ − αd−2t)−1B P (αd−1t)△ia ϕd−1).
Thus R˜d(t) : ⊕dC∞(E |Γ)→ ⊕dC∞(E |Γ) can be represented by a d× d matrix
of upper triangular form,


R(α0t) △ifC(AΓ−α0t)
−1
B
P (α1t)△ia ··· △ifC(AΓ−α0t)
−1
B
···(AΓ−αd−2t)
−1
B
P (αd−1t)△ia
0 R(α1t) ··· △ifC(AΓ−α1t)
−1
B
···(AΓ−αd−2t)
−1
B
P (αd−1t)△ia
...
...
. . .
...
0 0 ··· R(αd−1t)

 ,
where R(αkt) is the Dirichlet to Neumann operator corresponding to AΓ − αkt, B
and C defined earlier. In particular, we conclude that R˜d(t) is invertible and has π
as an Agmon angle.
Finally introduce the Dirichlet to Neumann operator Rd(t) associated to A
d
Γ +
td, Bd(0) and Cd(0). Then
R˜d(t) = △if · Cd(t) · P˜d(t) · △ia = △if ·Ω(t)−1 · Cd(0) · Pd(t) · Ω(t) · △ia
= Ω(t)−1 · △if · Cd(0) · Pd(t) · △ia ·Ω(t) = Ω(t)−1 ·Rd(t) · Ω(t).
As a consequence, Rd(t) has the same spectrum as R˜d(t) and therefore, Rd(t) is
invertible, has π as an Agmon angle and satisfies logDet(Rd(t)) = logDet(R˜d(t)).
In view of the fact that R˜d(t) is of upper triangular form one has
logDet(R˜d(t)) =
d−1∑
k=0
logDet(R(αkt)).
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As A is positive and essentially selfadjoint, the operator Ad + td : C∞(E) →
C∞(E) is invertible for t ≥ 0. Using the kernel kt(x, y) of (Ad+ td)−1 this operator
can be extended to C∞(EΓ) by setting (u ∈ C∞(EΓ))
((Ad + td)−1)Γu(x) =
∫
MΓ
kt(x, y)u(y)dy.
It follows from Lemma 3.2 that
(AdΓ + t
d, Bd(t)) : C
∞(EΓ)→ C∞(EΓ)⊕ (⊕dC∞(EΓ |Γ+⊔Γ−)) .
is invertible. Thus, since Bd(0) = Ω(t)Bd(t), we conclude that (A
d
Γ + t
d, Bd(0)) is
invertible as well. Denote by (AdΓ + t
d)Bd(0) the restriction of A
d
Γ + t
d to
{u ∈ C∞(EΓ) | Bd(0)u = 0} and let (AdΓ + td)−1Bd(0) be its inverse.
Lemma 3.7. (AdΓ + t
d)−1Bd(0) = ((A
d + td)−1)Γ − Pd(t) ·Bd(0) · ((Ad + td)−1)Γ
Proof. Denote by Q(t) the right hand side of the claimed identity. One verifies that
for u ∈ C∞(EΓ)
(AdΓ + t
d)Q(t)u = u
and
Bd(0)Q(t)u = Bd(0) · ((Ad + td)−1)Γu−Bd(0) · ((Ad + td)−1)Γu = 0.
These two identities imply that Q(t) = (AdΓ + t
d)−1Bd(0). 
Lemma 3.8. (i) ddtPd(t) = −dtd−1(AdΓ + td)−1Bd(0) · Pd(t)
(ii) Rd(t)
−1 · ddtRd(t) = −dtd−1Rd(t)−1 · △if · Cd(0) · (AdΓ + td)−1Bd(0) · Pd(t) · △ia.
In particular, d being the dimension of M, Rd(t)
−1 · ddtRd(t) is of trace class.
Proof. (i) Derive (AdΓ + t
d) · Pd(t) = 0 with respect to t to obtain
(AdΓ + t
d) · d
dt
Pd(t) = − d
dt
(AdΓ + t
d) · Pd(t) = −dtd−1Pd(t).
Similarly, deriving Bd(0) · Pd(t) = Id with respect to t yields Bd(0) ddtPd(t) = 0.
Hence
(AdΓ + t
d)Bd(0) ·
d
dt
Pd(t) = −dtd−1Pd(t)
and therefore
d
dt
Pd(t) = −dtd−1(AdΓ + td)−1Bd(0) · Pd(t).
(ii) follows from the definition of Rd(t) and (i). 
Taking into account that △ia(⊕dC∞(E |Γ)) = {(ϕ, ϕ) | ϕ ∈ ⊕dC∞(E |Γ)} we
may define PrΓ : △ia(⊕dC∞(E |Γ))→ ⊕dC∞(E |Γ) by PrΓ(ϕ, ϕ) = ϕ.
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Corollary 3.9.
Rd(t)
−1 · d
dt
Rd(t) = dt
d−1PrΓ ·Bd(0) · ((Ad + td)−1)Γ · Pd(t) · △ia
Proof. By Lemma 3.7 and 3.8
Rd(t)
−1 · d
dt
Rd(t) = −dtd−1(△if · Cd(0) · Pd(t) · △ia)−1·
△if · Cd(0) ·
(
((Ad + td)−1)Γ − Pd(t) ·Bd(0) · ((Ad + td)−1)Γ
) · Pd(t) · △ia.
Clearly △if · Cd(0) · ((Ad + td)−1)Γ(u) = 0 for u ∈ C∞(E)
and thus △if ·Cd(0) · ((Ad+ td)−1)Γ ·Pd(t) ·△ia = 0. Therefore Rd(t)−1 · ddtRd(t) =
dtd−1(△if ·Cd(0) ·Pd(t) ·△ia)−1 ·△if ·Cd(0) ·Pd(t) ·Bd(0) ·((Ad+td)−1)Γ ·Pd(t) ·△ia.
Note that for any u ∈ C∞(EΓ), the boundary values of ((Ad+ td)−1)Γu on Γ+ and
Γ− are the same, i.e.
Bd(0)((A
d + td)−1)Γu |Γ+= Bd(0)((Ad + td)−1)Γu |Γ− .
Hence
Bd(0) · ((Ad + td)−1)Γ · Pd(t) · △ia = △ia · PrΓ ·Bd(0) · ((Ad + td)−1)Γ · Pd(t) · △ia.

As (Ad+td)−1, (AdΓ+t
d)−1Bd(0) and Rd(t)
−1 d
dtRd(t) are of trace class we can apply
the well known variational formula for regularized determinants:
Lemma 3.10. Let Q(t) denote any of the operators Ad + td, (Ad + td)Bd(0) or
Rd(t). Then, for any t ≥ 0,
d
dt
logDetQ(t) = tr(Q(t)−1
d
dt
Q(t)).
4. Proof of the Theorem 1.1
In the case where the operator A−1 is of trace class, the proof of Theorem 1.1
is considerably simpler. Unfortunately, this is only the case if the dimension d
of M is equal to 1. Our strategy is to first prove a version of Theorem 1.1 for
Ad (Lemma 4.1), using the fact that (Ad)−1 is of trace class. Together with the
auxiliary results of section 3 and the asymptotic expansion derived in section 2, the
proof of Theorem 1.1 is then completed.
Lemma 4.1. Let Ad + td and (AdΓ + t
d, Bd(0)) be as above. Then, for t ≥ 0,
d
dt
(
logDet(Ad + td)− logDet(AdΓ + td, Bd(0))
)
=
d
dt
logDetRd(t).
Proof. Define w(t) := d
dt
(logDet(Ad + td)− logDet((AdΓ + td), Bd(0))). By Lemma
3.10 and Lemma 3.7
MAYER-VIETORIS FORMULA FOR DETERMINANTS OF ELLIPTIC OPERATORS 15
w(t) = tr( ddt (A
d + td) · (Ad + td)−1 − ddt (AdΓ + td)Bd(0) · (AdΓ + td)−1Bd(0))
= dtd−1tr((Ad + td)−1 − (AdΓ + td)−1Bd(0))
= dtd−1tr(((Ad + td)−1)Γ − (AdΓ + td)−1Bd(0))
= dtd−1tr(Pd(t) ·Bd(0) · ((Ad + td)−1)Γ).
On the other hand, by Lemma 3.10, Corollary 3.9 and the commutativity of the
trace,
d
dt
logDetRd(t) = tr(
d
dt
Rd(t) ·Rd(t)−1)
= dtd−1tr(PrΓ ·Bd(0) · ((Ad + td)−1)Γ · Pd(t) · △ia)
= dtd−1tr(Pd(t) · △ia · PrΓ ·Bd(0) · ((Ad + td)−1)Γ)
= dtd−1tr(Pd(t) ·Bd(0) · ((Ad + td)−1)Γ).
Combining the above two identities shows that
w(t) =
d
dt
logDetRd(t).

Since logDetRd(t) =
∑d−1
k=0 logDetR(αkt), we conclude from Lemma 4.1 that
logDet(Ad + td)− logDet((AdΓ + td), Bd(0)) = c˜+
d−1∑
k=0
logDetR(αkt), (4.1)
where c˜ is independent of t.
Note that logDet(Ad + td), logDet(AdΓ + t
d, Bd(0)) and logDetR(αkt)(0 ≤ k ≤
d−1) have asymptotic expansions as t→ +∞. Since the eigenvalues of Ad+ td and
(AdΓ + t
d)Bd(0) satisfy the condition in Proposition 2.7, the constant terms in the
asymptotic expansions of logDet(Ad+td) and logDet((AdΓ+t
d), Bd(0)) are zero. Let
π0(R(αkt)) be the constant term in the asymptotic expansion of logDet(R(αkt)).
Then c˜ = −∑d−1k=0 π0(R(αkt)), which is computable in terms of the symbol ofR(αkt)
by Theorem 2.4.
Lemma 4.2. (i) Det(AdΓ, Bd(0)) = (Det(AΓ, B))
d; (ii) Det(Ad) = (DetA)d.
Proof. Statement (i) follows from the fact that λ is an eigenvalue of AB if and only
if λd is an eigenvalue of (AdΓ)Bd(0) and (ii) is proved in the same way. 
Proof of Theorem 1.1. Setting t = 0 in (4.1), one obtains
logDetAd − logDet(AdΓ, Bd(0)) = c˜+ logDetRd(0).
By Lemma 4.2, log(DetA)d − log(Det(AΓ, B))d = c˜+ log(DetR)d. Hence
logDetA = log(c)+logDet(AΓ, B)+logDetR, where log(c) = − 1d
∑d−1
k=0 π0(R(αkt)).
Using the result of Theorem 2.4, Theorem 1.1 follows. 
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