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ON SOME CONJECTURES AND RESULTS FOR THE
RIEMANN ZETA-FUNCTION AND HECKE SERIES
Aleksandar Ivic´
Abstract. We investigate the pointwise and mean square order of the function Z2(s), where Zk(s) =
∫∞
1 |ζ(12 +
ix)|2kx−s dx, k ∈ N. Three conjectures involving Z2(s) and certain exponential sums of Hecke series in short
intervals are formulated, which have important consequences in zeta-function theory. A new order result for Z2(s)
is obtained, and the function Zk(s) is discussed.
1. Spectral theory and the function Z2(s)
The spectral theory of the hyperbolic Laplacian has become increasingly important in the theory of the
Riemann zeta-function ζ(s), especially in problems connected with the fourth moment of |ζ(12 + ix)|. For a
comprehensive account of this subject we refer the reader to Y. Motohashi’s monograph [15]. In this section
we shall briefly state some necessary facts from spectral theory and introduce the function Z2(s), closely
related to |ζ(12 + ix)|4.
Let {λj = κ2j + 14} ∪ {0} be the discrete spectrum of the hyperbolic Laplacian
∆ = −y2
((
∂
∂x
)2
+
(
∂
∂y
)2)
acting over the Hilbert space composed of all Γ-automorphic functions which are square integrable with
respect to the hyperbolic measure, where
Γ ∼= SL(2, Z)/{+1,−1}.
Let {ψj} be a maximal orthonormal system such that ∆ψj = λjψj for each j ≥ 1 and T (n)ψj = tj(n)ψj for
each integer n ∈ N, where (
T (n)f
)
(z) =
1√
n
∑
ad=n
d∑
b=1
f
(
az + b
d
)
is the Hecke operator. We shall further assume that ψj(−z¯) = εjψj(z) with εj = ±1. We then define
(s = σ + it will denote a complex variable)
Hj(s) =
∞∑
n=1
tj(n)n
−s (σ > 1),
which we call the Hecke series associated with the Maass wave form ψj(z), and which can be continued to
an entire function. As usual we put
αj = |ρj(1)|2(coshπκj)−1,
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where ρj(1) is the first Fourier coefficient of ψj(z). We note (see [15]) that
(1.1)
∑
κj≤K
αjH
3
j (
1
2 )≪ K2 logC K (C > 0),
that Hj(
1
2 ) ≥ 0 (see Katok–Sarnak [12]), and that there are ≍ K eigenvalues κj in [K − 1, K + 1] .
The function Z2(s) was introduced by Y. Motohashi [14] (see also [10] and [15]), who showed that it
has meromorphic continuation over C. It is defined as
Z2(s) =
∫ ∞
1
|ζ(12 + ix)|4x−s dx (σ > 1).
He also established that in the half-plane σ = ℜe s > 0 it has the following singularities: the pole s = 1 of
order five, simple poles at s = 12 ± iκj (κj =
√
λj − 14 ) and poles at s = 12ρ, where ρ denotes complex zeros
of ζ(s). The residue of Z2(s) at s = 12 + iκh equals
(1.2) R(κh) =
√
π
2
(
2−iκh
Γ(14 − i2κh)
Γ(14 +
i
2κh)
)3
Γ(2iκh) cosh(πκh)
∑
κj=κh
αjH
3
j (
1
2 ),
and the residue at s = 12 − iκh equals R(κh). Thus there is an intrinsic connection between Z2(s) and
αjH
3
j (
1
2 ), and therefore also between the fourth moment of |ζ(12 + ix)| and αjH3j (12 ). The plan of the paper
is as follows: in Section 2 the modified Mellin transform is studied and five lemmas needed in the sequel are
proved. Mean square results on Z2(s) are studied in Section 3, and the two conjectures on Z2(s) and their
corollaries are given in Section 4. In Section 5 the conjecture on exponential sums with αjH
3
j (
1
2 ) is made.
A new pointwise bound for Z2(s) is obtained in Section 6. Finally in Section 7 the general function Zk(s) is
studied.
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2. The modified Mellin transform
The function Z2(s) represents a sort of a modified Mellin transform of |ζ(12 + ix)|4, where the Mellin
transform of an integrable function f(x) is commonly defined as
M[f(x)] = F (s) =
∫ ∞
0
xs−1f(x) dx (s = σ + it).
Mellin transforms play an important roˆle in Analytic Number Theory. By a change of variable they can be
viewed as special cases of Fourier transforms, and their theory built by using the theory of Fourier transforms,
for which the reader is referred to E.C. Titchmarsh’s classical monograph [16]. Namely if F (s) =M[f(x)],
then (ξ = ex)
F (σ + it) =
∫ ∞
0
ξσ+it−1f(ξ) dξ =
∫ ∞
−∞
eixtf(ex)eσx dx
is the Fourier transform of f(ex)eσx.
An important feature of Mellin transforms is the so-called inversion formula. It states that if F (s) =
M[f(x)], yσ−1f(y) ∈ L1(0, ∞) and f(y) is of bounded variation in a neighbourhood of y = x, then
(2.1)
f(x+ 0) + f(x− 0)
2
=
1
2πi
∫
(σ)
F (s)x−s ds =
1
2πi
lim
T→∞
σ+iT∫
σ−iT
F (s)x−s ds.
We recall that if f(x) denotes measurable functions, then
Lp(a, b) :=
{
f(x)
∣∣∣ ∫ b
a
|f(x)|p dx < +∞
}
.
The Mellin inversion formula is usually derived from the inversion formula for Fourier transforms. Namely,
if
ĝ(y) =
∫ ∞
−∞
eixyg(x) dx
is the Fourier transform of g(x), then under suitable conditions this is equivalent to
(2.2) g(x) =
1
2π
∫ ∞
−∞
e−ixyĝ(y) dy.
For example if g, gˆ ∈ L1(−∞, ∞), then (2.2) holds for almost all x ∈ (−∞, ∞). If additionally g is
continuous in (−∞, ∞), then (2.2) holds for all x ∈ (−∞, ∞). A variant of Parseval’s formula for Fourier
transforms is the identity
(2.3)
1
2π
∫ ∞
−∞
|fˆ(x)|2 dx =
∫ ∞
−∞
|f(x)|2 dx,
and it can be used to derive Parseval’s formula for Mellin transforms.
The modified Mellin transform m[f(x)], of which Z2(s) is a special case, will be now defined as
(2.4) F ∗(s) = m[f(x)] =
∫ ∞
1
f(x)x−s dx (s = σ + it),
which is often more convenient to have in applications than the ordinary Mellin transform, since now there
are no convergence problems at x = 0. If f¯(x) = f(1/x) when 0 < x ≤ 1 and f¯(x) = 0 otherwise, then
(2.5) m[f(x)] = M
[
1
x
f¯(x)
]
,
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so that the properties of m[f(x)] can be deduced from the properties of the ordinary Mellin transform
M[f(x)] by the use of (2.5). In what follows five lemmas concerning the properties of the modified Mellin
transform will be proved.
LEMMA 1. If x−σf(x) ∈ L1(1,∞) and f(x) is continuous for x > 1, then
(2.6) f(x) =
1
2πi
∫
(σ)
F ∗(s)xs−1 ds, F ∗(s) = m[f(x)].
Proof. If F ∗(s) = m[f(x)], then from (2.5) and (2.1) we have
(2.7)
1
x
f¯(x) =
1
2πi
∫
(σ)
F ∗(s)x−s ds
provided that yσ−1 1y f¯(y) ∈ L1(0, ∞). This means that∫ 1
0
yσ−1
1
y
∣∣∣∣f (1y
)∣∣∣∣ dy < +∞,
and making the change of variable y = 1/x, we obtain that the last condition is equivalent to x−σf(x) ∈
L1(1,∞). Changing x to 1/x in (2.7) we obtain then (2.6).
LEMMA 2. If F ∗(s) = m[f(x)], G∗(s) = m[g(x)], and f(x), g(x) are real-valued, continuous functions
for x > 1, such that
x
1
2
−cf(x) ∈ L2(1,∞), xc− 12−σg(x) ∈ L2(1,∞),
then
(2.8) m[f(x)g(x)] =
1
2πi
∫
(c)
F ∗(w)G∗(s+ 1− w) dw.
Proof. From [16, Theorem 73] we have
(2.9)
∫ ∞
0
f(x)g(x)xs−1 dx =
1
2πi
∫
(c)
F (w)G(s − w) dw
if
F (s) =M[f(x)], G(s) =M[g(x)],
xc−
1
2 f(x) ∈ L2(0, ∞), xσ−c− 12 g(x) ∈ L2(0, ∞).
In place of f(x) and g(x) in (2.9) we shall take 1x f¯(x) and g¯(x), respectively. By (2.5) we haveM[ 1x f¯(x)] =
F ∗(s) and
M[g¯(x)] =
∫ 1
0
g
(
1
x
)
xs−1 dx = G∗(s+ 1).
Consequently (2.9) gives∫ ∞
0
1
x
f¯(x)g¯(x)xs−1 dx =
1
2πi
∫
(c)
F ∗(w)G∗(s+ 1− w) dw.
After the change of variable y = 1/x this reduces to (2.8) if
xc−
1
2 · 1
x
f¯(x) ∈ L2(0, ∞), xσ−c− 12 · 1
x
g¯(x) ∈ L2(0, ∞),
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and these conditions are easily seen to be equivalent to
x
1
2
−cf(x) ∈ L2(1,∞), xc− 12−σg(x) ∈ L2(1,∞).
LEMMA 3. If F ∗(s) = m[f(x)], G∗(s) = m[g(x)], and f(x), g(x) are real-valued, continuous functions
for x > 1, such that
x
1
2
−σf(x) ∈ L2(1,∞), x 12−σg(x) ∈ L2(1,∞),
then
(2.10)
∫ ∞
1
f(x)g(x)x1−2σ dx =
1
2πi
∫
(σ)
F ∗(s)G∗(s) ds.
Proof. Follows similarly to the preceding proof from Parseval’s formula for Mellin transforms in the
form ∫ ∞
0
f(x)g(x)x2σ−1 dx =
1
2πi
∫
(σ)
F (s)G(s) ds
if
F (s) =M[f(x)], G(s) =M[g(x)],
xσ−
1
2 f(x) ∈ L2(0, ∞), xσ− 12 g(x) ∈ L2(0, ∞).
The last relation follows e.g. from [16, Theorem 72] by a change of variable.
Lemma 3, in the special case f(x) = g(x), is a natural tool for investigating mean square formulas connected
with the modified Mellin transform. In particular, it offers the possibility to obtain mean square estimates
of f(x) from the mean square estimates of m[f(x)], provided we have adequate analytic information about
the latter. A result in this direction, which is useful for the applications that we have mind, will be given
now as
LEMMA 4. Suppose that g(x) is a real-valued, integrable function on [a, b], a subinterval of [2, ∞),
which is not necessarily finite. Then
(2.11)
T∫
0
∣∣∣∣∣∣
b∫
a
g(x)x−s dx
∣∣∣∣∣∣
2
dt ≤ 2π
b∫
a
g2(x)x1−2σ dx (s = σ + it , T > 0, a < b).
Proof. Let
(2.12) I :=
∫ T
0
∣∣∣∣∣
∫ b
a
g(x)x−s dx
∣∣∣∣∣
2
dt (s = σ + it, T > 0).
In Lemma 3 set f(x) = g(x) if a ≤ x ≤ b and f(x) = 0 otherwise. Then
F ∗(s) = m[f(x)] =
∫ b
a
g(x)x−s dx, F ∗(s) = G∗(s),
and x
1
2
−σf(x) ∈ L2(1, ∞) for any σ. Consequently (2.10) of Lemma 3 (with f ≡ g) gives
(2.13)
I
2π
≤ 1
2π
∫ ∞
−∞
|F ∗(σ + it)|2 dt =
∫ b
a
g2(x)x1−2σ dx,
and (2.11) follows from (2.12) and (2.13).
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In case when we have sufficient information on f and F ∗, we can obtain an explicit bound for the mean
square estimate of f(x). Such a result is furnished by
LEMMA 5. Let f(x) ∈ C∞[2,∞) be a real-valued function for which
a)
∫X
1
|f (r)(x)| dx≪ε,r X1+ε (r = 0, 1, 2, . . . ) and
b) F ∗(s) = m[f(x)] has a pole at s = 1 of order ℓ, but otherwise can be analytically continued to the
region ℜe s > 12 , where it is of polynomial growth in |ℑm s|. Then for 12 < σ < 1 and any given ε > 0 we
have
(2.14)
∫ 2T
T
f2(x) dx≪ε logℓ−1 T ·
∫ 5T/2
T/2
|f(x)| dx+ T 2σ−1
∫ T 1+ε
0
|F ∗(σ + it)|2 dt.
Proof. Let ϕ(x) ∈ C∞(0,∞) be a test function such that ϕ(x) ≥ 0, ϕ(x) = 1 for T ≤ x ≤ 2T , ϕ(x) = 0
for x < 12T or x >
5
2T (T ≥ T0 > 0), ϕ(x) is increasing in [ 12T, T ] and decreasing in [2T, 52T ]. Then obviously
I1 ≤ I2,
where
I1 :=
∫ 2T
T
f2(x) dx, I2 :=
∫ 5T/2
T/2
ϕ(x)f2(x) dx.
From the assumption a) we have x−σf(x) ∈ L1(1, ∞) if σ > 1. Therefore Lemma 1 gives
(2.15) f(x) =
1
2πi
∫
(1+ε)
F ∗(w)xw−1 dw =
1
2πi
∫
L
F ∗(w)xw−1 dw +Qℓ−1(log x),
where Qℓ−1(log x) is a polynomial in x of degree ℓ−1, and L is the line ℜew = 1+ε with a small indentation
to the left at the pole w = 1 of F ∗(w) of order ℓ, so that by the residue theorem we pick a contribution equal
to Qℓ−1(log x). Therefore (2.15) yields
(2.16)
I2 =
1
2πi
∫
L
F ∗(w)
(∫ 5T/2
T/2
ϕ(x)f(x)xw−1 dx
)
dw
+O
(
logℓ−1 T
∫ 5T/2
T/2
ϕ(x)|f(x)| dx
)
.
We integrate r times by parts to obtain
(2.17)
∫ 5T/2
T/2
ϕ(x)f(x)xw−1 dx
=
(−1)r
w · · · (w + r − 1)
∫ 5T/2
T/2
(ϕ(x)f(x))(r)xw+r−1 dx.
Since ϕ(r)(x) ≪r T−r and a) of the lemma holds, then by (2.17) it follows that the portion of the integral
over w in (2.16) for which |v| > T 1+ε makes a negligible contribution, namely ≪ T−A for any given A > 0,
provided that we choose r = r(A, ε) sufficiently large. This remains true even if we move the contour of
integration to the left. Hence if 0 < u < 12 , w = u + iv, then by (2.16) and the Cauchy-Schwarz inequality
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for integrals we infer that
I2 =
1
2π
∫ T 1+ε
−T 1+ε
F ∗(u+ iv)
∫ 5T/2
T/2
ϕ(x)f(x)xu+iv−1 dxdv
+O
(
logℓ−1 T ·
∫ 5T/2
T/2
ϕ(x)|f(x)| dx
)
≪

∫ T 1+ε
0
|F ∗(u+ iv)|2 dv
T 1+ε∫
0
∣∣∣∣∣∣∣
5T/2∫
T/2
ϕ(x)f(x)xu+iv−1 dx
∣∣∣∣∣∣∣
2
dv

1/2
+ logℓ−1 T ·
∫ 5T/2
T/2
ϕ(x)|f(x)| dx.
Now we apply Lemma 4 (with g(x) = ϕ(x)f(x), s = 1− u+ iv, T replaced by T 1+ε) to deduce that
∫ T 1+ε
0
∣∣∣∣∣
∫ 5T/2
T/2
ϕ(x)f(x)xu+iv−1 dx
∣∣∣∣∣
2
dv
≪
∫ 5T/2
T/2
ϕ2(x)f2(x)x2u−1 dx≪ T 2u−1
∫ 5T/2
T/2
ϕ(x)f2(x) dx = T 2u−1I2,
since 0 ≤ ϕ(x) ≤ 1. It follows that
I2 ≪ logℓ−1 T ·
5T/2∫
T/2
ϕ(x)|f(x)| dx+
 T
1+ε∫
0
|F ∗(u+ iv)|2 dv · T 2u−1I2

1/2
,
which easily gives (2.11) with σ = u.
3. The mean square of Z2(s)
Mean square problems involving Z2(s) are naturally of interest. They were investigated in [10], where
it was shown that
(3.1)
∫ T
0
|Z2(σ + it)|2 dt ≪ T
10−8σ
3 logC T (12 < σ < 1, C > 0).
We introduce now the function E2(T ), the error term in the asymptotic formula for the mean fourth power
of ζ(12 + it), customarily defined by the relation
(3.2)
∫ T
0
|ζ(12 + it)|4 dt = TP4(log T ) + E2(T ),
with
(3.3) P4(x) =
4∑
j=0
ajx
j , a4 =
1
2π2
.
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For some recent results on E2(T ) see [3]-[6], [8], [9], [14] and [15]. For the explicit evaluation of the aj ’s in
(3.3), see [4]. A fundamental result in the theory of E2(T ) is the mean square estimate
(3.4)
∫ T
0
E22(t) dt ≪ε T 2+ε,
where ε denotes arbitrarily small positive constants, not necessarily the same ones at each occurrence. In
fact, Ivic´–Motohashi [8] proved (3.4) with logC T in place of T ε, but for our present purpose (3.4) suffices;
the integral in (3.4) is actually ≫ T 2, as shown in [6], so that the bound in (3.4) is essentially best possible.
We have (see [5], [6], [9] and [15])
(3.5) E2(T ) ≪ T 2/3 log8 T, E2(T ) = Ω±(
√
T )
and
(3.6)
∫ T
0
E2(t) dt = O(T
3/2),
∫ T
0
E2(t) dt = Ω±(T
3/2).
Thus if c is such a constant for which
(3.7) E2(T ) ≪ε T c+ε
holds, then (3.5) implies that one must have 12 ≤ c ≤ 23 . It was proved in [10] that, besides (3.1), one also
has
(3.8)
∫ T
0
|Z2(σ + it)|2 dt ≪ε T ε
(
T + T
2−2σ
1−c
)
(12 < σ < 1).
We can derive a mean square result on Z2(s) by the use of Lemma 3. Namely from (3.2) we obtain, by
integration by parts, the representation
(3.9)
Z2(s) =
∫ ∞
1
(P4(log x) + P
′
4(log x) + E
′
2(x)) x
−s dx
=
5∑
j=0
cj(s− 1)−j + s
∫ ∞
1
E2(x)x
−s−1 dx.
It follows from (3.4) and the Cauchy-Schwarz inequality for integrals that the function
(3.10) z2(s) := Z2(s)−
5∑
j=0
cj(s− 1)−j = s
∫ ∞
1
E2(x)x
−s−1 dx
is regular for σ > 12 , where the constants cj may be explicitly evaluated in term of the aj ’s. Then Lemma 3
gives
(3.11)
∫ ∞
1
E22(x)x
−1−2σ dx =
1
2π
∫ ∞
−∞
∣∣∣∣z2(σ + it)σ + it
∣∣∣∣2 dt (σ > 12 ).
Thus, for 12 < σ < 1, we have
1≫
∫ 2T
T
∣∣∣∣z2(σ + it)σ + it
∣∣∣∣2 dt≫ T−2 ∫ 2T
T
|z2(σ + it)|2 dt,
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which yields
(3.12)
∫ 2T
T
|Z2(σ + it)|2 dt ≪
∫ 2T
T
(|z2(σ + it)|2 + 1) dt ≪ T 2 (12 < σ < 1).
Note that if (3.12) is known, then (3.11) yields (3.4). To see this let s = σ + it with 12 < σ < 1, t ≥ t0 > 0.
Then by the residue theorem
(3.13) Z2(s) = 1
2πi
∫
D
XwΓ(w)Z2(w + s) dw (2 ≤ X ≪ tA),
where D is the rectangle with vertices 12 −σ+ ε± i log2 t, 1−σ+ ε± i log2 t and 0 < ε < σ− 12 . By Stirling’s
formula for the gamma-function it follows then that
(3.14) Z2(s)≪ε X
1
2−σ+ε
∫ log2 t
− log2 t
e−|v||Z2(12 + ε+ iv + it)| dv +X1−σ+ε,
since Z2(s)≪σ 1 for σ > 1. If we additionally suppose that T ≤ t ≤ 2T , then from (3.12) (with σ = 12 + ε)
and (3.14) we obtain∫ 2T
T
|Z2(σ + it)|2 dt
≪ε TX2−2σ+ε +X1−2σ+ε
∫ log2 T
− log2 T
e−|v|
∫ 2T
T
|Z2(12 + ε+ iv + it)|2 dt dv
≪ε TX2−2σ+ε + T 2X1−2σ+ε ≪ε T 3−2σ+ε
if we choose X = T . Hence it follows that
(3.15)
∫ T
1
|Z2(σ + it)|2 dt ≪ε T 3−2σ+ε (12 < σ < 1).
Since 3− 2σ < 2 for σ > 12 , (3.15) yields∫ ∞
−∞
∣∣∣∣z2(σ + it)σ + it
∣∣∣∣2 dt≪ 1 (12 < σ < 1),
and consequently (3.11) yields (3.4) with σ = 1+ε2 . As proved in [8], (3.4) easily gives then
(3.16) E2(T )≪ε T 23+ε,
∫ T
0
|ζ(12 + it)|12 dt≪ε T 2+ε,
and both of these estimates are best known up to “ε”. This shows the strength and importance of mean
square estimates for Z2(s) (see also (3.29)).
A natural problem is to ask: what is the true order of magnitude of
(3.17) Iσ(T ) :=
∫ T
1
|Z2(σ + it)|2 dt (σ > 12 )?
It seems very hard to speculate what ought to be the shape of the asymptotic formula for Iσ(T ) for fixed
σ > 12 , not to mention values like σ =
1
2 +
1
log T (in view of the poles s =
1
2 ± iκj of Z2(s)) etc. The lower
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limit of integration in (3.17) is unity and not zero for technical reasons, in view of the pole s = 1 of Z2(s).
The bound
(3.18) I 1
2
+ε(T ) ≪ T 2
follows from (3.15) and in view of the fact that (3.4) is essentially best possible, it follows that by using
Parseval’s formula, namely the identity (3.11), we cannot obtain a stronger estimate than (3.18). Nevertheless
there seems to be no apparent reason why (3.18) could not be improved. It can be also remarked that (3.18),
via the second bound in (3.16) and the Cauchy-Schwarz inequality for integrals, yields the bound
(3.19)
∫ T
0
|ζ(12 + it)|8 dt ≪ε T
3
2
+ε,
which is best known up to “ε”. Thus any improvement of (3.18) would have important consequences in
zeta-function theory. On the other hand it is of interest to obtain lower bounds (i.e., omega-results) for
Iσ(T ). In this direction we have
THEOREM 1. For any given ε > 0 and fixed σ satisfying 12 < σ < 1 we have
(3.20)
∫ T
1
|Z2(σ + it)|2 dt ≫ε T 2−2σ−ε.
Proof. Let, as usual,
Z(t) := χ−
1
2 (12 + it)ζ(
1
2 + it), χ(s) =
ζ(s)
ζ(1− s) =
πs−
1
2Γ(12 − 12s)
Γ(12s)
.
Then Z(t) ∈ R if t ∈ R, |Z(t)| = |ζ(12 + it)|, and Z4(t) and all its derivatives are bounded in mean by a
suitable log-power. This follows by Ho¨lder’s inequality for integrals, and the fact that (see [11, Chapter 3])
Z(k)(t) = Ok
(
t−1/4(32 log t)
k+1
)
+
+ 2
∑
n≤
√
t
2pi
n−
1
2
(
log
√
t/(2π)
n
)k
cos
(
t log
√
t/(2π)
n
− t
2
− π
8
+
πk
2
)
.
Another way to see this is to use Leibniz’s formula for the derivative of a product, the expression for χ(s)
and properties of the gamma-function. If we set f(x) = Z4(x), then F ∗(s) = Z2(s), and the assumptions a)
and b) of Lemma 5 are satisfied (ℓ = 5, Z2(s) is of polynomial growth for σ > 12 by (3.9)). Therefore (2.14)
gives, for 12 < σ < 1,
(3.21)
∫ 2T
T
|ζ(12 + it)|8 dt≪ε log4 T ·
∫ 5T/2
T/2
|ζ(12 + it)|4 dt
+ T 2σ−1
∫ T 1+ε
0
|Z2(σ + it)|2 dt.
But (see [3, Theorem 6.5]) we have ∫ 2T
T
|ζ(12 + it)|8 dt ≫ T log16 T,
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hence (3.21) yields
(3.22) T log16 T ≪ε T 2σ−1
∫ T 1+ε
0
|Z2(σ + it)|2 dt.
The lower bound in (3.20) follows then if we substitute T for T 1+ε in (3.22).
The mean square of Z2(s) possesses a convexity property, embodied in
THEOREM 2. For fixed c, σ such that 12 < c ≤ σ and t ≥ T ≥ 3 we have
(3.23)
2T∫
T
|Z2(σ + it)|2 dt≪ε T−1
+ T ε
T 2c−2σ 2T∫
T
|Z2(c+ it)|2 dt+ T 2−2σ + T 5−6σ
 ,
(3.24) Z2(σ + it)≪ε t−1 + tc−σ+ε
∫ t+tε
t−tε
|Z2(c+ iv)| dv + t3−4σ log4 t.
Proof. The proof of both bounds is similar (for (3.24) we take X = t4), so only (3.23) will be considered in
detail. Clearly we may assume that c < σ. Let T ≤ t ≤ 2T ≤ X ≤ TA, where A (> 1) is a constant. For
σ > 1 we have
Z2(s) =
∫ 2T 1−ε
1
ρ(x)|ζ(12 + ix)|4x−s dx+
∫ 2X
T 1−ε
σ(x)|ζ(12 + ix)|4x−s dx
+
∫ ∞
X
τ(x)|ζ(12 + ix)|4x−s dx = I1(s) + I2(s) + I3(s),
say. Here ρ(x), σ(x), τ(x) ∈ C∞ are nonnegative functions such that: ρ(x) = 1 for 1 ≤ x ≤ T 1−ε, ρ(x) = 0
for x ≥ 2T 1−ε, σ(x) = 0 for x ≥ 2X, τ(x) = 1− σ(x). By repeated integration by parts, similarly as in the
proof of (3.21), we obtain
I1(s) =
|ζ(12 + i)|4
s− 1 +O(t
−2)≪ 1
T
.
Next note that
I3(s) =
∫ ∞
X
τ(x)Q4(log x)x
−s dx+
∫ ∞
X
τ(x)E′2(x)x
−s dx
=
1
s− 1
∫ ∞
X
x1−s
(
τ ′(x)Q4(log x) + τ(x)x
−1Q′4(log x)
)
dx
−
∫ ∞
X
E2(x)
(
τ ′(x)x−s − sτ(x)x−s−1
)
dx = I4(s)− I5(s),
say. Since τ ′(x)≪ X−1 and τ ′(x) = 0 for x ≥ 2X , it follows that
I4(s) =
1
s− 1
∫ 2X
X
x1−s
(
τ ′(x)Q4(log x) + τ(x)x
−1Q′4(log x)
)
dx
+
1
s− 1
∫ ∞
2X
x−sQ′4(log x) dx = I6(s) + I7(s),
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say. The function I6(s) is regular for s 6= 1 and for T ≤ t ≤ 2T it is ≪ T−1X1−σ log4X . We can evaluate
I7(s) and obtain
I7(s) =
c(2X)1−s
(s− 1)4 ,
which provides analytic continuation of I7(s) to C. In view of (3.4) (or (3.6)) I5(s) is regular for σ >
1
2 , and
therefore we obtain
(3.25)
∫ 2T
T
|I5(s)|2 dt≪ T 2
∫ ∞
X
E22 (x)x
−1−2σ dx≪ T 2X1−2σ logC X
by using Lemma 4. Consequently we have from (3.24) and (3.25), for σ > 12 ,∫ 2T
T
(|I1(s)|2 + |I3(s)|2) dt
≪ T−1 + T−1X2−2σ log8X + T 2X1−2σ logC X
≪ T−1 + T 5−6σ logC T
for X = T 3, which we henceforth assume. It remains to deal with the mean square of I2(s), which we write
as a sum of O(log T ) integrals of the type
FK(s) :=
∫ 5K′/2
K/2
ϕ(x)|ζ(12 + ix)|4x−s dx (T 1−ε ≤ K < K ′ ≤ 2K ≪ X),
where ϕ(x) ∈ C∞ is a nonnegative function supported in [K/2, 5K ′/2] such that ϕ(x) = 1 for K < K ′ ≤ 2K,
and
(3.26) ϕ(r)(x) ≪r K−r (r = 0, 1, 2, . . .).
To connect FK(s) and Z2(s) note that from the Mellin inversion formula (2.6) we have
|ζ(12 + ix)|4 =
1
2πi
∫
(1+ε)
Z2(s)xs−1 ds (x > 1).
Here we replace the line of integration by the contour L, consisting of the same straight line from which the
segment [1 + ε− i, 1 + ε+ i] is removed and replaced by a circular arc of unit radius, lying to the left of the
line, which passes over the pole s = 1 of the integrand. By the residue theorem we have
(3.27) |ζ(12 + ix)|4 =
1
2πi
∫
L
Z2(s)xs−1 ds+Q4(log x) (x > 1),
where we have set (cf. (3.2)) Q4(log x) = P4(log x) + P
′
4(log x). Hence by using (3.27) we obtain
(3.28)
FK(s) =
1
2πi
∫
L
Z2(w)
(∫ 5K′/2
K/2
ϕ(x)xw−s−1 dx
)
dw
+
∫ 5K′/2
K/2
ϕ(x)Q4(log x)x
−s dx.
In view of (3.26) we infer, by repeated integration by parts, that the last integral in (3.28) is≪ T−A for any
given A > 0. Similarly we note that∫ 5K′/2
K/2
ϕ(x)xw−s−1 dx
= (−1)r
∫ 5K′/2
K/2
ϕ(r)(x)
xw−s+r−1
(w − s) · · · (w − s+ r − 1) dx≪ T
−A
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for any given A > 0, provided that |ℑmw − ℑm s| > T ε and r = r(A, ε) is sufficiently large. Thus if in the
w–integral in (3.28) we replace the contour L by the straight line ℜew = c, we shall obtain
FK(s) ≪ Kc−σ
∫ t+T ε
t−T ε
|Z2(c+ iv)| dv + T−2,
which gives ∫ 2T
T
|I2(s)|2 dt
≪ T−1 + logT max
T 1−ε≪K≪T 3
K2c−2σ
∫ 2T
T
(∫ t+T ε
t−T ε
|Z2(c+ iv)| dv
)2
dt
≪ T−1 + logT max
T 1−ε≪K≪T 3
K2c−2σT ε
∫ 2T
T
∫ t+T ε
t−T ε
|Z2(c+ iv)|2 dv dt
≪ T−1 + logT max
T 1−ε≪K≪T 3
K2c−2σT ε
2T+T ε∫
T−T ε
|Z2(c+ iv)|2
v+T ε∫
v−T ε
dt dv
≪ T−1 + T 2c−2σ+4ε
∫ 2T
T
|Z2(c+ iv)|2 dv + T 2−2σ+4ε,
where we used the bound Z2(σ + it)≪ε t1−σ+ε (see Theorem 3), whose proof is independent of the present
theorem. Collecting the above bounds we obtain (3.23).
Corollary 1. For any given ε > 0 we have
(3.29)
∫ 2T
T
|Z2(σ + it)|2 dt≪ε T−1 + T 83−2σ+ε (σ ≥ 56 ).
Proof of Corollary 1. From (3.8) (with c = 23 ) we have∫ 2T
T
|Z2(σ + it)|2 dt≪ε T 1+ε (56 ≤ σ ≤ 1),
hence (3.29) follows from (3.23) (with c = 56 ) since 5 − 6σ ≤ 83 − 2σ for σ ≥ 712 . Note that (3.29) sharpens
(3.8) (with the best known value c = 23 ) for σ ≥ 56 .
4. The conjectures on Z2(s)
It seems reasonable that the lower bound (3.20) of Theorem 1 is essentially of the correct order of
magnitude. Therefore we formulate the following
Conjecture 1. For any given ε > 0, 12 < σ < 1 and T ≫ 1 we have
(4.1)
∫ T
1
|Z2(σ + it)|2 dt ≪ε T 2−2σ+ε.
This conjecture is very strong. It implies the essentially best possible bounds for E2(T ) and the eighth
moment of |ζ(12 + it)|. This is contained in
Corollary 2. If Conjecture 1 holds, then
(4.2) E2(T ) ≪ε T 12+ε.
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Corollary 3. If Conjecture 1 holds, then
(4.3)
∫ T
0
|ζ(12 + it)|8 dt ≪ε T 1+ε.
Proof of Corollary 2. From the defining relation (3.2) it is not difficult to obtain (see e.g., [5, (5.3)]) that
(C1, C2 > 0, 1≪ H ≤ 14T ),
(4.4) E2(T ) ≤ C1H−1
∫ T+H
T
E2(x)f(x) dx+ C2H log
4 T,
where f(x) (> 0) is a smooth function supported in [T, T+H ] , such that f(x) = 1 for T+ 14H ≤ x ≤ T+ 34H .
If we integrate (3.27) from x = 1 to x = T and take into account the defining relation (3.2) of E2(T ), we
shall obtain
(4.5) E2(T ) =
1
2πi
∫
L
Z2(s)T
s
s
ds+O(1) (T > 1).
Then from (4.4) and (4.5) we have (12 < c < 1, T > 1)
(4.6) E2(T ) ≤ C1
2πiH
∫
(c)
Z2(s)
s
∫ T+H
T
f(x)xs dx ds+ C2H log
4 T,
and we also have an analogous lower bound for E2(T ). Since f
(r)(x) ≪r H−r it follows that the s–integral
in (4.6) can be truncated at |ℑm s| = T 1+εH−1 with a negligible error, for any c satisfying 12 < c < 1. We
take c = 12 + ε and use (4.1), coupled with the Cauchy-Schwarz inequality for integrals, to deduce that∫
( 1
2
+ε)
Z2(s)
s
∫ T+H
T
f(x)xs dx ds≪ε H1/2T 1+2ε,
so that Corollary 2 follows from (4.6) with H = T
1
2 .
Proof of Corollary 3. From (3.21) we have
(4.7)
∫ 2T
T
|ζ(12 + it)|8 dt≪ε T 2σ−1
∫ T 1+ε
0
|Z2(σ + it)|2 dt (12 < σ < 1),
so that (4.3) follows from (4.1) and (4.7).
It is plausible that Conjecture 1 is equivalent to Corollary 3. We can prove something a little weaker.
Namely if (4.3) holds, then by the above method one can sharpen (3.28) to
(4.8)
∫ 2T
T
|Z2(σ + it)|2 dt ≪ε
T
4−4σ+ε (12 < σ ≤ 1),
T 2−2σ+ε + T−1 (σ ≥ 1).
Conversely, (4.8) (with σ = 1− ε) implies (4.3) by (4.7), so that (4.3) and (4.8) are equivalent.
In view of the discussion on the true order of Iσ(T ), it seems in place to discuss also the problem of the
order of Z2(σ + it), t ≥ t0 > 0 and 12 < σ < 1. Conjecture 1 says that Z2(σ + it) is small in mean square.
Perhaps it is even also small pointwise, so the following conjecture is now proposed.
Conjecture 2. For any given ε > 0 we have
(4.9) Z2(σ + it) ≪ε |t|ε (σ > 12 ).
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Conjecture 2 is the analogue of the classical Lindelo¨f hypothesis (ζ(12 + it) ≪ε |t|ε) in the equivalent
form
(4.10) ζ(σ + it) ≪ε |t|ε (σ > 12 ).
Since both Z2(s) and ζ(s) take conjugate values at conjugate points, it suffices in (4.9) and (4.10) to assume
that t > 0. Conjecture 2 implies Conjecture 1, which easily follows from
Corollary 4. Conjecture 2 is equivalent to the statement that, for any given ε > 0 and 12 < σ < 1,
(4.11) Z2(σ + it) ≪ε t 12−σ+ε (t ≥ t0 > 0).
Proof of Corollary 4. Trivially (4.11) implies (4.9), so we have only to prove that (4.9) implies (4.11).
We suppose that σ > 1 and proceed similarly as in the proof of (3.23) to obtain
(4.12)
Z2(s) = O(1
t
) +
1
2πi
∫
L
Z2(w)
(∫ ∞
T 1−ε
(1− ρ(x))xw−s−1 dx
)
dw
+
∫ ∞
T 1−ε
(1− ρ(x))Q4(log x)x−s dx (T ≤ t ≤ 2T ).
An integration by parts shows that the last integral above is ≪ tε−1. Since (1 − ρ(x))(r) ≪r T r(ε−1) for
r = 0, 1, 2, . . . , it follows by r integrations by parts that∫ ∞
T 1−ε
(1− ρ(x))xw−s−1 dx ≪ T−A
for any given A > 0 if |ℑmw − ℑm s| > T ε and r = r(ε, A) is sufficiently large. Hence (4.12) yields, on
replacing L by the line ℜew = 12 + δ,
(4.13)
Z2(s)≪ tε−1 + tε max
|v−t|≤tε
|Z2(12 + δ + iv)|
∫ ∞
T 1−ε
x
1
2
+δ−σ−1 dx
≪ tε−1 + t2ε+ 12−σ ≪ t2ε+ 12−σ
if 1 < σ < 32 and δ > 0 is sufficiently small. Finally we use (3.13), (4.9) (with σ =
1
2 + ε) and (4.13) (with
σ = 1 + ε) to deduce that
Z2(s)≪ε X 12−σtε +X1−σtε− 12 ≪ tε+ 12−σ
for X = t. This finishes the proof of Corollary 4.
In concluding, note that (4.2) and (4.3) do not seem to imply one another. It seems even that the
Riemann hypothesis (that all complex zeros of ζ(s) have real parts equal to 12 ) does not imply (4.2). On
the other hand, (4.3) is a trivial consequence of the Lindelo¨f hypothesis (4.2) (which is a consequence of the
Riemann hypothesis; see [2] and [17]).
5. The conjecture on exponential sums with Hecke series
We pass now to a conjecture involving exponential sums with the Hecke series H3j (
1
2 ), which will have
applications to Z2(s) and to ζ(s). The Lindelo¨f hypothesis (4.10) can be recast (by using the approximate
functional equation for ζ(s) and the Perron inversion formula [2, (A.10)]) in the form involving exponential
sums, namely
(5.1)
∑
N<n≤N ′
n−it ≪ε N 12 tε (N < N ′ ≤ 2N ≪ t, t > t0 > 0).
16 Aleksandar Ivic´
It trivially implies the power moment estimates (see [2], [3] and [17] for a comprehensive account)
(5.2)
∫ T
0
|ζ(12 + it)|2k dt ≪ε,k T 1+ε (k ∈ N),
and in particular the eighth moment (4.3), namely the case k = 4 of (5.2). The connection with the Hecke
series is that both estimates for E2(T ) and
∫ T
0 |ζ(12 + it)|8 dt can be made to depend on exponential sums
with the Hecke series H3j (
1
2 ) (see (5.8) and (5.12)-(5.14)).
One conjectures (this can be thought of as an analogue, in some sense, of the Lindelo¨f hypothesis) that
(5.3) Hj(
1
2 ) ≪ε κεj ,
and more generally that
Hj(
1
2 + it) ≪ε (κj |t|)ε.
The conjecture (5.3) is, at the present state of knowledge involving Hecke series, certainly out of reach.
However, recently the author proved in [7] that
(5.4)
∑
K−G≤κj≤K+G
αjH
3
j (
1
2 ) ≪ε GK1+ε
for
(5.5) Kε ≤ G ≤ K.
In view of the nonnegativity of Hj(
1
2 ) and αj ≫ε κ−εj , this result implies that
(5.6) Hj(
1
2 ) ≪ε κ
1
3
+ε
j .
Of course, (5.6) is much weaker than the conjectural (5.3), but nevertheless it is the first published improve-
ment over the trivial Hj(
1
2 )≪ κ
1
2
j . The results of (5.4)–(5.6) can be put in the form
(5.7)
∑
K−1≤κj≤K+1
αjH
3
j (
1
2 ) ≪ε K1+ε,
which is essentially best possible. However, when αjH
3
j (
1
2 ) (≥ 0) in (5.7) is weighted by a suitable exponential
factor, one expects additional cancellation to take place, just like when instead of the sum∑
N<n≤N ′
1 = N ′ −N +O(1) (N < N ′ ≤ 2N)
we consider the sum in (5.1), which is weighted by the exponential factor exp(−it logn).
In applications an exponential sum with αjH
3
j (
1
2 ) has occurred on at least two important occassions.
First, we have (proved by Ivic´–Motohashi [9])
(5.8)
E2(T )≪ ∆ logc T+
+ T
1
2 sup
τ≍T
∣∣∣∣∣∣
∑
κj≤T∆−1 log T
αjH
3
j (
1
2 )κ
−3/2
j exp
(
iκj log
κj
τ
−
(
∆κj
T
)2)∣∣∣∣∣∣
provided that T 1/2 ≤ ∆ ≤ T 2/3 logc T .
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The second application consists of the bound for the eighth moment of |ζ(12 + it)|. Note that in [10] it
was proved that
(5.9)
∫ 2T
T
|ζ(12 + it)|8 dt≪ε T−2
∫ T 1+ε
T 1/2
t2|G(12 + it)|2 dt+ T 1+ε,
where for 12 < a < 1 one has
(5.10) G(s) := 1
2πi
∫
(a)
z2(w)T
w+s U(s, w)
w
dw,
(5.11) U(s, w) :=
∫ 5
2
1
2
Φ(x)xs+w−1 dx≪ min
(
1,
1
|s+ w|A
)
for any given A > 0, where Φ(x) ∈ C∞ is a nonnegative function supported in [ 12 , 52 ] which equals unity in
[2, 2]. From (5.9) and (5.11) we obtain, by shifting appropriately the line of integration in the expression for
G(s),
(5.12)
∫ 2T
T
|ζ(12 + it)|8 dt≪ε
∫ T 1+ε
T 1/2
t2|I(T, t)|2 dt+∆(T ),
where for the error term ∆(T ) we hope to have ∆(T )≪ε T 1+ε, which is by no means easy to establish. In
(5.12) we have
(5.13) I(T, t) :=
∑
t−T ε≤κj≤t+T ε
αjH
3
j (
1
2 )
R1(−κj)
1
2 − iκj
∫ 5/2
1/2
Φ(x)(Tx)it−iκj dx,
The function R1 is closely connected to R in (1.2), and we have
(5.14) R1(y) :=
√
π
2
(
2−iy
Γ(14 − 12 iy)
Γ(14 +
1
2 iy)
)3
Γ(2iy) cosh(πy)≪ (1 + |y|)− 12 (y ∈ R).
If we bound I(T, t) by (5.7) we shall obtain
I(T, t)≪ t− 32
∑
t−T ε≤κj≤t+T ε
αjH
3
j (
1
2 )≪ tε−
1
2 (T 1/2 ≤ t ≤ T 1+ε),
and consequently (5.12) gives the worse-than-trivial bound∫ T
0
|ζ(12 + it)|8 dt≪ε T 2+ε.
The x–integral in (5.13) cannot help much because it is practically non-oscillating. One does expect that
massive cancellation will be induced by R1(−κj). From Stirling’s formula it follows that
(5.15) I(T, t) = O(tε−
3
2 )+
+ π(2t)−3/2
∑
t−T ε≤κj≤t+T ε
αjH
3
j (
1
2 ) exp
(
iκj log
κj
4e
) 5/2∫
1/2
Φ(x)(Tx)it−iκj dx.
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The exponential sum involving αjH
3
j (
1
2 ) becomes then essentially the same one as the sum in (5.8), if the
latter is split into short subsums. Thus it seems reasonable to make the following
Conjecture 3. For τδ ≪ K ≪ τ1+δ (0 < δ < 1) we have
(5.16)
∑
K−1≤κj≤K+1
αjH
3
j (
1
2 ) exp
(
iκj log
κj
τ
)
≪ε K 12+ε.
Note that in (5.16) we are assuming a saving of
√
K over the known bound (5.7) when there is no exponential
factor, which in a sense corresponds to the saving required by the Lindelo¨f hypothesis (4.10). Very likely
(5.16) is, if true, essentially best possible (see (7.6)). Two consequences of (5.16) are the bounds (4.2) and
(4.3), similarly as if one assumes the conjecture (4.1).
Corollary 5. If Conjecture 3 holds, then (4.2) holds.
Corollary 6. If Conjecture 3 holds, then (4.3) holds.
Proof of Corollary 5. To obtain (4.2) we use (5.8), splitting the sum into O(log T ) sums over [K,K ′] (K <
K ′ ≤ 2K), and removing the monotonic coefficients
κ
−3/2
j exp
(
−
(
∆κj
T
)2)
by partial summation. Each of the sums over [K,K ′] is further split in ≪ K subsums over unit intervals, to
which the conjecture (5.16) is applied. The choice ∆ = T 1/2 gives then (4.2).
Proof of Corollary 6. In a similar way we use (5.16) to obtain that
I(T, t) ≪ε t1+ε (T 1/2 ≤ t ≤ T 1+ε),
which easily gives (4.3) by (5.12), provided one can prove rigorously that ∆(T )≪ε T 1+ε in (5.12). This can
be achieved by noting that the main contribution to ∆(T ) comes from the bound of the portion of Z21(s)
(see (6.7)) coming from the discrete spectrum at σ = −ε, when we shift the line of integration in the relevant
part of (5.10) to a = −ε. Then the relevant expression will be an exponential sum with αjH3j (12 ) to which
(5.16) may be applied. This will lead to ∆(T )≪ε T 1+ε.
A possibility to treat the sum in (5.16) is to use Motohashi’s transformation formula (see [15, Lemma
3.8] and the method of evaluating C(K,G) on p. 127) for
(5.17)
∞∑
j=1
αjH
3
j (
1
2 )h(κj),
where h(r) is an even function of exponential decay in a suitable horizontal strip satisfying h(12 i) = 0. Instead
of considering summation over the interval [K − 1, K + 1], one could consider summation over intervals of
the form [K −G, K +G], Kε ≪ G≪ K1−ε, with the idea of choosing G suitably. A natural choice for the
function h is
h(r) =
= (r2 + 14 ) cos
(
1
2r log(
r
CT
)2
){
exp
(
−(r −K
G
)
2)
+ exp
(
−(r +K
G
)
2)}
.
This is a difficult problem, and even if some progress with the sum (5.17) could be made, this would not
automatically imply any result concerning the sum (5.15), where there is no Gaussian exponential factor.
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It may be also remarked that either of the Conjectures may be used to derive a mean value result for
Dirichlet polynomials. This is
Corollary 7. If either Conjecture 1, 2 or 3 holds, 1≪ N ≪ T 2 and a(n) ∈ C is arbitrary, then
(5.18)
∫ T
0
|ζ(12 + it)|4
∣∣∣ ∑
N<n≤N ′≤2N
a(n)nit
∣∣∣2 dt
≪ε T ε
∑
N<n≤N ′≤2N
|a(n)|2(T + T 12N).
Corollary 7 may be compared to the result of Deshouillers–Iwaniec [1], who had (T + T 1/2N2 + T 3/4N5/4)
as the factor on the right-hand side of (5.18). Assuming the Selberg conjecture that the smallest positive
eigenvalue of the non-Euclidean Laplacian for Hecke congruence subgroups is ≥ 1/4, then the Deshouillers–
Iwaniec proof shows that the term T 3/4N5/4 in the above factor may be discarded. This is the limit of
the Deshouillers–Iwaniec method. N. Watt in [18] showed that the left-hand side of (5.18) is ≪ε T ε(T +
T 1/2N2)N maxN<n≤2N |an|2, which improves the Deshouillers–Iwaniec bound if an ≪ε nε.
6. A new bound for Z2(s)
We have seen that both Conjecture 2 and Conjecture 3 imply the important bounds (4.2) and (4.3) in
zeta-function theory. Thus the question naturally arises: is there any connection between Conjecture 2 and
Conjecture 3? Does one of them imply the other? They appear to be both of the same level of difficulty, and
it will be shown now heuristically that Conjecture 3 implies Conjecture 2. We start from (3.13) and replace
the left side of D by the line ℜew = −ε. Then we expect that the major contribution should come from the
poles at w = 12 ± iκj − s. In view of the gamma-factor it transpires then that we obtain the relevant sum
(6.1)
∑
|κj−t|≤tε
αjH
3
j (
1
2 )X
1
2
+iκj−sR1(κj)Γ(
1
2 + iκj − s),
where R1 is given by (5.14). If we disregard the exponential factor which will come from R1(κj) and use
only use (5.7), then from (3.13) and (3.14) (with X = t) we obtain the bound
(6.2) Z(σ + it) ≪ε t1−σ+ε (12 < σ < 1),
which improves the bound obtained in [10], where the exponent of t was 2 − 2σ + ε. However, if we use
the Conjecture 3, then the sum in (6.1) will be ≪ε tεX 12−σ, and Conjecture 2 follows. We shall derive now
rigorously (6.2) and prove the following
THEOREM 3. If s = σ + it is well separated from the poles of Z2(s), then for 0 < σ < 1, t ≥ t0 > 0
we have
(6.3) Z2(σ + it) ≪ε t1−σ+ε.
Proof. From the bounds [10, (4.13) and (4.29)] we have, under the above hypotheses,
(6.4) Z2(σ + it) ≪ε t
1−σ
1−ξ +ε +
∑
|t−κj|≤tε
αjH
3
j (
1
2 )t
ξ−2σ
2−2ξ+ε,
provided that
(6.5) 13 ≤ ξ ≤ 12 .
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Take first σ = 12 + δ, ξ =
1
3 . Then from (6.4) and (5.7) we obtain
Z2(σ + it) ≪ε t 32 (1−σ)+ε,
which is weaker than (6.3). The desired bound (6.3) would clearly follow if ξ = ε is a permissible value in
(6.4). To ascertain this fact there are two ways to proceed. Y. Motohashi [13], [15] established the spectral
decomposition of the function
(6.6) ψ(T ) = ψ(T, ξ) :=
1√
πT ξ
∫ ∞
−∞
|ζ(12 + i(T + t))|4 exp(−(t/T ξ)2) dt,
where 0 < ξ < 1 is a constant. In [10] this function was used as a substitute for |ζ(12 + iT )|4 in dealing with
Z2(s) for σ ≤ 12 . Namely we put
(6.7)
Z2(s) =
∫ ∞
1
ψ(T )T−s dT +
∫ ∞
1
(|ζ(12 + iT )|4 − ψ(T ))T−s dT
= Z21(s) + Z22(s),
say. It turns out that the integral Z22(s) will converge well, and the main difficulties are inherent in Z21(s).
The key roˆle in the spectral decomposition of ψ(T ) is played by the function (r is real)
Ξ(ir;T, T ξ) =
Γ2(12 + ir)
Γ(1 + 2ir)
∫ ∞
0
(1 + y)−1/2+iT y−1/2+ir×
exp
(− 14T 2ξ log2(1 + y))F (12 + ir, 12 + ir; 1 + 2ir;−y) dy,
where F is the hypergeometric function. For this function Motohashi [15, (5.1.39)–(5.1.41)] obtains an
asymptotic formula, where he essentially has the condition (6.5). The first approach is to go carefully
through Motohashi’s proof of the asymptotic formula for Ξ(ir;T, T ξ), and try to relax the condition (6.5)
to 0 < ξ ≤ 12 . This can be done, but the analysis is rather long and technical. We shall adopt here another
approach. This consists of going through the proof of (6.4) in [10], and making appropriate modifications.
The condition (6.5) is actually used there in the estimation of the contribution coming from the saddle point
z0, the root of F (z) = 0, where
F (z) = F (z; r, T ) = −r log z + T log(1 + z
T
) + 2r log
(
1 +
√
1 +
z
T
)
,
so that
F ′(z) = − r
z
+
T
T + z
+
r
T
(√
1 + zT + 1 +
z
T
) .
We obtain
z0
r
=
(
1 +
z0
T
)(
1 +
r/T
1 + (1 + z0T )
−1/2
)−1
,
and since it was shown in [10] that we have the conditions
(6.8) T ≥ T (r) := r 11−ξ logD r, |r − t| ≤ tε,
we find by iteration that
(6.9)
z0
r
= 1 +
r
2T
+
r2
8T 2
+O
(
r3
T 3
)
,
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where the O–term in (6.9) admits asymptotic expansion in term of powers of r/T . The crucial term in the
contribution of z0 is G(z0), where
G(z) := i log(1 +
z
T
) +
z
T 2
(12 − iT )
1 + zT
+
(
1 +
√
1 +
z
T
)−1
(1− 2ir)z
2T 2
√
1 + zT
− 12ξT 2ξ−1 log2(1 +
z
T
)
+ 12T
2ξ log(1 +
z
T
)
z
T 2
.
so that
(6.10) G(z0) =
iz0
2T 2
(z0 − r) − 2iz
3
0
3T 3
+O
( r
T 2
)
+O(r2T 2ξ−3).
In [10] (cf. page 332, line 7) we estimated trivially G(z0) as
(6.11) G(z0)≪ r3T−3 + rT−2 + r2T 2ξ−3 ≪ rT−2 + r2+εT 2ξ−3,
since in view of (6.5) and (6.8) we have
r3T−3 ≤ r2 logC r · T−2−ξ ≪ε r2+εT 2ξ−3.
Then by trivial estimation the total contribution coming from the function Z21(s) is bounded by the second
term on the right-hand side of (6.4). However we can deal with the first two terms on the right-hand side of
(6.10) as follows. First note that by (6.8) and (6.9)
iz0
2T 2
(z0 − r) − 2iz
3
0
3T 3
≍ r
3
T 3
.
The crucial portion of the integral
X∗r (s) :=
∫ ∞
T (r)
Ξ(−ir;T, T ξ)T−s dT
which is to be bounded is of the form
(6.12) (12 + ir − s)−1r−1/2
∫ ∞
T (r)
K(r, T )eiF (z0)T
1
2
+ir−s dT,
where K(r, T ) ≍ (r/T )3 and (6.8) is assumed to hold. A calculation shows that
(6.13)
∂F (z0)
∂T
≫ r
2
T 2
holds in the relevant range for r and T . Write∫ ∞
T (r)
=
∫ ∞
T (r)
K(r, T )T
1
2
−σ · eiF (z0)+i(r−t) log T dT,
set
H(r, T ) = F (z0) + (r − t) logT
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and observe that, since (6.8) and (6.13) hold,
∂H(r, T )
∂T
≫ r
2
T 2
(for t ≥ T 12+ε).
Then we have by the first derivative test (cf. [2, Lemma 2.1]), for t ≥ T 12+ε, that the total contribution of
r = κj does not exceed the second term on the right-hand side of (6.4). In case when t < T
1
2
+ε, that is,
T > t2−ε, we obtain by trivial estimation that the contribution of the integral in question is
≪ε | 12 + ir − s|−1r−1/2
∫ ∞
t2−ε
r3
T 3
T
1
2
−σ dT
≪ε | 12 + ir − s|−1r5/2t(2−ε)(−
3
2
−σ) ≪ε | 12 + ir − s|−1t−
1
2
−2σ+ε.
If s = σ + it is well separated from the poles of Z2(s), then by (6.8) and (5.7) the total contribution of the
portion in question is
≪ε
∑
|t−κj|≤tε
αjH
3
j (
1
2 ) · t−
1
2
−2σ+ε ≪ε t 12−2σ+ε ≪ε t1−σ+ε (σ ≥ − 12 ),
which is negligible. Since there is now no restriction on ξ except the initial one that 0 < ξ ≤ 12 , we obtain
(6.3) from (6.4) with ξ = ε, as asserted. We note that one can extend the validity of (6.3) to the half-plane
σ > − 12 , since in [10] it was shown that (6.4) holds for
σ > max( 2ξ − 1, − 12 ).
In the other direction (6.3) holds at least for 1 ≤ σ ≤ 2, which follows from (3.24).
We note that the bound
(6.14) Z2(12 + ε+ it)≪
√
t,
which follows from (6.3), implies the mean square bound (3.15), therefore also (3.16) and (3.19). More
generally, if we assume that
Z2(12 + ε+ it) ≪ tρ
holds with some 0 < ρ ≤ 12 , then from (4.6) we obtain
(6.15) E2(T ) ≪ε T
2ρ+1
2+2ρ+ε.
The bound (6.15) clearly shows that any improvement of (6.3) would have far-reaching consequences in
zeta-function theory. It also transpires that essentially progress on bounds for E2(T ) and the eighth moment
of |ζ(12 + it)| follows from new bounds for the exponential sums appearing in (5.16).
7. The function Zk(s)
The function Z2(s) is a special case of the function
(7.1) Zk(s) :=
∫ ∞
1
|ζ(12 + ix)|2kx−s dx (s = σ + it; σ, t ∈ R, k ∈ N),
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introduced in [10], where the cases k = 1, 2 were extensively investigated. One of the possible applications of
Zk(s) consists of the following. If F (s) is the Mellin transform of f(x), then by (2.1) one formally obtains,
for suitable c > 1,
(7.2)
∞∫
1
f
( x
T
)
|ζ(12 + ix)|2k dx =
∞∫
1
1
2πi
∫
(c)
F (s)
(
T
x
)s
ds|ζ(12 + ix)|2k dx
=
1
2πi
∫
(c)
F (s)T sZk(s) ds.
If f(x) ∈ C∞ is a nonnegative function of compact support such that f(x) = 1 for 1 ≤ x ≤ 2, then F (s)
is entire of fast decay, and (7.2) (with c = 1 + ε) yields a weak form of the 2k–th moment for |ζ(12 + it)|,
namely
(7.3)
∫ T
0
|ζ(12 + it)|2k dt ≪k,ε T 1+ε,
provided that Zk(s) has analytic continuation to the half-plane σ > 1, where it is regular and of polynomial
growth in |t|. Conversely, if (7.3) holds, then integrating by parts the right-hand side of (7.1) it is seen that
Zk(s) is regular for σ > 1 and in this half-plane satisfies Zk(s)≪σ |t|. Thus the 2k–th moment estimate (7.3)
has an equivalent formulation in terms of the analytic behaviour of Zk(s). Moreover (7.3) is equivalent (for
example, by Lemma 7.1 of [3]) to the Lindelo¨f Hypothesis. Hence it can be said that the Lindelo¨f hypothesis
is equivalent to the following statement: given ε > 0, for every k ∈ N the function Zk(s) can be analytically
continued to the half-plane σ ≥ 1 + ε, where it is of polynomial growth in |t|.
In [10] it was shown that
(7.4)
∫ T
1
|Z1(σ + it)|2 dt ≪ε T 2−2σ+ε (12 ≤ σ ≤ 1).
By arguments analogous to the ones used in the proof of Theorem 1 it can be shown that (7.4) is essentially
best possible, namely that the integral in question is ≫ε T 2−2σ−ε. Another, quicker proof of (7.4) follows
from the method of proof of Theorem 3. This in fact will yield even
(7.5)
∫ 2T
T
|Z1(σ + it)|2 dt ≪ε T 2−2σ+ε + T−1 (σ ≥ 12 ).
The bound (7.4) is the analogue of Conjecture 1 (cf. (4.1)) for Z1(s). However, the analogue of Conjecture
2 (cf. (4.9)), namely
Z1(σ + it) ≪ε |t|ε (σ > 12 ),
is a difficult problem which is certainly out of reach at present.
One can directly estimate the 2m-th moment of |ζ(12 + ix)| by Zm(s) as follows. Let m = k+ ℓ, k, ℓ ∈ N.
Then by Lemma 1 we obtain, provided c and d are sufficiently large
(7.6)
∫ 5T/2
T/2
ϕ(x)|ζ(12 + ix)|2m dx
=
1
2πi
∫
(c)
Zk(s)
∫ 5T/2
T/2
ϕ(x)|ζ(12 + ix)|2ℓxs−1 dx ds
=
(
1
2πi
)2 ∫
(c)
Zk(s)
∫
(d)
Zℓ(w)
∫ 5T/2
T/2
ϕ(x)xs+w−2 dx ds dw.
24 Aleksandar Ivic´
Integrating by parts sufficiently many times the integral over x it is seen that the non-trivial contribution in
(7.6) comes from w, s satisfying |v + t| ≤ |t|ε, where s = σ + it, w = u+ iv. Then from (7.6) we obtain∫ 2T
T
|ζ(12 + ix)|2m dx≪ T c+d−1,
provided that c, d are chosen in such a way that the triple integral in (7.6) converges. This procedure shows
that mean values of Zk(s) are relevant not only in the range σ < 1, but in the range σ ≥ 1 as well (see
(4.6)). A way to deal with Zm(s) is to observe that, by Lemma 2, one has for sufficiently large c,
(7.7) Zm(s) = 1
2πi
∫
(c)
Zℓ(w)Zk(s+ 1− w) dw.
Thus (7.7) is a sort of a recurrent relation that permits one to deduce information on Zm(s) from Zk(s) and
Zℓ(s) if m = k + ℓ.
A possible application of (7.6) is to show that if one assumes Conjecture 3, then it follows that it is
essentially optimal. Namely we expect that there exists a constant C > 0 such that, for given δ, ε > 0, we
have
(7.8) sup
T 1−δ≤K≤T 1+δ
∣∣∣∣∣∣
∑
K−1≤κj≤K+1
αjH
3
j (
1
2 ) exp
(
iκj log
κj
CT
)∣∣∣∣∣∣ ≫δ,ε T 12−ε.
This can be shown heuristically as follows. Take m = 4, k = ℓ = 2 in (7.6), so that the left-hand side is
≫ T log16 T . From the first identity in (7.6), by using repeated integration by parts and the fact (see Section
3) that Z4(t) and its derivatives are bounded in mean by log-powers, it follows that the s–integral in (7.6)
can be truncated at |ℑm s| = T 1+δ with error which is ≪ 1 when we take c = 12 + ε. In the w–integral
the relevant portion (coming from the discrete spectrum in Z21(s) in (6.7)) is obtained by taking a = −ε.
By using repeated integration by parts in the x–integral it transpires that only the terms |t + κj | ≤ tε are
relevant. Therefore we obtain
(7.9)
T log16 T ≪
T 1+δ∫
−T 1+δ
|Z2(12 + ε+ it)|×
×
∣∣∣∣∣∣∣
∑
|κj+t|≤tε
αjH
3
j (
1
2 )R1(−κj)
5T/2∫
T/2
ϕ(x)xε−1+t+iκj dx
∣∣∣∣∣∣∣ dt.
Conjecture 3, as was seen in Section 6, implies heuristically the truth of Conjecture 2. Thus we may truncate
the t-integral in (7.9) at |t| = T 1−δ with an error which will be≪ T if δ, ε are sufficiently small. Then we use
(5.14) and Stirling’s formula to obtain an asymptotic formula for the function R1. Finally we divide the range
of summation over the spectrum into O(T ε) subsums with the range of summation K − 1 ≤ κj ≤ K + 1,
interchange summation and integration over x and take the suprema over x and K to obtain (7.8) after
trivial estimation.
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