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Standard diffusion equation is based on Brownian motion of the dispersing species without considering persistence in
the movement of the individuals. This description allows for the instantaneous spreading of the transported species over
an arbitrarily large distances from their original location predicting infinite velocities. This feature is unrealistic par-
ticularly while considering biological invasion dynamics and a better description needs the consideration of dispersal
with inertia. We here examine the behavior of non-infinitesimal perturbation on the steady state of an one-dimensional
reaction-Cattaneo system with a cubic polynomial source term describing population dynamics or flame propagation
models. It has been shown analytically that while linear analysis predicts stability of the homogeneous state, consider-
ation of nonlinear contribution leads to a growth of spatiotemporal perturbation as a traveling wave. We show that the
presence of a small finite relaxation time of the diffusive flux modifies the speed of the traveling wave. Specifically, we
find that the wave speed decays with an increase of a finite relaxation time of flux. Our analytical predictions are well
corroborated with the numerical results.
I. INTRODUCTION
Reaction-transport models are often conveniently used to
describe the spatiotemporal dynamics of systems in a wide
variety of fields including biology, ecology, chemistry and
physics 1–3. Macroscopically, interactions among the indi-
vidual species and with the surrounding environment are de-
scribed by a reaction kinetics or source term while the disper-
sal is typically modeled by diffusive flux term. The interplay
of dispersal and source kinetics is responsible for the occur-
rence of a rich variety of spatiotemporal instabilities such as
stationary spatial patterns and propagating waves across many
reaction-diffusion systems1–4. However, standard diffusion
equation, which is based on Brownian motion of the constitut-
ing particles of a system, fails to offer a satisfactory descrip-
tion of transport in many cases when the motion is persistent
or in other words, when the correlation between successive
motions of dispersive particle is large5–7. This results in in-
stantaneous spreading of particles from their original location
over a infinitely large distances and consequently predicts in-
finite velocities of propagation of the diffusing particles. This
features are not entirely realistic and could yield inaccurate or
simply unphysical results in many situations of front propaga-
tion particularly in biology8–10. There are several instances,
where we find signature of wave propagation in biology, e.g,
invasions of populations of bacteria and viruses, growth of tu-
mors, wake of advantageous genes, propagation of epidemics,
etc. Practically, all organisms disperse at a finite velocity with
some persistence in motion at least over short time intervals.
This pathological pitfall of the diffusion equation stems
from not taking into account the inertia of the Brownian par-
ticles and therefore can be eliminated through invoking a
nonzero relaxation time of the flux following Cattaneo’s mod-
ification of the original Fick’s law of diffusion11. The delay in
the flux equation may be perceived as persistent random walk
a)Electronic mail: pghosh@tifrh.res.in
valid from ballistic limit to diffusive limit so that one can as-
sociate a finite speed of propagation of the dispersing species.
The reaction-Cattaneo system and its variants have been in-
vestigated by a number of authors in several contexts12–19.
Here, our aim is to study the nonlinear dynamics of spatially-
extended system focusing on the phenomenon of propagat-
ing fronts or traveling waves following a generalized reaction-
Cattaneo equation. Traveling waves or wave fronts are solu-
tion of spatially-extended dynamical systems having multiple
steady states. The first step to characterize the nature of stabil-
ity of such steady states of a dynamical system primarily rests
on linear stability analysis by following the dynamics of tem-
poral and spatiotemporal perturbations in the close neighbor-
hood of the homogenous steady states20. It is thus imperative
that the evolution of infinitesimal perturbation when applied
on a homogeneous steady state of the system is well-described
by linear equations with exponential solutions. The nature of
the steady state remains predictable within a time-scale char-
acteristic of the inverse of rate constant associated with the
exponential solutions. However, when the perturbation is fi-
nite and large the linear equations need to be supplemented by
nonlinear contributions either fully or partially with appropri-
ate convergence. The resulting evolution of non-infinitesimal
perturbation may then capture a number of essential nonlin-
ear features of the concerned dynamical system, which other-
wise clearly remain outside the scope of linear analysis. The
present paper addresses such an issue in the context of genera-
tion of traveling waves under finite perturbation on a homoge-
neous stable steady state by taking care of the terms of all or-
ders of the polynomial source function in a reaction-Cattaneo
system, rendering the solution to be exact.
The behavior of noninfinitesimal perturbation has been the
subject interest of in several contexts21–27. For example, the
notion of Lyapunov exponents, which usually characterize the
average local stability properties of a system to describe the
rate at which small volumes expand or contract in different
directions, has been generalized21 to higher order derivatives.
These derivatives effectively take care of nonlinear distor-
tions. Nonlinear mechanisms play a key role in controlling
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2the evolution of the localized distributions in extended chaotic
system22. The effects of finite perturbations in fully devel-
oped turbulence have been discussed by introducing a mea-
sure of chaotically degree associated with the velocity field23.
Interplay of nonlinear diffusion and self-limiting growth pro-
cess has been analyzed to study the rate of spread of wave
front in reaction-diffusion models24. By employing coupled
map lattices to mimic spatially extended chaotic systems finite
and infinitesimal amplitude perturbation evolution has been
investigated25 to characterize information transport. Nonlin-
ear perturbation has been found to be useful26 in deriving in-
stability conditions for pattern formation induced by additive
noise and in analyzing the type of patterns13,28 using Galerkin
techniques.
The above consideration suggests that nonlinear dynamics
of non-infinitesimal perturbation may be generically different
from what is expected from linear analysis. Two points in
this context are in order. First, traditionally a perturbation se-
ries in general, is susceptible to the problem of convergence
when the perturbation is truly non-infinitesimal. For a poly-
nomial source function as employed in the present problem
which forces the higher order perturbation terms to remain fi-
nite in number, it is possible in some cases to keep track of all
the terms for nonlinear analysis. Second, since the coefficients
of expansion of the source function characterize the nature of
the homogeneous steady state, they play a significant role in
dynamical evolution of non-infinitesimal perturbation. It is
therefore worthwhile to explore this dynamics in spatially ex-
tended systems with a polynomial source function. To this end
a full scale nonlinear stability analysis has been performed re-
cently on a reaction-transport system with a cubic polynomial
source function to show13,14 how a finite perturbation on a ho-
mogeneous steady state may lead to spatiotemporal instability.
Such systems may also exhibit29 sec-hyperbolic instability in
the stationary limit and an inhomogeneous profile of reaction
component reminiscent of a solitary wave. The present paper
is an attempt in this direction pertaining to wave propagation
of a front. We consider a system of individuals that move in a
correlated way with a finite speed, and that reproduce and die
with prescribed reaction kinetics. Specifically, we consider an
one-component reaction-Cattaneo system with a cubic poly-
nomial source term describing e.g., population dynamics of
microorganisms or flame propagation. The evolution equation
for perturbation which contains nonlinearity up to third order
is studied in the phase plane in search of a traveling wave so-
lution. An interesting relaxation time induced modification of
traveling wave speed is observed. Specifically our object is
three-fold:
(i) to explain how a non-infinitesimal spatiotemporal per-
turbation on a homogeneous linearly stable steady state grows
as a traveling wave with finite speed. Or, in other words,
how the finite perturbation induces instability and what fac-
tors other than the diffusion coefficient control the speed of
the wave front.
(ii) to understand whether the finite relaxation time of the
flux modifies the growth of a traveling wave and what de-
termines the associated wave speed for the reaction-Cattaneo
system.
(iii) to explore a generic situation that concerns a linearly
stable state which turns out to be unstable in a nonlinear anal-
ysis due to the characteristic nature of the expansion coeffi-
cients of the reaction term.
The organization of the paper is as follows; in Sec II we
introduce the reaction-Cattaneo system with a cubic polyno-
mial source term which describes population dynamics with
strong Allee effect or flame propagation and set up the nonlin-
ear equation for spatiotemporal evolution of the perturbation
around a homogeneous stable state. Traveling wave transfor-
mation is then used to demonstrate the growth of finite pertur-
bation as traveling wave with a finite speed. The explicit trav-
eling wave solution and the wave speed are derived to expose
the relaxation effect. Sec-III, describes the results of numeri-
cal simulations of the model system. The paper is concluded
in Sec IV.
II. NON-INFINITESIMAL PERTURBATION AND THE
GROWTH OF A TRAVELING WAVE
Macroscopically the dynamics of a field variable u(x, t), can
be described from the equation of continuity with a source or
reaction term f (u)
∂u(x, t)
∂ t
=−∂J(x, t)
∂x
+ f (u) (1)
where J(x, t) is the flux of u(x, t) and can be derived from
Fick’s law of diffusion as follows
J(x, t) =−D∂u(x, t)
∂x
. (2)
where D is the diffusion coefficient of the species u. The dif-
fusion equation that lies at the heart of the treatment suffers
from one inherent pitfall. Essentially this is due to the neglect
of inertia in the Brownian dynamics of the reacting species.
The Gaussian form of the solution of diffusion equation with
the initial condition that at t = 0 all the particles reside at
x = 0 suggests that the particles can be traced at a very very
large distance from the initial location at x= 0 even when the
time is very short. This implies that the particles have infinite
speed. A way to bypass this difficulty is to introduce the fi-
nite relaxation time of the diffusive flux. Following Cattaneo’s
modification of Fick’s law of the form
J(x, t+ τ) =−D∂u(x, t)
∂x
(3)
one takes care of the adjustment of the concentration gradient
at time t to a delayed flux at a later time t+τ . Expanding J in
Eq.(3) up to first order in τ in a Taylor series and differentiat-
ing the resulting equation with respect to x we obtain
∂J(x, t)
∂x
+ τ
∂ 2J(x, t)
∂x∂ t
=−D∂
2u(x, t)
∂x2
(4)
Differentiation of Eq.(1) with respect to t followed by elimi-
nation of J(x, t) from the resulting equation and Eq.(4) leads
us to the following reaction-Cattaneo’s equation
τ
∂ 2u(x, t)
∂ t2
+[1− τ f ′(u)]∂u(x, t)
∂ t
= D
∂ 2u(x, t)
∂x2
+ f (u) (5)
3An interesting aspect of this equation is that this modification
of diffusive motion may be perceived as a persistent random
walk valid from ballistic limit to diffusive limit so that one
can associate a finite speed of propagation of the dispersing
species.
We now specialize the source function by a cubic poly-
nomial, represented by f (u) = −u3 + 3u2 − u, reminiscent
of flame propagation or population dynamics models. Cu-
bic polynomial source functions are widely known for many
reaction-diffusion problems2,30, e. g., in flame propagation31,
in impulse propagation along active nerve fibre 32,33, in au-
tocatalytic reactions comprising chlorite-iodide and arsenite-
iodide reactions34–36 and population dynamics with strong
Allee effect37,38. Populations described using Allee effect de-
viates from the logistic growth kinetics and models exhibit
more complex and subtle dynamics, including reduced growth
at low densities38–40 and extinction below a critical density
threshold 37,41.
To understand the spatiotemporal evolution of density of a
dynamical system described by aforementioned source kinet-
ics, we begin by considering the homogeneous steady states
which are the fixed points u0, of the dynamical system and
obtained as solutions of the algebraic equation
f (u0) = 0 (6)
The spatiotemporal perturbation on a homogeneous steady
state is given by
δu(x, t) = u(x, t)−u0 (7)
We first assume that the homogeneous steady state u0 is lin-
early stable with respect to infinitesimal perturbation so that
f ′(u0) is negative. Since the perturbation (7) is finite, a non-
linear analysis of the problem requires all the derivatives of the
source term beyond f ′(u0) around the homogeneous linearly
stable steady state. Since the source or kinetic term f (u) is
a cubic polynomial in form , the derivatives higher than third
are all zero.
To this end we begin with the following two expansions for
f (u) and f ′(u) for cubic polynomial function.
f (u) = f (u0+δu)
= f (u0)+ f ′(u0)(δu)+
f ′′(u0)
2
(δu)2+
f ′′′(u0)
6
(δu)3(8)
f ′(u) = f ′(u0+δu)
= f ′(u0)+ f ′′(u0)(δu)+
f ′′′(u0)
2
(δu)2 (9)
Making use of the expressions (8) and (9) in Eq.(5) and writ-
ing u= u0+δu(x, t) we obtain
τ
∂ 2
∂ t2
(δu)+
[
1− τ
{
f ′(u0)+ f ′′(u0)(δu)+
f ′′′(u0)
2
(δu)2
}]
∂
∂ t
(δu) = D
∂ 2
∂x2
(δu)+
[
f ′(u0)+
f ′′(u0)
2
(δu)2+
f ′′′(u0)
6
(δu)3
]
(10)
Eq.(10) is the starting point of our further analysis. We
begin with a traveling wave transformation by writing
z= x− vt (11)
where v is the velocity of the wave associated with the pertur-
bation δu(x, t)≡ ξ (z). v is to be determined.
With the traveling wave transformation (11) and abbrevia-
tion δu(x, t)≡ ξ (z) as before, Eq.(10) becomes
τv2
∂ 2ξ
∂ z2
−
[
1− τ
{
f ′(u0)+ f ′′(u0)ξ +
f ′′′(u0)
2
ξ 2
}]
v
∂ξ
∂ z
= D
∂ 2ξ
∂ z2
+
[
f ′(u0)+
f ′′(u0)
2
ξ 2+
f ′′′(u0)
6
ξ 3
]
(12)
The above equation may be rearranged to obtain
(D− τv2)∂
2ξ
∂ z2
+ v
[
1− τ
{
f ′(u0)+ f ′′(u0)ξ +
f ′′′(u0)
2
ξ 2
}]
∂ξ
∂ z
= L(ξ ) (13)
The right hand side of Eq.(13) can now be expressed as
L(ξ ) = ξ (γξ −α)(ξ −β ) = γξ 3− (α+βγ)ξ 2+αβξ
(14)
where α , β and γ are three constants to be determined as fol-
lows. Eq.(13) forms a dynamical system for perturbation vari-
able ξ (z). L(ξ ) is a cubic polynomial whose explicit form
is to be determined by the characteristics of the cubic poly-
nomial source term f (u) of the original dynamical system
(5). Comparison between the right hand sides of Eq.(13) and
4FIG. 1. The schematic form of the cubic polynomial source function
and the three fixed points.
Eq.(14) yields
γ =− f
′′′(u0)
6
, α+βγ =
f ′′(u0)
2
, αβ =− f ′(u0)(15)
To explore the nature of dynamical system described by
Eq.(13) we first note the three fixed points determined by the
zeros of L(ξ ), i. e., ξ0 = 0, ξ0 = α/γ and ξ0 = β . Now for
the homogeneous stable steady state of the original dynamical
system Eq.(5) f ′(u0)< 0. This implies αβ > 0 (see Eq.(15))
and consequently from the positivity of
L′(ξ0) = 3γξ 20 −2(α+β )ξ0+αβ
at ξ0 = 0, we may infer that ξ0 = 0 is an unstable steady state
of the dynamical system (14) for the perturbation variable.
We may anticipate that a traveling wave may emanate from
this point. The assumption of a traveling wave form of solu-
tion thus converts a partial differential equation (10) into an
ordinary differential equation (13) which is equivalent to the
following two first order systems
dξ
dz
= w
dw
dz
=
ξ (γξ −α)(ξ −β )
D− τv2
− v
D− τv2
[
1− τ
{
f ′+ f ′′ξ +
f ′′′
2
ξ 2
}]
w (16)
for which the phase plane is described by (ξ ,w). The wave
speed v, an unknown parameter must be determined from the
analysis.
For the cubic shaped function L(ξ ) the system has three
fixed points at which the velocity vector ( dξdz ,
dw
dz ) =(0,0).
Three fixed points are (0,0), (α/γ,0) and (β ,0). It is easy to
show that the corresponding fixed points are (0,0), ( 3−
√
5
2 ,0)
and ( 3+
√
5
2 ,0) of which first and third are saddle points while
the other is a node. The function L(ξ ) and the fixed points are
shown in Fig.1. The velocity vector spans a solution trajec-
tory which is an unique function of the position vector (ξ ,w).
Eq.(16) can thus be studied in the (ξ ,w) phase plane of Fig.2.
To find a physically meaningful solution of Eq.(10), it is nec-
essary that (ξ ,w) must remain bounded for large values of z.
This requirement can be satisfied by adjusting the traveling
wave velocity v of the perturbation so that a trajectory leaving
one of the saddle at z = −∞ lies on a trajectory approaching
FIG. 2. The schematic trial solution (17) connecting the two saddle
points
the other at z=+∞. Thus the traveling wave speed is fixed by
the condition that the solution and its derivative must remain
finite. The method of solution is quite standard30.
Let a trial function or trajectory that intersects the two sad-
dle points is
w= Kξ (γξ −α), (17)
which is depicted in Fig.2 where K is a constant to be deter-
mined from the known parameters of the source function and
diffusion coefficient. Eq.(17) implies
dw
dξ
= K(2γξ −α) (18)
From Eq.(16) we immediately arrive at the following equation
dw
dξ
=
ξ (γξ −α)(ξ −β )
(D− τv2)w
− v
(D− τv2)
[
1− τ
{
f ′+ f ′′ξ +
f ′′′
2
ξ2
}]
(19)
Proceeding with the assumption that τ f
′′′(u0)
2 ξ
2 in Eq.(19)
is small, we finally obtain
1+ τ f ′′vK = 2γK2(D− τv2) (a)
β + vk(1− τ f ′) = αK2(D− τv2) (b) (20)
K and v can be determined from Eq.(20). By systematic anal-
ysis, we obtained the expression where K and v is related by
the following relation
Kv=
(α−2γβ )
2(γ− τα2) . (21)
and the constant K can be determined from the following ex-
pression
2γDK2 = 1.0+ τ
2(α−2γβ )(α+ γβ )
2(γ− τα2) +
τγ(α−2γβ )2
2(γ− τα2)2
= S (22)
provided (K2 = S/2γD > 0). It turns out that the solution
does not exist for a particular range of the relaxation time of
flux (0.226 < τ < 0.502). Therefore, the accepatable values
of τ should be either τ < 0.226 or τ > 0.502. This outcome
is one of the caveats of our analytical study. As we are mostly
intereseted to study the hyperbolic regime when τ is not too
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FIG. 3. Plot of velocity of the traveling waves moving to the right for
the set of parameters; α = 2.612, β = 0.381, γ = 1.0, D = 0.5 and
c0 = 1.0 as a function of the relaxation time of the flux.
small, in the present purpose, we consider a finite value of
τ > 0.502 as determined from the analytical calculations for
the rest of the study. As we proceed, K and v are obtained as
follows;
K =±
[
S
2γD
] 1
2
(23)
v=
(α−2γβ )
2K(γ− τα2) (24)
It is found from the expression (24) that the traveling wave
velocity depends on the reactions parameters, diffusion co-
efficient as well as on the relaxation time of the flux. Fig.3
depicts the dependence of the velocity of the moving front on
the relaxation time of the flux for τ > 0.502 for negative val-
ues of K. For small but finite τ , it predicts the decay in the
traveling wave velocity with an increase of τ in a nonlinear
fashion. However, for larger values of τ , the decay is less.
It is noteworthy that in the absence of the relaxation ef-
fect, i. e., when τ = 0, the wave velocity reduces to the form
[v=±√2γD(α−2γβ2γ )] as obtained in case of no inertia τ = 0.
Finally, from the first of Eq.(17) and Eq.(18) one arrives at
dξ
dz
=±Kξ (γξ −α) (25)
which can be integrated to obtain the traveling wave solutions
of the partial differential equation (13) as
δu(x, t) =
α
γ+ c0e±
α(x−vt)
K
(26)
where c0 is a constant, comes from integration. The typical
wave forms are shown in Fig.4 for several values of the re-
laxation time of flux. It is apparent that small but finite re-
laxation time leads to a decay of speed of the traveling wave.
This observation is the key result of the present analysis. It
suggests that when the motion is correlated, we could see re-
duced speed of the propagating fronts at a particular time in
presence of a small but finite τ . Moreover, the shape of the
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FIG. 4. Density profiles of the traveling waves connecting the two
steady states and moving to the right for the set of parameters; α =
2.612, β = 0.381, γ = 1.0, D= 0.5 and c0 = 1.0, for different delay
times of the flux: (a) τ = 0.6, (b) τ = 0.7, (c) τ = 0.8, (d) τ = 0.9,
and (d) τ = 1.0.
wave front is also dependent on the value of τ as denoted by
the traveling wave solution given in Eq.(26).
The above solution clearly asserts that in contrast to an in-
finitesimal perturbation which decays monotonically, a finite
perturbation on a homogeneous stable state may give rise to a
traveling wave solution δu(x, t) denoted by the expression in
Eq.(26)) with a finite speed v, as given in the expression (24).
The solution and the speed are characterized not only by diffu-
sion coefficient of the reacting species but also by the nature
of nonlinearity of the reaction term through α , β , γ and the
presence of a small time delay in the flux. Since the nature
of the steady state characterizes these coefficients the nonlin-
ear analysis clearly reveals their signature in destabilization of
the linearly stable state. The traveling wave of the form (25)
is also well known in Fisher equation and its variants in the
context of self-limiting growth models1.
III. NUMERICAL RESULTS
In order to compare the analytical predictions obtained
from the aforesaid analytical study, we carry out numerical
simulation of the spatially-extended reaction-transport model
described by Eq.(5) in the presence of a small but finite re-
laxation time of the flux. Using the method described in18,42
the hyperbolic Eq.(5) can be recast into the characteristic form
given below
∂u+
∂ t
+
1√
τ
∂u+
∂x
=− 1
2τ
(u+−u−)+ f (u)2 (27)
∂u−
∂ t
− 1√
τ
∂u−
∂x
=+
1
2τ
(u+−u−)+ f (u)2 (28)
where u+ and u− are the Reimann invariants and defined as
u+ = 12 (u+ j) and u− =
1
2 (u− j). Here j stands for the flux
of the system. In other words, the total density is divided into
two subpopulations such that u = (u++ u−) and u+ denotes
6-0.5
 0
 0.5
 1
 1.5
 2
 2.5
 3
 80  90  100  110  120  130  140  150
w
a
v e
 p
r o
f i l e
 ( u
)
space (x)
τ=0.6
τ=0.7
τ=0.8
τ=0.9
τ=1.0
τ=1.1
FIG. 5. Numerically simulated density profiles of the traveling waves
connecting the two steady states and moving towards the right end for
the set of parameters; α = 2.612, β = 0.381, γ = 1.0, D = 0.5 and
c0 = 1.0 for different values of the delay time of flux: (a) τ = 0.6,
(b) τ = 0.7, (c) τ = 0.8, (d) τ = 0.9, (e) τ = 1.0, and (f) τ = 1.1 .
particles moving to the right, whereas u− denotes particles
moving to the left. To numerically solve the entire system (5)
it is convenient to simulate the equations given by Eq.(27) and
(28).
A finite volume scheme is used to simulate the aforemen-
tioned system with f = −u3 + 3u2− u. The numerical com-
putations are performed in a finite space-time domain with a
grid size, ∆x = 0.01 and time step, ∆t = 0.0005 and main-
taining Neumann boundary condition15. The initial condi-
tion for u+ and u− are: u+ = u− = 2.0 when x > 0 and
u+ = u− = 0 when x≤ 0. The left boundary of the one dimen-
sional spatial domain is chosen as l =−5.0 and the cell centre
xi = l+(i−1)∆x and instants tn = n∆t constitute the discrete
mesh points (xi, tn). The numerical solutions of Eq.(27) and
(28) are denoted by ui,n+ and u
i,n
− respectively.
To obtain traveling wave solution in the hyperbolic regime,
we aim to avoid numerical diffusion. Therefore, we use a
nonlinear flux-limiter scheme18,42. The source terms are dis-
cretized following the Euler explicit method:
ui,n+1+ = u
i,n
+ −
1√
τ
∆t
∆x
[
ui,n+ +
∆x
2
σ i,n+ −ui−1,n+ −
∆x
2
σ i−1,n+
]
+ ∆t
[
1
2τ
(ui,n− −ui,n+ )+
f (u)
2
]
(29)
ui,n+1− = u
i,n
− +
1√
τ
∆t
∆x
[
ui+1,n− −
∆x
2
σ i+1,n− −ui,n− +
∆x
2
σ i,n−
]
+ ∆t
[
1
2τ
(ui,n+ −ui,n− )+
f (u)
2
]
(30)
Here, σ i,n+ and σ
i,n
+ represent the nonlinear reconstruction of
the slopes and obtained as:
σ i,n± = minmod
(
ui,n± −ui−1,n±
∆x
,
ui+1,n± −ui,n±
∆x
)
(31)
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FIG. 6. Speed of the numerically simulated traveling waves moving
to the right end as a function of the delay time of flux. The values
of the other parameters are: α = 2.612, β = 0.381, γ = 1.0, and
D= 0.5.
where
minmod(a,b) =

a, if |a|< |b|and ab> 0
b, if |a|> |b|and ab> 0
0, if ab6 0.
We compute the system using aforementioned numerical
recipe following Courant-Friedrichs-Levy (CFL) condition,
i.e., ∆t < CFL
√
τ∆x , where CFL< 1. To check the conver-
gence of the obtained numerical solution of the simulated sys-
tem to an asymptotic traveling wave, we tracked few number
of points xc(t), where u(xp(t), t)= p. Then, the speeds dxp/dt
of these points were calculated. The values of p were taken
are p = 0.5, 1.0, 1.5, and 2.0. The numerical solution was
assumed to be converged to the asymptotic traveling wave so-
lution when the speeds of the four level points coincided up
to the fourth digit. Although, our numerical simulation can
capture the entire range of τ > 0 unlike the limitations we find
in our analytical study, we mainly are interested in the hyper-
bolic regime. Accordingly, the present simulations are done
for τ > 0.502.
In Fig.5, we depict the numerically simulated concentration
profiles of the traveling waves. The plots are obtained at t =
100 for different values of τ . It is apparent from the Fig.5, that
the waves are moving in a positive direction i.e to the right
with different speeds. In order to get a qualitative measure of
the effect of τ on the modification of the speed of the traveling
wave, we plot the wave speed as a function of τ . The result is
depicted in Fig.6. We observe that the wave speed decreases
with the increase of τ . Our numerical results are qualitatively
in a good agreement with the analytical predictions.
IV. CONCLUSION
It is well known that linear stability analysis is not al-
ways equipped to deal with full characterization of a steady
state. This is particularly true for steady stable systems with
7strong nonlinearity. In this paper we have shown how a
non-infinitesimal perturbation acts on a homogeneous stable
steady state to grow as a traveling wave in reaction-Cattaneo
systems with cubic nonlinearity. The nonlinear analysis has
been cast in such a way that the spatiotemporal evolution
of non-infinitesimal perturbation appears isomorphic (in form
but not in content) to population dynamics or flame propaga-
tion. The result is generically distinct from the characteris-
tic linear evolution of infinitesimal perturbation on a homo-
geneous steady state. Our conclusion may be summarized as
follows:
(i) In absence of any relaxation effect of the flux, the dif-
fusion coefficient along with the nonlinearity of the source
function determine the nature of the traveling wave solution.
It is also necessary to emphasize that the nature of the steady
state characterizes nonlinear evolution through source func-
tion. The origin of instability therefore lies on the interplay
between diffusion and nonlinearity of the dynamics of finite
perturbation.
(ii) The nonlinear evolution of spatiotemporal perturbation
corresponding to the reaction-Cattaneo equation which de-
scribes from a microscopic point of view a persistent random
walk motion of the reacting species having finite inertia, re-
sults in traveling wave solution modified by relaxation effect.
The relaxation time reduces the wave speed when the pertur-
bation is small and finite.
In conclusion, when the spatiotemporal perturbations
are non-infinitesimal, the associated dynamical evolution
may exhibit various complex features. The present work
is limited by consideration of nonlinearity of cubic variety.
We believe that the approach may be extended further so
that polynomial source functions other than cubic may be
exploited in physically relevant situations for related studies
in the field of active biological and soft matter.
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