We consider a class of strongly edge reinforced random walks, where the corresponding reinforcement weight function is non-decreasing. It is known by Limic and Tarrès (2006) that the attracting edge emerges with probability 1, whenever the underlying graph is locally bounded. We study the asymptotic behavior of the tail distribution of the (random) time of attraction. In particular, we obtain exact (up to multiplicative constant) asymptotics if the underlying graph has two edges. Next we show some extensions in the setting of finite and bounded degree infinite graphs. A nice corollary is that if the reinforcement weight has the form W (k) = k ρ , ρ > 1, then (universally over finite graphs) the expected time to attraction is infinite if and only if ρ ≤ 1 + 1+ √ 5 2 .
Introduction
Let G be a locally finite graph with the edge set E(G) and the vertex set V (G). We will assume without further mention that G is connected. We call any two vertices u, v connected by an edge adjacent (or neighboring), in this case we write u ∼ v and denote by {u, v} = {v, u} the edge connecting them. We will denote by |G| = |E(G)| the number of edges of G, and by #G = |V (G)| the number of vertices of G. Finally, denote by D(G) = sup v∈V (G) degree(v) the degree of G, where for any v ∈ V (G) degree(v) equals the number of edges incident to v. Let (ℓ e 0 , e ∈ E(G)) be given integers, and assume ℓ e 0 ≥ 0, e ∈ E(G). Given a reinforcement weight function w : {0, 1, 2, . . . , } → (0, ∞), the edgereinforced random walk (ERRW) on G makes nearest neighbor step transitions in V (G). We will denote by I n the (random) position of the edge reinforced random walk at time n. If G is a finite graph it seems natural from the point of notation to construct and study the edge reinforced random walk started at the initial time t 0 := e∈E(G) ℓ e 0 ≥ 0, a process starting at time 0 is obtained by a time shift. If G is an infinite graph, just set t 0 := 0. Then I t 0 ∈ V (G) is the initial position, and {I n , I n+1 } ∈ E(G) for all n ≥ t 0 , almost surely. Moreover, the dynamics of the edge reinforced random walk is prescribed according to the rule: P (step from u to v at time n|F n )1 {In=u} = w(X 1 {{I i ,I i+1 }=e} (1) equals the initial weight ℓ e 0 incremented by the total number of traversals of edge e prior to time n. Note that t 0 is chosen so that, whenever V (G) < ∞, e∈E(G) X e k = k for all k ≥ t 0 , almost surely. We denote by G 1 the range of the edge reinforced random walk on G. More precisely, we let
be the random subgraph of G where for any v ∈ V (G) we have v ∈ V (G 1 ) ⇔ ∃n ≥ t 0 s.t. I n = v, and, for any e ∈ E(G),
e ∈ E(G 1 ) ⇔ ∃n ≥ t 0 s.t. {I n , I n+1 } = e.
Pemantle [8] made a recent survey of stochastic reinforcement processes. Apart from the behavior analogous to recurrence or transience of Markov chains (see, for example, [9] or [7] or [8] theorems 5.2 and 5.6), ERRW may exhibit a very different asymptotic behavior as time increases. For example, it is easy to see, [10] , [5] that the following assumption
is sufficient and necessary for the event {G 1 is a finite graph} to have probability 1, whenever D(G) < ∞. On this event, the ERRW visits only a finite (random) subset of vertices (and edges) of G.
A result of Sellke [10] implies that (A0) is sufficient and necessary for P (the walk ultimately traverses a single edge) = 1,
whenever the underlying graph is bipartite. Limic [5] proves (2) on any graph of bounded degree, where the reinforcement weight is a reciprocally summable power function. In a recent work, Limic and Tarrès [6] show that for a fairly general class of reinforcement weights (in particular, whenever w is a non-decreasing function satisfying (A0)) (2) holds on any graph of bounded degree. We will refer to any weight w satisfying condition (A0) as strong, and to the corresponding ERRW as strongly reinforced walk. The current paper assumes the setting of [6] , and is devoted to the study of the tail behavior of the time of attraction T = inf{k ≥ 0 : ∃e ∈ E(G) s.t. ∀f = e; X f n = max
that is, the first time after which only the attracting edge is traversed. This random variable is an important statistic, useful for applications (e.g. [4] or [3] ). In this paper we make a few connections to the literature on behavioral science of social insects, and refer the reader to [8] for a diverse list of potential applications. It is clear that the sequence of tail probabilities (P (T > k), k ≥ 1) depends on the structure of the underlying graph G, the weight function w, the initial weights ℓ · 0 and the initial position I t 0 . However, the results of sections 3.1-3.2 verify an interesting universality-type behavior: the asymptotic order of magnitude of P (T > k), corresponding to a strong ERRW on any finite graph (to some extent also on infinite trees of bounded degrees, cf. Corollary 18) is induced by that of the ERRW with the same w on the simple two-edge graph (cf. section 2) started from initial weights equal to 1.
The rest of the paper is organized as follows. Section 2 is devoted to the careful study of the two-edge setting. In particular, in subsection 2.1 we prove Theorem 5, stated here less precisely. Theorem 5 Assume E(G) consists of two elements. Let Z ∞ := #{times the non-attracting edge is traversed}.
Under assumption (A0),
where P is one of the laws P a,b ,P a,b , a, b ∈ N, corresponding to the two-edge graph setting. Lemma 6 and relation (16) of subsection 2.2 provide somewhat technical looking order of magnitude estimates on the tail probability P (T > k), for large k. Theorem 9 provides a simpler looking asymptotics of the tail distribution of T , under the additional assumption (A1) that w is a non-decreasing function. The main idea is simple, and we explain it here for the benefit of the reader: the event which with overwhelming probability contributes to the event {T = k + 1} of interest is the one where at time k the weaker edge (i.e. the edge with lower current number of traversals) is traversed, and at all future times the stronger edge is traversed. Therefore (Z k denotes the number of traversals for the less traversed edge)
For ℓ close to k/2 it is plausible that P (Z k = ℓ) is sufficiently small so that the contribution in the above sum vanishes asymptotically. For ℓ small the middle term w(ℓ)/(w(k − ℓ) + w(ℓ)) is again small. In order to estimate well the above sum, one then needs to find the interval of indices ℓ which make up the most of the contribution. This range of indices approximately corresponds to the one where
In subsection 2.3 we include specific calculations for cases of w that already have been used (or might be used) in applications, cf. [2] , [4] , that satisfy the assumptions (A0)-(A1). In particular we paraphrase Theorem 10 (a) If w(k) = k ρ for some fixed ρ > 1, and if
and finite if ρ > 1+
. This type of result should be particularly interesting for applications. In fact, in [4] , for a similar model, the reinforcement weight is set to w(k) = k ρ and real life data is compared to different values of ρ and initial configurations. Section 3 is devoted to analysis on general graphs of bounded degree. In particular, we are interested in universality-type behavior of the tail distribution P G (T > · ) over graphs, once the reinforcement weight function w is fixed. Providing a universal lower bound on P G (T > · ) in terms of the corresponding quantityP 1,1 (T > · ) in the two-edge graph setting turns out to be simple (cf. Lemma 12), however finding an analogous upper bound is not as simple. Subsection 3.1 is devoted to analysis on trees, here initial universality-type behavior is demonstrated using slick comparison (coupling) arguments. Subsection 3.2 is devoted to the finite graph setting. By generalizing the technique of Section 2, a fairly general universality-type behavior is shown, under an additional assumption (A2). Finally, subsection 3.3 discusses extensions to infinite graph setting.
In the rest of the paper we assume that all edges have initial weight ℓ · 0 ≡ 1, unless otherwise specified.
In the rest of this paper we will denote by a ∧ b (resp. a ∨ b) the minimum (resp. the maximum) of two numbers a and b, and by ⌊a⌋ the integer part of a number a.
Two edge case
The ERRW on graph G that contains only two edges is the prototype model of interest. Several interesting qualitative features, specific to edge-reinforcement with particular reinforcement weight function w, are already observed and usually relatively easy to verify. This process also corresponds to a generalized urn model, see for example [1] or [10] .
We will initially assume that G contains two vertices 0 and 1, and two edges, green and red, connecting them. Abbreviate
In the rest of this section, we also assume that the initial configuration on the two edges is G 2 = R 2 = 1, unless otherwise specified. We use the notation P a,b for the law of the system with the initial configuration G a+b = a, R a+b = b and we use simply P for the law P 1,1 . The other natural choice of a graph with two edges is the one spanned by three vertices −1, 0, 1 and a green edge that connects 0 and −1 and a red one that connects 0 and 1. In the study of this model we mainly concentrate on the case where the initial weights a and b are of opposite parity. We denote byP a,b the law of the ERRW on the two-edge graph spanned by −1, 0, 1 started (without loss of generality) at the initial position 0. Remark It will sometimes be convenient for the comparison arguments on general graphs (e.g. Corollary 22) to refer toP a,b even when a and b are of the same parity. In this case the reader has an option of either noting that the parity does not influence the arguments for Theorem 4, Lemma 6 and Theorem 10, or noting that if a − b is an even number, then the lawP a,b with reinforcement weight w corresponds to the law P a,b with reinforcement weightw, wherew(a + j) = w(a + 2j), j ≥ 0. Observe that underP a,b we have G a+b = a, R a+b = b and G a+b+2j −G a+b+2j−2 ∈ {0, 2}, R a+b+2j − R a+b+2j−2 + G a+b+2j − G a+b+2j−2 = 2, for all j ≥ 1.
The range estimates
Note that Z k ≤ Z k+1 almost surely, and that
is a finite random variable, since the reinforcement is strong.
, we have
(b) For any ℓ ≥ 1,
Note that the lower bounds are interesting only for strongly reinforced walks, where P (Z ∞ < ∞) = 1 and P (Z ∞ = 1) > 0. A careful reader of the proof will note that all the above inequalities are strict, however we do not anticipate any use of this fact.
Proof. We will prove the upper bounds by induction, and the lower bounds will follow in a similar way as indicated at the end of the proof. Note first that for ℓ ≤
. (5) Similarly, we also have in the special cases k = 2ℓ
and k = 2ℓ + 1
Since any probability is bounded by 1, we have trivially
an observation that will be used in the base and in each step of the induction. The base of induction is the case ℓ = 1, k = 2ℓ + 1 = 3, and the statement here is trivial as noted above.
Let us assume now that the upper bound inequalities in the statements (a) and (b) of the theorem hold for all i ≤ k − 1 and ℓ ≤ 
For the two atypical cases k = 2ℓ and k = 2ℓ + 1 we have similarly by (6)
and by (7)
To prove the lower bounds, provided the basic lower bounds P (Z k = 1), k ≥ 3 hold, note that the same argument as above will carry over. Furthermore note P (Z k = 1) ≥ P (Z ∞ = 1), and the choice of c was precisely made so that the lower bound in (a) holds for any k ≥ 3 and ℓ = 1. 2 The result above under the law P 1,1 generalizes to the setting of lawP
on two-edge graph with three vertices in the following way.
Proposition 3 Define
For any k ≥ 1, 1 ≤ o, e ≤ 2k, such that o is odd and e is even and o + e = 2k + 1 we havē
and
Proof. AbbreviateP 1,2 by P . The base case o = 1, e = 2 is again easy to check, if either o = 1 or e = 2 (but not both) the upper bound is trivial, and c was chosen so that the lower bound holds. Now, as in the previous proposition, if both o > 1 and e > 2 we apply induction using
.
2 Moreover, using the same technique as above one arrives to the following general result.
Theorem 4 For any a, b ≥ 1, and any
and, assuming a, b are of opposite parity,
An interested reader can get more information about the four constants above as was done in the Propositions 2 and 3. These pre-asymptotic estimates will be useful in further analysis. Before continuing note that a direct consequence is the following result, already announced in the introduction.
Theorem 5 Assuming (A0), under any of the laws from Theorem 4 there exist c, C ∈ (0, ∞) depending on the choice of the law, such that
P (Z ∞ = ℓ) ∈ c w(ℓ) , C w(ℓ) .
Time of attraction
Next consider the time of attraction
and note that the event {T = k+1} happens if and only if one of the following two event happens:
A s k = {the less (or equally) traversed edge is chosen at time k and the remaining edge is chosen at all later times} A w k = {the more traversed edge is chosen at time k and the less traversed edge is chosen at all later times} Given {Z k = ℓ} for some ℓ < k/2, the event A s k happens with probability
while A w k happens with probability
It will be useful to abbreviate
Then
and similar identities hold under the laws P a,b andP a,b (with W used in place of W ), for a, b ≥ 1.
We have, as discussed above,
Now (12)- (14) together with Theorem 4 imply the following asymptotic formula:
Lemma 6 Under the law P a,b we have
Similarly underP a,b , where a is odd and b is even, for k in the set of odd times (since the initial time is a + b and the initial position is 0),
From now on we will also assume that
This will be useful for future estimates since
Proof. Note that
Statements (a)-(c) can now be easily checked via simple algebraic manipulations, using assumption (A1). Statement (d) is an easy consequence of (4) using probabilistic interpretation (11) (equivalently, one can use the algebraic definition and (A0)).
2
Corollary 8 Assume (A1). Then for ℓ < k/2, we have
Proof. Use (12), (14). Note that
for all k, due to assumption (A1), and that for each i ≥ 1, the ith term
in the infinite product of (9) is bounded above by the ith term
in the infinite product of (8), again since (A1) holds. 2 Therefore, to obtain asymptotic (in the sense of relation ≍) upper and lower bounds on P (T = k + 1) (similarly forP cases) it suffices to study only
Theorem 9 If (A0),(A1) hold and if P is P a,b for some fixed a, b ≥ 1 then
and 
Examples
Let a, b ≥ 1 be fixed integers, and denote by P either of the laws P a,b orP a,b .
where a = α if 0 < α ≤ 2/3 and a = α − ǫ otherwise.
In particular, if 0 < α ≤ 1/2 then exp{− log 2α 2 −α k} ≍ 1, so
where
Proof. We concentrate on the case where P = P a,b , the other case P =P a,b
can be done similarly. Without loss of generality, we assume ℓ ≤ k/2. We are going to use the following inequality
which is a direct consequence of the fact
we get a lower and an upper bound
Therefore we have for 1
(19) Now Theorem 9 implies
To bound the last term above, we split the interval [k ρ ′ , k/2] into subintervals of equal width k ρ ′ , with the last subinterval possibly having smaller width k/2−⌊k
which together with (20) concludes the proof of part (a).
(b) Using (17), and the fact that
is up to a constant multiple of order 1/((k − ℓ)
where c 1 (ρ, a), c 2 (ρ, a) are finite positive constants. As in the case (a), one gets the lower bound by evaluating the order or
where ll = 1, ul = k ρ ′ , and the upper bound by evaluating the order of the sum for ll = 1, ul = k ρ ′ and for ul = k ρ ′ , uu = k/2, separately.
(c) We have
above, we get the inequality
By applying now (17), we obtain e −c 1 (α)(ℓ+1)e log α (ℓ+1) log 1−α k e log α k
As in parts (a) and (b), we find a convenient breaking point and approximate the sums (22) separately. We take
where a = α for 0 < α ≤ 2/3 and a = α − ǫ otherwise.
To verify the lower bound, we need to show that we can bound
from below by a positive constant. However, (the constant c below is finite and positive, and possibly changes from line to line)
where a is chosen as above, and where for the third inequality we use that (1 − x) ǫ ≤ 1 − ǫx for 0 ≤ x < 1 and 0 ≤ ǫ ≤ 1. Note now that if α ≤ 2/3, then log 3α 2 −2α k is bounded from above by a constant, so a = α is sufficient to bound from above by a constant the expression (24). If α > 2/3, then log 3α 2 −2α k → ∞, and 3α 2 − 2α < 2α 2 − α, so taking a = α − ǫ for any ǫ > 0 will suffice to make (24) bounded by a constant. By Lemma 7 (a), For the upper bound, break the summation in turn at the point uu := e log α k−log α 2 k+(α+ǫ) log
, and since w(k − uu) ≍ w(k) we can bound from above this term by the term of the order stated in the formulation of part (c). Hence, it suffices to bound k/2 ℓ=uu W k+1 (ℓ + 1)/w(k − ℓ) as follows.
where the last term is obtained by integration by parts.
First estimate
where in the last inequality above we used
Therefore we can bound the multiple (26) from above by a constant c. Furthermore,
where in the last inequality above we again used (27).
Note that
where again o k (1) → 0 as k → ∞. From the above formulas we get the inequality
for some c 1 (ǫ), c 2 (ǫ) ∈ (0, ∞). By applying now (17), we obtain
Now take k * = k 2
−
(1−ǫ) 2ǫ2 1−ǫ k 1−ǫ log k, and observe that
where the last inequality is obtained using (1−x) ǫ ≤ 1−ǫx for 0 ≤ x < 1 and 0 ≤ ǫ ≤ 1, together with k −k * ≥ k/2(1+O(log k/k ǫ )). By Lemma 7 (a)
Therefore, recalling c 1 (ǫ), c 2 (ǫ) from (28),
where constant c(ǫ) may change from line to line by a positive finite multiple. This proves the lower bound.
To get the corresponding upper bound, first observe that W k+1 (ℓ+1) ≤ 1, so using (28) we can simply bound
and we proceed to bound
Due to (28) and (29) we can write, for ℓ ∈ [k * , k/2],
as we showed in the proof of the lower bound, we have
and since
we conclude from (30) that
Therefore,
, wherec ∈ (0, ∞) is such that e −cx ≤cx −2 for all x ≥ 1, and where we use the fact w(ℓ) ≥ w(k * ), for ℓ ≥ k * . Finally, it is easy to check that ℓ → w(k − ℓ)w(ℓ), ℓ ≥ k * , is an increasing function so
and therefore
which gives the upper bound due to k
(e) A direct consequence of part (d), but its direct proof (left to an interested reader) is much easier, this fact is related to the following property: of all the weights in (d), it is only the case of w(k) = e k where the edge reinforced random walk gets attracted at any particular time with probability uniformly bounded away from zero. 
Analysis on general graphs
Assume that G is a connected graph with D(G) < ∞. Recall that P G is the law of the reinforced random walk on G.
We start with an easy lower bound in terms of the tail distribution of T under two-edge lawP . In fact, in the following comparison arguments, it will be convenient to consider instead the law of
Unless otherwise stated, ℓ e 0 , e ∈ E(G) forms the (general) initial configuration of weights on edges.
Lemma 12 There exists c = c(w, D(G)) ∈ (0, ∞), and a, b ∈ N such that
Proof. Let I t 0 = v ∈ G be the initial position. Without loss of generality, assume that at least two edges e and f meet at v. Otherwise, at least two edges must meet at the unique neighbor of v, and the argument is similar.
Recall that G 1 denotes the range of the walk. Due to the strong reinforcement assumption (A0) we know that the event A e,f = {G 1 ⊂ graph spanned by e, f }, has positive probability, uniformly bounded away from 0, for all graphs of fixed bounded degree. At the same time
and given A e,f , the law of T + under P G becomes the law of T + underP a,b :=
2 Getting a corresponding upper bound on the tails of distribution of T seems more difficult. As a warm-up we study the tree setting next, and the general finite graph and the infinite graph settings respectively in following subsections. The following fact, complementary in spirit to conditioning on event A e,f in the proof of Lemma 12, will prove useful soon. 
Proof. At each step k where all the neighbors of the current position i k are contained in G * the probability of the transition from i k to i k+1 is the same under both laws P G and P G * . At each step k where at least one neighbor of the current position i k is an element of V (G) \ V (G * ), note that the probability of the transition from i k to i k+1 under P G is strictly smaller than that under P G * . 2
Analysis on trees
In this subsection we assume that G is a tree such that D(G) < ∞, and we derive some upper bound estimates on the tail distribution of T under P G . First consider as G a "star" with m fingers. More precisely, denote by 0 the central vertex of G that is connected via edge e i to each leaf vertex i, i = 1, . . . , m, and assume that these are the only edges in E(G). For concreteness, we assume that all the initial weights ℓ e i 0 are equal to 1, and that I t 0 = I m = 0. A similar statement applies for more general initial configurations.
Proof. We will show that
where T e i ,e j ,restr = T e j ,e i ,restr is a random variable to be defined, corresponding to the pair of edges e i , e j such that its law under P G is the law of T underP 1,1 , and where T e i ,e j ,restr,+ = (T e i ,e j ,restr ) + . The reason for (31) is as follows. Suppose that f ∈ {e 1 , . . . , e m } is the attracting edge for the walk. The steps away from the central vertex 0 up to time T are naturally split into K e many steps traversing edge e = f (so in total there are 2K e many steps along any e = f ). Up to time T , there are therefore T − 2 e =f K e steps across f . For e = f , define Y e,f := time of the last traversal of e,
and T e,f n := ℓ e 0 + ℓ f 0 + #traversals of e or f up to time n. Recall the construction of the edge reinforced walk using independent families of exponentials, see [1] , [10] or [5] . In the particular situation of the star with m fingers, we have m independent "time-lines" (one corresponding to each edge) with families of independent exponential variables (E e k , k ≥ 1, e ∈ E(G)). Here we assume that E e k has rate W (2k − 1) (the parity comes from the fact that the particle traverses each edge twice before coming back to central vertex). Now fix arbitrary edges e and g. By ignoring all the time-lines except the ones corresponding to edges e and g one obtains the construction of the reinforced random walk under the lawP 1,1 . Call this process the restriction to edges e and g. Define T e,g,restr := time of attraction for the restriction to e and g, so that T e,g,restr under P G has law of T underP 1,1 . Next observe that in the case where g = f is the attracting edge, we have . Using the same reasoning as in Lemma 14 one quickly obtains Lemma 15 Assume ℓ e 0 = 1, e ∈ E(G). Then
HereP 1,2 (T > k/m(G)) appears due to parity, since for two edges e, f that meet at vertex v say, the first time the walk visits v the configuration of weights is either 1, 1 or 1, 2. We will soon show analogous results for the walk on a general finite graph.
Before this we quickly turn to the case where G is an infinite tree of bounded degree. Recall that #G 1 denotes the total number of vertices ever visited by the edge reinforced random walk on G. Here again we assume that ℓ e 0 = 1, e ∈ E(G). The next lemma can be proved in an analogous (but simpler) way to Lemma 25, we leave its verification to an interested reader.
Lemma 16 There exists p > 0, depending on the weight w and the degree D(G) of G only, such that #G 1 /2 is stochastically bounded by a geometric random variable with success probability p.
Corollary 17 Let G be an infinite tree, such that D(G) < ∞. Then for any c > 1 we have
where the above maximum is taken over all trees G k,c with fewer than cD(G) log k vertices and degree bounded by D(G).
Proof. Due to the last lemma, with probability (1 − p) c log k the range G 1 of the walk is a subtree of G containing initial position I t 0 and c log k or more vertices. On the opposite event, denoted by B c log k , we have G 1 ⊂ G * c log k , where G * c log k is a (non-random) subtree of G generated by all vertices v of G such that the graph distance of v and I t 0 is smaller or equal to c log k. Therefore, by Lemma 13, we can bound
Corollary 18 Let G be an infinite tree of bounded degree, and let w(·) be as in the examples of Theorem 10 (a)-(b). Then
Proof. For any tree G k,c of bounded degree with fewer than O(log k) vertices one also has m(G k,c ) = O(log k). Use previous corollary with c > ρ − ρ ′ + 1. An additional multiple of order log k in the exponent is coming from the term m(G k,c ) that multiplies
Analysis on finite graphs
In this section we assume that G is a finite graph, and without much further mention we assume that the reinforcement weight is strong. To be precise, we set |E(G)| =n, with E(G) = {e 1 , e 2 , . . . en}. If v is an arbitrary vertex of the graph, let n v =degree(v), and let N v := {e As before, we will start the walk at time e∈E(G) ℓ e 0 . Fix the initial position I t 0 at some arbitrary vertex v 0 . Then the following proposition holds:
Proposition 19 Let k ≥ e∈E(G) ℓ e 0 and v ∈ V (G) and denote by A v,k be the event {I k = v}. Then for any ℓ e , e ∈ E(G) such that ℓ e ≥ ℓ e 0 , e ∈ E(G) and e∈E(G) ℓ e = k, we have
Proof. As in the two edge case, we will use induction on e ℓ e = k to prove the above inequality. The base of induction at the initial time e ℓ e 0 clearly holds, since when the left-hand-side is 0 the right-hand-side is positive, and when the left-hand-side is 1 the right-hand-side is greater than 1. Now take k > e ℓ e 0 and consider the event on the left-hand-side. For each i = 1, 2, . . . n v , let v i ∈ V (G) be the neighbor of v such that e v i = {v, v i }. In order for the event {X e k = ℓ e , e ∈ E(G), A v,k } to happen, it must be
0 , and furthermore it must be {I k−1 , I k } = e v i . Therefore,
Similarly to Propositions 2 and 3, the proof follows immediately by induction.
2 From now on, denote byw
, the constant (insuring appropriate scale invariant behavior with respect to w) from the above proposition.
Set S 1 (k) := 1/w(k), k ≥ 1, and for each n ≥ 2 and k ≥ n, define
where the indices ℓ i , i = 1, . . . , n in the above summation are all greater than or equal to 1. If k < n set simply S n (k) := 0. Then note that, for k ≥ n ≥ 2,
S n−1 (k − 2) + . . .
Subsequently, we will make use of the following assumption on w(k):
where C w < ∞ depends on w(·) up to scaling.
Remark The examples of Theorem 10 (a)-(c) all satisfy (A2).
The next lemma will be useful in deriving Corollary 22 below.
Lemma 20 If (A2) holds, then for all
Proof. We prove the statement inductively. The case n = 2 is direct consequence of assumption (A2). Suppose that for some n > 2 and for all k ≥ n we have
. Then, assumption (A2) and equality (34) imply together with inductive hypothesis that for each k ≥ n + 1
2 The next result is in the spirit of Lemma 6. It applies in the following setting: fix three different vertices ω, v and u such that ω ∼ v and v ∼ u. Recall the notation from the beginning of this section. Furthermore, we assume without loss of generality that 
Assume that n ω = q, n v = p and n u = m (recall these are the degrees of the corresponding vertices). We specify the following notation, to be used in the next theorem,
Theorem 21 In the setting of Proposition 19 we have
Proof. This is a direct consequence of Proposition 19 and repeated conditioning. Namely, given a particular configuration of weights ℓ e , e ∈ E(G), (32) estimates the probability for the walk to realize this configuration at time k and to end up at vertex ω at time k, the probability of the next step is w(ℓ and that of the infinitely many steps traversing {v, u} is given by the two infinite products in the statement. Note that we made use of notation (35). 2
There are various ways to simplify (and lose precision in doing so) the above bound. We chose a particularly simple one for illustration, since we could not find a good enough simplification that would "eliminate" the exponential term in the sizen of the graph in Corollary 23 below. From now on assume that both (A1) and (A2) hold.
Note that we can bound the product under summation in (36) by
Next, rearranging the sum ℓ e : P e ℓ e =k according to the value s = ℓ e v 1 + ℓ e v 2 when applying (37) then yields (recall definitions (33) and (10))
where for the very last inequality we used (A1) that implies W s (j + 1) ≤ W k+1 (j + 1), as in Lemma 7 (b) . Interchanging the order of summation, applying Lemma 20 and (A2) gives now
and, in turn,
which comparing with the expression forP a,b in Lemma 6, accounting for various possibilities of parity, finally implies
a,b (T = k + 1).
Corollary 22 Assuming (A0)-(A2) we have
Proof. By summing over all possible choices of edge {u, v} and neighbor ω of v contributes at most 2nD(G) terms of type P G (ω, v, u; k). 2
Corollary 23 Assuming (A0)-(A2)
, and ℓ e = 1, for all e ∈ E(G),
As noted earlier, the examples (a)-(c) from Theorem 10 satisfy (A0)-(A2). In particular, Corollaries 11 and 22 now imply 
which isP 1,1 (T = k + 1) up to a polynomial correction.
Extensions to bounded degree graphs
Let G be an infinite graph of bounded degree and as usual let assumption (A0) hold. We wish to estimate
where we recall that #G 1 denotes the number of vertices in the range of the walk. Since D(G) < ∞, note that the above estimate will imply an estimate on P (|G 1 | > k).
Lemma 25
The random variable #G 1 is stochastically bounded by 2·Z where Z has geometric distribution with success probability p ∈ (0, 1), where p depends only on w(·), D(G), and the initial configuration of weights ℓ e 0 , e ∈ E(G).
As a consequence we obtain that whenever G has bounded degree, both #G 1 and |G 1 | have exponential tails. Proof. We will construct a coupling of G 1 and G * 1 such that G 1 ⊂ G * 1 , almost surely, and such that the claim of the lemma holds for G * First suppose that case (i) happens. Then "add" to G * 1 both vertices v and v ′ as well as just traversed edge leading to v and the edge {v, v ′ }. Due to the assumptions, with probability p, uniformly bounded away from 0 that depends only on D(G), w(·), and ℓ e 0 , e ∈ E(G) (in fact only ℓ f 0 on edges f incident to v ′ ), the walk keeps traversing solely the edge {v, v ′ } after time n. In symbols, on the event of case (i),
If the above event {I k , I k+1 } = {v, v ′ }, k ≥ n does not occur, the walk will keep exploring the graph elsewhere. Either it will get attracted to an edge before encountering another new vertex or it will encounter another new vertex prior to getting attracted.
If the case (ii) happens note that G * 1 already contains vertex v. Namely, let u be the neighbor of v such that
Then v must have been added to G * 1 as part of case (i) procedure, before or at time T u . Therefore, G 1 ⊂ G * 1 , almost surely, by induction. moreover from the construction it is clear that #G 1 is stochastically bounded by 2Z.
2 As a conclusion, we offer the following weak universality-type result.
Corollary 26
Assume ℓ e = 1, for all e ∈ E(G).
If w(k) = k ρ , ρ > 1, there exists p > 0 such that P G (T > k) ≤ 1 k p , Proof. Use the idea of Corollary 17 and the bound of Corollary 23 for (i) and the bound (39) for (ii). Namely, one splits the the event {T > k} according to whether or not the walk reaches distance d k from I 0 . Choose d k = c log k where c is such that (C w ) c log k << k ρ−ρ ′ −1 . 2 Remark If w(k) = e k , the walk gets attracted at any particular step with probability bounded away from 0, so there exists c > 0 such that P G (T > k) = O 1 e ck . Somewhat disappointingly, the bound of type (39) is too weak to provide an alternative derivation (analogous to the proof of the last corollary) of the above bound. Indeed, the question of finding exact (up to multiplicative constant) behavior of the tail distribution of T on general bounded degree graphs, even in the case of examples in Theorem 10, remains open.
