ABSTRACT As an efficient training strategy for single hidden layer neural networks, extreme learning machine, and its variants have been widely used due to its fast learning speed and superior generalization performance. However, when used for quaternion signal processing, extreme learning machine cannot make full use of the cross-channel correlation and quaternion statistics and thus often provides only suboptimal solutions. To this end, in this paper, we extend the extreme learning machine to quaternion domain and then propose two augmented quaternion extreme learning machine models for quaternion signal processing. These two models incorporate the involutions of the network input and hidden nodes, respectively, and can fully capture the second-order statistics of quaternion signals. In order to overcome the possible overfitting problem, two corresponding regularized augmented algorithms are also derived with the help of the generalized HR calculus. The superiority of the proposed models is verified by the simulation results.
I. INTRODUCTION
In the past decade, extreme learning machine (ELM) [1] - [3] has become a popular learning strategy for single hidden layer neural network with proved universal approximation capability. The principle behind ELM is that the weights between the input layer and hidden layer are randomly given while the weights between the hidden layer and output layer are determined by least squares optimization. This approach avoids the iterative computing process of the traditional gradient-based training algorithms [4] , [5] and leads to excellent learning speed. The advantages of ELM in efficiency and generalization performance over traditional learning algorithms for feedforward neural networks have been demonstrated on a wide range of problems from many fields [6] - [8] , such as time series prediction, computer vision, medical or biomedical data analysis, and system modeling.
Recently complex-and quaternion-valued neural networks have drawn intensive research attentions in machine
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learning community for their effectiveness in multidimensional signal processing [9] . Complex-valued signals arise frequently in applications as varied as communications, biomedicine, seismics, and radar. Though the bivariate real vectors can be used to represent the complex-valued signals, the complex numbers are preferred to be used. This is because that the complex domain provides not only a convenient and elegant representation for these signals, but also a natural way to preserve their characteristics and to handle transformations that need to be performed. The research on complex-valued neural networks was promoted mainly by two key issues: making use of the full statistical information of complexvalued random signals [10] and the optimization in complex domain [11] . By concerning the above two issues, many complex-valued neural network models and the corresponding learning algorithms have been proposed. The complexvalued ELM model [12] and the augmented complex-valued ELM model [13] also have been established for the sake of the complex-valued signal processing.
When it comes to 3-D and 4-D data sources, such as measurements from seismometers, ultrasonic anemometers, and inertial body sensors, quaternions in quaternion domain H have inherent advantages over real vectors in representing 3-D and 4-D data owing to the natural ability to encode the cross-channel correlation and the accurate modeling of rotation and orientation [14] . In order to take advantage of the quaternion representation, a number of quaternionvalued neural models have been proposed, such as quaternion LMS algorithm [15] , quaternion nonlinear adaptive filter [16] , quaternion Kalman filter [17] , quaternion independent component analysis algorithm [18] , quaternion support vector machine [19] , quaternion multi-valued neural networks [20] , and quaternion ELM (QELM) [21] . Analogous with the complex case, the augmented quaternion statistics reveal that the covariance matrix is not adequate to capture the full second-order statistics of a quaternion vector [22] , [23] , which makes the Quaternion Widely Linear (QWL) processing become the optimal linear processing for general quaternion-valued signals. The superiority of QWL modeling for noncircular (or improper) data has been observed in some neural network models [24] , [25] and the performance bound for the QWL estimation method on estimation errors has been investigated [26] , [27] . However, the research on how the quaternion extreme learning machine can benefit from the augmented quaternion statistics is still lacking.
The purpose of this paper is to propose and investigate two augmented QELM models for the regression and classification problems. In order to fully capture the second order statistics of signals, we incorporate the involutions of the input signals and the hidden nodes of the standard QELM respectively, and obtain two augmented QELM models, namely QELM with augmented input (QELMAI) and QELM with augmented hidden layer (QELMAH). For the sake of overcoming the possible overfitting problem, two regularized augmented QELM models are also derived based on generalized HR (GHR) calculus [28] - [30] . The superiority/ potential of the proposed models are verified by illustrated examples on benchmark prediction problems and color face recognition problem.
The remainder of this paper is organized as follows. We provide an overview of quaternion algebra, quaternion trigonometric function, GHR calculus and second-order statistics of quaternion signals in Section II. The standard QELM is introduced in Section III. In Section IV two augmented QELM models together with the corresponding regularized variants are proposed. Simulations on regression problems and color face recognition problem are provided in Section V, illustrating the superiority of the augmented QELMs over the standard QELM. Finally, this paper is concluded in Section VI. Throughout this paper, we use boldface capital letters to denote matrices, A, boldface lowercase letters for vectors, a, and italic letters for scalar quantities, a. Superscripts (·) T , (·) * , and (·) H denote the transpose, conjugate, and Hermitian (i.e., transpose and conjugate) operators, respectively. The symbols R and H denote the real domain and the quaternion domain respectively.
II. PRELIMINARIES
A. QUATERNION ALGEBRA Quaternion variable q ∈ H comprises a scalar (real) part S q = (q) = q r and a vector part (also known as a pure quaternion) V q = q i i + q j j + q k k. Here q r , q i , q j , q k ∈ R and i, j, k are the orthogonal unit vectors satisfying
In this way, a quaternion can be expressed as
Given two quaternions a, b ∈ H, the quaternion addition and subtraction are computed as [31] 
Given any two vectors A = a i i + a j j + a k k and B = b i i + b j j + b k k, the product of A and B is given by
where ''·'' denotes the dot product or scalar product and ''×'' denotes the cross product or vector product. As shown in the above rules, the multiplication of quaternions is noncommutative. The conjugate, norm, and inverse of a quaternion are defined respectively by
Besides the conjugate, quaternion involution is another class of self-inverse mappings and defined by [32] 
It can be observed that the conjugate of quaternion q can be expressed as a linear function of q and the three perpendicular involutions with the form
Moreover, the relationship between the four components, the conjugate of the q, and quaternion involutions can be described as follows
B. QUATERNION TRIGONOMETRIC FUNCTION
For any of the quaternion q = q r + q i i + q j j + q k k satisfying q 2 j + q 2 k > 0, the quaternion natural exponential function and the quaternion trigonometric function are defined by [33] 
C. GENERALIZED HR CALCULUS
As a counterpart of Wirtinger calculus for complex domain, based on the original HR calculus, GHR calculus was introduced to provide the left and right-hand versions of the quaternion derivative of general functions. If f : H → H is real differentiable, then the left GHR derivatives of the function f with respect to q µ and q µ * (µ = 0, µ ∈ H) are defined as
while the right GHR derivatives are defined as
Due to the noncommutativity of quaternion products, the left GHR derivatives are generally different from the right GHR derivatives. However, they will be equal if f is real valued, which is usually a case for mean square error based optimization. Thus in the sequel we only consider the left GHR derivatives as a typical representation.
Different from HR calculus, GHR calculus admits the traditional product rule and chain rule which would simplify the calculation. For any real-differentiable functions f , g:
and chain rules
where µ ∈ H and µ = 0.
D. SECOND-ORDER STATISTICS OF QUATERNION SIGNALS
According to the probability distributions, quaternion signals can be classified into proper signals and improper signals.
The quaternion proper (Q-proper) signal has a probability distribution which is rotation invariant with respect to all the six possible pairs of axes (combination of i, j, k), whereas a quaternion improper (Q-improper) signal has a rotationdependent probability distribution. Recent advances in statistics of quaternion revealed that for a general (improper) quaternion vector x, the covariance matrix C xx = E{xx H } is not adequate to capture the full second-order statistics. Instead, by introducing an augmented quaternion vector
, complete second-order characteristics of x can be described by an augmented covariance matrix
where C x a x a compromises the covariance matrix C xx , the three pseudocovariance
}, as well as their involutions and Hermitian transposes. If the quaternion vector x is Q-proper, then the pseudocovariance matrices vanish.
There is a special class of Q-improper signals, where the quaternion random signal x is correlated with one of its three perpendicular involutions x η (η = i, j, or k), but not with the other two. In this case the two pseudocovariance matrices other than C x η in the augmented covariance C x a x a vanish, and a semi-augmented vectors x sa = [x T , x ηT ] T can be used to capture the second order statistics.
III. STANDARD QUATERNION EXTREME LEARNING MACHINE
QELM is an extension of ELM [2] from real domain to quaternion domain. QELM inherits the network structure of ELM, but the network input, output, weights and activation functions are all quaternion valued and operated in quaternion domain.
Given a series of quaternion-valued training samples
, where x s ∈ H L is the input vector and t s ∈ H N is the corresponding target output vector, a quaternion-valued single hidden layer feedforward network (QVSLFN) with M hidden nodes can be mathematically modeled by As a QVSLFN can be used to approximate any quaternionvalued continuous function [35] , we try to find the appropriate network weights to satisfy
The above S equations can be written in a compact form
where
is the hidden-layer output matrix of the QVSLFN, and
Similar to ELM [2] , [6] , the input weights w m and hidden layer biases b m of QELM are not necessarily tuned and can be randomly chosen based on some continuous distribution probability. Thus we only need to determine the weight matrix β. If the hidden layer output matrix H is invertible, β can then be directly obtained as H −1 T. However, in practical applications the number of hidden neurons M is usually less than the number of samples S. In this case one can not expect the exact solution of (24) . Instead, we dedicate to address the least-squares problem min β Hβ −T 2 , and obtain the explicit solution
where the quaternion matrix H † is the Moore-Penrose inverse of H [34] .
To summarize, the training process of QELM can be summarized by Algorithm 1:
. , S}, and a QVSLFN with activation function g(·)
and M hidden nodes,
Step 1: Randomly generate the input weight w m ∈ H L and the bias b m , m = 1, 2, . . . , M ;
Step 2: Calculate the hidden layer output matrix H;
Step 3: Calculate the output weight matrixβ = (H) † T.
Remark 1:
As the only analytic quaternion function is a linear quaternion function (Sudbery, 1979) , it is very difficult for the fully quaternion neural networks trained by traditional gradient algorithms to choose an eligible activation function. Different from the gradient-based training algorithms for quaternion neural networks, the training process of QELM does not depend on the gradient information of the error function, thus the activation function needs not be differentiable. This greatly relaxes the restriction on the choice of the QVSLFN's activation function. The candidates for the activation function g(·) of QELM include but not restricted to the following functions: Trigonometric functions: sin(q),
cos(q), tan(q); Inverse trigonometric functions: arcsin(q), arccos(q), arctan(q); Hyperbolic function: sinh(q), cosh(q), tanh(q); Inverse hyperbolic function: arcsinh(q), arccosh(q), arctanh(q), q ∈ H.
Remark 2: Similar to the case of the matrix whose entries are real or complex numbers, the Moore-Penrose inverse of a quaternion-valued matrix can also be computed by singular value decomposition or orthogonal projection method.
Remark 3: In order to avoid the possible overfitting problem for QELM model, the ridge regression and the orthogonal projection method can be combined to yield a regularized QELM model. Instead of minimizing Hβ − T 2 , the objective of the regularized QELM is to find β that minimizes
where C is a constant to balance the tradeoff between the training error and the magnitude of the weight vector β. The VOLUME 7, 2019 above equation can be reformulated as
According to the GHR calculus, by taking the gradient of L RQELM with respect to β *
and let it be zero, we obtain the optimal solution for regularized QELM
IV. AUGMENTED QUATERNION EXTREME LEARNING MACHINE
As shown by the statistical theory of quaternion signals, in order to capture the complete second order statistics of quaternion signals, we should also consider the involutions of the input signals in the design of QELM model. To this end, in this section we propose two augmented QELM models by incorporating the involutions of the input signals and the hidden nodes respectively.
A. QELM WITH AUGMENTED INPUT (QELMAI)
The topological graphs of QELMAI is shown in Fig. 2 . In order to incorporate the involutions of the input signals, we introduce an augmented input x a s by concatenating the original x s with its three involutions
Randomly given the input weight vector w m = [w m1 , w m2 , . . . , w m4L ] T ∈ H 4L , the output of a standard QVSLFN with M hidden nodes can be represented by
If the outputs of the QVSLFN are equal to the targets, we have the following compact formulation: where
Similarly to QELM, the solution of (32) can be analytically determined in the least square manner
where (H ai ) † is the Moore-Penrose generalized inverse of the matrix H ai . The training process of the QELMAI can be summarized by Algorithm 2.
Algorithm 2 QELMAI Given a training set
ℵ = {(x s , t s )|x s ∈ H L , t s ∈ H N , s = 1, 2, . .
. , S}, and a QVSLFN with activation function g(·)
Step 1: Augment the input vector x s with x a ∈ H 4L according to Equation (30);
Step 2: Randomly generate input weight w m ∈ H 4L and bias b m , m = 1, 2, . . . , M ;
Step 3: Calculate the hidden layer output matrix H ai ;
Step 4: Calculate the output weight matrixβ = (H ai ) † T.
Remark 4:
In order to overcome the possible overfitting problem for QELMAI, by a similar derivation procedure to regularized QELM, a regularized QELMAI solution can be obtained as
where C is a constant to balance the tradeoff between the training error and the magnitude of the weight vector β.
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B. QELM WITH AUGMENTED HIDDEN LAYER
The topological graphs of QELMAH is shown in Fig. 3 . Different from the aforementioned QELMAI model, in order to capture the second order statistics of the input signals, QELMAH model incorporates three involutions of every hidden node into the hidden layer, which results in the following hidden-layer output matrix of QELMAH Suppose the outputs of the QVSLFN are equal to the targets, then we have the following compact formulation
T , β is the weight matrix connecting the hidden nodes and the output layer, and α i (i = 1, 2, 3) is the weight matrices connecting the three involutions of hidden nodes and the output layer, respectively.
The accurate solution β ah of (36) in general does not exist. However, it can be analytically solved with the least-squares solution given byβ
where (H ah ) † is the Moore-Penrose generalized inverse of the matrix H ah . QELMAH algorithm can be summarized as follows:
. , S}, and a QVSLFN with activation function g(·)
Step 1: Randomly choose the quaternion input weight w m ;
Step 2: Calculate the quaternion hidden layer output matrix H and the corresponding involutions H i , H j , and H k ;
Step 3: Augment the hidden layer output matrix with
Step 4: Calculate the quaternion output weightβ ah , wherē
Remark 5: By introducing involutions of the original hidden nodes into the hidden layer, according to the statistical theory of the quaternion signals, QELMAH can capture the full second order statistics of the hidden nodes, which can be viewed as a transformation of the input data in higher dimensional space.
Remark 6: The augmented hidden layer may more easily lead to the overfitting problem. In order to overcome this problem, by a similar derivation procedure to the regularized QELM, a regularized QELMAH solution can be obtained as
V. SIMULATION RESULTS AND DISCUSSION
To illustrate the advantages offered by the QELM models over their real-valued counterparts in dealing with 3-D and 4-D signals, we performed the simulations on two types of problems: the first type is one step ahead prediction problem for synthetic 3-D and 4-D signals and the second type is a real world color face recognition problem.
A. PREDICTION PROBLEMS
The noncircular Lorenz chaotic signal and 4-D Saito's circuit were used to assess the performance of the proposed models. The quantitative performance index to characterize the accuracy of prediction is the root mean square error (RMSE)
where o s indicates the actual output of the sth sample, t s the target output of the sth sample, and S the number of samples. Two hundred trails were conducted independently and the results were averaged in each test. The Lorenz attractor was used originally to model atmospheric turbulence, but also to model lasers, dynamos, and the motion of waterwheel [36] . Mathematically, the Lorenz system is a three-dimensional nonlinear system and can be expressed as a system of coupled differential The Saito's circuit [37] , [38] is governed by four state variables and five parameters with the expression
where t is the time constant of the chaotic circuit and h(z) is the normalized hysteresis value which is given by
The variables z, ρ 1 , ρ 2 are given as z = x 1 + x 2 , ρ 1 =
. Initialized with the standard parameters η = 1.3, α 1 = 7.5, α 2 = 15, β 1 = 0.16, β 2 = 0.097, quadrupled time series were generated by applying the fourth-order Runge-Kutta method. Then we represented the signal by a full quaternion.
In each test the architecture for ELM was a SLFN with 15 input nodes and 3 output nodes, while the architecture for QELM was a QVSLFN with 5 input nodes and 1 output node. Fig. 5 compares the generalization performance of ELM, QELM, QELMAI, and QELMAH for the noncircular chaotic Lorenz signal prediction problem. It can be observed that, due to the enhanced ability in exploiting the coupled nature of the available information within the channels, the QELM outperformed ELM, while QELMAI and QELMAH outperformed QELM owing to their ability in capturing the fully second order statistics of the quaternion signals. It can also be observed from Fig. 5 that all the four models, especially for QELMAH, suffered from the overfitting problem. The generalization performances of the regularized models are compared in Fig. 6 , where the regularization parameter C is set = 2 −20 . It can be observed that the overfitting problem can be well avoided by the regularized models, and the regularized QELM model, together with the two regularized augmented QELM models, outperformed its counterpart in real domain. The simulation results of the Satio's chaotic circuit for ELM, QELM, QELMAI and QELMAH are 0.00003466, 0.00003153, 0.00002912 and 0.00002832, respectively, which were similar with the results of the first prediction problem.
B. COLOR FACE RECOGNITION
Each pixel in a color image has three channels: R, G and B. By concatenating the three channels into a pure quaternion [39] iR + jG + kB,
a color image can be represented as a quaternion matrix, which facilitates QELMs to be used in color image recognition.
Color face recognition can be viewed as a type of face recognition in color domain. Two color face sets (Faces96 and Grimace) [40] used in the simulation were provided by the University of Essex, UK. The face images were captured under different angles, illuminations lights and expressions. The dataset Faces96 is comprised of 3040 images from 152 individuals, while the dataset Grimace is comprised of 360 images from 18 individuals. In both datasets, 20 images were captured for each individual. In our test, 600 images of the first 30 individuals from Faces96 and total 360 images of Grimace were used. For each individual, 10 faces were randomly selected to compose training set and the remaining 10 faces for testing.
We first applied PCA or Quaternion PCA to perform the feature selection, then used regularized ELM or regularized QELM models to perform the classification task, where the regularization parameter is set as C = 2 8 . Simulation results are listed in Table 1 . It can be observed that, due to the enhanced ability in capturing the correlation between the three color channels, the regularized QELM models outperformed the regularized ELM models. Furthermore, the regularized QELMAI model obtained the best recognition accuracy as equipped with the capability in capturing the full second order statistics of the input signals. For the sake of comparing with the state-of-the-art machine learning model in image recognition, the experiments with convolutional neural networks were also conducted, and we obtained recognition rates 93.6% and 100% for datasets Faces96 and Grimace respectively. 
VI. CONCLUSION
In this paper we have proposed two augmented QELM models by incorporating the involutions of the input and hidden layer of the standard QELM respectively. In this way the proposed models retain the inherent properties of the original ELM such as the fast learning and universal approximation capability, meanwhile gaining advantages from the quaternion algebra and the full second-order statistics of the noncircular quaternion signals. In order to overcome the possible overfitting problem, the corresponding regularized algorithms have also been derived based on the GHR calculus. The superiority of the proposed models has been substantiated by simulations on benchmark quaternion regression problems and color face recognition problem.
