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Abstract
A very general characterization of exponential dichotomy for evolutionary processes in terms of the ad-
missibility of some pair of spaces which are translation invariant (the so-called Schäffer spaces) is given.
It includes, as particular cases, many interesting situations among which we note the results obtained by
N. van Minh, F. Räbiger and R. Schnaubelt and the authors concerning the connections between admissi-
bility and dichotomy.
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1. Introduction
In the beginning, let us mention some facts connected with our main interest. As an example
we consider the non-autonomous abstract Cauchy problem
x′(t) = A(t)x(t), x(s) = xs ∈ D
(
A(s)
)
, t  s, t, s ∈ J, (A)
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P. Preda et al. / J. Differential Equations 230 (2006) 378–391 379on a Banach space X, where J = R or J = R+. Assume for the moment that the Cauchy problem
(A) is well-posed, in the sense that there exists an evolutionary process {U(t, s)}ts , which gives
a differentiable solution x(·). This means that x(·) : t → U(t, s)xs, t  s, is differentiable for
any given initial conditions x(s) = xs ∈ D(A(s)), x(t) ∈ D(A(t)), and (A) holds. Now let f a
locally integrable X-valued function on J and consider the inhomogeneous equation
x′(t) = A(t)x(t)+ f (t), t ∈ J. (A,f)
A function u(·) is called a mild solution of (A,f) if
u(t) = U(t, s)u(s) +
t∫
s
U(t, τ )f (τ ) dτ , t  s, t, s ∈ J, (∗)
for a given f . Let R denote the operator that recovers the solution u = Rf to (∗). If f is suf-
ficiently smooth, then the function u = Rf defined by (∗) will be differentiable solution to (A)
(accordingly to Pazy [12, Sections 5.5 and 5.7]).
For instance, if {A(t)}t0 is a family of bounded linear operators which belongs to M1 (i.e.
supt0
∫ t+1
t
‖A(τ)‖dτ < ∞), then the problem (A) is well-posed and generate an evolutionary
process U = {U(t, s)}ts0, where each U(t, s) is an invertible operator. Other cases when the
problem (A) is well-posed, for certain unbounded operator family {A(t)}t0, are presented in the
books due to Chicone and Latushkin [2], Curtain and Pritchard [4], Pazy [12], Levitan and Zhi-
kov [10] or Tanabe [24]. In general, the question of how to define solutions and well-posedness is
a deep problem which is not solved up to today, despite a variety of definitions in the literature.
For this article, this problem is not of real interest since the results are not restricted to well-
posed abstract Cauchy problems, but addresses more generally to any evolutionary process, the
definition of which is clear.
For convenience we will recall here the definition of an evolutionary process.
Definition 1.1. A family of bounded linear operators acting on a Banach space X denoted by
U = {U(t, s)}ts0 is called an evolutionary process if the following properties hold:
(e1) U(t, t) = I (where I is the identity on X), for all t  0;
(e2) U(·, s)x is continuous on [s,∞), for all s  0, x ∈ X; U(t, ·)x is continuous on [0, t), for
all t  0, x ∈ X;
(e3) U(t, s) = U(t, r)U(r, s), for all t  r  s  0;
(e4) there exist M , ω > 0 such that∥∥U(t, s)∥∥Meω(t−s) for all t  s  0.
The characterization of the uniform exponential dichotomy of (A) in terms of the solution
of (∗) has a fairly long history which begins with O. Perron [13] in 1930. After seminal re-
searches of O. Perron, relevant results concerning the extension of Perron’s problem in the more
general framework of infinite-dimensional Banach spaces were obtained by J.L. Daleckij and
M.G. Krein [5], R. Bellman [1], J.L. Massera and J.J. Schäffer [11], for the case of bounded lin-
ear operators family {A(t)}t0. For certain families {A(t)}t0 of unbounded linear operators a
result of this type concerning the classical solutions of (A,f) are contained in the book of Levitan
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dichotomy if and only if for every continuous and bounded map f from R to X Eq. (∗) has an
unique continuous bounded solution.
More recently another approach uses frequently the so-called evolution semigroup T =
{T (t)}t0 on some suitable space of X-valued functions induced by the evolutionary process
(see the papers due to N. van Minh [25,26], F. Räbiger and R. Schnaubelt [18,19], C. Chicone
and Y. Latushkin [2], Y. Latushkin and T. Randolph [8], R. Rau [20], R. Schnaubelt [23], Y. La-
tushkin and S. Montgomery-Smith [7], Y. Latushkin et al. [9], N. van Minh et al. [27]). In fact, the
construction of the evolution semigroup is surprisingly simple. Consider the space Lp(R+,X)
or the space C00(R+,X) of continuous functions f vanishing at infinity, with f (0) = 0. Define
an associated evolution semigroup on Lp(R+,X), 1 p < ∞, or C00(R+,X) as follows:
(
T (t)
)
f (s) =
{
U(s, s − t)f (s − t), s  t ,
0, 0 s < t
(see, for instance, [2, Section 3.3, p. 73] for exact definition). In this context, in the spirit of
Perron’s observations, the asymptotic properties of U like uniform exponential stability, uniform
exponential dichotomy can be described as spectral properties of the infinitesimal generator of T
(see [7,8,18–20,25,26]). However, we have to remark that most results in this direction are re-
stricted to the line case J = R. Also, the case of real half-line has been considered in [2,27].
Arguments in these papers again illustrate the general philosophy of “autonomization” of non-
autonomous problems by passing from evolution processes to associated evolution semigroups,
fact which impose that, in the case when we deal with admissibility, the “input space” and the
“output space” must be the same.
In contrast to this “philosophy,” the present paper shows that we can characterize the expo-
nential dichotomy in terms of the admissibility of some suitable pairs of spaces in a direct way,
without the so-called evolution semigroup, see also [14–17]. But this is not the first aim of our
paper.
The main purpose of this paper is to continue the line of research in [14–17] and to give
conditions general on the relationship between “input space” and on the “output space” so that
the Perron type of result still holds in the general case of evolutionary processes. Example 3.1
shows that the condition (♦) in Theorem 3.1 cannot be dropped, showing that our conditions
on the “input space” and on the “output space” are as general as possible. Another goal of this
paper is to give an unified treatment for the connection between the admissibility and exponen-
tial dichotomy (see the exact definitions in Section 2). The largest class of spaces that can be
used in the context of the current paper are the so-called Schäffer spaces. Examples of Schäffer
spaces are the classical Lp-spaces, the Mp-spaces and the Orlicz spaces (for exact definition and
other examples we refer the reader to Section 2). Thus the present characterization includes
as particular cases many interesting situations among them we note (Lp,Lq)-admissibility,
(Mp,Mq)-admissibility, (Lp,Mq)-admissibility and thus are generalized some results due to
N. van Minh, F. Räbiger and R. Schnaubelt and others due to authors. Moreover, this approach
bring as particular cases other useful situations. For instance, as noted above even the Orlicz
spaces are, in particular, Schäffer spaces and from here other interesting examples arise (see, for
instance, Example 2.3).
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Notations. For I an upper unbounded real interval and X a Banach space we denote byM(I,X)
the space of all Bochner measurable functions from I to X. We denote by
L1loc(I,X) =
{
f ∈M(I,X):
∫
K
∥∥f (t)∥∥dt < ∞, for each compact K in I},
Lp(I,X) =
{
f ∈M(I,X):
∫
I
∥∥f (t)∥∥p dt < ∞}, where p ∈ [1,∞),
L∞(I,X) =
{
f ∈M(I,X): ess sup
t∈I
∥∥f (t)∥∥< ∞},
Mp(I,X) =
{
f ∈M(I,X): sup
t∈I
t+1∫
t
∥∥f (s)∥∥p ds < ∞
}
, where p ∈ [1,∞).
T (I,X) the space of all functions f ∈ L1loc(I,X) with the property that there exist (τn)n∈N
and (an)n∈N two sequences of positive real numbers such that
∞∑
n=0
an < ∞ and ‖f ‖
∞∑
n=0
anχ[τn,τn+1].
We note that Lp(I,X), L∞(I,X), Mp(I,X), T (I,X) are Banach spaces endowed with the
respectively norms:
‖f ‖p =
(∫
I
∥∥f (t)∥∥p dt) 1p , ‖f ‖∞ = ess sup
t∈I
∥∥f (t)∥∥, ‖f ‖Mp = sup
t∈I
( t+1∫
t
∥∥f (s)∥∥p ds
) 1
p
and
‖f ‖T = inf
{ ∞∑
n=0
an: where (an)n∈N satisfy the above inequality
}
.
For the simplicity of notations we will denote by Lp := Lp(R+,R), L∞ := L∞(R+,R), Mp :=
Mp(R+,R), for all p ∈ [1,∞), T = T (R+,R).
Definition 2.1. A Banach space E is said to be a Schäffer space if the following properties are
satisfied:
(s1) E ⊂ L1loc(R+,R) and for any compact K ⊂ R+ there exists αK > 0 such that∫
K
∣∣f (t)∣∣dt  αK‖f ‖E, for all f ∈ E;
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(s3) if f ∈ E and h ∈M(R+,R) with |h| |f |, then h ∈ E and ‖h‖E  ‖f ‖E;
(s4) if f ∈ E, t  0, gt :R+ → R,
gt (s) =
{0, s ∈ [0, t),
f (s − t), s ∈ [t,∞),
then gt ∈ E and ‖gt‖E = ‖f ‖E.
We want to mention that the use of the term of “Schäffer spaces” in this paper is given
as a recognition for the contribution of J.J. Schäffer related to a first use of the translation
invariant function spaces in the study of the asymptotic behaviour for the solutions of an infinite-
dimensional differential system (see [21,22]. More precise we refer the reader to the notion of
T -spaces from the book of Massera and Schäffer (see [11, p. 57]).
Example 2.1. It is easy to check that Mp , Lp , L∞, Lp ∩ Lq and T , the spaces mentioned
above, are Schäffer spaces. Also, in [11] it is proved that T ⊆ E ⊆ M1 for any Schäffer space E,
showing that T is the smallest Schäffer space and M1 is the largest Schäffer space.
Example 2.2. Another nontrivial example of Schäffer spaces are the Orlicz spaces. For more
convenience we recall in the next the definition of Orlicz spaces. Let ϕ :R+ → R+ be a function
which is nondecreasing, left-continuous, ϕ(t) > 0, for all t > 0. Define
Φ(t) =
t∫
0
ϕ(s) ds.
A function Φ of this form is called a Young function. For f :R+ → R a measurable function
and Φ a Young function we define
MΦ(f ) =
∞∫
0
Φ
(∣∣f (s)∣∣)ds.
The set LΦ of all f for which there exists a k > 0 that MΦ(kf ) < ∞ is easily checked to be
a linear space. With the norm
ρΦ(f ) = inf
{
k > 0: MΦ
(
1
k
f
)
 1
}
the space (LΦ,ρΦ) becomes a Banach space which is easy to check that verify conditions (s2),
(s3), (s4). In order to verify condition (s1) consider f ∈ LΦ , t > 0, k > 0 such that MΦ( 1k f ) 1.
Then we have that
Φ
(
1
kt
t∫ ∣∣f (s)∣∣ds
)
 1
t
t∫
Φ
(
1
k
∣∣f (s)∣∣)ds  1
t
,0 0
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t∫
0
∣∣f (s)∣∣ds  tΦ−1(1
t
)
k
which implies that
t∫
0
∣∣f (s)∣∣ds  tΦ−1(1
t
)
ρΦ(f ),
for all f ∈ LΦ , t > 0, and hence condition (s1) is also verified. The connection between Orlicz
spaces and the Lp spaces is given by:
Remark 2.1. An Orlicz space LΦ with the norm ρΦ is equal to an Lp , p ∈ [1,∞), with the
usual Lp-norm if and only if Φ(t) = tp, for all t  0.
The “only if” part is obvious. Conversely if LΦ = Lp , in the sense mentioned above, then
ρΦ(χ[0,t]) = ‖χ[0,t]‖p, for all t > 0, and so Φ−1(s) = s1/p for all s > 0, which implies that
Φ(t) = tp, for all t  0.
Orlicz spaces might be significantly smaller than Lp-spaces (p ∈ [1,∞)), as shown in the
example below.
Example 2.3. There is an Orlicz space, contained in Lp, for any p ∈ [1,∞), but different
than any Lp-space, p ∈ [1,∞). For instance, if we take Φ(t) = et − 1 then LΦ ⊂ Lp, for all
p ∈ [1,∞).
Indeed one can see that tm  m!Φ(t) for all t  0 and all m ∈ N∗ which implies that
LΦ ⊂ Lm, for all m ∈ N∗. Having in mind that Lm ∩Lm+1 ⊂ Lp for all p ∈ [m,m+ 1], and all
m ∈ N∗, it follows that LΦ ⊂ Lp, for all p ∈ [m,m+ 1], and all m ∈ N∗.
If E is a Schäffer space we denote by
E(X) = {f ∈M(R+,X) : t → ∥∥f (t)∥∥ :R+ → R is in E}.
Remark 2.2. E(X) is a Banach space endowed with the norm
‖f ‖E(X) =
∥∥∥∥f (·)∥∥∥∥
E
.
For the proof of this fact see [17].
Remark 2.3. If {fn}n∈N ⊂ E(X), f ∈ E(X), fn → f in E(X) when n → ∞, then there exists
{fnk }k∈N a subsequence of {fn}n∈N such that
fnk → f a.e.
For the proof see [17].
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αE(t) = inf
{
α > 0:
t∫
0
∣∣f (s)∣∣ds  α‖f ‖E, for all (t, f ) ∈ R+ ×E
}
,
βE(t) = ‖χ[0,t]‖E.
It was proved (see [11]) that αE , βE are nondecreasing functions and moreover
t  αE(t)βE(t) 2t, for all t  0.
Example 2.4. It is easy to see that for Lp and Mp we have:
αLp(t) =
{
t
1− 1
p , p ∈ [1,∞), t  0,
t, p = ∞, t  0,
βLp(t) =
{
t
1
p , p ∈ [1,∞), t  0,
1, p = ∞, t  0.
t  αMp(t) [t] + {t}1−
1
p , for each (p, t) ∈ [1,∞) ×R+, where [t] denotes the largest integer
less than or equal to t and {t} = t − [t],
βMp(t) =
{
t
1
p , t ∈ [0,1),
1, t  1.
We recalled in Section 1 the definition of an evolutionary process. Now, before we give the
definition of exponential dichotomy, we need to define dichotomy projections families.
Definition 2.2. A map P :R+ → B(X) is said to be a dichotomy projection family if
(p1) P(t)2 = P(t), for all t  0;
(p2) P(·)x is continuous and bounded for all x ∈ X.
We also denote by Q(t) = I − P(t), t  0.
Definition 2.3. An evolutionary process U is said to be
(a) compatible with the dichotomy projection family P :R+ → B(X) if
(d1) U(t, s)P (s) = P(t)U(t, s), for all t  s  0;
(d2) U(t, s) : KerP(s) → KerP(t) is an isomorphism for all t  s  0;
(b) uniformly exponentially dichotomic (u.e.d.) if there exist P a dichotomy projection family
with which U is compatible and two constants N , ν > 0 such that the following conditions
hold:
(d3) ‖U(t, s)x‖Ne−ν(t−s)‖x‖, for all x ∈ ImP(s), t  s  0;
(d4) ‖U(t, s)x‖ 1N eν(t−s)‖x‖, for all x ∈ KerP(s), t  s  0.
In what follows we will consider the evolutionary processes U for which exists P a dichotomy
projection family compatible to U .
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U1(t, s) = U(t, s)|ImP(s), U2(t, s) = U(t, s)|KerP(s).
If E, F are two Schäffer spaces we give:
Definition 2.4. The pair (E,F ) is said to be admissible to U if for all f ∈ E(X) the following
statements hold:
(a1) U−12 (·, t)Q(·)f (·) ∈ L1([t,∞),X), for all t  0;
(a2) xf :R+ → X,
xf (t) =
t∫
0
U1(t, s)P (s)f (s) ds −
∞∫
t
U−12 (s, t)Q(s)f (s) ds,
lies in F(X).
If a pair of Schäffer spaces (E,F ) is admissible to U then for every f ∈ E the map xf defined
above is a solution of the inhomogeneous mild equation
u(t) = U(t, s)u(s) +
t∫
s
U(t, τ )f (τ ) dτ , t  s  0. (∗)
In the sense of Section 3.1.1 from the monograph of Chicone and Latushkin (see [2, Section 3.1,
p. 59]). For more details we refer also the reader to the book of Pazy (see [12, p. 129]).
On the other hand, if the evolutionary process U is dichotomic there is a pair (E,F ) of Schäf-
fer spaces with the property that for all f ∈ E the unique solution u of (∗) that belong to F and
with u(0) ∈ KerP(0) is given by the formula
u(t) =
t∫
0
U1(t, s)P (s)f (s) ds −
∞∫
t
U−12 (s, t)Q(s)f (s) ds.
Indeed, if we choose, for instance, E = F = L∞ and we assume that for some f ∈ L∞ there are
u, v two solutions of (∗) then
‖u− v‖∞ 
∥∥U(t,0)(u(0)− v(0))∥∥Neνt∥∥u(0)− v(0)∥∥, for all t  0,
which implies that u(0) = v(0) and hence u = v. The existence of a solution of (∗), in the case
of uniform exponential dichotomy, is trivial.
Lemma 2.1. With our assumption we have that
(i) U−12 (·, t0)Q(·)x is continuous on [t0,∞), for all (t0, x) ∈ R+ ×X;
(ii) U−12 (·, t0)Q(·)f (·) ∈M([t0,∞),X), for all t0  0 and f ∈M([t0,∞),X).
Proof. See [16, Lemma 2.5]. 
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Let (E,F ) be a pair of Schäffer spaces.
Lemma 3.1. If the pair (E,F ) is admissible to U then there is K > 0 such that
‖xf ‖F(X) K‖f ‖E(X).
Proof. It follows analogous with [16, Lemma 3.1] by replacing the Hölder inequality with con-
dition (s1) from Definition 2.1 and also by using Remark 2.3. 
It is known that a function that belongs to Lp , p ∈ [1,∞), does not belong to L∞, and so it
might be possible that a function belonging to a Schäffer space does not belong to L∞. In the
lemma below we give a sufficient condition when a function that belongs to a Schäffer space is a
L∞ function.
Lemma 3.2. If F is a Schäffer space, h ∈ F , h 0 and two constants a, b > 0 such that h(r)
ah(t)+ b, for all r  t  0 with r − t  1 then h ∈ L∞.
Proof. It follows analogous with [16, Lemma 3.3] by replacing the Hölder inequality with con-
dition (s1) from Definition 2.1. 
In the next lemma we prove a connection between the (E,F ) admissibility and the (E,L∞)
admissibility.
Lemma 3.3. If the pair (E,F ) is admissible to U then the following statements hold:
(i) for all f ∈ E(X)
xf (t) =
t∫
0
U(t, s)f (s) ds +U(t,0)xf (0), for all t  0;
(ii) for all f ∈ E(X) there exist a, b > 0 such that
∥∥xf (r)∥∥ a∥∥xf (t)∥∥+ b, for all r  t  0 with r − t  1;
(iii) the pair (E,L∞) is admissible to U .
Proof. It follows analogous with [16, Lemma 3.4] by using the condition (s1) from Defini-
tion 2.1. 
Lemma 3.4. Let g : {(t, t0) ∈ R2: t  t0  0} → R+ be a function such that the following prop-
erties hold:
(1) g(t, t0) g(t, s)g(s, t0), for all t  s  t0  0;
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g(t, t0)M, for all t0  0 and all t ∈ [t0, t0 + a],
g(t0 + a, t0) b, for all t0  0.
Then there exist two constants N,ν > 0 such that
g(t, t0)Ne−ν(t−t0), for all t  t0  0.
Proof. See [16, Lemma 3.5]. 
Now we can state the main result of this paper.
Theorem 3.1. U is u.e.d. if and only if there exists a pair (E,F ) of Schäffer spaces, admissible
to U such that
lim
t→∞αE(t)βF (t) = ∞. (♦)
Proof. Necessity. It follows easily from Definition 2.3 and Lemma 2.1 that the pair (L∞,L∞)
is admissible to U .
Sufficiency. First observe that if the pair (E,F ) is admissible to U then by Lemma 3.3 the pair
(E,L∞) is admissible to U .
Let x ∈ X, t0  0 and f :R+ → X,
f (t) =
{
U(t, t0)x, t ∈ [t0, t0 + 1],
0, t ∈ R+ \ [t0, t0 + 1].
It is easy to check that f ∈ E(X) and ‖f ‖E(X) MeωβE(1)‖x‖ and
xf (t) =
⎧⎨
⎩
− ∫ t0+1
t0
U−12 (s, t)Q(s)f (s) ds, 0 t  t0,∫ t0+1
t0
U1(t, s)P (s)f (s) ds, t  t0 + 1.
If x ∈ ImP(t0) and t  t0 + 1 then,
xf (t) =
t0+1∫
t0
U1(t, s)U1(s, t0)x ds = U1(t, t0)x
which implies that∥∥U1(t, t0)x∥∥= ∥∥xf (t)∥∥ ‖xf ‖∞ K‖f ‖E(X) KMeωβE(1)‖x‖
for all t  t0 + 1, t0  0 and all x ∈ ImP(t0).
If x ∈ KerP(t0) and t ∈ [0, t0] then
xf (t) = −
t0+1∫
U−12 (s, t)U2(s, t0)x ds = −U−12 (t0, t)x.
t0
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for all t0  t  0 and all x ∈ KerP(t0).
Hence there exits L> 0 such that∥∥U1(t, t0)∥∥ L and ∥∥U−12 (t, t0)∥∥ L, for all t  t0  0.
Let t0  0, δ > 0, x ∈ ImP(t0) and g :R+ → X,
g(t) =
{
U1(t, t0)x, t ∈ [t0, t0 + δ],
0, t ∈ R+ \ [t0, t0 + δ].
Then g ∈ E(X), ‖g‖E(X)  LβE(δ)‖x‖, and g(t) ∈ ImP(t), for all t  0. It follows that
xg(t) =
t∫
0
U1(t, s)f (s) ds =
⎧⎨
⎩
0, t ∈ [0, t0),
(t − t0)U1(t, t0)x, t ∈ [t0, t0 + δ),
δU1(t, t0)x, t ∈ [t0 + δ,∞),
and so
δ2
2
∥∥U1(t0 + δ, t0)x∥∥=
t0+δ∫
t0
(s − t0)
∥∥U1(t0 + δ, t0)x∥∥ds 
t0+δ∫
t0
(s − t0)L
∥∥U1(s, t0)x∥∥ds
= L
t0+δ∫
t0
∥∥xg(s)∥∥ds LαF (δ)‖xg‖F(X) KLαF (δ)‖g‖E(X)
KL2αF (δ)βE(δ)‖x‖ 4KL
2δ2
αE(δ)βF (δ)
‖x‖
for all t0  0, δ > 0, x ∈ ImP(t0).
We obtain that
∥∥U1(t0 + δ, t0)∥∥ 8KL2
αE(δ)βF (δ)
, for all t0  0, δ > 0.
Using the fact that limt→∞ αE(t)βF (t) = ∞ we have that there is δ0 > 0 such that
8KL2
αE(δ0)βF (δ0)
< 1.
By Lemma 3.4 it results that there exist two constants
N = αE(δ0)βF (δ0)
8KL
and ν = − 1
δ0
ln
8KL2
αE(δ0)βF (δ0)
such that ∥∥U1(t, t0)∥∥Ne−ν(t−t0), for all t  t0  0.
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Let t0  0, δ > 0, x ∈ KerP(t0 + δ) and h :R+ → X,
h(t) =
{
U−12 (t0 + δ, t)x, t ∈ [t0, t0 + δ],
0, t ∈ R+ \ [t0, t0 + δ].
Then h ∈ E(X), hE(X)  LβE(δ)‖x‖ and h(t) ∈ KerP(t), for all t  0.
A simple computation shows that
xh(t) = −
t0+δ∫
t
U−12 (s, t)U
−1
2 (t0 + δ, s)x ds
= −
t0+δ∫
t
U−12 (t0 + δ, t)x ds = −(t0 + δ − t)U−12 (t0 + δ, t)x
for all t ∈ [t0, t0 + δ] and so
δ2
2
∥∥U−12 (t0 + δ, t0)x∥∥=
t0+δ∫
t0
(t0 + δ − t)
∥∥U−12 (t0 + δ, t0)x∥∥dt

t0+δ∫
t0
(t0 + δ − t)L
∥∥U−12 (t0 + δ, t)x∥∥dt
= L
t0+δ∫
t0
∥∥xh(t)∥∥dt  LαF (δ)‖xh‖F(X)  LαF (δ)K‖h‖E(X)
KL2αF (δ)βE(δ)‖x‖ 4KL
2δ2
αE(δ)βF (δ)
‖x‖
for all t0  0, δ > 0, x ∈ KerP(t0 + δ).
We obtain that
∥∥U−12 (t0 + δ, t0)∥∥ 8KL2αE(δ)βF (δ) , for all t0  0, δ > 0.
Again by Lemma 3.4 it results that there exist two constants
N = αE(δ0)βF (δ0)
8KL
and ν = − 1
δ0
ln
8KL2
αE(δ0)βF (δ0)
such that
∥∥U−1(t, t0)∥∥Ne−ν(t−t0), for all t  t0  0.2
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lows that U is u.e.d. 
The following example shows that condition (♦) in the statement of Theorem 3.1 is essential.
Example 3.1. Let X = R and U(t, s) = 1. One can easily check that the pair (L1,L∞) is admis-
sible to U , but the evolutionary process is not u.e.d.
Also we remark that even if the evolutionary process is u.e.d. there might be some pair of
Schäffer spaces that are not admissible to U . For more details concerning this fact see, for in-
stance, [6, Theorem 6.4, p. 477].
We note that the “test functions method” was often used until now [1,3,5,11,13]. Accordingly
to Massera and Schäffer by “test functions method” it is meant the relation between certain “test
functions” f and “nice solutions” of the inhomogeneous equation (A, f) for these f . The crudest
expression of this method is the notion of admissibility of a pair of classes of functions both in
L1loc(I,X) (Massera and Schäffer named these above classes of functions as the class of “test
functions” and the class of “nice functions” and define the pair to be admissible if for every “test
function” f , Eq. (A, f) has a “nice solution” (see [11, Chapter 5, p. 124]). Here these functions are
chosen in such manner that the properties of the functions α,β (associated to a Schäffer space)
to be exploited. Our “test functions” are different of those given for the case of evolutionary
processes are generated by a differential system as (A). In that case the operators U(t, s) are
in particular invertible, property which is essentially employed in that context. As noted above,
the evolutionary processes used in the underlying paper need not necessarily be generated by a
differential system, hence we are acting in the general case. For this general context, the study of
exponential dichotomy was done recently in the admissibility context by involving the evolution
semigroup which has various spectral properties, so the methods used are employing spectral
characterizations, as it was already mentioned in the introduction (see [7–9,25–27]). Our proofs
are pure “test functions methods” in the sense of Massera and Schäffer and as a novelty we show
that any “output” which belongs to a Schäffer space is also in L∞.
Now we conclude with the following theorem.
Theorem 3.2. The following assertions are equivalent:
(1) U is u.e.d.;
(2) there exists E a Schäffer space such that the pair (E,E) is admissible to U ;
(3) there exits p,q ∈ [1,∞], (p, q) = (1,∞) such that the pair (Lp,Lq) is a admissible to U ;
(4) there exists p,q ∈ [1,∞) such that the pair (Mp,Mq) is admissible to U ;
(5) there exists p ∈ (1,∞], q ∈ [1,∞) such that the pair (Lp,Mq) is admissible to U .
Proof. Follows easily from Theorem 3.1 and Example 2.2. 
Remark 3.1. From the statement (2) of the Theorem 3.2 and Example 2.2 it follows also that U
is u.e.d. if and only if there exist an Orlicz space LΦ such that (LΦ,LΦ) is admissible to U .
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