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We employ Molecular Dynamics (MD) and Time-Dependent Density Functional Theory (TDDFT) to explore
the fluorescence of Hydrogen-bonded dimer and trimer structures of Cyclic FF (Phe- Phe) molecules. We show
that in some of these configurations a photon can induce either an intra-molecular proton transfer, or an inter-
molecular proton transfer that can occur in the excited S1 and S2 states. This proton transfer, taking place
within the Hydrogen bond, leads to a significant red-shift that can explain the experimentally observed visible
fluorescence in biological and bioinspired peptide nanostructures with a β-sheet biomolecular arrangement.
Finally, we also show that such proton transfer is highly sensitive to the geometrical bonding of the dimers and
trimers, and that it occurs only in specific configurations allowed by the formation of Hydrogen bonds.
I. INTRODUCTION
The discovery of the Green Fluorescent Protein (GFP) in
jellyfish bio-luminescence by Osamu Shimomura has opened
the door to new technologies of bio-compatible markers that
can be used in-vitro and in-vivo [1–3]. In general, both
GFP and fluorescence have important technological applica-
tions, such as monitoring gene expression and protein local-
ization in living organisms, as well as detection of migration
and invasion of cancer cells in vivo [4]. Fluorescence can
also shed light on the structure of some important biological
systems, such as amyloid fibrils, that play a critical role in
the Alzheimer disease mechanism [5–13], or natural spiders’
silk [14–17], as well as within nanotechnology applications
such as the field of peptide nanophotonics [18].
In recent years there have been many observations of an
emergent fluorescence phenomenon in self- assembled short
peptide aggregates [19–23], and in peptide and protein fibers,
including the important case of amyloid fibrils [9–13]. It has
been observed that the excitation of such molecular structures
in the UV spectrum can yield fluorescence in the visible range,
i.e. the emission of red, green and blue colors.
It is generally agreed that the secondary structure, and,
specifically, the formation of structures such as β-sheets that
are rich with Hydrogen bonds, play a critical role in the ap-
pearance of visible range fluorescence [24–26]. In particular,
this phenomenon is less widely observed or does not exist in
the monomers or in other forms of secondary structures that
are based on the same monomers [27].
In 2004 Shukla et al. [28] suggested that Hydrogen bonds
may led new delocalized electronic states that might be re-
lated to the appearance of fluorescence. Pinotsi et al. [29]
and Chan et al. [10] have shown that fluorescence is related to
protein aggregation in amyloid fibrils, and to the formation of
β-sheet regions that are rich with Hydrogen bonds. Recently,
fluorescence in the visible range was demonstrated for vari-
ous types of self-assembled fibers of short peptides structures,
that are also supported with a β-sheet like organization [9–
13, 19, 27, 30–34].
Excited state intra-molecular proton transfer (ESIPT) is
a known mechanism that can lead to fluorescence in many
molecules [35–39]. Proton transfer between different amino
acids is also considered to be the leading mechanism in
GFP [1, 40]. Pinotsi et al. [25] and Grisanti et al. [11]
have shown, using Molecular Dynamics (MD) and Time-
Dependent Density Functional Theory (TDDFT), that an in-
ter-molecular proton transfer can happen along the Hydrogen
bond between the N terminal and the C terminal of model
amyloid fibril proteins in a crystalline structure. They have
also shown that this proton transfer affects the ground and ex-
cited state properties and, hence, could be the main factor be-
hind the fluorescence in such structures.
In this work, we explore cyclic Phe-Phe (Cyclic-FF) pep-
tide dimers and trimers in the ground and excited state geome-
tries, in order to evaluate the absorption and emission spectra,
respectively. We use MD and TDDFT [41] calculations for
this analysis. We show that in some geometries of dimers and
trimers, intra-molecular and inter-molecular proton transfer
through a Hydrogen bond can happen in the excited state. We
show that this leads to a dramatic change in the optical prop-
erties of the dimers and trimers, leading to a large red-shift of
the electronic gap. This shift can explain the appearance of
fluorescence in the visible range. While the calculations are
focused on Cyclic-FF, the mechanism of proton transfer is not
directly related to the aromatic side groups and is probably of
a general nature. Therefore, we expect to find similar behavior
in aggregates of other peptides.
II. METHODS AND COMPUTATIONAL PROTOCOL
We used TDDFT [41, 42] calculations to investigate the
excited state electronic properties of Cyclic-FF monomers,
dimers, and trimers. Linear response theory with the Tamm-
Dancoff Approximation (TDA) was used to evaluate the ex-
cited state energies and oscillator strengths (|S(λ)|2) [43–45].
We used the 6-311G** basis-set with the B3LYP functional
and Grimme dispersion Van der Waals corrections (B3LYP-
D3) [46]. The excited state minimum energy geometry was
determined from energy Hessian calculations, as implemented
in the Q-Chem code [47]. The protocol for finding candidate
dimer and trimer structures was the following:
• Several initial configurations for dimers and trimers
were produced, either manually or from MD simula-
tions.
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2• Each configuration was further geometrically relaxed to
its ground state energy minimum using the B3LYP-D3
functional and the 6-311G** basis set.
• The absorption spectrum was calculated with linear re-
sponse TDDFT.
• The minimum energy geometries for the first and sec-
ond excited state (S1 and S2) were calculated, using the
B3LYP-D3 functional and the 6-311G** basis set.
• The emission spectrum was calculated with linear re-
sponse TDDFT for the excited states minimum energy
geometries.
The absorption and emission spectra were determined from
the computed oscillator strength. We determined the first 40
excited electronic states for all the geometries in this study.
The oscillator strengths were convoluted with a Lorentzian
curve to obtain the desired continuous spectra.
The MD simulations were performed using QMDFF, which
is a general quantum mechanically derived force field [48]
based on ORCA [49] DFT calculations. For the ORCA DFT
calculations we employed the B3LYP functional with the
Grimme dispersion correction (B3LYP-D3) and the TZVPP
basis set. Based on these calculations, the QMDFF program
was used to produce a force field. The molecular dynamics
simulations were performed within the framework of QM-
SIM, which is a molecular dynamics simulation program of
nonperiodic and periodic systems developed by S. Grimme.
The MD procedure contained a few (2-4) molecules in peri-
odic boundary conditions, which were optimized, and then,
simulated the dynamics of typically 3-5 cycles of 1000 time
steps at a high temperature (480K) and 1000 time steps at
room temperature (300K), where each time step was 0.5-1ps
in duration.
III. RESULTS AND DISCUSSION
In this section we present the results for Cyclic-FF dimers
and trimers.
A. Cyclic-FF Dimer
We used the MD procedure as well as a manual guess struc-
ture, for the Hydrogen-bonded dimers’ initial configurations,
which were further relaxed with DFT. The energy dependence
of the MD procedure of the Hydrogen-bonded dimers’ initial
configurations, at each time step, is shown in Fig.1. We also
show the two low energy configurations that were eventually
selected for the TDDFT analysis.
The results of the ground state geometry optimization are
shown in Table 1. The calculated Cyclic-FF Monomer ground
state energy was −957.028 Hartree (Ha).
According to Table 1, the most stable configuration that we
obtained was based on the initial estimation, with a binding
energy of 0.0259 Hartree (0.7048eV), or 16.2525 Kcal/mol,
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Figure 1. Energy as a function of the MD simulation step for the
Hydrogen-bonded dimers. Two of the lowest energy structures,
which were selected for further analysis, are marked by the black
vertical arrows, and their configurations are shown with a ball and
stick atomistic model.
per monomer. We observed two Hydrogen bonds in the op-
timized dimer configuration. Hence, the binding energy for
a single Hydrogen bond is 8.1263 Kcal/mol. This value is
close to the reported value of 5− 8 Kcal/mol for a single Hy-
drogen bond in β-sheet structures [50]. The MD generated
structures are slightly higher in energy and have lower dimer
binding energies, with the difference being around 2KBT at
room temperature.
We first analyzed the behavior of the manually generated
structure under light excitation. It is evident from Table 1
that the first and second excited states (S1 and S2) are degen-
erate. We performed the following minimization processes
for the geometry of the excited state: for the S1 first excited
state we performed one minimization process by first oper-
ating with the smaller 3-21G basis set and then continuing
with the 6-311G** basis. This two-step procedure led to an
inter-molecular proton transfer state with a gap of 0.17eV; we
call this "Geometry-I" and describe it in Fig. 2b. In addition,
we performed another minimization process for the S1 state,
where we started from the ground state geometry and did the
excited state geometry minimization with the 6-311G** basis
from the start. This led to another energy minimum, which
we call "Geometry-II" for further reference ; this geometry
is shown in Fig. 2c. In this case, we got an intra- molecular
proton transfer state, leading to a gap of 2.6eV. Geometry-I
is 0.8eV lower in excited state energy (E1) in comparison to
Geometry-II. Here, there could be some barriers that did not
let the system relax into Geometry-I when operating on the
larger basis initially. However, if we also consider proton tun-
neling [51–53] we can assume that both states can happen.
In addition to minimization of geometry in the S1 state,
we performed minimization of geometry in the S2 state; here,
we started from the ground state geometry and performed the
minimization with the 6-311G** basis. The resulting mini-
mum is again an inter- molecular proton transfer state - simi-
3Figure 2. The ground state geometry, similarly the first and second excited state geometries of the Cyclic-FF Dimer, are shown. Here, (a)
shows the ground state geometry, (b) and (c) show the inter-molecular proton transfer and intra-molecular proton transfer from the ground state
to the first excited state S1, respectively, whereas (d) refers to the inter-molecular proton transfer from the ground state to the second excited
state S2 . In all three cases, the ground state C=O bond is transformed into a C-O-H bond via an intra- or inter-molecular proton transfer from
a nearby N-H bond. The dashed line rectangle shows the location of the Hydrogen bond.
Cyclic-FF Dimer Cyclic-FF Dimer Ground State Binding Energy
Ground State Geometry Energy in Hartree (Ha) per Molecule in Hartree (Ha)
MD Geometry 4606 -1914.097 -0.0201
MD Geometry 6941 -1914.096 -0.0197
Manual guess -1914.108 -0.0259
Table I. Binding energies for different dimer geometries
Estimated Dimer Ground State Excited State Energy Gap in eV
Geometry Energy in Ha Energy in Ha (∆En = En − E0)
Ground State Optimized E0= −1914.1082 E1 = −1913.9135 ∆E1 = 5.297
Geometry E2 = −1913.9132 ∆E2 = 5.307
First Excited State
Optimization (Inter-Molecular E0= −1913.9854 E1 = −1913.9790 ∆E1 = 0.174
Proton Transfer) (Geometry-I) E2 = −1913.9642 ∆E2 = 0.576
First Excited State
Optimization (Intra-Molecular E0= −1914.0421 E1 = −1913.9464 ∆E1 = 2.604
Proton Transfer) (Geometry-II) E2 = −1913.9077 ∆E2 = 3.657
Second Excited State
Optimization (Inter-Molecular E0= −1913.9846 E1 = −1913.973 ∆E1 = 0.327
Proton Transfer) E2 = −1913.972 ∆E2 = 0.334
Table II. Proton-transferred dimer ground and excited state energy gap
lar to Geometry-I of the S1 minimization. The observed gap
in this minimum was found to be 0.33eV.
In Fig. 2(a), it can be observed that a Hydrogen atom is
attached to the Nitrogen atom of the bottom molecule (see
the small box around the Hydrogen), while in the Geometry-I
excited state (Fig. 2c), this Hydrogen atom is transferred to
the nearby Oxygen atom of the second molecule, resulting in
the formation of a C-O-H bond. This inter-proton transfer can
also be interpreted as a transition of the dimer from the Lactam
form to the Lactim form [54–57]. Geometry-II (Fig2b) also
shows a proton transfer, but now it is an intra-proton trans-
fer. The change in the Hydrogen atom location leads to a high
reduction of the de-excitation energy, which results in a sig-
nificant red-shift in the emitted wavelength. A similar proton
transfer mechanism is also demonstrated for the S2 excited
state minimization, as shown in Fig. 2d.
The proton transfer is illustrated further in Fig. 3a, where
the distances between the Hydrogen atom and the neighbor
Oxygen and Nitrogen atoms are shown as a function of the S2
energy minimization step. Fig. 3b shows the ground and ex-
cited states’ energies as a function of the minimization step;
while there are some jumps in the energy, it shows a large
decrease in the S2 and S1 excited states in parallel to the
proton transfer. At the same time, the ground state energy,
S0, increases, leading to a very small gap. The minimiza-
tion becomes noisy after the proton transfer as the S2, S1 and
S0 states become almost degenerate, which makes the Born-
Oppenheimer approximation less justified. We discuss this
further in the supporting information (SI).
The fluorescence mechanism can be interpreted as follows.
4Figure 3. S2 minimization: (a) OH and NH distances as a function of
minimization step; (b) ground and a few excited state energies as a
function of minimization step. The full minimization graph is shown
in the SI.
First, the dimer absorbs a UV-light photon, transitioning to
a higher electronic excited state, but still without nuclear
motion, hence staying in the ground state geometry. Then,
the molecule’s nuclei relax their energy via a proton-transfer
mechanism in the excited electronic state. It can be seen that
the proton transfer leads to a significant change in both the
S0 and Sn electronic states, and that the gap is significantly
reduced. Once the proton-transferred geometry is reached,
the gap between the excited state and the ground state is sig-
nificantly lower, i.e. possibly in the visible, or even the IR,
range. Hence, the dimer makes a transition from the proton-
transferred excited state to the ground state (i.e. Sn → S0),
yielding fluorescence at a much longer wavelength. The re-
sulting calculated band gap, in both the S1 → S0 and S2 →
S0 inter-molecular proton transfer states, is in the IR range
and not in the visible range. However, there could be sev-
eral possible ways to get a gap in the visible range. First,
the TDDFT calculation might have under-estimated the gap.
Second, and perhaps more importantly, there could be two ad-
ditional mechanisms that are possible; (a) a similar transition
of a higher state Sn → S0 that also has a proton transfer,
such transitions can also explain excitation dependent fluo-
rescence, where the fluorescence wavelength depends on the
excitation wavelength (b) a delayed fluorescence mechanism
[58], i.e. the electron is first excited to S1 , but might climb
to higher electronic states during the geometrical relaxation.
Those mechanisms certainly require additional research, both
experimentally and theoretically.
This reduction in de-excitation energy is a requirement for
the fluorescence, but it does not predict the emission intensi-
ties in the desired range. However, it is possible to argue that
once the molecule has relaxed to the excited state geometry
minimum, the only requirement for the fluorescence to happen
is that the electronic transition to the ground state is allowed.
The intensity of the emission is determined by the quantum
mechanical transition probability, which depends on the oscil-
lator strength. The oscillator strength and the corresponding
absorption and emission spectra are plotted in Fig. 4. The
absorption spectra are computed with ground state optimized
geometry while the emission spectra are computed using the
first excited state optimized geometry. We observe that the
emission spectra shift considerably due to the proton-transfer
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Figure 4. The absorption (dashed blue) and emission (solid red)
spectra of the Cyclic-FF Molecule, computed with B3LYP-D3/6-
311G**. The solid curve shows the emission spectra in a proton-
transferred excited state geometry; a significant shift to the visible
range is obtained compared to absorption spectra. Here |S(λ)|2 is
the dimensionless oscillator strength.
Figure 5. The absorption and emission Spectra of Cyclic-FF MD se-
lected dimers, computed with B3LYP-D3/6-311G**: (a) Absorption
spectrum for geometries 4606 (dashed blue) and 6941 (solid red) -
atoms are in their ground state minimum energy geometry ; (b) Emis-
sion spectra for geometries 4606 (dashed blue) and 6941 (solid red)
- atoms are in the S1 excited state minimum energy. Both geometries
do not have a proton transfer in their excited state and, while their
emission spectra differ from their absorption spectra, the difference
is much smaller in comparison to the proton-transfer case.
mechanism. The shift in the spectrum covers a significant part
of the visible region with considerable quantum mechanical
transition amplitude. A detailed examination of the emission
spectrum reveals that the absorption peak at 220nm has disap-
peared, while the next new peaks appear at 297nm, 423nm,
443nm, and 532nm.
We next examined two other dimer configurations, namely
the MD4606 and MD6941 geometries, that were selected
from the MD simulation. Those configurations are higher in
energy by around 2KBT per monomer at room temperature.
Neither configurations showed a proton transfer in the excited
state minimization. The calculated absorption and emission
spectra for those structures are shown in Fig. 5. The ab-
sorption spectrum resembles that of the manual guess geom-
etry, whereas the emission spectrum is significantly different.
5The MD4606 geometry retains the main absorption peak at
220nm and shows a new peak at 270nmwith a shallow shoul-
der between 300 to 400nm. On the other hand, the MD6941
geometry shows a small red-shift for the peak at 220nm and
a much weaker peak at 400nm. Overall, it is evident that the
manual guess configuration, which manifested a proton trans-
fer in the excited state, had a significant gap reduction and a
large red-shift of the whole spectrum. In contrast, the other
two, MD selected, configurations showed a much less signifi-
cant shift. This demonstrates that the proton-transfer happens
only at certain configurations of the Hydrogen bond between
the monomers. A more thorough analysis is needed to esti-
mate the yield of this effect at room temperature or, equiva-
lently, to estimate the percentage of dimers that are in a con-
figuration that allows a proton transfer and fluorescence.
B. Cyclic-FF Trimers
In this section we examined larger aggregates of three
molecules (i.e. trimers) of the Cyclic-FF peptide. We
conducted MD simulations and selected the two lowest-
energy configurations as initial configurations for the DFT and
TDDFT calculations. Figure 6 shows the MD simulation en-
ergy versus time, as well as the location of the structures that
were selected - MD2284 and MD4004. The selected struc-
tures were further relaxed to their energy minimum using ab-
initio DFT B3LYP-D3/6-311G** calculations. The results for
the binding energies of the resulting structures are given in Ta-
ble 3. The binding energy of the lowest energy structure (i.e.
structure MD4004) was found to be 0.024Ha (0.65eV ) per
monomer, equivalent to 15.06Kcal/mol, which is slightly
less than the lowest binding energy that was found for the
dimer. The MD2284 structure binding energy was found to
be 0.021Ha (0.57eV ) and about 3KBT higher at room tem-
perature.
Next, we calculated the excited state properties using the
same procedure that we used for the dimer structures. The
MD4004 geometry showed a proton transfer in the S1 ex-
cited state and a significant change in the emission spectrum
in comparison to the absorption spectrum - the latter has a sin-
gle large peak at 220nm, whereas the former shows stronger
peaks at 300nm and 400nm, as well as some weaker peaks at
470nm, 560nm and 650nm. The second geometry configu-
ration, MD2284, does not show a proton transfer state and its
calculated emission spectrum is only slightly shifted from the
absorption spectrum, both showing a similar structure with a
single peak at around 220nm.
IV. SUMMARY
We demonstrated that an excited state inter-molecular pro-
ton transfer can occur in dimers and trimers of cyclic FF
molecules. This proton transfer takes place within the Hydro-
gen bonds between the monomers, and is the basis for a large
red- shift in the emission spectrum. This red-shift change in
the emission properties can explain the phenomenon of fluo-
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Figure 6. Cyclic-FF trimer MD geometries are shown. The differ-
ent molecular configurations’ energy is shown as a function of the
MD simulation step. Two of the lowest energy configurations were
selected for further analysis and marked with black dotted arrows.
The selected configurations are the 2284th and 4004th geometries,
respectively.
Figure 7. Absorption and emission spectra for Cyclic-FF trimers:
(a) Absorption spectrum of geometries 2284 (dashed blue) and 4404
(solid red), atoms are in the ground state geometry energy minimum;
(b) Emission spectrum of geometries 2284 (dashed blue) and 4404
(solid red), atoms are in the S1 excited state geometry energy mini-
mum. Geometry 4404, which shows a proton transfer in S1, also ex-
hibits a significant red-shift in the spectrum, Geometry 2284, which
does not have a proton transfer, has an emission spectrum that is very
close to that of the absorption.
rescence in the visible range, which was recently observed in
UV-light excitation measurements of Cyclic-FF molecule ag-
gregates. The Hydrogen bonds are highly important for this
phenomenon, due to two reasons. Firstly, these bonds stabi-
lize the formation of dimers and trimers, and probably also for
larger molecule aggregates [27]. Secondly, Hydrogen bonds
enable proton transfer without barrier crossing, along the Hy-
drogen bond, resulting in a modified geometry with lower en-
ergy in the excited state.
Such an effect of proton transfer induced fluorescence was
also demonstrated in other molecular systems [26, 38]. Our
analysis also shows that the mechanism of proton transfer
6Cyclic-FF Trimer Cyclic-FF Trimer Ground State Binding Energy
Ground State Geometry Energy in Hartree (Ha) per Molecule in Hartree (Ha)
MD Geometry 2284 -2871.1479 -0.0210
MD Geometry 4004 -2871.1569 -0.0240
Table III. Trimer ground state total and binding energies
MD Selected Ground State Excited State Energy Gap in eV
Trimer Geometry Energy (E0 (Ha)) Energy (En (Ha)) (∆En = En − E0)
Ground State Optimized E0 = −2871.1479 E1 = −2870.9600 ∆E1 = 5.11
Trimer Geometry (2284) E2 = −2870.9574 ∆E2 = 5.18
First Excited State
Optimization E0 = −2871.1498 E1 = −2870.9619 ∆E1 = 5.11
Trimer Geometry (2284) E2 = −2870.9593 ∆E2 = 5.18
(No-Proton Transfer)
Ground State
Optimization E0 = −2871.1569 E1 = −2870.9631 ∆E1 = 5.27
Trimer Geometry (4004) E2 = −2870.9626 ∆E2 = 5.29
First Excited State
Optimization
Trimer Geometry (4004) E0 = −2871.0747 E1 = −2871.0695 ∆E1 = 0.14
(Inter-Molecular E2 = −2871.0262 ∆E2 = 1.32
Proton Transfer)
Table IV. Trimer ground and excited state energy gap (No proton-transfer & proton-transfer)
is highly dependent on the formation of specific Hydrogen
bonds between the monomers. Although we demonstrated
this phenomenon with a di-peptide that possesses phenyl side
groups, the mechanism is clearly dependent on the Hydrogen
bonds and not on the aromatic nature of the side groups. As
this mechanism is of a quite general nature we expect to find
it also in aggregates of other peptides. Finally, we analyzed
only the transitions that happen from S1 and S2 to S0, exci-
tation to higher states, Sn, could be accompanied also by a
proton transfer and hence could lead to excitation dependent
fluorescence.
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