Balancing spatial and non-spatial variation in varying coefficient
  modeling: a remedy for spurious correlation by Murakami, Daisuke & Griffith, Daniel A.
 1 
Balancing spatial and non-spatial variation in varying coefficient 
modeling: a remedy for spurious correlation 
 
Daisuke Murakami1,*, Daniel A. Griffith2 
 
1Department of Data Science, Institute of Statistical Mathematics, 
10-3 Midori-cho, Tachikawa, Tokyo, 190-8562, Japan 
Email: dmuraka@ism.ac.jp 
 
2School of Economic, Political and Policy Science, The University of Texas, Dallas, 
800 W Campbell Rd, Richardson, TX, 75080, USA 
Email: dagriffith@utdallas.edu 
 
* Corresponding author 
 
Abstract 
This study discusses the importance of balancing spatial and non-spatial variation in 
spatial regression modeling. Unlike spatially varying coefficients (SVC) modeling, which 
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is popular in spatial statistics, non-spatially varying coefficients (NVC) modeling has 
largely been unexplored in spatial fields. Nevertheless, as we will explain, consideration 
of non-spatial variation is needed not only to improve model accuracy but also to reduce 
spurious correlation among varying coefficients, which is a major problem in SVC 
modeling. We first develop a Moran eigenvector approach estimating spatially and non-
spatially varying coefficients (S&NVC). While the computational burden can be 
prohibitive, even for moderate samples, we lighten this cost by applying a pre-
conditioning estimation approach. A Monte Carlo simulation experiment comparing our 
S&NVC model with existing SVC models suggests both estimation accuracy and 
computational efficiency for our approach. Beyond that, somewhat surprisingly, our 
approach estimates identify true and spurious correlations among coefficients nearly 
perfectly, even when usual SVC models suffer from severe spurious correlations. It 
implies that S&NVC model should be used even when the analysis purpose is estimating 
SVCs. Finally, our S&NVC model is employed to analyze a residential land price dataset. 
Its results suggest existence of both spatial and non-spatial variation in regression 
coefficients in practice. The S&NVC model is implemented in the R package spmoran. 
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1. Introduction 
Regression problems in the presence of spatial dependence and heterogeneity, 
which are common properties of spatial data (see Anselin 2010), have been studied in 
geostatistics (e.g., Cressie and Wikle 2011), spatial econometrics (LeSage and Pace 2009), 
spatial statistics (Cliff and Ord 1972), and other applied fields. Estimation of spatial 
varying coefficients (SVC) is a major recent concern in these fields (see Fotheringham et 
al. 2003; Wheeler and Páez 2010). SVC modeling estimates NK coefficients using N 
samples, where K is the number of covariates; thus, a SVC model is essentially 
unidentifiable (Wheeler and Tiefelsdorf 2005). Rather, assumptions are introduced to 
identify them. For example, geographically weighted regression (GWR; Brunsdon et al. 
1996; Fotheringham et al. 2003) assumes greater weights on nearby samples to estimate 
local regression coefficients. Bayesian SVC models (Gelfand et al. 2003; Finley et al. 
2009; Wheeler and Waller 2009) and Moran eigenvector-based SVC models (Griffith 
2008; Murakami et al. 2017) assume spatially dependent map patterns underlie regression 
coefficients. 
 In (non-spatial) applied statistics, approaches for estimating coefficients varying 
with respect to one or more covariates, which we label non-spatially varying coefficients 
(NVC), have been developed (e.g., Hastie and Tibshirani 1993; Fan and Zhang 2008; 
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Wang and Xia 2009; Hu and Xia 2012), in part as an extension to analysis of covariance. 
NVC modeling has been applied to time-series analysis (e.g. Dangl and Halling 2012), 
quantile regression analysis (e.g. Wang et al. 2009), and meta-analysis (e.g., Bonett 2010), 
among other approaches. As with SVC modeling, a local approach exists for estimating 
coefficients using nearby samples in a feature space (see Park et al. 2015 for review), and 
a global approach exists for fitting a smooth function to estimate NVCs (see Section 2.1). 
Today, the additive model, which includes the global NVC model as a special case, is 
widely used to estimate varying effects, group effects, and other effects with 
computational efficiency (e.g., Umlauf et al. 2015; Lindgren and Rue 2015; Wood et al. 
2017). Kneib et al. (2009), Franco-Villoria et al. (2019), among others, have applied 
additive models to estimate SVC specifications. 
 Although both spatially structured and unstructured random effects often have 
been considered in residuals or in a nonconstant intercept (Griffith 2012; Griffith and 
Paelinck 2018), past studies customarily assumed only SVC or NVC per covariate. 
However, balancing spatial and non-spatial variation in regression coefficients might 
actually be important to enhance model accuracy while reducing model complexity. After 
all, SVC and NVC have considerably different complexity; SVC, which are defined on 
2- or 3-dimensional geographical space constrained by oceans, mountains, cities, and 
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many other physical and cultural objects, are more complex than NVC, which typically 
are defined on a 1-dimensional feature space. Unfortunately, simultaneous estimation of 
SVC and NVC is not necessarily straightforward due to the following problems: (i) 
computational complexity; and, (ii) multicollinearity. 
 Regarding problem (i), computational complexity for simultaneous estimation 
rapidly grows as the number of SVC/NVC increases. This increase is attributable to a 
need to numerically estimate parameters determining SVC/NVC structure. These include 
scale/range and variance parameters for SVC, and a variance parameter for NVC. If both 
SVC and NVC are considered for each covariate, we need to estimate three variance 
parameters per covariate. Estimation approaches, including maximum likelihood (ML) 
method, Markov Chain Monte Carlo (MCMC) method, and Integrated Nested Laplace 
approximation (INLA; Rue and Marino 2007), which is now popular in spatial statistics, 
are not suitable for this estimation because computational costs of these approaches 
exponentially inflate with respect to the number of variance parameters. Nevertheless, 
this variance estimation step is crucial to improve model accuracy while avoiding 
overfitting. 
 Regarding problem (ii), multicollinearity among coefficients is known as a major 
problem in SVC modeling (Wheeler and Tiefelsdorf 2005; Páez et al. 2011; Fotheringham 
 6 
and Oshan 2016). A wide variety of studies attempt to reduce multicollinearity through 
regularization (e.g., Wheeler 2007, 2009; Bárcena et al. 2014; Franco-Villoria et al. 2018; 
Griffith et al. 2019). In addition, Comber et al. (2018) and Murakami et al. (2019) suggest 
that multicollinearity is mitigated by allowing for different spatial scales across SVC 
estimates. Yet, the reduction is marginal as long as SVC are assumed to have confounded 
spatially dependent map patterns (spatial confounding; see Paciorek 2009; Hodges and 
Reich 2010; Hughes and Haran 2013). Spurious correlation due to spatial confounding is 
severe if covariates are spatially dependent, which is likely in most real-world cases. 
A reasonable way to reduce spurious correlation is to relax the assumption of 
spatially dependent pattern in varying coefficients. Specifically, if the coefficients are 
defined by a sum of SVC and NVC, then the resulting S&NVC includes SVC as a source 
of collinearity, and NVC, which has a smaller chance of having collinearity because 
functions modeling NVC are independently defined for each covariate (see Section 2.2). 
S&NVC modeling can balance SVC and NVC to reduce multicollinearity. 
In summary, S&NVC modeling, which has been overlooked to date, is 
potentially useful but computationally demanding. Given this feature, we develop a 
computationally efficient approach for estimating S&NVC. Section 2 introduces our 
model and analyzes its properties. Section 3 compares our S&NVC model with SVC 
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models though Monte Carlo experiments to examine accuracy and stability of our 
approach. Section 4 applies our approach to a residential land price dataset. Finally, 
Section 5 concludes our discussion. 
 
2. Spatially and non-spatially varying coefficient (S&NVC) modeling 
This section explains our S&NVC modeling approach. We first introduce our 
model in Section 2.1. Section 2.2 explains difficulties in estimating our model, including 
identifiability and computational complexity. Section 2.3 develops our estimation 
procedure considering these difficulties. 
 
2.1. The Model 
 This study considers the following S&NVC model: 
𝐲 = #𝐱!°𝛃!"!#$ + 𝛆,												𝛃! = 𝑏!𝟏 + 𝛃!(&) + 𝛃!((),												𝛆~𝑵(𝟎, 𝜎)𝐈),	 (1) 
where y is a vector of response variables, 𝐱! is a vector of the k-th covariate, 𝟎 is a 
vector of zeros, I is an identity matrix, 𝜎)  is a variance parameter, and “	°	” is the 
operator multiplying each element of the vector in the left-hand side with each element 
of the matrix in the right-hand side. The coefficient vector 𝛃! is defined by [mean: 𝑏!𝟏] 
+ [SVC: 𝛃!(&)] + [NVC: 𝛃!(()], where 𝑏! is a parameter, and 𝟏 is a vector of ones. For 
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identifiability, we assume zero means for 𝛃!(&) and 𝛃!((). 
The SVC is defined as 
𝛃!(&) = 𝐄(&)𝛄!(&),												𝛄!(&)~𝑁7𝟎, 𝜏!(&)) 𝚲*!:.	 (2) 𝐄(&) = [𝐞$(&), ⋯ , 𝐞+(&)] , where 𝐞,(&)  is the l-th spatial basis function describing a map 
pattern. We apply Moran basis (Griffith 2003; Hughes and Haran 2013), which is 
interpretable in terms of the Moran coefficient (MC; see Anselin and Rey 1991), for the 
spatial basis. MC is a spatial dependence diagnostic statistic. The MC for a variable vector 
z is defined as 
𝑀𝐶[𝒛] = 𝑁𝟏𝐂𝟏- 𝐳𝐌𝐂𝐌𝐳-𝐳𝐌𝐳- .	 (3) 
where 𝐂 is a symmetric N × N spatial proximity matrix with zero diagonal entries, and 
𝐌 = 𝐈 − 𝟏𝟏′/𝑁 is a centering matrix. 𝑀𝐶[𝒛] > − $./$ if z has a positively dependent 
map pattern, 𝑀𝐶[𝒛] < − $./$ if z has a negatively dependent pattern, and 𝑀𝐶[𝒛] ≈− $./$ if z has a random pattern, where − $./$ ≈ 0 for large N. 𝑀𝐶[𝒛] takes larger 
positive values if z has a stronger positively dependent pattern. Following Dray et al. 
(2006) and Murakami and Griffith (2015), the (i, j)-th element of the 𝐂 matrix is given 
by exp	(−𝑑0,2/𝑟), modeling exponentially decaying spatial dependence, where 𝑑0,2 is 
the Euclidean distance between location sites i and j. The range (or scale) parameter 𝑟 is 
given by the maximum distance in the minimum spanning tree connecting sample sites 
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(see Dray et al. 2006). Although r is given a priori, we introduce another parameter 
determining spatial scale, and hence the MC value of a SVC process, later. 
The l-th Moran basis 𝐞,(&) is defined by the l-th eigenvector of the 𝐌𝐂𝐌 matrix. 
This eigenvector satisfies 𝑀𝐶[𝐞,(&)] = .𝟏𝐂𝟏- 𝜆,, where 𝜆, is the l-th eigenvalue. In other 
words, the Moran basis describes spatial dependence, with each level being indexed by a 
MC value (see Griffith 2003). Following studies of SVC that have assumed that they 
portray positively dependent map patterns, we define 𝐄(&) = [𝐞$(&), ⋯ , 𝐞+(&)] using the L 
eigenvectors satisfying 𝜆, > 0 representing positive spatial dependence. Although the 
number of eigenvalues satisfying this criterion, L*, can be very large for large numbers of 
geographic locations, Murakami and Griffith (2019a) show that 200 eigenvectors are 
typically sufficient to capture spatial dependence explained by MC even for such large 
samples. Following them, we assumed L = 200 if 𝐿∗ ≥ 200.1 Remember that L = 200 is 
still large relative to the number of basis functions used to model NVC, which we explain 
next. 
The coefficients on the eigenvectors are specified as 𝛄!(&)~𝑁7𝟎, 𝜏!(&)) 𝚲*!: , 
where 𝚲  is a diagonal matrix whose elements are {𝜆$, ⋯ , 𝜆+} . In this setting, the 
expectation of MC[𝛃!(&)] converges to the theoretical maximum .𝟏𝐂𝟏- 𝜆$  as α! → ∞, 
 
1 This criterion is for a distance-based C matrix. For a binary C matrix, LeSage and Zhu (2013), 
and Chun et al. (2016), analyze the relationship between L and estimation accuracy. 
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whereas it approaches the minimum .𝟏𝐂𝟏- 𝜆+ as α! → −∞ (see Murakami and Griffith 
2019b). Thus, α! determines the MC value or scale of the spatially dependent process, 
where 𝜏!(&))  determines the variance of the process. These parameters correspond to the 
range and partial-sill parameters in geostatistical models (see Cressie 1993). 
Meanwhile, the NVC in Eq. (1) is specified as  
𝛃!(() = 𝐄!(()𝛄!((),							𝛄!(()~𝑁7𝟎, 𝜏!(()) 𝐈:,	 (4) 
where 𝐄!(() = [𝐞!,$((), ⋯ , 𝐞!,+!(#)(() ], with 𝐞!,,(()(&)  being the 𝑙!(()-th non-spatial basis for the 
k-th covariate, where 	𝑙!(() ∈ {1,… , 𝐿!(()}. The non-spatial basis is defined by a spline 
function generated from 𝐱!, and 𝜏!(())  is a variance parameter. Eq. (4) has been used to 
capture non-linear effects (with respect to 𝐱!) in additive modeling studies (see, Rupport 
et al. 2003). Dozens (typically, 10 - 20) of basis functions are typically enough for 
modeling (1-dimensional) NVC (i.e., 𝐿!(() ≪ 𝐿). 
Note that our S&NVC model has the following linear mixed effects model 
(LMM) representation: 
𝐲 = 𝐗𝐛 + 𝐄$:"𝐕$:"7𝛉$;":𝐮$;" + 𝛆,				𝐮$:"~𝑁(𝟎, 𝜎)𝐈),					𝛆~𝑵(𝟎, 𝜎)𝐈).	 (5) 
𝐗 = [𝐱$, ⋯ , 𝐱"] , 𝐛 = [𝑏$, … , 𝑏"]′ , 𝐄$:" =
[7𝐱$°𝐄(&):, … , 7𝐱"°𝐄(&):, (𝐱$°𝐄$(()), … , (𝐱"°𝐄"(())] , 𝐮$;" =[𝐮$(&)′, … , 𝐮"(&)′, 𝐮$(()′, … , 𝐮"(()′]′, and 	𝐕$;"(𝛉$;") is a block diagonal matrix whose k-th 
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block is 8!(%)9 𝚲*!/)  and (K + k)-th block is 8!(#)9 𝐈 . 𝛉$;" = {𝛉$, … , 𝛉"}  summarizes 
variance parameters, where 𝛉! ∈ {𝜏!(&)) , 𝜏!(()) , α!}. Eq. (5) implies 
𝛃!(&) = 𝜏!(&)𝜎 𝐄(&)𝚲*!/)𝐮!(&),						𝐮!(&)~𝑁(𝟎, 𝜎)𝐈),				and	𝛃!(() = 𝜏!(()𝜎 𝐄(()𝐮!((),						𝐮!(()~𝑁(𝟎, 𝜎)𝐈).	 (6) 
The next section explains how to estimate the variance parameters 𝛉$;". 
 
2.2. Estimation Difficulties 
Estimation methods for the (linear) additive model, which has an LMM 
representation, including ML, restricted ML (REML), back-fitting, MCMC, and INLA, 
seem to be available for our estimation. However, this claim is not necessarily true given 
the following properties: (i) the total number of basis functions 𝐾𝐿 + ∑ 𝐿!(()"!#$  is 
considerably larger than for a typical additive model setting because of the large L needed 
to accurately model spatial patterns, which can have complex trends (see Section 1); (ii) 
the spatial basis functions (𝐱$°𝐄(&)), … , (𝐱"°𝐄(&)) are collinear because they share the 
same 𝐄(&)  matrix (see Eq. 5); and, (iii) 3K variance parameters 𝛉$;"  must be 
numerically estimated, whereas the standard additive model has only K variance 
parameters for the same case. 
Properties (i) and (ii) make identification of SVC and NVC difficult. As 
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suggested by Wood (2016), and El-Bachir and Davision (2018), among others, MCMC 
for an additive model can encounter slow convergence or a failure to converge. This 
problem is more severe in our case because: (i) a high dimensionality exists; and, (ii) 
collinearity exists among (𝐱$°𝐄(&)), … , (𝐱"°𝐄(&)). Although we attempted to estimate 
our model using MCMC in a preliminary analysis, some variance parameters did not 
converge within 20,000 iterations. Likewise, the back-fitting algorithm, which is another 
popular way to estimate an additive model by sequentially updating variance parameter 
estimates in each NVC/SVC until convergence is achieved, failed to converge. Reiss and 
Ogden (2009) show theoretically that REML-based variance parameter estimation tends 
to be stable and converge to the global optima for finite samples in additive modeling. 
REML might be a sensible choice in our case, too. 
Property (iii) implies the presence of a severe computational burden. For 
example, in a case with 5 covariates, our model needs to estimate 15 variance parameters, 
whereas a typical NVC model (and other additive models) has five variance parameters, 
and GWR has only one variance parameter. The large number of parameters prohibits 
applying standard ML/REML, INLA, or other estimation methods whose computational 
cost exponentially grows with respect to the number of variance parameters to be 
estimated. 
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In short, a REML formulation is needed that can estimate our S&NVC model 
with 3K variance parameters. Fortunately, Murakami and Griffith (2019b, c) extended a 
type II REML (or empirical Bayes approach) formulation by Bates (2010) to SVC model 
estimation whose computational complexity scales well for both sample size and number 
of variance parameters; their approach took only 4,221 seconds to estimate a SVC model 
with 14 variance parameters and 10 million locations. 2  We apply their stable and 
computationally efficient fast REML to estimate our S&NVC model. 
 
2.3. Estimation 
This subsection summarizes an application of the fast REML method of 
Murakami and Griffith (2019a, b) to our S&NVC modeling. Fortunately, their method is 
readily applicable to our model because their approach is for spatial LMM that includes 
Eq. (5) as a special case. The restricted log-likelihood for our S&NVC model yields 
𝑙;(𝛉$;") = − $) 𝑙𝑛 k 𝐗′𝐗 𝐗′𝐄$:"𝐕$;"(𝛉$;")𝐕$;"(𝛉$;")𝐄′$:"𝐗 𝐕$;"(𝛉$;")𝐄′$:"𝐄$:"𝐕$;"(𝛉$;") + 𝐈k	 	
−𝑁 − 𝐾2 l1 + 𝑙𝑛 m2𝜋 o𝐲 − 𝐗𝐛p − 𝐄$:"𝐕$:"7𝛉$;":𝐮q$;"o) + ‖𝐮q$:"‖)𝑁 − 𝐾 st,	 (7) 
 
2 The estimation is done with parallel computation using R (version 3.6.2; https ://cran.r-proje 
ct.org/) on a Mac Pro (3.5 GHz, 6-Core Intel Xeon E5 processor with 64 GB of memory); see 
Murakami and Griffith (2019b) for further detail. 
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where 
u 𝐛p𝐮q$;"v =	w 𝐗′𝐗 𝐗′𝐄$:"𝐕$;"(𝛉$;")𝐕$;"(𝛉$;")𝐄′$:"𝐗 𝐕$;"(𝛉$;")𝐄′$:"𝐄$:"𝐕$;"(𝛉$;") + 𝐈x/$ u 𝐗′𝐲𝐕$;"(𝛉$;")𝐄′$:"𝐲v.	 (8) 
The REML balances the residual variance o𝐲 − 𝐗𝐛p − 𝐄$:"𝐕$:"7𝛉$;":𝐮q$;"o) , which 
quantifies model accuracy, and the variance of random coefficients 𝐮q$:" , which 
quantifies model complexity, generating SVC and NVC (see Eq. 6). The variance 
estimator 𝛉y$;" maximizing 𝑙;(𝛉$;") is identified computationally quite efficiently; see 
Murakami and Griffith (2019b, c) for further detail. 
Given 𝛉y$;", coefficients [𝐛p ′, 𝐮q′$;"]′ are estimated using Eq. (8). After that, the 
S&NVC estimator is obtained as follows (see Eqs. 1 and 6): 
𝛃y! = 𝑏z!𝟏 + 𝛃y!(&) + 𝛃y!((), 	𝛃y!(&) = ?̂?!(&)𝜎| 𝐄(&)𝚲*<!/)𝐮q!(&),									𝛃y!(() = ?̂?!(()𝜎| 𝐄(()𝐮q!(().	 (9) 𝛃y!(&) approaches 0 as data noise (𝜎|) increases relative to the variance ?̂?!(&) of SVC. 𝛃y!(() 
approaches 0 if data noise exceeds ?̂?!((). As data noise increases, the S&NVC estimator 
𝛃y! converges to the ordinary least squares estimator 𝑏z!𝟏. Thus, our estimation balances 
noise, spatial, and non-spatial variation in the coefficients. 
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3. A Monte Carlo simulation experiment 
This section compares our approach with other spatial modeling approaches using a 
Monte Carlo experiment. After outlining our settings in Section 3.1, estimation accuracy, 
robustness against spurious correlation, and computational efficiency are compared in 
Sections 3.2, 3.3, and 3.4, respectively. 
 
3.1.Outline 
 This section compares the basic linear regression model (LM), GWR, adaptive 
GWR (GWRA), the MC-based SVC (SVCM) model, and the proposed S&NVC 
(S&NVCM) model. GWR estimates regression coefficients at the i-th site by assigning 
greater weights to nearby samples. The local weights are given by the exponential kernel 
exp	(−𝑑0,2/𝑟), where 𝑟  is optimized by minimizing a corrected Akaike Information 
Criterion (AICc). In GWRA, the kernel is given by exp	(−𝑑0,2/𝑟0(=)) in which 𝑟0(=) is 
the distance between the i-th site and the m-th nearest neighbor, where m is optimized by 
AICc minimization. The adaptive GWR is more robust than the usual GWR (see, 
Fotheringham et al. 2003). 
 Estimation accuracy of these models is compared by fitting them to synthetic 
data generated by 
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𝐲 = 𝛃$ + 𝐱) ∘ 𝛃) + 𝐱> ∘ 𝛃> + 𝛆,										𝛆~𝑵(𝟎, 2)𝐈).	 (10) 
The covariates are specified as 
𝐱! = 𝟏 + 𝑤&(?)𝐂𝐞!(?) + 7𝟏 − 𝑤&(?):𝐮!(?),										𝐞!(?)~𝑁(𝟎, 𝐈),												𝐮!(?)~𝑁(𝟎, 𝐈),	 (11) 
where [•] denotes standardization of the vector •. Spatial coordinates are two generated 
standard normal random variables. 𝐂 is the matrix that row-standardizes the 𝐂 matrix, 
whose (i, j)-th element is exp	(−𝑑0,2). Eq. (11) defines the covariate 𝐱! by a sum of a 
spatially dependent process 𝐂𝐞!(?) and an independent process, whose shares are 𝑤&(?) 
and 1 − 𝑤&(?) , respectively. A larger 𝑤&(?)  implies stronger spatially dependent 
variation in 𝐱! and 𝛃! that can introduce a spatial confounding problem (see Section 
1), and make estimation unstable (see Paciorek 2009). 
The coefficients are specified as 
𝛃$ = 𝟏 + [𝐂𝐞$],																						𝐞$~𝑁(𝟎, 𝐈),	
𝛃) = (0.5)𝟏 + 𝜏)[𝐂𝐞)],								𝐞)~𝑁(𝟎, 𝐈),	
𝛃> = (−2)𝟏 + 𝜏>[𝑤&[𝐂𝐞>] + (1 − 𝑤&)[𝐄>(()𝐮>(()]],	𝐞>~𝑁(𝟎, 𝐈),							𝐮>(()~𝑁(𝟎, 𝐈),	
(12) 
The term 𝐄>(()𝐮>(() models non-spatial variation using 𝐄>((), which is a matrix of 10 thin 
plate spline basis functions generated from 𝐱> . 𝛃$  is a spatially varying intercept 
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filtering residual spatial dependence (see Tiefelsdorf and Griffith 2007; Chun et al. 2016), 
𝛃) is a SVC with variance 𝜏)), and 𝛃> is a S&NVC with variance 𝜏>), with the share of 
SVC being 𝑤&.  
The simulation is iterated 200 times while varying 𝑤&(?) ∈ {0.00, 0.40, 0.80}, 
𝑤& ∈ {0.00,0.25,0.50,0.75,1.00} , (𝜏)), 𝜏>)) ∈ {(1), 3)), (3), 1))} , and 𝑁 ∈{50, 150, 1000}. These simulations are performed using R version 3.6.0 (https://cran.r-
project.org/) on a 64 bit PC whose memory is 48 GB. We use a Mac Pro (3.5 GHz, 6-
Core Intel Xeon E5 processor with 64 GB of memory). R (version 3.6.2; https ://cran.r-
project.org/) is used for model estimation. The GWmodel package (Lu et al., 2017; 
https://cran.r-project.org/web/packages/GWmodel/index.html) is used to estimate GWR 
and GWRA, and spmoran (Murakami 2017; https://cran.r-
project.org/web/packages/spmoran/index.html) is used to estimate SVCM. 
 
3.2.Results: estimation accuracy 
Estimation error for coefficients 𝛃! are evaluated using root mean squared error 
(RMSE), which is defined as 
𝑅𝑀𝑆𝐸[𝛃!] =  1200#(𝛃! − 𝛃y!(@))′(𝛃! − 𝛃y!(@)))AA@#$ ,	 (13) 
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where 𝛃y!(@) is the estimate in the p-th of 200 iterations. 
 Figure 1 summarizes the RMSEs when N = 1,000 and (𝜏)), 𝜏>)) = (1), 3)) , 
which represents weak SVC and strong S&NVC (i.e., a small 𝑉𝑎𝑟[𝛃)]  and large 
𝑉𝑎𝑟[𝛃>]). As expected, the estimation error of SVC models, including GWR, GWRA, and 
SVCM, rapidly inflates as the share of spatial variation, 𝑤& , decreases. The RMSE 
inflation gets severe when covariates have strong spatially dependent variation (i.e., 
𝑤&(?) = 0.8). These results confirm that SVC models are not appropriate in the presence 
of non-spatial variation in regression coefficients. 
 
Figure 1: RMSEs for 𝛃) and 𝛃> when (𝜏)), 𝜏>)) = (1), 3)) and 𝑁 = 1,000. 
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 In contrast, the SVC models accurately estimate 𝛃), which is a pure SVC, when 
covariates are independently distributed. However, somewhat surprisingly, GWR and 
SVCM indicate greater 𝑅𝑀𝑆𝐸[𝛃)] than LM in the presence of strong spatially dependent 
variation in covariates (𝑤&(?) = 0.8 ). SVC models are found to be sensitive to the 
confounding between SVCs and spatially dependent covariates. In other words, SVC 
modeling is not appropriate if covariates are spatially dependent and more than one 
coefficient has strong non-spatial variation. Unfortunately, these conditions are likely in 
many real-world cases. In contrast, our S&NVCM model accurately estimates 𝛃) and 
𝛃> across cases. The RMSE is substantially smaller than that for the SVC models when 
covariates are spatially dependent. Accuracy and stability of our S&NVCM modeling 
approach is verified in the strong S&NVC cases. 
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Figure 2: RMSEs for 𝛃) and 𝛃> when (𝜏)), 𝜏>)) = (3), 1)) and 𝑁 = 1,000. 
 
 Figure 2 plots the RMSEs when N = 1,000 and (𝜏)), 𝜏>)) = (3), 1)), meaning 
strong SVC and weak S&NVC. Unlike the cases with strong S&NVC, the GWR, GWRA, 
and SVCM each have a fairly small 𝑅𝑀𝑆𝐸[𝛃)] even when 𝑤&(?) = 0.8. The spatial 
confounding problem is found to be less severe in the absence of strong S&NVC. Still, 
S&NVCM tends to have a smaller 𝑅𝑀𝑆𝐸[𝛃)] owing to the consideration of non-spatial 
variation in 𝛃> . Regarding 𝛃> , S&NVCM has considerably smaller RMSEs than its 
alternatives, as expected. 
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Figure 3 shows the RMSEs when 𝑁 ∈ {50,150,1,000}  and (𝜏)), 𝜏>)) =(1), 3)). This figure illustrates that our approach accurately estimates SVC and S&NVC 
even from small samples. 
 
 
Figure 3: RMSEs for 𝛃) and 𝛃> when 𝑁 ∈ {50,150,1,000}, (𝜏)), 𝜏>)) = (1), 3)), and 𝑤&(?) = 0.4. 
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Figure 4: A comparison of RMSEs between SVCM and S&NVCM when 𝑁 = 1,000. 
 
 Figure 4 compares RMSE values for SVCM and S&NVCM across cases. This 
figure highlights that 𝑅𝑀𝑆𝐸[𝛃!] of SVCM rapidly increases if both 𝛃! and 𝐱! have 
strong spatially dependent variation (e.g., 𝑤& = 1.0 and 𝑤&(?) = 0.8). This tendency is 
prominent in the presence of strong S&NVC (𝜏>) = 3)). In contrast, S&NVCM accurately 
estimates coefficients across cases. 
 
 
 
 
 23 
3.3. Results: spurious correlation 
This section summarizes robustness findings about our approach with respect to 
multicollinearity. Two types of correlation exist among S(N)VCs: (i) true correlation 
underlying S(N)VCs; and, (ii) spurious correlation attributable to spatial confounding, or 
correlation between spatial dependence in S(N)VCs and covariates. 
To reveal if our approach successfully identifies (i) true correlation while (ii) 
reducing spurious correlation, mean correlation coefficients (CCs) among true 
coefficients {𝛃$, 𝛃), 𝛃>}  and the CCs among estimated coefficients {𝛃y$, 𝛃y), 𝛃y>}  are 
compared. Figure 5 compares CCs between true 𝛃!s with CCs between estimated 𝛃y!s 
when (𝜏)), 𝜏>)) = (1), 3)) , and Figure 6 summarizes the same kind of results when (𝜏)), 𝜏>)) = (3), 1)). SVCM estimates have greater CC values than the true CCs. In other 
words, SVCM suffers from spurious correlation. Although not shown here, GWR and 
GWRA estimates suffer from the same problem. These spurious correlations get severe as 
the share of spatial variation in S&NVC, 𝑤& , and covariates, 𝑤&(?) , increase. These 
results suggest that SVC models cannot avoid the spurious correlation problem. 
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Figure 5: Correlation coefficients (CC) between 𝛃!s when (𝜏)), 𝜏>)) = (1), 3)). The X-
axis represents CCs between true 𝛃!s , whereas the Y-axis represents CCs between 
estimated 𝛃y!s. 
 
 
CCs between S&NVCM estimates are almost the same as the true CCs. Based on 
the preceding result, our approach does not suffer from the spurious correlation problem. 
S&NVC modeling, which has been overlooked in spatial statistics, might actually be 
useful to reduce the spurious correlation problem in S(N)VC modeling. 
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Figure 6: Correlation coefficients (CC) between 𝛃!s when (𝜏)), 𝜏>)) = (3), 1)). The X-
axis represents CCs between true 𝛃!s, whereas the Y-axis represents CCs between 
estimated 𝛃y!s. 
 
 
3.4.Results: computation time 
This section examines computational efficiency of S&NVCM by comparing its 
computation (CP) time with that for SVCM, which is known to be computationally 
efficient (Murakami and Griffith, 2019b, c). The true data are generated with Eqs. (10) 
and (11), with 𝑤& = 0.5, 𝑤&(?) = 	0.4, and (𝜏)), 𝜏>)) = (1), 3)). The approximate Moran 
basis of Murakami and Griffith (2019a) is used here. We estimate S&NVCM and SVCM 
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models ten times for cases with 𝑁 ∈
{1,000, 10,000, 50,000, 100,000, 150,000, 200,000}, recording the average CP times 
for estimation and Moran basis extraction for comparison purposes. 
Figure 7 summarizes the average CP times. Owing to the fast REML, which 
compresses large matrices before estimation, the CP time increase of S&NVCM with 
respect to N is similar to that for SVCM, despite S&NVCM having K additional variance 
parameters; S&NVCM also is available for large datasets. Note that, although we did not 
do so, REML can be parallelized for even larger samples (e.g., millions) for faster 
estimation while saving memory (see Murakami and Griffith, 2019b).  
 
 
 
Figure 7: A comparison of computation times. 
 
 27 
4. An empirical application 
This section applies S&NVCM to a land price analysis in the Ibaraki prefecture 
of Japan. Section 4.1 describes data and settings, and Section 4.2 explains estimation 
results. 
 
4.1. Outline 
 The response variables are the logarithms of officially assessed residential land 
prices in January 2015 (sample size: 647; see Figure 8). The covariates are distance to the 
nearest railway station [Station_d; km], and railway distance between the nearest station 
and Tokyo station [Tokyo_d; km], which is located about 30 km from the southwestern 
border of this prefecture, and anticipated flooding depth [Flood; km]. Their coefficients 
are denoted by βStation, βTokyo, and βFlood. This prefecture suffered from a major flood with 
10,390 people being evacuated to shelters at its peak in October 2015; assessment of the 
impact from Flood is important in this area. All the variables are available from the 
National Land Numerical Information download service provided by the Ministry of 
Land, Infrastructure, Transport and Tourism (http://nlftp.mlit.go.jp/ksj-e/index.html).  
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Figure 8: Residential land prices in Ibaraki prefecture in 2015 
 
 
4.2.Results 
Table 1 summarizes the estimated share of SVC in each coefficient. The share is 
evaluated by 𝑠𝑑𝛃y!(&)/(𝑠𝑑𝛃y!(&) + 𝑠𝑑𝛃y!(()). We assume spatial variation only in the 
intercept following studies in spatial statistics. This table demonstrates that about half of 
the variation in βStation and βTokyo is explained by SVC, whereas 98.2 % of the variation in 
βFlood is explained by SVC. Both spatial and non-spatial variation is present in the 
coefficients; the share of SVC and NVC changes considerably depending upon βk. 
 
 
Price
(1,000 JPY/m2)
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Table 1: Estimated share of SVC, with spatial variation in only the intercept. 
 Intercept Tokyo_d Station_d Flood 
Share of SVC 1.000 0.530 0.432 0.982 
 
Figures 9 and 10 plot the estimated SVC 𝛃!(&) and NVC 𝛃!(() . For SVC, 
influence from Tokyo_d is weaker for nearby central cities, including Mito, Tsukuba, and 
Hitachi, probably because these cities are locally more influential than Tokyo. The 
estimated NVC for Tokyo_d becomes small at distances approaching those to the 
locations of the three central cities. Local subcenters appear to weaken influence from 
Tokyo. 𝛃BCDC0E((&)  has a stronger negative impact near railways. This finding is intuitively 
reasonable. 𝛃BCDC0E((()  increases its negative value as the distance from the nearest station 
increases, taking its maximum negative value when the distance is around 2 km, whereas 
this impact declines as the distance increases beyond 2 km. 2 km might be a critical 
distance determining influence from a railway station. The SVC on Flood has large 
negative values around Mito city, which is the prefectural capital. Based on this finding, 
land prices in flood prone areas are appropriately discounted in Mito. In other words, the 
urban form is adaptive to flood risk in terms of residential land price. 
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Figure 9: Estimated SVC. Lines denote the railway network. 
 
 
Figure 10: Estimated NVCs 
 
Finally, Figure 11 portrays estimated S&NVC. Although their map patterns are 
similar to those for SVC, the tendency of declining influence from Tokyo_d on nearby 
central cities, and the tendency of an increasing impact of Station_d along the railway, 
are clearer than for SVC. Mapping S&NVC appears to be useful for understanding 
varying relationships between covariates and response variables. 
0
Neg.
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0
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Value
0
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Tokyo_d Station_d Flood
Value
Tsukuba Mito Iwaki
Distance
(km)
Distance
(km)
Value Value
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Figure 11: Estimated S&NVC. Lines denote the railway network 
 
 
5. Concluding remarks 
This study develops a Moran-eigenvector approach for estimating S&NVC that 
comprises computationally efficient SVC and NVC estimates. A Monte Carlo experiment 
suggests accuracy and stability of our approach, whereas an empirical land price analysis 
verifies the existence of spatial and non-spatial variation in regression coefficients. We 
also found that S&NVC modeling furnishes a remedy for spurious correlation or 
multicollinearity among coefficients, which is one of the biggest problems in SVC 
modeling. Although non-spatial aspects have been somewhat overlooked in spatial 
0
Neg.
Value
0
Neg.
Value
0
Neg.
Value
Tokyo_d Station_d Flood
: Central cities
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statistics, they might actually be a key to stable estimation of spatial models in the 
presence of spatially dependent covariates, which is a source of spurious correlation. 
Our model is a particular type of spatial LMM that is readily extended to 
accommodate group effects, temporal effects, and other smooth effects (see Murakami 
and Griffith 2019b). Spatio-temporal (ST) extension are especially important. LMM has 
actively been extended to ST models describing ST process in a 3-dimensional space 
using spatial, temporal, and ST basis functions (e.g., Kneib and Fahrmeir 2006; Augustin 
et al. 2011; Griffith 2012). Unfortunately, ST modeling requires a larger number of basis 
functions than spatial modeling. Sparse modeling might be useful to extend our approach 
to balance ST and non-ST variation. Seya et al. (2015) and Donegan (2020) perform 
Moran eigenvector-based sparse modeling. Extensions to dynamic ST modeling also pose 
an interesting task to estimate SVC and NVC dynamically varying over time. Finley et 
al. (2012) and Baker et al. (2016) study dynamic SVC models. 
Although we assume S&NVC = SVC + NVC, alternative specifications exist. 
For example, S&NVC may be defined by the product or product-sum of SVC and NVC. 
Furthermore, NVC in a k-th S&NVC can be defined using basis functions generated from 
𝐱!- where 𝑘′ ≠ 𝑘, or those generated from {𝐱$, … , 𝐱"}. The SVC definition also can use 
non-Euclidean distance, including road network distance, or minimum cost distance (see 
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Lu et al. 2017; 2018). A method for selecting an appropriate S&NVC specification is 
needed.  
The S&NVC model is implemented in the R package “spmoran” (https://cran.r-
project.org/web/packages/spmoran/index.html). 
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