In this paper, a seventh order numerical method is presented for solving singularly perturbed differential-difference equations with negative shift. In recent papers the term negative shift has been used for delay. Such problems are associated with expected first exit time problem of the membrane, potential in models for neuron and in variational problems in control theory. In the numerical treatment for such type of boundary value problems, we first use Taylor approximation to tackle terms containing small shifts which converts into a singularly perturbed boundary value problem. This two point boundary value problem is transformed into general first order ordinary differential equation system. A discrete approximation of a seventh order compact difference scheme is employed for the first order system and solved by using the boundary conditions. Several numerical examples are solved and compared with exact solution. We also present least square errors, maximum errors and observed that the present method approximates the exact solution very well.
Introduction
The boundary value problems for singularly perturbed differential-difference equations arise in various practical problems in biomechanics and physics such as in variation problems in control theory and depolarization in Stein's model. For analytical discussion on delay differential equation one can refer Driver [1] . The depolarization in Stein's model [2] is continuous time,continuous state space, Markov process whose sample paths have discontinuities of first kind. Lange and Miura [3, 4] gave an asymptotic approach in study of class of boundary-value problems for linear second-order differential-difference equations in which the highest order derivative is multiplied by small parameter. In [5] M.K. Kadalbajoo and K.K. Sharma presented a numerical method to solve boundary value problems for singularly perturbed differential difference equations of mixed type, i.e., containing both terms having a negative shift and terms having a positive shift. In [6] they presented a numerical method to solve boundary value problems for singularly perturbed c Vilnius University, 2011 differential-difference equations with negative shift. In [7] , they described a numerical approach based on finite difference method to solve a mathematical model arising from a model of neuronal variability. The mathematical modeling of the determination of the expected time for generation of action potentials in nerve cells by random synaptic inputs in dendrites includes a general boundary value problem for singularly perturbed differential difference equation with small shifts. In [8] Kailash C. Patidar and Kapil K. Sharma presented non-standard finite difference methods for second order, linear, singularly perturbed differential-difference equations. The non-standard finite difference methods are ε-uniformly convergent.
The objective of this paper is to describe the seventh order numerical method to the boundary value problems for singularly perturbed differential difference equations with negative shift. In this method, we approximate the shifted term by Taylor series and apply a difference scheme, provided shifts are of o(ε). The two point boundary value problem is transformed into general first order ordinary differential equation system. A discrete approximation of a seventh order compact difference scheme is employed for the first order system and is solved using the boundary conditions. Several numerical examples are solved and compared with exact solution. It is observed that the present method approximates the exact solution very well.
Seventh order numerical method
We consider the boundary value problem for a singularly perturbed differential-difference equation, which contains only negative shift in the differentiated term
under the boundary conditions
where ε is small parameter, 0 < ε 1 and δ is also a small shifting parameter, 0 < δ 1, a(x), b(x), f (x), δ(ε) and φ(x) are smooth functions and γ is a constant. Now there are two cases according to the sign of a(x). If a(x) ≥ M > 0 throughout the interval [0, 1], where M is a positive constant, then boundary layer will be in the neighborhood of 0, i.e., on the left side of the interval [0, 1]. If a(x) ≤ M < 0 throughout the interval [0, 1], then the boundary layer will be in the neighborhood of 1, i.e., on the right side of the interval [0, 1].
Since the solution y(x) of boundary value problem (1) and (2) is sufficiently differentiable, so we expand the retarded term y (x − δ) by Taylor series, we obtain
Equation (4) is a second order singular perturbation problem. We solve (4) subject to the boundary conditions (3) by using seventh order numerical method described as follows:
We consider the second order linear differential equation
with the boundary conditions y(0) = α and y(1) = β.
The first order linear system corresponding to the above BVP is
with the boundary conditions 1] into N equal parts with constant mesh length H. Let 0 = x 0 , x 1 , x 2 , . . . , x N = 1 be the mesh points. Again we divide each subinterval [x i , x i+1 ] into six equal smaller sub intervals. Let t 1 , t 2 , . . . , t 7 are the grids in the subinterval [x i , x i+1 ] and corresponding values of the variables and its derivatives are
By considering Taylor's expansions of
at the fractional grid t 4 , (Dianyun Peng [9] ) we have,
, n = 1, 2, 3, 4, 5, 6,
where h = xi+1−xi 6 and the coefficients a n j are given by: 
at the grid point t 4 and substituting (7) , we get
for k = 1, 2, 3, 5, 6, 7.
The variable Y and its derivative Y at grids t 1 , t 2 , . . . , t 7 subject to equations
where A j and R j are values of A and R at grids t j . Substituting (10) in (9), we get six linear algebraic equations with respect to seven unknown variables
from the above equations a relation between Y 1 and Y 7 can be obtained as follows:
where S i and T i are 2 × 2 matrices and F i is a two dimensional vector. By assuming 
We get
The equation (11) is the seventh order compact difference scheme of equation (6) in the ith subinterval. The structure of the seventh order scheme is profiled here as the following matrix:
Solving the above system together with the boundary conditions y(0) = α and y(1) = β we get the solution.
Numerical examples
Layer on the left side. If a(x) ≥ M > 0 throughout the interval [0, 1], where M is some positive constant, then the boundary layer will be in the neighborhood of 0, i.e., on the left side of the interval [0, 1]. To demonstrate the efficiency of the method, we consider some numerical experiments. The exact solution is given by
where
The numerical results are given in Table 1 for different choices ε and δ. for which exact solution is not known. The numerical results are given in Table 2 for different values of ε and δ. (a) ε = 0.1, N = 100
Numerical solution x δ = 0 δ = 0.03 δ = 0.08 0.00 1.000000000000000 Remark. We have considered numerical results for these test examples to show the effect of small shifts on boundary layer solution of the problem. From the numerical experiments presented here, we observe as δ increases, the thickness of the boundary layer decreases and maximum error decreases as the grid size h decreases, which shows the convergence of the computed solution to the exact solution.
Layer on the right side. If a(x) ≤ M < 0 throughout the interval [0, 1], then the boundary layer will be in the neighborhood of 1, i.e., on the right side of the interval [0, 1].
To demonstrate the efficiency of the method, we consider some numerical experiments. The exact solution is given by
where m 1 = (1 − 1 + 4(ε + δ))/2(ε + δ) and m 2 = (1 + 1 + (4ε + δ)/2(ε + δ).
The numerical results are given in Table 3 for different choices of ε and δ. The variable coefficient singularly perturbed delay differential equation is
with y(0) = 0 and y(1) = 1,
for which exact solution is not known. The numerical results are given in Table 4 for different choices of δ. Remark. From the numerical experiments presented here, we observe that as δ increases, the thickness of the right boundary layer increases. As the grid size h decreases, the maximum error decreases, which shows the convergence of the computed solution to the exact solution.
Conclusion
We have described a seventh order numerical method for solving boundary value problems for singularly perturbed differential-difference equation with small shifts. Here we www.mii.lt/NA have discussed both the cases, when boundary layer is on the left side and when boundary layer is on the right side of the underlying interval. From the numerical experiments considered in the paper, we observe that the small shift affects both the boundary layer solutions in similar fashion but reversely, i.e., as δ increases the thickness of the left boundary layer decreases while that of the right boundary layer increases. This method does not depend on the asymptotic expansion as well as on the matching of coefficients. Thus we have devised an alternative technique of solving singularly perturbed differentialdifference equations, which can be easily implemented on computer.
