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While the disorder-induced quantum Hall (QH) effect has been studied previously, the effect of
disorder potential on microscopic features of the integer QH effect remains unclear, particularly for
the incompressible (IC) strip. In this research, a scanning gate microscope incorporated with the
nonequilibrium transport technique is used to image the region of QH IC strip that emerges near the
sample edge. It was found that different mobility samples with varying disorder potentials showed
the same spatial dependence of the IC strip on the filling factor (ν). In the low-mobility sample
alone, scattering centers such, bright, dark and annular patterns, alternately appear within the IC
strip. These observed patterns are ascribed to inter-LL scattering assisted by resonance tunneling
through an impurity bound state. It is concluded that disorder-induced scattering can be effectively
detected using the applied technique in a low-mobility sample.
PACS numbers: Valid PACS appear here
The quantum Hall (QH) effect, characterized by
nondissipative chiral transport, is robust to potential dis-
order, similar to other topological effects such as the
quantum spin Hall [1, 2] and anomalous spin Hall effect
[3]. The key ingredient of the robustness of QH is the in-
compressible (IC) phase that protects the counter prop-
agating metallic compressible (C) edge channels from
backscattering in between the channels at the integer
filling factor ν = i (i is the integer) [4–7]. The bulk
IC phase persists owing to potential disorder at ν which
deviates slightly from ν = i. This disorder-induced QH
state has been microscopically confirmed through scan-
ning probe measurements [8–10] that showed compress-
ible paddles interspersed with the IC bulk phase, namely,
localized states. With increasing ν, the IC phase shrinks
and moves to the edge of the 2DEG [6], eventually form-
ing edge IC strips for integer [11–15] and fractional [16]
regimes. In addition to the bulk localized state, the IC
strip may also help protect against backscattering be-
tween the C edge channels through the bulk C region.
Hence, nondissipative transport [17], characterized by a
longitudinal resistance that vanishes and a quantized Hall
conductance, is widely persistent around ν.
While some disorder can be stabilizing [18], further
strong disorder may significantly disturb the QH state.
The localized states in the QH effect may become delocal-
ized owing to disorder scattering [19], which can eventu-
ally lead to backscattering between the chiral edge chan-
nels. Sufficiently strong disorder can cause the collapse
of quantized plateaus [19–21] as well as a topical issues,
such as the suppression of the quantized conductance of
the quantum spin Hall effect [22]. A powerful tool used
to probe local information of backscattering is a scan-
ning gate microscope (SGM), which can pinpoint “hot
spot” where the global transport is susceptible to the
gating potential [23]. SGM can be used to observe the
inter-plateau region, for example for half filling factor
visualized individual scattering centers, induced by the
disorder in the bulk region [24, 25] and on the edge [26].
To capture backscattering close to the deep QH region
(ν ∼ i), namely the plateau region, a conventional SGM
requires the electrostatic influence of a large tip voltage
Vtip ∼ ±1 V [16, 27, 28], moving the IC strip across a
narrow channel and hence losing local information due
to potential disorder. Recently, a scanning gate tech-
nique incorporating nonequilibrium transport [29] with
minimizing tip influence probed backscattering in a high-
mobility (µe = 130 m
2V−1s−1) quantum well sample, vi-
sualizing a line pattern indicating homogeneous backscat-
tering across the IC edge strip.
In this study, we focus on the influence of potential
disorder on the IC strips at ν ∼ i. To efficiently access
disorder-induced scattering, the nonequilibrium trans-
port assisted scanning gate technique is applied to a low-
mobility sample. We observed the contrast-modulated
line pattern along the sample edge differently from the
relatively homogeneous contrast of the IC strip observed
in the high-mobility sample. The ν-dependence of the
contrast-modulated patterns were found to be consistent
with the IC strip pattern, demonstrating that sharper
disorder potential can give a scattering center in the IC
region at ν ∼ i.
The samples used were 10 µm width Hall bars, fabri-
cated using 20 nm GaAs/AlGaAs quantum wells. High-
and low-mobility samples were chosen with mobility (µe)
of 130 m2V−1s−1 and 25.6 m2V−1s−1, respectively, at an
electron density of ne = 1.8 × 1015 m−2, to ensure dif-
ferent potential disorder. Figure 1(a) depicts the set-up
of our scanning gate method. The metallic tip, mounted
on an atomic force microscope, was positioned at a con-
stant distance from the surface. We minimized the tip-
induced global depletion (or accumulation) by setting
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FIG. 1. (color online) (a) Set up of the SGM. Vxx is recorded
by scanning the tip at Vtip = 0.2 V. Isd and B are applied in
the x and z directions, respectively. A DC bias was applied to
the n+-GaAs substrate to tune the electron density in 2DEG.
(b) and (c) SGM images of tip-induced ∆Vxx obtained for
(b) the high-mobility sample at Isd = 0.78 µA and (c) low-
mobility samples at Isd = 0.82 µA, at the magnetic fieldB = 8
T. The white solid lines denote the Hall bar mesa edges. The
line filter was used to remove line noise. The white dashed
box in (c) demarcates the scan window used in Fig. 2.
Vtip, typically to 0.2 V, to compensate for the potential
mismatch between the tip potential and global potential
of the sample surface. The current was tuned up to ap-
proach the critical point of the breakdown of the regime
to drive the inter-LL tunneling through the innermost
IC strip, inducing electron tunneling from the edge to
the bulk. This current-induced nonequilibrium transport
technique induced backscattering, while minimizing the
influence of current heating [30]. Meanwhile, the imposed
excess Hall voltage deviated the local chemical potential
from the ground level of the two-dimensional electron gas
(2DEG). Hence, the tip (a nanoscale top gate) could per-
turb the microscopic landscape of the potential, resulting
in a modification of the inter-LL tunneling. In the case
of a high-mobility sample, the nanoscale top gate reduces
the width of the IC region by bending the LLs locally and
enhancing the inter-LL tunneling, particularly through
the innermost IC [29], leading to further enhancement of
the longitudinal resistance. The tip-induced resistance
change was measured as the longitudinal voltage (Vxx)
at the constant source-drain current (Isd) using a DC
amplifier during the scanning. We used this scanning
gate microscopy technique in particular for a larger dis-
order system, i.e., the low-mobility sample, to pinpoint
the scattering sites, which previously visualized the ro-
bust QH IC region [29] in the nonequilibrium condition.
By using a dilution refrigerator and a superconducting
magnet, measurements were performed at temperatures
of 100–300 mK, while varying ν near ν = 1 by tuning the
electron density of the 2DEG via back gating at a con-
stant magnetic field B = 8 T. The experimental results
obtained for high- and low-mobility samples were then
compared.
Figures 1(b) and 1(c) show the SGM images of ∆Vxx,
plotted after subtracting the background. The current
flows from down to up, and the magnetic field is applied
perpendicular to the 2DEG plane. For the high-mobility
sample (Fig. 1(b)) at the higher chemical potential side,
a bright line strip can be observed along and near the
left Hall-bar edge, which is attributed to the IC strip [29].
For the low-mobility sample (Fig. 1(c)), a similar pattern
appears along and near the left Hall-bar edge, although
it comprises of alternating bright and dark spots which
differ significantly from the monotonic contrast in the
pattern of the high-mobility sample.
We measured the SGM images at different ν values
around the Rxy plateau region of ν = 1 (marked by the
black dashed lines in transport data Fig. 2(b) taken in
an equilibrium condition). The resultant images for the
low-mobility sample (Fig. 2(a)) show a line pattern that
moves from the edge to the interior of the Hall bar, with a
reduction of the filling factor toward ν = 1. To compare
this position of the line pattern with that for the high-
mobility sample, we took the line profile across the Hall
bar and then spatially averaged the line profile within the
measurement area shown in Fig. 2(a) for the low-mobility
sample and a similar size area for the high-mobility sam-
ple (data used in our previous work [29]). The resulting
line profiles for the high-mobility sample (the upper panel
of Fig. 2(c)) show a peak that moves to the interior of
the Hall bar as the ν value reduces towards the exact in-
teger ν. This was identified in our previous work [29] as
the innermost IC region dependent on ν. In contrast, the
line profiles for the low-mobility sample (the upper panel
of Fig. 2(d)) show, instead of such a clear peak structure,
an oscillatory feature which strengthens near the higher
chemical potential side edge. We speculate that spatial
averaging partially canceled out the original oscillatory
patterns, derived from the positive and negative peaks
that originate from the bright and dark spots observed
in the 2D image (Fig. 2(a)).
To clarify this point, we performed a statics analysis
on the distribution of the bright and dark spots in the
SGM image. Figure 2(e) shows the intensity histograms
of the SGM images for the high- and low-mobility sam-
ples at ν = 1.07. The skewness (S) value [31] for the
high-mobility sample is S = 2.6 (positive asymmetry),
indicating that the bright region dominates in the SGM
image. In contrast, for the low-mobility sample S = -0.1
(almost symmetric distribution), indicating that the dark
and bright spot regions are almost equivalent. These re-
sults lead to the conclusion that the positive and nega-
tive peak structures observed in the low-mobility sample
were canceled out after spatial averaging and are there-
fore faint. To determine the point of the highest inten-
sity of both the positive and negative peaks, the absolute
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FIG. 2. (color online) (a) Representative SGM images at different ν, at B = 8 T near ν = 1 for the low-mobility sample.
The scale bar is 2 µm; the white lines denote the Hall bar mesa edges. The line filter was used to remove the line noise. The
contrast color scale is obtained by subtracting constant background signal. (b) QH transport trances for Rxx and Rxy take as
a function of ν under an equilibrium condition. The values marked by the dashed lines indicate the ν chosen in the SGM. (c)
and (d) average line profiles extracted from the high- and low-mobility sample images, respectively. The upper and bottom
panels show the average and absolute line profiles, respectively, from the raw data. The dashed lines indicate the zero lines for
each line profile. (e) Histograms for the high- and low-mobility samples at ν = 1.07. The head of the histogram peak indicates
the background in the SGM image, which has the largest number. The lower and higher intensity sides correspond to the dark
and bright spots, respectively. The asymmetry of the histogram can be measured by skewness, S [31]. The larger the S value,
the more asymmetric the histogram peak. (f) The position and width are determined by the distance from the Hall bar edge y
and the full width at half maximum WFWHM, respectively, which are obtained from absolute line profiles. The black dots are
obtained from the unprocessed line profile for the high-mobility sample. These are extracted from the cross-sectional profile
spatially averaged over the x-direction, as indicated in the inset, obtained from the image for ν = 1.03 for high-mobility sample.
value of ∆Vxx in the line profile was taken, followed by
spatial averaging over x-direction. The resultant line pro-
files for the high- and low-mobility samples are shown in
the bottom panels of Fig. 2(c) and 2(d), respectively.
The absolute line profiles for the high-mobility sample
(bottom panel of Fig. 2(c)) show a peak structure and
ν-dependence that are almost identical to those of the
unprocessed line profile (upper panel). By contrast, the
line profiles for the low-mobility sample (Fig. 2(d)) sig-
nificantly change when taking the absolute values, such
that the peak structure near the high chemical poten-
tial side edge becomes obvious (bottom panel). For fur-
ther quantitative comparison of the peak structures in
the absolute line profile, the full width at half maximum
(WFWHM) and the position of the peak structures were
estimated, as shown in the inset of Fig. 2(f) and plotted
as horizontal bars and dots as the bulk ν and position
(y) (Fig. 2(f)), respectively. The good agreement of the
peak position for the high- and low-mobility sample ver-
ifies that the ν-dependence peak structure in the abso-
lute line profile for the low-mobility sample exhibits the
region of the innermost IC strip. Notably, the peak po-
sition for the low-mobility sample shows some deviation
at ν = 1.01. Close to ν = 1.0, the IC region, instead
of showing the IC strip near the edge, distributes into
the bulk region as evidenced by the absolute line pro-
file at ν = 1.01 for the low- (Fig. 2(d)) and high- (Fig.
2(c)) mobility samples. In the distributed IC region, es-
pecially for the low-mobility sample, the peak structure
is very broad and faint, probably leading to the error of
our estimated peak position.
Closer examination of the SGM pattern, as marked
by circles in Fig. 3(a) and 3(b), shows that the
size of the bright spot for the low-mobility sample is
smaller than that for the high-mobility sample. To ana-
lyze this trend quantitatively, the two-dimensional auto-
correlation function (G(x, y)) [31] of the SGM image was
calculated. The right insets of Fig. 3(a) and 3(b) show
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FIG. 3. (color online) Auto-correlation function obtained for
different mobility samples. (a) and (b) real-space SGM im-
ages taken at ν = 1.07 for high- and low-mobility samples,
respectively. Right insets of (a) and (b) represent the G(x, y)
of the SGM images. (c) Line profile of the G(x, y) section for
the high-mobility sample, which is taken from the peak of the
G(x, y). To avoid influence of the line pattern, the cross sec-
tion was taken in the vertical direction along the line pattern.
(d) Line profile through the G(x, y) peak for the low-mobility
sample.
the representative G(x, y) values which were calculated
for the SGM images taken at the ν = 1.07. The resulting
G(x, y) exhibits a disk pattern which reflects the strong
periodic patterns, such as the bright spots, observed in
the real-space images (marked by the red circle in Fig.
3(a) and (b)). Note that a line pattern overlapping the
disk pattern for the high-mobility sample (inset of Fig.
3(a)) is caused by the real-space line pattern overlapping
the bright spots. To compare the characteristics of the
real-space hot spots for the high- and low-mobility sam-
ples, the G(x, y) section was extracted across the disk
pattern along the dashed line. Figure 3(c) and 3(d) show
the obtained main peak around R = 0 with the smaller
satellite peaks. The averaged radius (r) of the bright
spot and averaged spacing (D) between the strong peri-
odic spots were estimated from the peak width at half
maximum of the main peak and the separation between
satellite peaks (Fig. 3(c) and 3(d)), respectively defined
by 2r and 2D − 4r [24, 32]. The estimated values are
r = 441 nm and D = 2.77 µm for the high-mobility
sample and r = 386 nm and D = 1.97 µm for the low-
mobility sample. These results indicate that the fine pat-
tern in the IC strip for the low-mobility sample is 12 %
smaller and 28 % denser than that for the high-mobility
sample.
The obtained fine structures can be interpreted as
the pronounced inter-LL scattering centers induced by
the disorder potential, which can have a sharper poten-
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FIG. 4. (color online) (a) The schematics of inter-LL with the
quantum dot state near the edge for the low-mobility sample.
Right inset is the schematic of QD states for two different level
alignments. The solid blue line indicates that the initially
QD state resides outside the ∆µ region. The blue dashed line
indicates the QD state brought into ∆µ by the tip gating. (b)
The annular patterns centered around the point (identified by
white crosses) located between the pronounced bright spot
patterns marked by the red arrows. The image was taken at
ν = 1.13 and includes a part of Fig. 2(a). The dashed white
longitudinal line indicates the sample mesa edge. Scale bar is
1 µm.
tial gradient and be denser in the low-mobility sample.
Such potential disorder is primarily induced by charged
impurities distributed inhomogeneously inside the low-
mobility sample. The disorder-induced potential gradi-
ent is significant in the IC region, while screened in the
compressible region. For instance, in Fig. 2(a), the bright
spot marked by the red arrow appears at the same po-
sition for ν = 1.07 and ν = 1.01 only when the IC strip
overlaps with the corresponding position, but it remains
invisible at ν = 1.13.
The local inter-LL scattering, causing the bright and
dark spots, can arise when the tip gating assists reso-
nance tunneling through a bound state, formed by an
impurity-induced potential [26, 33] within the IC strip,
for example, when the bound state induced by a positive
charged impurity, in other words a quantum dot (QD)
state, resides slightly lower than the chemical potential
energy window (∆µ = µ1 − µ2), as shown in Fig. 4(a).
The small effective potential mismatch between the tip
and sample can bring the state into ∆µ, enhancing the
inter-LL scattering, hence producing the bright spot. In
contrast, if the QD state that initially locates within ∆µ
can be detuned by the tip gating, it can result in the
suppression of inter-LL scattering, giving the dark spot
observed in the SGM image. An inhomogeneous distri-
bution of the impurities normal to the 2DEG induces a
QD with a different strength confinement. The result-
ing random distribution of the QD state in the same en-
ergy range in and near ∆µ accounts for the bright and
dark patterns observed, with almost the same probabil-
ity. This imaging mechanism is supported by the annu-
5lar patterns surrounding the centers marked by crosses in
Fig. 4(b), which can be seen in relatively weaker contrast
than the pronounced spot patterns (marked by arrows)
discussed so far. A similarly unusual pattern was pre-
viously observed by SGM measurement [26], and inter-
preted as the pattern around the scattering center due
to impurity induced resonance tunneling. The average
distance between the scattering centers, taking into ac-
count both the spot and annular patterns, is less than
half of the average distance of the pronounced periodic
patterns, estimated from G(x, y) (D = 1.97 µm), so that
the resultant scattering distance is less than the mean
free path estimated from the electron density and mo-
bility, l = hµe/e
√
ne/2pi = 1.79 µm. This trend agrees
with an analytical result of spin flip scattering between
spin-resolved edge channels [34], which is expected to be
larger than the impurity-induced scattering distance ob-
served at B = 0 T [35] due to suppression of scattering
in a high magnetic field [36]. Such a scenario is likely to
occur for the low-mobility sample in which the charged
impurities located in and near the 2DEG layer play an
important role.
In contrast, although there are smaller amounts of im-
purities in and near the quantum well, the dominant
source of disorder potential in the high-mobility sample
can be located relatively far from the 2DEG layer, for
instance, in the barrier layers. These types of impurities
may induce a potential gradient that is relatively smaller
than that induced by the excess Hall voltage imposed
by nonequilibrium transport. When this monotonic po-
tential is disturbed by the small tip potential, the total
tunneling current is strongly enhanced owing to its non-
linear characteristics [29]. Therefore, the bright IC strip
is pivotal for the high-mobility sample.
In conclusion, nonequilibrium transport assisted scan-
ning gate microscopy was successfully applied to detect
an IC strip in a low-mobility sample as well as high-
mobility sample. The disorder potential strongly modu-
lates the QH IC phase, providing significantly different
microscopic perspectives for the different mobility sam-
ples. This work can be extended to study the microscopic
influences of potential disorder on fractional quantum
Hall IC strips and IC domain structures [37].
We thank K. Muraki and NTT for supplying high-
quality wafers, K. Sato and K. Nagase for the sample
preparation. Y.H.W thanks the (MEXT) scholarship
from Japanese government. K.H. and T.T. acknowledge
the JSPS for financial support: KAKENHI 17H02728
and 18K04874, respectively. Y.H. acknowledges support
from the JSPS (KAKENHI 15H0587, 15K217270, and
18H01811). K.H. and Y.H. thank Tohoku University’s
GP-Spin program for support.
∗ yhwang.q@gmail.com
[1] M. Ko¨nig, M. Baenninger, A. G. F. Garcia, N. Harjee,
B. L. Pruitt, C. Ames, P. Leubner, C. Bru¨ne, H. Buh-
mann, L. W. Molenkamp, and D. Goldhaber-Gordon,
Physical Review X 3, 021003 (2013).
[2] S. Wu, V. Fatemi, Q. D. Gibson, K. Watanabe,
T. Taniguchi, R. J. Cava, and P. Jarillo-Herrero, Sci-
ence 359, 76 (2018).
[3] Y. Xing, F. Xu, Q. Sun, J. Wang, and Y. Yao, Journal
of Physics: Condensed Matter 30, 435303 (2018).
[4] C. Beenakker, Physical Review Letters 64, 216 (1990).
[5] A. Chang, Solid State Communizations 74, 871 (1990).
[6] D. B. Chklovskii, B. I. Shklovskii, and L. I. Glazman,
Physical Review B 46, 4026 (1992).
[7] T. Chakraborty and P. Pietila¨inen, The quantum Hall
effects: integral and fractional, Vol. 85 (Springer Science
& Business Media, 2013).
[8] K. Hashimoto, C. Sohrmann, J. Wiebe, T. Inaoka,
F. Meier, Y. Hirayama, R. A. Ro¨mer, R. Wiesendan-
ger, and M. Morgenstern, Physical Review Letters 101,
256802 (2008).
[9] S. Ilani, J. Martin, E. Teitelbaum, J. Smet, D. Mahalu,
V. Umansky, and A. Yacoby, Nature 427, 328 (2004).
[10] G. A. Steele, R. C. Ashoori, L. N. Pfeiffer, and K. W.
West, Physical Review Letters 95, 136804 (2005).
[11] M. Suddards, A. Baumgartner, M. Henini, and C. J.
Mellor, New Journal of Physics 14, 083015 (2012).
[12] K. Lai, W. Kundhikanjana, M. A. Kelly, Z. X. Shen,
J. Shabani, and M. Shayegan, Physical Review Letters
107, 176809 (2011).
[13] E. Ahlswede, P. Weitz, J. Weis, K. von Klitzing, and
K. Eberl, Physica B: Condensed Matter 298, 562 (2001).
[14] J. Weis and K. von Klitzing, Philosophical Transactions
of the Royal Society A: Mathematical, Physical and En-
gineering Sciences 369, 3954 (2011).
[15] A. Yacoby, H. Hess, T. Fulton, L. Pfeiffer, and K. West,
Solid State Communication 111, 1 (1999).
[16] N. Paradiso, S. Heun, S. Roddaro, L. Sorba, F. Beltram,
G. Biasiol, L. N. Pfeiffer, and K. W. West, Physical
Review Letters 108, 246801 (2012).
[17] A. Siddiki and R. R. Gerhardts, Physical Review B 70,
195335 (2004).
[18] A. C. Montes de Oca and D. Martinez-Pedrera, Physical
Review B 67, 245310 (2003).
[19] D. N. Sheng and Z. Y. Weng, Physical Review Letters
78, 318 (1997).
[20] A. H. MacDonald, K. L. Liu, S. M. Girvin, and P. M.
Platzman, Physical Review B 33, 4014 (1986).
[21] M. A. Paalanena, D. C. Tsui, A. C. Gossarda, and
J. C. M. Hwang, Solid State Communications 50, 841
(1984).
[22] C. L. Kane and E. J. Mele, Physical Review Letters 95,
226801 (2005).
[23] Y. Dubi, Y. Meir, and Y. Avishai, Physical Review B
74, 205314 (2006).
[24] M. R. Connolly, R. K. Puddy, D. Logoteta, P. Mar-
concini, M. Roy, J. P. Griffiths, G. A. C. Jones, P. A.
Maksym, M. Macucci, and C. G. Smith, Nano Letters
12, 5448 (2012).
[25] A. Baumgartner, T. Ihn, K. Ensslin, K. Maranowski, and
A. C. Gossard, Physical Review B 76, 085316 (2007).
6[26] M. T. Woodside, C. Vale, P. L. McEuen, C. Kadow, K. D.
Maranowski, and A. C. Gossard, Physical Review B 64,
041310 (2001).
[27] N. Pascher, C. Ro¨ssler, T. Ihn, K. Ensslin, C. Reichl, and
W. Wegscheider, Physical Review X 4, 011014 (2014).
[28] N. Aoki, C. R. d. Cunha, R. Akis, D. K. Ferry, and
Y. Ochiai, Physical Review B 72, 155327 (2005).
[29] T. Tomimatsu, K. Hashimoto, S. Taninaka, S. Nomura,
and Y. Hirayama, Physical Review Research 2, 013128
(2020).
[30] K. Gu¨ven, R. R. Gerhardts, I. I. Kaya, E. Sagol, B, and
G. Nachtwei, Physical Review B 65, 155316 (2002).
[31] I. Horcas, R. Ferna´ndez, J. Gomez-Rodriguez,
J. Colchero, J. Go´mez-Herrero, and A. Baro, Re-
view of scientific instruments 78, 013705 (2007).
[32] R. P. Heilbronner, Tectonophysics 212, 351 (1992).
[33] J. K. Jain and S. A. Kivelson, Physical Review Letters
60, 1542 (1988).
[34] Y. Acremann, T. Heinzel, K. Ensslin, E. Gini, H. Mel-
chior, and M. Holland, Physical Review B 59, 2116
(1999).
[35] M. Jura, M. Topinka, L. Urban, A. Yazdani, H. Shtrik-
man, L. Pfeiffer, K. West, and D. Goldhaber-Gordon,
Nature Physics 3, 841 (2007).
[36] T. Martin and S. Feng, Physical Review Letters 64, 1971
(1990).
[37] J. Hayakawa, K. Muraki, and G. Yusa, Nature Nanotech-
nology 8, 31 (2013).
