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2-user interference channel (IC). These results were extended for the case of output feedback in [4] . The constant gap result in [3] was strengthened in [5] , which characterized the sum capacity of the 3-user CZIC to within 0.5 bits for certain interference regimes, as well as the exact sum capacity for other interference regimes.
The results from [3] [4] [5] are limited to idealized settings in which the transmitters have perfect and instantaneous CSIT. But in mobile communication scenarios with short coherence blocks, often caused by a rapidly varying mobile environment, CSIT through feedback links can be outdated. In [6] , it was shown that even such delayed CSIT can be useful, and leads to a DoF improvement over the no CSIT scenario for the K -user multiple-input single-output (MISO) broadcast channel (BC). Moreover, the sum-DoF of the K -user MISO BC with delayed CSIT increases with the number of users (as O(K / log K )), a phenomenon that we also observe for the CZIC in this paper. The DoF regions of the 2-user multiple-input multipleoutput (MIMO) BC, IC and Z-interference channel (Z-IC) with delayed CSIT were characterized in [7] [8] [9] , respectively. The three-user MIMO BC, the K -user interference and X channels, the 2-user MIMO X channel, all under delayed CSIT, were addressed from a DoF perspective in [10] [11] [12] [13] (see also the references therein).
In this paper, we study the benefits of multiple transmit and receive antennas for the CZIC, under the separate assumptions of perfect and delayed CSIT. First, we present a general outer bound for the K -user MIMO CZIC with an arbitrary number of antennas at each node, under both perfect and delayed CSIT assumptions. Then, for both CSIT regimes, we characterize the DoF region of the 3-user symmetric MIMO CZIC, where each transmitter has M antennas and each receiver has N antennas. 1 We also characterize the symmetric DoF, i.e., the maximum per-user DoF when all users have the same DoF, and the sumDoF of the K -user symmetric MIMO CZIC, and observe that the sum-DoF scales linearly with the number of users in both CSIT regimes, where the symmetric DoF is also the optimal scaling factor.
The channel model is presented in the next section, followed by the main results of the paper in Section III. The achievability schemes with perfect CSIT are described in Section IV. For delayed CSIT, the achievability scheme is illustrated for three users with an example in Section V, and its generalization to K -users is described in the Appendix. We conclude the paper in Section VI.
II. THE CHANNEL MODEL
The K -user CZIC consists of K transmitter-receiver pairs, such that each transmitter T i , i ∈ {0, 1, . . . , K − 1} interferes with the receiver R i−1 , in a cyclic manner. As an example, the 3-user CZIC is shown in Fig. 1 . We consider here the K -user MIMO CZIC, where each transmitter T i has M i antennas and receiver R i has N i antennas. Each transmitter T i has a unicast message W i for its paired receiver R i , where i ∈ Z K (integers modulo K ). The signal at receiver R i , i ∈ Z K , at time t, is:
is the additive Gaussian noise at R i . All transmitters have a power constraint of P, i.e., E(||X i (t)|| 2 ) ≤ P. All entries of all channel matrices are independent and identically distributed (i.i.d.), and also, the channel matrices and the Gaussian noise are assumed to be i.i.d. across time and independent of each other.
All receivers have perfect and instantaneous knowledge of all the channel matrices. The decoding function at receiver
W i is the decoded message at R i . With perfect CSIT, all the transmitters know all the channel matrices perfectly and instantaneously. The encoding function at T i with perfect
Under the delayed CSIT assumption, the transmitters know all the channel matrices after a finite delay of d time slots i.e., the transmitters learn the channel matrix H i j (n) at time n +d. Without loss of generality, we assume the delay to be d = 1. In other words, the encoding function at time t at transmitter T i is f i,t W i , {H kl (τ )} t −1 τ =1 , where k ∈ Z K and l = k ⊕ 1. Any achievable scheme that assumes a unit delay can be extended to a general delay d by coding over coherence blocks that are d blocks apart.
A rate tuple ((R 0 (P), R 1 (P), . . . , R K −1 (P)), where R i (P) = log(|W i |)/n, with |W i | being the cardinality of the message set W i , is achievable if there exists a codeword spanning n channel uses, with a transmit power constraint of P, such that the probability of error at all receivers goes to zero as n → ∞. The region of all such achievable rate tuples is known as the capacity region C(P), and the degrees of freedom region is defined as the pre-log factor of the capacity region i.e.,
The maximum sum-DoF is defined as
The symmetric DoF d is defined as the maximum DoF achievable by each user when the DoF of all the users are equal i.e., 
III. MAIN RESULTS
An outer bound for the DoF region of the K -user CZIC with delayed CSIT is given by (1), (2) and the following inequality:
Proof: The outer bound (1) is just the single-user MIMO point-to-point outer bound.
We prove the outer bound (2) with a genie-aided argument. Except for R 0 , a genie provides each receiver R i , i ∈ {1, 2, . . . , K − 1}, with the transmitted signal X i⊕1 from its respective interfering transmitter, which does not decrease the DoF region. This allows every receiver besides R 0 to cancel its interference, and we can thus get rid of all interference links except for H 01 , without shrinking the DoF region. We thus have separate MIMO point-to-point channels for users 2 to K −1, and a MIMO Z-IC, consisting of users 0 and 1 and containing the interference link from T 1 to R 0 . The sum-DoF outer bound for this MIMO Z-IC with perfect CSIT is given in [15] :
Using the same genie-aided argument to isolate the other K − 1 constituent Z-ICs, the outer bound (2) is proved for each i . The perfect CSIT outer bounds (1) are (2) are clearly also applicable for delayed CSIT. The proof of the outer bound (3) employs the same genie-aided argument used earlier to separate the CZIC into K − 2 MIMO point-to-point channels (consisting of users 2 to K − 1) and a MIMO Z-IC (consisting of users 0 and 1 and containing the interference link from T 1 to R 0 ), both with delayed CSIT. In [9] , we show that the DoF region of the (M 0 , M 1 , N 0 , N 1 ) MIMO Z-IC with delayed CSIT, where the two transmitters have M 0 and M 1 antennas, respectively, and the two receivers have N 0 and N 1 antennas, respectively, is outer bounded by the inequality:
By using a similar argument to isolate the other constituent Z-ICs, we prove inequality (3) 
Proof: The outer bounds (4) and (5) follow from Theorem 1, since
To prove the inner bound, we develop achievability schemes in Section IV. Since these schemes achieve the outer bound region for all values of the (M, N) tuple, the inner and outer bounds coincide, thus proving the theorem.
Theorem 3: The DoF region of the 3-user (M, N)-CZIC with delayed CSIT is given by the following inequalities:
Proof: The outer bounds follow from Theorem 1, since
The communication schemes that utilize delayed CSIT to achieve the outer bound region given by inequalities (6)- (8), for all (M, N), are illustrated with examples in Section V, and the general scheme is described in the Appendix. Since the inner and outer bounds coincide, the theorem is proved.
Next, we characterize the symmetric DoF and the maximum sum-DoF of the K -user (M, N)-CZIC for both perfect and delayed CSIT.
Theorem 4: The symmetric DoF of the K -user (M, N)-CZIC with perfect CSIT is
The symmetric DoF of the K -user (M, N)-CZIC with delayed CSIT is
. (10) Proof: For both perfect and delayed CSIT assumptions, the outer bounds for the symmetric DoF are obtained from Theorem 1, with (1) and (2) results in the perfect CSIT symmetric DoF outer bound (9) . Similarly, the delayed CSIT symmetric DoF outer bound (10) is obtained by substituting (2) and (3).
In Section IV, we describe the perfect CSIT communication schemes that achieve the K -user symmetric DoF (9) for all values of M and N. For delayed CSIT, we find from the discussion in Section V that a new communication scheme is required to achieve the symmetric DoF tuple (10) only when 1 < M N ≤ 2, which we develop in the Appendix. For all other ranges of M N , the details of achieving the K -user delayed symmetric DoF (10) are given in Section V. Since the outer bound is achieved for both perfect and delayed CSIT, the theorem is proved.
Corollary 1: For the K -user (M, N)-CZIC, the maximum sum-DoF with perfect CSIT is
and the maximum sum-DoF with delayed CSIT is
Proof: We substitute M i = M and N i = N in the outer bounds (1), (2) and (3) in Theorem 1. By adding the inequalities in (1) and (2) separately for all i ∈ Z K , (11) is proven to be an outer bound for the sum-DoF of the K -user (M, N)-CZIC with perfect CSIT. Additionally, including the inequalities in (3) in the summation, ∀i ∈ Z K , (12) is proved to be an outer bound for the sum-DoF with delayed CSIT.
The outer bound is achieved by the symmetric DoF tuple, for both perfect and delayed CSIT, as shown in Theorem 4.
IV. ACHIEVABILITY SCHEME -PERFECT CSIT
In this section, we propose communication schemes that achieve all but the symmetric corner points of the DoF region of the 3-user (M, N)-CZIC with perfect CSIT, given in Theorem 2. In the case of the symmetric DoF corner point, we provide the communication scheme for the K -user 
The only non-trivial 3-user DoF tuple (M, M, M) is a special case of the K -user symmetric DoF tuple (M, M, . . . , M) in (9), which is easily achievable, since each receiver has 
enough antennas (N ≥ 2M) to decode its M data symbols (DSs) after projecting its received signal onto the orthogonal complement of the subspace spanned by the M interference symbols. The directions along which the desired symbols lie are linearly independent by the assumption of i.i. The outer bound for the DoF region of the 3-user CZIC is given by the following inequalities:
The corner points of the above DoF outer bound region are the DoF tuples Fig. 2 ). Of these, the first three DoF tuples are all easily achievable, since each receiver possesses enough antennas to project out the interference and recover its desired signals. The 3-user symmetric DoF tuple is a special case of the symmetric K -user DoF tuple 
its own receivers, while each of the odd numbered transmitters transmit N − M DSs, using only its first N − M antennas. When K is even, each receiver possesses enough antennas to project out the interference and recover its desired signals, all of which are received in linearly independent directions. Thus, when the number of users K is even, the even numbered receivers each project out the N − M interference symbols and decode their own M DSs, while each of the odd numbered receivers similarly projects out M interference symbols and decodes it own N − M DSs.
In the case of odd K , every receiver except the last one, i.e., R K −1 , has enough antennas to decode its own DSs in the first time slot, by projecting the received signal on to a subspace orthogonal to that spanned by the interference symbols, as described earlier. The situation at R K −1 is more interesting, since the number of receive antennas N (which is less than 2M) is not enough to separate out its own M DSs from the M interference symbols from T 0 . To facilitate subsequent decoding, R K −1 applies a unitary transformation B (t), which is calculated from the direct channel matrix from T K −1 to R K −1 , i.e,. H K −1,K −1 (t), as follows. Let the singular value decomposition (SVD) of this channel matrix be At t = 2, the roles of odd and even transmitters are reversed, with the even transmitters transmitting N − M new DSs each (using the first N − M antennas) and the odd transmitters sending M new DSs each (using all antennas), meant for their own receivers. Additionally, in the case of odd K , transmitter T 0 also uses its remaining 2M − N antennas to transmit the LCs that we denoted as I 0 . These LCs are already known at R 0 and are easily subtracted from its received signal at t = 2.
Except for receiver R K −1 when K is odd, each receiver has enough antennas to project out its interference symbols and decode its own DSs. When K is odd, R K −1 sees N − M new DSs from its paired transmitter T K −1 , 2M−N useful LCs from T 0 (denoted earlier as I 0 ), and N − M interference symbols, again from T 0 . To remove the interference, R K −1 projects its received signal onto a M-dimensional subspace orthogonal to that spanned by the N − M interference symbols. From this projected signal, it can learn its own new DSs and all the LCs in the set I 0 , all of which lie along linearly independent directions. As explained earlier, it can combine the knowledge of I 0 and the N − M LCs of the interfering symbols from T 0 in the first time slot to learn and cancel all its interference from t = 1. After canceling this interference, R K −1 can decode all its M DSs from the first time slot.
Thus, at the end of two time slots, each receiver decodes N DSs (M from one time slot and N − M from the other), and we thus achieve the Remark 1: The achievability scheme described here to achieve the Remark 2: Since transmit zero-forcing is not used in any of the above achievability schemes, i.e., when M ≤ N, the same schemes can be used even with no CSIT. Thus, the perfect CSIT DoF region is achievable with no CSIT, when M ≤ N.
The outer bound for the DoF region of the 3-user (M, N)-CZIC is now given by the inequality:
The only DoF tuple of interest, i.e., (N, N, N) , is a special case of the symmetric DoF tuple (N, N, . . . , N) for the K -user CZIC, which is achieved when each transmitter T i , i ∈ Z K , transmits N DSs in the null space of its cross-link.
Case 4) 1 < M N ≤ 2: In this case, the outer bound for the DoF region is given by the inequalities: The even numbered receivers, except R K −1 when K is odd, see no interference at t = 1, since all the interfering symbols are transmitted in the null space of their respective interfering link. Thus, these receivers use their N antennas to decode all their own DSs by inverting the direct channel. Similarly, each of the odd numbered receivers sees M − N DSs from its paired transmitter and 2N −M interference DSs (those not transmitted in the null space) from its interfering transmitter, all of which are received along linearly independent directions, and each of these receivers thus has enough antennas to project out the interference and decode its own DSs. The interesting situation occurs at R K −1 when K is odd, since it does not have enough antennas to separate out the N DSs of its own and 2N − M interference symbols from T 0 . If R K −1 can learn these 2N −M interference DSs in the next time slot, it can cancel out the interference and decode its own N DSs.
The DoF tuples (N, M − N, M − N), (M − N, N, M − N), (M − N, M − N, N) and the symmetric tuple
At t = 2, the transmission strategy is complementary to that of the first time slot. The odd numbered transmitters transmit N new DSs each, of which M − N DSs are in the null space of the respective cross-link, and the even numbered transmitters transmit M − N new DSs each, all of which are in the null space of the respective cross-link. Additionally, when K is odd, T 0 also retransmits the 2N − M DSs that caused interference at R 0 in the first time slot. Since these DSs have already been decoded at R 0 at t = 1, they are cancelled from R 0 's received signal. The decoding strategy for the odd and even numbered receivers, except for R K −1 when K is odd, is also complementary to that of the first time slot. The even receivers project out the 2N − M interference symbols to decode M − N DSs of their own, while odd receivers, which face no interference, decode the new N DSs by inverting the channel from its paired receiver. When K is odd, R K −1 has enough antennas to decode its own M − N DSs, as well as to learn the 2N − M DSs from T 0 , and can now cancel the interference seen previously at t = 1 and decode its intended DSs from the first time slot.
Thus, each receiver successfully decodes M intended DSs (N DSs from one time slot and M − N from the other), and we achieve the K -user symmetric DoF tuple TABLE I COMMUNICATION SCHEME USING DELAYED CSIT THAT ACHIEVES 6 5 , 6 5 , 6 5 dof FOR THE 3-USER (3, 2)-CZIC N = 2 example, relegating the proof of the general case to the Appendix (hence, completing the proofs of Theorem 3 and Theorem 4). We propose next the schemes for the 3-user CZIC on a case-by-case basis below.
Case 1) M N ≤ 1: As discussed in Remark 2, the communication schemes that achieve the perfect CSIT DoF region when M ≤ N also work without CSIT, and hence, a fortiori, with delayed CSIT. Thus, in this case, the DoF region of the 3-user CZIC with delayed CSIT is the same as the perfect CSIT DoF region. Similarly, the symmetric DoF of the K -user CZIC with delayed CSIT is the same as the perfect CSIT symmetric DoF. 2N 3 can be achieved by switching off the extra antennas and using the K -user communication scheme described in the Appendix, with M = 2N.
In this case, the DoF outer bound region for the 3-user CZIC is given by the following inequalities:
The important corner points of the DoF outer bound region, shown in The first three DoF tuples can be achieved by using the delayed CSIT achievability schemes developed for the MIMO Z-IC in [9] (by switching off the user with zero DoF), for which we refer the reader to [9] . 
For the symmetric DoF-tuple, we design a communication scheme that generalizes to the K -user 5 , and defer a description of the general scheme to the Appendix.
In the scheme described next, and summarized in Table I , each row in the table corresponding to T i denotes one transmit antenna at that transmitter, and each row corresponding to R i denotes one receive antenna at that receiver, ∀i ∈ set a i , a i+1 , . . . , a j .
The scheme consists of two phases, with the first phase divided into two sub-phases of 2 time slots each, and the second phase containing only one time slot. Thus, the whole communication scheme lasts for 5 time slots, in which each transmitter manages to transmit 6 DSs to its paired receiver.
Data Transmission Phase
This phase is designed to allow each transmitter to transmit all its DSs before proceeding to the next phase. At any time, only one receiver sees signals from two different transmitters, and the role of interference is thus minimized. The phase is sub-divided into sub-phases, such that, at the end of each subphase, only R 0 sees interference that it is unable to cancel in this phase. This simplifies the interference cancellation process in the next phase, by focusing the effort on one receiver. Other receivers learn clean linear combinations of DSs intended for their neighboring receivers, and this knowledge is used in the next phase to do interference alignment.
The first phase lasts for 4 time slots, and is subdivided into two sub-phases of 2 time slots each. We describe only the first sub-phase, since the other sub-phase is designed similarly. The first time slot of each sub-phase, e.g., t = 1 of sub-phase 1, is reserved for transmission by the even numbered transmitters T 0 and T 2 . Each of these transmitters uses its 3 antennas to transmit 3 new DSs, while T 1 remains silent. Thus, at t = 1, T 0 and T 2 transmit a [1 : 3] and c [1 : 3], respectively. R 0 thus learns only two linearly independent (with probability 1) LCs k [1 : 2] of its own DSs a [1 : 3] , and requires another linearly independent LC e.g., k 3 seen at R 2 , to decode all its DSs. The second time slot of this sub-phase is designed to provide R 0 with this additional LC, albeit mixed with interference which will be canceled later in the second phase. In this time slot, R 2 is the only receiver that receives LCs from two transmitters. R 2 sees two linearly independent LCs m [1 : 2] of its own DSs c [1 : 3] , along with interference from T 0 consisting of the LCs k [3 : 4] . To be able to learn LCs solely of its own DSs, R 2 requires knowledge of this interference, which it receives in the second time slot of this sub-phase. Moreover, it requires an additional LC of c [1 : 3], e.g., m 3 seen at R 1 , to decode all its own DSs. This additional LC will be transmitted by T 2 in the second phase.
In the second time slot t = 2 of this sub-phase, transmission is restricted to all odd numbered transmitters, i.e., T 1 for the 3-user CZIC, and additionally, T 0 . From delayed CSIT, T 0 learns the interference LCs k [3 : 4] seen at R 2 in the previous time slot, and transmits these two LCs using its first two antennas. T 1 transmits its own DSs b [1 : 3] using all its three antennas.
R 0 receives a linear combination of the two LCs k [3 : 4]. To illustrate the situation at R 0 at t = 2, we use a convenient shorthand in Table I , where we separately depict k 3 3 , to decode all its DSs. As pointed out previously, l 3 is also useful at R 0 , and the second phase is designed to provide l 3 to both the receivers. R 2 , which saw interference k [1 : 2] from T 0 in the previous time slot, now receives two linear combinations of k 1 and k 2 , from which it is able to learn k [1 : 2]. We depict this in Table I using our previous shorthand, by showing k 1 and k 2 separately at the two antennas. Now, R 2 can cancel out the interference from t = 1 to learn m [1 : 2] .
Thus, at the end of the first sub-phase, all the three receivers know two LCs of their own DSs, i.e., R 0 , R 1 and R 2 learn k 
Data Disambiguation Phase
This phase, lasting only one time slot t = 5, provides each receiver with the additional LCs required to decode all its own DSs. It also provides R 0 with the information needed to cancel out the interference from the previous phase. This phase uses delayed CSIT to align the interference with the previous phase.
Through delayed CSIT, the transmitters T 1 and T 2 learn the LCs of their own DSs seen at R 0 and R 1 respectively in the previous phase. After learning these LCs, T 1 transmits l 3 and l 3 using its first two antennas, and T 2 transmits m 3 and m 3 (again using its first two antennas). T 0 remains silent. R 0 , which sees two linear combinations of l 3 and l 3 on its two antennas, learns both l 3 and l 3 . R 0 next uses this knowledge to cancel interference from the previous time slots, specifically t = 2 and t = 4, to obtain the remaining required LCs k 3 (from t = 2) and k 3 (from t = 4). Thus, R 0 is now able to decode all its six DSs a 
