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Abstract
The aim of this thesis is to study profinite groups of type FPn. These are
groups G which admit a projective resolution P of Zˆ as a ZˆJGK-module such
that P0, . . . , Pn are finitely generated, so this property can be studied using the
tools of profinite group cohomology.
In studying profinite groups it is often useful to consider their cohomology
groups with profinite coefficients, but pre-existing theories of profinite cohomol-
ogy do not allow profinite coefficients in sufficient generality for our purposes.
Therefore we develop a new framework in which to study the homology and
cohomology of profinite groups, which allows second-countable profinite coeffi-
cients for all profinite groups. We prove that many of the results of abstract
group cohomology hold here, including Shapiro’s Lemma, the Universal Coeffi-
cient Theorem and the Lyndon-Hochschild-Serre spectral sequence.
We then use these homology and cohomology theories to study how being of
type FPn controls the structure of a profinite group, and vice versa. We show for
all n that the class of groups of type FPn is closed under extensions, quotients
by subgroups of type FPn, proper amalgamated free products and proper HNN-
extensions, and hence that elementary amenable profinite groups of finite rank
are of type FP∞. We construct profinite groups of type FPn but not FPn+1 for
all n. Finally, we develop the theory of signed profinite permutation modules,
and use these as coefficients for group cohomology to show that torsion-free
soluble pro-p groups of type FP∞ have finite rank.
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Introduction
0.1 Overview
Profinite groups arise naturally whenever inverse limits of finite groups appear.
The original motivation for their study comes from Galois groups: every Galois
group can be thought of as a profinite group, and vice versa. These groups are
now widely studied, both in their own right, and for their applications to the rest
of group theory, where profinite completions characterise the finite quotients of
a group.
Cohomology has been an important tool for studying mathematical objects
since its development in the first half of the twentieth century. In the case of a
group G, one can often recover group properties by considering its cohomology
groups Hn(G,M), where M is a G-module: see [4]. The theory of group coho-
mology has an analogue in the profinite setting. The earliest exposition of the
subject is in [27], where Serre studies Hn(G,M) for G a profinite group and M
a discrete G-module. More recently, Symonds and Weigel in [31] have consid-
ered the case where G is virtually pro-p of type FP∞ and M is a ZpJGK-module
which is either profinite or discrete.
However, the categories of modules in both [27] and [31] do not contain
enough information for some purposes. In the former, usefulness is sacrificed for
the expediency of having a nice coefficient category in which to work; it cannot
give profinite analogues of many results in abstract group cohomology because
it does not contain any profinite modules, in particular the group ring ZˆJGK
itself. The latter paper is an attempt to fill these deficiencies, in the case of pro-
p groups of type FP∞, by introducing the Pontryagin category, tailored to deal
with Pontryagin duality groups: an exact category which does contain ZpJGK.
It is not abelian and has neither enough projectives nor enough injectives, and
therefore once again some basic tools from abstract group cohomology do not
apply here.
There are applications for a more complete framework for the study of profi-
nite group cohomology. Here, after developing new, well-behaved categories of
topological ZˆJGK-modules and using them to develop a theory of profinite group
(co)homology which extends the previously existing work, we use this theory to
study the type FPn property for profinite groups.
Recall that an abstract group G is said to be of type FPn over Z, or just
of type FPn, if Z has a projective resolution which is finitely generated for the
first n steps, considered as an Z[G]-module with trivial G-action. This algebraic
condition corresponds roughly to the geometric condition of G having a model
for the classifying space which has finite n-skeleton (though there are differences
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in low dimensions). This condition generalises in a natural way to the profinite
case, by replacing Z and Z[G] with Zˆ and ZˆJGK. It is well-known that the class
of groups of type FPn is closed under extensions, and under quotients by groups
of type FPn [1, Proposition 2.7]. This was also known in the pro-p case, by [31,
Proposition 4.2.3]. However, no results of this kind were previously known for
profinite groups.
In the abstract case, particularly for certain classes of groups, being of type
FPn places strong constraints on the group structure. In the case n = 1, it is
well-known that a group is of type FP1 if and only if it is finitely generated. This
is also the case for pro-p groups by [23, Theorem 7.8.1], [31, Proposition 4.2.3].
In the case n =∞, every polycyclic group is of type FP∞, by [1, Examples 2.6],
while in the opposite direction a soluble group of type FP∞ is constructible by
[19, Corollary to Theorem B].
A primary aim of this thesis is to understand the relationship between the
type FPn conditions for profinite groups and the group-theoretic structure, and
we obtain results which are often, though not entirely, analogous to those proved
for abstract groups.
0.2 Structure of this Thesis
We begin by developing the theoretical background necessary for the applica-
tions of our theory to the study of profinite groups, which takes place primarily
in the last two chapters.
Chapter 1 takes a category-theoretic approach to defining derived functors,
first over quasi-abelian categories, then over functor categories EI , where E is
abelian and I is any small category. The process of deriving functors over quasi-
abelian categories is well understood, but less well known than the abelian case,
so we include the relevant background here. The failure of these categories to be
abelian means that the derived functors of a functor F : E → F between quasi-
abelian categories do not have as F as their codomain, but rather the heart
of t-structure on the category of cochain complexes in F . The case of functor
categories presents no new challenges, but we include the work here because we
have been unable to find a satisfactory reference which treats the situation in
full generality.
In Chapter 2 we develop the basic properties of topological modules over
topological rings from scratch, covering such topics as the existence of limits
and colimits, free topological modules, tensor products and the compact-open
topology on groups of homomorphisms. We then specialise in Section 2.2 to the
case of profinite rings Λ, and study modules over them with particular topolo-
gies: in this way, the category of profinite Λ-modules is defined as the image
of a profinite completion functor from the category of topological Λ-modules
which makes the profinite Λ-modules into a reflective subcategory, and simi-
larly the category of Λ-discrete modules is defined as the image of a functor
which makes them into a coreflective subcategory of the topological Λ-modules.
Through these functors, certain properties proved for categories of topologi-
cal Λ-modules carry over to the profinite case. As far as we know, this is the
first time the theory of profinite and discrete modules for profinite rings has
been approached through this use of adjoint functors. In Section 2.3 we ex-
tend the classical theory of profinite and discrete Λ-modules to larger categories
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of topological modules: the ind-profinite and pro-discrete Λ-modules. Many
desirable properties carry over to these larger categories, including the former
having enough projectives and the latter enough injectives, and the existence of
a Pontryagin duality between them.
Chapter 3 combines the work of the previous two chapters to define Ext and
Tor functors over profinite rings. Corresponding to the several different cate-
gories of topological Λ-modules considered in the previous chapter, there are
several different possible definitions for the Ext and Tor functors. We first con-
sider those involving the abelian categories of profinite and discrete Λ-modules –
these are well known, and we simply give the necessary definitions – before going
on to investigate the properties of Ext and Tor defined over the quasi-abelian
categories of ind-profinite and pro-discrete Λ-modules. We show that Pontrya-
gin duality gives a duality between Ext and Tor in this case (Lemma 3.2.2), and
that Qp is acyclic for Ext in the sense that ExtnZˆ(Qp,−) = ExtnZˆ(−,Qp) = 0 for
n 6= 0, although Qp is not projective or injective (Lemma 3.2.6). We then spe-
cialise to consider profinite group homology and cohomology with ind-profinite
and pro-discrete coefficients, respectively, and prove analogues of the Univer-
sal Coefficient Theorem in Theorem 3.3.4, Shapiro’s Lemma in Theorem 3.3.10
and the Lyndon-Hochschild-Serre spectral sequence in Theorem 3.3.12. We fin-
ish the chapter by comparing the various definitions of Ext and Tor we have
considered, and show that in many cases they are isomorphic.
In the following chapters, we apply this theory to study profinite groups of
type FPn. In Chapter 4 we derive necessary and sufficient homological and co-
homological conditions for profinite groups and modules to be of type FPn over
a profinite ring R, analogous to the Bieri-Eckmann criteria for abstract groups:
Theorem 4.2.2. This generalises the work of Symonds-Weigel [31, Proposition
4.2.3], giving a necessary and sufficient condition for (virtually) pro-p groups to
be of type FPn. We use these to prove that the class of groups of type FPn
is closed under extensions, quotients by subgroups of type FPn, proper amal-
gamated free products and proper HNN-extensions, for each n (Theorem 4.3.8,
Proposition 4.3.11, Proposition 4.3.14). We show, as a consequence of this, that
by Proposition 4.4.2 elementary amenable profinite groups of finite rank are of
type FP∞ over all profinite rings R. For any class C of finite groups closed
under subgroups, quotients and extensions, we also construct pro-C groups of
type FPn but not of type FPn+1 over ZCˆ for each n in Proposition 4.4.6.
Finally, in Chapter 5 we construct a large class of profinite groups L̂′HRF,
including all soluble profinite groups and profinite groups of finite cohomological
dimension over R. We study the properties of a class of profinite RJGK-modules
called signed permutation modules, and use these to show in Theorem 5.5.2
that, if G ∈ L̂′HRF is of type FP∞ over R, then there is some n such that
HnR(G,RJGK) 6= 0. We can then extend the work of King, who shows in [17,
Corollary D] that an abelian-by-(poly-procyclic) pro-p group of type FP∞ over
Zp has finite rank, by deducing in Theorem 5.6.9 that torsion-free soluble pro-p
groups of type FP∞ over Zp have finite rank, thus answering the torsion-free
case of a conjecture of Kropholler, [23, Open Question 6.12.1]. We finish the
chapter by adapting a construction of Damian in [10] to exhibit a profinite group
of type FP∞ which is not countably based (and hence not finitely generated),
and by showing that a natural analogue of the usual condition measuring when
pro-p groups are of type FPn fails for general profinite groups.
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Chapter 1
Derived Functors
1.1 Quasi-Abelian Categories
A preadditive category is a category enriched over the category Ab of abelian
groups; that is, one in which every set of morphisms mor(A,B) is an abelian
group, such that composition of morphisms is distributive over addition. In
other words, a morphism B → B′ induces a homomorphism mor(A,B) →
mor(A,B′) of abelian groups, and similarly a morphism A′ → A induces a
homomorphism mor(A,B) → mor(A′, B). Over preadditive categories we can
define additive functors: functors F enriched over Ab, so that mor(A,B) →
mor(F (A), F (B)) is a group homomorphism.
An additive category is a preadditive category that has a zero object (that is,
an object that is both terminal and initial in its category) and finite products;
it follows that any finite product is the coproduct of the same objects. Over
additive categories we can define kernels and cokernels of morphisms; see [32,
Appendix A].
Suppose now that E is an additive category with kernels and cokernels. Given
a morphism f : A→ B in E , we write coim(f) = coker(ker(f)) for the coimage
of f and im(f) = ker(coker(f)) for the image of f . Now f induces a unique
canonical map g : coim(f)→ im(f) such that f factors as
A→ coim(f) g−→ im(f)→ B,
and if g is an isomorphism we say f is strict. We say E is a quasi-abelian category
if it satisfies the following two conditions:
(QA) in any pull-back square
A′
f ′ //

B′

A
f // B,
if f is strict epic then so is f ′;
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(QA∗) in any push-out square
A
f //

B

A′
f ′ // B′,
if f is strict monic then so is f ′.
The names of these axioms are taken from [26, Definition 1.1.3]. In a quasi-
abelian category, the canonical map coim(f)→ im(f) is always a bimorphism.
Finally, an abelian category is a quasi-abelian category in which all maps
are strict.
Abelian categories are the usual setting for performing homological algebra,
but the weaker axioms of quasi-abelian categories allow most of the same results
to be proved in this context. We give a brief sketch of the machinery needed to
derive functors in quasi-abelian categories. See [22] and [26] for details.
To establish a notational convention: in a chain complex (A, d) in a quasi-
abelian category, unless otherwise stated, dn will be the map An+1 → An.
Dually, if (A, d) is a cochain complex, dn will be the map An → An+1.
Given a quasi-abelian category E , let K(E) be the category whose objects are
cochain complexes in E and whose morphisms are maps of cochain complexes
up to homotopy; this makes K(E) into a triangulated category. Given a cochain
complex A in E , we say A is strict exact in degree n if the map dn−1 : An−1 → An
is strict and im(dn−1) = ker(dn). We say A is strict exact if it is strict exact in
degree n for all n. Then, writing N(E) for the full subcategory of K(E) whose
objects are strict exact, we get that N(E) is a null system, so we can localise
K(E) at N(E) to get the derived category D(E). We also define K+(E) to be the
full subcategory of K(E) whose objects are bounded below and K−(E) to be the
full subcategory whose objects are bounded above, and write D+(E), D−(E) for
their localisations, respectively. We say a map of complexes in K(E) is a strict
quasi-isomorphism if its cone is in N(E).
Defining derived functors in quasi-abelian categories uses the machinery of
t-structures: for background on these, see [22, Section 1.3]. Every t-structure
on a triangulated category has a heart, which is, crucially, an abelian category.
There are two natural t-structures on D(E), the left t-structure and the right t-
structure, and correspondingly a left heart LH(E) and a right heartRH(E). The
t-structures and hearts are dual to each other in the sense that there is a natural
isomorphism between LH(E)op and RH(Eop) induced by a natural isomorphism
between D(E)op and D(Eop) (one can check that Eop is quasi-abelian), so we can
restrict investigation to LH(E) without loss of generality. By general category
theory, LH(E) is an abelian category. Explicitly, LH(E) is the full subcategory
of D(E) whose objects are strict exact in every degree except 0, and the functor
LH0 : D(E)→ LH(E)
is given by
0→ coim(d−1)→ ker(d0)→ 0.
Every object of LH(E) is isomorphic to a complex
0→ E−1 f−→ E0 → 0
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of E with E0 in degree 0 and f monic. Let I : E → LH(E) be the functor given
by
E 7→ (0→ E → 0)
with E in degree 0. Let C : LH(E)→ E be the functor given by
(0→ E−1 f−→ E0 → 0) 7→ coker(f).
Proposition 1.1.1. I is fully faithful and right adjoint to C. In particular,
identifying E with its image under I, we can think of E as a reflective subcategory
of LH(E). Moreover, given a sequence
0→ L→M → N → 0
in E, its image under I is a short exact sequence in LH(E) if and only if the
sequence is short strict exact in E.
The functor I induces functors D(I) : D(E) → D(LH(E)) and D−(I) :
D−(E)→ D−(LH(E)).
Proposition 1.1.2. D(I) and D−(I) are equivalences of categories which ex-
change the left t-structures of D(E) and D−(E) with the standard t-structures of
D(LH(E)) and D−(LH(E)), respectively.
Thus there are cohomological functors LHn : D(E)→ LH(E), so that given
any distinguished triangle in D(E) we get long exact sequences in LH(E). Given
an object (A, d) ∈ D(E), LHn(A) is the complex
0→ coim(dn−1)→ ker(dn)→ 0
with ker(dn) in degree 0.
Everything for RH(E) is done dually, so in particular we get:
Lemma 1.1.3. The functors RHn : D(Eop) → RH(Eop) can equivalently be
defined as (LH−n)op : D(E)op → RH(E)op.
As for PD(Λ), we say an object I of E is injective if, for any strict monomor-
phism E → E′ in E , any morphism E → I extends to a morphism E′ → I, and
we say E has enough injectives if for every E ∈ E there is a strict monomorphism
E → I for some injective I.
Proposition 1.1.4. E has enough injectives if and only if RH(E) does.
Suppose that E has enough injectives. Write I for the full subcategory of E
whose objects are injective in E .
Proposition 1.1.5. Localisation at N+(I) gives an equivalence of categories
K+(I)→ D+(E).
We can now define derived functors in the same way as the abelian case.
Suppose we are given an additive functor F : E → E ′ between quasi-abelian
categories. Let Q : K+(E)→ D+(E) and Q′ : K+(E ′)→ D+(E ′) be the canonical
functors. Then the right derived functor of F is a triangulated functor
RF : D+(E)→ D+(E ′)
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(that is, a functor compatible with the triangulated structure) together with a
natural transformation
t : Q′ ◦ K+(F )→ RF ◦Q
satisfying the property that, given another triangulated functor
G : D+(E)→ D+(E ′)
and a natural transformation
g : Q′ ◦ K+(F )→ G ◦Q,
there is a unique natural transformation h : RF → G such that g = (h ◦ Q)t.
Clearly if RF exists it is unique up to natural isomorphism.
Suppose we are given an additive functor F : E → E ′ between quasi-abelian
categories, and suppose E has enough injectives.
Proposition 1.1.6. For E ∈ K+(E) there is an I ∈ K+(E) and a strict quasi-
isomorphism E → I such that each In is injective and each En → In is a strict
monomorphism.
We say such an I is an injective resolution of E.
Proposition 1.1.7. In the situation above, the right derived functor of F exists
and RF (E) = K+(F )(I) for any injective resolution I of E.
We write RnF for the composition RHn ◦RF .
This construction generalises to the case of additive bifunctors F : E ×E ′ →
E ′′ where E and E ′ have enough injectives: the right derived functor
RF : D+(E)×D+(E ′)→ D+(E ′′)
exists and is given by RF (E,E′) = sK+(F )(I, I ′) where I, I ′ are injective res-
olutions of E,E′ and sK+(F )(I, I ′) is the total complex of the double complex
{K+(F )(Ip, I ′q)}pq in which the vertical maps with p odd are multiplied by −1.
Projectives are defined dually to injectives, left derived functors are defined
dually to right derived ones, and if a quasi-abelian category E has enough pro-
jectives then an additive functor from E to another quasi-abelian category has
a left derived functor which can be calculated by taking projective resolutions.
Similarly for bifunctors.
We state here, for future reference, some results on spectral sequences; see
[32, Chapter 5] for more details. All of the following results have dual versions
obtained by passing to the opposite category, and we will use these dual results
interchangeably with the originals. Suppose that A = Apq is a first quadrant
double cochain complex in E . By dualising Proposition 1.1.2, we can equiva-
lently think of A as a first quadrant double complex in the abelian category
RH(E). Then we can use the usual spectral sequences for double complexes:
Proposition 1.1.8. There are two bounded spectral sequences
IEpq2 = RH
p
hRH
q
v (A)
IIEpq2 = RH
p
vRH
q
h(A)
⇒ RHp+q Tot(A),
naturally in A.
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Proof. [32, Section 5.6]
Suppose we are given an additive functor F : E → E ′ between quasi-abelian
categories, and consider the case where A ∈ D+(E). Suppose E has enough in-
jectives, so that RH(E) does too. Thinking of A as an object in D+(RH(E)), we
can take a Cartan-Eilenberg resolution I of A. Then we can apply Proposition
1.1.8 to the first quadrant double complex F (I) to get the following result.
Proposition 1.1.9. There are two bounded spectral sequences
IEpq2 = RH
p(RqF (A))
IIEpq2 = (R
pF )(RHq(A))
⇒ Rp+qF (A),
naturally in A.
Proof. [32, Section 5.7]
Suppose now that we are given additive functors G : E → E ′, F : E ′ →
E ′′ between quasi-abelian categories, where E and E ′ have enough injectives.
Suppose G sends injective objects of E to injective objects of E ′.
Theorem 1.1.10 (Grothendieck Spectral Sequence). For A ∈ D+(E) there
is a natural isomorphism R(FG)(A) → (RF )(RG)(A) and a bounded spectral
sequence
IEpq2 = (R
pF )(RqG(A))⇒ Rp+q(FG)(A),
naturally in A.
Proof. Let I be an injective resolution of A. There is a natural transformation
R(FG) → (RF )(RG) by the universal property of derived functors; it is an
isomorphism because, by hypothesis, each G(In) is injective and hence
(RF )(RG)(A) = F (G(I)) = R(FG)(A).
For the spectral sequence, apply Proposition 1.1.9 with A = G(I). We have
IEpq2 = RH
p(RqF (G(I)))⇒ Rp+qF (G(I));
by the injectivity of the G(In), RqF (G(I)) = 0 for q > 0, so the spectral
sequence collapses to give
Rp+qF (G(I)) ∼= RHp+q(FG(I)) = Rp+q(FG)(A).
On the other hand,
IIEpq2 = (R
pF )(RHq(G(I))) = (RpF )(RqG(A))
and the result follows.
We consider once more the case of an additive bifunctor
F : E × E ′ → E ′′
for E , E ′ and E ′′ quasi-abelian: this induces a triangulated functor
K+(F ) : K+(E)×K+(E ′)→ K+(E ′′),
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in the sense that a distinguished triangle in one of the variables, and a fixed
object in the other, maps to a distinguished triangle in K+(E ′′). Hence for a
fixed A ∈ K+(E), K+(F ) restricts to a triangulated functor K+(F )(A,−), and
if E ′ has enough injectives we can derive this to get a triangulated functor
R(F (A,−)) : D+(E ′)→ D+(E ′′).
Now maps A → A′ in K+(E) induce natural transformations R(F (A,−)) →
R(F (A′,−)), so in fact we get a functor which we denote by
R2F : K+(E)×D+(E ′)→ D+(E ′′).
We know R2F is triangulated in the second variable, and it is triangulated in
the first variable too because, given B ∈ D+(E ′) with an injective resolution I,
R2F (−, B) = K+(F )(−, I) is a triangulated functor K+(E) → D+(E ′′). Simi-
larly, we can define a triangulated functor
R1F : D+(E)×K+(E ′)→ D+(E ′′)
by deriving in the first variable, if E has enough injectives.
Proposition 1.1.11. (i) Suppose that E ′ has enough injectives and F (−, J) :
E → E ′′ is strict exact for J injective. Then R2F (−, B) sends quasi-
isomorphisms to isomorphisms; that is, we can think of R2F as a functor
D+(E)×D+(E ′)→ D+(E ′′).
(ii) Suppose in addition that E has enough injectives. Then R2F is naturally
isomorphic to RF .
Similarly with the variables switched.
Proof. (i) Take an injective resolution I of B. Then we have R2F (−, B) =
K+(F )(−, I). Given a quasi-isomorphism A → A′ in K+(E), consider
the map of double complexes K+(F )(A, I) → K+(F )(A′, I) and apply
Proposition 1.1.8 to show that this map induces a quasi-isomorphism of
the corresponding total complexes.
(ii) This holds by the same argument as (i), taking A′ to be an injective
resolution of A.
Finally, we consider the special case where the quasi-abelian category E is
abelian. In this case, we can recover the standard results of homological algebra:
for E abelian, the functor I : E → LH(E) is an equivalence of categories.
1.2 Functor Categories
Given a category E and a small category I, one can construct a category whose
objects are the functors I → E , and whose morphisms are the natural transfor-
mations between these functors. Such a category is called a functor category,
and written EI .
We can think of objects in EI as diagrams in E , that is, pairs
({Ai ∈ ob(E) : i ∈ ob(I)}, {(αij : Ai → Aj) ∈ mor(E) : (i→ j) ∈ mor(I)}).
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When it is clear, we may write ({Ai}, {αij}) or just {Ai} for this. Similarly, a
morphism
f : ({Ai}, {αij})→ ({Bi}, {βij})
in EI consists of a set {f i : i ∈ I} of morphisms in E such that for all i, j ∈ I
the square
Ai
fi //
αij

Bi
βij

Aj
fj // Bj
commutes. When it is clear, we may write {f i : i ∈ I}, or just {f i}, for f . We
call the Ais the components of {Ai} and the f is the components of f .
In this section, I will always be a small category.
Suppose now that F : E → F is a functor between categories E and F . For
a morphism
f : ({Ai}, {αij})→ ({Bi}, {βij})
in EI , we have that
{F (f i)} : ({F (Ai)}, {F (αij)})→ ({F (Bi)}, {F (βij)})
is a morphism in FI because the square
Ai
fi //
αij

Bi
βij

Aj
fj // Bj
commutes, so
F (Ai)
F (fi) //
F (αij)

F (Bi)
F (βij)

F (Aj)
F (fj) // F (Bj)
does too. It is clear from the definition that composition of morphisms is pre-
served by this. Thus we get the following results.
Proposition 1.2.1. Define F I : EI → FI by the maps
({Ai}, {αij}) 7→ ({F (Ai)}, {F (αij)})
and
(({Ai}, {αij})→ ({Bi}, {βij})) 7→
(({F (Ai)}, {F (αij)})→ ({F (Bi)}, {F (βij)})).
Then F I is a functor, which we call the exponent of F by I.
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Lemma 1.2.2. Given functors F,G : E → F and a natural transformation
η : F → G, we get a natural transformation
ηI : F I → GI ,
where, for each A ∈ EI ,
ηIA : F
I(A)→ GI(A)
is the map with ith component
ηAi : F (A
i)→ G(Ai).
Proof. To show that each ηIA is a morphism in FI , we need to check that the
squares
F (Ai)
ηAi //
F (αij)

G(Ai)
G(αij)

F (Aj)
ηAj // G(Aj)
commute, which holds because η is a natural transformation. To show ηI is a
natural transformation, it remains to show that, for a morphism f : A → B in
EI , the squares
F I(A)
F I(f) //
ηIA

F I(B)
ηIB

GI(A)
GI(f) // GI(B)
commute; it suffices to show that each component commutes, which is just
another application of the naturality of η.
For the rest of Chapter 1, we will assume that our categories E and F are
abelian. Similar statements hold in the quasi-abelian case, but we will not use
this fact.
Given that E is abelian (resp. additive), it is known that EI is abelian (resp.
additive) (see [32, Functor Categories 1.6.4]). We want to show that exact
sequences in EI are just sequences in EI which are exact at each component.
To show this, we need a preliminary lemma.
Lemma 1.2.3. Suppose A = ({Ai}, {αij}), B = ({Bi}, {βij}), and consider
f : A→ B in EI .
(i) The kernel ker(f) is the object ({ker(f i)}, {γij}) together with the mor-
phism g : ker(f) → A, where gi is the canonical map ker(f i) → Ai in E,
and γij is the (unique) morphism ker(f i)→ ker(f j) given by the universal
property of ker(f j) in the diagram
ker(f i)
fi //
γij

Ai
αij

ker(f j)
fj // Aj.
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(ii) Similarly for coker(f).
Proof. We will prove (i), and leave it to the reader to check that ker(f) really
is an element of EI , that g really is a morphism, and that (ii) goes through in
the same way.
It is clear that
fg : ker(f)→ B
is the zero map, since (one may check) the zero element 0I of EI is the element
with all its components the zero element 0 of E , with identity morphisms between
them. Suppose we have a morphism
h : E = ({Ei}, {εij})→ A
such that fh = 0. By definition, to show that ({ker(f i)}, {γij}) is the kernel of
f , we need to show that there is a unique
k : E → ({ker(f i)}, {γij})
such that h = gk. Now for each i ∈ I, f ihi = 0 in E , so again by definition of
the kernel there is some unique
ki : Ei → ker(f i)
such that hi = giki. To show that h factors through k = {ki}, we just need to
check that the squares
Ei
ki //
εij

ker(f i)
γij

Ej
kj // ker(f j)
commute. Then uniqueness follows from uniqueness of the ki.
To see this, note that
gjkjεij = hjεij = αijhi = αijgiki = gjγijki,
so, as gj is monic, it follows that kjεij = γijki.
Similarly, other operations in E such as taking direct sums and addition of
morphisms is calculated componentwise. Details are left to the reader.
Lemma 1.2.4. Given a sequence L
f−→M g−→ N in EI such that gf = 0,
it is exact at M iff the canonical map im(f)→ ker(g) is an isomorphism
iff the canonical map im(f i)→ ker(gi) is an isomorphism for all i
iff the sequence Li
fi−→M i g
i
−→ N i is exact at M i for all i.
Proof. This follows from Lemma 1.2.3.
Given a triangulated category T , we can give the functor category T I the
structure of a triangulated category by defining its distinguished triangles to
be the triangles which are distinguished on each component and its translation
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functor to be translation on each component. Moreover, given another triangu-
lated category T ′ and a triangulated functor F : T → T ′, the exponent functor
F I is triangulated because it is triangulated on each component.
Now it is easy to check that the functor K(E)I → K(EI) which sends
A ∈ K(E)I to the object B ∈ K(EI) defined by (Bn)i = (Ai)n gives an equiv-
alence of categories. Moreover, this functor is clearly triangulated. Similarly
restricting this functor gives a triangulated equivalence K+(E)I → K+(EI).
Lemma 1.2.4 shows that this functor extends to equivalences D(E)I → D(EI)
and φIE : D+(E)I → D+(EI) of triangulated categories. Then suppose E has
enough injectives, and define the triangulated functor R(F I) by
R(F I)φIE = φ
I
F (RF )
I : D+(E)I → D+(FI).
Suppose now that we are given additive functors G : E → E ′, F : E ′ → E ′′
between abelian categories, where E and E ′ have enough injectives. Suppose G
sends injective objects of E to injective objects of E ′.
Proposition 1.2.5. For A ∈ D+(EI) there is an isomorphism R(F IGI)(A)→
(R(F I))(R(GI))(A), natural in A, and a bounded spectral sequence
IEpq2 = (R
p(F I))(Rq(GI)(A))⇒ Rp+q(F IGI)(A),
naturally in A.
Proof. By Theorem 1.1.10 and the definitions, it only remains to note that
(RF )I(RG)I = (RF ◦RG)I , which is clear.
Finally, we consider the case of an additive bifunctor
F : E × E ′ → E ′′
for E , E ′ and E ′′ abelian. For small categories I and J , we can define an exponent
functor
F : EI × (E ′)J → (E ′′)I×J
in the obvious way. Suppose E ′ has enough injectives, and define the triangu-
lated functor R2(F
I×J) by
R2(F
I×J)(φIE × φJE′) = φI×JE′′ (R2F )I×J : K+(E)I ×D+(E ′)J → D+(FI×J).
If instead E has enough injectives, we can define R1(F I×J) similarly.
Proposition 1.2.6. (i) Suppose that E ′ has enough injectives and F (−, J) :
E → E ′′ is exact for J injective. Then R2(F I×J)(−, B) sends quasi-
isomorphisms to isomorphisms; that is, we can think of R2(F
I×J) as a
functor D+(EI)×D+((E ′)J)→ D+((E ′′)I×J).
(ii) Suppose in addition that E has enough injectives. Then R2(F I×J) is nat-
urally isomorphic to R(F I×J).
Similarly with the variables switched.
Proof. By Lemma 1.2.4, quasi-isomorphisms in K+(EI) are maps which are
quasi-isomorphisms in each component (considered as maps in K+(E)I). Then
the result follows from Proposition 1.1.11.
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Chapter 2
Topological Modules for
Profinite Rings
2.1 Topological Groups, Rings and Modules
A group G whose underlying set is endowed with a topology T is said to be
a topological group if T makes multiplication m : G × G → G and inversion
i : G → G continuous, where G × G is given the product topology. Some
authors require in addition that T be Hausdorff; we do not. A morphism of
topological groups is a group homomorphism which is also a continuous map of
the underlying topological spaces. For abelian topological groups, we may refer
to the multiplication operation as addition.
A ring Λ whose underlying set is endowed with a topology T is said to be
a topological ring if T makes Λ into a topological abelian group under addition
such that multiplication Λ × Λ → Λ is continuous. A morphism of topological
rings is a ring homomorphism which is also a continuous map of the underlying
spaces.
Now suppose Λ is a topological ring. A topological left Λ-module A is a
Λ-module endowed with a topology that makes A a topological abelian group,
such that the scalar multiplication map s : Λ×A→ A is continuous, where Λ×A
is given the product topology. A morphism of topological modules is a module
homomorphism which is also a continuous map of the underlying spaces. When
R is a commutative topological ring, a topological R-algebra is a topological
ring Λ equipped with a canonical morphism R→ Λ in TRng into the centre of
Λ.
We fix some notation. Set, Grp, Ab, Rng and Mod(Λ) will be the cat-
egories of sets, groups, abelian groups, rings and left Λ-modules respectively,
for Λ ∈ Rng. Top, TGrp, TAb, TRng and T (Λ) will be the categories of
topological spaces, topological groups, topological abelian groups, topological
rings and topological left Λ-modules for Λ ∈ TRng respectively. We iden-
tify the category of topological right Λ-modules with T (Λop), and similarly
for other categories of right modules. We will write U for each of the forget-
ful functors from Top, TGrp, TAb, TRng and T (Λ) for Λ ∈ TRng to Set,
Grp, Ab, Rng and Mod(U(Λ)) respectively which forget the topology; we will
write V for each of the forgetful functors from TGrp, TAb, TRng and T (Λ)
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for Λ ∈ TRng to Top and from Grp, Ab, Rng and Mod(Λ) for Λ ∈ Rng to
Set which forget the algebraic structure. Then TAb, TRng and T (Λ) all in-
herit from Ab, Rng and Mod(U(Λ)) the structure of additive categories, and
we will see later that they have all kernels and cokernels too, though they are
not in general abelian. In particular, suppose R ∈ TRng is commutative and
Λ ∈ TRng is a topological R-algebra, and consider T (Λ). We write HomΛ(A,B)
for mor(A,B), where A,B ∈ T (Λ). Then HomΛ(A,B) is naturally a sub-
U(R)-module of HomMod(U(Λ))(U(A), U(B)), the morphisms U(A) → U(B) in
Mod(U(Λ)). This makes HomΛ(−,−) into a contra-/covariant additive bifunc-
tor
T (Λ)× T (Λ)→Mod(U(R)),
or equivalently a co-/covariant additive bifunctor
T (Λ)op × T (Λ)→Mod(U(R)).
Lemma 2.1.1. Suppose A is a topological abelian group with the discrete topol-
ogy, and suppose Λ ∈ TAb. Then a Λ-action f : Λ×A→ A makes A a discrete
Λ-module if and only if for every a ∈ A the stabiliser of a in Λ is open.
Proof. We have for each a that
f−1(a) = {(g, b) ∈ G×A : gb = a} =
⋃
(g,b)
(stabG(a)g)× {b},
which is open if stabG(a) is because A is discrete. The opposite implication is
clear.
Lemma 2.1.2. Suppose C is Top, TGrp, TAb, TRng or T (Λ) for Λ ∈ TRng.
Suppose A ∈ U(C), B ∈ C, and we have a morphism f : A → U(B) in U(C).
Then the collection of open sets
T = {f−1(O) : O ⊆open B}
is a topology on A which makes A into an element of C.
Proof. This is easy for C = Top.
For C = TGrp or TAb: We write AT for A endowed with topology T . We
need to check that the multiplication map
mA : AT ×AT → AT
and the inversion map
iA : AT → AT
are continuous. Given an open set f−1(O),
m−1A f
−1(O) = (f × f)−1m−1B (O)
is open, and
i−1A f
−1(O) = f−1i−1B (O)
is open, as required.
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For C = TRng: We need to check in addition to the C = TAb case that
multiplication is continuous. This holds in the same way as the continuity of m
in the C = TGrp case.
For C = T (Λ) for Λ ∈ TRng: We need to check in addition to the C = TAb
case that scalar multiplication
sA : Λ×AT → AT
is continuous. Given an open set f−1(O),
s−1A f
−1(O) = (idΛ × f)−1s−1B (O)
is open, as required.
Proposition 2.1.3. The categories Top, TGrp, TAb, TRng and T (Λ) for Λ ∈
TRng have all small
(i) limits;
(ii) colimits.
Proof. (i) It is easy to check that products in any of these categories are given
by endowing the product in Set, Grp, Ab, Rng or Mod(U(Λ)) respectively
with the product topology. Given a functor F : I → C, where I is a small
category and C is any of Top, TGrp, TAb, TRng and T (Λ), take the
product in C of the objects F (i) such that i ∈ I. Now take the subobject
consisting of tuples (xi) ∈
∏
I F (i) such that for every morphism f : i→ j
in I F (f)(xi) = xj , endowed with the subspace topology: one can check
that this is the limit of F .
(ii) We will start from the well-known fact that Set, Grp, Ab, Rng and
Mod(U(Λ)) have all small colimits. Given a functor F : I → C, where
I is a small category and C is any of Top, TGrp, TAb, TRng and T (Λ),
we can think of F as an object of CI , and apply the exponent functor
U I : CI → U(C)I defined in Section 1.2. We know U I(F ) ∈ U(C)I has a
colimit.
For C = Top: Let S be the set of topologies on colimI U
I(F ) making all
the canonical maps
φi : F (i)→ colimI U I(F )
continuous for each i ∈ I.
For C = TGrp or TAb: Let S be the set of topologies on colimI U
I(F )
such that it is a topological group making all the canonical maps
φi : F (i)→ colimI U IF (I)
continuous for each i ∈ I.
For C = TRng: Let S be the set of topologies on colimI U
I(F ) such that
it is a topological ring making all the canonical maps
φi : F (i)→ colimI U IF (I)
continuous for each i ∈ I.
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For C = T (Λ): Let S be the set of topologies on colimI U
I(F ) such that
it is a topological Λ-module making all the canonical maps
φi : F (i)→ colimI U IF (I)
continuous for each i ∈ I.
In each case we can make S into a poset ordered by the fineness of the topol-
ogy. Write (colimI U
I(F ))T ′ for colimI U
I(F ) endowed with a topology
T ′ ∈ S. By Lemma 2.1.2 and the universal property, in each case, if S has
a maximal element T finer than all other topologies in S, (colimI U
I(F ))T
is the colimit we are looking for. Now S 6= ∅ since it contains the in-
discrete topology. Define T to be the topology generated by the subbase⋃
S T
′. We claim T ∈ S: then we will be done.
For C = Top: We need to check φ−1i (O) is open in F (i) for each i and
O open in (colimI U
I(F ))T . It is sufficient to check this when O is in the
subbase, and so open in (colimI U
I(F ))T ′ for some T
′, where this is clear.
For C = TGrp or TAb: We need to check in addition to the C = Top case
that (colimI U
I(F ))T is a topological group, that is, that the multiplication
map
m : (colimI U
I(F ))T × (colimI U I(F ))T → (colimI U I(F ))T
and the inversion map
i : (colimI U
I(F ))T → (colimI U I(F ))T
are continuous. It suffices to check the inverse images of each open set O
in the subbase; if O is open in (colimI U
I(F ))T ′ , its inverse image under
m is open in
(colimI U
I(F ))T ′ × (colimI U I(F ))T ′ ,
and hence in
(colimI U
I(F ))T × (colimI U I(F ))T ;
its inverse image under i is open in (colimI U
I(F ))T ′ , and hence open in
(colimI U
I(F ))T too.
For C = TRng: We need to check in addition to the C = TAb case that
multiplication is continuous. This holds in the same way as the continuity
of m in the C = TGrp case.
For C = T (Λ): We need to check in addition to the C = TAb case that
scalar multiplication
s : Λ× (colimI U I(F ))T → (colimI U I(F ))T
is continuous. It suffices to check the inverse images of each open set O
in the subbase; if O is open in (colimI U
I(F ))T ′ , then its inverse image is
open in Λ× (colimI U I(F ))T ′ , so open in Λ× (colimI U I(F ))T .
There are free topological groups and modules.
Proposition 2.1.4. (i) V : TGrp→ Top has a left adjoint Top→ TGrp.
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(ii) Suppose Λ ∈ TRng. Then V : T (Λ) → Top has a left adjoint L : Top →
T (Λ).
Proof. We give a proof for (ii); the proof of (i) is similar, using the existence of
abstract free groups.
It is well-known that for the abstract ring U(Λ)
V : Mod(U(Λ))→ Set
has a left adjoint
L′ : Set→Mod(U(Λ)).
Explicitly, given a topological space X, then on the set U(X) we have a free
module U(Λ)[U(X)]. Now let S be the set of topologies on U(Λ)[U(X)] such
that it is a topological Λ-module making the canonical map
i : X → U(Λ)[U(X)]
continuous. We can make S into a poset ordered by the fineness of the topology.
Write (U(Λ)[U(X)])T ′ for U(Λ)[U(X)] endowed with a topology T
′ ∈ S. By
Lemma 2.1.2 and the universal property, if S has a maximal element T finer than
all other topologies in S, (U(Λ)[U(X)])T is the Λ-module we are looking for;
we will write Λ[X] for this module. Now S 6= ∅ since it contains the indiscrete
topology. Define T to be the topology generated by the subbase
⋃
S T
′. We
claim T ∈ S: then we will be done.
i : X → (U(Λ)[U(X)])T is continuous: We need to check i−1(O) is open in
X for each O open in (U(Λ)[U(X)])T . It is sufficient to check this when O is in
the subbase, and so open in (U(Λ)[U(X)])T ′ for some T
′, where this is clear.
(U(Λ)[U(X)])T ∈ TAb: We need to show addition
+ : (U(Λ)[U(X)])T × (U(Λ)[U(X)])T → (U(Λ)[U(X)])T
and inversion
i : (U(Λ)[U(X)])T → (U(Λ)[U(X)])T
are continuous. It suffices to check the inverse images of each open set O in the
subbase; if O is open in (U(Λ)[U(X)])T ′ , its inverse image under + is open in
(U(Λ)[U(X)])T ′ × (U(Λ)[U(X)])T ′ ,
hence in
(U(Λ)[U(X)])T × (U(Λ)[U(X)])T ;
its inverse image under i is open in (U(Λ)[U(X)])T ′ , hence in (U(Λ)[U(X)])T .
(U(Λ)[U(X)])T ∈ T (Λ): We need to show scalar multiplication
s : Λ× (U(Λ)[U(X)])T → (U(Λ)[U(X)])T
is continuous. It suffices to check the inverse images of each open set O in
the subbase; if O is open in (U(Λ)[U(X)])T ′ , then its inverse image is open in
Λ× (U(Λ)[U(X)])T ′ , so open in Λ× (U(Λ)[U(X)])T .
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We write Λ[X] for L(X).
Similarly, given a commutative ring R ∈ TRng, G ∈ TGrp, we can define
the topological group ring R[G] to be the topological R-algebra with the univer-
sal property that for any S ∈ TRng and any continuous group homomorphism
G→ S×, the group of units of S, this extends to a continuous R-algebra homo-
morphism R[G]→ S. As before, this is the abstract group ring U(R)[U(G)] en-
dowed with the strongest topology making U(R)[U(G)] a topological R-algebra
such that the canonical group homomorphism G → U(R)[U(G)] is continuous.
Details are left to the reader.
Finally, we have topological tensor products. Suppose R is a commutative
topological ring and Λ is a topological R-algebra. Given a right Λ-module A, a
left Λ-module B and an R-module M , a bilinear map b : A×B →M is a map
of sets, such that for all x, x′ ∈ A, y, y′ ∈ B and λ ∈ Λ:
(i) b(x+ x′, y) = b(x, y) + b(x′, y);
(ii) b(x, y + y′) = b(x, y) + b(x, y′);
(iii) b(xλ, y) = b(x, λy).
Proposition 2.1.5. Suppose R ∈ TRng is commutative, Λ ∈ TRng is a topo-
logical R-algebra, A ∈ T (Λop), B ∈ T (Λ). Then there is an object A ⊗Λ B ∈
T (R) and a continuous bilinear map
⊗Λ : A×B → A⊗Λ B
satisfying the following universal property: given a continuous bilinear map b :
A × B → M for M ∈ T (R), there is a unique continuous homomorphism
f : A⊗Λ B →M in T (R) such that f⊗Λ = b.
Proof. Take the abstract tensor product of U(A) and U(B), U(A)⊗U(Λ) U(B).
Let S be the set of topologies on U(A)⊗U(Λ) U(B) such that it is a topological
R-module making the canonical map
⊗Λ : A×B → U(A)⊗U(Λ) U(B)
continuous. We can make S into a poset ordered by the fineness of the topology.
Write (U(A) ⊗U(Λ) U(B))T ′ for U(A) ⊗U(Λ) U(B) endowed with a topology
T ′ ∈ S. By Lemma 2.1.2 and the universal property, if S has a maximal element
T finer than all other topologies in S, (U(A)⊗U(Λ) U(B))T is the R-module we
are looking for; we will write A ⊗Λ B for this module. Now S 6= ∅ since it
contains the indiscrete topology. Define T to be the topology generated by the
subbase
⋃
S T
′. We claim T ∈ S: then we will be done.
⊗Λ : A×B → (U(A)⊗U(Λ)U(B))T is continuous: We need to check ⊗−1Λ (O)
is open in A × B for each O open in (U(A) ⊗U(Λ) U(B))T . It is sufficient to
check this when O is in the subbase, and so open in (U(A) ⊗U(Λ) U(B))T ′ for
some T ′, where this is clear.
(U(A)⊗U(Λ) U(B))T ∈ TAb: We need to show addition
+ : (U(A)⊗U(Λ) U(B))T × (U(A)⊗U(Λ) U(B))T → (U(A)⊗U(Λ) U(B))T
and inversion
i : (U(A)⊗U(Λ) U(B))T → (U(A)⊗U(Λ) U(B))T
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are continuous. It suffices to check the inverse images of each open set O in the
subbase; if O is open in (U(A)⊗U(Λ)U(B))T ′ , its inverse image under + is open
in
(U(A)⊗U(Λ) U(B))T ′ × (U(A)⊗U(Λ) U(B))T ′ ,
hence in
(U(A)⊗U(Λ) U(B))T × (U(A)⊗U(Λ) U(B))T ;
its inverse image under i is open in (U(A)⊗U(Λ)U(B))T ′ , hence in (U(A)⊗U(Λ)
U(B))T .
(U(A)⊗U(Λ) U(B))T ∈ T (R): We need to show scalar multiplication
s : R× (U(A)⊗U(Λ) U(B))T → (U(A)⊗U(Λ) U(B))T
is continuous. It suffices to check the inverse images of each open set O in the
subbase; if O is open in (U(A)⊗U(Λ) U(B))T ′ , then its inverse image is open in
R× (U(A)⊗U(Λ) U(B))T ′ , so open in R× (U(A)⊗U(Λ) U(B))T .
It is clear from the universal property that ⊗Λ is a co-/covariant bifunctor
T (Λop)× T (Λ)→ T (R).
2.2 Profinite and Discrete Modules
We now define a completion functor c : TGrp → TGrp. Given G ∈ TGrp,
consider the diagram in TGrp whose objects are the continuous finite discrete
quotient groups Gi of G, and whose morphisms are the ones making the dia-
grams
G
 !!
Gi // Gj .
commute, where the maps G → Gi are quotients. Then we define c(G) to be
the limit in TGrp of this diagram, and the universal property of limits gives
a canonical morphism G → c(G) in TGrp. Given a morphism f : G → H in
TGrp, for every continuous finite discrete quotient Hi of H, the composites
G
f−→ H → Hi
give us a collection of morphisms fi : G→ Hi making
G
   
Hi // Hj
commute. Now for each Hi, G/ ker(fi) is a continuous finite discrete quotient
of G, since the continuity of fi and discreteness of Hi imply that ker(fi) is a
clopen subgroup of G of finite index. Hence we have a collection of morphisms
c(fi) : c(G)→ G/ ker(fi)→ Hi
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making
c(G)
 !!
Hi // Hj
commute, and hence a unique c(f) : c(G)→ c(H), making c a functor. We will
refer to this as the profinite completion functor.
At last, we define the category PGrp to be the full subcategory of TGrp
whose objects are those isomorphic to c(G) for some G in TGrp; we call objects
of PGrp profinite groups. Thus in fact c is a functor TGrp → PGrp. Observe
that c ◦ c is naturally isomorphic to c, and so c, restricted to PGrp, is naturally
isomorphic to the identity functor on PGrp.
We denote by t the inclusion functor PGrp→ TGrp.
Proposition 2.2.1. c is a left adjoint of t.
Proof. Suppose G ∈ TGrp,H ∈ PGrp. Then c induces a map of sets
morTGrp(G, t(H))→ morPGrp(c(G), H);
this map is surjective because, given f ′ : c(G)→ H, we have
f = tf ′c : G→ c(G)→ H → t(H)
such that c(f) = f ′. To see it is injective, consider f : G → t(H) such that
c(f) = 0. From the construction, this implies that each G/ ker(fi) → Hi is 0,
hence that each fi : G → Hi is too, and hence that f is, in the notation used
above.
This adjunction makes PGrp a reflective subcategory of TGrp, and hence
we can characterise profinite completion by the following universal property: for
G ∈ TGrp,H ∈ PGrp, f : G→ t(H), there is a unique f ′ : c(G)→ H such that
f = tf ′c.
In exactly the same way we define profinite completion functors c on Top,
TAb, TRng and T (Λ) for Λ ∈ TRng. In each case, the profinite completion of
an object is the limit of its finite quotient objects. We define Pro, PAb, PRng
and P (Λ) to be the full subcategories of Top, TAb, TRng and T (Λ), respec-
tively, whose objects are isomorphic to the image under c of some object in that
category; objects of Pro, PAb, PRng and P (Λ) will be called profinite spaces,
profinite abelian groups, profinite rings and profinite Λ-modules, respectively.
In each case, c is a left adjoint of the inclusion functor t, so that each of these
profinite categories is a reflective subcategory of the corresponding topological
one.
As before we write U for each of the forgetful functors from Pro, PGrp,
PAb, PRng and P (Λ) for Λ ∈ TRng to Set, Grp, Ab, Rng and Mod(U(Λ))
respectively which forget the topology, and V for each of the forgetful functors
from PGrp, PAb, PRng and P (Λ) for Λ ∈ TRng to Pro which forget the
algebraic structure.
By [23, Theorem 1.1.12, Theorem 2.1.3, Proposition 5.1.2], profinite spaces,
groups and rings are exactly the topological spaces, groups and rings respec-
tively which are compact, Hausdorff and totally disconnected. By [23, Lemma
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5.1.1], profinite Λ-modules are just the compact, Hausdorff, totally disconnected
topological Λ-modules when Λ is profinite. So a closed subgroup of a profinite
group, or a quotient of a profinite group by a closed subgroup, or an extension
of one profinite group by another, will again be profinite, and similar state-
ments hold for profinite spaces, rings, and Λ-modules for Λ ∈ PRng. Therefore,
when we talk of profinite groups, subgroups and quotient groups will always be
assumed to be profinite, unless stated otherwise, and similarly for spaces, etc.
Note that PAb, PRng and P (Λ) for Λ ∈ PRng inherit the structure of ad-
ditive categories via c; the results on topology show that they also have kernels
and cokernels. In fact PAb and P (Λ) are abelian categories: this follows from
the fact that continuous bijections of compact, Hausdorff spaces are homeo-
morphisms, and that the compact subspaces of compact, Hausdorff spaces are
exactly the closed sets.
Example 2.2.2. Consider the abelian group Z, with the discrete topology. We
write Zˆ for the abelian profinite group c(Z). Since the finite discrete quotient
groups of Z as a group are also the finite discrete quotient rings of Z considered
as a ring, Zˆ also has the structure of a profinite ring.
Proposition 2.2.3. For Λ ∈ TAb and A a profinite Λ-module, there is a canon-
ical c(Λ)-action on A making it a profinite c(Λ)-module. In particular, a profi-
nite abelian group is a profinite Zˆ-module.
Proof. A is the limit of its finite discrete quotient Λ-modules Ai. Because Ai
is finite discrete and the Λ-action Λ × Ai → Ai is continuous, it follows from
Lemma 2.1.1 that there is some open (two-sided) ideal I of Λ whose action on
Ai is multiplication by 0. So the Λ-action factors as Λ/I ×Ai → Ai, and hence
the canonical map c(Λ) → Λ/I makes Ai into a finite discrete c(Λ)-module.
Taking limits over i, A is a profinite c(Λ)-module.
For the rest of the statement, let Λ = Z with the discrete topology, and ob-
serve that topological abelian groups are automatically topological Z-modules.
Using the actions on finite quotients, it is easy to check that this construction
is functorial: given a map f : A → B of Λ-modules, f is compatible with the
c(Λ)-action defined above, so we get a functor P (Λ)→ P (c(Λ)). Moreover, the
restriction functor P (c(Λ))→ P (Λ) is inverse to this. So Proposition 2.2.3 gives
equivalences P (Λ)→ P (c(Λ)) and PAb→ P (Zˆ).
We can now deduce several nice properties of our profinite categories from
the corresponding topological ones, using our adjunctions.
Proposition 2.2.4. The categories Pro, PGrp, PRng and P (Λ) for Λ ∈ PRng
have all small colimits, and the colimit of a diagram in any of these categories
is the profinite completion of the colimit of the same diagram in Top, TGrp,
TRng or T (Λ), respectively.
Proof. This follows from Proposition 2.1.3 by [32, Theorem 2.6.10], using the
adjoint functors c and t.
There are free profinite groups and modules, which are the profinite comple-
tions of free topological groups and modules.
Proposition 2.2.5. (i) V : PGrp→ Pro has a left adjoint Pro→ PGrp.
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(ii) Suppose Λ ∈ PRng. Then V : P (Λ) → Pro has a left adjoint L : Pro →
P (Λ).
Proof. We give a proof for (ii); the proof of (i) is similar
Write LTop and VTop for the adjoint pair Top → T (Λ) and T (Λ) → Top
defined earlier. Then V is the composite P (Λ)
t−→ T (Λ) VTop−−−→ Top, whose image
is in Pro. Suppose A ∈ Pro, B ∈ P (Λ). Then
morPro(A, V (B)) = morPro(A, VTopt(B))
= morT (Λ)(LTop(A), t(B))
= morP (Λ)(cLTop(A), B),
so let L = cLTop.
Writing FX for the free profinite group on a profinite space X, we can now
define G ∈ PGrp to be finitely generated (respectively, d-generated) if there is
an epimorphism FX → G for some finite X (respectively, such that |X| ≤ d).
We also write ΛJXK for the free profinite Λ-module on X, and define A ∈ Λ
to be finitely generated if there is an epimorphism ΛJXK → A for some finite
X.
Now (ii) shows that the abelian category P (Λ) has enough projectives: im-
ages under L are projective by [23, Proposition 2.2.2], which gives the existence
of continuous sections of profinite group homomorphisms.
Similarly, given a commutative ring R ∈ PRng, G ∈ PGrp, we can define
the profinite group ring RJGK to be a profinite R-algebra, i.e. a profinite ring
which is also a topological R-algebra, with the universal property that for any
profinite R-algebra S and any continuous group homomorphism G → S×, the
group of units of S, this extends to a continuous R-algebra homomorphism
RJGK → S. The universal property of profinite completions shows that this is
just the profinite completion of the topological group ring R[G]. Details are left
to the reader.
Finally, we have profinite tensor products.
Proposition 2.2.6. Suppose R ∈ PRng is commutative, Λ is a profinite R-
algebra, A ∈ P (Λop), B ∈ P (Λ). Then there is an object A⊗ˆΛB ∈ P (R) and a
continuous bilinear map
⊗ˆΛ : A×B → A⊗ˆΛB
satisfying the following universal property: given a continuous bilinear map b :
A × B → M for M ∈ PM(R), there is a unique continuous homomorphism
f : A⊗ˆΛB →M in P (R) such that f⊗ˆΛ = b.
Proof. The universal property of profinite completions shows that this is just
the profinite completion of the topological tensor product A⊗Λ B.
It is clear from the universal property that ⊗ˆΛ is a co-/covariant bifunctor
P (Λop)× P (Λ)→ P (R).
We write DAb and D(Λ), Λ ∈ TRng, for the categories of discrete tor-
sion abelian groups and discrete torsion topological left Λ-modules respectively,
whose morphisms are continuous group/Λ-module homomorphisms. In other
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words, they are the full subcategories of TAb and T (Λ) containing the objects
whose topology is discrete, whose underlying abelian groups are torsion, and (in
the latter case) whose scalar multiplication map Λ×A→ A is continuous. As be-
fore we write U for the forgetful functors DAb→ Ab and D(Λ)→Mod(U(Λ)).
We define a functor d : TAb → TAb in the following way. Given A ∈ TAb,
consider the diagram in TAb whose objects Ai are finite subgroups of A, with the
discrete topology, and whose morphisms are inclusions of one of these subgroups
into another. Then we define d(A) to be the colimit of this diagram in TAb.
Lemma 2.2.7. d(A) is in DAb.
Proof. We can identify the underlying group of d(A) with the torsion subgroup
of A, so we just need to check that the colimit topology on d(A) is discrete.
Clearly every map Ai → d(A) is continuous when d(A) is given the discrete
topology, and the discrete topology is necessarily the strongest topology for
which this is the case, so the result follows.
Morphisms are given by restriction to the torsion subgroup of A, whose
image under any morphism is torsion.
We also have a functor d : T (Λ)→ D(Λ), defined similarly: given A ∈ T (Λ),
consider the diagram whose objects are finite Λ-submodules Ai of A, with the
discrete topology, such that the discrete topology makes Ai a topological Λ-
module; morphisms are inclusions of one submodule into another. Then d(A) is
the colimit of this diagram in T (Λ). The same argument as Lemma 2.2.7 shows
that d(A) is discrete, except that, by Lemma 2.1.1, the underlying module of
d(A) is the submodule of the torsion submodule of A on which the stabilisers
of the Λ-action are open.
Proposition 2.2.8. (i) d : TAb→ DAb is right adjoint to inclusion DAb→
TAb.
(ii) d : T (Λ)→ D(Λ) is right adjoint to inclusion D(Λ)→ T (Λ).
Therefore DAb and D(Λ) are coreflective subcategories of TAb and T (Λ),
respectively, and have all small limits.
Proof. (i) Given A ∈ DAb, B ∈ TAb, any homomorphism of groups f : A→
B will be continuous, and its image will be torsion. So f factors through
A→ d(B).
(ii) Given A ∈ D(Λ), B ∈ T (Λ), the argument is the same as for (i), after
noting that for any x ∈ B in the image of A, it will be the image of some
element whose stabiliser is open, so the stabiliser of x will be open, so
x ∈ d(B).
TAb and T (Λ) have all small limits by Proposition 2.1.3. Then our adjunc-
tions give all small limits in DAb and D(Λ) by [32, Theorem 2.6.10].
Proposition 2.2.9. (i) P (Λ) is closed under taking limits in T (Λ). That is,
given a diagram in P (Λ), its limit as a diagram in T (Λ) will be a profinite
Λ-module. Hence P (Λ) has all small limits.
(ii) D(Λ) is closed under taking colimits in T (Λ). That is, given a diagram in
D(Λ), its colimit as a diagram in T (Λ) will be a discrete Λ-module. Hence
D(Λ) has all small colimits.
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Proof. (i) Products of compact, Hausdorff, totally disconnected spaces are
compact, Hausdorff and totally disconnected, by [23, Proposition 1.1.3],
so products of profinite Λ-modules are profinite. The limit of a diagram in
T (Λ) can be constructed as a submodule of the product of the objects in
the diagram, with the subspace topology of the product topology, and [23,
Lemma 1.1.2] shows that this submodule is closed, and hence profinite.
(ii) Suppose we have a diagram {Ai} in D(Λ). Take the colimit A of this
diagram considered as a diagram of abstract modules, and give it the
discrete topology. Clearly every map Ai → A is continuous, so if A is
a topological Λ-module, it is easy to show that it satisfies the required
universal property to be the colimit of {Ai} in T (Λ). The colimit of a
diagram in T (Λ) can be constructed as a quotient module of the direct
sum of the objects in the diagram, with the colimit topology; so given
a ∈ A, we know a is the image of some (ai) ∈
⊕
Ai, with only finitely
many ai non-zero. By Lemma 2.1.1, the stabiliser of each non-zero ai is
open in Λ, so the finite intersection of these stabilisers is open and stabilises
a, so A is a topological Λ-module.
The same argument as (i) shows that Pro, PGrp and PRng have all small
limits too.
2.2.1 Pontryagin Duality
From now on, unless stated otherwise, R will always be a commutative profinite
ring, and Λ will always be a profinite R-algebra.
Recall the additive bifunctor
HomΛ(−,−) : T (Λ)op × T (Λ)→Mod(U(R)),
where R ∈ PRng is commutative and Λ is a profinite R-algebra. It will often
be given the compact-open topology: we define the sets
OK,U = {f ∈ HomΛ(A,B) : f(K) ⊆ U}
to be open, whenever K ⊆ A is compact and U ⊆ B is open. Then the OK,U
form a subbase for the topology, which makes HomΛ(A,B) into a topological
abelian group; when this topology is used, we will write HomΛ(A,B). This
topology makes the R-module homomorphism
HomΛ(A,B)→ HomΛ(A′, B′)
induced by morphisms A′ → A,B → B′ continuous. So HomΛ becomes a
bifunctor
T (Λ)op × T (Λ)→ TAb.
Now let Q/Z be given the discrete topology, and write ∗ for the contravariant
functor HomTAb(−,Q/Z) : TAb → TAb. Moreover, given a topological Λ-
module A, define a right Λ-action on A∗ by (fλ)(a) = f(λa). If A is finite and
discrete, A∗ will be too, and in this case the Λ-action defined on A∗ will be
continuous, by Lemma 2.1.1.
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Theorem 2.2.10 (Pontryagin Duality). The functor ∗ sends profinite abelian
groups to discrete ones and vice versa. Indeed, if A ∈ PAb is the limit of its
finite discrete quotient groups Ai, then A
∗ is the colimit of its finite discrete
subgroups A∗i , and vice versa. Then
∗ ◦ ∗ is naturally isomorphic to the identity
on PAb and DAb, and hence ∗ gives a dual equivalence between DAb and PAb.
Proof. [23, Theorem 2.9.6]
Remark 2.2.11. In fact the Pontryagin duality theorem holds more generally,
giving a dual equivalence of the category of locally compact abelian groups with
itself. We will not use this.
For A ∈ P (Λ), A is the limit of its finite discrete quotient modules Ai. Then
each A∗i is a finite discrete right Λ-module, with the action defined above, so
the colimit of these is a discrete right Λ-module by Proposition 2.2.9. Similarly,
for A ∈ D(Λop), its Pontryagin dual is a profinite left Λ-module. So in fact
∗ gives functors P (Λ) → D(Λop) and D(Λop) → P (Λ). Also, by the previous
theorem, we still have that both compositions ∗ ◦ ∗ are naturally isomorphic to
the identity. So we get:
Corollary 2.2.12. ∗ gives a dual equivalence between P (Λ) and D(Λop).
This duality immediately gives information about D(Λ) from what we know
of P (Λ).
Corollary 2.2.13. (i) D(Λ) is an abelian category with enough injectives.
(ii) D(Zˆ) is equivalent to DAb.
More generally, to prove results aboutD(Λ) and P (Λ), it will often be enough
just to give a proof for one of the categories and use Pontryagin duality to deduce
the other.
2.2.2 Inverse and Direct Limits
Suppose E is a category and I is a small category. We call a functor F : I → E
an inverse system in E if, for each i, j ∈ I, there is at most one morphism in
mor(i, j) ∪ mor(j, i), and there is some k ∈ I such that there are morphisms
k → i and k → j in I. In this case, the limit of F is called an inverse limit. We
call functors I → E direct systems if functors Iop → E are inverse systems, and
call their colimits direct limits. We denote inverse limits variously by lim←−E,I ,
lim←−E , lim←−I or lim←−, and similarly for direct limits lim−→.
We call a poset I ′ directed if for every i, j ∈ I ′ there is some k ∈ I ′ such
that k ≥ i, j. There is a one-to-one correspondence between categories I over
which limits are inverse limits and directed posets, in the following way: given a
category I, take the set ob(I) of objects of I and define a partial order on it by
i ≥ j whenever there is a morphism i → j; conversely, given a directed poset,
take its underlying set to be the objects of a category I and give I a morphism
i → j whenever i ≥ j and no others. So we can equivalently think of inverse
limits as limits of diagrams of directed posets. The case of direct limits can be
thought of similarly. We will use the two equivalent definitions interchangeably.
It is easy to check that if I and J are directed posets, I×J is again directed,
when we define (i1, j1) ≤ (i2, j2) if and only if i1 ≤ i2 and j1 ≤ j2. This allows
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us to take an inverse limit over directed posets I and J simultaneously by taking
the inverse limit over I × J , and similarly for direct limits.
Observe that for G ∈ TGrp c(G) is the inverse limit of the continuous
finite discrete quotients of G. To see this, consider any two such quotients
Gi, Gj . Write Hi, Hj for ker(G → Gi), ker(G → Gj) respectively. Then Hi, Hj
are finite index clopen normal subgroups of G, so Hi ∩ Hj is too, and hence
Gk = G/(Hi ∩Hj) is a continuous finite discrete quotient of G such that
G
 !!
Gk // Gi
and
G
 !!
Gk // Gj
commute. Similarly one can check that objects in Pro, PRng and P (Λ) are the
inverse limits of their continuous finite discrete quotients, and that objects in
D(Λ) are the direct limits of their finite submodules.
Now several of our constructions can be defined in terms of inverse and direct
limits. For X = lim←−Xi ∈ Pro with the Xi finite, and Λ = lim←−Λj ∈ PRng with
the Λj finite,
ΛJXK = lim←−Λj [Xi]
by [23, Exercise 5.2.3], where the Λj [Xi] are the topological free modules defined
earlier. For G = lim←−Gi ∈ PGrp with the Gi finite, and R ∈ PRng commutative,
RJGK = lim←−Rj [Gi]
by [23, Lemma 5.3.5]. More examples are given in the next section.
We can also now phrase Pontryagin duality in terms of inverse and direct
limits.
Lemma 2.2.14. If A = lim←−Ai ∈ P (Λ), then A
∗ = lim−→A
∗
i ∈ D(Λop), and if
A = lim−→Ai ∈ D(Λ
op), then A∗ = lim←−A
∗
i ∈ P (Λ).
Proof. This follows immediately from the dual equivalence between P (Λ) and
D(Λop, Corollary 2.2.12.
The reason for introducing these special kinds of limits and colimits is for
exactness. Inverse limits of short exact sequences of profinite groups are exact,
by [23, Proposition 2.2.4], and hence inverse limits are exact in P (Λ). By
Pontryagin duality, direct limits are exact in D(Λ).
2.2.3 Hom and ⊗ˆ
Suppose now that A = lim←−Ai ∈ P (Λ
op), B = lim←−Bj ∈ P (Λ) and C = lim−→Ck ∈
D(Λ) where the Ai and Bj are finite discrete quotient modules of A and B, and
the Ck are finite discrete submodules of C.
Lemma 2.2.15. (i) A⊗ˆΛB = lim←−Ai ⊗Λ Bj, where the Ai ⊗Λ Bj are the
abstract tensor products of Ai and Bj with the discrete topology.
(ii) Each HomΛ(Bj , Ck) has the discrete topology, and
HomΛ(B,C) = lim−→HomΛ(Bj , Ck).
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Proof. [23, Lemma 5.5.1, Lemma 5.1.4]
For (ii), each HomΛ(Bj , Ck) is in fact a topological R-module by Lemma
2.1.1, because each map Bj → Ck is fixed by an open subring of R. Indeed,
since Ck is in D(Λ), the stabiliser of any element of Ck is open in Λ by Lemma
2.1.1; taking the intersection of these stabilisers, some open subring of Λ fixes Ck
pointwise. The intersection of this subring withR fixes HomΛ(Bj , Ck) pointwise,
as required. So in this situation HomΛ(B,C) is a discrete R-module, not just a
discrete abelian group. In other words, we have:
Corollary 2.2.16. HomΛ gives an additive bifunctor P (Λ)
op×D(Λ)→ D(R).
Similarly, if B is finitely generated, each HomΛ(B,Ck) is finite and discrete,
and the same argument as before shows that in fact HomΛ(B,Ck) is a finite
discrete R-module. It follows from the universal property of limits that
HomΛ(A,B) = lim←−HomΛ(A,Bk).
In fact this gives an isomorphism
HomΛ(A,B) = lim←−HomΛ(A,Bk)
of topological R-modules: this follows from the fact that the kernels of the maps
B → Bk form a fundamental system of neighbourhoods of 0 in B, so these
kernels can be used to calculate the compact-open topology on HomΛ(A,B).
Write P (Λ)0 for the full subcategory of P (Λ) consisting of finitely generated
modules. P (Λ)0 is additive, but not abelian; when we talk about exactness
properties involving P (Λ)0, we will mean relative to the class of sequences 0→
A→ B → C → 0 in P (Λ)0 which are exact in P (Λ).
Lemma 2.2.17. HomΛ gives an additive bifunctor P (Λ)
op
0 × P (Λ)→ P (R).
Proof. The topology on the topological R-module HomΛ(A,B) is profinite by
Proposition 2.2.9.
Suppose now that Θ,Φ,Ψ are profinite R-algebras. Let P (Θ − Φ) be the
category of profinite Θ − Φ-bimodules and continuous Θ − Φ-bimodule homo-
morphisms, and let D(Θ−Ψ) be the category of discrete Θ−Ψ-bimodules and
continuous Θ − Ψ-homomorphisms. If L is a profinite Θ − Λ-bimodule and M
is a profinite Λ − Φ-bimodule, one can make L⊗ˆΛM into a profinite Θ − Φ-
bimodule in the same way as in the abstract case. Similarly, if M is a profinite
Λ−Θ-bimodule and N is a discrete Λ−Φ-bimodule, one can make HomΛ(M,N)
into a discrete Θ − Φ-bimodule in the same way as in the abstract case. We
leave the details to the reader.
Theorem 2.2.18 (Adjunction isomorphism). Suppose L ∈ P (Θ − Λ),M ∈
P (Λ− Φ), N ∈ D(Θ−Ψ). Then there is an isomorphism
HomΘ(L⊗ˆΛM,N) ∼= HomΛ(M,HomΘ(L,N))
in PD(Φ−Ψ), natural in L,M,N .
Proof. [23, Proposition 5.5.4(c)]
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It follows that HomΛ (considered as a co-/covariant bifunctor P (Λ)
op ×
D(Λ) → D(R)) is left-exact in both variables, and that ⊗ˆΛ is right-exact in
both variables, by [32, Theorem 2.6.1]. It is easy to check also that the other
Hom functors we have considered are left-exact in each variable.
If L ∈ P (Θ − Φ), Pontryagin duality gives L∗ the structure of a discrete
Φ−Θ-bimodule, and similarly with profinite and discrete switched.
Corollary 2.2.19. There is a natural isomorphism
(L⊗ˆΛM)∗ ∼= HomΛ(M,L∗)
in D(Φ−Θ) for L ∈ P (Θ− Λ),M ∈ P (Λ− Φ).
Proof. Apply the theorem with Ψ = Zˆ and N = Q/Z.
Proposition 2.2.20. Suppose P ∈ P (Λ) is projective and I ∈ D(Λ) is injective.
Then HomΛ(P,−) is an exact functor on D(Λ), −⊗ˆΛP is an exact functor on
P (Λop), and HomΛ(−, I) and I∗⊗ˆ− are exact functors on P (Λ).
Proof. [23, Exercise 5.4.7] and its Pontryagin dual.
2.2.4 Pro-C Groups
Let C be a non-empty class of finite discrete groups, closed under isomorphisms.
Given a topological group G, we can define a pro-C completion functor cC which
sends G to the limit of the quotients of G which are in C, and define the category
of pro-C groups to be the image cC(TGrp) in TGrp. Similarly, one can define
pro-C rings and modules to be ones which are the limit of quotients whose
underlying abelian group is in C.
Suppose that C is closed under taking quotients, and satisfies the following
property: if G is a finite discrete group with normal subgroups N1, N2 such that
G/N1 and G/N2 are in C, then G/(N1∩N2) is in C. (In the terminology of [23],
this makes C a formation.) Then, by the same proof as for profinite groups, cC
is left-adjoint to the inclusion functor cC(TGrp)→ TGrp.
For sufficiently well-behaved classes C, much of the theory of profinite groups
can be carried over to the category of pro-C groups and continuous homomor-
phisms. We will primarily be interested in the case where C is the category of
finite discrete p-groups, for some prime p; in this case, we will call such groups
pro-p groups, write cC as cp and call it pro-p completion, and so on. We will call
rings and Λ-modules whose underlying abelian group is a p-group p-rings and
p-Λ-modules.
Example 2.2.21. Consider the abelian group Z, with the discrete topology. We
write Zp for the abelian pro-p group cp(Z). Since the finite discrete quotient p-
groups of Z as a group are also the finite discrete quotient p-rings of Z considered
as a ring, Zp also has the structure of a pro-p ring.
Proposition 2.2.22. For Λ ∈ TAb and A a pro-p Λ-module, there is a canon-
ical cp(Λ)-action on A making it a pro-p cp(Λ)-module. In particular, a pro-p
abelian group is a pro-p Zp-module.
Proof. A is the limit of its finite discrete quotient p-Λ-modules Ai. Because
Ai is a finite discrete p-group and the Λ-action Λ × Ai → Ai is continuous, it
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follows from Lemma 2.1.1 that there is some open (two-sided) ideal I of Λ with
p-power index whose action on Ai is multiplication by 0. So the Λ-action factors
as Λ/I × Ai → Ai, where Λ/I is a finite p-ring, and hence the canonical map
cp(Λ)→ Λ/I makes Ai into a finite discrete p-cp(Λ)-module. Taking limits over
i, A is a pro-p cp(Λ)-module.
For the rest of the statement, let Λ = Z with the discrete topology, and ob-
serve that topological abelian groups are automatically topological Z-modules.
Using the actions on finite quotients, it is easy to check that this construction
is functorial: given a map f : A → B of Λ-modules, f is compatible with the
cp(Λ)-action defined above. As for Proposition 2.2.3, this functor is inverse to
restriction, so we get equivalences between the categories of pro-p Λ-modules and
pro-p cp(Λ)-modules, and in particular between the categories of pro-p abelian
groups and pro-p Zp-modules.
In many ways, the class of pro-p groups is better behaved than the class
of profinite groups. Zp is a principal ideal domain, and a local ring, by [23,
Proposition 2.7.1], so it is a discrete valuation ring. Explicitly, the valuation of
an element x ∈ Zp is the largest k such that x ∈ pkZp. On the other hand,
Zˆ =
∏
p Zp by [23, Theorem 2.7.2], so Zˆ is not a domain.
We also write Qp for the field of fractions of Zp, with the topology given by
defining the sets pnZp, n ∈ Z, to be a fundamental system of neighbourhoods
of 0.
2.3 Ind-Profinite and Pro-Discrete Modules
2.3.1 Ind-Profinite Modules
We say a topological space X is ind-profinite if there is an injective sequence
of subspaces Xi, i ∈ N, whose union is X, such that each Xi is profinite and
X has the colimit topology with respect to the inclusions Xi → X. That is,
X = lim−→IPSpaceXi. We write IPSpace for the category of ind-profinite spaces
and continuous maps.
Proposition 2.3.1. Given an ind-profinite space X defined as the colimit of
an injective sequence {Xi} of profinite spaces, any compact subspace K of X is
contained in some Xi.
Proof. [12, Proposition 1.1] proves this under the additional assumption that
the Xi are profinite groups, but the proof does not use this.
This shows that compact subspaces of X are exactly the profinite subspaces,
and that, if an ind-profinite space X is defined as the colimit of a sequence {Xi},
then the Xi are cofinal in the poset of compact subspaces of X. We call such a
sequence a cofinal sequence for X: any cofinal sequence of profinite subspaces
defines X up to homeomorphism.
A topological spaceX is called compactly generated if it satisfies the following
condition: a subspace U of X is closed if and only if U ∩K is closed in K for
every compact subspace K of X. See [29] for background on such spaces. By the
definition of the colimit topology, ind-profinite spaces are compactly generated.
Indeed, a subspace U of an ind-profinite space X is closed if and only if U ∩Xi
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is closed in Xi for all i, if and only if U ∩K is closed in K for every compact
subspace K of X by Proposition 2.3.1.
Lemma 2.3.2. IPSpace has finite products and coproducts.
Proof. Given X,Y ∈ IPSpace with cofinal sequences {Xi}, {Yi}, we can con-
struct X unionsqY using the cofinal sequence {XiunionsqYi}. Thanks to Proposition 2.3.1,
the ind-profinite space lim−→Xi × Yi is the product of X and Y in IPSpace. In-
deed, given an ind-profinite space Z with cofinal sequence {Zi} and continuous
maps f : Z → X and g : Z → Y , write fi, gi for f, g restricted to Zi, respec-
tively. We know f(Zi), g(Zi) are compact, so they are contained in some Xji , Yki
respectively. Let li = max{ji, ki}. Then fi and gi factor through Xli × Yli , so
f = lim−→ fi and g = lim−→ gi factor through lim−→Xli ×Xli = lim−→Xi × Yi.
Moreover, by the proposition, {Xi × Yi} is cofinal in the poset of compact
subspaces of X × Y (with the product topology), and hence lim−→Xi × Yi is the
k-ification of X × Y , or in other words it is the product of X and Y in the
category of compactly generated spaces – see [29] for details. So we will write
X ×k Y for the product in IPSpace. It is not clear whether the space X × Y ,
with the product topology, is homeomorphic to X ×k Y .
We say an abelian group M equipped with an ind-profinite topology is an
ind-profinite abelian group if it satisfies the following condition: there is an
injective sequence of profinite subgroups Mi, i ∈ N, which is a cofinal sequence
for the underlying space of M . It is easy to see that profinite groups and
countable discrete torsion groups are ind-profinite. Moreover Qp is ind-profinite
via the cofinal sequence
Zp
·p−→ Zp ·p−→ · · · . (∗)
Remark 2.3.3. It is not obvious that ind-profinite abelian groups are topological
groups. In fact, we see below that they are. But it is much easier to see that
they are k-groups in the sense of [20]: the multiplication map
M ×kM = lim−→
IPSpace
Mi ×Mi →M
is continuous by the definition of colimits. The k-group intuition will often be
more useful.
In the terminology of [12] the ind-profinite abelian groups are just the abelian
weakly profinite groups. We recall some of the basic results of [12].
Proposition 2.3.4. Suppose M is an ind-profinite abelian group with cofinal
sequence {Mi}.
(i) Any compact subspace of M is contained in some Mi.
(ii) Closed subgroups N of M are ind-profinite, with cofinal sequence N ∩Mi.
(iii) Quotients of M by closed subgroups N are ind-profinite, with cofinal se-
quence Mi/(N ∩Mi).
(iv) Ind-profinite abelian groups are topological groups.
Proof. [12, Proposition 1.1, Proposition 1.2, Proposition 1.5]
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As before, we call a sequence {Mi} of profinite subgroups making M into
an ind-profinite group a cofinal sequence for M .
Suppose from now on that R is a commutative profinite ring and Λ is a
profinite R-algebra.
Remark 2.3.5. We could define ind-profinite rings as colimits of injective se-
quences (indexed by N) of profinite rings, and much of what follows does hold
in some sense for such rings, but not much is lost by the restriction. In partic-
ular, it would be nice to use the machinery of ind-profinite rings to study Qp,
but the sequence (∗) making Qp into an ind-profinite abelian group does not
make it into an ind-profinite ring because the maps are not maps of rings.
We say that M is a left Λ-k-module if M is a k-group equipped with a contin-
uous map Λ×kM →M . A Λ-k-module homomorphism M → N is a continuous
map which is a homomorphism of the underlying abstract Λ-modules. Because
Λ is profinite, Λ×k M = Λ×M , so Λ×M →M is continuous. Hence if M is
a topological group (that is, if multiplication M ×M →M is continuous) then
it is a topological Λ-module.
We say that a left Λ-k-module M equipped with an ind-profinite topology
is a left ind-profinite Λ-module if there is an injective sequence of profinite
submodules Mi, i ∈ N, which is a cofinal sequence for the underlying space of
M . So countable discrete Λ-modules are ind-profinite, because finitely generated
discrete Λ-modules are finite, and so are profinite Λ-modules. In particular Λ,
with left-multiplication, is an ind-profinite Λ-module. Note that, since profinite
Zˆ-modules are the same as profinite abelian groups, ind-profinite Zˆ-modules are
the same as ind-profinite abelian groups.
Then we immediately get the following.
Corollary 2.3.6. Suppose M is an ind-profinite Λ-module with cofinal sequence
{Mi}.
(i) Any compact subspace of M is contained in some Mi.
(ii) Closed submodules N of M are ind-profinite, with cofinal sequence N∩Mi.
(iii) Quotients of M by closed submodules N are ind-profinite, with cofinal
sequence Mi/(N ∩Mi).
(iv) Ind-profinite Λ-modules are topological Λ-modules.
As before, we call a sequence {Mi} of profinite submodules making M into
an ind-profinite Λ-module a cofinal sequence for M .
Lemma 2.3.7. Ind-profinite Λ-modules have a fundamental system of neigh-
bourhoods of 0 consisting of open submodules. Hence such modules are Hausdorff
and totally disconnected.
Proof. Suppose M has cofinal sequence Mi, and suppose U ⊆ M is open, with
0 ∈ U ; by definition, U ∩Mi is open in Mi for all i. Profinite modules have
a fundamental system of neighbourhoods of 0 consisting of open submodules,
by [23, Lemma 5.1.1], so we can pick an open submodule N0 of M0 such that
N0 ⊆ U ∩M0. Now we proceed inductively: given an open submodule Ni of Mi
such that Ni ⊆ U ∩Mi, let f be the quotient map M → M/Ni. Then f(U) is
open in M/Ni by [12, Proposition 1.3], so f(U)∩Mi+1/Ni is open in Mi+1/Ni.
37
Pick an open submodule of Mi+1/Ni which is contained in f(U)∩Mi+1/Ni and
write Ni+1 for its preimage in Mi+1. Finally, let N be the submodule of M
with cofinal sequence {Ni}: N is open and N ⊆ U , as required.
Write IP (Λ) for the category whose objects are left ind-profinite Λ-modules,
and whose morphisms M → N are Λ-k-module homomorphisms. We will
identify the category of right ind-profinite Λ-modules with IP (Λop) in the
usual way. Given M ∈ IP (Λ) and a submodule M ′, write M ′ for the clo-
sure of M ′ in M . Given M,N ∈ IP (Λ), write HomIP (Λ)(M,N) for the U(R)-
module of morphisms M → N : this makes HomIP (Λ)(−,−) into a functor
IP (Λ)op × IP (Λ)→Mod(U(R)) in the usual way.
Proposition 2.3.8. IP (Λ) is an additive category with kernels and cokernels.
Proof. The category is clearly pre-additive; the biproduct M ⊕N is the biprod-
uct of the underlying abstract modules, with the topology of M ×k N . The
existence of kernels and cokernels follows from Corollary 2.3.6; the cokernel of
f : M → N is N/f(M).
Remark 2.3.9. The category IP (Λ) is not abelian in general. Consider the
countable direct sum ⊕ℵ0Z/2Z, with the discrete topology, and the countable
direct product
∏
ℵ0 Z/2Z, with the profinite topology. Both are ind-profinite
Zˆ-modules. There is a canonical injective map
i : ⊕Z/2Z→
∏
Z/2Z,
but i(⊕Z/2Z) is not closed in ∏Z/2Z. Moreover, ⊕Z/2Z is not homeomorphic
to i(⊕Z/2Z), with the subspace topology, because i(⊕Z/2Z) is not discrete, by
the construction of the product topology.
Recall from Chapter 1 that in an additive category with kernels and cok-
ernels we write coim(f) for coker(ker(f)), and im(f) for ker(coker(f)). That
is, coim(f) = f(M), with the quotient topology coming from M , and im(f) =
f(M), with the subspace topology coming from N . In an abelian category,
coim(f) = im(f), but the preceding remark shows that this fails in IP (Λ).
We say a morphism f : M → N in IP (Λ) is strict if coim(f) = im(f). In
particular strict epimorphisms are surjections. Note that if M is profinite all
morphisms f : M → N must be strict, because compact subspaces of Hausdorff
spaces are closed, so that coim(f)→ im(f) is a continuous bijection of compact
Hausdorff spaces and hence a topological isomorphism.
Proposition 2.3.10. Morphisms f : M → N in IP (Λ) such that f(M) is a
closed subset of N have continuous sections im(f) → M . So f is strict in this
case, and in particular continuous bijections are isomorphisms.
Proof. [12, Proposition 1.6]
Corollary 2.3.11 (Canonical decomposition of morphisms). Every morphism
f : M → N in IP (Λ) can be uniquely written as the composition of a strict
epimorphism, a bimorphism and a strict monomorphism. Moreover the bimor-
phism is an isomorphism if and only if f is strict.
38
Proof. The decomposition is the usual one
M → coim(f) g−→ im(f)→ N,
for categories with kernels and cokernels. Clearly coim(f) = f(M) → N is
injective, so g is too, and hence g is monic. Also the set-theoretic image of
M → im(f) is dense, so the set-theoretic image of g is too, and hence g is epic.
Then everything follows from Proposition 2.3.10.
Because IP (Λ) is not abelian, it is not obvious what the right notion of
exactness is. We will say that a chain complex
· · · → L f−→M g−→ N → · · ·
is strict exact at M if coim(f) = ker(g). We say a chain complex is strict exact
if it is strict exact at each M .
Proposition 2.3.12. The category IP (Λ) has countable colimits.
Proof. We show first that IP (Λ) has countable direct sums. Given a countable
collection {Mn : n ∈ N} of ind-profinite Λ-modules, write {Mn,i : i ∈ N}, for
each n, for a cofinal sequence for Mn. Now consider the injective sequence
{Nn} given by Nn =
∏n
i=1Mi,n+1−i: each Nn is a profinite Λ-module, so the
sequence defines an ind-profinite Λ-module N . It is easy to check that the
underlying abstract module of N is
⊕
nMn, that each canonical map Mn → N
is continuous, and that any collection of continuous homomorphisms Mn → P
in IP (Λ) induces a continuous N → P .
Now suppose we have a countable diagram {Mn} in IP (Λ). Write S for
the closed submodule of
⊕
Mn generated (topologically) by the elements with
jth component −x, kth component f(x) and all other components 0, for all
maps f : Mj → Mk in the diagram and all x ∈ Mj . By standard arguments,
(
⊕
Mn)/S, with the quotient topology, is the colimit of the diagram.
Remark 2.3.13. We get from this construction that, given a countable collection
of short strict exact sequences
0→ Ln →Mn → Nn → 0
in IP (Λ), their direct sum
0→
⊕
Ln →
⊕
Mn →
⊕
Nn → 0
is strict exact by Proposition 2.3.10, because the sequence of underlying modules
is exact. So direct sums preserve kernels and cokernels, and in particular direct
sums preserve strict maps, because given a countable collection of strict maps
{fn} in IP (Λ),
coim(
⊕
fn) = coker(ker(
⊕
fn)) =
⊕
coker(ker(fn))
=
⊕
ker(coker(fn)) = ker(coker(
⊕
fn)) = im(
⊕
fn).
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Lemma 2.3.14. (i) Given M,N ∈ IP (Λ), pick cofinal sequences {Mi}, {Nj}
respectively. Then
HomIP (Λ)(M,N) = lim←−
i
lim−→
j
HomIP (Λ)(Mi, Nj),
in the category of U(R)-modules.
(ii) Given X ∈ IPSpace with a cofinal sequence {Xi} and N ∈ IP (Λ) with
cofinal sequence {Nj}, write C(X,N) for the U(R)-module of continuous
maps X → N . Then C(X,N) = lim←−i lim−→j C(Xi, Nj).
Proof. (i) Since M = lim−→IP (Λ)Mi, we have
HomIP (Λ)(M,N) = lim←−HomIP (Λ)(Mi, N).
Since the Nj are cofinal for N , every continuous map Mi → N factors
through some Nj , so
HomIP (Λ)(Mi, N) = lim−→HomIP (Λ)(Mi, Nj).
(ii) Similarly.
Given X ∈ IPSpace as before, define a module ΛJXK ∈ IP (Λ) in the follow-
ing way: let ΛJXiK be the free profinite Λ-module on Xi. The maps Xi → Xi+1
induce maps ΛJXiK→ ΛJXi+1K of profinite Λ-modules, and hence we get an ind-
profinite Λ-module with cofinal sequence {ΛJXiK}. Write ΛJXK for this module,
which we will call the free ind-profinite Λ-module on X.
Proposition 2.3.15. Suppose X ∈ IPSpace and N ∈ IP (Λ). Then we have
HomIP (Λ)(ΛJXK, N) = C(X,N), naturally in X and N .
Proof. Recall, by Proposition 2.2.5, that HomIP (Λ)(ΛJXK, N) = C(X,N) when
X and N are profinite. Then by Lemma 2.3.14,
HomIP (Λ)(ΛJXK, N) = lim←−
i
lim−→
j
HomIP (Λ)(ΛJXiK, Nj)
= lim←−
i
lim−→
j
C(Xi, Nj)
= C(X,N).
The isomorphism is natural because HomIP (Λ)(ΛJ−K,−) and C(−,−) are both
bifunctors.
We call P ∈ IP (Λ) projective if
0→ HomIP (Λ)(P,L)→ HomIP (Λ)(P,M)→ HomIP (Λ)(P,N)→ 0
is an exact sequence of U(R)-modules whenever
0→ L→M → N → 0
is strict exact. We say IP (Λ) has enough projectives if for every M ∈ IP (Λ)
there is a projective P and a strict epimorphism P →M .
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Corollary 2.3.16. IP (Λ) has enough projectives.
Proof. By Proposition 2.3.15 and Proposition 2.3.10, ΛJXK is projective for all
X ∈ IPSpace. So given M ∈ IP (Λ), ΛJMK has the required property: the
identity M → M induces a canonical ‘evaluation map’ ε : ΛJMK → M , which
is strict epic because it is a surjection.
Lemma 2.3.17. Projective modules in IP (Λ) are summands of free ones.
Proof. Given a projective P ∈ IP (Λ), pick a free module F and a strict epimor-
phism f : F → P . By definition, the map HomIP (Λ)(P, F ) f
∗
−→ HomIP (Λ)(P, P )
induced by f is a surjection, so there is some morphism g : P → F such that
f∗(g) = gf = idP . Then we get that the map ker(f) ⊕ P → F is a continuous
bijection, and hence an isomorphism by Proposition 2.3.10.
Remarks 2.3.18. (i) We can also define the class of strictly free modules to
be free ind-profinite modules on an ind-profinite space X which has the
form of a disjoint union of profinite spaces Xi. By the universal properties
of coproducts and free modules we immediately get ΛJXK = ⊕ΛJXiK.
Moreover, for every ind-profinite space Y there is some X of this form
with a surjection X → Y : given a cofinal sequence {Yi} in Y , let Xi = Yi
and X =
⊔
Xi, and the identity maps Xi → Yi induce the required map
X → Y . Then the same argument as before shows that projective modules
in IP (Λ) are summands of strictly free ones.
(ii) Note that a profinite module in IP (Λ) is projective in IP (Λ) if and only if
it is projective in the category of profinite Λ-modules. Indeed, Proposition
2.3.15 shows that free profinite modules are projective in IP (Λ), and the
rest follows.
2.3.2 Pro-Discrete Modules
Write PD(Λ) for the category of left pro-discrete Λ-modules: the objects M in
this category are countable inverse limits, as topological Λ-modules, of discrete
Λ-modulesM i, i ∈ N; the morphisms are continuous Λ-module homomorphisms.
So discrete torsion Λ-modules are pro-discrete, and so are second-countable
profinite Λ-modules by [23, Proposition 2.6.1, Lemma 5.1.1], and in particular
Λ, with left-multiplication, is a pro-discrete Λ-module if Λ is second-countable.
Moreover Qp is a pro-discrete Zˆ-module via the sequence
· · · ·p−→ Qp/Zp ·p−→ Qp/Zp.
We will identify the category of right pro-discrete Λ-modules with PD(Λop) in
the usual way.
Lemma 2.3.19. Pro-discrete Λ-modules are first-countable.
Proof. We can construct M = lim←−M
i as a closed subspace of
∏
M i. Each M i
is first-countable because it is discrete, and first-countability is closed under
countable products and subspaces.
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Remarks 2.3.20. (i) This shows that Λ itself can be regarded as a pro-discrete
Λ-module if and only if it is first-countable, if and only if it is second-
countable by [23, Proposition 2.6.1]. Rings of interest are often second-
countable; this class includes, for example, Zp, Zˆ, Qp, and the completed
group ring RJGK when R and G are second-countable.
(ii) Since first-countable spaces are always compactly generated by [29, Propo-
sition 1.6], pro-discrete Λ-modules are compactly generated as topological
spaces. In fact more is true. Given a pro-discrete Λ-module M which is
the inverse limit of a countable sequence {M i} of finite quotients, suppose
X is a compact subspace of M and write Xi for the image of X in M i. By
compactness, each Xi is finite. Let N i be the submodule of M i generated
by Xi: because Xi is finite, Λ is compact and M i is discrete torsion, N i
is finite. Hence N = lim←−N
i is a profinite Λ-submodule of M containing
X. So pro-discrete modules M are compactly generated by their profinite
submodules N , in the sense that a subspace U of M is closed if and only
if U ∩N is closed in N for all N .
Lemma 2.3.21. Pro-discrete Λ-modules are metrisable and complete.
Proof. [3, IX, Section 3.1, Proposition 1] and the corollary to [3, II, Section 3.5,
Proposition 10].
Note that pro-discrete Λ-modules need not be second-countable in general,
because for example PD(Zˆ) contains uncountable discrete abelian groups. How-
ever, we have the following result.
Lemma 2.3.22. Suppose a Λ-module M has a topology which makes it pro-
discrete and ind-profinite (as a Λ-module). Then M is second-countable and
locally compact.
Proof. As an ind-profinite Λ-module, take a cofinal sequence of profinite sub-
modules Mi. For any discrete quotient N of M , the image of each Mi in N is
compact and hence finite, and N is the union of these images, so N is count-
able. Then if M is the inverse limit of a countable sequence of discrete quotients
M j , each M j is countable and M can be identified with a closed subspace of∏
M j , so M is second-countable because second-countability is closed under
countable products and subspaces. By Proposition 2.3.21, M is a Baire space,
and hence by the Baire category theorem one of the Mi must be open. The
result follows.
Proposition 2.3.23. Suppose M is a pro-discrete Λ-module which is the in-
verse limit of a sequence of discrete quotient modules {M i}. Let U i = ker(M →
M i).
(i) The sequence {M i} is cofinal in the poset of all discrete quotient modules
of M .
(ii) Closed submodules N of M are pro-discrete, with cofinal sequence N/(N ∩
U i).
(iii) Quotients of M by closed submodules N are pro-discrete, with cofinal se-
quence M/(U i +N).
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Proof. (i) The U i form a basis of open neighbourhoods of 0 in M , by [23,
Exercise 1.1.15]. Therefore, for any discrete quotient D of M , the kernel
of the quotient map f : M → D contains some U i, so f factors through
U i.
(ii) M is complete, and hence N is complete by [3, II, Section 3.4, Propo-
sition 8]. It is easy to check that {N ∩ U i} is a fundamental system of
neighbourhoods of the identity, so N = lim←−N/(N ∩U
i) by [3, III, Section
7.3, Proposition 2]. Also, since M is metrisable, by [3, IX, Section 3.1,
Proposition 4] M/N is complete too. After checking that (U i + N)/N is
a fundamental system of neighbourhoods of the identity in M/N , we get
M/N = lim←−M/(U
i + N) by applying [3, III, Section 7.3, Proposition 2]
again.
As a result of (i), we call {M i} a cofinal sequence for M .
As in IP (Λ), it is clear from Proposition 2.3.23 that PD(Λ) is an addi-
tive category with kernels and cokernels. Given M,N ∈ PD(Λ), we write
HomPD(Λ)(M,N) for the U(R)-module of morphisms M → N : this makes
HomPD(Λ)(−,−) into a functor
PD(Λ)op × PD(Λ)→Mod(U(R))
in the usual way. Note that the ind-profinite Zˆ-modules in Remark 2.3.9 are also
pro-discrete Zˆ-modules, so the remark also shows that PD(Λ) is not abelian in
general.
As before, we say a morphism f : M → N in PD(Λ) is strict if coim(f) =
im(f). Since im(f) is a closed submodule of N , f(M) = {f(m) : m ∈M} must
be closed for strict f . In particular strict epimorphisms are surjections. We say
that a chain complex
· · · → L f−→M g−→ N → · · ·
is strict exact at M if coim(f) = ker(g). We say a chain complex is strict exact
if it is strict exact at each M .
Remark 2.3.24. In general, it is not clear whether a map f : M → N in PD(Λ)
with f(M) closed in N must be strict, as is the case for ind-profinite modules.
However, if in addition M (and hence coim(f)) is second-countable, [16, Chap-
ter 6, Problem R] shows that the continuous bijection coim(f) → im(f) is an
isomorphism.
As for ind-profinite modules, we can factorise morphisms in a canonical way.
Corollary 2.3.25 (Canonical decomposition of morphisms). Every morphism
f : M → N in IP (Λ) can be uniquely written as the composition of a strict
epimorphism, a bimorphism and a strict monomorphism. Moreover the bimor-
phism is an isomorphism if and only if the morphism is strict.
Remark 2.3.26. Suppose we have a short strict exact sequence
0→ L f−→M g−→ N → 0
in PD(Λ). Pick a cofinal sequence {M i} for M . Then, as in Proposition
2.3.23(ii),
L = coim(f) = im(f) = lim←− im(im(f)→M
i),
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and similarly for N , so we can write the sequence as a surjective inverse limit
of short (strict) exact sequences of discrete Λ-modules.
Conversely, suppose we have a surjective sequence of short (strict) exact
sequences
0→ Li →M i → N i → 0
of discrete Λ-modules. Taking limits we get a sequence
0→ L f−→M g−→ N → 0 (∗)
of pro-discrete Λ-modules. It is easy to check that
im(f) = ker(g) = L = coim(f)
and
coim(g) = coker(f) = N = im(g),
so f and g are strict, and hence (∗) is a short strict exact sequence.
Lemma 2.3.27. Given M,N ∈ PD(Λ), pick cofinal sequences {M i}, {N j}
respectively. Then
HomPD(Λ)(M,N) = lim←−
j
lim−→
i
HomPD(Λ)(M
i, N j),
in the category of U(R)-modules.
Proof. Since N = lim←−PD(Λ)N
j , we have by definition that
HomPD(Λ)(M,N) = lim←−HomPD(Λ)(M,N
j).
Since the M i are cofinal for M , every continuous map M → N j factors through
some M i, so
HomPD(Λ)(M,N
j) = lim−→HomPD(Λ)(M
i, N j).
We call I ∈ PD(Λ) injective if
0→ HomPD(Λ)(N, I)→ HomPD(Λ)(M, I)→ HomPD(Λ)(L, I)→ 0
is an exact sequence of R-modules whenever
0→ L→M → N → 0
is strict exact.
Lemma 2.3.28. Suppose that I is a discrete Λ-module which is injective in the
category of discrete Λ-modules. Then I is injective in PD(Λ).
Proof. We know HomPD(Λ)(−, I) is exact on discrete Λ-modules. Remark 2.3.26
shows that we can write short strict exact sequences of pro-discrete Λ-modules as
surjective inverse limits of short exact sequences of discrete modules in PD(Λ),
and then, by injectivity, applying HomPD(Λ)(−, I) gives a direct system of short
exact sequences of U(R)-modules; the exactness of such direct limits is well
known.
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In particular we get that Q/Z, with the discrete topology, is injective in
PD(Zˆ) – it is injective among discrete Zˆ-modules (i.e. torsion abelian groups
by Corollary 2.2.13) by Baer’s lemma [32, 2.3.1], because it is divisible.
Given M ∈ IP (Λ), with a cofinal sequence {Mi}, and N ∈ PD(Λ), with
a cofinal sequence {N j}, consider the category T (Λ) of topological Λ-modules
and continuous Λ-module homomorphisms. We can consider IP (Λ) and PD(Λ)
as full subcategories of T (Λ), and observe that M = lim−→T (Λ)Mi and N =
lim←−T (Λ)N
j . We write HomΛ(M,N) for the U(R)-module of morphisms M → N
in T (Λ). By the universal properties of limits and colimits:
Lemma 2.3.29. As U(R)-modules, HomΛ(M,N) = lim←−i,j HomΛ(Mi, N
j).
Then we may make HomΛ(M,N) into a topological R-module by identifying
it with lim←−i,j HomΛ(Mi, Nj) with the limit topology: this makes HomΛ(M,N)
into a pro-discrete R-module which we write as HomΛ(M,N). Because Mi
and N j are cofinal sequences, this topology coincides with the compact-open
topology, so this notation does not cause any ambiguity. The topology thus
constructed is well-defined because the Mi are cofinal for M and the Nj cofinal
for N . Moreover, given a morphism M →M ′ in IP (Λ), this construction makes
the induced map HomΛ(M
′, N) → HomΛ(M,N) continuous, and similarly in
the second variable, so that HomΛ(−,−) becomes a functor IP (Λ)op×PD(Λ)→
PD(R). Of course the case when M and N are right Λ-modules behaves in the
same way; we may express this by treating M,N as left Λop-modules and writing
HomT (Λop)(M,N) in this case.
More generally, given a chain complex
· · · d1−→M1 d0−→M0 d−1−−→ · · ·
in IP (Λ) and a cochain complex
· · · d
−1
−−→ N0 d
0
−→ N1 d
1
−→ · · ·
in PD(Λ), both bounded below, consider the double cochain complex with
(p, q)th term {HomΛ(Mp, Nq)}, with the obvious horizontal maps, and with the
vertical maps defined in the obvious way except that they are multiplied by
−1 whenever p is odd: this makes Tot(HomΛ(Mp, Nq)) into a cochain complex
which we denote by HomΛ(M,N). Each term in the total complex is the sum
of finitely many pro-discrete R-modules, because M and N are bounded below,
so HomΛ(M,N) is in PD(R).
Suppose Θ,Φ are profinite R-algebras. Then let PD(Θ−Φ) be the category
of pro-discrete Θ− Φ-bimodules and continuous Θ− Φ-homomorphisms. If M
is an ind-profinite Λ−Θ-bimodule and N is a pro-discrete Λ−Φ-bimodule, one
can make HomΛ(M,N) into a pro-discrete Θ−Φ-bimodule in the same way as
in the abstract case. We leave the details to the reader.
2.3.3 Pontryagin Duality
Lemma 2.3.30. Suppose that I is a discrete Λ-module which is injective in
PD(Λ). Then HomΛ(−, I) sends short strict exact sequences of ind-profinite
Λ-modules to short strict exact sequences of pro-discrete R-modules.
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Proof. Proposition 2.3.10 shows that we can write short strict exact sequences
of ind-profinite Λ-modules as injective direct limits of short exact sequences of
profinite modules in IP (Λ), and then Proposition 2.2.20 shows that applying
HomΛ(−, I) gives a surjective inverse system of short exact sequences of discrete
R-modules; the inverse limit of these is strict exact by Remark 2.3.26.
In particular this applies when I = Q/Z, with the discrete topology, as a
Zˆ-module.
Consider Q/Z with the discrete topology as an ind-profinite abelian group.
Given M ∈ IP (Λ), with a cofinal sequence {Mi}, we can think of M as an
ind-profinite abelian group by forgetting the Λ-action; then {Mi} becomes a
cofinal sequence of profinite abelian groups for M . Now apply HomZˆ(−,Q/Z)
to get a pro-discrete abelian group. We can endow each HomZˆ(Mi,Q/Z) with
the structure of a right Λ-module, such that the Λ-action is continuous, by
Corollary 2.2.12. Taking inverse limits, we can therefore make HomZˆ(M,Q/Z)
into a pro-discrete right Λ-module, which we denote by M∗. As before, ∗ gives a
contravariant functor IP (Λ)→ PD(Λop). Lemma 2.3.30 now has the following
immediate consequence.
Corollary 2.3.31. The functor ∗ : IP (Λ)→ PD(Λop) maps short strict exact
sequences to short strict exact sequences.
Suppose instead that M ∈ PD(Λ), with a cofinal sequence {M i}. As before,
we can think of M as a pro-discrete abelian group by forgetting the Λ-action,
and then {M i} is a cofinal sequence of discrete abelian groups. Recall that, as
U(Zˆ)-modules,
HomPD(Zˆ)(M,Q/Z) ∼= lim−→
i
HomPD(Zˆ)(M
i,Q/Z).
We can endow each HomPD(Zˆ)(M
i,Q/Z) with the structure of a profinite right
Λ-module, by Corollary 2.2.12. Taking direct limits, we can therefore make
HomPD(Zˆ)(M,Q/Z) into an ind-profinite right Λ-module, which we denote by
M∗, and in the same way as before ∗ gives a functor PD(Λ)→ IP (Λop).
Note that ∗ also maps short strict exact sequences to short strict exact
sequences, by Lemma 2.3.28 and Proposition 2.3.10. Note too that both ∗ and
∗ send profinite modules to discrete modules and vice versa; on such modules
they give the same result as the usual Pontryagin duality functor of Section
2.2.1.
Theorem 2.3.32 (Pontryagin duality). The composite functors IP (Λ)
−∗−−→
PD(Λop)
−∗−−→ IP (Λ) and PD(Λ) −∗−−→ IP (Λop) −
∗
−−→ PD(Λ) are naturally iso-
morphic to the identity, so that IP (Λ) and PD(Λ) are dually equivalent.
Proof. We give a proof for ∗ ◦ ∗; the proof for ∗ ◦ ∗ is similar. Given M ∈
IP (Λ) with a cofinal sequence Mi, by construction (M
∗)∗ has cofinal sequence
(M∗i )∗. By [23, p.165], the functors
∗ and ∗ give a dual equivalence between the
categories of profinite and discrete Λ-modules, so we have natural isomorphisms
Mi → (M∗i )∗ for each i, and the result follows.
From now on, by abuse of notation, we will follow convention by writing ∗
for both the functors ∗ and ∗.
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Corollary 2.3.33. Pontryagin duality preserves the canonical decomposition of
morphisms. More precisely, given a morphism f : M → N in IP (Λ), im(f)∗ =
coim(f∗) and im(f∗) = coim(f)∗. In particular, f∗ is strict if and only if f is.
Similarly for morphisms in PD(Λ).
Proof. This follows from Pontryagin duality and the duality between the defi-
nitions of im and coim. For the final observation, note that, by Corollary 2.3.11
and Corollary 2.3.25,
f∗ is strict⇔ im(f∗) = coim(f∗)
⇔ im(f) = coim(f)
⇔ f is strict.
Corollary 2.3.34. (i) PD(Λ) has countable limits.
(ii) Direct products in PD(Λ) preserve kernels and cokernels, and hence strict
maps.
(iii) PD(Λ) has enough injectives: for every M ∈ PD(Λ) there is an injective
I and a strict monomorphism M → I. A discrete Λ-module I is injective
in PD(Λ) if and only if it is injective in the category of discrete Λ-modules.
(iv) Every injective in PD(Λ) is a summand of a strictly cofree one, i.e. one
whose Pontryagin dual is strictly free.
(v) Countable products of strict exact sequences in PD(Λ) are strict exact.
(vi) Suppose that P is a profinite Λ-module which is projective in IP (Λ). Then
HomΛ(P,−) sends strict exact sequences of pro-discrete Λ-modules to strict
exact sequences of pro-discrete R-modules.
Example 2.3.35. It is easy to check that Zˆ∗ = Q/Z and Z∗p = Qp/Zp. Then
Q∗p = (lim−→(Zp
·p−→ Zp ·p−→ · · · ))∗ = lim←−(· · ·
·p−→ Qp/Zp ·p−→ Qp/Zp) = Qp.
The topology defined on M∗ = HomZˆ(M,Q/Z) when M is an ind-profinite
Λ-module coincides with the compact-open topology, because the (discrete)
topology on each HomZˆ(Mi,Q/Z) is the compact-open topology and every
compact subspace of M is contained in some Mi by Proposition 2.3.1. Sim-
ilarly, for a pro-discrete Λ-module N , every compact subspace of N is con-
tained in some profinite submodule L by Remark 2.3.20(ii), so the compact-open
topology on HomPD(Zˆ)(N,Q/Z) coincides with the limit topology defined on
lim←−T (Λ) HomPD(Zˆ)(L,Q/Z), where the limit is taken over all profinite submod-
ules L of N and each HomPD(Zˆ)(L,Q/Z) is given the (discrete) compact-open
topology.
Proposition 2.3.36. The compact-open topology on HomPD(Zˆ)(N,Q/Z) coin-
cides with the topology defined on N∗.
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Proof. By the preceding remarks, HomPD(Zˆ)(N,Q/Z) with the compact-open
topology is just lim←−profinite L≤N L
∗. So the canonical map N∗ → lim←−L
∗ is a
continuous bijection; we need to check it is open. By Lemma 2.3.7, it suffices to
check this for open submodules K of N∗. Because K is open, N∗/K is discrete,
so (N∗/K)∗ is a profinite submodule of N . Therefore there is a canonical
continuous map lim←−L
∗ → (N∗/K)∗∗ = N∗/K, whose kernel is open because
N∗/K is discrete. This kernel is K, and the result follows.
As topological groups, ind-profinite Λ-modules have the structure of uniform
spaces (as they are abelian, the left and right uniformities coincide).
Corollary 2.3.37. The uniformity on ind-profinite Λ-modules is complete,
Hausdorff and totally disconnected.
Proof. By Lemma 2.3.7 we just need to show the uniformity is complete. Propo-
sition 2.3.36 shows that ind-profinite Λ-modules are the inverse limit of their
discrete quotients, and hence that the uniformity on such modules is complete,
by the corollary to [3, II, Section 3.5, Proposition 10].
Moreover, given ind-profinite Λ-modules M,N , the product M ×k N is the
inverse limit of discrete modules M ′ ×k N ′, where M ′ and N ′ are discrete quo-
tients of M and N respectively. But M ′ ×k N ′ = M ′ × N ′, because both are
discrete, so
M ×k N = lim←−M
′ ×N ′ = M ×N,
the product in the category of topological modules.
Proposition 2.3.38. Suppose that P ∈ IP (Λ) is projective. Then HomΛ(P,−)
sends strict exact sequences in PD(Λ) to strict exact sequences in PD(R).
Proof. For P profinite this is Corollary 2.3.34(vi). For P strictly free, P =
⊕
Pi,
we get HomΛ(P,−) =
∏
HomΛ(Pi,−), which sends strict exact sequences to
strict exact sequences because
∏
and HomΛ(Pi,−) do. Now the result follows
from Remark 2.3.18.
Lemma 2.3.39. HomΛ(M,N) = HomΛop(N
∗,M∗) for all M ∈ IP (Λ), N ∈
PD(Λ), naturally in both variables.
Proof. The functor −∗ induces maps of abstract groups
HomΛ(M,N)
f1−→ HomΛ(N∗,M∗)
f2−→ HomΛ(N∗∗,M∗∗)
f3−→ HomΛ(N∗∗∗,M∗∗∗)
such that the compositions f2f1 and f3f2 are isomorphisms, so f2 is an iso-
morphism. In particular, this holds when M is profinite and N is discrete, in
which case the topology on HomΛ(M,N) is discrete; so, taking cofinal sequences
{Mi} for M and {N j} for N , we get HomΛ(Mi, N j) = HomΛop(N j∗,M∗i )
as topological modules for each i, j, and the topologies on HomΛ(M,N) and
HomΛop(N
∗,M∗) are given by the inverse limits of these. Naturality is clear.
Corollary 2.3.40. Suppose that I ∈ PD(Λ) is injective. Then HomΛ(−, I)
sends strict exact sequences in IP (Λ) to strict exact sequences in PD(R).
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Proposition 2.3.41 (Baer’s Lemma). Suppose I ∈ PD(Λ) is discrete. Then
I is injective in PD(Λ) if and only if, for every closed left ideal J of Λ, every
map J → I extends to a map Λ→ I.
Proof. Think of Λ and J as objects of PD(Λ). The condition is clearly necessary.
To see it is sufficient, suppose we are given a strict monomorphism f : M → N
in PD(Λ) and a map g : M → I. Because I is discrete, ker(g) is open in M .
Because f is strict, we can therefore pick an open submodule U of N such that
ker(g) = M ∩ U . So the problem reduces to the discrete case: it is enough to
show that M/ ker(g) → I extends to a map N/U → I. In this case, the proof
for abstract modules, [32, Baer’s Criterion 2.3.1], goes through unchanged.
Therefore a discrete Zˆ-module which is injective in PD(Zˆ) is divisible. On
the other hand, the discrete Zˆ-modules are just the torsion abelian groups with
the discrete topology. So, by the version of Baer’s Lemma for abstract modules
([32, Baer’s Criterion 2.3.1]), divisible discrete Zˆ-modules are injective in the
category of discrete Zˆ-modules, and hence injective in PD(Zˆ) too by Corollary
2.3.34(iii). So duality gives:
Corollary 2.3.42. (i) A discrete Zˆ-module is injective in PD(Zˆ) if and only
if it is divisible.
(ii) A profinite Zˆ-module is projective in IP (Zˆ) if and only if it is torsion-free.
Proof. Being divisible and being torsion-free are Pontryagin dual by [23, Theo-
rem 2.9.12].
Remark 2.3.43. On the other hand, Qp is not injective in PD(Zˆ) (and hence not
projective in IP (Zˆ) either), despite being divisible (respectively, torsion-free).
Indeed, consider the monomorphism
f : Qp →
∏
N
Qp/Zp, x 7→ (x, x/p, x/p2, . . .),
which is strict because its dual
f∗ :
⊕
N
Zp → Qp, (x0, x1, . . .) 7→
∑
n
xn/p
n
is surjective and hence strict by Proposition 2.3.10. Suppose Qp is injective, so
that f splits; the map g splitting it must send the torsion elements of
∏
NQp/Zp
to 0 because Qp is torsion-free. But the torsion elements contain
⊕
NQp/Zp, so
they are dense in
∏
NQp/Zp and hence g = 0, giving a contradiction.
Finally, we note that in fact IP (Λ) and PD(Λ) are quasi-abelian categories.
Both categories satisfy axiom (QA) because forgetting the topology preserves
pullbacks in both, and Mod(U(Λ)) satisfies (QA). Then both categories satisfy
axiom (QA∗) by duality, and we have:
Proposition 2.3.44. IP (Λ) and PD(Λ) are quasi-abelian categories.
Moreover, a morphism f in a quasi-abelian category is called strict if the
canonical map coim(f) → im(f) is an isomorphism, which agrees with our use
of the term in IP (Λ) and PD(Λ) by Corollary 2.3.11 and Corollary 2.3.25.
49
2.3.4 Tensor Products
As in the profinite case, we can define tensor products of ind-profinite modules.
Suppose L ∈ IP (Λop),M ∈ IP (Λ), N ∈ IP (R). Then T ∈ IP (R), together
with a continuous bilinear map θ : L×kM → T , is the tensor product of L and
M if, for every N ∈ IP (R) and every continuous bilinear map b : L×kM → N ,
there is a unique morphism f : T → N in IP (R) such that b = fθ.
If such a T exists, it is clearly unique up to isomorphism, and then we write
L⊗ˆΛM for the tensor product. To show the existence of L⊗ˆΛM , we construct it
directly: b defines a morphism b′ : F (L×kM)→ N in IP (R), where F (L×kM)
is the free ind-profinite R-module on L×kM . From the bilinearity of b, we get
that the R-submodule K of F (L×kM) generated by the elements
(l1 + l2,m)− (l1,m)− (l2,m), (l,m1 +m2)− (l,m1)− (l,m2), (lλ,m)− (l, λm)
for all l, l1, l2 ∈ L,m,m1,m2 ∈ M,λ ∈ Λ is mapped to 0 by b′. From the
continuity of b′ we get that its closure K¯ is mapped to 0 too. Thus b′ induces
a morphism b′′ : F (L ×k M)/K¯ → N . Then it is not hard to check that
F (L ×k M)/K¯, together with b′′, satisfies the universal property of the tensor
product.
Proposition 2.3.45. (i) −⊗ˆΛ− is an additive bifunctor IP (Λop)×IP (Λ)→
IP (R).
(ii) There is an isomorphism Λ⊗ˆΛM = M for all M ∈ IP (Λ), natural in M ,
and similarly L⊗ˆΛΛ = L naturally.
(iii) L⊗ˆΛM = M⊗ˆΛopL, naturally in L and M .
(iv) Given L in IP (Λop) and M in IP (Λ), with cofinal sequences {Li} and
{Mj}, there is an isomorphism
L⊗ˆΛM ∼= lim−→
IP (R)
(Li⊗ˆΛMj).
Proof. (i) and (ii) follow from the universal property.
(iii) Writing ∗ for the Λop-actions, a bilinear map bΛ : L×M → N (satisfying
bΛ(lλ,m) = bΛ(l, λm)) is the same thing as a bilinear map bΛop : M ×L→
N (satisfying bΛop(m,λ ∗ l) = bΛop(m ∗ λ, l)).
(iv) We have L×kM = lim−→Li×Mj by Lemma 2.3.2. By the universal property
of the tensor product, the bilinear map
lim−→Li ×Mj → L×kM → L⊗ˆΛM
factors through f : lim−→Li⊗ˆΛMj → L⊗ˆΛM , and similarly the bilinear map
L×kM → lim−→Li ×Mj → lim−→Li⊗ˆΛMj
factors through g : L⊗ˆΛM → lim−→Li⊗ˆΛMj . By uniqueness, the composi-
tions fg and gf are both identity maps, so the two sides are isomorphic.
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More generally, given chain complexes
· · · d1−→ L1 d0−→ L0 d−1−−→ · · ·
in IP (Λop) and
· · · d
′
1−→M1 d
′
0−→M0
d′−1−−→ · · ·
in IP (Λ), both bounded below, define the double chain complex {Lp⊗ˆΛMq}
with the obvious vertical maps, and with the horizontal maps defined in the
obvious way except that they are multiplied by −1 whenever q is odd: this
makes Tot(Lp⊗ˆΛMq) into a chain complex which we denote by L⊗ˆΛM . Each
term in the total complex is the sum of finitely many ind-profinite R-modules,
because M and N are bounded below, so L⊗ˆΛM is a complex in IP (R).
Suppose from now on that Θ,Φ,Ψ are profinite R-algebras. Then let IP (Θ−
Φ) be the category of ind-profinite Θ − Φ-bimodules and Θ − Φ-k-bimodule
homomorphisms. We leave the details to the reader, after noting that an ind-
profinite R-module N , with a left Θ-action and a right Φ-action which are
continuous on profinite submodules, is an ind-profinite Θ − Φ-bimodule since
we can replace a cofinal sequence {Ni} of profinite R-modules with a cofinal
sequence {Θ ·Ni ·Φ} of profinite Θ−Φ-bimodules. If L is an ind-profinite Θ−Λ-
bimodule and M is an ind-profinite Λ−Φ-bimodule, one can make L⊗ˆΛM into
an ind-profinite Θ− Φ-bimodule in the same way as in the abstract case.
Theorem 2.3.46 (Adjunction isomorphism). Suppose L ∈ IP (Θ − Λ),M ∈
IP (Λ− Φ), N ∈ PD(Θ−Ψ). Then there is an isomorphism
HomΘ(L⊗ˆΛM,N) ∼= HomΛ(M,HomΘ(L,N))
in PD(Φ−Ψ), natural in L,M,N .
Proof. Given cofinal sequences {Li}, {Mj}, {Nk} in L,M,N respectively, we
have natural isomorphisms
HomΘ(Li⊗ˆΛMj , Nk) ∼= HomΛ(Mj ,HomΘ(Li, Nk))
of discrete Φ−Ψ-bimodules for each i, j, k by Theorem 2.2.18. Then by Lemma
2.3.29 we have
HomΘ(L⊗ˆΛM,N) ∼= lim←−
PD(Φ−Ψ)
HomΘ(Li⊗ˆΛMj , Nk)
∼= lim←−
PD(Φ−Ψ)
HomΛ(Mj ,HomΘ(Li, Nk))
∼= HomΛ(M,HomΘ(L,N)).
It follows that HomΛ (considered as a co-/covariant bifunctor IP (Λ)
op ×
PD(Λ) → PD(R)) commutes with limits in both variables, and that ⊗ˆΛ com-
mutes with colimits in both variables, by [32, Theorem 2.6.10].
If L ∈ IP (Θ−Φ), Pontryagin duality gives L∗ the structure of a pro-discrete
Φ−Θ-bimodule, and similarly with ind-profinite and pro-discrete switched.
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Corollary 2.3.47. There is a natural isomorphism
(L⊗ˆΛM)∗ ∼= HomΛ(M,L∗)
in PD(Φ−Θ) for L ∈ IP (Θ− Λ),M ∈ IP (Λ− Φ).
Proof. Apply the theorem with Ψ = Zˆ and N = Q/Z.
Properties proved about HomΛ in the past two sections carry over immedi-
ately to properties of ⊗ˆΛ, using this natural isomorphism. Details are left to
the reader.
Given a chain complex M in IP (Λ) and a cochain complex N in PD(Λ),
both bounded below, if we apply ∗ to the double complex with (p, q)th term
HomΛ(Mp, N
q), we get a double complex with (q, p)th term Nq∗⊗ˆΛMp – note
that the indices are switched. This changes the sign convention used in forming
HomΛ(M,N) into the one used in formingN
∗⊗ˆΛM , so we have HomΛ(M,N)∗ =
N∗⊗ˆΛM (because ∗ commutes with finite direct sums).
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Chapter 3
Derived Functors for
Profinite Rings
3.1 P (Λ), D(Λ) and Mod(U(Λ))
We now use the framework of Section 1.1 to define derived functors in our
categories of interest. It will be necessary to distinguish notationally between
the different possible categories we want to derive in, so we write
Hom
(P,D)
Λ for HomΛ : P (Λ)
op ×D(Λ)→ D(R),
Hom
(P0,P )
Λ forHomΛ : P (Λ)
op
0 × P (Λ)→ P (R),
Hom
(P,P )
Λ for HomΛ : P (Λ)
op × P (Λ)→Mod(U(R)), and
Hom
(IP,PD)
Λ for HomΛ : IP (Λ)
op × PD(Λ)→ PD(R).
When there is no danger of ambiguity, the subscripts may be omitted. We
may also write ⊗ˆPΛ and ⊗ˆIPΛ for the profinite and ind-profinite tensor products,
respectively.
In this section we will consider the functors involving abelian categories; this
material is well-known, and we simply define these functors, giving references
that provide more detail. We will consider the functors involving quasi-abelian
categories in more depth in the next section.
Recall that P (Λ) has enough projectives and D(Λ) has enough injectives.
The classical approach to profinite cohomology is to define the functors
Ext
(P,D),n
Λ : P (Λ)
op ×D(Λ)→ D(R)
by Ext
(P,D),n
Λ (M,N) = H
n(Hom
(P,D)
Λ (P,N)), where P is a projective resolu-
tion of M in P (Λ) and cohomology is taken in D(R). By Proposition 1.1.11
and Proposition 2.2.20, Ext
(P,D),n
Λ can equivalently be defined by an injective
resolution of N , and there are long exact sequences in both variables because
Hn is a cohomological functor. Similarly, we can define the functors
TorΛP,n : P (Λ
op)× P (Λ)→ P (R)
by TorΛP,n(M,N) = Hn(P ⊗ˆPΛN), where P is a projective resolution of M in
P (Λ) and homology is taken in P (R). By the same propositions as before,
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TorΛP,n can equivalently be defined by a projective resolution of N , and there
are long exact sequences in both variables. See [23] or [33] for more details.
We say A is of type FPn over Λ, n ≤ ∞, for A ∈ P (Λ), if it has a projective
resolution which is finitely generated for the first n steps, and write P (Λ)n
for the full subcategory of P (Λ) whose objects are of type FPn. We also write
P (Λ)∞ =
⋂
n P (Λ)n and say that A ∈ P (Λ)∞ is of type FP∞. This is equivalent
to having a projective resolution with Pn finitely generated for all n, by [1,
Proposition 1.5]. When the choice of Λ is clear, we will just say M is of type
FPn. Then we can define the functors
Ext
(P∞,P ),n
Λ : P (Λ)
op
∞ × P (Λ)→ P (R)
by Ext
(P∞,P ),n
Λ (M,N) = H
n(Hom
(P0,P )
Λ (P,N)), where P is a projective resolu-
tion of M in P (Λ) with each Pn finitely generated and cohomology is taken in
P (R). [31] gives more detail on this. By [31, Theorem 2.2.4, Remark 3.7.3], the
Ext
(P∞,P )
Λ functors have long exact sequences in both variables, although P (Λ)
does not have enough injectives.
We also define the functors
Ext
(P,P ),n
Λ : P (Λ)
op × P (Λ)→Mod(U(R))
by Ext
(P,P ),n
Λ (M,N) = H
n(Hom
(P,P )
Λ (P,N)), where P is a projective resolution
ofM in P (Λ) and cohomology is taken inMod(U(R)). Note that, by Proposition
1.1.11, the Ext
(P,P )
Λ functors have long exact sequences in both variables because
Hn is a cohomological functor, although P (Λ) does not have enough injectives.
Since Hom
(P,D)
Λ , Hom
(P0,P )
Λ and Hom
(P,P )
Λ are all left exact functors to
abelian categories, we get that Ext0Λ(−,−) = HomΛ(−,−) in each case.
Finally, we can define group (co)homology. For a profinite group G, let
H
(P,D),n
R (G,M) = Ext
(P,D),n
RJGK (R,M), M ∈ D(RJGK),
HRP,n(G,M) = Tor
RJGK
P,n (M,R), M ∈ P (RJGK), and
H
(P,P ),n
R (G,M) = Ext
(P,P ),n
RJGK (R,M), M ∈ P (RJGK).
See [23, Chapter 6] for more detail on the first two of these.
If R is of type FP∞ as a profinite RJGK-module with trivial G-action, we
say G is of type FP∞. In this case, we also let
H
(P∞,P ),n
R (G,M) = Ext
(P∞,P ),n
RJGK (R,M),
for M ∈ P (RJGK); these functors are studied in [31].
3.2 IP (Λ) and PD(Λ)
The dual equivalence between IP (Λ) and PD(Λ) extends to dual equivalences
between D−(IP (Λ)) and D+(PD(Λ)) given by applying the functor ∗ to cochain
complexes in these categories, by defining (A∗)n = (A−n)∗ for a cochain complex
A in PD(Λ), and similarly for the maps. We will also identify D−(IP (Λ)) with
the category of chain complexes A (localised over the strict quasi-isomorphisms)
which are 0 in negative degrees by setting An = A
−n. The Pontryagin duality
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extends to one between LH(IP (Λ)) and RH(PD(Λ)). Moreover, writing RHn
and LHn for the nth cohomological functors D(PD(R)) → RH(PD(R)) and
D(IP (Rop)) → LH(IP (Rop)), respectively, the following is just a restatement
of Lemma 1.1.3.
Lemma 3.2.1. LH−n ◦ ∗ = ∗ ◦RHn.
Let
RHom
(IP,PD)
Λ (−,−) : D−(IP (Λ))op ×D+(PD(Λ))→ D+(PD(R))
be the total right derived functor of
Hom
(IP,PD)
Λ (−,−) : IP (Λ)op × PD(Λ)→ PD(R).
By Proposition 1.1.7, this exists because IP (Λ) has enough projectives and
PD(Λ) has enough injectives, and RHom
(IP,PD)
Λ (M,N) = Hom
(IP,PD)
Λ (P, I),
where P is a projective resolution of M and I is an injective resolution of N .
Dually, let
−⊗ˆIP,LΛ − : D−(IP (Λop))×D−(IP (Λ))→ D−(IP (R))
be the total left derived functor of
−⊗ˆIPΛ − : IP (Λop)× IP (Λ)→ IP (R).
Then by Proposition 1.1.7 again M⊗ˆIP,LΛ N = P ⊗ˆIPΛ Q where P,Q are projective
resolutions of M,N respectively.
We also define
Ext
(IP,PD),n
Λ = RH
nRHom
(IP,PD)
Λ : D−(IP (Λ))op ×D+(PD(Λ))→RH(PD(R))
and
TorΛIP,n = LH
−n(−⊗ˆIP,LΛ −) : D−(IP (Λop))×D−(IP (Λ))→ LH(IP (R)).
Because LHn and RHn are cohomological functors, we get the usual long ex-
act sequences in LH(IP (R)) and RH(PD(R)) coming from strict short exact
sequences (in the appropriate category) in either variable, natural in both vari-
ables – since these give distinguished triangles in the corresponding derived
category.
For the rest of the chapter, for clarity, we will omit the IP and PD subscripts
and superscripts on Hom, ⊗ˆ, Ext and Tor functors.
Lemma 3.2.2. (i) The functors RHomΛ(−,−) and −⊗ˆLΛ− are Pontryagin
dual in the sense that, given M ∈ D−(IP (Λ)) and N ∈ D+(PD(Λ)),
RHomΛ(M,N)
∗ = N∗⊗ˆLΛM , naturally in M,N .
(ii) ExtnΛ(M,N)
∗ = TorΛn(N
∗,M).
Proof. (i) Take a projective resolution P of M and an injective resolution I
of N , so that by duality I∗ is a projective resolution of N∗. Then
RHomΛ(M,N)
∗ = HomΛ(P, I)∗ = I∗⊗ˆΛP = N∗⊗ˆLΛM,
naturally by the universal property of derived functors.
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(ii)
ExtnΛ(M,N)
∗ = (RHnRHomΛ(M,N))∗
= LH−n(HomΛ(M,N)∗) by Lemma 3.2.1
= LH−n(N∗⊗ˆLΛM) by (i)
= TorΛn(N
∗,M).
Proposition 3.2.3. Suppose M ∈ D−(IP (Λ)), N ∈ D+(PD(Λ)).
(i) RHomΛ(M,N) = RHomΛop(M
∗, N∗);
(ii) ExtnΛ(M,N) = Ext
n
Λop(N
∗,M∗);
(iii) N∗⊗ˆLΛM = M⊗ˆLΛopN∗;
(iv) TorΛn(N
∗,M) = TorΛ
op
n (M,N
∗);
naturally in M,N .
Proof. (iii) and (iv) follow from (i) and (ii) by Pontryagin duality. To see (i),
take a projective resolution P of M and an injective resolution I of N . Then
RHomΛ(M,N) = HomΛ(P, I) = HomΛop(I
∗, P ∗) = RHomΛop(M∗, N∗),
by Lemma 2.3.39. Then (ii) follows by applying LH−n.
Proposition 3.2.4. RHomΛ, Ext, ⊗ˆLΛ and Tor can be calculated using a res-
olution of either variable. That is, given M ∈ D−(IP (Λ)) with a projective
resolution P and N ∈ D+(PD(Λ)) with an injective resolution I,
RHomΛ(M,N) = HomΛ(P,N) = HomΛ(M, I),
ExtnΛ(M,N) = RH
n(HomΛ(P,N)) = H
n(HomΛ(M, I)),
N∗⊗ˆLΛM = N∗⊗ˆΛP = I∗⊗ˆΛM and
TorΛn(N
∗,M) = LH−n(N∗⊗ˆΛP ) = LH−n(I∗⊗ˆΛM).
Proof. By Proposition 1.1.11, RHomΛ(M,N) = HomΛ(M, I); everything else
follows by some combination of Proposition 3.2.3, taking cohomology and ap-
plying Pontryagin duality.
Example 3.2.5. Zp is projective in IP (Zˆ) by Corollary 2.3.42. Now consider the
sequence
0→
⊕
N
Zp
f−→
⊕
N
Zp
g−→ Qp → 0,
where f is given by
(x0, x1, x2, . . .) 7→ (x0, x1 − p · x0, x2 − p · x1, . . .)
and g is given by (x0, x1, x2, . . .) 7→ x0 + x1/p + x2/p2 + · · · . This sequence is
exact on the underlying modules, so by Proposition 2.3.10 it is strict exact, and
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hence it is a projective resolution of Qp. By applying Pontryagin duality, we
also get an injective resolution
0→ Qp →
∏
N
Qp/Zp →
∏
N
Qp/Zp → 0.
Recall that, by Remark 2.3.43, Qp is not projective or injective.
Lemma 3.2.6. For all n > 0 and all M ∈ IP (Zˆ),
(i) ExtnZˆ(Qp,M
∗) = 0;
(ii) ExtnZˆ(M,Qp) = 0;
(iii) TorZˆn(Qp,M) = 0;
(iv) TorZˆn(M,Qp) = 0.
Proof. By Lemma 3.2.2 and Proposition 3.2.3, it is enough to prove (iii). Since
Qp has a projective resolution of length 1, the statement is clear for n > 1. Now
TorZˆ1 (Qp,M) = ker(f⊗ˆZˆM), in the notation of the example. Writing Mp for
Zp⊗ˆZˆM , f⊗ˆZˆM is given by⊕
N
Mp →
⊕
N
Mp, (x0, x1, x2, . . .) 7→ (x0, x1 − p · x0, x2 − p · x1, . . .),
because ⊗ˆZˆ commutes with direct sums. But this map is clearly injective, as
required.
Remark 3.2.7. By Lemma 3.2.6, Ext0Zˆ(Qp,−) is an exact functorRH(PD(Zˆ))→
RH(PD(Zˆ)). In particular, writing I for the inclusion functor PD(Zˆ) →
RH(PD(Zˆ)), the composite Ext0Zˆ(Qp,−) ◦ I sends short strict exact sequences
in PD(Zˆ) to short exact sequences in RH(PD(Zˆ)) by Proposition 1.1.1. On
the other hand, by Proposition 1.1.1 again, the composite I ◦ HomZˆ(Qp,−)
does not send short strict exact sequences in PD(Zˆ) to short exact sequences in
RH(PD(Zˆ)). Therefore, by [26, Proposition 1.3.10], and in the terminology of
[26], HomZˆ(Qp,−) is not RR left exact : there is some short strict exact sequence
0→ L→M → N → 0
in PD(Zˆ) such that the induced map HomZˆ(Qp,M) → HomZˆ(Qp, N) is not
strict. By duality, a similar result holds for tensor products with Qp.
3.3 (Co)homology for Profinite Groups
We now study the homology of profinite groups with ind-profinite coefficients,
and cohomology with pro-discrete coefficients.
We define the category of ind-profinite right G-modules, IP (Gop), to have as
its objects ind-profinite abelian groups M with a continuous map M×kG→M ,
and as its morphisms continuous group homomorphisms which are compatible
with the G-action. We define the category of pro-discrete G-modules, PD(G),
to have as its objects prodiscrete Zˆ-modules M with a continuous map G ×
M → M , and as its morphisms continuous group homomorphisms which are
compatible with the G-action.
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Proposition 3.3.1. (i) IP (Gop) and IP (ZˆJGKop) are equivalent.
(ii) An ind-profinite right RJGK-module is the same as an ind-profinite R-
module M with a continuous map M ×kG→M such that (mr)g = (mg)r
for all g ∈ G, r ∈ R,m ∈M .
(iii) PD(G) and PD(ZˆJGK) are equivalent.
(iv) A pro-discrete RJGK-module is the same as a pro-discrete R-module M
with a continuous map G × M → M such that g(rm) = r(gm) for all
g ∈ G, r ∈ R,m ∈M .
Proof. (i) Given M ∈ IP (Gop), take a cofinal sequence {Mi} for M as an
ind-profinite abelian group. Replacing each Mi with M
′
i = 〈Mi ·G〉 if
necessary, we have a cofinal sequence for M consisting of profinite right
G-modules. By [23, Proposition 5.3.6(c)], each M ′i canonically has the
structure of a profinite right ZˆJGK-module, and with this structure the
cofinal sequence {M ′i} makes M into an object in IP (ZˆJGKop). This
gives a functor IP (Gop) → IP (ZˆJGKop). Similarly, we get a functor
IP (ZˆJGKop) → IP (Gop) by taking cofinal sequences and forgetting the
Zˆ-structure on the profinite elements in the sequence. These functors are
clearly inverse to each other.
(ii) Similarly.
(iii) The same proof as (i), after replacing [23, Proposition 5.3.6(c)] with [23,
Proposition 5.3.6(e)].
(iv) Similarly.
By (ii) of Proposition 3.3.1, given M ∈ IP (R), we can think of M as an
object in IP (RJGKop) with trivial G-action. This gives a functor, the trivial
module functor, IP (R) → IP (RJGKop), which clearly preserves strict exact
sequences.
Given M ∈ IP (RJGKop), define the coinvariant module MG by
M/〈m · g −m, for all g ∈ G,m ∈M〉.
This makes MG into an object in IP (R). In the same way as for abstract
modules, MG is the maximal quotient module of M with trivial G-action, and so
−G becomes a functor IP (RJGKop)→ IP (R) which is left adjoint to the trivial
module functor. −G is defined similarly for left ind-profinite RJGK-modules.
By (iv) of Proposition 3.3.1, given M ∈ PD(R), we can think of M as an
object in PD(RJGK) with trivial G-action. This gives a functor which we also
call the trivial module functor, PD(R) → PD(RJGK), which clearly preserves
strict exact sequences.
Given M ∈ PD(RJGK), define the invariant submodule MG by
{m ∈M : g ·m = m, for all g ∈ G,m ∈M}.
It is a closed submodule of M , because
MG =
⋂
g∈G
ker(M →M,m 7→ g ·m−m).
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Therefore we can think of MG as an object in PD(R). In the same way as for
abstract modules, MG is the maximal submodule of M with trivial G-action,
and so −G becomes a functor PD(RJGK) → PD(R) which is right adjoint to
the trivial module functor. −G is defined similarly for right pro-discrete RJGK-
modules.
Lemma 3.3.2. (i) For M ∈ IP (RJGKop), MG = M⊗ˆRJGKR.
(ii) For M ∈ PD(RJGK), MG = HomRJGK(R,M).
Proof. (i) Let {Mi} be a cofinal sequence for M . By [23, Lemma 6.3.3],
(Mi)G = Mi⊗ˆRJGKR, naturally in Mi. As a left adjoint, −G commutes
with direct limits, so
MG = lim−→(Mi)G = lim−→(Mi⊗ˆRJGKR) = M⊗ˆRJGKR
by Proposition 2.3.45.
(ii) Similarly, by [23, Lemma 6.2.1], because −G and HomRJGK(R,−) commute
with inverse limits.
Corollary 3.3.3. Given M ∈ IP (RJGKop), (MG)∗ = (M∗)G.
Proof. Lemma 3.3.2 and Corollary 2.3.47.
We now define the nth homology functor of G over R, with ind-profinite
coefficients, by
HRIP,n(G,−) = TorRJGKn (−, R) : D−(IP (RJGKop))→ LH(IP (R))
and the nth cohomology functor of G over R, with pro-discrete coefficients, by
H
(IP,PD),n
R (G,−) = ExtnRJGK(R,−) : D+(PD(RJGK))→ RH(PD(R)).
By Lemma 3.2.2 we have HRn (G,M)
∗ = HnR(G,M
∗) for M ∈ D−(IP (RJGKop)),
naturally in M . When it is clear, we may omit the IP and PD subscripts and
superscripts of HRn and H
n
R.
Of course, one can calculate all these groups using the projective resolution
of R arising from the usual bar resolution, [23, Section 6.2], and this shows
that the homology and cohomology groups are the same if we forget the R-
module structure and think of M as an object of D−(IP (ZˆJGKop)); that is, the
underlying abelian k-group of HRn (G,M) and the underlying topological abelian
group of HnR(G,M
∗) are H Zˆn(G,M) and H
n
Zˆ (G,M
∗), respectively. We therefore
write
Hn(G,M) = H
Zˆ
n(G,M) and
Hn(G,M∗) = HnZˆ (G,M
∗).
Theorem 3.3.4 (Universal Coefficient Theorem). Suppose M ∈ PD(ZˆJGK)
has trivial G-action. Then there are non-canonically split short strict exact
sequences
0→ Ext1Zˆ(Hn−1(G, Zˆ),M)→ Hn(G,M)→ Ext0Zˆ(Hn(G, Zˆ),M)→ 0,
0→ TorZˆ0 (M∗, Hn(G, Zˆ))→ Hn(G,M∗)→ TorZˆ1 (M∗, Hn−1(G, Zˆ))→ 0.
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Proof. We prove the first sequence; the second follows by Pontryagin duality.
Take a projective resolution P of Zˆ in IP (ZˆJGK) with each Pn profinite, so
that Hn(G,M) = RHn(HomZˆJGK(P,M)). Because M has trivial G-action,
M = HomZˆ(Zˆ,M), where we think of Zˆ as an ind-profinite Zˆ− ZˆJGK-bimodule
with trivial G-action. So
HomZˆJGK(P,M) = HomZˆJGK(P,HomZˆ(Zˆ,M))
= HomZˆ(Zˆ⊗ˆZˆJGKP,M)
= HomZˆ(PG,M).
Note that PG is a complex of profinite modules, so all the maps involved are
automatically strict. Since −G is left adjoint to an exact functor (the trivial
module functor), we get in the same way as for abelian categories that −G pre-
serves projectives, so each (Pn)G is projective in IP (Zˆ) and hence torsion free
by Corollary 2.3.42. Now the profinite subgroups of each (Pn)G consisting of
cycles and boundaries are torsion-free and hence projective in IP (Zˆ) by Corol-
lary 2.3.42, so PG splits. Then the result follows by the same proof as in the
abstract case, [32, Section 3.6].
Corollary 3.3.5. For all n,
(i) Hn(G,Zp) = TorZˆ0 (Zp, Hn(G, Zˆ)) = Zp⊗ˆZˆHn(G, Zˆ).
(ii) Hn(G,Qp) = TorZˆ0 (Qp, Hn(G, Zˆ)).
(iii) Hn(G,Qp) = Ext0Zˆ(Hn(G, Zˆ),Qp).
Proof. (i) holds because Zp is projective; (ii) and (iii) follow from Lemma 3.2.6.
Suppose now that H is a (profinite) subgroup of G. We can think of RJGK
as an ind-profinite RJHK − RJGK-bimodule: the left H-action is given by left
multiplication by H on G, and the right G-action is given by right multiplication
by G on G. We will denote this bimodule by RJH↘G↙GK.
If M ∈ IP (RJGK), we can restrict the G-action to an H-action. Moreover,
maps of G-modules which are compatible with the G-action are compatible with
the H-action. So restriction gives a functor
ResGH : IP (RJGK)→ IP (RJHK).
ResGH can equivalently be defined by the functor RJH↘G↙GK⊗ˆRJGK−. Similarly,
we can define a restriction functor
ResGH : PD(RJGKop)→ PD(RJHKop)
by HomRJGK(RJH↘G↙GK,−).
On the other hand, given M ∈ IP (RJHKop), M⊗ˆRJHKRJH↘G↙GK becomes
an object in IP (RJGKop). In this way, −⊗ˆRJHKRJH↘G↙GK becomes a functor,
induction,
IndGH : IP (RJHKop)→ IP (RJGKop).
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Also, HomRJHK(RJH↘G↙GK,−) becomes a functor, coinduction, which we de-
note by
CoindGH : PD(RJHK)→ PD(RJGK).
Since RJH↘G↙GK is projective in IP (RJHK) and IP (RJGK)op, ResGH , IndGH
and CoindGH all preserve strict exact sequences. Moreover, Res
G
H and Ind
G
H
commute with colimits of ind-profinite modules because tensor products do,
and ResGH and Coind
G
H commute with limits of pro-discrete modules because
Hom does in the second variable.
We can similarly define restriction on right ind-profinite or left pro-discrete
RJGK-modules, induction on left ind-profinite RJGK-modules and coinduction
on right pro-discrete RJGK-modules, using RJG↘G↙HK. Details are left to the
reader.
Suppose an abelian group M has a left H-action together with a topology
that makes it into both an ind-profinite H-module and a pro-discrete H-module.
For example, this is the case if M is second-countable profinite or countable
discrete. Then both IndGH and Coind
G
H are defined. When H is open in G,
we get IndGH − = CoindGH − in the same way as the abstract case, [32, Lemma
6.3.4].
Lemma 3.3.6. For M ∈ IP (RJHKop), (IndGHM)∗ = CoindGH(M∗). For N ∈
IP (RJGKop), (ResGH N)∗ = ResGH(N∗).
Proof.
(IndGHM)
∗ = (M⊗ˆRJHKRJH↘G↙GK)∗
= HomRJHK(RJH↘G↙GK,M∗) = CoindGH(M∗).
(ResGH N)
∗ = (N⊗ˆRJGKRJG↘G↙HK)∗
= HomRJHK(RJG↘G↙HK, N∗) = ResGH(N∗).
Lemma 3.3.7. (i) IndGH is left adjoint to Res
G
H . That is, for M ∈ IP (RJHK),
N ∈ IP (RJGK),
HomIP (RJGK)(IndGHM,N) = HomIP (RJHK)(M,ResGH N),
naturally in M and N .
(ii) CoindGH is right adjoint to Res
G
H . That is, for M ∈ PD(RJGK), N ∈
PD(RJHK),
HomPD(RJGK)(M,CoindGH N) = HomPD(RJHK)(ResGHM,N),
naturally in M and N .
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Proof. (i) and (ii) are equivalent by Pontryagin duality and Lemma 3.3.6. We
show (i). Pick cofinal sequences {Mi}, {Nj} for M,N . Then
HomIP (RJGK)(IndGHM,N) = HomIP (RJGK)(lim−→(IndGHMi), lim−→Nj)
= lim←−
i
lim−→
j
HomIP (RJGK)(IndGHMi, Nj)
= lim←−
i
lim−→
j
HomIP (RJHK)(Mi,ResGH Nj)
= HomIP (RJHK)(lim−→Mi, lim−→ResGH Nj)
= HomIP (RJHK)(M,ResGH N)
by Lemma 2.3.14 and the Pontryagin dual of [23, Lemma 6.10.2], and all the
isomorphisms in this sequence are natural.
Corollary 3.3.8. IndGH preserves projectives. Dually, Coind
G
H preserves injec-
tives.
Proof. The adjunction of Lemma 3.3.7 shows that, for P ∈ IP (RJHK) projec-
tive,
HomIP (RJGK)(IndGH P,−) = HomIP (RJHK)(P,ResGH −)
sends strict epimorphisms to surjections, as required.
The second statement follows from the first by applying the result for IndGH
to IP (RJHKop), and then using Pontryagin duality.
Lemma 3.3.9. For M ∈ IP (RJHKop), N ∈ IP (RJGK), IndGHM⊗ˆRJGKN =
M⊗ˆRJHK ResGH N and HomRJGK(N,CoindGH(M∗)) = HomRJHK(ResGH N,M∗),
naturally in M,N .
Proof.
IndGHM⊗ˆRJGKN = M⊗ˆRJHKRJH↘G↙GK⊗ˆRJGKN = M⊗ˆRJHK ResGH N.
The second equation follows by applying Pontryagin duality and Lemma 3.3.6.
Theorem 3.3.10 (Shapiro’s Lemma). For M ∈ IP (RJHKop), N ∈ IP (RJGK),
we have for all n:
(i) TorRJGKn (IndGHM,N) = TorRJHKn (M,ResGH N);
(ii) TorRJGKopn (N, IndGHM) = TorRJHKopn (ResGH N,M);
(iii) ExtnRJGKop(IndGHM,N∗) = ExtnRJHKop(M,ResGH N∗);
(iv) ExtnRJGK(N,CoindGHM∗) = ExtnRJHK(ResGH N,M∗);
naturally in M,N .
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Proof. We show (i); (ii)-(iv) follow by Lemma 3.2.2 and Proposition 3.2.3. Take
a projective resolution P of M . By Corollary 3.3.8, IndGH P is a projective
resolution of IndGHM . Then
TorRJGKn (IndGHM,N) = LH−n(IndGH P ⊗ˆRJGKN)
= LH−n(P ⊗ˆRJHK ResGH N) by Lemma 3.3.9
= TorRJHKn (M,ResGH N),
and all these isomorphisms are natural.
Corollary 3.3.11. For M ∈ IP (RJHKop),
HRn (G, Ind
G
HM) = H
R
n (H,M) and
HnR(G,Coind
G
HM
∗) = HnR(H,M
∗)
for all n, naturally in M .
Proof. Apply Shapiro’s Lemma with N = R with trivial G-action – the restric-
tion of this action to H is also trivial.
If K is a profinite normal subgroup of G, then for M ∈ IP (RJGKop), MK
becomes an ind-profinite right RJG/KK-module, and for M ∈ PD(RJGK), MK
becomes a pro-discrete RJG/KK-module, as in the abstract case. So we may
think of −K as a functor IP (RJGKop) → IP (RJG/KKop) and write HRn (K,−)
for its derived functors D−(IP (RJGKop))→ D−(IP (RJG/KKop)), and similarly
for −K .
Theorem 3.3.12 (Lyndon-Hochschild-Serre Spectral Sequence). Suppose K is
a profinite normal subgroup of G. Then there are bounded spectral sequences
E2rs = H
R
r (G/K,H
R
s (K,M))⇒ HRr+s(G,M)
for all M ∈ D−(IP (RJGKop)) and
Ers2 = H
r
R(G/K,H
s
R(K,M))⇒ Hr+sR (G,M)
for all M ∈ D+(PD(RJGK)), both naturally in M .
Proof. We prove the first statement; then Pontryagin duality gives the second
by Lemma 3.2.2. By the universal properties of −K , −G/K and −G, it is easy to
see that (−K)G/K = −G. Moreover, as for abstract modules, −K is left adjoint
to the forgetful functor IP (RJG/KKop)→ IP (RJGKop), which sends strict exact
sequences to strict exact sequences, and hence −K preserves projectives. So the
result is just an application of the Grothendieck Spectral Sequence, Theorem
1.1.10.
3.4 Comparison of the Cohomology Theories
We now compare our various definitions of Ext functors. The case of the Tor
functors can be treated similarly.
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Recall from Section 1.1 that the inclusion
Iop : PD(Λ)→ RH(PD(Λ))
has a right adjoint Cop. We can give an explicit description of these functors by
duality: for M ∈ PD(Λ), Iop(M) = (0→M → 0). Each object inRH(PD(Λ))
is isomorphic to a complex
M ′ = (0→M0 f−→M1 → 0)
in PD(Λ), where M0 is in degree 0 and f is epic, and Cop(M ′) = ker(f). Also
the functors
RHn : D(PD(Λ))→ RH(PD(Λ))
are given by
RHn(· · · d
n−1
−−−→Mn d
n
−→Mn+1 d
n+1
−−−→ · · · ) = (0→ coker(dn−1)→ im(dn)→ 0),
with coker(dn−1) in degree 0.
For M ∈ P (Λ), N ∈ D(Λ), we have Hom(P,D)Λ (M,N) = Hom(IP,PD)Λ (M,N).
Let P be a projective resolution of M in P (Λ) and I an injective resolution of N
in D(Λ): recall that projectives in P (Λ) are projective in IP (Λ) and injectives
in D(Λ) are injective in PD(Λ) by Lemma 2.3.28.
Proposition 3.4.1. Suppose M ∈ P (Λ), N ∈ D(Λ). Then
Iop Ext(P,D),nΛ (M,N) = Ext(IP,PD),nΛ (M,N)
in RH(PD(R)), naturally in M and N .
Proof. We have
Ext
(IP,PD),n
Λ (M,N) = RH
n(Hom
(IP,PD)
Λ (P,N)).
Because each Pn is profinite, Hom
(IP,PD)
Λ (P,N) = Hom
(P,D)
Λ (P,N) is a cochain
complex of discrete R-modules; write dn for the map
Hom
(IP,PD)
Λ (Pn, N)→ Hom(IP,PD)Λ (Pn+1, N).
In the abelian category D(R), applying the Snake Lemma to the diagram
im(dn−1) //

Hom
(P,D)
Λ (Pn, N)
//

coker(dn−1) //

0
0 // ker(dn) // Hom(P,D)Λ (Pn, N)
// coim(dn)
shows that
Hn(Hom
(P,D)
Λ (P,N)) = coker(im(d
n−1)→ ker(dn))
= ker(coker(dn−1)→ coim(dn)).
64
Next, using once again that D(R) is abelian, we have
RHn(Hom
(IP,PD)
Λ (P,N)) = (0→ coker(dn−1)→ im(dn)→ 0)
= (0→ coker(dn−1)→ coim(dn)→ 0),
so it is enough to show that the map of complexes
0 //

ker(coker(dn−1)→ coim(dn)) //

0 //

0

0 // coker(dn−1) // coim(dn) // 0
is a strict quasi-isomorphism, or equivalently that its cone
0→ ker(coker(dn−1)→ coim(dn))→ coker(dn−1)→ coim(dn)→ 0
is strict exact, which is clear.
If on the other hand we are given M,N ∈ P (Λ) with M of type FP∞, assume
that N is second-countable, so that Ext
(IP,PD),n
Λ (M,N) is defined. Because
P (R) is an abelian category, the same proof as Proposition 3.4.1 shows:
Proposition 3.4.2. Suppose M ∈ P (Λ∞), N ∈ P (Λ). Then
Iop Ext(P∞,P ),nΛ (M,N) = Ext(IP,PD),nΛ (M,N)
in RH(PD(R)), naturally in M and N .
In general, for M,N ∈ P (Λ), with N second-countable and P a projective
resolution of M , the cochain complex Hom
(IP,PD)
Λ (P,N) need not be strict. In
the notation of Proposition 3.4.1,
Ext
(IP,PD),n
Λ (M,N) = (0→ coker(dn−1)→ coim(dn)→ 0),
but if dn−1 is not strict then the underlying module U(coker(dn−1)) is not equal
to the cokernel of the underlying map of abstract modules coker(U(dn−1)).
Indeed, the former is
U(Hom
(IP,PD)
Λ (Pn, N)/d
n−1(Hom(IP,PD)Λ (Pn−1, N)))
and the latter is
U(Hom
(IP,PD)
Λ (Pn, N))/U(d
n−1(Hom(IP,PD)Λ (Pn−1, N))).
Now
U ◦ Cop ◦ Ext(IP,PD),nΛ (M,N) = U(ker(coker(dn−1)→ coim(dn))),
and by the Snake Lemma argument of Proposition 3.4.1
Ext
(P,P ),n
Λ (M,N) = ker(coker(U(d
n−1))→ coim(U(dn))),
so in general we cannot expect to recover the Ext
(P,P ),n
Λ (−,−) functors from the
Ext
(IP,PD),n
Λ (−,−) functors by applying the adjoint functor Cop and forgetting
the topology.
However, we can clearly obtain all these functors from the total derived
functor RHom
(IP,PD)
Λ (−,−), that is, from the cochain complex HomΛ(P,N) in
this case.
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Chapter 4
Bieri-Eckmann Criteria for
Profinite Groups
4.1 Abstract and Profinite Modules
In this chapter we will get information about profinite modules and groups by
comparing the effects of profinite and abstract Hom and tensor product functors
on them. Since all the topological modules in this chapter will be profinite,
nothing is lost if we write HomΛ for Hom
(P,P )
Λ , and similarly for Ext, etc., and
we will do this where the meaning is clear.
Write ⊗U(Λ) for the standard tensor product of abstract modules
Mod(U(Λop))×Mod(U(Λ))→Mod(U(R)).
The definition of completed tensor products says that there is a unique
canonical continuous bilinear map
B ×A→ B⊗ˆΛA,
and continuous bilinear maps are clearly bilinear in the abstract sense, so by
the universal property of abstract tensor products
U(B ×A)→ U(B⊗ˆΛA)
factors canonically (and uniquely) as
U(B)× U(A)→ U(B)⊗U(Λ) U(A)→ U(B⊗ˆΛA).
The map
U(B)⊗U(Λ) U(A)→ U(B⊗ˆΛA)
induces a transformation of functors
U(−)⊗U(Λ) → U(−⊗ˆΛ−)
which is natural in both variables, by the universal property of ⊗U(Λ).
Lemma 4.1.1. Suppose A ∈ P (Λ), B ∈ P (Λop).
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(i) If A is finitely generated and projective, the canonical map
U(B)⊗U(Λ) U(A)→ U(B⊗ˆΛA)
is an isomorphism.
(ii) If A is finitely generated,
U(B)⊗U(Λ) U(A)→ U(B⊗ˆΛA)
is an epimorphism.
(iii) If A is finitely presented,
U(B)⊗U(Λ) U(A)→ U(B⊗ˆΛA)
is an isomorphism.
Similar results hold for B.
Proof. (i) First suppose A is finitely generated and free. Then the result
follows from [23, Proposition 5.5.3 (b),(c)] that B⊗ˆΛΛ ∼= B and B⊗ˆΛ− is
additive, so that U(B⊗ˆΛΛn) and U(B)⊗U(Λ) U(Λn) are both isomorphic
to U(Bn). Since projectives are summands of frees, the result follows for
A finitely generated and projective as well.
(ii) Consider the short exact sequence 0→ K → F → A→ 0 with F free and
finitely generated. We get a commutative diagram
· · · // U(B)⊗U(Λ) U(F ) //
∼=

U(B)⊗U(Λ) U(A) //

0
· · · // U(B⊗ˆΛF ) // U(B⊗ˆΛA) // 0,
and the result follows by the Five Lemma.
(iii) Consider the short exact sequence 0 → K → F → A → 0 with F free
and finitely generated, and K finitely generated. We get a commutative
diagram
· · · // U(B)⊗U(Λ) U(K) //

U(B)⊗U(Λ) U(F ) //
∼=

U(B)⊗U(Λ) U(A) //

0
· · · // U(B⊗ˆΛK) // U(B⊗ˆΛF ) // U(B⊗ˆΛA) // 0,
and the result follows by the Five Lemma.
We will write the standard Hom-functor of abstract modules as
homU(Λ)(−,−) : Mod(U(Λ))op ×Mod(U(Λ))→Mod(U(R)).
There is a canonical natural transformation
Hom
(P,P )
Λ (−,−)→ homU(Λ)(U(−), U(−))
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with each
Hom
(P,P )
Λ (A,B)→ homU(Λ)(U(A), U(B))
given by the inclusion of the group of continuous homomorphisms into the group
of abstract homomorphisms.
Lemma 4.1.2. Suppose A,B ∈ P (Λ). If A is finitely generated, the canonical
map
Hom
(P,P )
Λ (A,B)→ homU(Λ)(U(A), U(B))
is an isomorphism.
Proof. See [33, Lemma 7.2.2].
4.2 Direct Systems of Profinite Modules
Recall from Section 2.2.2 that we can think of direct systems in a category E as
functors I → E for certain small categories I. In the terminology of Section 1.2,
given a category E and a small category I, we can define the functor category EI
as the category of functors I → E and natural transformations between them.
We can also define, for a functor F : E → F , the exponent functor F I : EI → FI :
given f ∈ EI , set F I(f)(i) = F (f(i)), and similarly for morphisms. In this
chapter we will be interested in the functor category P (Λ)I when I is a directed
poset. It is easy to check that, given directed posets I and J , the poset I × J
defined by (i, j) ≥ (i′, j′)⇔ i ≥ i′ and j ≥ j′ is directed too.
In particular we will need the functor
U I : P (Λ)I →Mod(U(Λ))I
which forgets the topology on each module in a directed system in P (Λ)I . Now
U is exact, so U I is also exact, by Lemma 1.2.4. We will also need the direct
limit functor lim−→ which sends a directed system of (abstract) U(Λ)-modules
to their colimit in the category of U(Λ)-modules. It is well-known that, for a
directed poset I, lim−→ is an exact additive functor Mod(U(Λ))
I → Mod(U(Λ)).
So we can compose these two exact functors; it follows that their composition
lim−→U
I : P (Λ)I →Mod(U(Λ)),
which forgets the topology on a direct system of modules and then takes its
direct limit, is exact.
By Proposition 1.2.6(ii), we have a long exact sequence in each variable of
the exponent functors
TorΛ,I×J∗ : P (Λ
op)I × P (Λ)J → P (R)I×J ,
for any posets I and J . By Proposition 1.2.6(i), we have a long exact sequence
in each variable of
Ext∗,I×JΛ : P (Λ)
I × P (Λ)J →Mod(U(R))I×J .
When J consists of a single element we may write TorΛ,I∗ and Ext
∗,I
Λ ; similarly
in the other variable.
We can now start proving some results. For our main result of the section, we
need this preliminary lemma, whose proof is an easy adaptation of [28, Lemma
2].
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Lemma 4.2.1. For every profinite module B ∈ P (Λop), there is a direct system
{Bi} of finitely presented modules in P (Λop) with a collection of continuous
compatible maps Bi → B such that the induced map
lim−→U(B
i)→ U(B)
is an isomorphism.
Proof. Let F be the free profinite right Λ-module with basis B. By the universal
property of free modules, the identity map B → B extends to a canonical
continuous homomorphism of profinite modules F → B. Consider the set of all
pairs (FS , V ) where S is a finite subset of B, FS is the free profinite submodule
of F generated by S and V is a finitely generated profinite submodule of F such
that the composite
V ↪→ FS → B
is the zero map. Define a partial order on this set by
(FS , V ) ≤ (FT ,W )⇔ S ⊆ T and V ⊆W.
This is clearly directed, so we get a direct system of finitely presented profinite
modules FS/V with the canonical continuous module homomorphisms between
them, and canonical compatible continuous module homomorphisms FS/V →
B. Forgetting the topology by applying U , we get a direct system of abstract
modules with a compatible collection of module homomorphisms
fS,V : U(FS/V )→ U(B),
and hence a module homomorphism
f : lim−→U(FS/V )→ U(B).
We claim f is an isomorphism. Given b ∈ B, b is in the image of
f{b},0 : U(F{b})→ U(B),
and hence it is in the image of f . So f is surjective. Given x in the kernel of
f , take a representative x′ of x in one of the U(FS/V ), so fS,V (x′) = 0, and a
representative x′′ of x′ in U(FS). Now suppose V is generated by x1, . . . , xn.
Let V ′ be the profinite submodule of FS generated by x1, . . . , xn, x′′, so that V ′
is finitely generated. Note that the composite
V ′ ↪→ FS → B
is the zero map, and that (FS , V ) ≤ (FS , V ′). Finally, note that the image of x′
in FS/V
′ is 0, and hence the image of x′ in lim−→U(FS/V ) is 0, so x = 0. So f is
injective.
Note that this result is weaker than saying that B can be written as a direct
limit of finitely presented profinite modules; indeed, taking the direct limit in
T (Λop) of the system of profinite modules described above will not in general
give a profinite module. This will be a recurring theme throughout the chapter:
that we are required to consider certain direct systems of profinite modules
whose direct limits as topological modules have underlying abstract modules
that are isomorphic, but may not have the same topology. It is in this way that
the following theorem is the profinite analogue of [1, Theorem 1.1.3].
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Theorem 4.2.2. Suppose A ∈ P (Λ). The following are equivalent:
(i) A ∈ P (Λ)n.
(ii) If I is a directed poset, and B,C ∈ P (Λop)I , with a morphism f : B → C
such that
lim−→U
I(f) : lim−→U
I(B)→ lim−→U
I(C)
is an isomorphism, then the induced maps
lim−→U
I TorΛ,Im (f) : lim−→U
I TorΛ,Im (B,A)
→ lim−→U
I TorΛ,Im (C,A)
are isomorphisms for m < n and an epimorphism for m = n.
(iii) For all products
∏
Λ of copies of Λ, (ii) holds when C has as each of its
components
∏
Λ, with identity maps between them, for some B with each
component finitely presented.
(iv) If I is a directed poset, and B,C ∈ P (Λ)I , with a morphism f : B → C
such that
lim−→U
I(f) : lim−→U
I(B)→ lim−→U
I(C)
is an isomorphism, then the induced maps
lim−→Ext
m,I
Λ (f) : lim−→Ext
m,I
Λ (A,B)
→ lim−→Ext
m,I
Λ (A,C)
are isomorphisms for m < n and a monomorphism for m = n.
(v) (iv) holds when C has 0 as each of its components, for some B with each
component finitely presented.
Proof. (i) ⇒ (ii): Take a projective resolution P∗ of A with P0, . . . Pn finitely
generated. Then for each i ∈ I we get a diagram
· · · d
i
1 // U(Bi)⊗U(Λ) U(P1)
di0 //
αi1

γi1
((
U(Bi)⊗U(Λ) U(P0) //
αi0

γi0
((
0
· · · e
i
1 // U(Ci)⊗U(Λ) U(P1)
ei0 //
βi1

U(Ci)⊗U(Λ) U(P0) //
βi0

0
· · · d
′i
1 // U(Bi⊗ˆΛP1)
d′i0 //
δi1
((
U(Bi⊗ˆΛP0) //
δi0
((
0
· · · e
′i
1 // U(Ci⊗ˆΛP1)
e′i0 // U(Ci⊗ˆΛP0) // 0
where all the squares commute. By Lemma 4.1.1, αi0, . . . , α
i
n, β
i
0, . . . , β
i
n are
isomorphisms. Now apply lim−→. Since ⊗U(Λ) commutes with direct limits, we
have a commutative diagram
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· · ·
lim−→ di1// (lim−→U(B
i))⊗U(Λ) U(P1)
lim−→ di0 //
lim−→αi1

lim−→ γi1
))
(lim−→U(B
i))⊗U(Λ) U(P0) //
lim−→αi0

lim−→ γi0
))
0
· · ·
lim−→ ei1 // (lim−→U(C
i))⊗U(Λ) U(P1)
lim−→ ei0 //
lim−→ βi1

(lim−→U(C
i))⊗U(Λ) U(P0) //
lim−→ βi0

0
· · ·
lim−→ d′i1 // lim−→U(B
i⊗ˆΛP1)
lim−→ d′i0 //
lim−→ δi1
))
lim−→U(B
i⊗ˆΛP0) //
lim−→ δi0
))
0
· · ·
lim−→ e′i1 // lim−→U(C
i⊗ˆΛP1)
lim−→ e′i0 // lim−→U(C
i⊗ˆΛP0) // 0.
Then as before we have that lim−→α
i
0, . . . , lim−→α
i
n, lim−→β
i
0, . . . , lim−→β
i
n are isomor-
phisms. By hypothesis lim−→U(B
i) = lim−→U(C
i), so that lim−→ γ
i
0, . . . , lim−→ γ
i
n are
isomorphisms. Hence lim−→ δ
i
0, . . . , lim−→ δ
i
n are, and the result follows after taking
homology.
(ii) ⇒ (iii) trivial.
(iii)⇒ (i): Induction on n. First suppose n = 0: we want to show A ∈ P (Λ)0.
Consider the case where each Ci is a direct product of copies of Λ indexed by
X,
∏
X Λ, for some set X such that there is an injection ι : A→ X. Note that
we could just use the set A itself here, but in Lemma 4.2.3 below we will make
use of the fact that we only need (iii) to hold for some X with an injection
ι : A → X to deduce (i), rather than all X, as claimed in the statement of the
theorem. Now B ∈ P (Λop)I1, so by (i) ⇒ (ii) of Lemma 4.1.1,
lim−→U
I(B⊗ˆIΛA) = lim−→(U
I(B)⊗IU(Λ) U(A))
= lim−→(U
I(B))⊗U(Λ) U(A)
= U(
∏
X
Λ)⊗U(Λ) U(A),
where ⊗ˆIΛ and ⊗IU(Λ) are the exponent functors of ⊗ˆΛ and ⊗U(Λ), respectively.
By hypothesis,
lim−→U
I(f⊗ˆIΛ−) : lim−→U
I(B⊗ˆIΛA) = U(
∏
X
Λ)⊗U(Λ) U(A)
→ lim−→U
I(C⊗ˆIΛA) = U(
∏
X
Λ⊗ˆΛA) = U(
∏
X
A)
is an epimorphism, so there is a
c ∈ U(
∏
X
Λ)⊗U(Λ) U(A)
such that
lim−→U
I(f⊗ˆIΛ−)(c)
is the ‘diagonal’ element of U(
∏
X A) whose ι(a)th component is a, for each
a ∈ A. Now c has the form
m∑
k=1
(
∏
x∈X
λxk)⊗ ak
for some λxk ∈ Λ and ak ∈ A, so
lim−→U
I(f⊗ˆIΛ−)(c)
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has ι(a)th component
m∑
k=1
λ
ι(a)
k ak = a.
So a1, . . . , am generate A.
For n > 0, suppose (iii) ⇒ (i) holds for n − 1. We get A finitely generated
as before, and an exact sequence
0→ K → F → A→ 0,
with F free and finitely generated. Then, using our long exact sequence in the
second variable, we get the diagram
· · · // lim−→U
I TorΛ,In (B,F ) //
∼=

lim−→U
I TorΛ,In (B,A) //

lim−→U
I TorΛ,In−1(B,K)

· · · // U TorΛn(
∏
Λ, F ) // U TorΛn(
∏
Λ, A) // U TorΛn−1(
∏
Λ,K)
// lim−→U
I TorΛ,In−1(B,F ) //
∼=

lim−→U
I TorΛ,In−1(B,A) //
∼=

· · ·
// U TorΛn−1(
∏
Λ, F ) // U TorΛn−1(
∏
Λ, A) // · · ·
whose squares commute; it follows by the five lemma that the map
lim−→U
I TorΛ,Im (B,K)→ U TorΛm(
∏
Λ,K)
is an isomorphism for m < n − 1, and an epimorphism for m = n − 1, for all
direct products of copies of Λ. So by hypothesis K is of type FPn−1, so A is of
type FPn.
(i) ⇒ (iv): Take a projective resolution P∗ of each A with P0, . . . Pn finitely
generated. Then for each i ∈ I we get a diagram
0
di1 // HomΛ(P0, Bi)
di0 //
αi1

γi1
))
HomΛ(P1, B
i) //
αi0

γi0
))
· · ·
0
ei1 // HomΛ(P0, Ci)
ei0 //
βi1

HomΛ(P1, C
i) //
βi0

· · ·
0
d′i1// homU(Λ)(U(P0), U(B
i))
d′i0 //
δi1
))
homU(Λ)(U(P1), U(B
i)) //
δi0
))
· · ·
0
e′i1 // homU(Λ)(U(P0), U(C
i))
e′i0 // homU(Λ)(U(P1), U(C
i)) // · · ·
where all the squares commute. By Lemma 4.1.2, αi0, . . . , α
i
n, β
i
0, . . . , β
i
n are
isomorphisms. Now apply lim−→. Since homU(Λ) commutes with direct limits in
the second argument when the first argument is finitely generated and projective
(by [1, Proposition 1.2]), we have a commutative diagram
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0
lim−→ di1// lim−→HomΛ(P0, B
i)
lim−→ di0 //
lim−→αi1

lim−→ γi1
**
lim−→HomΛ(P1, B
i) //
lim−→αi0

lim−→ γi0
**
· · ·
0
lim−→ ei1 // lim−→HomΛ(P0, C
i)
lim−→ ei0 //
lim−→ βi1

lim−→HomΛ(P1, C
i) //
lim−→ βi0

· · ·
0
lim−→ d′i1// lim−→ homU(Λ)(U(P0), U(B
i))
lim−→ d′i0 //
lim−→ δi1
**
lim−→ homU(Λ)(U(P1), U(B
i)) //
lim−→ δi0
**
· · ·
0
lim−→ e′i1 // lim−→ homU(Λ)(U(P0), U(C
i))
lim−→ e′i0 // lim−→ homU(Λ)(U(P1), U(C
i)) // · · · .
By hypothesis lim−→U(B
i) = lim−→U(C
i), so lim−→α
i
0, . . . , lim−→α
i
n, lim−→β
i
0, . . . , lim−→β
i
n
and lim−→ δ
i
0, . . . , lim−→ δ
i
n are all isomorphisms. It follows that lim−→ γ
i
0, . . . , lim−→ γ
i
n are,
and the result follows after taking cohomology.
(iv) ⇒ (v) trivial.
(v)⇒ (i): Induction on n. First suppose n = 0: we want to show A ∈ P (Λ)0.
Consider the case where B is the direct system {A/A′}, where A′ ranges over the
finitely generated submodules of A, with the natural projection maps between
them. We claim that lim−→A/A
′ = 0. For this, we need to show that for all x ∈ A,
there is some A′ such that the image of x under the projection A pi−→ A/A′ is 0.
So take A′ to be the submodule of A generated by x, and we are done. Hence
lim−→Ext
0
Λ(A,A/A
′) = lim−→HomΛ(A,A/A
′) = 0;
in particular, there is some A′ for which the projection
A
pi−→ A/A′
is 0. So A = A′ is finitely generated.
For n > 0, suppose (v) ⇒ (i) holds for n− 1. We get A finitely generated as
before, and an exact sequence
0→ K → F → A→ 0,
with F free and finitely generated. Then, using our long exact sequence in the
first variable, it follows that
lim−→Ext
m
Λ (K,B
i) = 0
for m ≤ n − 1, whenever lim−→B
i = 0. So by hypothesis K is of type FPn−1, so
A is of type FPn.
In fact the proof shows slightly more. Given A ∈ P (Λ)n−1, n ≥ 0, pick an
exact sequence
0→M → Pn−1 → · · · → P0 → A→ 0
with P0, . . . , Pn−1 finitely generated and projective, and let X be a set such
that there is an injection ι : M → X.
Lemma 4.2.3. Let I be a directed poset, let C ∈ P (Λop)I have ∏X Λ for all
its components with identity maps between them, let B ∈ P (Λop)I1 such that
lim−→U
I(B)→ U(
∏
X
Λ)
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is an isomorphism, with B → C given by the canonical map on each component.
Then A ∈ P (Λ)n if and only if
lim−→U
I TorΛ,In−1(B,A)→ U TorΛn−1(
∏
X
Λ, A)
is an isomorphism and
lim−→U
I TorΛ,In (B,A)→ U TorΛn(
∏
X
Λ, A)
is an epimorphism.
Corollary 4.2.4. Suppose A ∈ P (Λ). Then
A is of type FP1 ⇔ U(C)⊗U(Λ) U(A) ∼= U(C⊗ˆΛA)
for all C ∈ P (Λop).
Proof. ⇒: Lemma 4.1.1. ⇐: Let C be any product of copies of Λ, ∏Λ, which
is projective, so
TorΛm(
∏
Λ, A) = 0
for m ≥ 1. Hence for any direct system B of modules in P (Λop) and any map
B → C = (
∏
Λ)i∈I
such that
lim−→U
I(B)→ lim−→U
I(C)
is an isomorphism,
lim−→U
I TorΛm(B,A)→ lim−→U
I TorΛm(C,A)
must be an epimorphism. Then our hypothesis gives that
lim−→U
I TorΛ0 (B,A)→ lim−→U
I TorΛ0 (C,A)
is an isomorphism, so A is of type FP1 by (iii) ⇒ (i) of the theorem.
Remark 4.2.5. (a) Ribes-Zalesskii claim in [23, Proposition 5.5.3] that A being
finitely generated is enough for
U(B)⊗U(Λ) U(A)→ U(B⊗ˆΛA)
to be an isomorphism for all B. (Their notation is slightly different.) If
this were the case, then by Corollary 4.2.4 every finitely generated A would
be of type FP1, and hence by an inductive argument would be of type
FP∞ (see Lemma 4.2.9 below). In other words Λ would be noetherian, in
the sense of [31], for all profinite Λ. But this isn’t true: we will see in
Remark 4.3.5(a) that for a group G in certain classes of profinite groups,
including prosoluble groups, if G is infinitely generated then Zˆ is of type
FP0 but not FP1 considered as a ZˆJGK-module with trivial G-action, giving
a contradiction.
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(b) A similar claim to the one in (a) is made by Brumer in [5, Lemma 2.1(ii)],
where ‘profinite’ is replaced by ‘pseudocompact’. Since profinite rings and
modules are pseudocompact, the argument of (a) shows that Brumer’s claim
fails too.
Corollary 4.2.6. If 1 ≤ n <∞, the following are equivalent for A ∈ P (Λ):
(i) A ∈ P (Λ)n.
(ii) If I is a directed poset, B,C ∈ P (Λop)I , with a morphism f : B → C such
that
lim−→U
I(f) : lim−→U
I(B)→ lim−→U
I(C)
is an isomorphism, and each component of C is a product of copies of Λ
with identity maps between them, then
lim−→U
I(B⊗ˆIΛA)→ U(
∏
Λ⊗ˆΛA) = U(
∏
A)
is an isomorphism and
lim−→U
I TorΛ,Im (B,A) = 0
for 1 ≤ m ≤ n− 1.
(iii) A ∈ P (Λ)1 and
lim−→U
I TorΛ,Im (B,A) = 0
for 1 ≤ m ≤ n− 1.
Proof. Use (i) ⇔ (iii) from Theorem 4.2.2. Then (iii) from the theorem ⇔ (ii)
because
U TorΛm(
∏
Λ, A) = 0,
for all m > 0, and (ii) ⇔ (iii) by Corollary 4.2.4.
As in Lemma 4.2.3, suppose we have A ∈ P (Λ)n−1, n ≥ 0, pick an exact
sequence
0→M → Pn−1 → · · · → P0 → A→ 0
with P0, . . . , Pn−1 finitely generated and projective, and let X be a set such that
there is an injection ι : M → X. Let I be a directed poset, let C ∈ P (Λop)I have∏
X Λ for all its components with identity maps between them, let B ∈ P (Λop)I1
such that
lim−→U
I(B)→ U(
∏
X
Λ)
is an isomorphism, with B → C given by the canonical map on each component.
Corollary 4.2.7. Assume in addition that n ≥ 1. Then A ∈ P (Λ)n if and only
if
lim−→U
I TorΛ,In−1(B,A)→ U TorΛn−1(
∏
X
Λ, A)
is an isomorphism. For n ≥ 2, A ∈ P (Λ)n if and only if
lim−→U
I TorΛ,In−1(B,A) = 0.
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Proof. U TorΛn(
∏
X Λ, A) = 0, for all n > 0.
Now analogues to other results in [1, Chapter 1.1] follow directly from this.
Corollary 4.2.8. Suppose A′ A A′′ is an exact sequence in P (Λ). Then:
(i) If A′ ∈ P (Λ)n−1 and A ∈ P (Λ)n, then A′′ ∈ P (Λ)n.
(ii) If A ∈ P (Λ)n−1 and A′′ ∈ P (Λ)n, then A′ is of type FPn−1.
(iii) If A′ and A′′ are ∈ P (Λ)n then so is A.
Proof. This follows immediately from the long exact sequences in TorΛ,I∗ .
Lemma 4.2.9. Let A ∈ P (Λ) be of type FPn, n <∞, and let
Pn−1 → · · · → P1 → P0 → A→ 0
be a partial projective resolution with P0, . . . , Pn−1 finitely generated. Then the
kernel ker(Pn−1 → Pn−2) is finitely generated, so one can extend the resolution
to
Pn → Pn−1 → · · · → P1 → P0 → A→ 0,
with Pn finitely generated as well.
Proof. See [1, Proposition 1.5].
Corollary 4.2.10. Suppose A ∈ P (Λ). The following are equivalent:
(i) A ∈ P (Λ)∞.
(ii) If I is a directed poset, B,C ∈ P (Λop)I , with a morphism f : B → C such
that
lim−→U
I(f) : lim−→U
I(B)→ lim−→U
I(C)
is an isomorphism, and each component of C is a product of copies of Λ
with identity maps between them, then
lim−→U
I(B⊗ˆIΛA)→ U(
∏
Λ⊗ˆΛA) = U(
∏
A)
is an isomorphism and
lim−→U
I TorΛ,Im (B,A) = 0
for all m ≥ 1.
(iii) A ∈ P (Λ)1 and
lim−→U
I TorΛ,Im (B,A) = 0
for all m ≥ 1.
(iv) If I is a directed poset, and B ∈ P (Λ)I such that lim−→U
I(B) = 0, then
lim−→U
I Extm,IΛ (A,B) = 0
for all m.
Proof. (i) ⇒ (ii) ⇒ (iii) follows immediately from Corollary 4.2.6; for (iii) ⇒
(i), Corollary 4.2.6 shows that A ∈ P (Λ)n, for all n < ∞, and then Lemma
4.2.9 allows us to construct the required projective resolution of A. (i) ⇒ (iv)
follows from Theorem 4.2.2, which also shows that (iv) ⇒ A ∈ P (Λ)n, for all
n <∞, and then Lemma 4.2.9 tells us that this implies (i).
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4.3 Group Homology and Cohomology over Di-
rect Systems
Let R be a commutative profinite ring and G a profinite group. Then for I a
small category, A ∈ P (RJGKop)I , B ∈ P (RJGK)I , we define the homology groups
of G over R with coefficients in A by
HR,In (G,A) = Tor
RJGK,I
n (A,R),
and the cohomology groups with coefficients in B by
Hn,IR (G,B) = Ext
n,I
RJGK(R,B),
where R is a left RJGK-module via the trivial G-action.
If R is of type FPn as an RJGK-module, we say G is of type FPn over R.
Note that R is finitely generated as an RJGK-module, so all groups are of type
FP0 over all R. Note also that since RJ{e}K = R, R is free as an RJ{e}K-module,
so the trivial group is of type FP∞.
Now Theorem 4.2.2 and Corollary 4.2.6 translate to:
Proposition 4.3.1. Let I be a directed poset. The following are equivalent for
n ≥ 1:
(i) G is of type FPn over R.
(ii) Whenever we have B,C ∈ P (RJGKop)I , with a morphism f : B → C such
that
lim−→U
I(f) : lim−→U
I(B)→ lim−→U
I(C)
is an isomorphism, then
lim−→U
IHR,Im (G,B)→ lim−→U
IHR,Im (G,C)
are isomorphisms for m < n and an epimorphism for m = n.
(iii) G is of type FP1, and for all products
∏
Λ of copies of RJGK, when C has
as each of its components
∏
Λ, with identity maps between them, for some
B with each component finitely presented,
lim−→U
IHR,Im (G,B) = 0
for all 1 ≤ m ≤ n− 1.
(iv) Whenever we have B,C ∈ P (RJGK)I , with a morphism f : B → C such
that
lim−→U
I(f) : lim−→U
I(B)→ lim−→U
I(C)
is an isomorphism, then
lim−→H
m,I
R (G,B)→ lim−→H
m,I
R (G,C)
are isomorphisms for m < n and a monomorphism for m = n.
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(v) When C has 0 as each of its components, for some B with each component
finitely presented,
lim−→H
m,I
R (G,B) = 0
for m ≤ n.
Similar results hold for n =∞, by Lemma 4.2.9.
Corollary 4.2.7 translates to:
Lemma 4.3.2. Suppose G is of type FPn−1, n ≥ 1, and we have an exact
sequence
0→M → Pn−1 → · · · → P0 → R→ 0
of profinite left RJGK-modules with P0, . . . , Pn−1 finitely generated and projec-
tive. Let I be a directed poset, let C ∈ P (RJGKop)I have ∏X RJGK for all its
components with identity maps between them, for a set X such that there is an
injection ι : M → X, let B ∈ P (RJGKop)I1 such that
lim−→U
I(B)→ U(
∏
X
RJGK)
is an isomorphism, with B → C given by the canonical map on each component.
Then G is of type FPn if and only if
lim−→U
IHR,In−1(G,B)→ UHRn−1(G,
∏
X
RJGK)
is an isomorphism.
For n ≥ 2, G is of type FPn if and only if
lim−→U
IHR,In−1(G,B) = 0.
Lemma 4.3.3. Suppose H is an open subgroup of G. Then H is of type FPn
over R, n ≤ ∞, if and only if G is. In particular, if G is finite, it is of type
FP∞ over R.
Proof. H open⇒H is of finite index in G. It follows from [23, Proposition 5.7.1]
that RJGK is free and finitely generated as an RJHK-module, and hence that a
finitely generated projective RJGK-module is also a finitely generated projective
RJHK-module (because projective modules are summands of free ones). So an
RJGK-projective resolution of R, finitely generated up to the nth step, shows
that H is of type FPn.
For the converse, suppose H is of type FPn, and suppose we have a finitely
generated partial RJGK-projective resolution
Pk → · · · → P0 → R→ 0, (∗)
for k < n. Then since (∗) is also a finitely generated partial RJHK-projective
resolution, ker(Pk → Pk−1) is finitely generated as an RJHK-module, by Lemma
4.2.9. So it is finitely generated as an RJGK-module too. So we can extend the
RJGK-projective resolution to
Pk+1 → Pk → · · · → P0 → R→ 0,
with Pk+1 finitely generated. Iterate this argument to get that G is of type
FPn.
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We now observe that if a group G is of type FPn over Zˆ, it is of type FPn
over all profinite R (see [23, Lemma 6.3.5]). Indeed, given a partial projective
resolution
Pn → Pn−1 → · · · → P0 → Zˆ→ 0
of Zˆ as a ZˆJGK-module with each Pk finitely generated, apply −⊗ˆZˆR: this is
exact because the resolution is Zˆ-split. Trivially Zˆ⊗ˆZˆR ∼= R. Now ZˆJGK⊗ˆZˆR =
RJGK by considering inverse limits of finite quotients, and it follows by additivity
that each Pk⊗ˆZˆR is a finitely generated projective RJGK-module, as required.
For a profinite group G, we write d(G) for the minimal cardinality of a set
of generators of G. For a profinite ZˆJGK-module A, dZˆJGK(A) is the minimal
cardinality of a set of generators of A as a ZˆJGK-module. Similarly for ab-
stract groups – except that we count abstract generators instead of topological
generators.
We define the augmentation ideal IZˆJGK to be the kernel of the evaluation
map
ε : ZˆJGK→ Zˆ, g 7→ 1,
and IZ[G] similarly for abstract groups. In the abstract case, d(G) is finite if
and only if dZ[G](IZ[G]) is, and more generally groups are of type FP1 over any
ring if and only if they are finitely generated, by [1, Proposition 2.1]. Similarly
pro-p groups are of type FP1 over Zp if and only if they are finitely generated,
by [23, Theorem 7.8.1] and [31, Proposition 4.2.3]. The following proposition
shows this is no longer the case for profinite groups.
Proposition 4.3.4. Let G be a profinite group. Then the following are equiv-
alent.
(i) G is finitely generated.
(ii) There exists some d such that for all open normal subgroups K of G,
d(G/K) ≤ dZ[G/K](IZ[G/K]) + d,
and G is of type FP1 over Zˆ.
Proof. We start by noting:
(a) d(G) = supK d(G/K) by [23, Lemma 2.5.3];
(b) dZˆJGK(IZˆJGK) = supK dZ[G/K](IZ[G/K]) by [10, Theorem 2.3].
(i) ⇒ (ii): For a finitely generated abstract group G,
d(G) ≥ dZ[G](IZ[G]). (∗)
Indeed, if G is generated by x1, . . . , xk, then one can check that IZ[G] is gen-
erated as a Z[G]-module by x1 − 1, . . . , xk − 1. Write G as the inverse limit of
{G/K}, where K ranges over the open normal subgroups of G. Then applying
(∗), for each K
d(G/K) ≥ dZ[G/K](IZ[G/K]);
hence
d(G) = sup
K
d(G/K) ≥ sup
K
dZ[G/K](IZ[G/K]) = dZˆJGK(IZˆJGK),
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and hence G is of type FP1 over Zˆ. Now set d = d(G): for each K,
d(G/K) ≤ d ≤ dZ[G/K](IZ[G/K]) + d.
(ii)⇒ (i): First note that by Lemma 4.2.9, since G is of type FP1, dZˆJGK(IZˆJGK)
is finite. By (a) and (b),
d(G) ≤ dZˆJGK(IZˆJGK) + d,
and the result follows.
Remark 4.3.5. (a) When, for example, G is prosoluble or 2-generated, it is
known that the condition
d(G/K) ≤ dZ[G/K](IZ[G/K]) + d
for all open normal K holds with d = 0 – see [14, Proposition 6.2, Theorem
6.9]. Since pro-p groups are pronilpotent, this holds for all pro-p groups.
By the Feit-Thompson theorem, it holds for all profinite groups of order
coprime to 2.
(b) There are profinite groups G for which the difference between d(G/K) and
dZ[G/K](IZ[G/K]) is unbounded as K varies. The existence of a group of
type FP1 over Zˆ that is not finitely generated is shown in [10, Example 2.6].
(c) Let pi be a set of primes. In fact the proof of [10, Theorem 2.3] that
dZˆJGK(IZˆJGK) = sup
K
dZ[G/K](IZ[G/K]),
and hence the proof of Proposition 4.3.4, go through unchanged if G is a
pro-pi group and we replace Zˆ with Zpˆi, or more particularly if G is pro-p
and we use Zp. Thus, applying (a), we recover in a new way the fact that
pro-p groups are finitely generated if and only if they are of type FP1 over
Zp.
Corollary 4.3.6. Suppose G is prosoluble or 2-generated profinite. Then G is
of type FP∞ over Zˆ if and only if it is finitely generated and whenever B,C ∈
P (ZˆJGKop)I , with a morphism f : B → C such that
lim−→U
I(f) : lim−→U
I(B)→ lim−→U
I(C)
is an isomorphism, and each component of C is a product of copies of ZˆJGK
with identity maps between them,
lim−→U
IHR,In (G,B) = 0
for all n ≥ 1.
Proof. Proposition 4.3.1 and Proposition 4.3.4.
We have, forHR,I∗ , a Lyndon-Hochschild-Serre spectral sequence for profinite
groups.
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Theorem 4.3.7. Let G be a profinite group, K a closed normal subgroup and
suppose B ∈ P (RJGKop)I . Then there exists a spectral sequence (Etr,s) with the
property that
E2r,s
∼= HR,Ir (G/K,HR,Is (K,B))
and
E2r,s ⇒ HR,Ir+s(G,B).
Proof. [23, Theorem 7.2.4] and Proposition 1.2.5.
Theorem 4.3.8. Let G be a profinite group and K a closed normal subgroup.
Suppose K is of type FPm over R, m ≤ ∞. Suppose n ≤ ∞, and let s =
min{m,n}.
(i) If G is of type FPn over R then G/K is of type FPs over R.
(ii) If G/K is of type FPn over R then G is of type FPs over R.
Proof. For simplicity we prove the case m =∞. The proof for m finite is similar.
Since K is of type FP∞, by Proposition 4.3.1 we have that, whenever B,C ∈
P (RJGKop)I , with a morphism f : B → C such that
lim−→U
I(f) : lim−→U
I(B)→ lim−→U
I(C)
is an isomorphism,
lim−→U
IHR,Is (K,B)→ lim−→U
IHR,Is (K,C)
is an isomorphism for all s; hence, when the components of C are products of
copies of RJGK with identity maps between them,
lim−→U
IHR,Is (K,B)→ lim−→U
IHR,Is (K,
∏
RJGK) = U(∏HRs (K,RJGK))
is an isomorphism for all s; RJGK is a free RJKK-module by [23, Corollary 5.7.2],
so this is 0 for s ≥ 1, and for s = 0 it gives
lim−→U
I(B⊗ˆIRJKKR) = U(∏RJGK⊗ˆRJKKR) = U(∏RJG/KK)
by [23, Proposition 5.8.1]. So the spectral sequence from Theorem 4.3.7 collapses
to give an isomorphism
HR,Ir (G/K,B⊗ˆIRJKKR) ∼= HR,Ir (G,B). (∗)
By Lemma 4.2.9, it is enough to prove the theorem for n < ∞. We use
induction on n. Note that G and G/K are always both of type FP0, so we may
assume the theorem holds for n − 1. Suppose G and G/K are of type FPn−1,
and that we have exact sequences
0→M → Pn−1 → · · · → P0 → R→ 0
of profinite left RJGK-modules with P0, . . . , Pn−1 finitely generated and projec-
tive, and
0→M ′ → P ′n−1 → · · · → P ′0 → R→ 0
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of profinite left RJG/KK-modules with P ′0, . . . , P ′n−1 finitely generated and pro-
jective. Choose a set X such that there are injections ι : M → X and
ι′ : M ′ → X. Let I be a directed poset, let C ∈ P (RJGKop)I have ∏X RJGK for
all its components with identity maps between them, let B ∈ P (RJGKop)I1 such
that
lim−→U
I(B)→ U(
∏
X
RJGK)
is an isomorphism, with B → C given by the canonical map on each component.
Finally, note that
B⊗ˆIRJKKR ∈ P (RJG/KKop)I1 :
for each Bi, there is an exact sequence
F1 → F0 → Bi → 0
with F0 and F1 free and finitely generated RJGK-modules, so by the right ex-
actness of −⊗ˆIRJKKR there is an exact sequence
F1⊗ˆIRJKKR→ F0⊗ˆIRJKKR→ Bi⊗ˆIRJKKR→ 0
with F0⊗ˆIRJKKR and F1⊗ˆIRJKKR free and finitely generated RJG/KK-modules
by [23, Proposition 5.8.1]. Therefore G is of type FPn if and only if
lim−→U
IHR,In−1(G,B)→ UHRn−1(G,
∏
X
RJGK)
is an isomorphism (by Lemma 4.3.2) if and only if
lim−→U
IHR,In−1(G/K,B⊗ˆIRJKKR)→ UHRn−1(G/K,∏
X
RJG/KK)
is an isomorphism (by (∗)) if and only if G/K is of type FPn (by Lemma
4.3.2).
Let C be a non-empty class of finite groups. Being of type FPn over R as a
pro-C group is exactly the same as being of type FPn over R as a profinite group,
so working in the pro-C universe instead of the profinite one gives nothing new.
On the other hand, amalgamated free pro-C products of pro-C groups are not the
same as amalgamated free profinite products of pro-C groups, and pro-C HNN-
extensions of pro-C groups are not the same as profinite HNN-extensions of pro-C
groups – essentially because, in the pro-C case, we take a pro-C completion of
the abstract amalgamated free product or abstract HNN-extension, rather than
taking a profinite completion of them. Thus, by working over a class C, we can
achieve more general results.
In the abstract case, Bieri uses his analogous results to give conditions on
the FP-type of amalgamated free products and HNN-extensions of groups using
the Mayer-Vietoris sequence on their homology. His approach does not entirely
translate to the pro-C setting, but we obtain some partial results.
See [23, 9.2] for the definition of amalgamated free products in the pro-C
case, and [23, 9.4] for HNN-extensions. We say that an amalgamated free pro-C
product G = G1qH G2 is proper if the canonical homomorphisms G1 → G and
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G2 → G are monomorphisms. Similarly, we say that a pro-C HNN-extension
G = HNN(H,A, f) is proper if the canonical homomorphism H → G is a
monomorphism.
Suppose, for the rest of the section, that C is closed under taking subgroups,
quotients and extensions. For example, C could be all finite groups, or all finite
p-groups – or, for example, all finite soluble pi-groups, where pi is a set of primes.
Suppose R is a pro-C ring.
Proposition 4.3.9. Let G = G1 qH G2 be a proper amalgamated free pro-C
product of pro-C groups. Suppose B is a profinite right RJGK-module. Then
there is a long exact sequence of profinite R-modules
· · · → HRn+1(G,B)→ HRn (H,B)→ HRn (G1, B)⊕HRn (G2, B)
→ HRn (G,B)→ · · · → HR0 (G,B)→ 0,
which is natural in B.
Proof. See [23, Proposition 9.2.13] for the long exact sequence. Naturality fol-
lows by examining the maps involved.
Proposition 4.3.10. Let G = G1 qH G2 be a proper amalgamated free pro-C
product of pro-C groups. Suppose B ∈ P (RJGKop)I . Then there is a long exact
sequence in P (R)I
· · · → HR,In+1(G,B)→ HR,In (H,B)→ HR,In (G1, B)⊕HR,In (G2, B)
→ HR,In (G,B)→ · · · → HR,I0 (G,B)→ 0,
which is natural in B.
Proof. This follows immediately from the naturality of the long exact sequence
in Proposition 4.3.9.
We can now give a result analogous to the first part of [1, Proposition 2.13
(1)].
Proposition 4.3.11. Let G = G1 qH G2 be a proper amalgamated free pro-C
product of pro-C groups. If G1 and G2 are of type FPn over R and H is of type
FPn−1 over R then G is of type FPn over R.
Proof. Take C as in Proposition 4.3.1 to have as each component a product of
copies of RJGK, with identity maps between the components. Apply Proposition
4.3.1 to the long exact sequence in Proposition 4.3.10. Then the Five Lemma
gives the result, by Proposition 4.3.1.
See [23, Chapter 3.3] for the construction and properties of free pro-C groups.
Corollary 4.3.12. Finitely generated free pro-C groups are of type FP∞ over
all pro-C rings R.
Proof. Unamalgamated free pro-C products are always proper by [23, Corollary
9.1.4].
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For proper profinite HNN-extensions of profinite groups, we also have a
Mayer-Vietoris sequence which is natural in the second variable – see [23, Propo-
sition 9.4.2]. It immediately follows in the same way as for Proposition 4.3.10
that we get a long exact sequence over a functor category.
Proposition 4.3.13. Let G = HNN(H,A, f) be a proper pro-C HNN-extension
of pro-C groups. Suppose B ∈ P (RJGKop)I . Then there is a long exact sequence
in P (R)I
· · · → HR,In+1(G,B)→ HR,In (A,B)→ HR,In (H,B)
→ HR,In (G,B)→ · · · → HR,I0 (G,B)→ 0,
which is natural in B.
From this, we can get in exactly the same way as for free products with
amalgamation a result for HNN-extensions, corresponding to the first part of
[1, Proposition 2.13 (2)].
Proposition 4.3.14. Let G = HNN(H,A, f) be a proper pro-C HNN-extension
of pro-C groups. If H is of type FPn over R and A is of type FPn−1 over R
then G is of type FPn over R.
4.4 Applications
Example 4.4.1. We show that torsion-free procyclic groups are of type FP∞
over R. See [23, Chapter 2.7] for the results on procyclic groups that will be
needed in this paper. Any procyclic group G is finitely generated, so of type
FP1 by Proposition 4.3.4. If G is torsion-free, its Sylow p-subgroups are all
either 0 or isomorphic to Zp, so (assuming G 6= 1) it is well-known that G has
cohomological dimension 1 – see [23, Theorem 7.3.1, Theorem 7.7.4]. Consider
the short exact sequence
0→ ker ε→ RJGK ε−→ R→ 0,
where ε is the evaluation map defined earlier. The kernel ker ε is finitely gener-
ated by Lemma 4.2.9. We claim that it is projective – and hence that our exact
sequence is a finitely generated projective resolution of R, showing G is of type
FP∞. To see this, let A be any profinite right RJGK-module, and consider the
long exact sequence
· · · → TorRJGK1 (A,R)→ TorRJGK0 (A, ker ε)
→ TorRJGK0 (A,RJGK)→ TorRJGK0 (A,R)→ 0.
Since RJGK is free as an RJGK-module, we get
TorRJGKn (A,RJGK) = 0
for all n ≥ 1, and so
TorRJGKn (A, ker ε) ∼= TorRJGKn+1 (A,R)
84
for all n ≥ 1. Now G has cohomological dimension 1, so
Tor
RJGK
n+1 (A,R) = H
R
n+1(G,A) = 0
for n ≥ 1, so ker ε is projective.
We can now use this example to construct some more groups of type FP∞.
It is known in the abstract case that polycyclic groups are of type FP∞ over
Z ([1, Examples 2.6]). In the profinite case, it has not been known whether
poly-procyclic groups are of type FP∞ over Zˆ. A result was known for pro-p
groups: poly-(pro-p-cyclic) groups are shown to be of type FP∞ over Zp in [31,
Corollary 4.2.5]. This proof uses that, for a pro-p group G, HnZp(G,A) is finite
for all finite A ∈ D(ZpJGK) if and only if G is of type FP∞ over Zp. Indeed,
one might expect a similar result to be true for profinite G which only have
finitely many primes in their order, but an obstruction to using this method for
general profinite groups is that there are infinitely many primes, so one cannot
build up to these groups from pro-p ones using the spectral sequence finitely
many times. Similarly, although we showed directly that torsion-free procyclic
groups are of type FP∞ over R, there are procyclic groups which are not even
virtually torsion-free, in contrast to the pro-p case, as for example the group∏
p prime Z/pZ.
We now define a class of profinite groups: the elementary amenable profinite
groups. The definition is entirely analogous to the hereditary definition of ele-
mentary amenable abstract groups given in [15]. Let X0 be the class containing
only the trivial group, and let X1 be the class of profinite groups which are
(finitely generated abelian)-by-finite. Now define Xα to be the class of groups
G which have a normal subgroup K such that G/K ∈ X1 and every finitely
generated subgroup of K is in Xα−1 for α a successor ordinal. Finally, for α
a limit define Xα =
⋃
β<αXβ . Then X =
⋃
αXα is the class of elementary
amenable profinite groups. For G ∈X we define the class of G to be the least
α with G ∈Xα.
Note that soluble profinite groups are clearly elementary amenable.
A profinite group G is said to have finite rank if there is some r such that
every subgroup H of G is generated by r elements.
Proposition 4.4.2. Suppose G is an elementary amenable profinite group of
finite rank. Then G is of type FP∞ over any profinite ring R.
Proof. By [23, Theorem 2.7.2], every procyclic group is a quotient of Zˆ by
a torsion-free procyclic group; Zˆ and torsion-free procyclic groups are of type
FP∞ by Example 4.4.1. Therefore procyclic groups are of type FP∞ by Theorem
4.3.8, and finitely generated abelian groups are a finite direct sum of procyclic
groups by [33, Proposition 8.2.1(iii)], so we get that finitely generated abelian
groups are of type FP∞ by applying Theorem 4.3.8 finitely many times.
Now use induction on the class of G. If G ∈X1, take a finite index abelian
H ≤ G. We have shown H is of type FP∞, so G is too by Lemma 4.3.3. The
case where G has class α is trivial for α a limit, so suppose α is a successor.
Choose some KCG such that every finitely generated subgroup of K is inXα−1
and G/K is in X1. Since G is of finite rank, K is finitely generated, so it is in
Xα−1. By the inductive hypothesis we get that K is of type FP∞, and G/K is
too so G is by Theorem 4.3.8.
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We spend the rest of Section 4.4 constructing pro-C groups of type FPn but
not of type FPn+1 over ZCˆ for every n < ∞, for C closed under subgroups,
quotients and extensions, as before. King in [17, Theorem F] gives pro-p groups
of type FPn but not of type FPn+1 over Zp, but as far as we know the case
with ZCˆ has not been done before for any other class C. Our construction is
analogous to [1, Proposition 2.14].
Given a profinite space X, we can define the free pro-C group on X, FC(X),
together with a canonical continuous map ι : X → FC(X), by the following
universal property: for any pro-C group G and continuous φ : X → G, there is
a unique continuous homomorphism φ¯ : FC(X) → G such that φ = φ¯ι. For a
class C closed under subgroups, quotients and extensions, FC(X) exists for all
X by [23, Proposition 3.3.2].
Fix n ≥ 0. Let 〈xk, yk〉 be the free pro-C group on the two generators xk, yk,
for 1 ≤ k ≤ n, and write Dn for their direct product (D0 is the empty product,
i.e. the trivial group). Let FZCˆ be the free pro-C group on generators {al : l ∈
ZCˆ}, given the usual pro-C topology. We define a continuous left Dn-action on
FZCˆ in the following way. For each k, we have a continuous homomorphism〈xk, yk〉 → ZCˆ defined by xk, yk 7→ 1. Now this gives a continuous Dn → ZnCˆ .
Composing this with n-fold addition
ZnCˆ → ZCˆ , (a1, . . . , an) 7→ a1 + · · ·+ an
gives a continuous homomorphism
f : Dn → ZCˆ .
Now we can define a continuous action of Dn on ZCˆ by
Dn × ZCˆ
f×id−−−→ ZCˆ × ZCˆ
+−→ ZCˆ .
Finally, by [23, Exercise 5.6.2(d)], this action extends uniquely to a continuous
action on FZCˆ .
Now we can form the semi-direct product An = FZCˆ o Dn, and by [23,
Exercise 5.6.2(b),(c)] it is a pro-C group. We record here the universal property
of semi-direct products of pro-C groups; it is a direct translation of the universal
property of semi-direct products of abstract groups from [3, III.2.10, Proposition
27 (2)], which we will need later.
Lemma 4.4.3. Suppose we have pro-C groups N , H and K, with continuous
homomorphisms σ : H → Aut(N) (with the compact-open topology), f : N → K
and g : H → K such that, for all x ∈ N and y ∈ H,
g(y)f(x)g(y−1) = f(σ(y)(x)).
Then there is a unique continuous homomorphism
h : N oH → K
such that
f = h ◦ (N → N oH)
and
g = h ◦ (H → N oH).
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Proof. By [3, III.2.10, Proposition 27 (2)] we know there is a unique homomor-
phism h : N oH → K satisfying these conditions, except that we need to check
h is continuous. The proof in [3] constructs h as the map (x, y) 7→ f(x)g(y);
this is the composite of the continuous maps (of spaces)
N ×H → K ×K → K,
where the second map is just multiplication in K.
We need two more results about the An before we can prove the main propo-
sition. Let 〈xn〉 be the free pro-C group generated by xn.
Lemma 4.4.4. For each n > 0, FZCˆ o 〈xn〉 is the free pro-C group on two
generators.
Proof. We will show that this group satisfies the requisite universal property.
We claim that it is generated by a0 and xn. Clearly allowing xn (and x
−1
n ) to
act on a0 gives al, for each l ∈ Z. Now {al : l ∈ ZCˆ} (abstractly) generates a
dense subgroup H of FZCˆ ; {al : l ∈ Z} is dense in {al : l ∈ ZCˆ}, so it (abstractly)
generates a dense subgroup K of H; by transitivity of denseness, K is dense in
FZCˆ , so {al : l ∈ Z} topologically generates FZCˆ .
It remains to show that given a pro-C K and a map
f : {a0, xn} → K
there is a continuous homomorphism
g : FZCˆ o 〈xn〉 → K
such that f = gι, where ι is the inclusion {a0, xn} → FZCˆ o 〈xn〉. Observe, as
in [23, p.91], that by the universal property of inverse limits it suffices to check
the existence of g when K is finite.
To construct g, we first note that f |xn extends uniquely to a continuous
homomorphism
g′ : 〈xn〉 → K.
Now we define a continuous map of sets
f ′ : {al : l ∈ ZCˆ} → K
by
f ′(al) = g′(l · xn)f(a0)g′(l · xn)−1,
where we write l·xn for the image of l under the obvious isomorphism ZCˆ ∼= 〈xn〉;
f ′ extends uniquely to a continuous homomorphism
g′′ : FZCˆ → K.
Finally, by the universal property of semi-direct products, Lemma 4.4.3, we
will have the existence of a continuous homomorphism g satisfying the required
property as long as
g′(y)g′′(x)g′(y)−1 = g′′(σ(y)(x)),
for all x ∈ FZCˆ and y ∈ 〈xn〉, where σ is the continuous homomorphism 〈xn〉 →
Aut(FZCˆ ). This is clear by construction.
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By Corollary 4.3.12, FZCˆ o 〈xn〉 is now of type FP∞ over ZCˆ ; hence, by
Theorem 4.3.8,
An−1 o 〈xn〉 = (FZCˆ o 〈xn〉)oDn−1
is too.
The next lemma is entirely analogous to [1, Proposition 2.15].
Lemma 4.4.5. If a pro-C group G is of type FPn over ZCˆ then H
ZCˆ
m (G,ZCˆ) is
a finitely generated profinite abelian group for 0 ≤ m ≤ n.
Proof. Take a projective resolution P∗ of ZCˆ as a ZCˆJGK-module with trivial
G-action, with P0, . . . , Pn finitely generated. Then H
ZCˆ∗ (G,ZCˆ) is the homology
of the complex ZCˆ⊗ˆZCˆJGKP∗, for which
ZCˆ⊗ˆZCˆJGKP0, . . . ,ZCˆ⊗ˆZCˆJGKPn
are finitely generated ZCˆ-modules. Now ZCˆ is procyclic, hence a principal ideal
domain, which implies by standard arguments that ZCˆ is noetherian in the sense
that submodules of finitely generated Zˆ-modules are finitely generated, and the
result follows: finitely generated pro-C abelian groups are exactly the finitely
generated pro-C ZCˆ-modules.
Proposition 4.4.6. (i) An is of type FPn over ZCˆ.
(ii) An is not of type FPn+1 over ZCˆ.
Proof. (i) n = 0 is trivial. Next, we observe that An can be thought of as the
pro-C HNN-extension of An−1 o 〈xn〉 with associated subgroup An−1 and
stable letter yn, since the universal properties are the same in this case. It
is clear that this extension is proper.
We can now use induction: assume An−1 is of type FPn−1 over ZCˆ (which
we already have for n = 0). Then An−1 o 〈xn〉 is of type FP∞, so the
result follows from Proposition 4.3.14.
(ii) By Lemma 4.4.5, it is enough to show that, for each n, H
ZCˆ
n+1(An,ZCˆ) is
not finitely generated. We prove this by induction once more. Exactly as
in [23, Lemma 6.8.6],
H
ZCˆ
1 (A0,ZCˆ) = FZCˆ/[FZCˆ , FZCˆ ],
i.e. the pro-C free abelian group on the space ZCˆ , not finitely generated.
As before, An is the pro-C HNN-extension of An−1 o 〈xn〉 with associ-
ated subgroup An−1 and stable letter yn, and we get the Mayer-Vietoris
sequence
· · · → HZCˆn+1(An−1 o 〈xn〉,ZCˆ)→ H
ZCˆ
n+1(An,ZCˆ)→ H
ZCˆ
n (An−1,ZCˆ)
→ HZCˆn (An−1 o 〈xn〉,ZCˆ)→ · · ·
By Lemma 4.4.5 H
ZCˆ
n+1(An−1 o 〈xn〉,ZCˆ) and H
ZCˆ
n (An−1 o 〈xn〉,ZCˆ) are
finitely generated; by hypothesis H
ZCˆ
n (An−1,ZCˆ) is not finitely generated.
Hence H
ZCˆ
n+1(An,ZCˆ) is not finitely generated, as required.
88
Chapter 5
Profinite Groups of Type
FP∞
5.1 Signed Permutation Modules
Suppose G is a profinite group. Write G-Top for the category of topological
G-spaces and G-Pro for the category of profinite G-spaces. We write elements
of G-Pro as (X,α), where X is the underlying space and α : G×X → X is the
action; where this is clear we may just write X. Now pick X ∈ G-Pro. Then the
action of G on X induces an action of RJGK on RJXK, by the universal property
of group rings, making RJXK an RJGK-module. We call modules with this form
permutation modules, and we call the orbits and stabilisers of G acting on X
the orbits and stabilisers of RJXK. Permutation modules satisfy the following
universal property: given an RJGK permutation module RJXK, any continuous
G-map from X to a profinite RJGK-module M factors as X → RJXK → M
for a unique continuous RJGK-homomorphism RJXK → M , where X → RJXK
is the canonical G-map. This can be seen by first restricting RJXK and M
to P (R), making RJXK a free R-module, and then noting that continuous R-
homomorphisms RJXK→M are continuous RJGK-homomorphisms if and only
if they are compatible with the G-action. For later, we note that this universal
property can be expressed by the formula in the following lemma.
Lemma 5.1.1. Write CG(X,M) for the set of continuous G-maps X → M .
Make CG(X,M) into a U(R)-module by the map r · f = rf ; in other words, (r ·
f)(x) = r · (f(x)). Then (as U(R)-modules) HomRJGK(RJXK,M) ∼= CG(X,M).
Proof. That HomRJGK(RJXK,M) and CG(X,M) are isomorphic as sets is simply
a restatement of the universal property. That they have the same U(R)-module
structure is clear from the definition of multiplication by r.
Signed permutation modules are RJGK-modules which as R-modules are free
with basis X, and whose G-action comes from a continuous action of G on
X ∪ −X ⊂ RJXK such that g · −x = −(g · x) for all g ∈ G, x ∈ X ∪ −X; the
terminology appears in [30, Definition 5.1], though in fact the definitions are
slightly different: both this definition and that of [30] are attempts to deal with
the ‘twist’ by a sign that appears in the tensor-induced complexes of [25, 7.3].
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The reason for the change is that our definition seems to be needed for Lemma
5.1.4.
In the same way as for permutation modules, one can see that signed permu-
tation modules satisfy the property that any continuous G-map f from X ∪−X
to an RJGK-module M such that f(−x) = −f(x) for all x extends uniquely to
a continuous RJGK-homomorphism RJXK→M .
For this paragraph, assume charR 6= 2. Now suppose P is a signed permu-
tation module of the form RJXK. Write X for the quotient G-space of X unionsq−X
given by x ∼ −x, and ∼ for the map X unionsq−X → X. Then we make the conven-
tion that when we talk about the G-stabilisers of P , we will always mean the
G-stabilisers of X, and the G-orbits of P will always mean the preimages in X
of the G-orbits of X.
If on the other hand charR = 2, signed permutation modules are just per-
mutation modules. So here the G-stabilisers of RJXK will be the G-stabilisers
of X and the G-orbits will be the G-orbits of X. We also define, for charR = 2,
X = X and ∼= idX . We use the notation that G acts on X ∪ −X to cover
both cases.
We now need to establish some basic properties of signed permutation mod-
ules. The following lemma is an adaptation of [23, Lemma 5.6.4(a)].
Lemma 5.1.2. Suppose RJXK is a signed permutation module. Then X∪−X =
lim←−(Xi ∪−Xi), where the Xi ∪−Xi are finite quotients of X ∪−X as G-spaces
such that the map X ∪−X → Xi ∪−Xi sends X to Xi and −X to −Xi. Thus
RJXK = lim←−
P (RJGK)R[Xi] = lim←−P (RJGK)Rj [Xi],
where the Rj are the finite quotients of R. We say that such quotients Rj [Xi]
of RJXK preserve the algebraic structure.
Proof. If charR = 2, we are done. Assume charR 6= 2.
Consider the set S of clopen equivalence relations R on X ∪−X such that,
considered as a subset of (X ∪ −X)× (X ∪ −X),
R ⊆ (X ×X) ∪ (−X ×−X)
and
(x, y) ∈ R ⇔ (−x,−y) ∈ R.
In other words, an equivalence relation R ∈ S is one which does not identify
anything in X with anything in −X and identifies two elements in −X whenever
it identifies the corresponding two elements of X; then R ∈ S if and only if
(X ∪ −X)/R has the form Xi ∪ −Xi for some finite quotient Xi of X (as
profinite spaces, not profinite G-spaces). Since X = lim←−ProXi,
X ∪ −X = lim←−
Pro
Xi ∪ −Xi = lim←−
Pro,S
(X ∪ −X)/R.
We want to show that for every R ∈ S there is some R′ ⊆ R which is G-
invariant: then it follows that
X ∪ −X = lim←−
G-Pro,{R∈S:R is G-invariant}
(X ∪ −X)/R
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by [23, Lemma 1.1.9], because {R ∈ S : R is G-invariant} is cofinal in S, and
all these quotients are quotients as G-spaces.
So suppose R ∈ S and define R′ = ⋂g∈G gR, where
gR = {(gx, gy) ∈ (X ∪ −X)× (X ∪ −X) : (x, y) ∈ R}.
Now we see in exactly the same way as the proof of [23, Lemma 5.6.4(a)] that
R′ is clopen; clearly R′ is G-invariant, and R′ ∈ S because
R′ ⊆ R ⊆ (X ×X) ∪ (−X ×−X)
and
(x, y) ∈ R′ ⇔ (x, y) ∈ gR,∀g
⇔ (g−1x, g−1y) ∈ R,∀g
⇔ (−g−1x,−g−1y) ∈ R,∀g
⇔ (−x,−y) ∈ gR,∀g
⇔ (−x,−y) ∈ R′.
It follows that RJXK = lim←−P (RJGK)Rj [Xi] because every continuous G-map
f from X ∪−X to a finite RJGK-module M such that f(−x) = −f(x) for all x
factors through some quotient G-space Xi ∪−Xi, and clearly the induced map
f ′ : Xi ∪ −Xi → M satisfies f ′(−x) = −f ′(x), so every morphism RJXK → M
factors through some R[Xi] by the universal property of signed permutation
modules, and hence through some Rj [Xi].
Lemma 5.1.3. Suppose RJXK is a signed RJGK permutation module, and that
G acts freely on X. Then RJXK is free.
Proof. If charR = 2, we are done. Assume charR 6= 2.
As profinite G-spaces, X = G×Y for some Y on which G acts trivially by [23,
Corollary 5.6.6]; take the preimage Y of Y in X. Then we want to show RJXK is
a freeRJGK-module with basis Y . NowG acts freely onG×Y , so by the universal
property of free R-modules it is enough to show that X∪−X = G×Y ∪−(G×Y )
as topological spaces. The inclusion Y → X ∪ −X gives a continuous map
G× Y → G× (X ∪ −X) ·−→ X ∪ −X
and similarly for −(G×Y ), after multiplying by −1. Hence we get a continuous
map G×Y ∪−(G×Y )→ X ∪−X which is bijective by the choice of Y , so the
two are homeomorphic because they are compact and Hausdorff.
Permutation modules behave nicely with respect to induction of modules;
we want to show the same is true of signed permutation modules.
We first recall the definition of induction: on H-spaces, for H ≤ G, we
define IndGH by the universal property that, given X ∈ H-Pro, X ′ ∈ G-Pro and
a continuous map f : X → X ′ as H-spaces, f factors uniquely through a map
f ′ : IndGH X → X ′ of G-spaces. Clearly IndGH X is unique up to isomorphism. In
addition this property makes IndGH a functor in the obvious way. Analogously,
given A ∈ P (RJHK), B ∈ P (RJGK), IndGH is defined by the universal property
that a morphism f : A→ B in P (RJHK) factors uniquely through f ′ : IndGH A→
B in P (RJGK).
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Recall also that, given H ≤ G, it is possible to choose a closed left transversal
T of H by [33, Proposition 1.3.2]. In other words, T is a closed subset of G
containing exactly one element of each left coset of H in G. By [33, Proposition
1.3.4] we then have a homeomorphism G ∼= T ×H as spaces.
Lemma 5.1.4. Let H ≤ G, and suppose RJXK ∈ P (RJHK) is a signed permu-
tation module. Then IndGH RJXK is a signed permutation module in P (RJGK).
Proof. Assume charR 6= 2; otherwise we are done.
We know that X ∪ −X ∈ H-Pro, and any composite map f : X ∪ −X →
RJXK→M for M ∈ P (RJGK) satisfies f(−x) = −f(x) for all x ∈ X.
Now IndGH(X∪−X) can be constructed in the following way: choose a closed
left transversal T of H in G and take the space T × (X ∪−X) with the product
topology. Every element of G can be written uniquely in the form th with
t ∈ T, h ∈ H. So given g ∈ G, t ∈ T , write gt in the form t′h, t′ ∈ T, h ∈ H and
define g · (t, x) = (t′, h ·x). This gives an abstract group action on T × (X∪−X)
because, if g2t = t
′h2 and g1t′ = t′′h1, for g1, g2 ∈ G, t, t′, t′′ ∈ T, h1, h2 ∈ H,
g1g2t = t
′′h1h2 and hence
g1 ·(g2 ·(t, x)) = g1 ·(t′, h2 ·x) = (t′′, h1 ·(h2 ·x)) = (t′′, (h1h2) ·x) = (g1g2) ·(t, x);
to see the action is continuous, note that we can write the action as the following
composite of continuous maps:
G× T × (X ∪ −X) m×id−−−→ G× (X ∪ −X)
θ×id−−−→ T ×H × (X ∪ −X)
id×α−−−→ T × (X ∪ −X).
Here m is multiplication in G, θ is the homeomorphism G → T × H, and α
is the H-action on X ∪ −X. We claim that the space T × (X ∪ −X), with
this G-action, satisfies the universal property to be IndGH(X ∪ −X), where the
canonical map X ∪−X → IndGH(X ∪−X) is given by x 7→ (1, x). Indeed, given
M ∈ P (RJGK) and a continuous map
f : X ∪ −X →M
of H-spaces such that f(−x) = −f(x) for all x ∈ X, define
f ′ : T × (X ∪ −X)→M,f ′ : (t, x) 7→ t · f(x) :
this is a G-map because, for gt = t′h, g ∈ G, t, t′ ∈ T, h ∈ H,
f ′(g · (t, x)) = f ′(t′, h · x) = t′ · f(h · x) = (t′h) · f(x) = g · (t · f(x)).
The uniqueness of this choice of map is clear. Moreover, we have
f ′(t,−x) = t · f(−x) = t · (−f(x)) = −(t · f(x)) = −f ′(t, x),
and hence by the universal property of signed permutation modules f ′ extends
uniquely to a morphism RJT ×XK→M , where RJT ×XK is the signed permu-
tation module with the G-action on T ×X ∪ −(T ×X) given by the G-action
on T × (X ∪−X). By the universal property of induced modules this RJT ×XK
is IndGH RJXK.
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If RJXK is a signed RJGK permutation module with X ∼= G/H as G-spaces,
we may write RJXK = RJG/H;σK, where σ is the G-action on X ∪ −X, with
the understanding that G acts on G/H ∪−G/H, for each g ∈ G, tH ∈ G/H, by
either σ(g, tH) = gtH or σ(g, tH) = −gtH (and similarly for −tH ∈ −G/H).
When there is no ambiguity we may simply write RJG/HK for this. In particular,
each element of H acts on the cosets 1H ∪−1H by multiplication by ±1, giving
a continuous homomorphism ε : H → {±1}, which we will refer to as the twist
homomorphism of RJG/H;σK.
Lemma 5.1.5. Write R′ for a copy of R on which H acts by h · r = ε(h)r.
Then we have IndGH R
′ = RJG/H;σK.
Proof. Assume charR 6= 2; otherwise we are done.
By Lemma 5.1.4 we have that IndGH R
′ = RJIndGH{±1}K. We will show that,
as G-spaces,
IndGH({±1}, ε) ∼= (G/H ∪ −G/H, σ).
Now by the choice of ε we have a continuous map
f : {±1} → G/H ∪ −G/H,±1 7→ ±1H
of H-spaces satisfying f(−x) = −f(x), and the proof of Lemma 5.1.4 gives us a
continuous map f ′ : IndGH{±1} → G/H∪−G/H ofG-spaces extending this, such
that f ′(−x) = −f ′(x). Explicitly, choosing a closed left transversal T of H as
before, IndGH{±1} = T ∪ −T , and f ′(t) = σ(t, 1H) for t ∈ T , f ′(t) = σ(t,−1H)
for t ∈ −T . Now f ′ is bijective because every element of G/H ∪ −G/H can be
written uniquely in the form σ(t, 1H) or σ(t,−1H) for some t ∈ T . Therefore
f ′ is a homeomorphism, and we are done.
Finally, we justify our introduction of signed permutation modules, instead
of permutation modules. As stated at the beginning of the section, they are an
attempt to deal with the tensor-induced complexes of [25, 7.3]. We sketch the
construction of these complexes.
To fix notation, we start by defining wreath products. Given G ∈ PGrp, let
Gn be the direct product in PGrp of n copies of G. Let Sn be the symmetric
group on n letters, acting on the right. Then the wreath product of G by
Sn, written G o Sn, is the semidirect product of Gn and Sn, where Sn acts by
permuting the copies of G. More explicitly, we can write G o Sn as Gn × Sn as
a space, with group operation
(h1, . . . , hn, pi) · (h′1, . . . , h′n, pi′) = (h1h′1pi, . . . , hnh′npi, pipi′).
Since the action of Sn on G
n is continuous, this makes G o Sn a topological
group, which is then profinite because it is compact, Hausdorff and totally
disconnected.
Suppose G ∈ PGrp. Let P∗ be a non-negative complex of profinite RJGK-
modules. Then one can take the n-fold tensor power of P∗, P ⊗ˆn∗ , over R by
defining
P ⊗ˆnk =
⊕
i1+···+in=k
Pi1⊗ˆR · · · ⊗ˆRPin ,
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with the differential maps coming from repeated use of the sign trick in [32,
1.2.5]: this gives a non-negative complex of profinite R-modules. Moreover, by
[25, 7.3], it can be made into a complex of RJGoSnK-modules by the GoSn-action
(h1, . . . , hn, pi) · (q1⊗ˆ · · · ⊗ˆqn) = (−1)ν · h1q1pi⊗ˆ · · · ⊗ˆhnqnpi
where the qi ∈ P∗ are homogeneous elements and ν is the integer
ν =
∑
i<j,ipi>jpi
deg(qipi) deg(qjpi).
We can now generalise [25, 7.4] slightly – the proof is largely the same.
Proposition 5.1.6. Suppose
· · · → RJX1K→ RJX0K→ 0
is an exact sequence in P (RJGK) of signed permutation modules, and write P∗
for this chain complex. Then P ⊗ˆn∗ is an exact sequence of signed permutation
modules in P (RJG o SnK).
Proof. Assume charR 6= 2; the proof for charR = 2 is similar.
First note that each module in P∗ is free as an R-module, so, for each i,
RJXiK⊗ˆR− is an exact functor on R-modules, and hence P ⊗ˆn∗ is exact by n− 1
applications of [32, Lemma 2.7.3]. Now as R-modules one has
P ⊗ˆnk =
⊕
i1+···+in=k
RJXi1K⊗ˆR · · · ⊗ˆRRJXinK = RJ ⊔
i1+···+in=k
Xi1 × · · · ×XinK
by [23, Exercise 5.5.5(a)], so we simply need to show that⊔
i1+···+in=k
Xi1 × · · · ×Xin ∪ −(
⊔
i1+···+in=k
Xi1 × · · · ×Xin)
is a G o Sn-subspace of RJ⊔i1+···+in=kXi1 × · · · × XinK. If x1⊗ˆ · · · ⊗ˆxn is an
element of this subspace, so that xj ∈ Xij ∪ −Xij for each j, we have
(h1, . . . , hn, pi) · (x1⊗ˆ · · · ⊗ˆxn) = (−1)ν · h1x1pi⊗ˆ · · · ⊗ˆhnxnpi,
and then i1pi + · · ·+ inpi = i1 + · · · in = k. Moreover, for each j we have
xjpi ∈ Xijpi ∪ −Xijpi ⇒ hjxjpi ∈ Xijpi ∪ −Xijpi ,
as required.
5.2 A Hierarchy of Profinite Groups
We define classes of groups and closure operations on them as in [19], except that
all our groups are required to be profinite and all maps continuous. Thus, for
example, all our subgroups will be assumed to be closed unless stated otherwise.
As there, for a class of profinite groups X, we let SX be the class of closed
subgroups of groups in X, and LX be those profinite groups G such that every
finite subset of G is contained in some subgroup H ≤ G with H ∈ X. We also
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define a more general version L′ of L: L′X is the class of profinite groups G which
have a direct system of subgroups {Gi}, ordered by inclusion, whose union is
dense in G, such that Gi ∈ X for every i. Given two classes X and Y, we write
XY for extensions of a group in X by a group in Y.
Lastly, we define HRX to be the profinite groups G for which there is an
exact sequence 0→ Pn → · · · → P0 → R→ 0 of RJGK-modules, where, for each
i, Pi is a signed permutation module, all of whose stabilisers are in X. We will
refer to this as a finite length signed permutation resolution of G.
Note that HR is not a closure operation. Instead, we use it to define
inductively the class of groups (HR)αX for each ordinal α: (HR)0X = X,
(HR)αX = HR((HR)α−1X) for α a successor, and (HR)αX =
⋃
β<α(HR)βX for α
a limit. Finally, we write ĤRX =
⋃
α(HR)αX. It is easy to check that ĤR is a
closure operation.
Similarly we can define (LHR)0X = X and (L
′
HR)0X = X, then (LHR)αX =
LHR((LHR)α−1X) and (L′HR)αX = L′HR((L′HR)α−1X) for α a successor, and
finally (LHR)αX =
⋃
β<α(LHR)βX and (L
′
HR)αX =
⋃
β<α(L
′
HR)βX for α a
limit. Then let L̂HRX =
⋃
α(LHR)αX and L̂
′HRX =
⋃
α(L
′
HR)αX: this gives
two more closure operations with ĤRX ≤ L̂HRX ≤ L′L̂HRX ≤ L̂′HRX for all X.
The final inequality holds because L′L̂HRX ≤ L′L̂′HRX and
L
′(L′HR)αX ≤ L′H(L′HR)αX = (L′HR)α+1X,∀α⇒ L′L̂′HRX = L̂′HRX.
Remark 5.2.1. In the abstract case, [19, 2.2] shows that any countable L̂HRX-
group is actually in ĤRX, greatly diminishing the importance of L, inasfar as
the hierarchy is used to study finitely generated groups. The same argument
does not work for profinite groups.
From now on, F will mean the class of finite groups, and I the class of the
trivial group.
Proposition 5.2.2. Let X be a class of profinite groups.
(i) SĤRX ≤ ĤRSX.
(ii) (ĤRSX)F ≤ ĤRS(XF).
(iii) (ĤRF)(ĤRF) = ĤRF.
Proof. (i) Use induction on α. We will show that S(HR)αX ≤ (HR)αSX for
each α. The case when α is 0 or a limit ordinal is trivial. Suppose G ∈
S(HR)α+1X and pick H ∈ (HR)α+1X with G ≤ H. Take a finite length
signed permutation resolution of H with stabilisers in (HR)αX. Restricting
this resolution to G gives a finite length signed permutation resolution
whose stabilisers are subgroups of the stabilisers in the original resolution
of H, so the stabilisers are in S(HR)αX ≤ (HR)αSX, where the inequality
holds by our inductive hypothesis, and hence G ∈ (HR)α+1SX.
(ii) Use induction on α. We will show that ((HR)αSX)F ≤ (HR)αS(XF) for
each α. The case when α is 0 or a limit ordinal is trivial. So suppose
G ∈ ((HR)α+1SX)F, and supposeHEopenG, H ∈ (HR)α+1SX. Take a finite
length signed permutation resolution of H with stabilisers in (HR)αSX.
Then we get a finite length signed permutation resolution of H o S|G/H|
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by Proposition 5.1.6. Moreover, G embeds in H o S|G/H| by [25, 7.1], so
by restriction this is also a finite length signed permutation resolution of
G. Finally, it is clear from the construction that the stabilisers under the
G-action are all finite extensions of subgroups of stabilisers in the original
resolution of H, which are in (HR)αSX by (i) and our inductive hypothesis.
Therefore this tensor-induced complex shows that G ∈ (HR)α+1SXF.
(iii) Use induction on α. We will show that (ĤRF)((HR)αF) ≤ ĤRF for each
α. The other inequality is clear. The case when α is a limit ordinal is
trivial; the case α = 0 holds by (ii). Suppose G ∈ (ĤRF)((HR)α+1F) and
pick H E G such that H ∈ ĤRF and G/H ∈ (HR)α+1F. Take a finite
length signed permutation resolution of G/H with stabilisers in (HR)αF.
Restricting this resolution to G gives a finite length signed permutation
resolution whose stabilisers are extensions ofH by stabilisers in the original
resolution of G/H, so the stabilisers are in (ĤRF)((HR)αF) ≤ ĤRF, where
the inequality holds by our inductive hypothesis, and hence G ∈ ĤRF.
Proposition 5.2.3. Let X be a class of profinite groups.
(i) SL̂HRX ≤ L̂HRSX.
(ii) (L̂HRSX)F ≤ L̂HRS(XF).
(iii) (L̂HRF)(L̂HRF) = L̂HRF.
Proof. (i) Use induction on α. We will show SHR(LHR)αX ≤ HR(LHR)αSX
and hence that S(LHR)α+1X ≤ (LHR)α+1SX for each α. The case when
α is 0 or a limit ordinal is trivial. Suppose first that G1 ∈ SHR(LHR)αX
and pick H1 ∈ HR(LHR)αX with G1 ≤ H1. Take a finite length signed
permutation resolution of H1 with stabilisers in (LHR)αX. Restricting this
resolution to G1 gives a finite length signed permutation resolution whose
stabilisers are subgroups of the stabilisers in the original resolution of H1,
so the stabilisers are in S(LHR)αX ≤ (LHR)αSX, where the inequality
holds by our inductive hypothesis, and hence G1 ∈ HR(LHR)αSX. Suppose
next that G2 ∈ S(LHR)α+1X and pick H2 ∈ (LHR)α+1X with G2 ≤ H2.
Every finitely generated subgroup of H2 is contained in some K ≤ H2
with K ∈ HR(LHR)αX, so every finitely generated subgroup of H2 is in
HR(LHR)αSX by our inductive hypothesis. In particular this is true for
the finitely generated subgroups of G2, and hence G2 ∈ (LHR)α+1SX.
(ii) Use induction on α. The case when α is 0 or a limit ordinal is trivial. We
will show that ((LHR)αSX)F ≤ (LHR)αS(XF) for each α. So suppose G ∈
((LHR)α+1SX)F, and suppose H Eopen G, H ∈ (LHR)α+1SX. It suffices to
prove that every finitely generated subgroup of G belongs to HR(LHR)αSX,
and so we may assume that G is finitely generated. This implies H
is finitely generated, by [23, Proposition 2.5.5], so H ∈ HR(LHR)αSX.
Take a finite length signed permutation resolution of H with stabilisers in
(LHR)αSX. Then we get a finite length signed permutation resolution of
H oS|G/H| by Proposition 5.1.6. Moreover, G embeds in H oS|G/H| by [25,
7.1], so by restriction this is also a finite length signed permutation reso-
lution of G. Finally, it is clear from the construction that the stabilisers
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under the G-action are all finite extensions of subgroups of stabilisers in
the signed permutation resolution of H, which are in (LHR)αSX by (i) and
our inductive hypothesis. Therefore this tensor-induced complex shows
that G ∈ HR(LHR)αSX.
(iii) Use induction on α. We will show that (L̂HRF)((LHR)αF) ≤ L̂HRF for
each α. The other inequality is clear. The case when α is a limit ordinal
is trivial; the case α = 0 holds by (ii). Suppose G ∈ (L̂HRF)((LHR)α+1F)
and pick HEG such that H ∈ L̂HRF and G/H ∈ (LHR)α+1F. It suffices to
prove that every finitely generated subgroup of G belongs to L̂HRF, and so
we may assume that G is finitely generated. This implies G/H is finitely
generated, so G/H ∈ HR(LHR)αF. Take a finite length signed permutation
resolution of G/H with stabilisers in (LHR)αF. Restricting this resolution
to G gives a finite length signed permutation resolution whose stabilisers
are extensions of H by stabilisers in the original resolution of G/H, so the
stabilisers are in (L̂HRF)((LHR)αF) ≤ L̂HRF, where the inequality holds
by our inductive hypothesis, and hence G ∈ L̂HRF.
Remark 5.2.4. The reason we sometimes use L rather than L′ is that L is closed
under extensions; if one could show the same was true for L′ then one could con-
struct a class containing all elementary amenable groups (see below) for which
the main result would hold. However, we can still recover ‘most’ elementary
amenable groups using a combination of L̂HRF and L̂′HRF.
We can also compare the classes produced by using different base rings.
Lemma 5.2.5. Suppose S is a commutative profinite R-algebra. Then ĤRX ≤
ĤSX, L̂HRX ≤ L̂HSX and L̂′HRX ≤ L̂′HSX.
Proof. Clearly X ≤ Y ⇒ LX ≤ LY and L′X ≤ L′Y, so we just need to show
X ≤ Y ⇒ HRX ≤ HSY: then it will follow by induction that for each α
that (HR)αX ≤ (HS)αX, (LHR)αX ≤ (LHS)αX and (L′HR)αX ≤ (L′HS)αX, as
required. Given G ∈ HRX and a finite length signed permutation resolution
0→ Pn → Pn−1 → · · · → P0 → R→ 0 (∗)
with stabilisers in X, note that, since every module in the sequence is R-free,
the sequence is R-split, so the sequence
0→ S⊗ˆRPn → S⊗ˆRPn−1 → · · · → S⊗ˆRP0 → S⊗ˆRR ∼= S → 0 (∗∗)
is exact – here each module is made into an SJGK-module by taking the S-action
on S and the G-action on Pi.
Now, for a signed RJGK permutation module RJXK, S⊗ˆRRJXK = SJXK as
S-modules by [33, Proposition 7.7.8], and then clearly the G-action makes this
into a signed SJGK permutation module. So, applying this to (∗∗), we have a
finite length signed permutation resolution of S as an SJGK-module, and the
stabilisers are all in X because the stabilisers in (∗) are, so we are done.
The next lemma gives a profinite analogue of the Eilenberg swindle; it is very
similar to [33, Exercise 11.7.3(a)], though using a slightly different definition of
free modules. Recall that projective modules are summands of free ones.
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Lemma 5.2.6. Suppose P ∈ P (Λ) is projective, where Λ is a profinite R-
algebra. Then there is a free F ∈ P (Λ) such that P ⊕ F is free.
Proof. Take Q ∈ P (Λ) projective such that P ⊕ Q is free on some space X.
Take F to be a countably infinite coproduct of copies of Q⊕P in P (Λ): by the
universal properties of coproducts and free modules, F is free on (the profinite
completion of) a countably infinite disjoint union of copies of X. So is
P ⊕ F = P ⊕Q⊕ P ⊕Q⊕ · · · ,
for the same reason.
Note that, in the same way, for a summand P of a signed permutation
module in P (RJGK) there is a signed permutation module F such that P ⊕F is
a signed permutation module. It is this trick that allows us to define HR using
finite length resolutions of signed permutation modules, rather than resolutions
of summands of signed permutation modules, without losing anything: we can
always replace a resolution of the latter kind with one of the former. In particular
we get the following corollary.
We define the cohomological dimension of a profinite group G over R, cdRG,
to be pdRJGKR, the minimal length of a projective resolution of R in RJGK,
where R has trivial G-action.
Corollary 5.2.7. Groups of finite cohomological dimension over R are in HRI.
Proof. Put Λ = RJGK. Given a finite length projective resolution of R,
0→ Pn → Pn−1 → · · · → P0 → R→ 0,
we can assume P0, . . . , Pn−1 are free. Indeed, one can see this inductively: if
P0, . . . , Pi−1 are free, i ≤ n − 1, take some Q such that Pi ⊕ Q is free, and
replace Pi, Pi+1 with Pi ⊕ Q,Pi+1 ⊕ Q, with the map between them given by
(Pi+1 → Pi)⊕ idQ. Then take a free module F such that Pn ⊕ F is free:
0→ Pn ⊕ F → Pn−1 ⊕ F → Pn−2 → · · · → P0 → R→ 0
gives the required resolution.
Let pi be a finite set of primes.
Proposition 5.2.8. Elementary amenable pro-pi groups are in L̂HZˆF.
Proof. We use induction on the elementary amenable class α; the case α = 0 is
trivial. The case of limit ordinals is also trivial. So suppose α is a successor,
and suppose Xα−1 ≤ L̂HZˆF. Then LXα−1 ≤ LL̂HZˆF ≤ LHZˆL̂HZˆF = L̂HZˆF.
Suppose G ∈Xα, and take a normal subgroup G1 ∈ LXα−1 such that G/G1 is
in X1. Now G/G1 is virtually torsion-free finitely generated abelian, so it has
a finite index subgroup which is torsion-free abelian and hence this subgroup
has finite cohomological dimension by [33, Proposition 8.2.1, Theorem 11.6.9].
Therefore by Corollary 5.2.7 it is in HZˆI ≤ HZˆF, and hence G/G1 is in HZˆF too
by Proposition 5.2.2(ii). Therefore G ∈ L̂HZˆF by Proposition 5.2.3(iii).
Now we note that many elementary amenable profinite groups are prosoluble:
these include soluble profinite groups, and by the Feit-Thompson theorem they
include all elementary amenable pro-2′ groups, where 2′ is the set of all primes
but 2.
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Corollary 5.2.9. Elementary amenable prosoluble groups are in L̂′HZˆF.
Proof. We show that these groups are in L′L̂HZˆF. By [23, Proposition 2.3.9],
prosoluble groups G have a Sylow basis; that is, a choice {Sp : p prime} of one
Sylow subgroup for each p such that SpSq = SqSp for each p, q. Therefore,
writing pn for the nth prime, we have a subgroup Gn = Sp1 · · ·Spn for each n,
and hence a direct system {Gn} of subgroups of G whose union is dense in G.
By Proposition 5.2.8 each Gn is in L̂HZˆF, so we are done.
Note that in fact this shows that, for any prosoluble group G – and hence
any profinite group of odd order – if each Gn is in some L̂′HRX, in the same
notation as above, then G is too.
Profinite groups acting on profinite trees with well-behaved stabilisers give
further examples of groups in our class, in the spirit of [19, 2.2(iii)], though the
profinite case seems to be rather harder to control here than the abstract one.
See [23, Chapter 9.2] for the definitions of (proper) pro-C free products with
amalgamation.
Lemma 5.2.10. Suppose G1, G2, H are pro-C groups, where C is a class of
finite groups closed under taking subgroups, quotients and extensions. Suppose
we have G1, G2, H ∈ L̂HRX (or L̂′HRX). Write G1 ∗H G2 for the free pro-C
product of G1 and G2 with amalgamation by H, and suppose it is proper. Then
G1 ∗H G2 ∈ L̂HRX (or L̂′HRX).
Proof. We get a finite length permutation resolution from [13, Theorem 2.1].
We finish this section by listing, for convenience, some groups in L̂′HZˆF.
• Finite groups (with the discrete topology) are in F.
• Profinite groups of finite virtual cohomological dimension over Zˆ are in
HZˆF, by Corollary 5.2.7 and Proposition 5.2.3(ii). Hence:
• Free profinite groups are in HZˆF.
• Soluble profinite groups are in (L′HZˆ)ωF, by Corollary 5.2.9.
• Elementary amenable pro-p groups are in L̂′HZˆF for all p, by Proposition
5.2.8, and elementary amenable profinite groups of odd order are too, by
Corollary 5.2.9.
Finally, forG a compact p-adic analytic group, G is a virtual Poincare´ duality
group at the prime p by [31, Theorem 5.1.9], and hence by definition G has finite
virtual cohomological dimension over Zp, and so G ∈ HZpF. In particular this
includes Zp-linear groups by [33, Proposition 8.5.1].
5.3 Type L Systems
To be able to use the hierarchy of groups defined in the last section, we want to
relate the construction of a group within the hierarchy to its cohomology, and
so gain results about the structure of the group, analogously to [19]. Specifi-
cally, this section will deal with the interaction of cohomology and the closure
operation L, and the next one with the interaction of cohomology and HR.
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For the rest of the chapter, we will be studying profinite groups of type
FP∞, so unless stated otherwise we will write HomΛ(−,−) for Hom(P0,P )Λ (−,−),
ExtnΛ(−,−) for Ext(P∞,P ),nΛ (−,−) and HnR(G,−) for H(P∞,P ),nR (G,−).
We call a direct system {Ai : i ∈ I} of Λ-modules a Type L system if there
is some i0 ∈ I such that the maps f i0i : Ai0 → Ai for each i ≥ i0 are all
epimorphisms. Then, considering {Ai} as a direct system in T (Λ),
U( lim−→
T (Λ)
Ai) = lim−→
Mod(U(Λ))
U(Ai) = U(Ai0)/
⋃
i≥i0
ker(Uf i0i)
by [32, Lemma 2.6.14] and the remark after Proposition 2.1.3. We can see from
this, and from the proof of Proposition 2.1.3, that lim−→T (Λ)A
i has as its underly-
ing module U(Ai0)/
⋃
i≥i0 ker(Uf
i0i), with the strongest topology making each
map
f i : Ai → U(Ai0)/
⋃
i≥i0
ker(Uf i0i)
continuous, such that U(Ai0)/
⋃
i≥i0 ker(Uf
i0i) is made into a topological Λ-
module. But the quotient topology induced by the map f i0 satisfies these con-
ditions: it makes U(Ai0)/
⋃
i≥i0 ker(Uf
i0i) into a topological Λ-module by [3,
III.6.6]; it makes f i0 continuous; it makes each f i, i ≥ i0 continuous because,
given an open set U in Ai0/
⋃
ker(f i0i),
(f i0)−1(U) = (f i0i)−1(f i)−1(U)
is open in Ai0 , and Ai has the quotient topology coming from f i0i (because all
the modules are compact and Hausdorff), and by the definition of the quotient
topology this means that (f i)−1(U) is open in Ai, as required. Hence
lim−→
T (Λ)
Ai ∼= Ai0/
⋃
i≥i0
ker(f i0i)
as topological modules. Note that this quotient is compact, as the continuous
image of Ai0 .
Recall from Proposition 2.2.4 that we know lim−→P (Λ)A
i is the profinite com-
pletion of lim−→T (Λ)A
i. Hence there is a canonical homomorphism
φ : lim−→
T (Λ)
Ai → lim−→
P (Λ)
Ai.
Since lim−→P (Λ)A
i is Hausdorff, ker(φ) = φ−1(0) is closed in lim−→T (Λ)A
i; in partic-
ular, ker(φ) contains the closure of {0} in lim−→T (Λ)A
i. Hence φ factors (uniquely)
as
lim−→
T (Λ)
Ai ∼= Ai0/
⋃
i≥i0
ker(f i0i)
ψ−→ Ai0/
⋃
i≥i0
ker(f i0i)→ lim−→
P (Λ)
Ai.
Now Ai0/
⋃
i≥i0 ker(f
i0i) is a quotient of a profinite Λ-module by a closed sub-
module, so it is profinite; hence, by the universal property of profinite comple-
tions, ψ factors uniquely through φ. It follows that
lim−→
P (Λ)
Ai ∼= Ai0/
⋃
i≥i0
ker(f i0i).
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Given A ∈ P (Λ), we can think of A as an object of P (R) by restriction. This
functor is representable in the sense that it is given by HomΛ(Λ,−) : P (Λ) →
P (R).
Lemma 5.3.1. Direct limits of Type L systems commute with restriction. Ex-
plicitly, let {Ai} be a Type L system in P (Λ). Then
lim−→
P (R)
HomΛ(Λ, A
i) = HomΛ(Λ, lim−→
P (Λ)
Ai).
Proof. By our construction of direct limits in P (Λ), both sides are just the
restriction to P (R) of Ai0/
⋃
i≥i0 ker(f
i0i), given the quotient topology.
It follows by additivity that
lim−→
P (R)
HomΛ(P,A
i) = HomΛ(P, lim−→
P (Λ)
Ai)
for all finitely generated projective P ∈ P (Λ).
Proposition 5.3.2. Suppose M ∈ P (Λ) is of type FP∞, and let {Ai} be a Type
L system in P (Λ). Then for each n we have an epimorphism
lim−→
P (R)
ExtnΛ(M,A
i)→ ExtnΛ(M, lim−→
P (Λ)
Ai).
Proof. We show this in two stages. Take a projective resolution
· · · → P2 f1−→ P1 f0−→ P0 → 0
of M with each Pn finitely generated. We will show first that
Hn( lim−→
P (R)
HomΛ(P∗, Ai)) = ExtnΛ(M, lim−→
P (Λ)
Ai).
To see this, consider the commutative diagram
0 // lim−→P (R) HomΛ(P0, A
i) //

lim−→P (R) HomΛ(P1, A
i) //

· · ·
0 // HomΛ(P0, lim−→P (Λ)A
i) // HomΛ(P1, lim−→P (Λ)A
i) // · · ·
in P (R). The homology of the top row is
Hn( lim−→
P (R)
HomΛ(P∗, Ai)),
the homology of the bottom row is ExtnΛ(M, lim−→P (Λ)A
i), and the previous lemma
shows that the vertical maps are all isomorphisms.
The second stage is to give epimorphisms
lim−→
P (R)
ExtnΛ(M,A
i)→ Hn( lim−→
P (R)
HomΛ(P∗, Ai)).
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Recall that lim−→P (R) is right-exact, so that we get an exact sequence
lim−→
P (R)
ker(HomΛ(fn, A
i))→ lim−→
P (R)
HomΛ(Pn, A
i)
→ lim−→
P (R)
HomΛ(Pn+1, A
i),
and hence an epimorphism
lim−→
P (R)
ker(HomΛ(fn, A
i))→ ker( lim−→
P (R)
HomΛ(fn, A
i)).
Now consider the commutative diagram
lim−→P (R) HomΛ(Pn−1, A
i) //
∼=

lim−→P (R) ker(HomΛ(fn, A
i))

lim−→P (R) HomΛ(Pn−1, A
i) // ker(lim−→P (R) HomΛ(fn, A
i))
// lim−→P (R) Ext
n
Λ(M,A
i) //

0
// Hn(lim−→P (R) HomΛ(P∗, A
i)) // 0
whose top row is exact because lim−→P (R) is right-exact, and whose bottom row
is exact by definition of homology. It follows by the Five Lemma that
lim−→
P (R)
ExtnΛ(M,A
i)→ Hn( lim−→
P (R)
HomΛ(P∗, Ai))
is an epimorphism, as required.
The next lemma will allow us to make new Type L systems from old ones.
Lemma 5.3.3. Suppose G ∈ PGrp. Suppose M ∈ P (RJGK) is projective as an
R-module, by restriction, and let {Ai} be a Type L system in P (RJGK). Then
{M⊗ˆRAi} is a Type L system in P (RJGK), where each M⊗ˆRAi is given the
diagonal G-action.
Proof. Because M⊗ˆR− preserves epimorphisms, we just need to show that it
commutes with direct limits of Type L systems; that is, we have to show that
if {Ai, f ij} is a Type L system, then
M⊗ˆR lim−→
P (R)
Ai ∼= lim−→
P (R)
(M⊗ˆRAi).
We have a canonical homomorphism
g : lim−→
P (R)
(M⊗ˆRAi)→M⊗ˆR lim−→
P (R)
Ai;
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it is an epimorphism because the epimorphism
gi0 : M⊗ˆRAi0 →M⊗ˆR lim−→
P (R)
Ai
factors as
M⊗ˆRAi0 h−→ lim−→
P (R)
(M⊗ˆRAi) g−→M⊗ˆR lim−→
P (R)
Ai.
In fact we will show that ker gi0 ⊆ kerh; this implies that g is injective, as
required.
Now
ker gi0 = M⊗ˆR ker f i0 = M⊗ˆR
⋃
i≥i0
ker f i0i
by the exactness of M⊗ˆR− (because M is R-projective) and the construction of
direct limits of Type L systems; moreover, writing gi0i for M⊗ˆRAi0 →M⊗ˆRAi,
we have by exactness of M⊗ˆR− again that ker gi0i = M⊗ˆR ker f i0i. Hence, by
the construction of direct limits of Type L systems,
kerh =
⋃
i≥i0
ker gi0i =
⋃
i≥i0
M⊗ˆR ker f i0i.
Thus we are reduced to showing that the subspace⋃
i≥i0
M⊗ˆR ker f i0i ⊆M⊗ˆR
⋃
i≥i0
ker f i0i
is dense. This can be seen by considering inverse limits: if M = lim←−Mj , then⋃
i≥i0 ker f
i0i = lim←−Nk, with all the Mj , Nk finite, then
M⊗ˆR
⋃
i≥i0
ker f i0i = lim←−Mj⊗ˆRNk,
and by the denseness of
⋃
i≥i0 ker f
i0i in
⋃
i≥i0 ker f
i0i, for each k there is some
i such that ker f i0i → Nk is surjective, so Mj⊗ˆR ker f i0i → Mj⊗ˆRNk is too.
Denseness follows by [23, Lemma 1.1.7].
Finally, we need one more result to apply this to the problem of getting
information about group structure. Suppose G ∈ PGrp, let H be a subgroup of
G, and let {Hi} be a direct system of (closed) subgroups of H, with inclusion
maps between them, whose unionH ′ is dense inH – note thatH ′ is an (abstract)
subgroup of H, because the system is direct. Thus we get a corresponding
direct system {RJG/HiK} of RJGK permutation modules whose maps come from
quotients G/Hi → G/Hj . Note that this system is Type L, because the maps
RJG/HiK→ RJG/HjK are all epimorphisms.
Lemma 5.3.4. lim−→P (RJGK)RJG/HiK = RJG/HK. Hence {RJG/HiK} is Type L.
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Proof. Recall that, for X ∈ G-Pro and M ∈ P (RJGK), we let CG(X,M) be the
U(R)-module of continuous G-maps X →M . We have
HomRJGK( lim−→
P (RJGK)RJG/HiK,M) = lim←−Mod(U(R)) HomRJGK(RJG/HiK,M)
= lim←−
Mod(U(R))
CG(G/Hi,M)
= CG( lim−→
G-Pro
G/Hi,M)
= HomRJGK(RJ lim−→
G-Pro
G/HiK,M) :
the first and third equalities hold by the universal property of colimits; the
second and fourth hold by the universal property of permutation modules,
Lemma 5.1.1. Since this holds for all M , we have lim−→P (RJGK)RJG/HiK =
RJlim−→G-ProG/HiK, so we just need to show that lim−→G-ProG/Hi = G/H.
To see this, we will show first that lim−→G-TopG/Hi = G/H
′. Note that we
have compatible epimorphisms G/Hi → G/H ′, and hence an epimorphism f :
lim−→G-TopG/Hi → G/H
′. Note also that the maps G/Hi → lim−→G-TopG/Hi are
surjective. Suppose f(x) = f(y) for x, y ∈ lim−→G-TopG/Hi. Take a representative
x′ of x in some G/Hi1 , and a representative y
′ of y in some G/Hi2 . Now the
images of x′ and y′ are in the same left coset of H ′ in G, i.e. x′h1 = y′h2 for
some h1, h2 ∈ H ′. Write Hj for the subgroup of H ′ generated by h1, h2, x and
y. Thus the images of x′ and y′ are in the same left coset of Hj in G, i.e. x′ and
y′ have the same image in G/Hj and hence in lim−→G-TopG/Hi, so x = y, and f is
injective. Finally, note that, in exactly the same way as the construction of Type
L direct limits, lim−→G-TopG/Hi has the quotient topology coming from G, which
is the same as the one on G/H ′. Thus, by Proposition 2.2.4, lim−→G-ProG/Hi
is the profinite completion of G/H ′, which is just G/H ′ = G/H by the same
argument as for Type L systems.
By Lemma 5.3.1, lim−→P (R)RJG/HiK = RJG/HK as well; indeed, by the same
lemma, any compatible collection of G-actions on these modules gives a direct
limit whose underlying R-module is RJG/HK, and whose G-action is just the
one coming from any of the quotient maps
fi : RJG/HiK→ RJG/HK.
So if RJG/H;σK is a signed RJGK permutation module, define RJG/Hi;σiK for
each i to be a signed RJGK permutation module by the G-action σi(g, x) = gx
if σ(g, fi(x)) = gfi(x) and σi(g, x) = −gx if σ(g, fi(x)) = −gfi(x), for all
g ∈ G, x ∈ G/Hi ∪ −G/Hi. Clearly these G-actions are all compatible, and
they have as their direct limit (in P (Λ)) RJG/H;σK. In particular, we get the
following result.
Corollary 5.3.5. Given a signed RJGK permutation module RJG/H;σK, and
a direct system {Hi} of subgroups of H whose union is dense in H, there is a
Type L system of signed permutation modules of the form RJG/Hi;σiK whose
direct limit is RJG/H;σK.
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5.4 Type H Systems
Suppose A ∈ P (Λ) has the form lim←−j∈J Aj , where each Aj ∈ P (Λ) is finite.
Suppose in addition that each Aj is a direct sum Aj,1⊕· · ·⊕Aj,nj of Λ-modules
such that, whenever j1 ≥ j2, the morphism φj1j2 : Aj1 → Aj2 has the property
that, for each k, φj1j2(Aj1,k) is contained in some Aj2,k′ . Then we say A has
the structure of a Type H system.
In the same notation, write Ij for the set {1, . . . , nj}. Then the structure of
the Type H system induces a map ψj1j2 : Ij1 → Ij2 for each j1 ≥ j2 in J , giving
an inverse system {Ij : j ∈ J}: if φj1j2(Aj1,k) ⊆ Aj2,k′ , define ψj1j2(k) = k′.
Write I for the inverse limit and ιj for the map I → Ij . I is clearly profinite,
because it is the inverse limit of a system of finite sets; also I is non-empty
by [23, Proposition 1.1.4]. Now pick i ∈ I. We call Ai = lim←−j Aj,ιj(i) the ith
component of A.
Proposition 5.4.1. Suppose M ∈ P (Λ) is of type FP∞. Suppose A ∈ P (Λ)
has the structure of a Type H system. Suppose {Ai : i ∈ I} are the components
of A. Then for each n we have an epimorphism⊕
P (R),i
ExtnΛ(M,A
i)→ ExtnΛ(M,A).
Proof. Many aspects of the Type H structure carry over to ExtnΛ(M,A).
ExtnΛ(M,A) = lim←−
P (R),j
ExtnΛ(M,Aj)
by [31, Theorem 3.7.2], and similarly
ExtnΛ(M,A
i) = lim←−
P (R),j
ExtnΛ(M,Aj,ιj(i)) (∗)
for each i ∈ I. By additivity,
ExtnΛ(M,Aj) = Ext
n
Λ(M,Aj,1)⊕ · · · ⊕ ExtnΛ(M,Aj,nj ).
Note that each ExtnΛ(M,Aj) and Ext
n
Λ(M,Aj,k) is finite, because M is of type
FP∞, and there are only finitely many homomorphisms from a finitely generated
Λ-module to a finite one.
Write Cj for the image of
gj : Ext
n
Λ(M,A)→ ExtnΛ(M,Aj) :
then by [23, Corollary 1.1.8(a)] we know ExtnΛ(M,A) = lim←−P (R),j Cj . We claim
that
fj :
⊕
P (R),i
ExtnΛ(M,A
i)→ Cj
is an epimorphism for each j, and then the proposition will follow by [23, Corol-
lary 1.1.6]. To see this claim, fix some j, and suppose that the image of fj is
some submodule C ′j 6= Cj . We will obtain a contradiction by showing that the
image of fj is strictly larger than C
′
j .
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Now define, for j′ ≥ j, I ′j′ ⊆ Ij′ to be those elements k of Ij′ for which the
image of ExtnΛ(M,Aj′,k) in Ext
n
Λ(M,Aj) is not contained in C
′
j . For each j
′ ≥ j
the map gj factors as
ExtnΛ(M,A)
gj′−−→ ExtnΛ(M,Aj′)
gj′j−−→ ExtnΛ(M,Aj),
so im(gj′j) ⊇ im(gj′) = Cj ; hence I ′j′ 6= ∅, and so I ′ = lim←−j′≥j I
′
j′ 6= ∅ by [23,
Proposition 1.1.4].
Pick i ∈ I ′. By definition of I ′, ExtnΛ(M,Aj,ιj(i)) is not contained in C ′j , so
ExtnΛ(M,Aj,ιj(i)) \ C ′j 6= ∅. Suppose that, for each x ∈ ExtnΛ(M,Aj,ιj(i)) \ C ′j ,
there is some jx ≥ j such that
x /∈ im(fjx,ιjx (i) : ExtnΛ(M,Ajx,ιjx (i))→ ExtnΛ(M,Aj)).
Since J is directed, there is some j0 ∈ J such that j0 ≥ jx for all x in the finite
set ExtnΛ(M,Aj,ιj(i)) \ C ′j . For each such x, im(fj0,ιj0 (i)) ⊆ im(fjx,ιjx (i)) and
hence x /∈ im(fj0,ιj0 (i)), so that im(fj0,ιj0 (i)) ⊆ C ′j . But we chose ιj0(i) to be in
I ′j0 , so im(fj0,ιj0 (i)) * C
′
j , contradicting our supposition. Therefore there must
be some x ∈ ExtnΛ(M,Aj,ιj(i)) \ C ′j such that, for every j′ ≥ j, x ∈ im(fj′,ιj′ ).
Write f ij for the map Ext
n
Λ(M,A
i) → ExtnΛ(M,Aj), so that by (∗) we have
f ij = lim←−j′ fj′,ιj′ . For every j
′ ≥ j we have f−1j′,ιj′ (x) 6= ∅, and hence, taking
inverse limits over j′, we get (f ij)
−1(x) 6= ∅ by [23, Proposition 1.1.4], so that
x ∈ im(f ij) \ C ′j . Finally, it is clear from the definitions that im(fj) ⊇ im(f ij),
so x ∈ im(fj) \ C ′j , proving our claim and giving the result.
As in the last section, we want to be able to make new Type H systems from
old ones.
Lemma 5.4.2. Suppose G ∈ PGrp. Suppose M,A ∈ P (RJGK), M = lim←−kMk,
and let A = lim←−j Aj,1 ⊕ · · · ⊕ Aj,nj have the structure of a Type H system
in P (Λ). Suppose {Ai : i ∈ I} are the components of A. Then M⊗ˆRA ∈
P (RJGK), with the diagonal G-action, has the structure of a Type H system
given by lim←−j,k(Mk⊗ˆRAj,1)⊕ · · · ⊕ (Mk⊗ˆRAj,nj ) with components {M⊗ˆRA
i}.
Proof. This is immediate, since ⊗ˆR commutes with lim←− and finite direct sums
commute with both.
Again, this section finishes with a couple of lemmas allowing us to get infor-
mation about group structure.
Lemma 5.4.3. Suppose G ∈ PGrp, and suppose {Xj} is an inverse system in
G-Pro with X = lim←−j Xj. If each Xj has a single G-orbit, so does X.
Proof. Write φj for the map X → Xj . For Y ⊆ X, define G · Y = {gy :
g ∈ G, y ∈ Y }. Pick x ∈ X. Then φj(G · {x}) = G · φj({x}) = Xj for each j,
because each Xj has a single G-orbit, so G·{x} = lim←−j Xj = X by [23, Corollary
1.1.8(a)]. Hence the orbit of x is the whole of X.
Lemma 5.4.4. Suppose G ∈ PGrp, and suppose RJXK ∈ P (RJGK) is a signed
permutation module. Then RJXK has the structure of a Type H system whose
components are signed permutation modules RJXiK, where the Xi are the G-
orbits of RJXK.
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Proof. By Lemma 5.1.2 we can write X ∪−X = lim←−Xj ∪−Xj , where the Xj ∪−Xj are finite quotients of X ∪ −X preserving the algebraic structure. If R =
lim←−lRl, RJXK = lim←−j,lRl[Xj ], and each Rl[Xj ] is a signed RlJGK permutation
module. Now as a G-space Xj = (Xj∪−Xj)/ ∼ is the disjoint union of its orbits
Xj,1, . . . , Xj,nj , where ∼ is the relation x ∼ −x, so Xj ∪ −Xj is the disjoint
union of G-spaces Xj,1 ∪ −Xj,1, . . . , Xj,nj ∪ −Xj,nj . Therefore we get
Rl[Xj ] = Rl[Xj,1]⊕ · · · ⊕Rl[Xj,nj ].
For l1 ≥ l2 and j1 ≥ j2, write φ(l1,j1)(l2,j2) for the map Rl1 [Xj1 ] → Rl2 [Xj2 ].
For each orbit Xj1,k1 ,
φ(l1,j1)(l2,j2)(Xj1,k1 ∪ −Xj1,k1) = Xj2,k2 ∪ −Xj2,k2 ,
where Xj2,k2 is the image of Xj1,k1 in Xj2 (since Xj1,k1 has only one orbit, so
any G-map image of it has one orbit too). Therefore
φ(l1,j1)(l2,j2)(Rl1 [Xj1,k1 ]) = Rl2 [Xj2,k2 ],
and hence we have the structure of a Type H system.
Now write Ij = {1, . . . , nj}, define the maps Ij′ → Ij for j′ ≥ j coming from
the Type H structure, and let I = lim←−j Ij , ιj : I → Ij . We give a bijection
between I and the set of orbits of RJXK. Given a G-orbit X ′ of RJXK, any
G-map image of it has one orbit too, so for each j, l the image of
RJX ′K→ RJXK→ Rl[Xj ]
must be contained in some Rl[Xj,ij ] with one orbit. Define the element i ∈ I
to be the inverse limit over j of ij and define the map b : {orbits of RJXK} → I
by b(X ′) = i.
Conversely, for i ∈ I, each Xj,ιj(i) has a single G-orbit, so Xi = lim←−j Xj,ιj(i)
does too, by Lemma 5.4.3. It is easy to see the map i 7→ Xi is inverse to b,
giving the result.
5.5 The Main Result
We can now use these results to get information about groups of type FP∞ in
L̂′HRF. Given abelian categories C,D, define a (−∞,∞) cohomological functor
from C to D to be a sequence of additive functors T i : C → D, i ∈ Z, with
natural connecting homomorphisms such that for every short exact sequence
0→ L→M → N → 0 in C we get a long exact sequence
· · · → Tn−1(N)→ Tn(L)→ Tn(M)→ Tn(N)→ · · · .
We start by giving a (slight) generalisation of [19, 3.1], which holds for all
(−∞,∞) cohomological functors. The proof is a dimension-shifting argument
which goes through entirely unchanged.
Lemma 5.5.1. Let T ∗ be a (−∞,∞) cohomological functor from C to D. Let
0→Mr →Mr−1 → · · · →M0 → L→ 0
be an exact sequence in D. If T i(L) 6= 0 for some i then T i+j(Mj) 6= 0 for some
0 ≤ j ≤ r.
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Define HnR(G,−) = 0 for n < 0. The functors H∗R(G,−) thus defined form
a (−∞,∞) cohomological functor from P (RJGK) to P (R).
The following theorem corresponds roughly to [19, 3.2].
Theorem 5.5.2. Suppose G ∈ L̂′HRX is of type FP∞. Then there is some sub-
group H ≤ G which is in X, some signed RJGK permutation module RJG/H;σK
and some n such that HnR(G,RJG/H;σK) 6= 0.
Proof. Note first that H0R(G,R) = R 6= 0.
Consider the collection O of ordinals β for which there exists i ≥ 0 and
H ≤ G such that H ∈ (L′HR)βX and HiR(G,RJG/H; τK) 6= 0, for some signed
RJGK permutation module RJG/H; τK. It suffices to prove 0 ∈ O. Observe first
that O is non-empty, because G ∈ (L′HR)αX for some α, and then α ∈ O by
hypothesis. So we need to show that if 0 6= β ∈ O, there is some γ < β such
that γ ∈ O.
So suppose H ∈ (L′HR)βX and HiR(G,RJG/H; τK) 6= 0. If β is a limit, H
is in (L′HR)γX for some γ < β, and we are done; so assume β is a successor
ordinal. Now pick a direct system {Hj} of subgroups of H whose union is dense
in H, with Hj ∈ HR(L′HR)β−1X for each j. Then we have a Type L system
{RJG/Hj ; τjK} whose direct limit is RJG/H; τK by Corollary 5.3.5, so we have
an epimorphism
lim−→
P (R),j
HiR(G,RJG/Hj ; τjK)→ HiR(G,RJG/H; τK)
by Proposition 5.3.2: thus there is some j such that HiR(G,RJG/Hj ; τjK) 6= 0
too.
Suppose RJG/Hj ; τjK has twist homomorphism δ : Hj → {±1}, and write
R′ for a copy of R on which Hj acts by h · r = δ(h)r. Recall that Hj ∈
HR(L
′
HR)β−1X; take a finite length signed permutation resolution
0→ Pn → Pn−1 → · · · → P0 → R→ 0
of R as a trivial RJHjK-module with stabilisers in (L′HR)β−1X, and apply in-
duction IndGHj (−⊗ˆRR′), where −⊗ˆRR′ is given the diagonal Hj action, to get
a sequence
0→ IndGHj (Pn⊗ˆRR′)→ IndGHj (Pn−1⊗ˆRR′)→ · · ·
→ IndGHj (P0⊗ˆRR′)→ IndGHj (R⊗ˆRR′)→ 0
which is exact by [23, Theorem 6.10.8(c)]. Now
IndGHj (R⊗ˆRR′) = RJG/Hj ; τjK
by Lemma 5.1.5; hence, by Lemma 5.5.1,
Hi+rR (G, Ind
G
Hj (Pr⊗ˆRR′)) 6= 0
for some 0 ≤ r ≤ n. Now IndGHj (Pr⊗ˆRR′) is a signed permutation module P by
Lemma 5.1.4, so it has the structure of a Type H system, by Lemma 5.4.4, with
components of the form RJG/K; τ ′K, some K ∈ (L′HR)β−1X. By Proposition
5.4.1, ⊕
P (R),K
Hi+rR (G,RJG/K; τ ′K)→ Hi+rR (G,P )
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is an epimorphism, so there is some K such that Hi+rR (G,RJG/K; τ ′K) 6= 0.
Since K ∈ (LHR)β−1X, this completes the inductive step of the proof.
In particular, if the only X-subgroup of G is the trivial one, by Lemma 5.1.3
there is some n such that HnR(G,RJGK) 6= 0. If X = F, we can say slightly more.
Corollary 5.5.3. Suppose G ∈ L̂′HRF is of type FP∞. Then there is some n
such that HnR(G,RJGK) 6= 0.
Proof. From Theorem 5.5.2 we know there is a finite H ≤ G, a σ and an n such
that HnR(G,RJG/H;σK) 6= 0. Pick an open normal subgroup U ≤ G such that
U ∩ H = 1: such a subgroup exists because the open normal subgroups of G
form a fundamental system of neighbourhoods of the identity by [23, Lemma
2.1.1]. Then the Lyndon-Hochschild-Serre spectral sequence [31, Theorem 4.2.6]
gives that HiR(U,RJG/H;σK) 6= 0, for some i ≤ n. As a U -space, the stabiliser
of the coset gH, g ∈ G, has the form
U ∩Hg−1 = Ug−1 ∩Hg−1 = (U ∩H)g−1 = 1;
hence G/H is free as a U -space, so as an RJUK-module RJG/H;σK is finitely
generated and free by Lemma 5.1.3, and additivity gives HiR(U,RJUK) 6= 0. Now
HiR(G,RJGK) = = HiR(G, IndGURJUK)
= HiR(G,Coind
G
URJUK) by [31, (3.3.7)]
= HiR(U,RJUK) 6= 0 by [23, Theorem 10.6.5],
as required.
As in [19, Theorem A], there is no particular reason to restrict from Ext-
functors to group cohomology: all we need to know is that the first variable of
these functors is of type FP∞ over RJGK, and that it is projective on restriction
to R. We sketch the proof of the theorem which follows from this observation;
it is almost exactly the same as the proof of Theorem 5.5.2.
Theorem 5.5.4. Suppose G ∈ L̂′HRX. Suppose M ∈ P (RJGK) is projective
as an R-module, by restriction, and is of type FP∞ over RJGK. Then there is
some subgroup H ≤ G which is in X, some signed RJGK permutation module
RJG/H;σK and some n such that ExtnRJGK(M,M⊗ˆRRJG/H;σK) 6= 0.
Proof. Replace HiR(G,−) with ExtiRJGK(M,−). Replace the signed permutation
module coefficients RJXK of these functors with M⊗ˆRRJXK, with the diagonal
G-action. Then the proof goes through as before, after noting three things: that
M⊗ˆR− preserves Type L structures by Lemma 5.3.3, that it preserves Type H
structures by Lemma 5.4.2, and that it preserves exactness of finite length signed
permutation resolutions because finite length signed permutation resolutions of
R are R-split.
Once again, if the only X-subgroup of G is the trivial one, by Lemma 5.1.3
there is some n such that ExtnRJGK(M,M⊗ˆRRJGK) 6= 0. There is also a result
corresponding to Corollary 5.5.3.
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5.6 Soluble Groups
We now establish some properties of nilpotent profinite groups; here we take
nilpotent to mean that a group’s (abstract) upper central series becomes the
whole group after finitely many steps. All these results correspond closely to
known ones in the abstract case, but there doesn’t seem to be a good profinite
reference, so they are included here.
Lemma 5.6.1. Each term in the upper central series of a profinite group is
closed.
Proof. We show first that Z1(G) is closed. For each g ∈ G, the centraliser CG(g)
of g is the inverse image of 1 in the continuous map G→ G, x 7→ [g, x], so it is
closed. Then Z1(G) =
⋂
g∈G CG(g) is closed.
Now we use induction: suppose Zi−1(G) is closed. We know the centre of
G/Zi−1(G) is closed, and Zi(G) is the preimage of Z(G/Zi−1(G)) under the
projection G→ G/Zi−1(G); hence Zi(G) is closed too.
Thus nilpotent profinite groups are exactly the profinite groups which are
nilpotent as abstract groups.
Since G is nilpotent as an abstract group, write
G = C1abs(G)B C2abs(G)B · · ·
for the terms of the abstract lower central series of G, and define the profi-
nite upper central series by Cn(G) = Cnabs(G). Each C
n(G) is normal, as
the closure of a normal subgroup. Moreover, since [G,Cnabs(G)] = C
n+1
abs (G),
we have [G,Cn(G)] = [G,Cnabs(G)] = C
n+1(G). If G has nilpotency class
k, Ck+1abs (G) = 1 ⇒ Ck+1(G) = 1. In particular Cn(G) has nilpotency class
k + 1− n, for n ≤ k.
Lemma 5.6.2. Suppose G is a finitely generated nilpotent profinite group of
nilpotency class k. Then every subgroup H ≤ G is finitely generated.
Proof. Let X be a finite generating set for G. Write Gabs for the dense subgroup
of G generated abstractly by X, and Cnabs(G
abs) for the terms in its (abstract)
upper central series. Now
C2abs(G
abs) = [Gabs, Gabs] = [Gabs, Gabs] = [G,G] = C2(G).
By [24, 5.2.17], C2abs(G
abs) is abstractly finitely generated, so its closure C2(G)
is topologically finitely generated.
We now prove the lemma by induction on k: when k = 1, G is abelian, and
we are done by [33, Proposition 8.2.1]. So suppose the result holds for k − 1.
Since C2(G) has class k−1 and G/C2(G) has class 1, by hypothesis H ∩C2(G)
and H/(H ∩ C2(G)) are both finitely generated, and hence H is too.
Lemma 5.6.3. Suppose G is a finitely generated torsion-free nilpotent profinite
group. Then G is poly-(torsion-free procyclic).
Proof. Suppose G has nilpotency class k. Consider the upper central series of
G,
1C Z1(G)C · · ·C Zk(G) = G.
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If we show that every factor Zj+1(G)/Zj(G) is torsion-free, then it will follow by
Lemma 5.6.2 that every Zi+1(G)/Zi(G) is finitely generated torsion-free abelian,
hence poly-(torsion-free procyclic), and we will be done. Both these facts are
known in the abstract case.
Clearly Z1(G) is torsion-free, and we use induction on k, on the hypothesis
that Zj+1(G)/Zj(G) is torsion-free whenever G of nilpotency class k has Z1(G)
torsion-free. k = 1 is trivial. For k > 1, we show first that Z2(G)/Z1(G) is
torsion-free by showing, for each 1 6= x ∈ Z2(G)/Z1(G), that there is some
φ ∈ Hom(Z2(G)/Z1(G), Z1(G)) such that φ(x) 6= 1. Then the result follows
because Z1(G) is torsion-free. So pick a preimage x
′ of x in Z2(G). x′ /∈ Z1(G),
so there is some g ∈ G such that 1 6= [g, x′] ∈ Z1(G). Now define
φ′ : Z2(G)→ Z1(G), y 7→ [g, y];
note that φ′ is a homomorphism, because
[g, y1y2] = [g, y1][y1, [g, y2]][g, y2] = [g, y1][g, y2],
since [g, y2] ∈ Z1(G) ⇒ [y1, [g, y2]] = 1. φ′(x′) 6= 1, and Z1(G) ≤ ker(φ′), so
this induces φ : Z2(G)/Z1(G)→ Z1(G) such that φ(x) 6= 1, as required.
By hypothesis, the centre of G/Z1(G) being torsion-free implies that
Zj+1(G)/Zj(G) = Zj(G/Z1(G))/Zj−1(G/Z1(G))
is torsion-free, for each j.
By [33, Proposition 8.1.1], the class of profinite groups of finite rank is closed
under taking subgroups, quotients and extensions. Procyclic groups have finite
rank by [33, Proposition 8.2.1], and hence Lemma 5.6.3 shows that finitely
generated torsion-free nilpotent profinite groups have finite rank. Note too that
this implies that such groups are of type FP∞ over any R, by Proposition 4.4.2.
Lemma 5.6.4. Let G be a finitely generated torsion-free nilpotent pro-p group of
nilpotency class k, and let F be a free profinite ZpJGK-module. If HnZp(G,F ) 6= 0,
then k ≤ n and G has rank ≤ n.
Proof. Suppose G has Hirsch length m. Note that k ≤ m by Lemma 5.6.3.
Then Lemma 5.6.3 gives also that cdZpG = m, by [31, Proposition 4.3.1], and
that G is a Poincare´ duality group in dimension m by [31, Theorem 5.1.9].
Hence HiZp(G,F ) = 0 for i 6= m, and so m = n ≥ k. G is built, by extensions,
out of n groups of rank 1, so G has rank ≤ n, by repeated applications of [33,
Proposition 8.1.1(b)].
Lemma 5.6.5. Let G be a profinite group, and suppose M ∈ PD(RJGK) such
that H
(IP,PD),n
R (G,M) 6= 0 for some i. If H is a subnormal subgroup of G,
there is some i ≤ n such that H(IP,PD),iR (H,M) 6= 0.
Proof. For H normal, we use the Lyndon-Hochschild-Serre spectral sequence,
Theorem 3.3.12. For H subnormal, we have a sequence
H = Gm CGm−1 C · · ·CG0 = G,
and we use the spectral sequence repeatedly to show that for each 0 ≤ k ≤ m
there is some nk ≤ n such that H(IP,PD),nkR (Gk,M) 6= 0.
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Lemma 5.6.6. Every subgroup H of a profinite nilpotent group G is subnormal.
Proof. Consider the upper central series of G,
1C Z1(G)C · · ·C Zk(G) = G.
Then
H ≤ HZ1(G) ≤ · · · ≤ HZk(G) = G
gives a subnormal series for H: to see that HZi(G) is normal in HZi+1(G),
note that H clearly normalises HZi(G), and Zi+1(G) does because
[Zi+1(G), HZi(G)] ≤ [Zi+1(G), G] ≤ Zi(G) ≤ HZi(G),
so HZi+1(G) does too.
For abstract groups, the Fitting subgroup is defined to be the join of the
nilpotent normal subgroups. [33, Section 8.4] defines a profinite Fitting sub-
group of a profinite group G as the inverse limit of the Fitting subgroups of the
finite quotients of G; this is not the definition we will use. Instead we define the
abstract Fitting subgroup to be the abstract subgroup generated by the nilpotent
normal closed subgroups of G.
Proposition 5.6.7. Let G be a torsion-free pro-p group, N its abstract Fitting
subgroup, and N¯ ≥ N the closure of N in G. If there is some free profinite
ZpJGK-module F ∈ PD(ZpJGK) such that H(IP,PD),nZp (G,F ) 6= 0, then N¯ is
nilpotent of nilpotency class and rank ≤ n.
Proof. We claim the join of any finite collection N1, . . . , Nm of nilpotent normal
closed subgroups of G is nilpotent, normal and closed. Consider the abstract
join N ′ of these as subgroups of an abstract group: then it is known that
N ′ is nilpotent and normal. Moreover, because all the subgroups are normal,
N ′ = N1 · · ·Nm, which is closed in G, so N ′ is the join of N1, . . . , Nm as profinite
subgroups of G, and we are done.
So we can see N as the directed union of the nilpotent normal subgroups of
G. Suppose H is a finitely generated subgroup of G, generated by finitely many
elements of N . Then H is contained in a nilpotent normal subgroup of G (and so
it is also contained in N); hence it is finitely generated torsion-free nilpotent pro-
p, and subnormal by Lemma 5.6.6. So by Lemma 5.6.5 H
(IP,PD),i
Zp (H,F ) 6= 0 for
some i ≤ n. Also H is of type FP∞ over Zp, so HiZp(H,F ) 6= 0 by Proposition
3.4.2 and hence H has nilpotency class and rank ≤ n by Lemma 5.6.4.
This holds for every finitely generated subgroup of N , so N is nilpotent of
class ≤ n. Thus the continuous map
n+1︷ ︸︸ ︷
N ×N × · · · ×N →
n+1︷ ︸︸ ︷
[N, [N, [· · · , N ] · · · ]]
has image 1, and by continuity its closure
n+1︷ ︸︸ ︷
N¯ × N¯ × · · · × N¯ →
n+1︷ ︸︸ ︷
[N¯ , [N¯ , [· · · , N¯ ] · · · ]]
also has image 1. Therefore N¯ is nilpotent of class ≤ n too, and it is normal
because N is, so by definition of N we have N¯ ≤ N ⇒ N¯ = N . Finally, we
have shown that every finitely generated subgroup of N¯ has rank ≤ n, so N¯
does too.
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One of the useful properties of the Fitting subgroup for abstract soluble
groups is that it contains its own centraliser. The easiest way to show that the
same property holds for profinite soluble groups is to show that the two are the
same.
Lemma 5.6.8. Let G be a profinite group and N its abstract Fitting subgroup.
Write Gabs for G considered as an abstract group, and let Nabs be the Fitting
subgroup of Gabs. Then, as (abstract) subgroups of G, N = Nabs. Thus, for G
soluble, N contains its own centraliser in G.
Proof. Every nilpotent normal closed subgroup H of G is a nilpotent normal
abstract subgroup, so every such H is contained in Nabs, and hence so is N , i.e.
N ≤ Nabs.
Suppose instead that H is a nilpotent normal abstract subgroup of nilpo-
tency class i. Then the closure H¯ is a normal closed subgroup of G. As before,
the continuous map
i+1︷ ︸︸ ︷
H ×H × · · · ×H →
i+1︷ ︸︸ ︷
[H, [H, [· · · , H] · · · ]]
has image 1, and by continuity its closure
i+1︷ ︸︸ ︷
H¯ × H¯ × · · · × H¯ →
i+1︷ ︸︸ ︷
[H¯, [H¯, [· · · , H¯] · · · ]]
also has image 1, so H¯ is nilpotent. Hence H ≤ H¯ ≤ N , and therefore Nabs ≤
N .
The following result corresponds roughly to [18, Theorem B], and answers
[23, Open Question 6.12.1] in the torsion-free case.
Theorem 5.6.9. Let G be a virtually torsion-free soluble pro-p group of type
FP∞ over Zp. Then G has finite rank.
Proof. We can assume G is torsion-free: if it isn’t, take a finite index torsion-
free subgroup. Write N for the abstract Fitting subgroup of G. By Corollary
5.5.3 there is some n such that HnZp(G,ZpJGK) 6= 0; by Proposition 3.4.2 we
have H
(IP,PD),n
Zp (G,ZpJGK) 6= 0 too, because G is of type FP∞, and because G
is second-countable, by Remark 4.3.5(c), so ZpJGK is second-countable too and
hence in PD(ZpJGK) by Remark 2.3.20(i). Thus Proposition 5.6.7 gives us that
N is closed and has finite rank. Then, writing CG(N) for the centraliser of N
in G, we have a monomorphism G/CG(N) → Aut(N), and Aut(N) has finite
rank by [11, Theorem 5.7], so G/CG(N) has finite rank too. But by Lemma
5.6.8 CG(N) ≤ N has finite rank, so G does.
We observe that, by Proposition 4.4.2, Theorem 5.6.9 has the following con-
verse: Suppose G is a soluble pro-p group of finite rank. Then G is virtually
torsion-free of type FP∞ over Zp.
Note that the proof uses the fact that G is second-countable. The class of
second-countable profinite groups includes all finitely generated profinite groups,
and hence all pro-p groups of type FP1 over Zp (and all subgroups of such
groups), by Remark 4.3.5(c). By Remark 4.3.5(a), in fact all prosoluble groups
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of type FP1 over Zˆ are finitely generated. On the other hand, the following
example shows that a group in L̂′HZˆF need not be second-countable even if it is
of type FP1. This example is adapted from [10, Example 2.6]; the approach is
the same, but we construct groups which are not second-countable.
Example 5.6.10. Consider a product of copies of A5, the alternating group on
5 letters, indexed by a set I. Suppose I has cardinality ℵα for some ordinal
α. Since A5 is simple, the finite quotients of
∏
I A5 are all
∏n
i=1A5. By [10,
Example 2.6], the minimal number of generators of
∏n
i=1A5 tends to ∞ as n
does, but the augmentation ideal ker(ZˆJ∏ni=1A5K→ Zˆ) is 2-generated for all n.
It follows by [10, Theorem 2.3] that
∏
I A5 is of type FP1 over Zˆ.
Since A5 is discrete, the family F of neighbourhoods of 1 in
∏
I A5 of the
form
(
∏
{i∈I:i 6=i1,...,it}
A5)× {1}i1 × · · · × {1}it ,
for any i1, . . . , it ∈ I, is a fundamental system of neighbourhoods of 1 in
∏
I A5.
Since I has cardinality ℵα, F does too. Hence by [23, Proposition 2.6.1]
∏
I A5
has weight ℵα. In particular, for α > 0,
∏
I A5 is not second-countable.
Finally, to see that
∏
I A5 ∈ L̂′HZˆF, the easiest way is to note that
⊕
I A5 is
dense in
∏
I A5, and
⊕
I A5 is clearly locally finite, so we have
∏
I A5 ∈ L′F.
Question 5.6.11. Are there profinite groups of type FP2 which are not finitely
generated?
5.7 An Alternative Finiteness Condition
We change notational convention once again: in this section, Hn(G,−) will
mean H
(P,D),n
Zˆ (G,−).
According to [23, Open Question 6.12.1], Kropholler has posed the question:
“Let G be a soluble pro-p group such that Hn(G,Z/pZ) is finite for every n.
Is G poly[-pro]cyclic?”. Now, we know by [31, Corollary 4.2.5] that requiring
Hn(G,Z/pZ) to be finite for every n is equivalent to requiring that G be of type
p-FP∞, and by [31, Proposition 4.2.3] equivalent to requiring that Hn(G,A) is
finite for every n and every finite ZpJGK-module A. Also, by [33, Proposition
8.2.2], G is poly-procyclic if and only if it has finite rank. So there are two
possible profinite analogues of this question, either of which, if the answer were
yes, would imply [23, Open Question 6.12.1].
Question 5.7.1. Let G be a soluble profinite group such that Hn(G,A) is finite
for every n and every finite ZˆJGK-module A. Is G of finite rank?
Question 5.7.2. Let G be a soluble profinite group of type FP∞ over Zˆ. Is G
of finite rank?
We will show that the answer to the first of these questions is no. Question
5.7.2 remains open.
In this section, all modules will be left modules.
By analogy to the pro-p case, we define profinite G to be of type FP′n (over
Zˆ) if, for all finite ZˆJGK-modules A, m ≤ n, HmZˆ (G,A) is finite. This definition
extends in the obvious way to profinite modules over any profinite ring. Clearly,
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by the Lyndon-Hochschild-Serre spectral sequence [23, Theorem 7.2.4], being of
type FP′n is closed under extensions. In the same way as [31, Proposition 4.2.2],
FPn ⇒ FP′n for all n ≤ ∞; in this section we will see that the converse is not
true.
Lemma 5.7.3. If G is pronilpotent of type FP1, the minimal number of gener-
ators of its p-Sylow subgroups is bounded above.
Proof. For G pronilpotent, by [23, Proposition 2.3.8], G is the direct product
of its (unique for each p) p-Sylow subgroups. If G is finitely generated, pick a
set of generators for G; then their images in each p-Sylow subgroup under the
canonical projection map generate that subgroup. Hence the minimal number
of generators of the p-Sylow subgroups of G is bounded above. We know G is
a fortiori prosoluble, so by Proposition 4.3.4 and Remark 4.3.5(a) G is of type
FP1 if and only if it is finitely generated, and the result follows.
Lemma 5.7.4. Suppose A is a finite G-module whose order is coprime to that
of G. Then HnZˆ (G,A) is 0 for all n > 0.
Proof. By [23, Corollary 7.3.3], cdp(G) = 0 for p - |G|. In particular,
HnZˆ (G,A)p = 0 for all p | |A|, n > 0.
On the other hand, by [23, Proposition 7.1.4],
HnZˆ (G,A) =
⊕
p||A|
HnZˆ (G,Ap) =
⊕
p||A|
HnZˆ (G,A)p = 0.
Proposition 5.7.5. Let G be pronilpotent. Then G is of type FP′n if and only
if every p-Sylow subgroup is of type FP′n.
Proof. Suppose every p-Sylow subgroup is of type FP′n. Suppose A is a fi-
nite ZˆJGK-module. Now A is finite, so only finitely many primes divide the
order of A. Suppose p1, . . . , pm are the primes for which pi | |A|, and write
pi for the set of primes without p1, . . . , pm. Write G again as the direct prod-
uct of its p-Sylow subgroups, G =
∏
p Sp. By the Lyndon-Hochschild-Serre
spectral sequence ([23, Theorem 7.2.4])
∏m
i=1 Spi is of type FP
′
n. Thus, apply-
ing the spectral sequence again, Hr+sZˆ (G,A) is a sequence of extensions of the
groups HrZˆ(
∏m
i=1 Spi , H
s
Zˆ(
∏
p∈pi Sp, A)), which by Lemma 5.7.4 collapses to give
Hr+sZˆ (
∏m
i=1 Spi , A
∏
p∈pi Sp), finite.
Conversely, if some Sp is not of type FP
′
n, there is some Sp-module A and
some k ≤ n such that HkZˆ(Sp, A) is infinite. All groups are of type FP0 and
hence of type FP′0, so we have k > 0. Then by Lemma 5.7.4 we have that
HkZˆ(Sp, A) =
⊕
p′||A|
HkZˆ(Sp, Ap′) = H
k
Zˆ(Sp, Ap)
is infinite, and so we may assume A = Ap. Then we can make A a G-module by
having every Sp′ , p
′ 6= p, act trivially on A, and the spectral sequence together
with Lemma 5.7.4 gives that
HkZˆ(G,A) = H
k
Zˆ(Sp, A
∏
p′ 6=p Sp′ ) = HkZˆ(Sp, A),
which is infinite, and hence G is not of type FP′n.
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Finally, as promised, we will answer Question 5.7.1 by constructing a soluble
(in fact torsion-free abelian) profinite group of type FP′∞ which is not finitely
generated, and hence not of type FP1 by Proposition 4.3.4 and Remarks 4.3.5(a),
and not of finite rank.
Example 5.7.6. Write pn for the nth prime, and consider the abelian profinite
group G =
∏
n(
∏n
i=1 Zpn). By Lemma 5.7.3, G is not of type FP1. By Ex-
ample 4.4.1, and the Lyndon-Hochschild-Serre spectral sequence, the pn-Sylow
subgroup
∏n
i=1 Zpn of G is of type FP∞ for each n, and hence of type FP
′
∞. So
by Proposition 5.7.5, G is of type FP′∞.
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