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Abstract
The paper of Villamayor (Math Z. 225 (1997) 317) introduced a notion of quasi-smoothness
which makes it possible to associate a canonical tangent bundle to certain arithmetical schemes.
Here, we study the behavior of this quasi-smoothness condition in the case of arithmetical regular
surfaces. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 14E15
1. Introduction
Motivated by the problem of embedded resolution of singularities of arithmetical
schemes, the paper [20] introduced the notion, further studied in [8], of quasi-
smoothness. Quasi-smooth schemes have the following properties: (i) If W is a quasi-
smooth scheme over a Dedekind scheme Y , then it is possible to associate to it a
canonical tangent bundle; (ii) for any irreducible subscheme X ⊂ W a jacobian ideal
X can be de?ned; and (iii) the class of quasi-smooth morphisms is closed under
blowing-up at suitable regular centers, the so-called admissible centers. Within this
framework, we suggest the following notion of embedded resolution of singularities
for arithmetical schemes in terms of quasi-smooth morphisms:
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Given a quasi-smooth morphism  :W → Y , and a closed irreducible and reduced
subscheme X ⊂ W , Hat over Y , an embedded resolution of singularities of X is a
?nite sequence of blowing ups
Wn
en→ · · · e2→ W1 e1→ W0 =W → Y
∪ ∪ ∪
Xn X1 X0 = X
at admissible centers Zi ⊂ V (Xi), where Xi stands for the strict transform of Xi−1, so
that
Xn = OXn : (1.0.1)
Condition 1:0:1 implies that
1. Xn is an admissible center (in particular a regular subscheme, cf. [20, Theorem 4:3],
[8, Theorem 6:5]);
2. Xn has normal crossings with the ?bers of the morphism Wn → Y , and in particular
{Xn; e−1n (V (X ))} is a set of closed subschemes with normal crossings (cf. [20,
Theorem 4:3; 8, Theorem 6:5]);
3. The induced morphism Xn → Y is quasi-smooth (cf. 2:15).
In [20] it is proved that such a resolution of singularities exists when X is a curve,
and the next natural step is to treat the case when X is a surface. Here, we utilize the
machinery developed in [20,8] to prove that condition (1.0.1) can be achieved when
W is a three-dimensional scheme, and S ⊂ W is a regular surface (see Theorem 2:14;
and also Example 2:16, where it is shown that there exist regular surfaces X ⊂ W
such that X =OX ). The interest of Theorem 2:14 lies mainly in the following two
facts: First, if it did not hold, the whole approach to embedded desingularization using
quasi-smoothness would be doomed to failure; and second, it is a necessary step within
the quasi-smoothness approach to achieving desingularization. So our result is part of
a larger project directed to the application of quasi-smoothness to embedded resolution
of singularities of arithmetical schemes. This project is continued in [7], where we
study the locus of maximal multiplicity of a Hat surface embedded in a quasi-smooth
three-dimensional scheme.
To put our work in context, let us ?rst compare the arithmetical and geometrical
cases from the point of view of the resolution of singularities: Given a variety W over
a perfect ?eld F , the following conditions are equivalent:
W → Spec(F) is smooth ⇔ W is regular ⇔ W=F is locally free:
Hence, if W is regular, then the sheaf W=F is locally free and induces a canonical
vector bundle on W . By means of this tangent bundle, it is possible to de?ne the
jacobian ideal (Z) for any closed irreducible subscheme Z ⊂ W . Since
V ((Z)) = {points where |Z :Z → Spec(F) is not smooth}
= singular locus of Z;
the ideal (Z) provides an algebraic description of the singular locus of Z .
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Now if D ⊂ W is a closed regular subscheme, and e :W1 → W is the blowing up
with center D, then W1 is also regular (i.e. smooth over F). It follows that any regular
center preserves smoothness under monoidal transformations, i.e., any regular center
is a permissible center. Since smoothness is preserved under blowing-up at regular
centers, the jacobian ideal of a strict transform of Z can be de?ned, and, therefore, can
be compared to that of Z . As a consequence, the jacobian ideal of a closed irreducible
subscheme becomes a main invariant for resolution of singularities of varieties over
?elds of characteristic zero.
The class of permissible centers satis?es the following properties, which play an
important role in the Resolution Theorem of Hironaka [14]:
1. Any closed point is a permissible center.
2. For every closed irreducible subscheme Z ⊂ W there is an open nonempty subset
U ⊂ Z where Z is permissible.
3. If V ⊂ Z ⊂ W are permissible centers and W1 → W denotes the monoidal transfor-
mation with center V , then Z1 (the strict transform of Z in W1) is also permissible
for W1.
Unfortunately, these properties do not always hold in the arithmetical context
if one works with smooth morphisms, since smoothness is stronger that
regularity:
• If Y is a Dedekind scheme of characteristic zero, W an integral scheme of dimension
n and  :W → Y a separated Hat morphism of ?nite type (we can think of  :W → Y
as a family of varieties parameterized by the points of Y ), this morphism may fail
to be smooth even if W is regular.
• Hence if  :W → Y is smooth and Z ⊂ W is a closed irreducible subscheme, in
general the singular locus of Z is strictly contained in V ((Z)).
• Blowing-up at a regular center preserves regularity, but smoothness may be lost (e.g.
blow-up at any closed point in the case Y = Spec(Z) and W = Spec(Z[x])). Thus,
the jacobian ideal of a closed irreducible subscheme is not a good invariant in this
context, since it may not be de?ned at each step of a ?nite sequence of blowing-ups
at regular centers.
Summarizing, the class of smooth schemes over Y is not large enough to formulate
the idea of embedded resolution of singularities. This motivates the introduction of
the class of quasi-smooth morphisms [20]. Every smooth morphism is a quasi-smooth
morphism, and several of the good properties of smooth morphisms extend to the
quasi-smooth case (cf. [20,8]):
1. It is possible to associate a canonical tangent bundle to every quasi-smooth
scheme.
2. There exists a notion of jacobian ideal for every closed irreducible subscheme.
3. This class of schemes is large enough for it to be closed under monoidal trans-
formations at suitable regular centers. These centers are called admissible centers,
and they verify the same properties as permissible centers do in the geometrical
case:
(a) Any closed point is an admissible center.
(b) For every closed irreducible subscheme Z ⊂ W there is an open nonempty
subset U ⊂ Z where Z is admissible.
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(c) If V ⊂ Z ⊂ W are admissible centers and W1 → W denotes the monoidal
transformation with center V , then Z1 (the strict transform of Z in W1) is also
admissible for W1.
To avoid possible misunderstandings, let us point out that the notion of permissible
centers appearing in [20], has been revised and modi?ed in [8], where the wider notion
of admissible centers is used instead. Only admissible centers will appear in the body
of this paper.
Beyond the case of varieties over ?elds of characteristic zero, there is comparatively
little work regarding resolution of singularities. Abhyankar studied resolutions for arith-
metical surfaces in [2], and the positive characteristic case for low dimensions in [4],
while the problem for reduced excellent two-dimensional schemes has been solved by
Lipman (cf. [19,5]). But in these works, the resolutions obtained are not embedded.
Quasi-smooth schemes are used in [12,21], to obtain an embedded resolution of sin-
gularities of families of schemes over Dedekind domains that contain a ?eld of zero
characteristic. The interest of embedded desingularization is due to several facts, such
as, for instance, the possibility of working with local equations, or the use of argu-
ments based on induction on the dimension of the schemes. Also, when dealing with
varieties over ?elds of characteristic zero, the existence of an embedded resolution of
singularities makes it possible to classify singularities (cf. [17]).
In this paper, we show that condition 1:0:1 can be achieved when X is an arithmeti-
cal regular surface embedded in a three-dimensional quasi-smooth scheme (Theorem
2:14). While proving this theorem, we de?ne new invariants (see Section 7) using
the jacobian ideal in the quasi-smooth sense. It is our hope that quasi-smoothness
will turn out to provide the right framework for embedded desingularization of arith-
metical schemes, and that the invariants de?ned here will be useful in more general
situations.
In fact, a related suggestion already appears in the works of Kato [15,16]. In these
papers the notion of toroidal embedding is generalized to a wide class of schemes, with-
out referring to any base scheme, by means of the so-called logarithmic structures.
Kato suggests that the environment of toric singularities and logarithmic structures
might be more adequate than classical regularity to deal with arithmetical schemes. He
also interprets some of the work developed by Abhyankar in [1–3] in terms of his
theory of logarithmic structures. Given a generically smooth morphism  :W → Y ,
quasi-smoothness is expressed in terms of a certain condition on the sheaf of diNeren-
tials with logarithmic poles added along the ?bers of . It turns out that a quasi-smooth
morphism is a special case of what Kato calls a logarithmically smooth morphism (see
2:4), and Theorem 2:14 can be interpreted in the context of Kato’s theory (cf. 2:17).
The sheaf of diNerentials with logarithmic poles has also been used to study the sin-
gularities of schemes over positive characteristic ?elds (see [13] for the two-dimensional
case and [11] for the three-dimensional case), and in the study of singularities of vector
?elds (see [9,10]).
This paper is organized as follows: For the reader’s convenience, in Section 2 we
review the notion of quasi-smoothness as well as some background from [20,8], and
Theorem 2:14 is stated. In Section 3 we present some technical results (some of them
already proved in [20,8]). The proof of Theorem 2:14 is developed along Sections 4–8.
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2. Preliminaries
2.1. From now on Y will denote a Dedekind scheme of characteristic zero and F will
be its total quotient ?eld. We will assume that at any point y ⊂ Y the residue ?eld
k(y) is a perfect ?eld.
Let W be an integral regular scheme of dimension n, K its quotient ?eld, and
 :W → Y a separated Hat morphism of ?nite type. Then the localization
WF → Spec(F)
is a smooth morphism, and as a consequence there is a nonempty open subset U ⊂ Y
so that the restriction
|−1(U ) :−1(U )→ U
is smooth. Note that for any closed point y∈U , the ?ber −1(y) is a regular hyper-
surface. De?ne G = Y − U ⊂ Y . If G = ∅ then  :W → Y is smooth, otherwise G is
a ?nite set of closed points.
Consider the natural morphism of sheaves (localization), W=Y → K=F , and denote
by W=Y the image of W=Y into the constant sheaf K=F . Suppose that −1(G) is a
?nite set of regular hypersurfaces with normal crossings. Then !() ⊂ K=F is de?ned
as the sheaf of OW -modules obtained by adding to W=Y logarithmic poles along the
hypersurfaces in −1(G) (see [20, De?nition 2:5]). Note that by de?nition !() is a
torsion free sheaf of OW -modules.
2.2. Denition (Villamayor [20; De?nition 2:6]). Let Y and W be as in 2:1. Then
 :W → Y is a quasi-smooth morphism if the following conditions hold:
(a) Geometrical condition: −1(G) is a ?nite set of regular hypersurfaces with normal
crossings.
(b) Algebraic condition: The OW -module sheaf !() is locally free of rank n− 1.
Morphisms verifying only condition (1) will be called geometrically quasi-smooth
morphisms.
2.3. Quasi-smooth morphisms: a local description [20; Remark 2:4]. Assume  :W →
Y is a geometrically quasi-smooth morphism. Then; for every closed point x∈W; there
exists a regular system of parameters {v1; : : : ; vn} such that if  is a local parameter at
OY;(x) then
= v · vss · : : : · vrr ;
where i ∈N¿0 for s6 i6 r; and v∈OW;x is a unit. Therefore; !()x is locally gen-
erated by{
dv1; : : : ; dvs−1;
dvs
vs
; : : : ;
dvr
vr
; dvr+1; : : : ; dvn
}
(2.3.1)
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and  :W → Y is quasi-smooth at x if and only if there exists a relation:
a1dv1 + · · ·+ as−1dvs−1 + as dvsvs + · · ·+ ar
dvr
vr
+ar+1dvr+1 + · · ·+ andvn = 0; (2.3.2)
where at least one of the coeQcients ai is a unit at OW;x. Any other relation among the
elements in (2.3.1) will be a multiple of (2.3.2); so we will refer to relation (2.3.2) as
the main relation for the elements in (2.3.1). Through this paper we will abbreviate
all these local data by
dv1; : : : ; dvs−1;
dvs
vs
; : : : ;
dvr
vr
;
dvr+1; : : : ; dvn

 ; a1dv1 + · · ·+ as−1dvs−1 + as
dvs
vs
+ · · ·+ ar dvrvr
+ar+1dvr+1 + · · ·+ andvn = 0:
2.4. Remark. In [8] we indicate how the notion of quasi-smoothness is related to
Kato’s developments in [15;16]. For the reader’s convenience we mention this argument
here. Given a geometrically quasi-smooth morphism;  :W → Y ; it is possible to
associate logarithmic structures to W and Y by means of the morphism  in the sense
of [15; De?nition 1:2]: Let {P1; : : : ; Pk} ⊂ Y be the set of points where the morphism
 is not smooth; let U=Y \{P1; : : : ; Pr}; and de?ne N={"∈OY : " is invertible on U}.
Then (Y; N ) is a logarithmic scheme (cf. [15; Example 1:5]).
Now consider the inverse image of N in W , M = ∗(N ), and the correspond-
ing logarithmic structure (W;M) (cf. [15, De?nition 1:4]). The logarithmic structure
(W;M) is such that if V = −1(U ) = W \ ⋃ri=1 −1(Pi) = W \ {H1; : : : ; Hk}, then
M = {%∈OW : % is invertible on V}.
Now (Y; N ) and (W;M) are logarithmically regular schemes (cf. [16, De?nition
2:1]) and if  :W → Y is quasi-smooth, then it is a logarithmically smooth morphism
in the sense of Kato (cf. [16, De?nition 8:1]): To see this fact consider the sequence
of morphisms of schemes with logarithmic structures:
(WF; L)→ (W;M)→ (Y; N );
where L is the trivial logarithmic structure on WF . By [15, Proposition 3:8], (WF; L)→
(Y; N ) is smooth in the logarithmic sense, and since  :W → Y is quasi-smooth, the
sheaf of diNerentials with logarithmic poles, !W=Y , is locally free of rank dim(W )− 1.
Therefore, by [15, Proposition 3:12]
(W;M)→ (Y; N )
is a logarithmically smooth morphism.
Now, we will describe the class of regular centers so that quasi-smoothness is pre-
served under blowing-up.
2.5. Denition (Villamayor [20; De?nition 3:2]). A closed subscheme Z ⊂ W is said
to be a geometrically admissible center, if it is irreducible and has normal crossings
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with the ?bers of  :W → Y . A geometrically admissible center is said to be horizontal
if the restriction |Z :Z → Y is a Hat morphism. Otherwise it is said to be vertical.
2.6. Remark. Let Z ⊂ W be an irreducible closed regular center; and consider the
blowing-up at Z; W1 → W . Even if Z is a geometrically admissible center; it may
occur that W1 is not a quasi-smooth scheme (see [20; Example 3:10]). So in order to
ensure that W1 is a quasi-smooth scheme; we must impose some additional conditions
over Z . This will be done in terms of what we will call the jacobian ideal of Z; Z .
2.7. To de?ne the jacobian ideal of an irreducible closed subscheme; we need to de?ne
an auxiliary invariant: given a nonHat (i.e. vertical) irreducible subscheme Z ⊂ W; let
(Z) = y be its image under  (note that y∈Y is a closed point). Consider the ?ber
Ey = −1(y) = {H1; : : : ; Hn}. We de?ne the natural number
lZ = ]{Hi ∈Ey: Z ⊂ Hi};
setting lZ = 0 if Z is a horizontal center.
2.8. Denition (Bravo and Villamayor [8; De?nition 6:3]). For an irreducible closed
subscheme Z ⊂ W of codimension t, consider the exact sequence:
I(Z)=I(Z)2 d→!()⊗OW OZ → C→ 0; (2.8.1)
where C stands for the cokernel of d (cf. [20]). The Jacobian ideal of Z is de?ned
as the sheaf of ?tting ideals locally generated by the (t − lZ) × (t − lZ) minors of
Im(d) ⊂ !()⊗OW OZ , and it will be denoted by Z .
2.9. Denition (Bravo and Villamayor [8; De?nition 5:8; Theorem 6:5]). Let  :W →
Y be a quasi-smooth morphism and Z ⊂ W a irreducible closed subscheme. We say
that Z is an admissible center if one of the following conditions holds:
(i) Z = OZ , or
(ii) Z is a geometrically admissible center and Z = 0 ⊂ OZ .
We will say that Z is an admissible center of the 6rst class if it veri?es condition (i).
If Z satis?es condition (ii), we will say that it is an admissible center of the second
class.
2.10. Admissibility: a local description [8; De?nition 5:8]. Let Z ⊂ W be a closed
irreducible subscheme of codimension t; and let x∈Z be a closed point. Then Z is ge-
ometrically admissible at x if there exists a regular system of parameters {v1; : : : ; vn} ⊂
OW;x as in 2:3 such that simultaneously = v · vss · : : : · vrr and I(Z)x = 〈v1; : : : ; vt〉: Now
using the same notation as in 2:3; we have that:
Z;x = 〈at+1; : : : ; ad〉modI(Z)x if t ¡ s;
Z;x = 〈as; : : : ; ad〉modI(Z)x if s6 t6 r;
Z;x = 〈as; : : : ; ar ; at+1; : : : ; ad〉modI(Z)x if t ¿ r:
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2.11. Remark. Note that if Z is a Hat closed subscheme; then Z ⊗F =(Z ⊗F); and
hence; if Z is an admissible center; then it has to be an admissible center of the ?rst
class. Vertical admissible centers may be admissible of the ?rst class (see Remark 3:6)
or of the second class (cf. [8; Examples 5:10; 6:11]).
The next two theorems tell us that the class of quasi-smooth morphisms is closed
under blowing-up at admissible centers, and behaves in the same way as permissible
centers do in the geometrical case:
2.12. Theorem (Bravo and Villamayor [8; Theorem 5:12]). Let  :W → Y be a quasi-
smooth morphism and Z ⊂ W an admissible center. Consider the monoidal transfor-
mation with center Z , W1
e→W . Then 1 = e :W1 → Y is a quasi-smooth morphism.
2.13. Theorem (Bravo and Villamayor [8; Corollary 6:8; Theorem 7:1]). Let  :W → Y
be a quasi-smooth morphism. Then:
1: Any closed point x∈W is an admissible center.
2: If Z ⊂ W is a closed irreducible subscheme, then there is a non-empty subset
U ⊂ Z where it is admissible.
3: If V ⊂ Z ⊂ W are admissible centers, e :W1 → W is the monoidal transformation
with center V and Z1 the strict transform of Z , then Z1 is an admissible center
for W1.
Next we state our theorem:
2.14. Theorem. Let W be a three-dimensional scheme;  :W → Y a quasi-smooth
morphism; and S ⊂ W a regular surface ;at over Y . Then there exists a 6nite
sequence of monoidal transformations;
Wn → · · · → W1 → W0 =W → Y
∪ ∪ ∪
Sn S1 S0 = S
at admissible centers Zi ⊂ V (Si) (Si the strict transform of Si−1); so that
Sn = OSn :
2.15. Remark. Condition Sn = OSn implies that Sn is an horizontal admissible center
and hence it has normal crossings with the ?ber of the induced morphism n :Wn → Y
(cf. [8; Theorem 6:5]); and even more; that the restriction n|Sn : Sn → Y is quasi-smooth:
Using the notation of 2:10; if x∈ S; and I(S)x= 〈v1; : : : ; vt〉; then !(|S)x is generated
by
{d Rvt+1; : : : ; dvd}; Rat+1d Rvt+1 + Ras−1d Rvs−1 + Ras d RvsRvs + · · ·+
d Rvr
Rvr
+ Rar+1d Rvr+1 + · · ·+ Rad d Rvd = 0;
where Rai (and Rvi) denotes the classes of ai (respectively; of vi); at OS;x. Now note that
〈 Rat+1; : : : ; Rad〉= S;x = OS;x.
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2.16. Example. In the following example; we will show that there are regular
surfaces; S ⊂ W; so that S =OS : let p∈Z be a prime number; Y = Spec(Z); W =
Spec(Z[v1; v2; v3]=〈p−vp1 vp2 (1+v2+v3)〉; S=V (〈v3〉) and x=V (〈p; v1; v2; v3〉). Now the
natural morphism  :W → Y is quasi-smooth since it is smooth over U=Y \{V (〈p〉)};
and on the ?ber −1(V 〈p〉) the module !() is generated by{
dv1
v1
;
dv2
v2
; dv3
}
;p(1 + v2 + v3)
dv1
v1
+ [p(1 + v2 + v3) + v2]
dv2
v2
+ dv3 = 0:
Now S;x = 〈p(1 + v2 + v3); p(1 + v2 + v3) + v2〉(mod 〈v3〉) =OS;x.
2.17. Remark. Theorem 2:14 can be read in terms of Kato’s theory of logarithmic
structures. Given a regular surface S ⊂ W we can associate to it a logarithmic structure
in the sense of Remark 2:4. Then Theorem 2:14 would say:
Let (W;M) → (Y; N ) be a smooth morphism of logarithmic structures with Y =
Spec(D), where D is a Dedekind scheme, and W a three-dimensional separated ;at
scheme of 6nite type over Y . Let (S;MS) ⊂ (W;M) be a logarithmic regular surface
and assume that all logarithmic structures are induced by the morphism  :W →
Y as in Remark 2:4. Then there is a 6nite sequence of blowing-ups at regular
centers,
(Wn;Mn) → · · · → (W1; M1) → (W;M) → (Y; N )
∪ : : : ∪ ∪
(Sn;MSn) → · · · → (S1; MS1 ) → (S;MS) → (Y; N )
so that
(Wn;Mn)→ (Y; N ) and (Sn;MSn)→ (Y; N )
are smooth morphisms of logarithmic structures.
3. Some technical results
Before starting the proof of Theorem 2:14 we brieHy sketch some technical re-
sults that we will use along the proof. In Lemma 3:2 and in 3:3, we study how
a quasi-smooth scheme changes under blowing-up. These results have already been
proved in either [20,8]. Next, we introduce a special class of admissible centers: com-
binatorial centers (De?nition 3:5). To ?nish, we present a result regarding nonHat curves
embedded in a quasi-smooth scheme (Lemma 3:8).
3.1. If  :W → Y is quasi-smooth; and Z ⊂ W is a geometrically admissible center;
then the blowing-up at Z; 1 :W1 → Y ; is a geometrically quasi-smooth morphism (cf.
[20; 3:3]). Our next purpose is to describe local generators for the sheaf of diNerentials
!(1): let Z ⊂ W and x∈Z be as in 2:10. Given the monoidal transformation with
center Z; W1 → W; without lost of generality we only need to consider the following
two cases:
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Case 1: Assume 1¡s and consider the aQne chart: OW;x ,→ B1 = OW;x[v2=v1; : : : ;
vt=v1] ⊂ K . Then,
• If Z is horizontal (i.e. t ¡ s): dvi = v1d(vi=v1) + (vi=v1) dv1 for i∈{2; : : : ; t}:
• If Z is vertical (i.e. t¿ s): dvi=v1d(vi=v1)+(vi=v1)v1dv1=v1; if i∈{2; : : : ; t}\{s; : : : ; r},
and dvj=vj = d(vj=v1)(vj=v1) + dv1=v1 if i∈{2; : : : ; t} ∩ {s; : : : ; r}.
Case 2: If Z is vertical, consider OW;x ,→ B2=OW;x[v1=vs; : : : ; vt=vs] ⊂ K . Then dvi=
vsd(vi=vs)+(vi=vs)vs dvs=vs; for i∈{1; : : : ; t}\{s; : : : ; r} and dvj=vj=d(vj=vs)(vj=vs)+dvs=vs,
for j∈{1; : : : ; t} ∩ {s; : : : ; r}; j = s.
3.2. Lemma (Villamayor [20; 3:3]). If Z is horizontal, then the set
{
dv1; d
(
v2
v1
)
; : : : ; d
(
vt
v1
)
; dvt+1; : : : ; dvs−1;
dvs
vs
; : : : ;
dvr
vr
; dvr+1; : : : ; dvn
}
(3.2.1)
generates the sheaf !(1) at Spec(B1). If Z is vertical then the set{
dv1
v1
; d
(
v2
v1
)
; : : : ; d
(
vs−1
v1
)
;
d(vs=v1)
(vs=v1)
; : : : ;
d(vt=v1)
(vt=v1)
;
dvt+1
vt+1
; : : : ;
dvr
vr
; dvr+1; : : : ; dvn
}
(3.2.2)
generates the sheaf !(1) at Spec(B1), and the set{
d
(
v1
vs
)
; : : : ; d
(
vs−1
vs
)
;
dvs
vs
;
d((vs+1)=vs)
((vs+1)=vs)
: : : ;
d(vt=vs)
(vt=vs)
;
dvt+1
vt+1
; : : : ;
dvr
vr
; dvr+1; : : : ; dvn
}
(3.2.3)
generates the sheaf !(1) at Spec(B2).
3.3. Note that relation (2.3.2) lifts to a relation for !(1) at B1; and B2:
• If Z is horizontal in Case 1:
[
a1 + a2
(
v2
v1
)
+ · · ·+ at
(
vt
v1
)]
dv1 + a2v1d
(
v2
v1
)
+ · · ·+ atv1d
(
vt
v1
)
+ at+1dvt+1 + · · ·+ as−1dvs−1 + asdvs=vs
+ · · ·+ ar dvrvr + ar+1dvr+1 + · · ·+ andvn = 0: (3.3.1)
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• If Z is vertical in Case 1:[
a1v1 + a2
(
v2
v1
)
v1 + · · ·+ as−1
(
vs−1
v1
)
v1 + as + · · ·+ at
]
dv1
v1
+a2v1d
(
v2
v1
)
+ · · ·+ as−1v1d
(
vs−1
v1
)
+as
d(vs=v1)
(vs=v1)
+ · · ·+ at d(vt=v1)(vt=vt) + at+1
dvt+1
vt+1
+ · · ·+ ar dvrvr
+ar+1dvr+1 + · · ·+ andvn = 0: (3.3.2)
• If Z is vertical in Case 2:
a1vsd
(
v1
vs
)
+ · · ·+ as−1vsd
(
vs−1
vs
)
+
[
a1
(
v1
vs
)
vs + · · ·+ as−1
(
vs−1
vs
)
vs
+as + · · ·+ at
]
dvs
vs
+ as+1
d((vs+1)=vs)
((vs+1)=vs)
+ · · ·+ at d(vt=vs)(vt=vs)
+at+1
dvt+1
vt+1
+ · · ·+ ar dvrvr + · · ·+ andvn = 0: (3.3.3)
If Z is a horizontal (respectively, vertical) admissible center of the ?rst class, then
relation (3.3.1) (respectively (3.3.2) in case 1 and (3.3.3) in case 2) is the main relation
for the elements in (3.2.1) (respectively (3.2.2) in case 1 and (3.2.3) in case 2) at B1
(respectively at B1 in case 1 and at B2 in case 2).
If Z is an admissible center of the second class (hence vertical) we can factor out
v1 from relation (3.3.2) (respectively vs from (3.3.3)) and obtain the main relation for
the elements in (3.2.2) at B1 in case 1 (respectively for (3.2.3) at B2 in case 2) (cf.
[8, Theorem 5:12]).
The results in Lemma 3:2 and 3:3 follow from the fact that quasi-smoothness is
preserved by Setale change of basis (cf. [8]):
3.4. Lemma (Bravo and Villamayor [8; Lemma 3:1]). Let  :W → Y be a geometri-
cally quasi-smooth morphism, x∈W a closed point, and
1 : (W ′; x′)→ (W; x)
an 
etale neighborhood of x. Then OY;(x) → OW;x is quasi-smooth at x if and only if
OY;(x) → OW ′ ; x′ is quasi-smooth at x′.
3.5. Denition. A combinatorial center is any reduced and irreducible subscheme Z ⊂
W obtained as an intersection of some of the ?bers of  :W → Y .
3.6. Remark. If Z is a combinatorial center; then by de?nition it is a vertical geomet-
rically admissible center. Note that in this case Z;x = OZ;x at any closed point x∈Z;
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and hence any combinatorial center is automatically an admissible center of the ?rst
class.
3.7. Lemma (Bravo [6]). Let  :W → Y be a quasi-smooth morphism, and let Z; V ⊂
W be admissible centers. Suppose that V is a combinatorial center and consider
the blowing-up W1 → W with center V . Then the strict transform of Z , Z1, is an
admissible center for W1 → Y .
Proof. If V ⊂ Z then the result follows from Theorem 2:13; otherwise and if V ∩Z = ∅;
pick a closed point x∈V ∩ Z . Now at OW;x choose a regular system of parameters
{v1; : : : ; vn} such that if  is a local parameter at OY;(x); then
• = v · vss · : : : · vrr ;
• I(V )x = 〈vl; : : : ; vk〉; with s6 l6 k6 r;
• I(Z)x = 〈v1; : : : ; vt〉; with 16 t6 r.
Since V is not contained in Z; we may assume that t ¡ k. Note that !()x is locally
generated by

dv1; : : : ; dvs−1;
dvs
vs
; : : : ;
dvr
vr
;
dvr+1; : : : ; dvn

 ; a1dv1 + · · ·+ as−1dvs−1 + as
dvs
vs
+ · · ·+ ar dvrvr
+ar+1dvr+1 + · · ·+ andvn = 0:
Now blow-up with center Z; and consider the aQne chart B=OW;x[vl=vk ; : : : ; (vk−1)=vk ].
By Lemma 3:2 and 3:3; at B; !(1) is generated by
{
dv1; : : : ; dvs−1;
dvs
vs
; : : : ;
dvl−1
vl−1
;
d(vl=vk)
(vlvk)
; : : : ;
d((vk−1)=vk)
((vk−1)=vk)
;
dvk
vk
; : : : ;
dvr
vr
; dvr+1; : : : ; dvn
}
;
a1dv1 + · · ·+ as−1dvs−1 + as dvsvs + · · ·+ al−1
dvl−1
vl−1
+al
d(vl=vk)
(vl=vk)
+ · · ·+ ak−1 d((vk−1)=vk)((vk−1)=vk) + (al + · · ·+ ak)
dvk
vk
+ · · ·+ ar dvrvr
+ar+1 dvr+1 + · · ·+ an dvn = 0:
Now it is easy to see that at B; Z1 = Z;xB. The computations at other charts are
similar; and hence the lemma follows.
We conclude this part by proving the following statement for vertical curves:
3.8. Lemma. Let  :W → Y be a quasi-smooth morphism and T ⊂ W a reduced
irreducible closed subscheme of dimension 1; vertical over Y . Then there exists a
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6nite sequence of blowing-ups
WN → · · · → W1 → W0 =W;
TN → · · · → T1 → T0 = T
at closed points xi ∈V (Ti); where Ti is the strict transform of Ti−1; so that TN is
an admissible center at WN .
Proof. A similar result is proved in [20; Proposition 4:5] for horizontal curves. We
slightly modify the argument given there to obtain the desired result for vertical curves.
After a ?nite sequence of blowing-ups at closed points, we may assume that T is a
geometrically admissible center. We distinguish two cases:
1. There is a closed point x∈T so that T;x = 0.
Since T is irreducible, T = 0 and then T is an admissible center of the second
class.
2. There is a closed point x∈T so that T;x =0 and T;x =OT;x. Let m= ordx T;x.
Then there is an open nonempty subset U ⊂ T where T |U = OT |U , and T fails
to be admissible at most at a ?nite number of closed points including x. Since our
argument is going to be local we may assume that x is the only point in V (T ).
Let y= (T ), and let m(y)= 〈〉 ⊂ OY;y. Choose a regular system of parameters at
OW;x, {v1; : : : ; vn}, so that
• = v · v11 · : : : · vrr · vnn , where v∈OW;x is a unit, 16 r6 n− 1, 1; : : : ; r ¿ 0
and n¿ 0.
• I(T )x = 〈v1; : : : ; vn−1〉.
Now, depending on the value of n, we distinguish two cases:
(a) If n ¿ 0, then !()x is locally generated by{
dv1
v1
; : : : ;
dvr
vr
; dvr+1; : : : ; dvn−1;
dvn
vn
}
;
a1
dv1
v1
+ · · ·+ ar dvrvr + ar+1 dur+1 + · · ·+ an−1dvn−1 + an
dvn
vn
= 0
and T;x = 〈a1; : : : ; ar ; an〉mod (I(T )x) = 〈vmn 〉mod (I(T )x).
Blow-up at x, e :W1 → W: Let T1 be the strict transform of T , E the excep-
tional divisor, x1 = T1 ∩ E, and 1 =  ◦ e. Consider the aQne chart OW;x → B =
OW;x[v1=vn; : : : ; (vn−1)=vn]. Note that x1 corresponds to the maximal ideal 〈v1=vn; : : : ;
(vn−1)=vn; vn〉. By Lemma 3:2 and 3:3, at B the module !(1)x1 is generated by{
d(v1=vn)
(v1=vn)
; : : : ;
d(vr=vn)
(vr=vn)
; d
(
vr+1
vn
)
; : : : ; d
(
vn−1
vn
)
;
dvn
vn
}
;
(
a1
vn
)
d(v1=vn)
(v1=vn)
+ · · ·+
(
ar
vn
)
d(vr=vn)
(vr=vn)
+ ar+1d
(
vr+1
vn
)
+ · · ·+ an−1d
(
vn−1
vn
)
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+
[
a1
vn
+ · · ·+ ar
vn
+ ar+1
(
vr+1
vn
)
+ · · ·+ an−1
(
vn−1
vn
)
+
an
vn
]
dvn
vn
= 0:
Therefore,
T;x1 =
〈
a1
vn
; : : : ;
ar
vn
;
an
vn
〉
modI(T1)x1 = 〈vm−1d 〉modI(T1)x1 :
Now x1 satis?es the same hypotheses as x (i.e. =(v1=vn)1 · : : : · (vr=vn)r · v
′
n
n ∈OW1 ; x1 ,
and ′n ¿ 0) and hence in this case the proof follows from successive blowing-ups at
closed points.
(b) If n = 0, then !()x is generated by{
dv1
v1
; : : : ;
dvr
vr
; dvr+1; : : : ; dvn
}
; a1
dv1
v1
+ · · ·+ ar dvrvr + · · ·+ andvn = 0:
Hence T;x = 〈a1; : : : ; ar ; an〉modI(T )x = 〈vmn 〉modI(T )x;. Blow-up at x, e :W1 →
W: Let T1 be the strict transform of T , E the exceptional divisor, x1 = T1 ∩ E and
1 =  ◦ e. Consider the aQne chart OW;x → B = OW;x[v1=vn; : : : ; (vn−1)=vn]. Note that
x1 corresponds to 〈v1=vn; : : : ; (vn−1)=vn; vn〉. By Lemma 3:2 and 3:3, at B the module
!(1)x1 is generated by{
d(v1=vn)
(v1=vn)
; : : : ;
(dvr=vn)
(vr=vn)
; d
(
vr+1
vn
)
; : : : ; d
(
vn−1
vn
)
;
dvn
vn
}
;
(
a1
vn
)
d(v1=vn)
(v1=vn)
+ · · ·+
(
ar
vn
)
d(vr=vn)
(vr=vn)
+ ar+1d
(
vr+1
vn
)
+ · · ·+ an−1d
(
vn−1
vn
)
+
[(
a1
vn
)
+ · · ·+
(
ar
vn
)
+ ar+1
(
vr+1
vn
)
+ : : :+ an−1
(
vn−1
vn
)
+ an
]
dvn
vn
= 0:
Now T1 ;x1=〈a1=vn; : : : ; ar=vn; an〉modI(T1)x1=〈vkn〉modI(T1)x1 ; with k=m or k=m−1.
But now x1 satis?es the hypotheses of case (a), since  = (v1=vn)1 · : : : · (vr=vn)r ·
v
′
n
n ∈OW1 ;x1 with ′n ¿ 0.
4. The geometric condition
The aim of this section is to prove Proposition 4:4, as an intermediate step for the
proof of Theorem 2:14.
4.1. Consider the set of all irreducible components of the ?bers of  :W → Y ;
H={Hi ∈ −1(P); P ∈Y :Hi irreducible and reduced}. For H ∈H; with S∩H = ∅; con-
sider S∩H=L1∪· · ·∪Ls; where each Li denotes an irreducible and reduced curve. Then
we can write I(S ∩H)=I(L1)a1 · : : : ·I(Ls)as ⊂ OH for some a1; : : : ; as ∈N. We will
analyze how this intersection changes under blowing up at admissible
centers:
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• Blow-up at a closed point x∈ S ∩H : Without lost of generality we may assume that
x∈L1; : : : ; Lk , k6 s. If S1 denotes the strict transform of S, H1 that of H , Li1 that of
Li, for i = 1; : : : ; k, and E is the exceptional divisor, then
I(S1 ∩ H1) =I(L11)a1 · : : : ·I(Lk1)ak ·I(Lk+1)ak+1 · : : : ·I(Ls)as
·I(S1 ∩ H1 ∩ E)a1+···+ak−1 ⊂ OH1 : (4.1.1)
Note that if a1 + · · · + ak¿ 2, then S1 ∩ H1 ∩ E = H1 ∩ E is a combinatorial curve,
hence admissible of the ?rst class.
• Blow-up at a curve Li: Though this monoidal transformation induces the identity map
in S and H , it modi?es its intersection as subsets of W . Without lost of generality we
may assume that for j=1; : : : ; i−1, Li∩Lj = ∅ and that for j= i+1; : : : s, Li∩Lj=∅. If
S1 denotes the strict transform of S, H1 that of H , Lj1 that of Lj (for j = 1; : : : ; i− 1)
and E is the exceptional divisor, then
I(S1 ∩ H1) =I(L11)a1 · : : :I(Li−11)ai−1 ·I(Li+1)ai+1
·I(Ls)asI(S1 ∩ H1 ∩ E)ai−1 ⊂ OH1 : (4.1.2)
Note that if ai− 1¿ 1, then S1 ∩H1 ∩E=H1 ∩E is a combinatorial center, and hence
an admissible center of the ?rst class.
4.2. Denition. Let x∈ S be a closed point and pick H ∈{−1((x))}. Let fx ∈OW;x
be a local equation de?ning S at x; and let fx|H be its class at OH;x. We say S is
transversal to H at x if ordx(fx|H )6 1; and S is transversal to H if it is transversal
to H at any closed point x∈ S ∩ H . Finally; S is transversal to  :W → Y if it is
transversal to each component of the ?bers of  :W → Y .
Note that if S is a geometrically admissible center, then it is transversal to  :W → Y .
It is easy to see, however, that the converse may fail.
4.3. Lemma. Under the conditions and with the notation of Theorem 2:14; there is a
6nite sequence of monoidal transformations;
Wk
ek→ · · · e2→ W1 e1→ W0 =W → Y
∪ ∪ ∪
Sk S1 S0 = S
at admissible centers Zi ⊂ V (Si); where Si is the strict transform of Si−1; so that Sk
is transversal to k =  · e1 · : : : · ek .
Proof. Since the restriction |S : S → Y is generically smooth; there is at most a ?nite
number of components of the ?bers of  :W → Y where S is not transversal; say
H1; : : : ; Hl. On the other hand; whenever we blow-up at an admissible center; W1 →
W; the exceptional divisor becomes a member of the ?bers of W1 → Y . But the strict
transform of S is transversal to the exceptional divisor; so we only have to prove that
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after a suitable sequence of blowing-ups; the strict transform of S does not intersect
the strict transforms of H1; : : : ; Hl; and since this is a ?nite set of surfaces; we may
assume that there is only one: let us call it H .
After blowing-up at closed points, we may assume that all the curves in S ∩ H
are regular and indeed geometrically admissible. By Lemma 3:8, there exists a ?nite
sequence of blowing-ups at closed points so that the strict transforms of the curves
in S ∩ H are admissible. Note that during this process, new exceptional curves are
added to the intersection of the strict transform of S with the strict transform of H
(see (4.1.1)), but those are combinatorial centers and hence automatically admissible
centers of the ?rst class.
By blowing-up at closed points, we may assume that if two curves of S∩H intersect,
then at least one of them is a combinatorial center (apply (4.1.1) once more). Now
blow-up at the combinatorial curves in S ∩ H and use the law of transformation in
(4.1.2). Note that by Lemma 3:7, when blowing-up at a combinatorial curve C ⊂
S ∩H which intersects another curve, say L ⊂ S ∩H , the strict transform of L remains
admissible.
So after a ?nite sequence of blowing-ups at admissible centers, we may assume
that S ∩ H = La11 · : : : · Lass , with Li ∩ Lj = ∅ for i; j∈{1; : : : ; s}, i = j, and each Li is
an admissible curve. Now, by repeatedly blowing up at the curves in S ∩ H and by
(4.1.2), we achieve the desired result.
4.4. Proposition. Under the conditions and with the notation of Theorem 2:14; there
exists a 6nite sequence of monoidal transformations
Wm → · · · → W1 → W0 =W → Y
∪ ∪ ∪
Sm S1 S0 = S
at admissible centers Zi ⊂ V (Si); where Si is the strict transform of Si−1; so that
Sm is a geometrically admissible center.
Proof. By Lemma 4:3; we may assume that S is transversal to  :W → Y . Since
|S : S → Y is generically smooth; it is generically a geometrically admissible center;
hence there is at most a ?nite set of surfaces H1; : : : ; Hn ∈H so that the set of sur-
faces {S; H1; : : : ; Hn} does not have normal crossings; and S ∪ (H \ {H1; : : : ; Hn}) have
normal crossings. By repeatedly blowing-up at combinatorial curves and by the law of
transformation described in (4.1.2); we may assume that there is only a ?nite number
of closed points x1; : : : ; xm ∈ S where S is not a geometrically admissible center; and
since our argument is local; we only need to deal with one point x∈ S. Let q=]{H ⊂
−1(x) : x∈H} (note that 16 q6 3). We distinguish two cases:
(a) q = 1. Since S is transversal to H at x, it is a geometrically admissible center
at x and hence there is nothing to prove in this case.
(b) q¿ 1. Let H1; : : : ; Hq = {H ⊂ −1(x): x∈H}, let hi ∈OW;x be a local equation
for Hi, i.e. I(Hi) = 〈hi〉 ⊂ OW;x, and let f∈OW;x be a local equation de?ning S, i.e.
I(S)x= 〈f〉 ⊂ OW;x. Note that S and H1 have normal crossings at x, and since S may
fail to be a geometrically admissible center only at closed points, there exists a regular
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parameter t ∈ (OW;x=〈f; h1〉) so that I(Hi) = 〈tmi〉 ⊂ (OW;x=〈f; h1〉) for i = 2; : : : ; q.
De?ne 9S;H1 ;Hi =mi ∈N for i = 2; : : : ; q. Blow-up at x, W1 → W . Let S1 (respectively,
H11; : : : ; Hq1) be the strict transform of S (respectively, of H1; : : : ; Hq), and let E be
the exceptional divisor. Then S; Hi1 and E have normal crossings at any closed point
y∈ S∩Hi1∩E, i=1; 2; : : : ; q, and hence S1 is geometrically admissible at any exceptional
point in S1 ∩H11, except maybe at yi = (S1 ∩H11)∩Hi1 ∩ E, i= 2; : : : ; q. But now the
number 9S1 ;H11 ;Hi1 has been lowered by one at any yi. Hence, an inductive argument
shows that after a ?nite sequence of blowing-ups at closed points, Wl → · · · → W1 →
W0 = W , the strict transform of S, Sl, is geometrically admissible at any point of
H1l ∩ Sl, and Sl ∩ H1l ∩ Hil = ∅ for i = 2; : : : ; q (here Hil denotes the strict transform
of Hi at Wl). Therefore, Sl fails to be geometrically admissible at most at points in
S ∩ Hil for i = 2; : : : ; q. Now if q = 2 we are done, since H1l ∩ H2l ∩ Sl = ∅. If q = 3
repeat the argument above replacing H1 by H2.
5. Principal curves
Our next goal is the study of the jacobian ideal of a geometrically admissible surface
S, Hat over Y . As we will see in Section 6, it is not easy to deal with the law of
transformation of S under blowing-up at closed points (see (6.4.2)). On the other
hand, we will prove that this ideal is closely related to the jacobian ideals of certain
regular irreducible curves contained in S, which we will call principal curves. These
curves come from the intersection of S with the ?bers of the morphism  :W → Y ,
and we will use them to de?ne the invariants we need to ?nish the proof of Theorem
2:14 (see Section 7).
5.1. Denition. Let S ⊂ W a geometrically admissible surface. A principal curve of S
is any irreducible component of the set of curves
:S = {S ∩ −1(P): P ∈Y is a closed point}= {S ∩ H : H ∈H}:
5.2. Remark. Since S is geometrically admissible; any curve C ∈:S is a geometrically
admissible vertical curve. Note also that :S is a set of curves with normal crossings.
For any closed point x∈ S, there exist either one or two principal curves that contain
it. In the ?rst case, we say that x is a noncrossing point, and in the second, that x is
a crossing point.
5.3. Local data at a closed point. Let x∈ S be a closed point and let (x) = y;
m(y)= 〈〉 ⊂ OY;y. At OW;x; we can choose a regular system of parameters; {v1; v2; v3};
so that  = v · v11 · v22 ; where v is a unit in OW;x. Without loss of generality; we may
assume that 1¿ 0; 2¿ 0; and I(S)x = 〈v3〉. If x is a noncrossing point; then 2 = 0.
Let C ∈:S be the principal curve passing through x. Then I(C)x= 〈v1; v3〉; and !()x
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is locally generated by{
dv1
v1
; dv2; dv3
}
; a1
dv1
v1
+ a2 dv2 + a3 dv3 = 0: (5.3.1)
If x is a crossing point; then 2¿ 0. Let C; T ∈:S be the principal curves passing
through x. Then I(C)x = 〈v1; v3〉 and I(T )x = 〈v2; v3〉; and !()x is locally generated
by {
dv1
v1
;
dv2
v2
; dv3
}
; a1
dv1
v1
+ a2
dv2
v2
+ a3dv3 = 0: (5.3.2)
5.4. Proposition. Let S ⊂ W be a geometrically admissible surface and C a principal
curve of S. Then S |C = C .
Proof. Let x∈ S be a closed point; and ?x some local data as in 5:3. Then S;x=〈a1; a2〉
(mod〈v3〉). If x is an noncrossing point; then by (5.3.1); C;x=〈a1; a2〉(mod〈v1; v3〉); and,
therefore; S;x|C =C;x. If x is a crossing point by (5.3.2) C;x = 〈a1; a2〉(mod〈v1; v3〉);
and T;x = 〈a1; a2〉(mod〈v2; v3〉). Hence S;x|C = C;x and S;x|C = T;x.
5.5. Corollary. With the same hypotheses as in Proposition 5:4;
(i) S is an admissible center if and only if every principal curve of S is an admissible
center of the 6rst class.
(ii) Any irreducible component of dimension 1 of V (S) is always an admissible
center of the second kind.
Proof. Part (i) follows directly from Proposition 5:4. For (ii) note that V (S) ⊂ :S .
Hence; if C ⊂ V (S) is an irreducible component of dimension 1; then it is a principal
curve; and by Proposition 5:4; C=S |C=0 ⊂ OC . Since C is geometrically admissible
it is an admissible center of the second class (see De?nition 2:9).
5.6. Remark. By Corollary 5:5; the proof of Theorem 2:14 is equivalent to showing
that there exists a ?nite sequence of monoidal transformations at admissible centers; so
that all principal curves of S are admissible of the ?rst class (this is not so trivial to
prove: note that when blowing-up at closed points; new principal curves appear). By
Proposition 5:4; it follows also that if C ∈:S is not admissible at a point x∈C; then
ordx(S)6 ordx C;x:
6. How does S change when blowing-up at admissible centers?
6.1. Blowing-up at curves. Let C ⊂ V ((S)) be a principal curve. Then S=I(C)kJ ⊂
OS ; with I(C) ⊂ J and k¿ 1. Let W1 → W be the blowing-up at C. Then
1. W1 is quasi-smooth over Y .
2. S1; the strict transform of S; is naturally isomorphic to S.
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3. The blowing-up at C induces a transformation in the ambient space which produces
a transformation of S :
S1 =I(C)
k−1J ⊂ OS1 : (6.1.1)
(see Lemma 3:2 and 3:3).
This law of transformation, together with an inductive argument, prove that after a
?nite sequence of blowing-ups at admissible curves, we can assume that the jacobian
ideal of the strict transform of S has no components of height one. We will refer to
this process as an elimination of one-dimensional components.
6.2. Lemma. Let C; T ∈:; and let x = C ∩ T . Assume that C is a one-dimensional
component of V (S) and that T is not admissible at the point x. Let ordC(S) = r;
and ordx T;x = s; r6 s. If the sequence of monoidal transformations
Wr → · · · → W1 → W0 =W → Y
∪ · · · ∪ ∪
Sr → · · · → S1 → S0 = S
(Tr; xr) → · · · → (T1; x1) → (T0; x0) = (T; x)
is an elimination of the component C; and xi=Ti∩Ei; where Ei denotes the exceptional
divisor at Wi → Wi−1 and Ti is the strict transform of Ti−1; then
ordxr Tr = s− r:
Proof. This lemma follows from Proposition 5:4; 3:3; (6.1.1) and an inductive argu-
ment.
Now let x∈V (S) be a closed point. We will study the behavior of S under
blowing-up at closed points. Suppose that r=ordx(S;x), let W → W1 be the blowing-up
at x, and let E be the exceptional divisor. Fix some local data as in 5:3:
6.3. Blowing-up at crossing points. Suppose ?rst that x is a crossing point. By Lemma
3:2 and 3:3; at B= OW;x[v1=v2; v3=v2] the module !(1) is generated by{
d(v1=v2)
(v1=v2)
;
dv2
v2
; d
(
v3
v2
)}
;
a1
v2
d(v1=v2)
(v1=v2)
+
[
a1
v2
+
a2
v2
+ a3
(
v3
v2
)]
dv2
v2
+ a3 d
(
v3
v2
)
= 0 (6.3.1)
and hence at B;
S1 =
〈
a1
v2
;
a2
v2
〉(
mod
〈
v3
v2
〉)
= vr−12
〈
a1
vr2
;
a2
vr2
〉(
mod
〈
v3
v2
〉)
:
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At the aQne chart OW [v2=v1; v3=v1] the computation is similar. Therefore;
SOW1 =I(E)S1 : (6.3.2)
6.4. Blowing-up at noncrossing points. Now assume that x is a noncrossing point.
Again by Lemma 3:2 and 3:3; at B= OW;x[v1=v2; v3=v2]; !(1) is generated by{
d(v1=v2)
(v1=v2)
;
dv2
v2
; d
(
v3
v2
)}
;
a1
v2
(dv1=v2)
(v1=v2)
+
[
a1
v2
+ a2 + a3
(
v3
v2
)]
dv2
v2
+ a3 d
(
v3
v2
)
= 0: (6.4.1)
Hence at B;
S1 =
〈
a1
v2
; a2
〉(
mod
〈
v3
v2
〉)
=


vr−12 〈a1=vr2; a2=vr−12 〉 if ordx a1|S = r;
vr2〈a1=vr+12 ; a2=vr2〉 if ordx a1|S ¿ r:
(6.4.2)
At the aQne chart OW;x[v2=v1; v3=v1] the result computations are similar.
7. The function FS
We will de?ne an upper-semi-continuous function FS that measures the nonadmissi-
bility of S in terms of the order of S at closed points, combined with the information
proceeding from the jacobian ideal of suitable principal curves. In Proposition 7:5, we
will study the behavior of FS under blowing-up at admissible centers.
First, we ?x some notation: let (R;m) be a local ring, x∈Spec(R) the closed point,
and I ⊂ R an ideal. Then if ordx(I)= r, de?ne Inx(I) as the image of I by the natural
map
Inx :R→ Grx(R):
Note that Inx(I) is the set of the classes of the elements in I at mr=mr+1.
7.1. First and second type points. Fix some local data as in 5:3. Then:
• If x is a noncrossing point we will say that x is a 6rst type point if
〈Inx(S;x)〉 ⊂ 〈Inx(v1)〉 ⊂ Gr(OS;x):
Otherwise we say that x is a second type point.
• If x is a crossing point; we will say that x is a 6rst type point if either
〈Inx(S;x)〉 ⊂ 〈Inx(v1)〉 ⊂ Gr(OS;x) or
〈Inx(S;x)〉 ⊂ 〈Inx(v2)〉 ⊂ Gr(OS;x):
Otherwise; we say that x is a second type point.
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7.2. Denition. Assume that S has no one-dimensional components. We de?ne
FS : S → N×N× {0; 1} × {0; 1};
as follows: Fix a closed point x∈ S; and some local data as in 5:3. Then
1. If x ∈ V (S); FS(x) = (0; 0; 0; 0):
2. If x is a crossing point; and s=max{ordx(C;x); ordx(T;x)}; FS(x)=(ordx(S); s; 1; 0).
3. If x is a noncrossing point of the ?rst type; FS(x) = (ordx(S); ordx(C;x); 1; 1):
4. If x is a noncrossing point of the second type; FS(x) = (ordx(S); ordx(C;x); 0; 0):
Consider the lexicographic order in N×N×{0; 1}×{0; 1}. If MaxFS is the maximum
value of F over S we de?ne
MaxFS = {x∈ S: FS(x) =MaxFS(x)}:
7.3. Remark. Note that S is an admissible center if and only if FS is de?ned and
FS(x) = (0; 0; 0; 0) for every closed point x∈ S.
7.4. Remark. FS is de?ned only if V (S) has no one-dimensional components. Assume
that FS is de?ned over S and let W1 → W be the blow-up at a closed point. Let
S1 be the strict transform of S; and E the exceptional divisor. It may happen that
ordS1∩E S1¿ 1 and in this case we will not be able to de?ne FS1 . To avoid this
problem; we consider the elimination of the one-dimensional component S1 ∩ E1;
WN → · · · → W1 → W0 =W → Y
SN → · · · → S1 → S0 = S
so that SN has no components of height 1; and as a consequence we can de?ne FSN ;
which can be compared with FS . This is the strategy we will follow.
7.5. Proposition. Let S ⊂ W be a geometrically admissible surface so that S has no
components of height 1. Let x∈V (S) be a closed point so that x∈MaxFS; and let
WN
eN→ · · · e2→ W1 e1→ W0 =W → Y
SN → · · · → S1 → S0 = S
be the monoidal transformation at x; followed by an elimination of components of
height 1. If SN denotes the strict transform of S at WN ; and EN is the exceptional
divisor at the last step of the sequence of blowing-ups; then
MaxFSN 6MaxFS;
and if there is a closed point z ∈ SN ∩ EN such that FSN (z) =MaxFS; then
1. z is the only closed point of SN ∩ EN for which FSN is equal to MaxFS .
2. z is rational over OS;x.
3. z is a noncrossing point of the second type.
Proof. We use the following notation: given a monoidal transformation ei :Wi → Wi−1
and Xi−1 ⊂ Wi−1; we denote by Xi its strict transform; and by Ei the exceptional
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divisor. Let x∈MaxFS be a closed point. Since our argument is local; we may assume
that x is the only isolated point of V (S). We distinguish two cases depending on the
type of point we are dealing with.
If x is a crossing point: Fix some local data as in 5:3. Hence,
S;x = 〈a1; a2〉(mod〈v3〉);
C;x = 〈a1; a2〉(mod〈v1; v3〉); T;x = 〈a1; a2〉(mod〈v2; v3〉): (7.5.1)
Let ordx(S;x)= r, ordx(C;x)= s1, ordx(T;x)= s2, and de?ne s=max{s1; s2}. Then
FS(x) = (r; s; 1; 0): (7.5.2)
Blow-up at x, e :W1 → W . Set L1=S1∩E1, x1=C1∩E1=C1∩L1 and y1=T1∩E1=T1∩L1.
Now by (6.3.2) S =I(E1)S1 . If r = 1 we can compute FS1 , otherwise we eliminate
the component L1:
Wr
er→ · · · e2→ W1 e1→ W0 =W → Y
Sr; Cr; Tr → · · · → S1; C1; T1 → S0 = S; C0 = C; T0 = T:
Let xr = Cr ∩ Er , yr = Tr ∩ Er and Lr = Sr ∩ Er . At Br = OW;x[v1=vr2; v3=vr2],
Sr =
〈
a1
vr2
;
a2
vr2
〉(
mod
〈
v3
vr2
〉)
and
Cr;xr =
〈
a1
vr2
;
a2
vr2
〉(
mod
〈
v1
v2
;
v3
vr2
〉
xr
)
Lr =
〈
a1
vr2
;
a2
vr2
〉(
mod
〈
v2;
v3
vr2
〉)
:
Without loss of generality we may assume that ordx a1|S = r. Since the monoidal
transformation at curves induces the identity morphism at S1, it follows that a1=vr2 ∈Br
is the strict transform of a1|S ∈OS;x after the blowing-up at x. The computations at the
other chart are similar. In particular this means that ord> Lr ;>6 r for all >∈Lr .
Now if ord>(Sr )¡r for every closed point >∈ Sr∩Er=Lr , then MaxFSN ¡MaxFS .
On the other hand, if there is a closed point z ∈ Sr ∩Er , such that ordz(Sr+1)= r, then
there is an homogeneous polynomial of degree 1, l∈Grx(OS;x), such that
〈Inx(S;x)〉= 〈lr〉 ⊂ Grx(OS;x); (7.5.3)
and hence 〈Inx(a1)〉 = 〈lr〉 ⊂ Grx(OS;x). In this case, z is the only exceptional point
where Sr is a proper ideal. Indeed z is rational over OS;x, and FSr is de?ned as follows:
• If t ∈ Sr ∩ Er and t = z, then FSr (t) = (0; 0; 0; 0).
• If x is crossing point of the ?rst type point, then either
〈Inx(S;x)〉 ⊂ 〈Inx(v1)〉= 〈l〉 ⊂ Grx(OS;x);
and in this case z = Cr ∩ Er = Cr ∩ Lr = xr , or
〈Inx(S;x)〉= 〈lr〉 ⊂ 〈Inx(v2)〉= 〈l〉 ⊂ Grx(OS;x);
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and in such case z=Tr ∩Er =Tr ∩Lr =yr . In both cases z is a crossing point. Also
note that by Lemma 6:2,
ordxr (Cr;xr ) = s1 − r and ordyr (Tr;yr ) = s2 − r:
If z=xr , then s1¿r=s2. De?ne s′=max{s1−r; r}. Then FSr (z)=(r; s′; 1; 0)¡FS(x).
A similar argument shows that if z = yr , then FSr (z) = (r; s
′; 1; 0)¡FS(x).
• If x is a crossing point of the second type, then
Inx(S;x) ⊂ 〈Inx(v1)〉 and Inx(S;x) ⊂ 〈Inx(v2)〉:
As a consequence Cr and Tr are permissible centers of the ?rst type at xr and yr ,
respectively (i.e. s1 = s2 = r), and therefore z is not a crossing point. Note also that z
is a second type point, since by Proposition 5:4,
Lr;z = Sr |Lr =
〈
a1
vr2
;
a2
vr2
〉(
mod
〈
v2;
v3
vr2
〉)
:
Therefore, FS1 (z) = (r; r; 0; 0)¡FS(x).
If x is a noncrossing point. Fix some local data as in 5:3. Let ordx(S;x) = r;
ordx(C;x) = s1. Then,
• If x is a noncrossing point of the ?rst type (i.e. s1¿r), then FS(x) = (r; s1; 1; 1).
• If x is a noncrossing point of the second type (i.e. s1 = r), then FS(x) = (r; s1; 0; 0).
Let k denote r or r+1, depending on whether ordx a1|S = r or ordx a1|S ¿ r, respec-
tively. Blow-up at x. Let x1 =C1 ∩E1 and L1 = S1 ∩E1. Now S1 is as in (6.4.2), so if
k ¿ 1, we consider the process of elimination of the one-dimensional component L1:
Wk
er→ · · · e2→ W1 e1→ W0 =W → Y
Sk ; Ck → · · · → S1; C1 → S0 = S; C0 = C:
Let xk =Ck ∩Ek , and let Lk =Sk ∩Ek . Consider the aQne chart Bk =OW;x[v1=vk2 ; v3=vk2].
• If ordx a1|S = r, then k = r, Sr = 〈a1=vr2; a2=vr−12 〉 (mod〈 Rv3〉), and by Proposition 5:4,
Cr;xr =
〈
a1
vr2
;
a2
vr−12
〉
(mod〈 Rv1; Rv3〉) and Lr =
〈
a1
vr2
;
a2
vr−12
〉
(mod〈v2; Rv3〉):
Once more note that (a1=vr2) is the strict transform of a1 at OS1 , because the blow-
up at a one-dimensional center induces an isomorphism at S1. Thus ord>(Lr;>)6 r for
all >∈Lr .
• If ordx a1|S ¿ r, then k = r + 1,
S1 =
〈
a1
vr+12
;
a2
vr2
〉(
mod
〈
v3
v2
〉)
;
and
Cr+1 ;xr+1 =
〈
a1
vr+12
;
a2
vr2
〉(
mod
〈
v1;
v3
vr+12
〉)
;
Lr+1 =
〈
a1
vr+12
;
a2
vr2
〉(
mod
〈
v2;
v3
vr+12
〉)
:
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Again note that (a2=vr2) is the strict transform of a2 at Br+1, and that blowing up at a
one-dimensional center is an isomorphism at S1, so ord>(L;>)6 r+1 for all >∈Lr+1.
The computations at the other aQne charts are similar.
If ordz(Sk ;z)¡r for every closed point z ∈ Sk ∩ Ek , clearly MaxFSk ¡FS(x). Oth-
erwise, there is a unique exceptional point z ∈ Sk ∩ Ek such that ordz(Sk ;z) = r, and
there is a homogeneous polynomial of degree 1 at Grx(OS;x) such that
〈Inx(S;x)〉= 〈lr〉:
Therefore, z is the only closed point at Sk ∩ Ek with ordz(Sk ;z) = r, and it is rational
over OS;x. Now we will compute FSk :
• If t ∈ Sk ∩ Ek , with t = z, then FSk (t) = (0; 0; 0; 0).
• For t = z consider two diNerent cases:
◦ If x is a noncrossing point of the ?rst type, then
〈Inx(S;x)〉 ⊂ 〈Inx(v1)〉= 〈l〉 ⊂ Grx(OS;x);
so as a consequence z=Ck∩Ek=Ck∩Lk and z is a crossing point. Let ordz(Ck )=s′1. By
Lemma 6:2 s′16 s1. Let s
′=max{s′1; r}. Then FS1 (z)=(r; s′; 1; 0)¡FS(x)=(r; s1; 1; 1).
• If x is a noncrossing point of the second type, then
〈In(S;x)〉 ⊂ 〈Inxv1〉 ⊂ Grx(OS;x):
In this case z = xk , and by 5:4,
Lk ;z = Sk |Lk ;
whence z is the only point of Lk where it is not admissible, and z is a second type
point. So FS1 (z) = (r; r; 0; 0) = FS(x) = (r; r; 0; 0):
8. Proof of Theorem 2:14
Now we are ready to prove Theorem 2:14. By Proposition 4:4, we may assume that
S is a geometrically admissible center, and by 6:1 and Proposition 7:5 we may suppose
that V (S) is a ?nite number of noncrossing points of the second type, i.e. we may
suppose that for any x∈V (S;x), FS(x) = (rx; rx; 0; 0), where rx = ordx S;x. Since our
argument is local, we may assume that V (S) = {x}. Thus, to conclude the proof of
Theorem 2:14 we only have to prove Claim 8:1. (Although it is not explicitly said in the
statement of Claim 8:1, whenever it is necessary we will blow-up the one-dimensional
components of Si , for i = 0; 1; 2; : : : ; so we may assume that Si has no components
of height 1.)
8.1. Claim. There does not exist an in6nite sequence of blowing-ups
· · · eN+1→ WN eN→ · · · e2→ W1 e1→ W0 =W
· · · → (SN ; xN ) → · · · → (S1; x1) → (S0 = S; x0 = x)
at closed points xi ∈V (Si); where Si is the strict transform of Si−1; so that
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1. Every point xi is a noncrossing point of the second type.
2. FSi(xi) = FS0 (x0); for i = 0; 1; 2; : : : .
Strategy: To prove the claim, we construct a formal curve C containing x=x0, such
that for every i∈N, xi ∈Ci (Ci denotes the strict transform of Ci−1 at Wi). Then,
we prove that this curve cannot exist. The construction of this curve makes sense
at OˆW;x (the m(x)-adic completion of OW;x at m(x)). Since we want to use the infor-
mation given by the sheaf of diNerentials with logarithmic poles, !()x, at OˆW;x, we
will make use of the separated sheaf of diNerentials, ˆOW; x .
8.2. Proof of Claim 8.1. Let x∈V (S) be a noncrossing point of the second type.
Assume that (x)=y∈Y and m(y)= 〈〉 ⊂ OY;y. At OW;x; we ?x a convenient regular
system of parameters {v1; v2; v3}; such that
1. = v · v11 ; where v is a unit at OW;x and 1¿ 0.
2. I(S)x = 〈v3〉.
We will divide the proof in four steps. The sheaves of diNerentials will be always
relative to Y even when this is not explicitly stated.
• Step 1. On the sheaf of diAerentials 1OW; x ; 1OS; x ; 1OˆW; x and 
1
OˆS; x
. The OW;x-module
of diNerentials 1OW; x is generated by {dv1; dv2; dv3}, and its generic rank is 2. We will
denote by D(OW;x) the second ?tting ideal corresponding to 1OW; x . In a similar way,
the OS;x-module 1OS; x is generated by {dv1; dv2}, and its generic rank is 1. Let D(OS;x)
denote the corresponding ?rst ?tting ideal.
By Cohen’s Structure Theorem for local complete rings, there is a surjective homo-
morphism,
’ :B=T[|t1; t2; t3|] → OˆW;x;
ti → vi;
whereT is a discrete valuation ring with maximal ideal pT, and p is the characteristic
of the residue ?eld kW (x). Note that 〈p − ut′1 〉 ⊂ Ker(’) for some unit u∈B and
some ′¿ 0. Since dim (T[|t1; t2; t3|]=〈p− ut′1 〉) = 3, necessarily
R=T[|t1; t2; t3|]=〈p− ut′1 〉  OˆW;x:
There is also a natural isomorphism:
A=T[|t1; t2; t3|]=〈p− ut′1 ; t3〉  OˆS;x:
Given a ring S we will denote by S its universal ?nite diNerential algebra. Then
(cf. [18]):
1. The diNerential algebra R exists and R = ˆOW; x =OW; x ⊗OW; x OˆW;x. The homoge-
neous part of degree 1 of OW; x , 
1
OW; x
, is canonically identi?ed with the OW;x-module
of KUahler diNerentials of OW;x. Let 1R = 
1
OW; x
⊗OW; x OˆW;x.
2. Likewise the diNerential algebra A exists and A = ˆOS; x = OS; x ⊗OS; x OˆS;x. The
homogeneous part of degree 1 of OS; x , 
1
OS; x
, is canonically identi?ed with the
OS;x-module of KUahler diNerentials of OS;x. Let 1A = 
1
S;x ⊗OS; x OˆS;x.
170 A. Bravo / Journal of Pure and Applied Algebra 170 (2002) 145–173
3. 1B exists and it is a rank 3 free-module.
4. For every ideal I ⊂ B there is an exact sequence,
I=I2 → 1B=I1B → 1B=I → 0: (8.2.1)
If we denote by D˜(R) the second ?tting ideal corresponding to 1R, then D˜(R) 
D(OW;x)⊗OW; xR, and if D˜(A) denotes the ?rst ?tting ideal corresponding to 1A, then
D˜(A)  D(OS;x)⊗OS; x A.
• Step 2. On the modules !˜() and !˜(|S): Let us de?ne !˜() = !()x ⊗OW R, and
!˜(|S)=!(|S)x⊗OX; xA. Let ˜W;x be the second ?tting ideal corresponding to !˜() and
let ˜S be the ?rst ?tting corresponding to !˜(|S). Then ˜W;x=R, and ˜S=S;x⊗OW; xA.
If Q(R) is the fraction ?eld of R, then
!˜() = 1R
[
dv1
v1
]
⊂ 1R ⊗R Q(R); (8.2.2)
and if Q(A) is the fraction ?eld of A, then
!˜(|S) = 1A
[
dv1
v1
]
⊂ 1A ⊗A Q(A): (8.2.3)
By (8.2.2), !˜() is a torsion free R-module. Thus, the law of transformations under
blowing-up of the ideal ˜S is the same as that of S (see 6:1, 6:3 and 6:4).
• Step 3. On the construction of the curve C: Consider the sequence of blowing-ups,
· · · eN+1→ WN eN→ · · · e2→ W1 e1→ W0 =W
· · · → (SN ; xN ) → · · · → (S1; x1) → (S0 = A; x0 = x)
at the closed points xi ∈ Si, as in Claim 8:1. Let R = Spec(R) and let A = Spec(A).
The above sequence of transformations induces a sequence of blowing-ups
· · · → RN → · · · → R1 → R0 = R
· · · → (AN ; xN ) → · · · → (A1; x1) → (A0 = A; x0 = x):
Since by hypothesis S;xN = 〈1〉, we have that
∼
SN ;xN = 〈1〉. All the points {xi} are
rational over R, and they are never in the intersection of two exceptional divisors.
Thus, there exists a regular curve C ⊂ Spec(R) such that x = x0 ∈C=C0 and xi ∈Ci
for every i∈N, where Ci denotes the strict transform of Ci−1. At R we ?x a regular
system of parameters,
{t1; w; t3} (8.2.4)
in such a way that
• = u′t11 , where u′ is a unit at R and 1¿ 0.
• I(S)x = 〈t3〉.
• I(C)x = 〈w; t3〉.
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In such case 1R is generated by
{dt1; dw; dt3}: (8.2.5)
Now consider the exact sequence
I=I2 → B=IB → R → 0;
with I = 〈p− u′t11 〉. Then there exists a relation linking the elements in (8.2.5),
Ddt1 + Edw + Fdt3 = 0; (8.2.6)
and this relation is nontrivial since 〈D; E; F〉= D˜(R) =D(OW;x)⊗OW; x R =0.
By (8.2.2), !˜() is generated by{
dt1
t1
; dw; dt3
}
: (8.2.7)
Relation (8.2.6) induces a nontrivial relation among the elements of (8.2.7):
Dt1
dt1
t1
+ Edw + Fdt3 = 0: (8.2.8)
Given a nontrivial relation linking the elements of (8.2.7), we can ?nd the one that
generates the other relations by factoring out all common divisors of the coeQcients.
Then for some G ∈R,
Dt1
G
dt1
t1
+
E
G
dw +
F
G
dt3 = 0 (8.2.9)
generates all the relations among the elements of (8.2.7), i.e. is the main relation, and
since ˜A =A,
˜A =
〈
Dt1
G
;
E
G
〉
=A: (8.2.10)
The Transformation Law under blowing-ups: By 6:4:2 and an inductive argument
we get that at R[w=tN1 ; t3=t
N
1 ], !(N ) is generated by{
dt1
t1
; d
(
w
tN1
)
; d
(
t3
tN1
)}
;
[
Dt1
GtN1
+ N
(
Ew
GtN1
+
Ft3
GtN1
)]
dt1
t1
+
E
G
d
(
w
tN1
)
+
F
G
d
(
t3
tN1
)
= 0;
and hence,
˜AN ;xN =
〈
Dt1
GtN1
;
E
G
〉
⊂ OAN ;xN ∀N ∈N: (8.2.11)
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Since for all N ∈N, ˜AN ;xN = 〈1〉, necessarily Dt1=G (mod〈t3〉)∈ 〈w〉mod〈t3〉. Since
t1 is coprime with w,
D(mod〈t3〉)∈ 〈w〉mod 〈t3〉: (8.2.12)
• Step 4. Conclusion: Let F =R=〈w; t3〉 be the local ring of C at x. Let I = 〈p −
ut
′
1 ; w; t3〉. Then by (8.2.1),
I=I2 → 1B=I1B → 1F → 0: (8.2.13)
Recall that 1B is a free B-module of rank 3. Now the matrix
D E F0 1 0
0 0 1

 ;
says that the 0th ?tting ideal associated to 1F is given by
D˜(F) = 〈D〉(mod (〈w; t3〉) = 0 (mod〈w; t3〉); (8.2.14)
where the last equality follows from (8.2.12) in Step 3. So the generic rank of 1F is
at least 1.
Now we will compute the generic rank of 1F proceeding in a diNerent way: consider
the ?eld k(p)=T=pT. Note that the ringF⊗Tk(p) is a ?nitely generated k(p)-vector
space. Then F is a ?nite T-module (cf. [22, Corollary 2]). Let Q(T) be the fraction
?eld of T, and given an element g∈R, let Rg be its image at F. Now, consider the
following commutative diagram:
F= T[|Rt1|]=〈Rt11 u− Rp〉 −−−−−→T[|Rt1|]=〈Rt11 u− Rp〉⊗T Q(T) =F⊗T Q(T)
↑ ↑
T−−−−−−−−−−−−−−−−−−−−→ Q(T):
Since F⊗T Q(T) is a ?nite separable extension of Q(T), we have that
1F⊗T Q(T)=Q(T) = 0. So the generic rank of 
1
F is zero, contradicting our previous
computation.
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