In free viewpoint television or 3D video, depth image based rendering (DIBR) is used to generate virtual views based on a textured image and its associated depth information. In doing so, image regions which are occluded in the original view may become visible in the virtual image. One of the main challenges in DIBR is to extrapolate known textures into the disoccluded area without inserting subjective annoyance. In this paper, a new hole filling approach for DIBR using texture synthesis is presented. Initially, the depth map in the virtual view is filled at disoccluded locations. Then, in the textured image, holes of limited spatial extent are closed by solving Laplace equations. Larger disoccluded regions are initialized via median filtering and subsequently refined by patch-based texture synthesis. Experimental results show that the proposed approach provides improved rendering results in comparison to the latest MPEG view synthesis reference software (VSRS) version 3.6 [1].
INTRODUCTION
The interest in 3D video and free viewpoint television is constantly increasing and has led to improvements in all stages of the processing chain. Auto-stereoscopic displays provide a 3D impression to an observer without the need to wear additional glasses. Such a display shows a number of slightly different views (e.g. 9) at the same time, of which an observer sees only two in the right viewing positions. To simultaneously deliver so many videos, extremely large bandwidth is required. Additionally, there is a clear trend in the industry to use conventional stereo, thus providing two video streams with a camera distance optimized for cinemas. Hence, a need arises to render "virtual" views to support future displays at data rates almost similar to mono video [2] .
Depth image based rendering (DIBR) can be used to render new views from a textured image and its associated depth values to a slightly different virtual view. One main problem that arises in this context is that the regions occluded by foreground (FG) objects in the original view may become visible in the "virtual" view. There are two basic options to handle this obstacle. The missing
___________________________
We would like to thank the Gwangju Institute of Science and Technology in Korea and the Electronic and Telecommunications Research Institute / MPEG Korea Forum for providing the "Newspaper" and "Lovebird1" sequence respectively. image regions may be replaced by meaningful color information [3] or the depth map may be preprocessed in a way that no disocclusions appear in the "virtual" image [4] . The disadvantage of existing approaches is that high quality rendering can be done just for small shifts of the camera position. There are two basic options to handle this obstacle. The missing image regions may be replaced by meaningful color information [3] or the depth map may be preprocessed in a way that no disocclusions appear in the "virtual" image [4] . The disadvantage of existing approaches is that high quality rendering can be done just for small shifts of the camera position.
Texture synthesis is an appropriate technique to fill unknown image locations with known information either from the same [5] or from other images in a database [6] . Texture synthesis operates in parametric [7] or non-parametric [5] , [8] modes. While parametric methods are faster, non-parametric methods result in better visual quality [9] .
In this paper, a new approach to handle disocclusions in 3D video is presented. The method is based on non-parametric texture synthesis such that "virtual" views with a large baseline can be rendered. A robust initialization gives an estimate of the unknown image regions that is further refined in a synthesis stage.
The remainder of this paper is organized as follows. In section 2, the overall algorithm is presented. In sections 3 to 5, depth map (DM) filling, image initialization and texture synthesis are presented in detail. In section 6, the simulation setup and experimental results are presented. Finally, conclusions and future steps are given in section 7.
OVERALL ALGORITHM
The proposed algorithm is depicted in Fig. 1 as a block diagram. The method introduced in [10] is used to compute the depth maps (DM). To warp an original image and its associated DM into the new "virtual" position, the method presented in [1] is utilized. As the "virtual" camera moves along the epipolar lines, the objects are moved in opposite direction along the same lines and some image regions are uncovered (cf. Fig. 2(a) ).
The aim of the overall view synthesis algorithm is to cover the disoccluded area (holes) which becomes visible in the virtual view and the DM in a visually plausible manner. In a first step, the disoccluded area in the DM is filled. Then, very small holes are initially filled by solving Laplacian equations. The remaining holes are initialized from the spatially adjacent original texture to give an estimate of the missing information and patch-based texture synthesis is used to refine the initialized area. 
DEPTH MAP FILLING
The DM, denoted as , is an 8 bit gray scale image. The closest point to the camera is associated with the value 255 and the most distant point is associated with the value 0 (cf. Fig. 2(a)-(c) ). Depth filling is performed according to the reasonable assumption that the uncovered area belongs to BG and not to FG objects. The uncovered area in the DM is denoted as Ψ. Due to inaccuracies in depth estimation, FG objects may be warped into the disoccluded area. Therefore, blobs of up to γ pixels in Ψ are assigned to Ψ because they are potentially very noisy and may otherwise lead to noticeable inaccuracies in the post-processed DM (cf. Fig. 2(b) ). The holes in the DM are filled line-wise along the epipolar lines from the BG. The filling direction for the example in Fig. 2 (a) is marked with red arrows. One possibility is to copy the last valid BG depth value line-wise into Ψ (cf. Fig. 2 (b)). But relying on a single value is not likely to be robust. For that reason, two centroids ( and ) representing the FG and BG of 's neighborhood are computed via -means clustering ( 2) . The considered neighborhood is determined by a window of size pixels, centered on the location . The condition to choose the depth value to be filled is as follows (cf. Fig. 2 (c) ):
INITIAL FILLING OF TEXTURED PICTURES
In an initial filling step, small holes in the current picture are covered by using the Laplacian equation [11] , which works well for the reconstruction of smooth regions. It can be assumed, that a small area of missing information fulfills this condition. This restoration method provides good visual results for holes less than pixels (e.g. 50 pixels) and is faster than patch-based texture synthesis. This area is considered as finally filled and will not be refined with texture synthesis. In [12] , it is shown that the performance of texture synthesis can be improved by using an initial estimate of pixel values in the unknown region. In this paper, an initialization scheme that is based on the statistical properties of known samples in the vicinity of the hole area is employed. Generally, the known samples constitute valid BG pixels but in some cases the depth information at the FG-BG transition are not reliable. Hence, the probability distribution of known BG pixel values in the spatial neighborhood of the hole area is observed to be skewed. To capture the BG value from the spatially adjacent samples, we utilize the Median estimator, which is the standard measure of (end value) location used in case of skewed distributions.
A window of samples centered on the pixel to be filled is considered. For each unknown pixel, a measure is set equal to the number of known pixels that are classified as BG in the current window. The unknown pixels are visited in decreasing order of . A 2D median filter operates on the BG pixels in the current window and the filtered output is used to initialize the unknown pixel. The filtering operation can be viewed as the process of extracting a valid BG value from the spatially neighboring samples. This serves as a coarse estimate for the texture synthesis stage that can bring back the details in the unknown region. Using the described initialization scheme, the sensitivity of the texture synthesis stage to outliers in the transition region is significantly reduced.
TEXTURE SYNTHESIS OF TEXTURED PICTURES
Patch based texture synthesis is a process in which small patches from a known area are used to fill an unknown area. The patch to be copied overlaps with original/synthesized samples such that there is a smooth fit. The algorithm proposed in [5] is utilized to determine the filling order and is enhanced in two ways. Firstly, already estimated samples through initialization are considered in further processing steps. The gradient is computed for all the samples in the current patch, thus leading to a better isophote direction (Please refer to [5] for the original algorithm). Secondly, the filling order is steered such that the synthesis starts from the BG area towards the FG objects. To this end, locations in Ψ are assigned filling priorities correspondingly. In the following, denotes the patch at the current location to be filled, whose center is denoted as . An area of 5 5 centered at is defined to be the source area . The filling algorithm now searches for a patch in that is similar to . Only the luminance samples are considered in the matching routine. Using the DM that is already filled, the depth value of is always known. All pixel positions in with depth values higher than are excluded from search. In such a manner, patches will not be taken from area with depth values much higher than the current region to be filled, in other words foreground objects. The source area is sub-sampled by a factor of 2 to accelerate the matching operation. The remaining source positions are utilized as center positions for . The best continuation patch out of all candidate patches is found by minimizing the following cost function:
where is the number of original and Ω is the number of initialized pixels in .
is the sample-wise gradient of c and is the sample-wise gradient of . Ω is the weighting factor for the initialized values in Ω and is the weighting factor for gradient component in the matching process. In the last term the weight is given by Ω because here, the distance between and is determined both in sample and gradient domain. An efficient post-processing method is applied to ensure smooth transitions between adjacent patches [8] . This post-processing is adapted to the framework in such a manner that FG objects are not considered as boundary pixels.
SIMULATION SETUP AND EXPERIMENTAL RESULTS
To evaluate the proposed approach, we used three 3D-video sequences "Book arrival", "Lovebird1" and "Newspaper", having a resolution of 1024 x 768 pixels. For these sequences several rectified videos with slightly different camera perspectives are available. The baseline is approximately 65 mm between two adjacent cameras. For every sequence, we considered 2 original but not necessarily adjacent cameras (cf. Table 1 "Camera" column). The following view synthesis operations were conducted: warping an original view (right and left) towards an adjacent view; baseline extension where the virtual camera position is 2 cameras away from the original camera location, giving a baseline of approximately 130 mm. For all experiments we set 32 pixels, 50 pixels, Ω 0.6 and 15. Objective results are depicted in Table 1 by the mean PSNR and SSIM over all pictures of a sequence. PSNR is computed locally only for the defective area in the image while SSIM is determined for the entire image, because application of SSIM to arbitrarily shaped regions is not straightforward. Note that camera 7 of "Lovebird1" and camera 5 of "Newspaper" were not available so we had no reference for objective evaluation of the middle view case. For the sequence "Book arrival" the reported approach gives better SSIM and PSNR results than MPEG VSRS. For the "Lovebird1" sequence we obtain the best results in terms of SSIM. However, the PSNR value of MPEG VSRS is better for the case "camera 6 to 8" because although VSRS yields obvious artifacts, the color information in the synthesized area seams to correlate with the true information and is strongly blurred, while our result is sharper but noisy. For the sequence "Newspaper" VSRS gives the better results for the synthesis of camera 6 from camera 4, because our modules rely on the DM. However, here, the DM is particularly unreliable yielding vi- sual and objective losses. Nevertheless, objective and visual gains can be reached for the case "camera 6 to 4" as shown in Table 1 and in Fig. 2(d) -(f) (electronic magnification may be required) respectively. In Fig. 2(d) , the original reference image is shown. Fig. 2(e) shows the result with VSRS and Fig. 2(f) the results with the proposed software. Fig. 3 exemplarily shows objective results in PSNR and SSIM for one warping direction with large baseline out of all sequences. In Fig. 4 and Fig. 5 visual results for the sequences "book arrival" and "lovebird" are shown. In (a), the original reference picture is shown. It is frame 1 of the sequence "Book arrival" and frame 116 for "Lovebird1". In (b), the warped images are shown (large baseline extension for "Book arrival" camera 8 to 10, for "Lovebird1" camera 8 to 6). The disoccluded areas are marked black. The rendering results by MPEG VSRS are shown in (c), while the rendering results by the proposed approach are shown in (d). Fig. 4 (e), (f) and Fig. 5 (e) , (f) are enlargements of the red bounding boxes shown in (c) and (d), where the results for the proposed algorithm are shown on the right and the MPEG VSRS results are depicted on the left. In Fig. 4 (e), (f) and Fig. 5 (e), (f) it can be seen that our algorithm correctly fills the disoccluded areas, as no foreground data is used. This also leads to better object boundaries. As can be seen in Fig. 4 (f) on the poster in the background, details are well preserved by our method. Also in Fig. 5 (f) , the staircase is reconstructed in a visually plausible manner by the proposed approach.
CONCLUSIONS AND FUTURE WORK
In this paper a new hole filling algorithm for DIBR is presented. The approach works for large baselines and the rendering results are visually consistent. A robust initialization is used to obtain an estimate of the disoccluded area. Subsequently, a refinement step based on patch-based texture synthesis is applied. Overall, the proposed algorithm gives both subjective and objective gains compared to the latest MPEG VSRS. However, all modules of the approach depend on the depth map which can be especially unreliable at background-foreground transitions. Hence, wrong depth estimates may lead to significant degradation of the rendering results. In future work this dependency will be relaxed. Furthermore, alternative state-of-the-art synthesis methods will be examined in order to assess the potential gains that can be expected from texture synthesis algorithms in the DBIR context. 
