Frequencies of occurrence of low-level image features is the representation of choice in the design of state-of-theart visual object recognition systems. A crucial step in this process is the construction of a codebook of visual features, which is usually done by cluster analysis of a large number of low-level image features detected as interest points. However, clustering is a process that retains regions of high density in a distribution and it follows that the resulting codebook need not have discriminant properties. Here we extend our recent work on constructing a one-pass discriminant codebook design procedure inspired by the resource allocating network model from the artificial neural networks literature. Unlike clustering, this approach retains data spread out more widely in the input space, thereby including rare low-level features in the codebook. It simultaneously achieves increased discrimination and a drastic reduction in the computational needs. We illustrate some properties of our method and compare it to a closely related approach.
INTRODUCTION
Each three-dimensional object in the real world can cast an infinite number of different two-dimensional images onto the retina. The important problem in computer vision is to determine the presence or absence of a specific object under a wide variety of conditions. Changes in pose, lighting, occlusion, clutter, intra-class differences, inner-class variances, deformations, as well as the background that varies relative to the viewer make the problem highly challenging.
The popular approach in visual object recognition is the use of local information extracted at several points or patches in the image. The underlying idea is that, in different images the distribution of the patches is different, which can be effectively used for recognition. In such a patch-based object recognition system, the key role of a visual codebook is to provide a way to map the low-level features (e.g. scaleinvariant feature transform (SIFT) [1] ) into a fixed-length vector in histogram space to which standard classifiers can be directly applied.
Several patch-based visual object recognition systems [2, 3, 4] fit into a general framework that is summarised in the following steps:
1. Feature extraction: Detection and description of image patches from the image corpus.
Cluster analysis:
Constructing visual codebooks by means of clustering techniques. The codebook is the set of centres of the learnt clusters.
Histogram generation:
Mapping the extracted image descriptors into a feature vector by computing the frequency histograms with the learnt clusters. This mapping produces a bag-of-features representation, similar to the bag-of-words representation that was originally used in text classification [5] .
Classification:
Classifying the test set to predict which category or categories to assign to the image.
This patch-based bag-of-features methodology has proved to yield state-of-the-art performance in large evaluations (e.g. the PASCAL Visual Object Classes (VOC) Challenges).
The classification performance of such a visual object recognition system strongly depends on the effectiveness of the visual codebook as it plays a central role that affects the model's complexity. Desirable properties of a codebook are compactness, low computational complexity, and high accuracy of subsequent categorisation. Discriminative power of a codebook determines the quality of the codebook model, whereas the size of a codebook controls the complexity of the model.
Usually the construction of a codebook is achieved by cluster analysis using K-means clustering [3, 4, 6, 7] . There are several known difficulties with the use of K-means clustering, including the choice of a suitable value for K, the computational cost of clustering when the dataset is large, and the convergence properties of the algorithm [8] . Clustering the visual keypoints using K-means, forces the relationship between different codes to be assigned to one of the K fixed clusters. This being a density preserving algorithm formulates more clusters to high frequency areas of the descriptor space and less clusters for the remaining areas. There is no apriori reason to expect that cluster centres derived in this manner would form a discriminant codebook to separate object classes.
A common requirement amongst many existing clustering methods is that all pairwise distances between data must be computed in advance. This makes it computationally more expensive and difficult to cope with large scale data such as the Caltech 1 and PASCAL VOC Challenge 2 image datasets. The size of these image datasets nearly grows exponentially over the years. Table 1 shows the statistics of these benchmark datasets. We refer to our algorithm as a resource-allocating codebook (RAC), that takes only one-pass through the entire data, inspired by the resource allocation network (RAN) algorithms [9, 10] developed in the artificial neural networks literature. The RAN can be interpreted from a function space approach to sequential learning. It either allocates a new unit, based on the novelty of a newly seen pattern, or adapts the network parameters by using the standard LMS gradient descent algorithm to fit that observation. Our goal is to construct a visual codebook by discarding visually similar keypoints at the nearest neighbours that of a fixed-radius hyperspheres. RAC carves the input space in a wider span than that would be found by K-means method.
The remainder of this paper is organised as follows. In section 2, we summarise various techniques that have been used in the literature in constructing a visual codebook for object categorisation. Section 3, presents the framework of the novel algorithm that we propose. Section 4, provides testing results demonstrating the better performance of RAC at a tiny fraction of computing cost. In section 5, we discuss various properties of RAC. Section 6 concludes our paper. 
PREVIOUS WORK
Several combinations of image patch detectors and descriptors, different features, matching strategies, various clustering methods and classification techniques have been proposed in the last few years for object recognition. The wellknown framework in the literature uses the SIFT descriptors clustered using K-means algorithm, and images are encoded as a histogram of codewords as originally proposed in [2] and [7] . In [2] , images are described by histograms over a selected size of codebook constructed by K-means clustering. The reported results were the clusters that gave them the lowest empirical risk in classification. They compare Naive Bayes and SVM classifiers in the learning task, and found that the SVM with linear kernel gives a significantly better performance.
Several other techniques have been proposed in constructing codebooks with different clustering techniques, such as hierarchical K-means [11] , agglomerative clustering [12] , randomised clustering forests [13] , and Gaussian mixture models [14] .
Recent studies [3, 15, 16, 17] have started to explore the construction of a codebook that considers both compactness and discriminative power. In [15] , the method reduces the size of a codebook and enhances discriminative power by eliminating some visual codes using an entropy-based minimum description length criterion. However, there is a large amount of computation involved in constructing a codebook and the resized codebook is not optimally compact. In [3] , they optimise codebooks by hierarchically merging codewords in a pair-wise manner using the information bottleneck principle from an initially constructed large codebook by K-means. Although the codebook is tailored, it would require fully retraining the framework on the arrival of new categories. In [16] , codebook is constructed at a multiresolution level using hierarchical clustering and then use a boosting feature selection method to select discriminant codewords. Although this method is effective, greater computation and the use of K-means make it difficult to cope with large scale data. In [17] , the proposed method unifies a codebook generation with classifier training. Images are represented by means of visual bits associated with different categories. Similarly, in [18] an iterative non-redundant codebook construction process is done by means of a weighted voting scheme of the AdaBoost procedure integrated with classifier learning. The base codebook in [17] and [18] is constructed using K-means.
The RAC has strong similarities to the mean-shift based clustering technique of Jurie and Triggs [19] . They sub sample patches randomly from the feature set and allocate a new cluster centre for a fixed-radius hypersphere by running a mean-shift estimator. The mean-shift procedure is achieved by successively computing the mean-shift vector of the sample keypoints and translating a Gaussian kernel on them. Subsequently, features that fall within the cluster are filtered out. This process is continued by monitoring the informativeness of the clusters or until a desired number of clusters is found. This method is computationally intensive in determining the cluster centroid by mean-shift iterations at each of the sub samples. The convergence of such a recursive mean-shift procedure greatly depends on the nearest stationary point of the underlying density function and its utility in detecting the modes of the density. This method requires sub sampling of visual keypoints with a regular grid and the selection of the bandwidth parameter. In contrast, our proposed approach that has a single threshold takes only one-pass through the entire data, making it computationally efficient. A specific experiment carried out with RAC for face recognition has been reported in [20] .
METHODOLOGY
The RAC starts by arbitrarily assigning the first data item as an entry in the codebook. When a subsequent data item is processed, its minimum distance to all entries in the current codebook is computed, using an appropriate distance metric. If this distance is smaller than a predefined threshold, the current codebook is retained and no action is taken with respect to the processed data item. If the threshold is exceeded by the smallest distance to centroids, a new entry in the codebook is created by including the current data item as the additional entry. This process is continued until all data items are seen only once.
To make the RAC technique more informative to the order of presence of the data, we use an incremental update to shift the centroids by means of computing the weighted average of all its points. We define all visual descriptors as X∈R d and the centres of the hyperspheres as C∈R d , where d is the dimension of the visual descriptors. We keep record of the weights (number of descriptors) of each hypersphere. Whenever a new descriptor falls into a hypersphere H i then its centroid C i is redefined by the weighted average of all its previous point and the new point. Thereafter the count of H i is incremented by one. The pseudocode of this approach is given in Algorithm 1.
The RAC partitions the feature space into a set of overlapping hyperspheres when the distance metric used is the Euclidean norm. Local correlations between features could also be modelled in this framework by estimating covariance matrices associated with each vocabulary entry and using a Mahalanobis distance metric, similar to the sequential input space partitioning algorithm in [21] , though for simplicity we restrict ourselves to Euclidean distance in this paper.
Algorithm 1 Resource-Allocating Codebook
Input: Visual descriptors (X) and radius (r) of the hyperspheres. Output: Visual codebook (C)
Step 1:
Step 2: Repeat steps 3 to 4 until i ≤ size(X)
Step 3: if min X i − C 2 > r 2 then create a new hypersphere of r such that,
else ∀j, find the k th hypersphere, such that, min X i − C j 2 ≤ r 2 and update its location
Step 5: return C
EXPERIMENTS AND RESULTS
We present our experimental results under two categories. In the first category, the performance of RAC is compared with K-means and mean-shift based method. We selected a set of binary classification tasks from the PASCAL VOC Challenge 2007 dataset 3 . In the second category, the performance of RAC is compared with K-means by performing a binary classification on a balanced set of the PAS-CAL07 dataset and a multi-class classification on the Xerox7 dataset [2] .
In our first experiment, the selection of binary classes was based either on their appearance-based similarity (e.g. bicycle and motorbike) or on the number of images that are nearly equal from both of the object categories. We performed the classification task on the PASCAL07 for each of the twenty classes, predicting the presence or absence of an example of that class in the test image. In the second experiment, in order to perform the classification on a balanced set, we randomly selected 50 images per interest class and three images per other classes (3×19 = 57). The multi-class classification was performed with 10-fold crossvalidation.
Following the state-of-the-art approach [3, 17] , we used SIFT features, which is a representation of keypoints extracted from an image in a 128 dimensional space. In all of our experiments performed with PASCAL07, the codebook construction involved the features extracted within the pro- vided bounding box information by ignoring objects marked as 'difficult'. In Xerox7, features were extracted from the 9-folds of training set, and RAC method was applied on a randomly selected 15000 interest points from each class to construct a codebook. In classification, the keypoints derived from an image is mapped into a histogram of nearest codeword of a codebook, and then support vector machines (SVMs) are applied. SVMs are quite naturally designed to perform classification in high dimensional spaces. Classification in this paper was performed using one-versus-all linear SVMs. For each problem, we estimate the regularisation parameter C of the binary SVMs by means of cross-validation on the training set.
In Table 2 and Table 3 , we report the recognition results of three independent runs as the means of average precision (MAP) of our experiments performed with the PASCAL07 dataset. Each run is carried out by randomly shuffling the order of presence of the images to the clustering process. While we have included the standard deviation for completeness, we note that these are estimates of uncertainty for a very small number of trials.
In our experience, we were not able to extend K-means clustering on 1,696,797×R
128 SIFT descriptors that were extracted from the two dominant object classes ('person' and 'car') of PASCAL07 dataset, to construct the visual codebook owing to prohibitive execution times. Therefore, we used the RAC technique. The MAP of the Person vs Car classification was 0.8253 ± 0.0040.
In Table 3 , RAC is best for 15 out of 20 classes, whereas K-means is best for 5 out of 20 classes. We evaluated the experimental results based on the statistical test (1-tailed) and may conclude that RAC outperforms K-means at the level of significance p = 0.0023. Table 4 shows the confusion matrix of the 10-fold cross validation performed on the Xerox7 dataset. Our overall error rate is 13.64% whereas the K-means method of [2] has an error rate of 15%. Also the error rate of faces in Table 3 . Recognition results as mean average precisions on a balanced subset of the PASCAL07 classification task. K-means with K=1000 and RAC with r=0.8. the Xerox7 dataset when we applied our approach is 1.52% whereas [2] has an error rate of 2%.
PROPERTIES OF RAC

The coverage of the feature space
To illustrate the difference between RAC and K-means clustering in partitioning the descriptor space, we consider four images each from two object categories, duck and horse (see Figure 1) , that of the Amsterdam Library of Object 128 SIFT descriptors that were clustered into 160 clusters using K-means and RAC techniques. Figure 2 (a) shows a two dimensional projection of those 160 cluster centres projected on a plane defined by the first two principal components of the those clustered data. While projecting the SIFT based cluster centres from 128 to 2 dimensions masks much of the distribution, it can still be visualised that RAC gives codebook prototypes spanning in a wider range of space than K-means. Figure 2 (b) indicates the logarithmic count of the data points that fall in each bin of the clusters ordered descendingly. We used the duck and horse images shown in Figure 1 . It can be seen that Kmeans has clusters with more equal data points that has a narrower span in the feature space, while RAC has more unequal points that spans more widely and capturing rare points in the feature space.
Computational savings
Our approach has far lower computational cost than K-means clustering. An illustrative example to support this claim would be the example of duck vs horse with the 1559 SIFT descriptors were clustered into 160 clusters using K-means in 19.79 seconds while RAC only needed 0.58 seconds to complete the one-pass execution on a desktop computer with an Intel Core 2 running at 2.4GHz and 4GB of RAM. Further, 105000 SIFT descriptors that were used in our multiclass classification of the Xerox7 dataset were clustered into 1000 clusters using K-means in an average time performing each fold of the 10-fold cross-validation in ≈ 149 hours while RAC only needed an average time of ≈ 19 minutes, showing the drastic reduction in the computational needs when using the RAC technique compared with the usage of the K-means clustering method. The time complexity of the latter method is O(N DKm), where the symbols in parentheses represent number of data, dimensionality of features, the number of desired clusters and the number of iteration of the expectation-maximisation algorithm. The time complexity of RAC depends on the size of the candidate cluster set C, i.e., we compare each newly seen pattern to all existing clusters. 4 http://staff.science.uva.nl/∼aloi/
The hyper-parameter
The novelty threshold used in RAC is regarded as a hyperparameter, and its choice has the same set of difficulties associated with the choice of K in K-means, and the size of sub samples N, radius r, and mean-shift radius h in the mean-shift based technique. Our approach to setting r is to take a small sample of the data, compute all pairwise distances between these samples and set the threshold, so that an approximate target codebook size is achieved. Another way to estimate r is cross-validating over the training set. components of the data. K-means ('+') yields cluster centres that preserves data density while RAC ('o') generates codebook that are more spaced out. (b) Plot of the logarithmic count of the data that falls in each histogram bin of the clusters generated by Kmeans (dotted line) and RAC (solid line) methods applied on duck vs horse task. We see that the K-means results in approximately the same number of data points associated with each cluster while RAC has clusters with a highly skewed distribution. Thus in RAC outlier (or less occurrence) data get included as part of the codebook. 
CONCLUSION
In this paper we have demonstrated a one-pass sequential strategy that can be used to construct visual codebooks with a computationally much simplified algorithm compared to what others have achieved. Indeed, the resource-allocation strategy we introduce slightly outperforms more traditional approaches due to its tendency to spread out the cluster centres over wider range of the feature space than density preserving clustering methods. In addition to computational and recognition performance, our approach is also fundamentally different from traditional approaches in that it is not the density of detected patches one needs to retain in the codebook but the coverage across the feature space.
