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Abstract
The two concepts dual code and parity check matrix for a linear perfect 1-error correcting binary code are generalized to the
case of non-linear perfect codes. We show how this generalization can be used to enumerate some particular classes of perfect
1-error correcting binary codes. We also use it to give an answer to a problem of Avgustinovich: whether or not the kernel of every
perfect 1-error correcting binary code is always contained in some Hamming code.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A perfect e-error correcting q-ary code of length n is a subset C of the direct product Znq ,
C ⊆ Zq × Zq × · · · × Zq
with the property that for any word v¯ of Znq , there is a unique word c¯ of C , satisfying
d(c¯, v¯) ≤ e.
The integer d(c¯, v¯) is the number of positions in which the two words c¯ and v¯ differ and is called the Hamming
distance between the words c¯ and v¯.
The first known perfect codes were constructed by Hamming [7]. He considered an m × n-matrix H , where
n = 2m − 1, consisting of all the n non-zero binary columns of height m. Hamming observed that the null space
of such a matrix H will be a 1-error correcting perfect binary code C :
C = {c¯ ∈ Zn2 | Hc¯T = 0¯}.
The matrix H is called a parity check matrix for the code C and it is easy to see, and most well known, how H can be
used for error correcting purposes.
In 1948, Golay [6] found two multiple-error correcting perfect codes. One of his codes is a 3-error correcting binary
code of length 23, the other code is a 2-error correcting perfect ternary code of length 11.
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In 1972 Tieta¨va¨inen [22], and independently Leontiev and Zinoviev [16], proved that in the case of e ≥ 2 and q a
power of a prime p, then there are no parameters (n, e, q) for which there exist perfect codes other than those found
by Golay.
In this paper, we will just consider binary perfect codes, and of course just consider the case of 1-error correcting
perfect codes. These codes will here be called perfect codes.
Two subsets C and D of Zn2 are said to be equivalent if there is a word c¯ ∈ Zn2 and a permutation pi ∈ Sn , the set
of permutations of the n coordinate positions, such that
D = c¯ + pi(C).
(Note that we with pi(C) mean the permutation of the words of C induced by the permutation pi ∈ Sn .)
Both the Hamming codes and the codes of Golay are linear codes, i.e. subspaces of a finite vector space. The first
perfect code, that was not equivalent to any linear code, was found by Vasil’ev in 1962 [23]. There are now more than
20 different constructions of perfect codes [21], and it has been shown [15] that the number of different perfect codes
is so very large that the set of all perfect codes must be hard to classify and enumerate.
Even for binary perfect codes of as small length as n = 15 and n = 31, the classification and enumeration of
them seems to be impossible. A few, rather special, cases have been settled. Hergert enumerated, in his thesis [13],
the Vasil’ev codes of length 15. Phelps [18] enumerated, by the use of a computer search, all extended perfect codes
of length 16 given by one of his constructions, the so called Phelps construction [17].
One way to organize the classification and enumeration of perfect codes is by rank and kernel dimension, concepts
that we now define.
The linear span of the set of words of a perfect code C is a linear space that we denote by 〈C〉. The dimension of
this space will be called the rank of C and will be denoted by rank(C).
A word p¯ ∈ Zn2 is a period of C if
p¯ + c¯ ∈ C for all c¯ ∈ C.
The set of all periods of C will be a subspace of Zn2 and will be called the kernel of C and will be denoted by ker(C).
If the all zero word
0¯ = (0, 0, . . . , 0)
belongs to C , then the kernel of C also is a subset of C .
It must be remarked that all possible triples (n, r, k) (with only a very few exceptions) for which there exists a
perfect code C of length n, of rank r and with a kernel of dimension k have been determined; see [2,3] and [19].1
In this paper we introduce a generalization, to the non-linear case, of the parity check matrix for a Hamming code.
Our generalization will be called a parity check system and will consist of the concatenation (G|S), of two matrices
G and S. The linear space, spanned by the rows of the concatenated matrix (G|S), will be called the super-dual of
the code. Thus also with any non-linear perfect code, we may associate a subspace of a vector space that will be of
significance for the code.
One main property for the parity check matrix H is that any non-zero vector in the row space of H has weight
(n + 1)/2 (the weight of a word is the number of non-zero coordinates). The parity check system (G|S) will have a
similar property, the so called super-duality property: Let the word (g¯|s¯) be any word of the row space of (G|S). If
the weight of g¯ is not equal to (n + 1)/2 then the weight of s¯ must be equal to (s + 1)/2, where n is the number of
columns of G and s is the number of columns of S. Further any parity check system for a perfect code is in principle
characterized by this property. To prove that, we will use the technique with Fourier coefficients, as described in [8]
and in [9].
As an application of the technique with super-duality, we will show that
(I) there is exactly one equivalence class of perfect codes of length n = 31, rank = 30 and with a kernel of dimension
23,
1 During the period from writing this paper to when the first referee report was given, the remaining cases have been settled, and so now there is
a complete solution to this so called Etzion–Vardy kernel–rank problem [5]. The last open case of this problem was settled by us [10], by using the
results of this paper.
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(II) there are exactly three equivalence classes of perfect codes of length n = 15, rank 12 and with a kernel of
dimension 9,
(III) there exists a perfect code C with the property that there is no Hamming code H such that
ker(C) ⊆ H ⊆ 〈C〉⊥.2
We are convinced that the above approach, using the super-duality property, will be useful in constructions,
classifications and enumeration of perfect codes. This approach might also be useful in connection with other problems
concerning perfect codes. Further we are convinced that the parity check system can be generalized also to the non-
binary case.
2. Preliminaries
We only give some notation and some definitions.
The weight of a word v¯, w(v¯), is the number of non-zero coordinates of v¯.
The set of all permutations of the set of coordinate positions that do not change a set of words C constitutes a group
that will be called the symmetry group of the set C , Sym(C).
A word of weight 1 and with the only non-zero element in position i will be denoted by e¯i .
We define the sum of two subsets A and B of Zn2 to be
A + B = {a¯ + b¯ | a¯ ∈ A, b ∈ B}.
(If A consists of just one word a¯ then we write a¯ + B instead of {a¯} + B.)
By log(n) is always meant the 2-logarithm of n, i.e. if n = 2k then log(n) = k.
The rank of a matrix A, rank(A), is the dimension of the subspace of Zn2 spanned by the rows of A.
The set of columns of a matrix A will be denoted by col(A).
Finally, we will assume that all perfect codes, considered below, contain the all zero word 0¯, when not otherwise
stated.
3. Fourier coefficients
We will consider a group algebra R[x1, . . . , xn], that consists of polynomials over the real numbers in the
indeterminates x1, x2, . . . , xn . The exponents of the indeterminates will be either zero or one. The multiplication
in this algebra is defined on monomials and extended linearly:
x s11 x
s2
2 . . . x
sn
n · x t11 x t22 . . . x tnn = xr11 xr22 . . . xrnn where ri = si + ti (mod 2).
With any subset C of Zn2 we associate a polynomial C(x1, . . . , xn) defined by
C(x1, . . . , xn) =
∑
(c1...,cn)∈C
xc11 . . . x
cn
n .
We define a particular set of polynomials:
yt¯ (x1, . . . , xn) = 12n
n∏
i=1
(1+ xi )1−ti (1− xi )ti , t¯ = (t1, . . . , tn) ∈ Zn2 .
It was observed in [8,9] that every polynomial C(x1, . . . , xn) of R[x1, . . . , xn] has an unique expansion
C(x1, . . . , xn) =
∑
t¯∈Zn2
At¯ yt¯ (x1, . . . , xn) (1)
where the elements At¯ , for t¯ ∈ Zn2 , are real numbers.
2 This result might be of interest, as it was shown by Heden and Hessler [11] that if you know the kernels of all perfect codes, then you also can
enumerate all linear equivalence classes of perfect codes.
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From what is proved below it follows that if C(x1, . . . , xn) is the polynomial associated with some subset C of Zn2
then the numbers At¯ , for t¯ ∈ Zn2 , will be integers.
Further it was observed that
yt¯ (x1, . . . , xn) · ys¯(x1, . . . , xn) =
{
yt¯ (x1, . . . , xn) if t¯ = s¯.
0 else.
(2)
Hence we will call the coefficients At¯ , t¯ ∈ Zn2 , in the expansion (1) the Fourier coefficients of the set C .
Let S1(0¯) denote the set of words of weight at most 1. A subset C of Zn2 is a perfect code of length n if and only if
C + S1(0¯) = Zn2
or equivalently
C(x1, . . . , xn)S1(0¯)(x1, . . . , xn) = 2n y0¯(x1, . . . , xn).
It is not very difficult to see that almost all Fourier coefficients At¯ of S1(0¯) are non-zero. The exception are those
coefficients At such that w(t¯) = (n + 1)/2. Hence we get, from the Eq. (2), the following theorem, see [8] or [9]:
Theorem 1. A subset C of Zn2 of size 2
n−log(n+1) is a perfect 1-error correcting code if and only if the Fourier
coefficients At¯ , t¯ ∈ Zn2 \ {0¯}, of C are equal to zero for those t¯ with w(t¯) 6= (n + 1)/2.
We now show how the Fourier coefficients of any code C may be calculated by using a set of coset representatives of
the kernel of the code. We will assume that the all zero word belongs to C , which is sufficient for our purpose.
Let c¯0 = 0¯, c¯1, . . . , c¯k be a family of coset representatives in C of the kernel of C , i.e.
C = ker(C) ∪ (c¯1 + ker(C)) ∪ (c¯2 + ker(C)) ∪ · · · ∪ (c¯k + ker(C)) (3)
where k + 1 = |C |/|ker(C)| and c¯i ∈ C for i = 0, 1, 2, . . . , k.
For any two words s¯ and t¯ of Zn2 we define the dot product of s¯ and t¯ by
s¯ · t¯ = s1t1 + s2t2 + · · · + sn tn (mod 2).
It is easy to see, as in [9], that for any t¯ ∈ Zn2 ,
At¯ = |{c¯ ∈ C | c¯ · t¯ = 0}| − |{c¯ ∈ C | c¯ · t¯ = 1}|, (4)
and that
c¯ ∈ ker(C) if and only if c¯ · t¯ = 0 for all t¯ ∈ Zn2 with At¯ 6= 0. (5)
Consequently,
ker(C) = (span{t¯ ∈ Zn2 | At¯ 6= 0})⊥, (6)
or equivalently
ker(C)⊥ = span{t¯ ∈ Zn2 | At¯ 6= 0}. (7)
We get from Eq. (5) that, if At¯ 6= 0 for some t¯ ∈ Zn2 then, for all c¯ ∈ c¯i + ker(C), c¯ · t¯ = c¯i · t¯ . We thus conclude
that there are two cases. If t¯ 6∈ ker(C)⊥ then the Fourier coefficient At¯ equals zero. If t¯ ∈ ker(C)⊥ then the Fourier
coefficient At¯ depends on the coset representatives of ker(C) in C :
if t¯ ∈ ker(C)⊥ then At¯ = |ker(C)|
(
k + 1− 2
k∑
i=1
c¯i · t¯
)
, (8)
where k is as in Eq. (3).
We now define a map σ from ker(C)⊥ to Z k2 by
σ(t¯) = (c¯1 · t¯, c¯2 · t¯, . . . , c¯k · t¯), t¯ ∈ ker(C)⊥.
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Trivially this map is a linear map. It will play a fundamental role in our investigations.
Lemma 1. For any code C, the dual space of 〈C〉 equals the kernel of σ :
〈C〉⊥ = {t¯ ∈ ker(C)⊥ | σ(t¯) = 0}.
Proof. A word t¯ is in 〈C〉⊥ if and only if t¯ · c¯ = 0 for all c¯ ∈ C , or equivalently if and only if t¯ · c¯i = 0 for
i = 1, 2, . . . , k. 
Define Im(σ ) to be the range of the map σ , i.e.
Im(σ ) = {(s1, . . . , sk) ∈ Z k2 | (s1, . . . , sk) = σ(t¯) for some t¯ ∈ ker(C)⊥}.
The corollary below follows, by elementary linear algebra considerations, from the lemma above.
Corollary 1. Let C be any perfect code of length n and let σ be defined as above. The dimension of the range of σ
equals
dim(Im(σ )) = n − dim(ker(C))− dim(〈C〉⊥).
The following lemma is a trivial consequence of (8).
Lemma 2. The Fourier coefficient At¯ , t¯ ∈ Zn2 , of the perfect code C equals
At¯ = |ker(C)|(k + 1− 2w(σ(t¯))),
and hence, for t¯ ∈ ker(C)⊥, At¯ = 0 if and only if w(σ(t¯)) = (k + 1)/2.
4. Simplex codes
A simplex code D of length n is a subspace of Zn2 , where n = 2m − 1, with the property that any non-zero word of
D has weight (n + 1)/2.
This section contains some of the results on simplex codes that will be used later. Proofs of these results can be
found e.g. in [4]. To make the paper self-contained we sketch some of the proofs.
Trivially, as for any code, we may for any simplex code D of length n, define an equivalence relation on the set of
coordinate positions {1, 2, . . . , n}, by
i ∼ j ⇐⇒ di = d j for all d¯ = (d1, d2, . . . , dn) ∈ D.
The partition of the set {1, 2, . . . , n} into disjoint equivalence classes I0, I1, . . . , It , where i ∈ I0 if and only if di = 0
for every word d¯ = (d1, d2, . . . , dn) ∈ D, is called the fundamental partition associated with the simplex code D.
The following lemma is true.
Lemma 3. The fundamental partition I0, I1, . . . , It associated with any simplex code D of length n and dimension r
satisfies
|I0| + 1 = |I1| = |I2| = · · · = |It | = n + 1t + 1 where t = 2
r − 1.
It is well known that the dual of any Hamming code is a simplex code and that any simplex code of length n and
dimension log(n + 1) is the dual of some Hamming code of length n. The following trivial observation will be useful
in our investigations:
Lemma 4. Let n = 2m − 1 for some integer m. Any simplex code D of length n and of dimension r is isomorphic to
some simplex code D′ of length t and of dimension log(t + 1), where t = (n + 1)/2log(n+1)−r − 1. In particular, D′
will be the dual of some Hamming code of length t.
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Proof. We consider the fundamental partition associated with the simplex code D; see above. Let ϕ be the map from
Zn2 to Z
t
2 defined by
ϕ(d¯) = (d ′1, d ′2, . . . , d ′t ) where, for i = 1, 2, . . . , t, d ′i =
{
1 if supp(d¯) ∩ Ii = Ii ;
0 if supp(d¯) ∩ Ii = ∅.
Let D′ be the image of D under the map ϕ. Trivial verifications show that ϕ is an isomorphism. Hence D′ is a subspace
of Z t2. The weight of any word d¯
′ = ϕ(d¯) of D′, d¯ ∈ D, satisfies
w(d¯ ′) = w(d¯)|I1| =
(n + 1)/2
(n + 1)/(t + 1) =
t + 1
2
.
The lemma is proved. 
Let σ be defined as in the previous section. The following lemma is an immediate consequence of Lemma 2 and
Theorem 1.
Lemma 5. If S is a subspace of Im(σ ) in Zm2 with the property that no element of S has weight (m + 1)/2, then the
inverse image of S under the linear map σ
σ−1(S) = {t¯ ∈ ker(C)⊥ | σ(t¯) ∈ S}
is a simplex code of dimension dim(S)+ dim(〈C〉⊥) in Zn2 .
5. The super-dual
The super-dual is a kind of generalization of the Hamming construction of perfect codes [7]. We recall his
construction.
Let H be an m × n-matrix, where n = 2m − 1 and where any non-zero word of length m appears as a column of
H . The set C of words orthogonal to the rows of H
c¯ ∈ C if and only if Hc¯T = 0¯
constitutes a perfect code of length n. This perfect code C is a linear subspace of Zn2 . Further, if v¯ is a word of length
n and H v¯T equals the i-th column of H then there is a word c¯ of C such that c¯ − v¯ = e¯i . This means that this matrix
H also can be used for error correcting purposes. The matrix H is called a parity check matrix for C .
Now we consider any code C , linear or non-linear, perfect or not perfect. We recall that we will assume that the all
zero word 0¯ = (0, 0, . . . , 0) always will belong to C . In order to define the super-dual of a code C we first consider
the dual space V of the kernel of C :
V = ker(C)⊥.
Let c¯1, c¯2, . . . , c¯k be a system of coset representatives of ker(C) in C as in Section 3:
C = ker(C) ∪ (c¯1 + ker(C)) ∪ (c¯2 + ker(C)) ∪ · · · ∪ (c¯k + ker(C)). (9)
Let σ be the linear map from Zn2 to Z
k
2 as defined in Section 3, i.e.
σ(t¯) = (t¯ · c¯1, t¯ · c¯2, . . . , t¯ · c¯k).
We define the super-dual C∗ of C to be the following subspace of Zn2 × Z k2 :
C∗ = {(t¯ |σ(t¯)) | t¯ ∈ V }. (10)
We note immediately that the super-dual of C is a linear code.
The super-dual of any code will be strongly related to what we call a parity check system for the code C , a concept
we define now. This concept generalizes, to the non-linear case, the concept of parity check matrix of a linear perfect
code.
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Let C be any code containing the all zero word. Let G be any matrix such that the rows of G are a set of base
vectors for the dual space of the kernel of C . Let c¯1, c¯2, . . . , c¯k be as above. Let S be a matrix which has as columns
the set
col(S) = {Gc¯T1 ,Gc¯T2 , . . . ,Gc¯Tk }.
We define a parity check system for C to be the concatenated matrix (G|S).
Elementary linear algebra considerations give that, as the null space of the matrix G equals the kernel of C , the
code C will consist of the words in the union of the kernel of C and the cosets d¯ + ker(C) where Gd¯T ∈ col(S);
compare Eq. (9).
Cosets appearing in this way from distinct columns of the matrix S are distinct and thus also disjoint. Hence,
c¯ ∈ C if and only if either Gc¯T ∈ col(S) or Gc¯T = 0¯T.
Elementary linear algebra considerations on dimensions give the following proposition.
Proposition 1. If the concatenated t × (n + k)-matrix (G|S) is a parity check system for a code C, with 0¯ ∈ C, then
dim(ker(C)) = n − rank(G),
dim(〈C〉) = n − rank(G)+ rank(S).
Like the parity check matrix for linear codes being useful for error correcting, a parity check system for a non-linear
code is useful for the same purpose. Let g¯i denote the i :th column of the matrix G. Trivially, for any c¯ ∈ C and any
i ∈ {1, 2, . . . , n},
v¯ = c¯ + e¯i ⇔ (GvT + col(S)) ∩ col(G) = g¯i .
Thus, to correct one error in a received word v¯, consider the set GvT + col(S). One of the columns in this set will
be equal to exactly one of the columns g¯ of the matrix G. If g¯ is the column number i , then the error appeared in the
position i .
We now define the super-dual condition for a concatenated word (g¯|s¯) of length n + k. This condition will be
w(g¯) 6∈ {0, (n + 1)/2} ⇒ w(s¯) = (k + 1)/2, (11)
and this condition will be of greatest importance in our investigations.
Theorem 2. A combination of matrices (G|S), where G is a t×n-matrix and S a t×k-matrix is a parity check system
for a non-linear perfect 1-error correcting binary code C, of length n, if and only if the following four conditions:
(i) n = 2m − 1 for some integer m,
(ii) any linear combination of the rows of the concatenated matrix (G|S) satisfies the super-dual condition,
(iii) the columns of S are distinct,
(iv) the integer k equals 2t−log(n+1) − 1, and one of the following two conditions:
(v) there are t linearly independent rows g¯′1, . . . , g¯′t in the row space of G such that w(σ(g¯′i )) 6= (k + 1)/2 for
i = 1, 2, . . . , t ,
(vi) the set of columns of S extended with the zero column forms an aperiodic set, are satisfied.
We must remark that in some situations, it is easier, and more natural, to apply the condition (v) instead of the
condition (vi), and vice versa.
Proof. It is an easy exercise to prove that, for any concatenation (G|S) of two matrices G and S, with rows (g¯i |s¯i ),
i = 1, 2, . . . , t , the two conditions (v) and (vi) in fact are equivalent.
Assume that we have a pair of matrices G and S satisfying all six conditions above. We define the code C by
C = {c¯ ∈ Zn2 | Gc¯T ∈ col(S) ∪ {0¯T}}. (12)
As the rank of the matrix G equals t and as all k columns of S are distinct, we get, by elementary linear algebra
considerations, that the number of words of C will be
|C | = 2n−t · (k + 1).
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From the condition (iv), we thus deduce that
|C | = 2n−log(n+1). (13)
We now consider the Fourier coefficients At¯ = At¯ (C), t¯ ∈ Zn2 , of the set C . We will prove that
At¯ (C) 6= 0 ⇒ w(t¯) ∈ {0, (n + 1)/2}.
From Eq. (13) and Theorem 1 it then follows that C is a perfect code.
We first note that any word of the kernel of C is included in the dual space of the row space of the matrix G. From
the condition (vi), we also observe that the row space of G is exactly the dual space of the kernel of C . Hence, from
Eq. (5) of Section 3, for any non-zero Fourier coefficient At¯ (C) of C , t¯ belongs to the dual space of the kernel of C .
This implies that t¯ will be a linear combination of the rows of the matrix G:
At¯ (C) 6= 0 ⇒ t¯ =
t∑
i=1
λi g¯i , (14)
where g¯1, g¯2, . . . , g¯t are the rows of the matrix G.
According to condition (iv) there are k+ 1 distinct cosets of the kernel of C in C . If c¯0, c¯1, c¯2, . . . , c¯k are the coset
representatives of the kernel of C in C , with c¯0 = 0¯, then Gc¯i equals one of the columns of S and for the i-th row s¯i
of the matrix S:
s¯i = (g¯i · c¯1, g¯i · c¯2, . . . , g¯i · c¯k), i = 1, 2, . . . , t. (15)
From this fact and the observation above, it follows that the couple (G|S) is a parity check system for the code C , that
we defined in Eq. (12).
Extending linearly, in the above Eq. (15), we get that
t∑
i=1
λi s¯i =
((
t∑
i=1
λi g¯i
)
· c¯1,
(
t∑
i=1
λi g¯i
)
· c¯2, . . . ,
(
t∑
i=1
λi g¯i
)
· c¯k
)
. (16)
Thus,
t¯ =
t∑
i=1
λi g¯i ⇒ σ(t¯) =
t∑
i=1
λi s¯i .
We know from Eq. (8) of Section 3 that
At¯ (C) = |ker(C)|(k + 1− 2w(σ(t¯))). (17)
Hence, regarding the Eqs. (14) and (17) and the condition (ii), we may conclude that
At¯ (C) 6= 0 ⇒

w(σ(t¯)) 6= k + 1
2
t¯ =
t∑
i=1
λi g¯i ,
⇒ w(t¯) ∈ {0, (n + 1)/2}.
By Theorem 1, C must be a perfect 1-error correcting binary code.
Now we show that, if C is a perfect 1-error correcting binary code, then the parity check system (G|S) for C will
satisfy the conditions of the theorem.
Trivial counting arguments, regarding elementary facts concerning dimensions of subspaces of vector spaces, show
that the conditions (i), (iii) and (iv) are satisfied. If the condition (vi) were not true, then the kernel of C would strictly
contain the dual space of the row space of the matrix G. Hence, also the condition (vi) must be true, and thereby also
the condition (v). (The fact that (v) will be true follows also directly from the Eq. (7) and Lemma 2, as G is a matrix
with a row space equal to the dual space of the kernel of C .) It remains to prove (ii).
If t¯ belongs to the row space of G, then from the definition of the matrix G, we know that t¯ ∈ ker(C)⊥. We
may then use the Eq. (8) to calculate the Fourier coefficient At¯ (C) of C . We get that if w(σ(t¯)) 6= (k + 1)/2 then
At¯ (C) 6= 0, which implies, by Theorem 1, that w(t¯) = (n + 1)/2 (or t¯ = 0¯). Hence also the condition (ii) is true.
The theorem is now proved. 
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Example. We give an example of a perfect code defined by its parity check system (G|S). The length will be n = 15,
the rank r = 14 and the kernel will have dimension k = 8. The code is defined by the parity check system
(G|S) =

0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0
0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0
1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 1 0 0 0 1 1 1
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 1 1 1 1 0
0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 1 1 0 1 0 1

.
It is a triviality to verify that the necessary and sufficient conditions of Theorem 2 are satisfied and hence that this
parity check system defines a perfect code C . By Proposition 1, C has the desired parameters n, r and k.
If the rows of a matrix G are a set of base vectors for the dual space of the kernel of the code and the words
in set {c1, c2, . . . , ck} constitute a system of coset representatives of ker(C) in C , then the set of column vectors
{GcT1 ,GcT2 , . . . ,GcTk } are unique. Hence we have the following theorem.
Theorem 3. The super-dual C∗ = {(t¯ |σ(t¯)) | t¯ ∈ ker(C)⊥} of any code C, with 0¯ ∈ C, is up to permutations in the
coordinate set of the vector σ(t¯), unique.
We are interested in enumeration and classifications problems. Hence it will be important to consider the effect on
the super-dual of permutations of the set of coordinates and the addition of a word of the code.
Lemma 6. Let pi be any permutation of the set of coordinate positions. If (G|S) is a parity check system for a non-
linear code C, then (pi(G)|S) will be a parity check system for the code pi(C).
Proof. The permutation pi has the same effect on the coordinate set of the rows t¯ of G as it has on the coordinate set
for the coset representatives c¯1, c¯2, . . . , c¯k of ker(C) in C . Thus, as then pi(t¯) · pi(c¯i ) = t¯ · c¯i for i = 1, 2, . . . , k, we
get that
σ(t¯) = (t¯ · c¯1, t¯ · c¯2, . . . , t¯ · c¯k) = (pi(t¯) · pi(c¯1), pi(t¯) · pi(c¯2), . . . , pi(t¯) · pi(c¯k)) = σ(pi(t¯)).
Hence, the permutation pi will not change S.
If we add a non-zero code word c¯ to all words of C we get a new code. If c¯ and c¯′ both belong to the same coset
c¯i + ker(C), then c¯+ ker(C) = c¯′ + ker(C) = c¯i + ker(C). Hence, it suffices to consider what happens with a parity
check system of a code if we add a coset representative of the kernel of the code. 
Lemma 7. Let c¯1, c¯2, . . . , c¯k be a system of coset representatives of the kernel of a code C and assume that
C ′ = c¯i + C for some coset representative c¯i . If (G|S) is a parity check system for C then (G|S′) is a parity
check system for C ′ where S′ is obtained from S by adding the column vector GcTi of S to all other columns of S.
Proof. The code c¯i + C will have the following system of coset representatives:
{c¯0 = 0¯, c¯1 + c¯i , c¯2 + c¯i , . . . , c¯i−1 + c¯i , c¯i , c¯i+1 + c¯i . . . , c¯k + c¯i }.
The lemma now follows from the definition of the parity check system, as
G(c¯ j + c¯i )T = Gc¯Tj + Gc¯Ti . 
6. The enumeration of some perfect codes of certain rank and dimension of the kernel
We now demonstrate the use of the super-dual for classification and enumeration purposes of perfect codes. We
give two simple examples: The enumerations in the cases (n, r, k) = (15, 12, 9) and (31, 30, 23).3 These examples
will also serve as further examples of the super-dual and parity check systems.
3 Recently, Hessler [12] made an enumeration of the perfect codes in the case (n, r, k) = (31, 27, 24). He used the super-dual in connection with
a computer search. Hessler found 197 different equivalence classes of perfect codes in this case.
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6.1. n = 15, rank(C) = 12 and dim(ker(C)) = 9
We will prove the following proposition.
Proposition 2. There are three equivalence classes of perfect codes of length n = 15, of rank r = 12 and with a
kernel of dimension k = 9.
Proof. Let C be any perfect code with the parameters given in the proposition and containing the all zero word 0¯.
Then
C = ker(C) ∪ (c¯1 + ker(C)) ∪ (c¯2 + ker(C)) ∪ (c¯3 + ker(C)),
for three words c¯1, c¯2 and c¯3 of C .
We now consider the super-dual of C . Let g¯1, g¯2, . . . , g¯6 be a base for the dual space of ker(C) with the property
that g¯1, g¯2 and g¯3 is a base for the dual space of 〈C〉. As
dim(〈C〉) = 3+ dim(ker(C))
we may conclude that the above three coset representatives c¯1, c¯2 and c¯3 of ker(C) must be linearly independent. We
may thus choose g¯4, g¯5 and g¯6 such that
g¯4 ⊥ c¯2 and c¯3, g¯5 ⊥ c¯1 and c¯3, g¯6 ⊥ c¯1 and c¯2.
With this choice of base for the dual space of ker(C), and with a suitable permutation of the set of coordinate positions,
we get the following parity check system (G|S) for C :
0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0
0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0
0 1 1 1 1 0 0 1 1 0 0 1 1 0 0 0 0 0
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 1 0 0
y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13 y14 y15 0 1 0
z1 y2 z3 z4 z5 z6 z7 z8 z9 z10 z11 z12 z13 z14 z15 0 0 1
 ,
where g¯4 = (x1, x2, . . . , x15), g¯5 = (y1, y2, . . . , y15) and g¯6 = (z1, z2, . . . , z15).
It follows from the super-dual property that every non-zero word, in each of the three subspaces span{g¯1, g¯2, g¯3, g¯i },
for i = 4, 5, 6, must have weight 8 and thus constitute a simplex code. Hence, from Lemma 3, we get that
x1 = 1, and w((x2i , x2i+1)) = 1 for i = 1, 2, . . . , 7, (18)
and similarly for the words g¯5 and g¯6.
Again, as we are just interested in equivalence classes of perfect codes, we may thus assume that x2i = 1 and
x2i+1 = 0 for i = 1, 2, . . . , 7, i.e.
g¯4 = (1, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0).
This will just in this subsection be called a standard parity check system for C .
We define a switch in position i , for i = 1, 2, . . . , 7, to be the addition of the word (1, 1) to a word (x2i , x2i+1) of
weight 1. A switch maps a word (1, 0) to the word (0, 1) and vice versa.
It follows from Eq. (18) that the words g¯4, g¯5 and g¯6 are obtained from each other by a number of switches. We will
distinguish between two cases, the odd case and the even case. In the even case all these three numbers of switches
are even numbers and in the odd case exactly one of these three numbers is an even number. (The case of three odd
numbers, or just one odd number, of switches between these three words g¯4, g¯5 and g¯6 will never occur.)
Without any loss of generality, we may assume that g¯5 and g¯6 are both obtained from g¯4 by an even number of
switches or both are obtained by an odd number of switches. We may conclude that, in both cases, there are binary
words δ¯(5) = (δ(5)1 , δ(5)2 , . . . , δ(5)7 ) and δ¯(6) = (δ(6)1 , δ(6)2 , . . . , δ(6)7 ) such that
g¯5 = g¯4 + δ(5)1 (0, 1, 1, 0, 0, . . . , 0, 0, 0, 0)+ · · · + δ(5)7 (0, 0, 0, 0, 0, . . . , 0, 0, 1, 1),
and similarly for g¯6. In the even case both these binary vectors have an even weight and in the odd case they both have
an odd weight.
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Let
H = span{(0, 0, 0, 1, 1, 1, 1), (0, 1, 1, 1, 1, 0, 0), (1, 1, 0, 1, 0, 1, 0)}.
It follows that the dimension of the row space of the matrix G equals
1+ dim(span{(0, 0, 0, 1, 1, 1, 1), (0, 1, 1, 1, 1, 0, 0), (1, 1, 0, 1, 0, 1, 0), δ¯(5), δ¯(6)}).
As the kernel of C has dimension 9, we get that the dimension of the row space of G must be equal to 15 − 9 = 6.
Consequently, δ¯(5) and δ¯(6) must belong to different cosets of H in Z72 .
The dual space of H is a perfect code C7 of length 7. Let c¯ be any word of C7 of odd weight. Note that c¯+H = C7.
The cosets of H will then be
H, c¯ + H and e¯i + H resp e¯i + c¯ + H, for i = 1, 2, . . . , 7.
We first consider the even case. In this case both δ(5) and δ(6) belong to cosets e¯i + c¯ + H and e¯ j + c¯ + H . From
the fact that c¯ + H = C7, we get that for any permutation pi ∈ Sym(C7), pi(c¯) = c¯′ = c¯ + h′′ ∈ c¯ + H . Further, for
any h¯ ∈ H , pi(h¯) = h¯′ ∈ H . Thus,
pi(e¯i + c¯ + h¯) = e¯pi(i) + c¯′ + h¯′ = e¯pi(i) + (c¯ + h¯′′)+ h¯′ ∈ e¯pi(i) + c¯ + H.
As the symmetry group of the perfect code C7 is 2-transitive, this implies that any two perfect codes (with the given
parameters) of the even case, will be isomorphic. We call this class the isomorphy class II.
Similarly we get two isomorphy classes in the odd case. The isomorphy class Ia consists of those codes of rank 12
and a kernel of dimension 9 that give a parity check system such that δ¯(5) and δ¯(6) both belong to cosets e¯i + H and
e¯ j + H . In the case that one of δ¯(5) and δ¯(6) belongs to the coset c¯+ H and the other to a coset e¯i + H of H , the code
will belong to isomorphy class Ib.
It remains to show that each of these three isomorphy classes also are equivalence classes, i.e. if C belongs to one
of these isomorphy classes then also c¯ + C belongs to that isomorphy class, for any word c¯ of C .
Assume that C belongs to the isomorphy class II. Let c¯ ∈ c¯3 + C . A parity check system for the code c¯ + C will
then, by Lemma 7, be
0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0
0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0
0 1 1 1 1 0 0 1 1 0 0 1 1 0 0 0 0 0
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 1 0 0
y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13 y14 y15 0 1 0
z1 y2 z3 z4 z5 z6 z7 z8 z9 z10 z11 z12 z13 z14 z15 1 1 1
 , (19)
where the rows of this concatenated matrix generate the super-dual of c¯ + C . If we add the rows number 4 and 5
to the last row, we get a standard parity check system for c¯ + C . The rows of this parity check system generate the
super-dual of c¯+C . As the sum of two even weight vectors is an even weight vector, we may see that the code c¯+C
also belongs to the isomorphy class II. The cases c¯ ∈ c¯1 + C and c¯ ∈ c¯2 + C are almost identical.
We now show that the isomorphy class Ia is an equivalence class. It then follows automatically that Ib also will be
an equivalence class.
In the case Ia, we can obtain both g¯5 respectively g¯6 from g¯4 by one single switch each and the addition of some
of the first three rows of the matrix G. Consequently, as the first three rows of S just consists of zeros, we may choose
both g¯5 and g¯6 such that they may be obtained, from g¯4, by one switch each.
Now consider the super-dual (19) of the perfect code c¯+C where c¯ ∈ c¯3+C . As in the even case, we add the third
row and fourth row of the parity check system to the last row. Then the last and the fourth row of G may be obtained
from the fifth row by just one switch each, which implies that also c¯ + C belongs to isomorphy class Ia. Hence also
this isomorphy class is an equivalence class.
The proposition is proved. 
Remarks. 1. In his thesis [13], Hergert shows that there are 19 equivalence classes of perfect codes of length 15 and
rank 12. He does not consider the dimension of the kernel explicitly.
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2. Phelps has shown [18] that the number of equivalence classes of extended perfect codes of length 16 and of rank
12 and with a kernel of dimension 9 is equal to two.
3. We are convinced that the above example may be generalized to perfect codes of any length and such that
|〈C〉|/|C | = 2 and |C |/|ker(C)| = 4. (Trivially there is no perfect code C with |C |/|ker(C)| = 2.)
6.2. n = 31, rank(C) = 30 and dim(ker(C)) = 23
We will prove the following proposition.
Proposition 3. There is only one equivalence class of perfect codes of length 31, of rank 30 and with a kernel of
dimension 23.
Proof. Consider a parity check system (G|S) of a perfect code C of length 31, rank 30 and with a kernel of dimension
23 and containing the all zero word 0¯.
We first consider the matrix S. The number of columns of the matrix S will be equal to the number of cosets,
distinct from ker(C), of the kernel of C in C . As the number of elements of C equals 226 and the number of elements
of the kernel of C equals 223, we thus get that S will have seven columns.
The number of rows of S will be equal to the number of rows of the matrix G, that is
dim(ker(C)⊥) = 31− dim(ker(C)) = 8.
Now we choose a set of base vectors for the super-dual of C .
Every word orthogonal to all words of C , will be orthogonal to all words of ker(C). As the rank of C equals 30
there is a word g¯ in the dual space of the kernel of C that also belongs to the dual space of 〈C〉. We will let this word
be the first row of G, and the word (g¯|0¯), the first base vector of the super-dual of C .
Let (g¯i |s¯i ), for i = 1, 2, . . . , 7, denote a set of vectors that together with (g¯|0¯) will constitute a base for the super-
dual of C . The rank of the matrix S will be equal to dim(Im(σ )), and hence rank(S) = 7. This implies that the vectors
s¯1, s¯2, . . . , s¯7 are linearly independent. We have always freedom to choose base vectors in a vector space and in this
case we make a choice such that s¯i = e¯i , i = 1, 2, . . . , 7.
With the above choice of base vectors, for the super-dual of C , we thus have that
S =

0 0 0 0 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

and G =

− g¯ −
− g¯1 −
− g¯2 −
− g¯3 −
− g¯4 −
− g¯5 −
− g¯6 −
− g¯7 −

.
By the super-duality property of Theorem 2, this implies that
w ((λ1, λ2, . . . , λ7)) 6= 4 ⇒ w
(
λg¯ +
7∑
i=1
λi g¯i
)
= 16. (20)
that is, the sum of any t of the rows number 2 to 8 of the corresponding matrix G, with t 6= 4, plus or not plus the first
row of G, must have weight 16.
We are only interested in equivalence classes of perfect codes. Hence we may permute the set of columns in the
matrix G as we wish. By some simple trial and error, we get from Eq. (20) that we, without any loss of generality,
may assume that the rows of G have the following form, which we call just here in this section the standard form of
G:
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0000000000000001111111111111111
0000000111111111111111100000000
0001111111100001111000011110000
0111100110011001100110011001100
0110011110000111010101010101010
110101010101010 − h¯1 −
110010110100101 − h¯2 −
101011010011001 − h¯3 −
where h¯i , for i = 1, 2, 3, are binary words of length 8. Again, by using the condition in Eq. (20), we get that these
three words have to be chosen among the following four words of length 16:
a¯ = 1100001100111100
b¯ = 1010010101011010
x¯1 = 1001011010010110
x¯2 = 1001100101100110.
The matrix G is said to be of type (z¯, u¯, v¯) if h¯1 = z¯, h¯2 = u¯ and h¯3 = v¯, where z¯, u¯, v¯ ∈ {a¯, b¯, x¯1, x¯2}. Again,
regarding the condition in Eq. (20) we get, as easily checked by hand calculation, that any type of matrix G is allowed,
as long as the vectors z¯, u¯ and v¯ are distinct.
We now show that any perfect code of length 31, rank 30 and with a kernel of dimension 23 is equivalent to a code
with a parity check system with a matrix G of one of the following types:
(a, b, x1), (a, b, x2), (a, x1, b), (a, x1, x2), (a, x2, b) or (a, x2, x1).
For that purpose, it is sufficient to consider the equivalent to C codes ci + C , i = 5, 6, 7, where GcTi = eTi . By using
linear algebra considerations regarding dimension of subspaces, we get that the existence of such words follows from
the fact that the matrix G has rank 8 and consists of eight rows. The reduction to the above six cases now follows if we
set up a parity check system as above, i.e. with a matrix S with as first row a row of just zeros and then the remaining
words, the words of weight 1 and length 7.
The coordinate permutation
pi = (4 7)(5 6)(12 15)(13 14)(17 18)(21 22)(25 26)(29 30)
will transform the standard form of G into itself but with some rows permuted. With this operation we get that
the perfect codes of type (a, b, x1) and (a, b, x2) will be equivalent, those of type (a, x1, b) and (a, x2, x1) will be
equivalent and those of type (a, x1, x2) and (a, x2, b) will be equivalent.
We now have reduced the 24 possibilities for the types of the matrix G to three different types (a, b, x1), (a, x1, b)
and (a, x2, b).
In the cases of type (a, b, x1) and (a, x1, b) the matrix (G|S) will have rank 7 and for type (a, x2, b) the rank will
be 8. As it must be 8 the theorem follows.
We have thus proved that, up to equivalence, there is one and only one perfect 1-error correcting binary code of
length 31, of rank 30 and with a kernel of dimension 23, namely the perfect code with a parity check system with a
matrix G of type (a, x2, b).
The proposition is proved. 
7. Is the kernel always contained in a Hamming code?
It was proved in [2], that for any perfect code C , there are several Hamming codes CH with the property
CH ⊆ 〈C〉.4 The following problem, proposed to me by Sergey Avgustinovich [1], is interesting5:
4 The referee of this paper pointed out to us that this result also follows from a result of Key and Sullivan [14].
5 If the answer were yes then the enumeration of all perfect codes would be simplified. See e.g. [11] where the set of linear equivalence classes
are described by subspaces of the kernels of perfect codes.
6154 O. Heden / Discrete Mathematics 308 (2008) 6141–6156
Is there for any perfect 1-error correcting binary code C a Hamming code CH such that
ker(C) ⊆ CH ⊆ 〈C〉? (21)
We will use the technique with parity check systems (G|S) and super-duals to give an example of a perfect code
not satisfying (21) for any Hamming code CH of the same length.
To find this counter-example we reasoned as follows. If the kernel of the perfect code is the trivial kernel, i.e. a
kernel that only consists of the all one word and the all zero word, then the kernel will be contained in any perfect code
of the same length by the well known result of Shapiro and Slotnik [20]. So we searched for a counter-example in the
right opposite direction. Our counter-example will be a perfect code C of length n = 29−1, of rank n− log(n+1)+3
and with a kernel of dimension n − log(n + 1)− 3.
We define the code C by describing a parity check system (G|S) for C . We will let S consist of a (log(n+1)+3)×7-
matrix S of which the first log(n + 1) − 3 rows are the zero rows and the remaining six rows are as indicated in the
matrix below:
S =

1 0 0 0 0 0 1
0 1 0 0 0 0 1
0 0 1 0 0 0 1
0 0 0 1 0 0 1
0 0 0 0 1 0 1
0 0 0 0 0 1 1
 .
We note that in this matrix, any combination of three or four of the last six rows will give a word of weight 4.
We choose the matrix G such that the first log(n + 1) − 3 rows will be a base for a simplex code of length n and
of dimension log(n + 1)− 3. This simplex code is chosen such that the partition of the coordinate set induced by the
simplex code, compare Lemma 3, will consist of the following sets:
I0 = {1, 2, . . . , 7}, I1 = {8, 9, . . . , 15}, I2 = {16, 17, . . . , 23}, . . . , I63 = {n − 7, n − 6, . . . , n}.
The remaining six rows of G will be described by words of length n, which we denote by
(x¯0|x¯1|x¯2| . . . |x¯63)
where x¯0 ∈ Z72 and where x¯i ∈ Z82 , i = 1, 2, . . . , 63. The words x¯i will, for i = 1, 2, . . . , 63, be chosen from the
following set of six words:
{a = 00011110, b = 01111000, c = 01100110, d = 11010100, e = 11001010, f = 10110010}.
This set will be denoted by A. The word x¯0 will belong to a setA′ = {a′, b′, c′, . . . , f ′} that consists of the words we
get from A by shortening the words at the last coordinate:
{a′ = 0001111, b′ = 0111100, c′ = 0110011, d ′ = 1101010, e′ = 1100101, f ′ = 1011001}.
It is easily checked that the sum of any two, or any five or all six words of either of these sets will have weight 4.
Hence we get, by Theorem 2, that this parity check system (G|S) defines a perfect code for any choice of the last six
rows, the rows
(x¯i0|x¯i1|x¯i2| . . . |x¯i63), i = log(n + 1)− 2, log(n + 1)− 1, . . . , log(n + 1)+ 3,
of the matrix G if the following conditions are satisfied:
(a) the above elements x¯i j belong to the alphabets A and A′,
(b) the distance between any two of these six words of length 64 equals 64,
(c) the rank of G equals log(n + 1)+ 3.
The dual of ker(C) is generated by the rows of the matrix G. If the kernel of C were contained in a Hamming code
CH then the dual of CH would be contained in the dual of the kernel of C . Hence it should be possible to choose a set
of log(n + 1) words from the dual of ker(C), i.e. from the row space of G, such that set of these words constitutes a
base for a simplex code. If further CH ⊆ 〈C〉 then all words in the dual of 〈C〉 must also be contained in the dual of
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CH . The dual of CH will hence be spanned by the first log(n+ 1)− 3 rows of G and three linearly independent linear
combinations of the rows from the last six rows of the matrix G. Now we will give an example of a perfect code for
which this is not possible. We define this code by giving its parity check system (G|S).
The first 15 columns of the last six rows of G will be equal to
0 0 0 1 1 1 1 1 1 0 0 1 0 1 0
0 1 1 1 1 0 0 1 0 1 1 0 0 1 0
1 1 0 1 0 1 0 0 1 1 0 0 1 1 0
1 1 0 0 1 0 1 0 0 0 1 1 1 1 0
1 0 1 1 0 0 1 0 1 1 1 1 0 0 0
0 1 1 0 0 1 1 1 1 0 1 0 1 0 0
 .
These rows are linearly independent. Hence the matrix G that we will construct will have a rank equal to log(n+1)+3.
The next 20 · 8 = 160 columns of the last six rows of the matrix G are given by the matrix below, using the
alphabets A:
a a a a a a a a a f f f f f f f f f f
b b b b d d d d d a a a a a a e e e e
c d d d b b b e e b b b d d d a a a d
d c e f c f f b b c d d b b e b b d a
e e c e e c e c f d c e c e b c d b b
f f f c f e c f c e f c e c c d c c c

Each column above consists in fact of eight columns of the matrix G. We will say that such a column is a super-
column.
The next 15 · 8 = 120 columns of this part of the matrix G will be described by the matrix with 15 super-columns
b b b b b b b b b b a a a a a
c c c c c c a a a a b b b b f
d d d a a a c c c f c c c f b
e a a d d f d d f c d d f c c
a e f e f d e f d d e f d d d
f f e f e e f e e c f e e c c

In total there will be 511 columns. The remaining columns can all be described by the super-column(
a b c d e f
)T
.
The conditions (a), (b) and (c) above are now all satisfied. Hence the above produced parity check system is the
super-dual of some perfect code C . It remains to show that the kernel of this code is not contained in any Hamming
code CH of same length such that CH 6⊆ 〈C〉.
Assume there is such a code CH . This code CH is linear and the dual of CH must be spanned by the first
log(n+ 1)− 3 rows of the matrix G together with three linear independent words r¯1, r¯2 and r¯3. These three words are
linear combinations of the last six rows of G.
Let Y denote the subspace spanned by the words r¯1, r¯2 and r¯3. This is a subspace of dimension 3 of the space of
dimension 6 spanned by the last six rows of the matrix G. We now use the following lemma.
Lemma 8. Any subspace of dimension 3 of Z62 will contain either a word of weight 3 or one of weight 4.
Proof. Just check all possible cases. 
From that lemma we deduce that Y must contain either a sum of three of the last six rows of the matrix G or a sum of
four of them.
We now note that
a + b + c = 0 and b + c + d + e = 0.
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In the last six rows of the matrix G we observe that in any choice of three rows there is at least one super-column
that contains a, b and c in these rows and similarly for any choice of four rows of the matrix G. This implies that Y
contains a word
(y¯0|y¯1|y¯2| . . . |y¯63) 6= (0¯|0¯|0¯| . . . |0¯)
where at least one of the words y¯i , i = 2, 3, 4, . . . , 36, is equal to the zero word. This is impossible if CH is a
Hamming code.
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