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Abstract 
In simple terms, the Web of (Linked) Data is a distributed database with semantic facts about the world or any specific domain. 
The integration of Linked Data in knowledge-based systems (KBS) has the potential to reduce the maintenance effort for the 
underlying knowledge base. Using Linked Data in KBS leads to some new challenges that will be outlined in the paper. An 
important step during the design phase of the KBS is the comparison of the required knowledge and knowledge that is available 
as Linked Data. The required facts emerge from the problem-solving method and cover all facts that are necessary to conduct the 
intended decision. Whereas the available knowledge represent all relevant facts in internal and public Linked Data sets. Any 
remaining knowledge gap between required and available facts has to be closed primarily by rules and mash-ups to generate or 
transform the required facts automatically and keep everything up-to-date. This is one major step of the presented procedure and 
architecture to design a KBS based on Linked Data. 
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1. Introduction 
The distribution of knowledge-based systems is associated with the emergence of the computer integrated 
manufacturing (CIM). It is assumed that expert systems and decision support systems provide high gains for the 
production management. However, knowledge-based systems like expert and decision support systems still lack of 
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quick and simple possibilities to adapt the underlying knowledge base to changes in the real world. Even more so 
than in the past, the environment of a high flexible production system and individualized products changes 
continuously. As a consequence of this, the results provided by a knowledge-based systems is outdated very soon – 
except for making high efforts in maintaining the system.  
1.1. Solution approach 
The tasks of process planning follow a similar procedure in all shop floors. One step in this process is to find a 
capable and profitable machine for the manufacturing of a work piece. Knowledge-based systems include a 
knowledge base with all facts about the considered domain and a problem solving method that describes a standard 
reasoning procedure to solve generic or specific tasks that should be performed by the KBS. 
 
The problem solving method for the selection of appropriate resources can be reused in different KBS in this 
field, because the logic to find a capable and profitable machine is always the same in different shop floors. The 
manufacturing equipment of contract manufactures is more or less standardized, especially when considering 
standard CNC machine tools. A KBS for process planning requires a description of available machines in the 
regarded shop floor. If machines are standardized this information could be provided by a shared knowledge base.  
Sharing of knowledge by publishing in some way is not sufficient. The knowledge has to be described in a formal 
way to make it process able by machines and humans. Semantic technologies are considered to make this possible, 
more precisely the use of formal ontologies to describe facts and the Linked Data principles for the publishing of 
these facts [1]. In simple terms, the Web of Linked Data is a distributed database with semantic facts about the 
world or any specific domain. The major search engines are already using semantic technology to generate “rich 
answers” to specific user questions instead of providing only links to websites containing the keywords of the 
question [2]. This situation leads to the discussed topic: The design of a knowledge-based system embedding Linked 
Data for process planning. This means, integrating Linked Data in the underlying knowledge base. This will reduce 
the maintenance cost and keep the knowledge base of such systems up-to-date. The prerequisites for publishing the 
semantic descriptions of manufacturing equipment like machines are developed [15, 16]. However, what is lacking 
is the practical utilization in KBS and therefore the demand for manufacturing descriptions as Linked Data. Today, 
the idea of Linked Data is not well-known in the manufacturing, neither at the vendors of manufacturing equipment 
nor at the operating companies. To change this and to promote the development of Linked Data in the 
manufacturing domain, the presented design approach shows what becomes reality if descriptions of manufacturing 
equipment are published as Linked Data. Following scenario could become reality if facts describing new 
manufacturing equipment are available as Linked Data: The companies purchasing department orders new 
manufacturing equipment and the facts describing this new equipment are obtained from public Linked Data sets 
and integrated automatically in the knowledge base of the affecting KBS in the shop floor.  
2. Beyond the web of documents 
For same years now, the World Wide Web is subject to a continuous structural transformation that is not noticed 
by the majority: Initially, the Web of Documents was indented to be easily understandable for humans. In the last 
years the World Wide Web is being enhanced to a Web of Data, also known as Web 3.0. The Web of Data is not 
only composed of linked documents, but of semantic structured data, linked statements and references between this 
information. They can be processed by machines and - if visually prepared - also by humans [1,3]. Machines mean 
software with a particular intelligence. A bundle of different technologies subsumed under the label Semantic 
Technologies build the basis of the Web 3.0; therefore it got the byname Semantic Web. The Semantic Web 
describes what is the goal and Semantic Technologies describes how to realize that goal. A popular semantic 
technology is ontologies; they are recognized as a formal representation model for terms and definitions [17]. 
Ontologies provide a well-defined vocabulary to specify the meaning of elements in a knowledge area. They provide 
a foundation for a common understanding, for reasoning and knowledge reuse [18]. The components of ontologies 
are concepts, properties, axioms and individuals. Today, there exists different rich languages and subversions to 
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formally describe ontologies: The RDF-Schema1 (RDFS) with a fixed vocabulary and the Ontology Web Language2 
(OWL) to define an own vocabulary are the best known.  
The first version of OWL was inspired by Description Logic (DL), a language for knowledge representation 
based on formal logic. For this reason, OWL can be broken down in three parts just like DL: A description language 
to specify the means of expression that are used to formulate the other two parts, the terminological formalism 
(TBox) and the assertional formalism (ABox). The TBox contains the terminological knowledge about the concepts 
in a particular domain; the domain can be as narrow or wide as required. Broadly speaking, the TBox contains the 
schema and the ABox contains the data based on it. The concepts in the schema represent real or virtual entities or 
terms in the domain. These are described by a name, properties and their relations to other concepts. The ABox 
includes the assertional knowledge about a concrete instance of the TBox. For example, a TBox defines the concepts 
and properties of a milling tools and the ABox describes the specific condition of the tools. Other important 
semantic technologies are SPARQL3 a query language for ontologies like; rule languages to describe complex 
relationships between concepts (SWRL4 or SPIN5) and semantic search engines for retrieval of information.  
2.1. Linked Data 
The Semantic Web defines the vision of the future World Wide Web. Linked Data is one possible 
implementation of the Semantic Web; more precisely a not full-fledged Semantic Web. Linked Data constitutes a 
paradigm of publishing and structuring data sets on the World Wide Web to enable simple semantic relations to 
other Linked Data sources; the published interrelated data sources themselves are also referred to as Linked Data. A 
lot of public available Linked Data was provided by the Linking Open Data Project6 (LOD). One main objective 
was to lower the entry barriers for data publishers by limiting the demands on the semantic descriptions of data. In 
contrast to the Semantic Web vision it is only required to provide a basic RDF7 description to specify the published 
data [1,3]. However it is not forbidden to use sophisticated ontologies for a semantic description of data, even 
though some authors do not recommend this. A more powerful implementation of ontologies in this field might be 
labeled as the Web of Knowledge or Linked Knowledge.   
The following section gives an illustrative example of Linked Data. Figure 1 describes an end mill from the 
perspective of a tool manufacturer who publishes the tool characteristics as Linked Data. This URIs in this vendor 
specific Linked Data set starts with “http://tool_producer.org”. The second involved Linked Data set is “DBpedia” 
and defines multipurpose concepts like the most known online encyclopedia.  
First, a Uniform Resource Identifier (URI) is created for every single cutting tool, for example  “http://tool_pro-
ducer.org/tool_XY” for an end mill tool. According to the Linked Data principles, a HTTP look-up request to this 
URI has to deliver an RDF graph that contains information about the entity respectively the end mill tool [1,3]. 
Here, the URI leads to an OWL instance with the label “Tool XY”. The first statement describing this instance is 
“tool_XY is type of end_mill”. This states that the instance belongs to the concept with the label “End mill”. A 
statement or axiom expresses terminological as well as assertional knowledge. An axiom always consists of a 
subject (“tool_XY”), a predicate (“is type of”) and an object (“end mill”) [3]. The concept “end mill” includes only 
one statement: it says that the end mill is a sub-concept of the concept “tool” described in another Linked Data set. 
The arrow between “tool” to the URI “http://dbpedia.org/tool” indicates this relation, which is called an RDF Link 
[1].  It is a fundamental Linked Data principle to adopt existing concepts instead of defining new ones. However, the 
concept “Tool” could have many different meanings depending on the domain. For this reason, there is another 
concept “Machine_Tool”; this concept is described by a statement that defines the concept “Tool” as a tool for a 
 
 
1 https://www.w3.org/TR/rdf-schema/ 
2 https://www.w3.org/TR/owl2-overview/ 
3 https://www.w3.org/TR/rdf-sparql-query/ 
4https://www.w3.org/Submission/SWRL/ 
5http://www.w3.org/Submission/spin-sparql/ 
6 https://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData 
7 https://www.w3.org/RDF/ 
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machine tool. In the DBpedia ontology the concept “Tool” is further described by two axioms. The first is referring 
to a “Diameter” concept which includes axioms that states how to describe a diameter: The two axioms states that 
the subject “diameter” has a Value (hasValue) and a Unit. The objects in the axiom are defined as any Literals and 
are concretised in the instance “diameter_XY”. Due to the fact that the instances in the ABox inherit all semantic 
relations from their parent concepts, it is sufficient to understand the semantic meaning of the concepts in the TBox. 
Fig. 1. Example of an end mill described by Linked Data 
2.2. Emerging challenges 
The previous example shows already several challenges, when it comes to the utilization of Linked Data in a 
knowledge-based system. Linked Data sources may use different terms for entities with the same meaning or 
concepts are mixed from different vocabularies with own concepts [3]. Existing knowledge-based systems expect an 
knowledge base with an consistent vocabulary. One important point is the translation of Linked Data from the 
World Wide Web to a consistent local schema or ontology. For that reason a knowledge-based system with 
utilization of Linked Data differs in conceptual development and subsequent use-phase from common KBS. This 
paper helps to address the following resulting challenges: 
x  Knowledge import: The task of experts who insert their expertise in the knowledge-based system is changing: 
That no longer consists in modeling of facts respectively statements, but rather in modeling of heuristic 
knowledge respectively rules. These describe what knowledge is required to conduct a decision, where this 
knowledge can be found and how the system can access it.  
x Architecture: It is necessary to design an adapted architecture for KBS with utilization of Linked Data and 
additional advantages of semantic technologies such as automatic reasoning. Furthermore, an appropriate 
procedure model is necessary to support the development of this kind of knowledge-based systems.  
x Knowledge gap: Obviously not the entire required knowledge for the KB is available as Linked Data within the 
company or outside. The gap between the required and available knowledge must be analyzed in detail to reduce 
the recurring effort for manual knowledge acquisition. Often it is possible to deduce the lacking knowledge by 
combining different Linked Data sources with help of procedural knowledge and experience. 
x  Holistic approach: All software parts of this knowledge-bases system should be based ideally on semantic 
technologies as far as possible. This holistic approach enables a simple integration, reuse and adoption of the 
knowledge-based system on the framework conditions of future IT systems. 
The present paper provides solution approaches for the four emerging challenges. The exemplary application is a 
knowledge-based system for process planning. More precisely for the selection of CNC machine tools. 
3. Literature review 
Today, the use of ontologies in knowledge based system is pervasive [4]. Most of these knowledge bases are 
created ad-hoc for a single system, but there are exceptions. The reuse of knowledge based system was researched, 
amongst others, at the Stanford University. These approaches will be discussed in the first part of the review. The 
second part deals with recommender systems based on Linked Data. In the recent years this has been a popular 
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research topic for applications based on Linked Data. The last part of the review is dedicated to the general 
architecture of applications based on Linked Data, which should also apply for KBS based on Linked Data. 
3.1.  Ontologies in knowledge based systems 
CRUBÉZY & MUSEN present a methodology to describe the domain knowledge by domain ontologies and the 
problem solving methods as a independent components [4]. Later, all components can combined and used to create a 
different knowledge based systems. The problem-solving methods have to be described on a high level to be 
applicable on different domains. The same applies to the domain knowledge that have to be described regardless of 
the problem solving method. Naturally, there exists a remains a mismatch between a domain ontology and a domain 
independed problem solving method. The mismatch is identified by a method ontology that declares the format and 
semantics of the knowledge that is required by the problem solving method. Next, the mismatch is resolved by a 
mediating component; this ontology contains the relationships between the domain ontology and problem solving 
component for a specific application. The mediating component can express simple mappings as well as complex 
mappings like many-to-one or one-to-many decomposition relations [4]. However, this requires additional 
development effort and there is no guarantee that it is possible to define a mediator that enables the cooperation of 
the independent components. 
CORSAR & SLEEMAN extend the approach above by an automated mapping between a domain ontology and the 
requirements of a generic problem solver [5,6]. Furthermore this approach focuses on the assisted acquisition of 
required additional knowledge. It is assumed that a specific problem solver needs additional specific concepts and 
rules to work with a domain ontology. These new concepts and rules for a specific problem solver should be not 
included in the domain ontology to keep it independent. A knowledge acquisition method is presented to extend the 
initial domain knowledge with reduced effort for the user. The authors consider to use domain ontologies from the 
Semantic Web in the future [5,6]. This outlook is based on the original vision of the Semantic Web and 
sophisticated ontologies to share knowledge. Linked Data focuses on linking of data and less semantics and does not 
meet the requirements of this approach.  
Multi-agent systems use ontologies as knowledge bases. Each agent holds its own specific knowledge that 
describes the agent itself, the environment, communication with other agents and possible actions. The DFG priority 
programme “ Intelligent Agents and Realistic Commercial Application Scenarios” recommended common and static 
ontologies to enable the sharing of knowledge between agents. SCHIEMAN was one of the first authors who used a 
mediation approach to enable knowledge sharing between agents with not consistent ontologies [19]. However, the 
automatic mediation of ontologies was already investigated before in a different context, one of the first algorithms 
is called SMART [20]. Today the automatic mapping or merging of ontologies is performed by analysing the 
structure and linguistics, but general algorithms occasionally require the interaction of a human.  
3.2. Linked Data based Recommender Systems 
Recommender systems are used by Amazon for books, by Netflix for movies, or by Last.fm for music; they 
provide interesting and individual content for every user [8]. Recommender systems require three main components: 
The background data, which is the data about the users and content for the recommendation algorithm; input data, 
which is the information about a specific user to make a recommendation and the recommendation algorithm, which 
uses background data and input data to calculate a recommendation. Closed recommender systems use the actions 
of all local user to generate the necessary background data and store them in a private database. However,  
recommending is difficult for new users, new content or when there is a high ratio between content items and users. 
HEITMANN AND HAYES describe an open recommender systems by utilising Linking Data. An extended architecture 
of a recommender system is proposed. The architecture has two additional components: A data interface to access 
URIs and acquire RDF data from Linked Data sources and an integration service to transforms the data from the 
different sources into a local representation schema for the recommendation algorithm [8]. 
DI NOIA ET AL. implemented a recommender system with Linked Data from DBpedia, Freebase and LinkedMDB 
in order to recommend movies to the users. The more features two movies have in common (e.g. the director), the 
more they are rated to be similar. The movies are recommended if they are similar to movies that are rated positive 
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by the users. The necessary background data is created by a hybrid approach. This utilizes natural language 
processing techniques to extract/expand keywords for a movie and queries of Linked Data to retrieve additional 
information related to a movie [7]. 
The aim from PESKA & VOJTAS is to improve recommendations on e-commerce sites by using available Linked 
Data to enhance the necessary background data. Therefore, a Linked Data extension of the recommender system has 
access to various Linked Data sources via a SPARQL-Endpoint. The Linked Data extension is used when items are 
created or changed. Additionally, the Linked Data sources are regularly queried for updates even if the item has not 
changed to get always up-to date information. This argues against using local copies of Linked Data. The authors 
point out that the interlinked and structured nature of Linked Data improves the explanation for a recommended 
item, which is crucial for the acceptance [9,10]. 
3.3. Architecture of applications based on Linked Data 
The term architecture describes the components of a system and the relationships between them. A multi tier 
architecture separates the functionality into different layers - from low-level data storage to user interaction. This 
multi tier architecture is commonly used for web application. Domain-specific Linked Data applications are built to 
address a particular range of problems within a specified domain. For these applications at least three tiers are 
recommended for the architecture [11]. First, a dialog tier provides a user or data interface for the communication 
with the application. Second, a logic tier implements the logic of the application. Third, a data tier stores the 
required data and provides it to the logic tier in an adequate format [11]. This general architecture is used as a basis 
for the knowledge-based system described in this paper. However, the knowledge acquisition respectively the access 
to Linked Data is an important and complex task for KBS and will be handeld by a separate tier in the architecture. 
4. Design of a KBS based on Linked Data for process planning 
The prerequisite for the development of a KBS based on Linked Data is a procedure model; the procedure model 
considers the specific requirements and potentials of Linked Data. Two important phases are discussed in detail: The 
match of required facts in the Linked Data Cloud and the integration of procedural knowledge to close the 
knowledge gap. Next comes an overview of the new architecture to design this kind of KBS.  
4.1. Procedure model 
The following five steps are proposed for the design of a knowledge-based system based on Linked Data: 
1. Externalize and describe the decision logic or matching algorithm to answer the requests: The requirements on the 
KBS system define which request should be answered by the system, which conditions in the environment should 
be considered and the desired answer. Therefore, the relevant procedural expert knowledge has to be externalized 
and formalized by a knowledge engineer accoring to the selected problem-solving method. If no specfic method 
is available the expert’s know how can be expressed by rules and inferenced by standard rule engines.  
2. Description of the required facts to conduct the decision: The required facts for the knowledge base, that are 
needed to answer an query are defined by the decision logic. It is recommended to reuse concepts of a common 
domain ontology. This simplifies the subsequent access to the Linked Data sources.  
3. Search and match of required facts in the Linked Data cloud: In this step the previously defined required facts 
have to be found in available Linked Data sources. Appropriate approaches exits in the field of information 
retrieval; in addition there are new services that enable the explicit search of Linked Data sources like SWSE, 
Sindice, Falcons, and Watson [1]. Naturally, it could not be expected that all required facts are found. Figure 2 
visualizes this situation: The left box shows a matching process in the field of process planning, more precisely 
the selection of appropriate manufacturing resources for a specific work piece. The matching process requires 
knowledge about the work piece and knowledge about the existing manufacturing resources; this is referred to as 
required facts. The right Box represents the Linked Data cloud consisting of several interlinked data sets. The 
included facts are referred to as available Linked Data. However, the publishers of Linked Data have different 
backgrounds and motivations. Some of them are the owner of the data and publish them for their business 
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partners. Others are data providers, who prepare and offer the data of third parties. These data providers only earn 
well if the Linked Data are used often; so they focus on data that is frequently demanded. What all publishers 
have in common is that they do not know the application of their data in advance, they are not published for a 
special purpose. Against this background, there remains often a gap between required and found respectively 
available facts. Hereafter, this will be named “knowledge gap”. A knowledge gap arises because the required 
concepts are not available or the specific required instances are missing. For example, the existence of a concept 
diameter for cutting tools does not guarantee that the diameters for all tools in the own shop floor are included.   
Fig. 2. Available Linked Data do not fully cover the required facts and lead to a knowledge gap 
4. Integration of procedural knowledge to close the knowledge gap: The knowledge gap might be closed or reduced 
by combining other available Linked Data facts, this is called a mash-up (of data). For this purpose, procedural 
knowledge is needed that describes the interrelationships between required facts and available Linked Data facts; 
this procedural knowledge is described by rules. In other words, these rules are applied on the available Linked 
Data facts to enhance them until they correspond to the required facts. This offers considerable advantages 
compared to a manual acquisition and preparation of required facts to the knowledge base. If the conditions in the 
environment are changing, the new or changed facts can be automatically obtained from Linked Data sources.  
5. Import of the required Linked Data facts into the own knowledge base: This is necessary to integrate the facts 
from different sources with different schema into a single local schema [1]. Additionally, local knowledge bases 
provides faster responses to the queries; the reasoning of distributed knowledge bases is significant slower. This 
is only recommended if the facts are updated very frequently [12]. 
 
It is also worth mentioning that the access to a Linked Data set may be limited to a fixed amount of queries or the 
uptime may be not guaranteed. The automatic import of required facts keeps the own knowledge base small because 
unnecessary data are not included. Therefore, the KBS needs an explicit description of how to query or access each 
relevant Linked Data source. This issue is a common topic in the database literature. If the required data is allocated 
in distributed databases with different underlying schemas, the queries are realized by solutions based on data 
warehouse or query federation. These solutions have been already adapted and tested for Linked Data [3]. The 
results of the presented tasks are the basis for the design of the architecture; the architecture is shown in figure 3. 
The included components are discussed in the following section.  
4.2. Architecture 
The five components of the knowledge-based system in figure 3 are similar to conventional KBS at the first look; 
but it is necessary to adapt the components for problem solving, knowledge acquisition, the knowledge base and the 
explanatory component to include Linked Data. The Linked Data cloud point out the interaction with the KBS. The 
cloud represents the several Linked Data sources; although they are not part of one physical cloud system. 
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The boxes inside of the components represent the four different application ontologies; an application ontology is 
an ontology developed for a special domain and task [21].  The core of each module in the architecture is an 
application ontology. As said in section 1.2 ontologies can be broken down into TBox and ABox, this is visualized 
by different colors in the architecture. There is a third type named PBox represented by a white box. The PBox 
includes only procedural knowledge expressed by rules; rules that are applied to the facts to generate new 
knowledge. In the literature the rules are often separated from the ontology. New rule languages like the SPARQL 
inference language (SPIN) are integrated in an ontology in an object oriented manner and simplify the maintenance 
of rules. However, the initial definition of the TBoxes and the PBoxes in the four application ontologies requires the 
most development effort. They are created for a specific domain and task of the KBS by the experts and knowledge 
engineers. The associated ABoxes are filled automatically with the required Linked Data. The ABoxes provide the 
concrete facts that are necessary to conduct a decision. The blue arrows in the figure specify the different roles of 
the three application ontologies and their logic relations in the design phase of the system. The yellow arrows show 
the logic relation between the ABoxes and PBoxes during the execution of the system.  
Fig. 3. Architecture of the knowledge-based system embedding Linked Data 
The problem solving component in figure 3 includes the problem-solving method respectively the know-how to 
reason a result for a request. This was already discussed in the first step of the procedure model. The request as well 
as the result is cached in the application ontology of the problem solving component, too. The axioms in the TBox 
describe the concepts and their relations - referred to as schema - to describe the request and the response. A specific 
request of a user is represented as an individual in the associated ABox in the application ontology of the problem 
solving component. The problem-solving method uses the individuals that describe the request and the individuals 
(facts) in the knowledge base for reasoning the response. 
The component knowledge base provides all necessary facts for the problem-solving method as individuals in the 
ABox of the application ontology of the knowledge base. In the TBox, the axioms describe the schema of the 
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required facts. The required facts are defined by the problem-solving method as pointed out in the second step of the 
procedure model. The application ontology of the knowledge base contains separate concepts for the available 
Linked Data facts. The TBox of the available Linked Data facts describes the facts of the Linked Data cloud that are 
considered as necessary according to the third step of the procedure model. These available facts are linked directly 
to the required facts in the TBox if the meaning is exactly the same. The Linked Data Integration Framework  
(LDIF) can support the direct mapping by a matching method [3]. If a direct mapping is not possible it is possible to 
use mash-up techniques to generate the required facts. This solution was discussed in the forth step of the procedure 
model. The mash-up of facts have to be expressed by rules in the PBox of the application ontology. In the simplest 
case, the conversion of units is sufficient, for example from inch to millimetre. In other cases it is needed to use 
semantic or mathematic interrelationships to combine available facts to a required fact. This task is supported by 
analytic tools like DERI Pipes, Information Workbench and MashQL that enables a simple data integration solution 
based on structured data (e.g. Linked Data) as well as unstructured data [13]. 
The knowledge acquisition component imports the necessary facts from Linked Data sources and provides these 
facts to the knowledge base. In this way, the KB is updated dynamically to the changes in the environment of a 
production system. The import is also described by an application ontology. This ontology contains two parts: The 
first describes where the required Linked Data facts are available and how to access them. It is possible do define 
several sources for the same required Linked Data fact. For example, if tools for machining are obtained from 
different vendors, then several vendor specific Linked Data sources have to be taken into account. The second part 
in the application ontology describes the mapping between required and available Linked Data facts. The mapping is 
important for the import process that provides all individuals to the local schema of the knowledge base. 
The dialog and explanatory components have the same function as in conventional KBS. They only have to be 
slightly adapted to semantic technologies and the changed architecture. The dialog component controls the dialog 
with the user or imports the request directly as input data from other systems [14]. The explanatory component 
provides a detailed explanation for the result respectively answer of the knowledge-based system. This is achieved 
by analyzing the used Linked Data sources and the used rules to infer facts that lead to the result. A provenance 
model provides provenance information about the source of Linked Data facts, involved actors and processes for the 
generation of these facts for assessing trust, quality and reliability. Provenance information has its origin in the 
database systems and recently new provenance models have been proposed for the application in the field of Linked 
Data [23,24]. One of the models is the Provenance Model8 (PROV) proposed by the W3C. The explanatory 
component analyses the provenance information of all imported facts and stores this information of each individual 
in the knowledge base within a separate provenance ontology. The provenance generator is used to create new 
provenance information if facts are transformed or mashed-up to create new facts. The provenance ontology is used 
to provide additional explanatory statements to the dialog component. These statements allow a traceability of 
results to the used Linked Data facts from different sources and all processing steps conducted by the KBS. 
5. Summary and Outlook 
Aim of the paper was to present the Perspective on the design of a decision support system for process planning. 
The main purpose is to overcome the high effort for maintaining the underlying fact base of these systems.The 
examples in the review have demonstrated, that Linked Data is an appropriate way to achieve this. Notwithstanding 
the fact that the applicability in the domain of process planning is still uncertain due to the lack of available Linked 
Data; this paper shows the potentials and challenges of Linked Data utilization in decision support systems. The 
main contribution is the procedure model and the related architecture for the design of these systems. 
 An essential improvement is the dynamic update of the knowledge basis by the knowledge acquisition 
component. Therefore, the user defines the required knowledge on the schema as well on the instance level: What 
knowledge is required about which resource in the shop floor. The utilization of Linked Data reduces the effort for 
 
 
8 https://www.w3.org/TR/prov-overview/ 
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describing simple facts and keeping them up-to date. In contrast the initial procedural knowledge is required that can 
be expressed by rules. However, the reuse of rules, comparable to Linked Data, is still an open research topic. 
This work has its starting point within the project “Virtual machine tools for production planning”. The object is 
a cloud-based service-platform to offer simulations and additional optimizations for machining processes [22]. The 
platform incudes a KBS for the selection of suitable machine tools based on a manually created and maintained 
ontology as knowledge base. Involving Linked Data significantly reduces the maintenance effort for this ontology. 
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