Background: Despite its accuracy, the model for end-stage liver disease (MELD), currently adopted to determine the prognosis of patients with liver cirrhosis, guide referral to transplant programmes and prioritise the allocation of donor organs, fails to predict mortality in a considerable proportion of patients. Aims: To evaluate the possibility to better predict 3-month liver disease-related mortality of patients awaiting liver transplantation using an artificial neural network (ANN). Patients and methods: The ANN was constructed using data from 251 consecutive people with cirrhosis listed for liver transplantation at the Liver Transplant Unit, Bologna, Italy. The ANN was trained to predict 3-month survival on 188 patients, tested on the remaining 63 (internal validation group) unknown by the system and finally on 137 patients listed for liver transplantation at the King's College Hospital, London, UK (external cohort). Predictions of survival obtained with ANN and MELD on the same datasets were compared using areas under receiver-operating characteristic (ROC) curves (AUC). Results: The ANN performed significantly better than MELD both in the internal validation group (AUC = 0.95 v 0.85; p = 0.032) and in the external cohort (AUC = 0.96 v 0.86; p = 0.044). Conclusions: The ANN measured the mortality risk of patients with cirrhosis more accurately than MELD and could better prioritise liver transplant candidates, thus reducing mortality in the waiting list.
L
iver transplantation is an accepted treatment for patients with end-stage chronic liver disease. Owing to the imbalance between the potential number of recipients and the donor shortage, it is of paramount importance to accurately predict the prognosis of patients with liver cirrhosis to establish the correct timing of referral to a liver transplant programme on one hand and prioritise the allocation of organs to the most ill patient already on the waiting list according to guidance issued by the Department of Health and Human Services in 1998 1 on the other.
The model for end-stage liver disease (MELD) score, 2 originally introduced to measure the mortality risk in patients with end-stage liver disease undergoing transjugular intrahepatic portosystemic stent shunt, has been subsequently adopted for use as a disease severity index to determine referral to transplant programmes and organ allocation priorities.
Although it is the most accurate scoring system currently available, it still fails to predict the mortality of a considerable proportion of patients. 3 4 The ability of MELD to predict mortality, expressed as the c statistic, ranges from 0.78 to 0.87. 3 The model is based on serum bilirubin, creatinine and international normalised ratio (INR); the effect of other prognostic information, namely, the presence of refractory ascites, variceal bleeding, spontaneous bacterial peritonitis and encephalopathy have failed to provide further prognostic information. Little change has been observed in the ability of the MELD score to predict 3-month mortality by adding these other parameters. 3 5 A possible explanation is that patients with cirrhosis represent a biological system where the relationship between variables that determine the prognosis is complex, multidimensional and non-linear, so that it is difficult to distinguish between classes with the conventional linear discriminant analysis. When two classes are separated by a non-linear boundary, artificial neural networks (ANNs) perform better than conventional discriminant analysis. 6 7 ANN use computer technology to model systems that structurally and functionally recall biological neural networks: they consist of a set of highly interconnected processing units (neurones) linked with weighted connections, and include an input layer, an output layer and one or more hidden layers. The input layer is formed by the different data available for the analysis (eg, various laboratory tests) and the output layer is formed by the different outcomes.
One of the basic characteristics of the ANN is that it can learn through examples and therefore establish the weight to be given to any input. In detail, learning occurs through exposure to paired input-output data (training). The ANN learns to associate each of the inputs with the corresponding output, by modifying the weight of the connections between its neurones. Once an input is applied as a stimulus to the first layer of neurones, it is propagated through each upper layer until an output is produced. This output pattern is then compared with the desired output and an error signal is generated. The error signal is then transmitted backwards across the net and the weight of the connections between neurones is updated to decrease the overall error of the network. As learning proceeds, the difference between the ANN output and the desired output decreases to a minimum. On the basis of the knowledge accumulated during the training, the ANN can assign outputs to new input data not used in the learning process: after training the ANN can therefore identify patterns or make predictions on datasets never seen before. [6] [7] [8] In this study, we assessed the ability of the ANN to predict the 3-month mortality in patients with end-stage liver disease, using clinical data of patients with cirrhosis recorded at the time of entering the waiting list for liver transplantation, and compared the prognostic performance of the ANN with that of the MELD.
PATIENTS AND METHODS
To train the ANN to predict the 3-month mortality of patients awaiting liver transplantation and to validate the system, a population of patients listed for liver transplantation at the Department of Surgery and Transplantation, University of Bologna, Italy, was retrospectively reviewed (internal cohort).
To obtain an external validation of the ANN, this was retrospectively tested on a population of patients listed for liver transplantation at the King's College Hospital, London, UK (external cohort).
In both the internal and external cohorts, the ANN was compared with the MELD scoring system in terms of accuracy in predicting 3-month mortality.
Internal cohort
From January 1999 to April 2003, 417 adults with end-stage chronic liver disease were listed for liver transplantation at the Department of Surgery and Transplantation, University of Bologna. As this study aimed to assess the ability of the neural network to predict 3-month mortality, the analysis did not include 155 patients whose waiting time until transplantation was ,3 months. To avoid any possible bias related to a previous liver transplant that correlates with a higher patient mortality, 9 11 patients awaiting liver retransplantation, owing to chronic rejection (n = 3) and recurrent hepatitis (n = 9), were also excluded from the analysis. The remaining 251 patients represented the study group (internal cohort).
Until April 2003, liver grafts were allocated to potential recipients in accordance with the United Network for Organ Sharing (UNOS) status (status 2A, patients with chronic liver disease hospitalised in the intensive care unit with a life expectancy ,7 days without transplantation; status 2B, patients hospitalised requiring continuous medical care but not in the intensive care unit; and status 3, patients requiring medical care but not hospitalised), on Child-Turcotte-Pugh score, ABO blood-type compatibility and overall waiting time. 10 Patients who received liver transplantation after a waiting time of .3 months were considered alive at this time point. Patients who were dropped from the waiting list for reasons not related to liver disease or who died later than 3 months of waiting time were also considered alive at 3 months. Table 1 reports the clinical data that were collected for each of the 251 patients. Aetiology of liver disease and diagnosis of cirrhosis were based on virological markers (hepatitis B and C serology), abdominal imaging (Doppler ultrasound and computer tomography) and assessment of biochemical liver function tests (serum bilirubin, albumin, transaminase and INR). Diagnosis of primary cholestatic disease (primary biliary cirrhosis and primary sclerosing cholangitis) was always confirmed with a liver biopsy. The MELD score was calculated according to the formula proposed by UNOS as follows:
laboratory values ,1.0 were set to 1.0; the maximum serum creatinine considered was 4.0 mg/dl; the score was finally multiplied by 10 and rounded to the nearest whole number. During the 3-month follow-up period 38 (15%) patients died. Of the 213 alive at 3 months, 203 patients then underwent transplantation, 3 were excluded for reasons not related to liver disease and 7 died after this period.
External cohort
In all, 371 adults with chronic liver disease listed for liver transplantation in the same period at the Liver Transplant Surgical Service, King's College Hospital, London, UK, were retrospectively evaluated. Inclusion criteria were the same as in the internal cohort: 137 of these patients were eligible for the study; table 1 reports clinical data available for this group; 226 patients whose waiting time to transplantation was ,3 months and 8 patients awaiting liver retransplantation were excluded from the analysis. During the 3-month follow-up period 17 (12.4%) patients died. All of the 120 patients alive at 3 months underwent transplantation.
DEVELOPMENT OF THE ARTIFICIAL NEURAL NETWORK
The neural network was developed using NeuroSolution V.4 (Neurodimension, Florida, USA). Neurosolution is a userfriendly software with a Microsoft Excel add-in that simplifies the construction of the ANN. A licensed copy was bought but a free evaluation edition can be downloaded at http://www.neurosolution.com/products/nsexcel/.
Patients of the internal cohort were randomly divided into a training/cross-validation group (188 cases; 75%) and an internal validation group (63 cases; 25%; fig 1) . The training/ cross-validation group was used to train the network; in particular, 125 patients (50% of the entire study group) were randomly selected to train the network and the remaining 63 (25% of the entire study group) were used for internal cross validation.
In this study, a multilayered perceptron was constructed; a multilayered perceptron is a neural network that has at least three layers of neurones: one input layer, one output layer and at least one hidden layer. Neurones are tied together with weighted connections. Usually, the number of neurones in the input and output layers is determined by the amount of data available for learning: the number of attributes of the data (laboratory tests in this study) is equal to the number of input neurones and the number of outcomes is equal to the number of output neurones. The present multilayered perceptron had 10 input neurones: the input data selected for the development of the neural network were those available for both the internal and the external cohorts, and all were laboratory objective and reproducible variables-namely, aspartate aminotransferase (IU/l), total serum bilirubin (mg/dl), c-glutamyl transpeptidase (IU/l), alkaline phosphatase (IU/l) serum creatinine (mg/dl), serum albumin value (g/dl), INR value, platelet count (610 3 / mm 3 ), white cell count (610 3 /mm 3 ) and haemoglobin concentration (g/dl; fig 2) .
We found four neurones in the hidden layer and one output neurone (survival or death at 3 months). The learning rule used was back-propagation of error, which adjusts the internal parameters of the network over the repeated training cycles to reduce the overall error: once an input pattern is applied as a stimulus to the first layer, it is propagated through each upper layer until an output is generated; this output is compared with the desired output, and an error signal is calculated for each output unit. This error signal is then transmitted backwards across the net, and the weight of the connections in the network is updated to decrease the overall error of the net. 11 Training was terminated when the sum of square errors with respect to the cross-validation dataset of 63 patients was at a minimum. This cross validation was necessary because neural networks can be overtrained to recognise specific cases in a training set rather than learning general predictive characteristics; overtraining can lead to good performance on a training set but poor performance on independent testing sets. The activation function was used with continuous output on the interval (0-1), in which 0 = patient alive at 3 months and 1 = patient dead at 3 months so that ANN output ranged from 0 = probability of death 0% to 1 = probability of death 100%; transitional values were representative of different probabilities of death.
The ANN was trained 10 times. At the end of each training session, the network was tested and the prediction accuracy was calculated on the internal validation group of 63 patients who were not selected for training and whose outcome was unknown to the ANN. We then selected the best network in terms of accuracy and finally tested the ANN on the patients of the external cohort (fig 1) to confirm its power to predict outcome and assess the possibility of applying the test to different subsets of patients.
The study protocol was in accordance with the Declaration of Helsinki and subsequent amendments.
STATISTICAL ANALYSIS
Continuous variables were expressed as mean (standard deviation (SD)) and compared using a two-tailed unpaired Student's t test; categorical variables were compared using x 2 analysis. Performance of the ANN prediction in the internal validation group and in the external cohort was tested using receiver-operating characteristic (ROC) curve analysis.
12 ROC analysis was also used to compare ANN and MELD performance using the Hanley and McNeil method. Finally, the ANN predictions for the internal validation group and the external cohort were taken together and expressed in terms of overall accuracy (sum of correct predictions divided by total predictions), sensitivity, specificity, positive predictive value and negative predictive value for several cut-off values considered. 13 A value of p,0.05 was considered significant in all the analyses.
Statistical analysis of continuous and categorical variables and ROC curve analysis were computed using MedCalc V.7.2.1.0 (MedCalc software, Mariakerke, Belgium). Table 1 shows the baseline characteristics of the internal cohort. The mean (SD) age was 51 (8.5) years, and the patients were predominantly men (82%). The most common indication for liver transplantation was cirrhosis of viral origin (196 patients; 78.1%) followed by alcohol-related chronic liver disease (37 patients; 14.7%) and cholestatic liver disease (18 patients; 7.2%). The mean (SD) MELD score of the internal cohort was 16.7 (4.8). Patients who survived had a lower total bilirubin, creatinine, INR value, white cell count and higher serum c-glutamyl-transpeptidase, albumin value and haemoglobin concentration (table 2). Table 1 shows the characteristics of the external cohort. The mean (SD) age was 50.5 (12.5) years and the patients were predominantly men (71%). The most common indication for liver transplantation was cirrhosis due to viral hepatitis (86 patients; 62.8%), followed by cholestatic liver disease (32 patients; 23.4%) and alcoholic liver disease (19 patients; 13.9%). The mean (SD) MELD score of the external cohort (14.7 (6.9)) was significantly lower than the score of the internal cohort (16.7 (4.8); p = 0.003).
RESULTS

Internal cohort
External cohort
We also observed significant differences in the percentage of men and patients with viral-related cirrhosis, as well as in the mean values of several laboratory tests between the internal and the external cohorts.
Similar to the internal cohort, patients who survived had a lower total bilirubin, creatinine, INR value and higher serum cglutamyl transferase and albumin value (table 2) .
When the external cohort was submitted to the ANN, the AUC was 0.96 (95% CI 0.91 to 0.98); the performance of the MELD in predicting 3-month mortality in this cohort was significantly lower than that of the ANN (p = 0.044), with an AUC of 0.86 (95% CI 0.79 to 0.91; table 3).
Diagnostic accuracy of ANN of the internal validation group and external cohort
The internal validation group and external cohort consisted of 200 patients (172 alive and 28 dead at 3 months). shows the sensitivity, specificity, positive predictive value, negative predictive value and overall accuracy of the ANN output in the internal validation group and external cohort at different cut-off values. Using the lower cut-off values of 0.03, the model had a sensitivity of 100%, and a negative predictive value of 100%: lower values of ANN output indicate a 100% probability of patients being alive at 3 months. Above this threshold, the probability of death starts to increase from 41.2% (positive predictive value) up to 90.9% when the ANN output reaches the value of 1. The overall accuracy remains high for all the cut-offs considered, ranging from 82% to 91%.
DISCUSSION
The MELD represents the milestone of the present policy of allocation of donor organs that prioritises the sickest patients on the waiting list for liver transplantation. Being based on simple and objective biochemical parameters, the MELD avoids the possibility of manipulating the process of organ allocation that was consistent when it was based on waiting time, location of the patient (hospitalised v at home) and subjective clinical parameters. However, the MELD score will not accurately predict short-term mortality in 15%-18% of the patients with chronic liver disease listed for liver transplantation; in practical terms, many patients undergo transplantation too early whereas others die awaiting a donor. The search for more precise systems to predict the prognosis of liver transplant candidates is therefore justified.
14 In this study, the ANN was superior to the MELD scoring system in predicting the 3-month mortality of patients with end-stage liver disease listed for liver transplantation. The MELD score was developed by Malinchoc using a proportional hazard model to obtain the relative risk related to the modification of a defined variable and then applied to a logistic regression to predict the probability of death within 3 months of patients with cirrhosis undergoing transjugular intrahepatic portosystemic stent shunt. 2 Recent studies have shown that neural network analysis is potentially more successful than traditional statistical techniques when the importance of a given prognostic variable is expressed as a complex unknown function of the value of the variable, or when the prognostic effect of a variable is influenced by other prognostic variables in a complex multidimensional non-linear function. [15] [16] [17] [18] [19] This condition is present in a complex biological system such as end-stage liver disease. On the basis of these suggestions, we constructed an ANN using the clinical parameters that are most commonly recorded when a patient is listed for liver transplantation, and we tested its ability to predict the 3-month mortality.
In his original study, Malinchoc showed that serum bilirubin, serum creatinine, INR and cause of cirrhosis are independent risk factors of mortality of patients with cirrhosis undergoing the transjugular intrahepatic portosystemic stent shunt procedure; the effect of adding other important clinical features to the score, such as the presence of refractory ascites, variceal bleeding, spontaneous bacterial peritonitis and encephalopathy, was tested, and produced no significant improvement in the prediction of 3-month mortality. 2 3 5 More recently, it was shown that the accuracy of the MELD in the liver transplantation setting is improved by the addition of serum sodium values to the formula; however, the increase of the c statistic obtained by adding sodium values was only slightly .1% (MELD score c statistic 0.894 v MELD score plus hyponatraemia 0.905). 20 The simple addition of further prognostic variables does not seem to substantially improve the fit of a model that is developed with conventional discriminant analysis. In the context of a biological system, such as end-stage liver disease, a neural network can process more information, providing a different analysis of prognostic factors than traditional statistical techniques. In our report, the c statistic achieved by the ANN when internal and external cohorts were considered was some 10% greater than that obtained with the MELD score. Notably, in our series the performance of MELD was in accordance with what was reported in other series, with an accuracy as high as 0.86; this observation, while confirming the efficacy of the MELD system as a predictor of short-term mortality, adds further value to the performance of the ANN which was better than that of an already highly reliable system. As the network used in this study was constructed using 10 variables, each group should have 100 patients to avoid the risk of overfitting of the data. This was not fully achieved for the internal validation group, which consisted of 63 patients. However, the model was confirmed in the external validation group of .100 people.
In this study, the ANN was shown to have the best accuracy reported in the literature in predicting the mortality of patients with end-stage liver disease; in a liver transplantation setting the ANN had an outstanding ability to identify patients who will die of liver failure within 3 months among those who are awaiting transplantation. The ANN can provide a score ranging from 0 (no probability of death) to 1 (100% probability of death) to assess the risk of death on the waiting list for liver transplantation. In clinical practice, the software used for the present neural network allows the creation of a new mask that can be incorporated in a website easily accessible to everyone (as in the UNOS website, where a mask was created for MELD calculation). The possibility of identifying those patients who are to undergo transplantation more urgently by using the ANN could optimise organ allocation, and is therefore of paramount importance.
When the ANN was tested on the external cohort, its accuracy remained similar to that observed in the internal validation group and higher than that of the MELD score. As some of the characteristics of the patients in the external cohort, such as sex distribution, aetiology of liver disease and laboratory tests values, differed from the internal validation group, we conclude that the ANN can offer reproducible results.
Although the addition of clinical variables, such as spontaneous bacterial peritonitis, degree of encephalopathy or ascites, might have improved the prognostic capability of the network analysis, we decided not to include them because their assessment is subjective and could therefore be arbitrary, particularly in a centralised or shared organ-allocation system.
In conclusion, we provide some evidence that ANN are valid and potentially reliable tools to determine the short-term prognosis of patients with end-stage liver disease. The ANN that we developed was superior to the MELD scoring system in predicting the 3-month survival of patients listed for liver transplantation this was also the case when it was applied to patients referred to different transplant centres. The ANN could be used as a disease severity index to better prioritise patients for organ allocation, reducing the number of deaths on the waiting list for liver transplantation.
