Stat. Risk Model.
Introduction
Let (X i ) be a sequence of nonnegative i.i.d. random variables on a common probability space with distribution μ. In the context of actuarial theory, the random variable S n := ∑ n i= X i can be seen as the total claim of a homogeneous insurance collective consisting of n risks. The distribution of S n is given by the n-fold convolution μ * n of μ. A central task in insurance practice is the specification of the premium R ρ (μ * n ) for the aggregate risk S n , where R ρ is the statistical functional associated with any suitable law-invariant risk measure ρ (henceforth referred to as risk functional associated with ρ). Note that n R ρ (μ * n ) can be seen as a suitable premium for each of the individual risks X , . . . , X n , where it is important to note that n R ρ (μ * n ) is typically essentially smaller than R ρ (μ).
On the one hand, much is known about the statistical estimation of the single claim distribution μ and about the numerical approximation of the convolution μ * n with known μ. On the other hand, an analysis that combines both statistical aspects and the numerical approximation of μ * n seems to be rare. In [ ], this question was approached through an estimation of μ * n by the normal distribution N nm un ,nŝ un with estimated parameters based on a sample of size u n ∈ ℕ. Herem u n andŝ u n refer to respectively the empirical mean and the empirical variance of a sequence of i.i.d. random variables with distribution μ having a finite second moment. It was shown in [ ] that for many law-invariant coherent risk measures ρ and any sequence (u n ) of positive integers for which u n /n converges to some constant c ∈ ( , ∞) we have n r The assumption that u n increases to infinity at the same speed as n increases to infinity is motivated by the fact that the parameters are typically estimated on the basis of the historical claims of the same collective from the last year or from the last few years. This is also why the presented theory is nonstandard. In the existing literature on the statistical estimation of convolutions the number of summands is typically fixed or increases essentially slower to infinity than u n does; see, for instance, [ ] for the nonparametric estimation of a (compound) convolution where the (distribution of the) number of summands is fixed and known. It was also shown in [ ] that for the exact mean m and the exact variance s of μ, and for many law-invariant coherent risk measures ρ, sup n∈ℕ |R ρ (N nm,ns ) − R ρ (μ * n )| < ∞.
Both ( . )-( . ) and the simulation study in [ ] show that the overwhelming part of the error in the estimated normal approximation of the risk functional is due to the estimation of the unknown parameters rather than to the numerical approximation itself. Whereas in the case of known parameters the relative error converges to zero at rate (nearly) , in the case of estimated parameters the relative error converges to zero only at rate (nearly) / . So it is very important to note that statistical aspects may not be neglected when investigating approximations of premiums for aggregate risks. The estimated normal approximation R ρ (N nm un ,nŝ un ) of R ρ (μ * n ) is very simple and saves computing time in great measure. Indeed, we have
whenever R ρ corresponds to a cash additive and positively homogeneous risk measure ρ. On the other hand, in real applications the total claim distribution μ * n is typically skewed to the right, whereas the normal distribution is symmetric; see also Figure in Section . So it is natural to study methods which better fit skewed total claim distributions. In this article, we will therefore replace N nm un ,nŝ un by the n-fold convolutionμ * n u n of the empirical estimatorμ u n of μ. The corresponding estimator R ρ (μ * n u n ) will be referred to as empirical plug-in estimator. The calculation of the empirical plug-in estimator will be more computing time consuming than the calculation of the estimated normal approximation, nevertheless the needed computing time is still satisfying for actuarial applications. It is quite clear, and can also be seen from Figure , that μ * n gets increasingly skewed as the tail of μ gets heavier. So it is not surprising that the estimated normal approximation works well for light-tailed μ and gets worse for medium-tailed and heavy-tailed μ. A simulation study for the Value at Risk functional in Section indicates that the empirical plug-in estimator is only slightly better than the estimated normal approximation for light-tailed μ but is essentially better for medium-tailed μ. For heavy-tailed μ both estimators work well only for rather large n. Throughout this article we will use the terms "light-tailed", "medium-tailed" and "heavy-tailed" in a quite sloppy way. By definition "heavy-tailed" refers to distributions without a finite second moment. However our theory is only applicable to distributions with a finite λ-moment for some λ > . In this context we refer to heavy-tailed distributions whenever λ is close to and will use the terms "medium-tailed" and "light-tailed" for larger λ.
To introduce the empirical plug-in estimator rigorously, let (Y i ) be a sequence of i.i.d. random variables on some probability space (Ω, F, ℙ) with distribution μ. The random variables Y i can be seen as observed historical single claims. The empirical probability measure of the first u ∈ ℕ observations,
is the standard nonparametric estimator for μ, and thereforê
provides a reasonable estimator for μ * n . Then it is natural to use the plug-in estimator
for the estimation of R ρ (μ * n ); computational aspects will be discussed in Appendix A. We will see in Section that for a very large class of law-invariant risk measures ρ, any distribution μ with a finite λ-moment for some λ > , and any sequence (u n ) of positive integers for which u n /n converges to some constant c ∈ ( , ∞), we also have ( . )-( . ) with N nm un ,nŝ un replaced byμ * n u n . In Theorems . and . we will prove even more, namely
where o ℙ-a.s. (n − / ) refers to any sequence of random variables (ξ n ) on (Ω, F, ℙ) for which nξ n converges ℙ-a.s. to zero as n → ∞. Assertions ( . )-( . ) have an astonishing consequence. No matter what the particular risk measure ρ looks like, the asymptotics of the estimators n R ρ (N nm un ,nŝ un ) and n R ρ (μ * n u n ) for the individual premium n R ρ (μ * n ) are exactly the same as for the empirical mean regarded as an estimator for the mean. By the classical Central Limit Theorem, we can derive from ( . ) and ( . ) the following asymptotic confidence intervals at level − α for the individual premium n R ρ (μ * n ):
where Φ , denotes the distribution function of N , .
Further, it is a simple consequence of part (ii) of Theorem . below that
with := min{λ − ; }/ and β > depending on ρ. The identity ( . ) shows that for large n (and β and away from ) the individual premium n R ρ (μ * n ) can be seen as an approximation of the premium which is determined according to the standard deviation principle with safety loading n R ρ (N , ). For the corresponding estimators we will obtain (cf. Remark . below) the following empirical analogues of ( . ):
where O ℙ-a.s. (n − / − β ) refers to any sequence of random variables (ξ n ) on (Ω, F, ℙ) for which the sequence (n / + β ξ n ) is bounded ℙ-a.s. To some extent, ( . ) and ( . ) justify the use of the standard deviation principle (with m and s estimated bym u n andŝ u n , respectively), which many insurance companies use to determine individual premiums in large collectives. In practice the specific choice of the safety loading in the context of the standard deviation principle is often somewhat arbitrary. Formulae ( . ) and ( . ) now give a deeper insight into the practical choice of the safety loading. It should be chosen as the product of a suitable risk functional (which one has actually in mind) evaluated at the standard normal distribution and the factor / n (where n is the size of the collective). The factor / n reflects the balancing of risks in (large) collectives. It is quite clear that the goodness of the estimator in ( . ) can be improved through replacing the nonparametric estimatorμ u in ( . )-( . ) by a suitable estimator that is based on a parametric statistical model. However, this requires preliminary considerations with respect to a proper choice of the parametric model. Such considerations are feasible and common. Nevertheless, we leave the parametric approach for future work.
The rest of the article is organized as follows. In Section we will present our results, and in Sections and these results will be illustrated by means of examples. The results of Section will be proven in Section . A remark on the computation of the empirical plug-in estimator can be found in Appendix A.
Results
Let L denote the usual set of all finitely-valued random variables on an atomless probability space modulo the equivalence relation of almost sure identity. Let X ⊂ L be a vector space containing the constants. An intrinsic example for X is the space L p (consisting of all p-fold integrable random variables from L ) for p ≥ . We will say that a map ρ :
• positively homogenous if ρ(λX) = λρ(X) for all X ∈ X and λ ≥ . As usual, we will say that ρ is coherent if it satisfies all of these four conditions, and that ρ is law-invariant if ρ(X) = ρ(Y) whenever X and Y have the same law. We will restrict ourselves to law-invariant maps ρ : X → ℝ. So we may and do associate with ρ a statistical functional
where M(X) denotes the set of the distributions of the elements of X, and X μ ∈ X has distribution μ. Let M be the set of all probability measures on (ℝ, B(ℝ)), and denote by
is the nonuniform Kolmogorov distance of μ and μ with respect to the weight function ϕ λ . It is easily seen
Recall that (Y i ) is a sequence of i.i.d. real-valued random variables on some probability space (Ω, F, ℙ) with distribution μ having a finite second moment, and that the estimatorsμ u ,μ * n u , and R ρ (μ * n u ) are given by ( Assumption . . Let ρ : X → ℝ be a law-invariant map, and R ρ be the corresponding statistical functional introduced in ( . ). Let (u n ) be a sequence in ℕ, and assume that the following assertions hold for some
(c) ρ is cash additive and positively homogeneous, and M λ ⊂ M(X).
The following result is basically already known from [ ]. Assertions (iv) and (v) in Theorem . describe the asymptotic behavior of the estimator n R ρ (N nm un ,nŝ un ) for the individual premium n R ρ (μ * n ). Note that R ρ (N nm un ,nŝ un ) is always (F, B(ℝ))-measurable due to the representation ( . ).
Theorem . (Estimated normal approximation).
Suppose that Assumption . holds with λ > and β > , and let := min{λ − ; }/ . Then the following assertions hold:
The following result provides the analogue of Theorem . for the empirical plug-in estimator n R ρ (μ * n u n ) for the individual premium n R ρ (μ * n ). Assertions (iii) and (iv) in Theorem . describe the asymptotic behavior of the estimator n R ρ (μ * n u n ).
Theorem . (Empirical plug-in estimator)
. Suppose that Assumption . holds with λ > and β > , let := min{λ − ; }/ , and assume that R ρ (μ * n u n ) is (F, B(ℝ))-measurable for every n ∈ ℕ. Then the following assertions hold:
Note that the measurability assumption on R ρ (μ * n u n ) in Theorem . is not very restrictive. For instance, when ρ is the Value at Risk or a distortion risk measure (see Sections . -. for details), then it can be easily seen that R ρ (μ * n u n ) is (F, B(ℝ))-measurable. Moreover, the measurability also holds for any law-invariant coherent risk measure ρ which is defined on L p for some p ∈ [ , ∞):
Remark . . Note that the considered estimators for the individual premium have the following representations:
Equation ( . ) is a simple consequence of part (c) of Assumption . , and ( . ) follows from ( . ) and part (i) of Theorem . .
Illustration of Assumption . . Value at Risk
It is clearly law-invariant and easily seen to be monotone, cash additive, and positively homogeneous. More- 
. Coherent distortion risk measure
be a convex distortion function, i.e. a convex and nondecreasing function with g( ) = and g( ) = . Note that the function g is continuous on [ , ) and might jump at . The distortion risk measure associated with g is defined by
for every real-valued random variable X (on some given atomless probability space) satisfying 
Then ρ g satisfies conditions (c) and (d) of Assumption . for this β and every λ > with λβ > .
Proof. The first part of condition (c) is satisfied since ρ g is a law-invariant coherent risk measure. Condition ( . ) and the convexity of the distortion function g together imply
In view of ( . ) and the assumption λβ > , it follows easily that condition (d) and the second part of condition (c) hold too.
If specifically g(t) = −α max{t − α; } for any fixed α ∈ ( , ), then we have X g = L and ρ g is nothing but the Average Value at Risk AVaR α at level α. In this case, condition ( . ) holds for β = . That is, AVaR α satisfies conditions (c) and (d) of Assumption . for every λ > .
. Further coherent risk measures
Not every law-invariant coherent risk measure ρ can be seen as a distortion risk measure. 
Then ρ g satisfies conditions (c) and (d) of Assumption . for this β and every λ > p with λβ > .
we can find a set G ρ of continuous convex distortion functions such that g ρ = inf g∈G ρ g and
This follows from [ , Proposition . , Remark . ] (adapted to our definition of monotonicity and cash additivity); see also [ , ] . Below we will show that ( . ) implies
With the help of ( . ) and ( . ) we then obtain
dx (which is finite due to the assumption λβ > ). That is, condition (d) is satisfied too.
It remains to show ( . ), for which we will adapt the arguments of [ , Section . ] . Let ≤ t < t ὔ < . Since the underlying probability space was assumed to be atomless, we may pick a measurable decomposition A ∪ A ∪ A of the probability domain such that P[A ] = − t ὔ , P[A ] = t ὔ − t and P[A ] = t, where P refers to the corresponding probability measure. Define random variables B −t ὔ := A , B −t := A ∪A and B t ὔ −t := A , and note that they are distributed according to the Bernoulli distribution with parameters − t ὔ , − t and t ὔ − t, respectively. Moreover, we clearly have B −t = B −t ὔ + B t ὔ −t . By the subadditivity of ρ g we can conclude ρ(B −t ) ≤ ρ(B −t ὔ ) + ρ(B t ὔ −t ), and so
where the second "≤" is ensured by ( . ). By ( . ) the constant sup v∈[ , )
−g ρ (B v ) ( −v) β is finite. Thus, since every g ∈ G ρ is also continuous at , condition ( . ) indeed implies ( . ).
It is worth mentioning that if ρ is a distortion risk measure with distortion function g, then g ρ = g and condition ( . ) boils down to condition ( . ). Here are two examples for law-invariant coherent risk measures on Orlicz hearts that are not distortion risk measures:
Example . . Given a ∈ ( , ] and p ∈ [ , ∞), the one-sided pth moment risk measure is the map ρ :
where E refers to the expectation with respect to the probability measure of the basic probability space. The map ρ is clearly law-invariant and can easily be shown to be a coherent risk measure. But by [ , Lemma A. ] it is not a distortion risk measure. The function g ρ defined in Lemma . is given by g ρ (t) = t − at( − t) /p , and thus
Therefore condition ( . ) is satisfied for β := /p.
Example . . In [ ] it has been pointed out that expectiles may be viewed as law-invariant coherent risk measures. The expectiles-based risk measure associated with
It follows from [ , Theorem ] that ρ is not a distortion risk measure unless α = / . The function g ρ defined in Lemma . is given by g ρ (t) = ( − α)t/( − α + ( − t)( α − )), and thus
Therefore condition ( . ) is satisfied for β := .
Numerical examples
In this section we present some numerical examples to illustrate the results of Section . Our results show that both the estimated normal approximation and the empirical plug-in estimator lead to reasonable estimators for the premium of an individual risk within a homogeneous insurance collective. Our results also show that these two estimators are asymptotically equivalent. Nevertheless, for small to moderate collective sizes n the goodness of the estimators can vary from case to case. For example, in the case where ρ is the Value at Risk at level α the results of Theorems . and . show that for both estimators the estimation error converges almost surely to zero at rate (nearly) / when [|Y | λ ] < ∞ for some λ > (where Y refers to any μ-distributed random variable). On the other hand, the latter condition does not exclude that [|Y | +ε ] = ∞ for some small ε > . In this case the total claim distribution can be essentially skewed to the right when the number of individual risks n is small to moderate; cf. Figure . So one would expect that especially for heavy-tailed μ and small to moderate n the estimators perform only moderately well. One would also expect that for heavy-tailed μ (and even for medium-tailed μ) and small to moderate n the empirical plug-in estimator should outperform the estimated normal approximation. Our goal in this section is to provide empirical evidence for our conjectures.
To this end let us consider a sequence (Y i ) of i.i.d. nonnegative random variables on a common probability space with distribution
for some p ∈ ( , ), where P a,b is the Pareto distribution with parameters a > and b > . The Pareto distribution P a,b is determined by the Lebesgue density
and the assumption a > ensures that [|Y | λ ] < ∞ for all λ ∈ ( , a). We regard Y , . . . , Y n as a homogeneous insurance collective of size n, the number p as the probability for the event of a strictly positive individual claim amount, and P a,b as the individual claim distribution conditioned on this event. Note that in our example the mean m and the variance s of μ are given by
In the first part of this section, we estimate the total claim distribution μ * n , i.e. the distribution of ∑ n i= Y i , by means of the empirical distribution based on a Monte-Carlo simulation. The plots in Figure were derived from a simulation with Monte-Carlo paths. We set p = . and chose the parameters a and b in such a way that the expected value of a single claim was normalized to . Each row shows the same set of parameters and each column shows the same collective size, starting with n = on the left, n = in the middle and n = on the right. The first row shows the results for a = . and b = , the second row shows a = and b = , the third row shows a = and b = and the fourth row shows a = and b = . In each plot the continuous line represents the estimator for μ * n and the dashed line the probability density of the normal distribution N nm,ns with m and s determined through ( . ). We emphasize that μ * n has in fact point mass in zero. But the point mass is equal to ( − p) n and therefore extremely small. This is why the point mass of the empirical estimator is not visible in the plots.
One can see that the empirical total claim distributions in the first row of Figure are strongly skewed to the right even for larger collective sizes. The density of the normal distribution is very flat and has much mass on the negative semiaxis. The reason for this shape is the high variance s , which increases rapidly as a gets closer to . In the case of a = . and b = this rate is close to zero, saying that large collective sizes are needed to provide a suitable estimator.
In the second row of Figure for a = and b = the empirical total claim distributions are still strongly skewed to the right. One can see that the normal approximation still does not resemble the empirical distribution. The deviation decreases visibly with increasing collective size due to the higher rate of convergence in the Berry-Esséen theorem. Compared to the first row with a = . and b = the quality of the normal Figure . The continuous line shows the n-fold convolution μ * n of μ = ( − p)δ + pP a,b for p = . and the Pareto distribution P a,b with parameter a = . in the first row, a = in the second row, a = in the third row, a = in the fourth row; and collective sizes n = in the first column, n = in the second column, n = in the third column. The dashed line shows the density of the respective normal distribution in each case. approximation was increased in the second row with a = and b = , which can be explained by the increasing rate of convergence in the Berry-Esséen theorem. For λ ∈ ( , ] the convergence rate to the normal distribution is strictly increasing in λ. For λ > the convergence rate can not be improved any more.
In the third row of Figure for a = and b = and in the fourth row for a = and b = the normal approximation provides a good approximation even for small collective sizes. The empirical total claim distributions are in both cases almost symmetric and the approximation leads to a good fit of both curves. The third moment of X exists in both cases and due to the Berry-Esséen theorem the deviation of μ * n from the normal distribution converges to zero with rate / . We can see that there is no remarkable improvement in the convergence rate once the existence of the third moment is guaranteed.
In the second part of this section we compare the estimated normal approximation with the empirical plug-in estimator where the role of the risk measure ρ is played by the Value at Risk at level α = . . To save computing time we discretized the Pareto distribution P a,b on the equidistant grid ℕ = { , , , . . .}. The plots in Figure were derived by a Monte-Carlo method using Monte-Carlo paths in each simulation. Once again we chose p = . . In order to compare the estimators we first calculated the exact Value at Risks at level . of μ * n (in fact we estimated it by means of a Monte-Carlo simulation based on runs) in dependence on the collective size n. In each plot in Figure the dot-dashed line represents the relative Value at Risk R ρ (μ * n )/n, which we take as a reference to illustrate the biases of the estimators. The dashed line shows the estimated normal approximation R ρ (N nm n ,nŝ n )/n for the Value at Risk relative to n. The continuous line shows the empirical plug-in estimator R ρ (μ * n n )/n for the Value at Risk relative to n. The first row shows the relative Value at Risks for the parameters a = . and b = on the left and a = and b = on the right. In the second row we have a = and b = on the left and a = and b = on the right. Once again the parameters were chosen such that the expected value of a single claim was normalized to .
For a = . we can see that both estimators show a large negative bias. The slow convergence in the Berry-Esséen theorem transfers directly to the convergence of the relative Value at Risk of the distributions (recall that the Value at Risk fulfills condition (d) of Assumption . for β = ). Due to this slow convergence the collective size has to be chosen very large to provide a good estimation. What strikes the most is the large bias of the relative empirical plug-in estimator R ρ (μ * n )/n. The heaviness of the tails causes the empirical distributionμ n to converge very slowly to μ * n . We can see that in the case a = the bias of both estimators decreases visibly. However in both cases the empirical plug-in estimator yields a better estimation.
The plots for a = and a = resemble each other very much. In both cases the existence of the third moment of X is guaranteed, yielding the same rate of convergence in the Berry-Esséen theorem. We can see that for small n, e.g. n ≤ , both estimators show a large bias. However for n ≤ the empirical plug-in estimator provides a better estimation. For n ≥ the estimated normal approximation could be preferred over the empirical plug-in estimator, because the biases of both estimators are more or less the same and the estimated normal approximation consumes less computing time.
As a conclusion one can say that the estimated normal approximation is not suitable for heavy-tailed (to medium-tailed) distributions whenever small collective sizes are at hand. In this case it is sensible to apply the empirical plug-in estimator, which consumes more computing time compared to the estimated normal approximation. [ , Lemma . ] . Third, the mapping ω →μ u n (ω, ⋅) is (F, σ(O p-w ) )-measurable. Indeed, it is easily seen that the Borel σ-algebra σ (O p-w 
b ; see, e.g., [ , Lemma . ] . This gives ( . ). Altogether, we have shown that the
A On the computation ofμ * n u and R ρ (μ * n u )
In general the computation of the n-fold convolutionμ * n u ofμ u is more or less impossible. However, in real applications the true μ has support in hℕ := { , h, h, . . .} for some fixed h > , where h represents the smallest monetary unit. We stress the fact that continuous distributions are in fact approximations for the equidistant discrete true single claim distribution, and not vice versa. So the empirical probability measurê μ u is concentrated on the equidistant grid hℕ , too. In this case the estimated total claim distributionμ * n u can be computed with the help of the recursive schemê ) providedμ u [{ }] > ; see the discussion below. Note thatμ u as an empirical probability measure has bounded support. Therefore, the whole distributionμ * n u can be computed by the scheme (A. )-(A. ) in finitely many steps. In particular, the estimator R ρ (μ * n u ) can be computed in finitely many steps even for tail-dependent functionals R ρ as, for instance, the one associated with the Average Value at Risk (introduced at the end of Section . ).
To justify the scheme (A. )-(A. ) note that the empirical probability measureμ u defined in ( . ) has the representationμ
] is the probability measureμ u conditioned on ( , ∞). It is easily seen that the n-fold convolutionμ * n u coincides with the random convolutionν * B n,pu u 
