Abstract-In this paper we present a stereo-based appmach for building 3D maps. First, lhe best local alignment between successive point clouds is computed by a fast ego-motiodactionestimation algorithm which relies on an incremental matcbes filtering process followed by energy minimization. Then, a qnasirandom updating algorithm, a kind of multi-view ICP, minimizes the global inconsistency of the map. Such an inconsistency is defined in terms of the sum of local inconsistencies and an addilional entmpy-based regularization term which is effective in plane-parallel envimnments. For the sake of efficiency, we assume a flat floor and a fixed stereo camera mounted on the mbol. We have suceessfully tested the appmach by performing several indoor mapping experiments.
I. INTRODUCTION
Recently, there has been a great interest in using mobile robots to build 3D maps of the environment. Existing approaches using laser range finders sensors, have evolved towards obtaining more and more compact 3D models made up of planar surfaces [IS) [S] [ll] [S] . In such approaches, the problem of simultaneously computing the map and robot poses is formulated in terms of maximizing a log-likelihood function and then using an EM-like algorithm to obtain, at least, a local maximum. In other approaches, range finders are used in combination with cameras, following the idea of complementing sensor capabilities. For instance, in I61 a range finder is combined with eight CCD cameras to compute a mesh model of the environment from a large number of overlapped 3D images. In [4][ 11, a range scanner is combined with a single camera through fusing the results of 2D and 3D matching and planar segmentation processes, and a high-level planning system obtains the best next view for acquiring the model of the environment.
In this paper we focus on a thud group of approaches that only use stereo cameras as 3D sensors. In 1131. 3D information is condensed in 2D maps which are represented with the 2D occupancy grid model, because its 3D generalization [I21 is neither computational feasible nor scalable. Thus, practical stereo approaches must perform some sort of feature extraction. For instance, in [7] stereo data is used to compute the Hough transform of the 3D planes in the environment and such planes are extracted through a voting scheme, although some manual guidance is used when there is a lack of sensor input. In 191, stereo vision is fused with inertial information in order to recover 3D segments. On the other hand, in [15] [16] 3D landmarks based on scaleinvariant image features are used to compute the map. Such a computation relies on estimating the ego-motion of the robot, tracking the landmarks using the odomelry for prediction, and finally superposing the landmarks to obtain the map: Such an approach is not globally consistent because it only relies on local estimations. This is why it is extended in 1171, although the global consistency proposed exploits the closing-the-loop constraint for performing backward corrections.
We propose an stereo approach that uses a subset of the 3D point clouds (those whose 2D projections are strict local maxima of the gradient image) and the local appearances of their projections, to feed an ego-motion/action-estimation process. Such a process performs local 3D alignment through filtering matches potentially associated to outliers, followed by energy minimization. Once we have a sequence of poses and actions/transformations we build an initial map by aggregating all point clouds with respect to a common reference system. Given such a map, we proceed to maximize a globalconsistency criterion through minimizing the sum of local energies associated to each of the point clouds of the map. Each local energy consists of the averaged distance between the 3D points of its cloud and their closest point in the rest of the clouds. Then, we proceed to find the set of ac-&7803-8232-3/04/$17.M) 6322004 IEEE tionsltransformations that minimize the sum of local energies (global energy). In order to do so, we enter a quasi-random updating process, which can be seen as a multi-view version of the classical ICP algorithm [2][101. In each iteration, we simultaneously change all actiondtransformations, being the amplitude of such a change proportional to their local energy. In this regard, our approach is close to the one presented in [3] , where a genetic algorithm explores the space of actiondtransformations looking for the sequence yielding the mmt consistent map. However, for the sake of computational efficiency we assume, both in the local action estimation and in the global rectification processes, a flat floor and a fixed camera. Thus, the robot and the camera are confined to the XZ horizontal-frontal plane and only rotation with respect to the vertical Y axis is allowed. Moreover, if we also assume a plane-parallel environment, in which all planes are either parallel or orthogonal, we can take advantage of a regularization term. Such a term relies on the entropies of the map projections both on the X and Z axes, and it allows us to rectify curved corridors that were originally straight. These latter assumptions are may he proper specially when working in indoor environments. On the other hand, we make no additional assumptions regarding cyclic robot trajectories.
The technical details of the approach are described in Section II. In Section m we present some indoor mapping experiments performed by tele-operating a mobile robot equipped with a stereo camera that implements our approach. Finally, in Section IV we present our conclusions and future work.
APPROACH DESCRIPTION

A. Action Estimation
Let pt = [xt, zt, &IT the t-th pose of the robot, where the two first components are the coordinates in the ZX horizontalfrontal plane, and the third one is the orientation with respect to the vertical axis Y. Such a pose is obtained from pt-l through the incremental action at = [ 6~~, 6 z~, 6 8~]~ which is supposed to be unknown. In order to estimate such an action we exploit both the 3D and appearance information contained in observations Ot and O f -] through the following steps:
Feature Ertraction. Let Ct (x, y, z ) the 3D point cloud observed from the t-th pose, and let I t ( u , u ) the right intensity image of the t-th stereo pair (reference image). For the sake of both efficiency and robustness, instead of considering all points Mt = [xt, yt, ztIT E Ci we retain only those points whose projections mt = [ut, utlT E It are associated to strict local maxima of IVItl. These points define the constrained cloud et(,, y, 2). The same holds for CI--1(xry,z) and It-l(u,u In order to ensure the quality of the match, we reject candidates with (i) low strength S(Mt,Mt;I) 5 S k i n ; (ii) low distinctiveness, $at is, exists also Mt satisfying S(Mt,Mt-l)/S(Mt,Mt-l) = Rmi, x 1; and (iii) unidirectionality, that is, for Mt, the match maximizing S(Mt, Mt-i) is Mt-1, hut for-this latter one, the match maximizing S(Mt-l,Mt) is Mt # Mt.
3) Matching Refinement. Despite considering the three later conditions, the matching process is prone to outliers. Thus, after computing the best matches for all points, we proceed to identify and remove potential outliers.
Suppose that the i-th point Mf of C t matches the j-th point Mi-l of Ct-], and similarly M)' matches Mi-,.
Let also Dirji he the maximum between the ratios dikldjl and d j i j d i k . Then, in order to preserve structural coherence it is better to retain matches where D i k j l is close to the unit and remove the others. MO? globally, in order to consider whether Mi matches M:_] or not, we evaluate the quantity
where M is the current set of matches, that is, for testing whether a given match should be removed or not, we consider the averaged sum of its maxima. Leaving-the-worst-our is an iterative process in which we remove the match in M, and their associated points, with higher Dij and then proceed to re-compute. in the next iteration, the maxima for the rest of matches. If we plot the Dij for all matches each iteration (see curves in Fig. 1) we can see that as we iterate we tend to a flat curve, that is, a curve whose standard deviation tends to zero. Thus, we stop the process when either such a deviation reaches umin. being am,,, sufficiently small, or a minimum number of matches lMlmi,, is reached.
4) Actioflransfotmation Estimation. The purpose of the leaving-the-worst-out process is to provide a set of good-quality matches in order to face action estimation directly. The idea is to perform both the refinement and action estimation once, that is, to avoid an interleaved EM-like estimation process. Then, let Rt and t t the 3 x 3 rotation matrix and 3 x 1 translation vector, respectively, associated to action a,. Paying attention to the constrained 3D point clouds e,(~, y. t) and e,-,(~, y, 2).
and given that each point Mi in the first cloud matches point M:-l in the second one, the optimal action is the one yielding the transformation (rotation and translation) that maximizes the degree of alignment between both clouds, that is, the one that minimizes the usual quadratic energy function i j observations in a common reference system. However, as this map accumulates the errors produced at local action estimations (errors due to the latter algorithm, or even to the absence of 3D cues when non-textured parts of the environment are observed), it is desirable to provide a consistency criterion and an updating strategy that exploits it in order to obtain a globally-consistent map.
I ) Coiisisrencj
Crirerion. Let A the constrained version of the current map. We assume that maximizing the consistency of such a map is equivalent to minimizing the following energy function t being Bij binary matching variables (1 when Mi matches Mi-l and 0 otherwise). In order to minimize the latter function we perform a conjugate gradient descent with an adaptive step through the space of incremental actions. In the experiment showed in Fig. 2 that the; is no &sla;ion with respect to ;he Y axis.
2) Quasi-random Update. The underlying idea of our mapupdating strategy is to modify all actions a, simultaneously (including because po could share information with P N -~, for instance, when the trajectory is cyclic) in order to obtain a new constrained mao Cnew. but the Therefore, the new action is a random variable following the Gaussian distribution N(at, et&) , where St is diagonal 3 x 3 matrix defined by the variances u6=, u6* and U~O , that must be carefully specified, that is, a proper scale must be chosen.
Considering simultaneously e", a;,",. . . , improbability distribution associated to normalizing q(r) after performing a proper discretization of the X axis, that is, qx(z) = q ( z ) / C , q ( z ) , and qz is defined similarly. Then, the alignment term relies on the scaled sum of the entropies associated to the latter distributions: In practice, we only modify simultaneously K < N actions, k i n g these actions selected randomly. This is done for two reasons: (i) the complexity of the optimization problem is obviously reduced; and (ii) constrained clouds corresponding to extreme observations (CO and C N -I ) provide, in the general case where 'the robot trajectory is not necessarily cyclic, a higher contribution to the global energy (they share few points with the rest of the clouds). This leads to higher distortion amplitudes both for cw and ay:l. Thus, a K-th order selection does not necessarily consider these actions. 3) Alignmenr Term: In plane-parallel environments, that is, in environments where the main planes (walls, doors, floor, ceiling, and so on) are either parallel or orthogonal, the global consistency criterion in Eq. 6, may be completed by an alignment term that exploits such an assumption. This allows, for instance, to correct a typical straight comdor that appears slightly curved if we only minimize the sum of local energies. However, as we do not have access to a set of planes, but to a huge point cloud, we analyze the distribution of the projections of such a cloud on both the X and 2 axes (the X Z plane contains a zenithal view the map). Let q(z), with z E X, the sum of all points M' = [z*, g*, 2' 1 in the constrained map A with I = 11, and q(z), with z E Z is defined in a similar way. Let qx the . .
being p 2 0 the scaling factor. Intuitively, if a comdor is perfectly orthogonal to the X axis, we will observate two well-defined peaks in the projection and H(qx) will be maximal with respect to any other rotation, whereas H(qz) will be minimal (see Fig. 3 ). Furthermore, the sum H(qx) + H(qz) is maximal when either the comdor is orthogonal to X or to 2. Therefore, E""9"
prefers maps yielding peaked projections and this is why curved comdors may be rectified by using the complete global-consistency criterion as we can see in Fig 
EXPERIMENTAL RESULTS
For our mapping experiments we use a RWI Magellan Pro robot equipped with a trinocular Digiclops stereo system, a laptop with a Pentium l?//4.5GHz processor, and a wireless ethemet system for tele-operation (see Fig. 5) . We obtain 320 x 240 stereo images producing clouds of 10.000 points on average which are typically reduced to 500 points in the constrained clouds. Given our previous experimental evaluations of the 3D estimation error for the Digiclops system, our maximum range is 8 meters, being the averaged error associated to such a distance below 0.75 meters. The parameters for action estimation are: IWI = 7 x 7 (the size of the appearance windows), 6 = 0.05 meters (range for considering that two points have similar height), Smin = 0.8 (minimal strength of a match), &in = 0.95 (minimal distinctiveness ratio), urn,, = 0.005 and IMlmi.= 10 (variance limit and minimal number of matches for stopping the leaving-theworst-out process).
The parameters for map building and rectification are: U& = = 0.016 meters, U~O = 2.86 degrees. The fraction KIN of simultaneously selected actions in the quasi-random update process is between 0.1 and 0.15 (then for typically registrations with N from 100 -300 views, K is in the range 15 -45). Regarding the regularization term Ealr9", the constant p for weighting the sum of entropies is set to 0.001, We have found that such a setting of p tends to slightly enforce global alignment in the early stages of the minimization process.
Given the latter settings and specifications, we have teleoperated the robot into two indoor environments (see F i g . 6).
The Polytechnical corridor has a length of 56 meters and it has been recovered from N = 200 views (see Fig. 4 ).The averaged time for action estimation was 323 ms. The averaged time per rectification iteration was 2.54 secs. During the first five iterations, such a time is very high (15-20 secs) and after this point, it falls to 2 -3 secs. Such a behavior is very similar to the one observed in the mapping of the Economics Hall (see Fig. 6 ). In this latter case, the robot performed a double-cycle trajectory of N = 308 views. The averaged time for action estimation was 343 ms, and the averaged rectification time was 2.56 secs. Again the individual time per iteration falls from 20 -30 secs to 2 -3 secs.
IV. CONCLUSIONS AND FUTURE WORK
We have proposed an approach to find globally consistent 3D maps using stereo vision, and we have successfully tested it in two indoor environments. However, there many aspects to solve, and our current and future research includes: (i) extending the approach for more unconstrained egomotion and environment conditions, (ii) investigate an on-line strategy for solving the SLAM problem with stereo vision, and (iii) extract more compact maps (we have performed some initial experiments for plane detection in 1141 and the results were promising). 
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