Abstract: This paper presents a mathematical framework for the study of the information contained in audiovisual contents based on the development by Keith Devlin of Situation Theory. In order to obtain this framework, we present accounts of the processes carried out by agents from the reception of audiovisual contents to the extraction of information, in accordance with the definition by Israel and Perry. We finally justify why these accounts concerning the extraction of information from audiovisual content can be included as part of a mathematical formulation of Situation Theory
n the proposed framework for the study of information in audiovisual contents, we need three differentiated theoretical blocks, each sustained by different mathematical formulations.
The first block refers to the set of physical laws that govern the process of emission and transmission of contents. In this first part, the formulation of the mathematical theory of communication of Shannon (MTC) is used as reference frame.
The second analyzes the process of individualization of content realized by the receiving agents. Assuming the postulates of Situation Theory, all agents (human or machines) have a limited amount of sensors that determine their capacity of individualization of the items contained in contents. We consider this process under the point of view of automated recognition systems.
The third justifies the application of Situation Theory and the principles of the mathematical logic formulated by Keith Devlin (Devlin, 1991) to the study of the informative content included in audiovisual contents. We focus on how it is possible to use the items obtained in the individualization processes as the basic units of information, and set out to determine how elements of the ontology of Situation Theory can be obtained from them. After that we explore how to initiate the process of construction of meaning, in the sense expressed by Israel and Perry (1989) . Once these three types of theoretical analyses are presented, we show that it is possible to unify them within the situational framework.
Extending Situation Theory to audiovisual content analysis
Once the theoretical framework for the transmission of information process is proposed, we consider the extraction, storage, arrangement and recovery of the elements that compose the audiovisual contents. The disciplines that take care of these processes (Hare et al., 2006 .) The set of processes and techniques used by these disciplines concentrate on the extraction of significant objects at different levels: from the lowest, concerning the physical components of the content, to the highest, concerning semantic states and objects. All these techniques are based on a wide variety of mathematical treatments oriented to obtain the most precise results possible.
The semantic gap
Once the content transmission system is framed theoretically within the MTC, and the appropriate methods for the identification of meaningful elements selected, the extraction of information is the culminating point in the pyramid of events whose final obstacle is the so-called semantic gap. In Hare (2006) we can find a compilation of procedures used to overcome this gap, which help to make this concept more precise. Thus, Smeulders (2000 Smeulders ( p. 1349 Smeulders ( -1380 tells us that the semantic gap is described as "… the lack of coincidence between the information that can be extracted from the visual data and the interpretation that the same data have for a user in a certain situation."
The obtaining of significant information is, however, not a new problem, and it isnot associated solely to the present formulation. Even if, because of the novel character of the study field, the problem appears to have a special relevance, the question of assigning meaning to a data set, as well as its variability depending on the reference situation, is as old, one could said, as communication. Facing the semantic gap forces us to clarify some concepts such as those of data, information or knowledge. To do that, we resort to their mathematical representation. In order to deal with the challenge of the extraction of knowledge from the significant elements of audiovisual contents, we use the mathematical formulation of Situation Theory. By means of this formulation, we identify the elements extracted through multimedia analysis processes as elements of situation ontology. This allows us to give theoretical support to the process of extraction of information.
Infons
Following Smeulders' characterization of the semantic gap, we use the mathematical development of Situation Theory by Keith Devlin (1994) to face the third part of our job. We present this approach as a possible alternative when it comes to formulating the mechanisms of data processing in audiovisual contents.
Situation Theory is an attempt to provide a mathematical formulation for Barwise's and Perry's (1983) Situation Semantics. In Logic and Information, Keith Devlin (1991) supplied Situation Theory with a mathematically coherent apparatus. The basic ontology of Situation Theory is constituted by the entities that a cognitive agent is able to individualize and/or discriminate, given its limitations. This refers us to the results we obtain using the methods of Multimedia Content Analysis and Multimedia Information Retrieval. These systems provide us with individualizations, elements that are discerned from others in the context of general content. Among the objects, also known as uniformities (or regularities), of situation ontology, we find individuals, relations, spatial locations, temporary locations, situations, types and parameters. The framework, relative to the agent, that gathers the ontology is known as "individualization scheme" (it is the appropriate one for the study of the flow of information pertaining to the agent). The information must always concern a particular situation, and it is represented through discreet items known as "infons". An infon is an object of the form:
where R is the relation established among n objects (a 1 ,…, a n ), and the last element (1 or 0) is called "polarity", and shows the veracity:
of the instantiation of R in (a 1 ,…, a n ).
According to Situation Theory, infons are semantic objects within the mathematical theory; they are not sentences in some language which require an interpretation. They are the minimum units of information. They can concern more than one relation by incorporating the operations of conjunction and disjunction. In the latter case, they are called "compound infons", as for instance, the one that represents the shout: "Fire!":
word shout Given a situation s and an infon σ we write: s╞ σ in order to indicate that the infon σ is a "fact" for situation s. In other words, we can say that σ is an informational item that is true in situation s. Thus, from the situational perspective, information is treated as merchandise. Merchandise that, besides, does not always have to correspond to the value "true". Thus, for each infon, there is a dual negative, which can be understood as its informational opposite, so that only one of them can be true. The application of this set of laws, derived from the mathematical formulation of Situation Semantics, to the identification of structures and regularities within multimedia contents, constitutes the necessary first step in the proof of the validity of the situational framework for the analysis of contents. The second step involves the recognition of relations among the previously identified elements, and the treatment of these relations according to the information concept as formulated within Situation Theory. Expressed in situational terms, we can consider, for instance, that each one of the regions extracted in the analysis of a photogram can be expressed as a compound infon, in the following manner: By means of this formulation we can characterize the extracted regions as minimal informational elements (infons) for each photogram. The following step in the process of construction of the meaning entails the characterization of situation types from the set of infons obtained; that is, the identification of those subgroups of infons that allow the creation of a typology.
Constraints
Constraints are abstract bonds between types of situations. They can be of different varieties: natural laws, empirical conventions, logical relations, linguistic rules. Their role in the flow of information is represented in Israel and Perry (1990) through the word "meaning".
The existence of a constraint between two types of situations, T and T', indicates that any instance of type T will carry information concerning an instance of type T', within the restrictions determined by the global situation that involves both instances. Thus, in order to acquire significant information, successive constraints should be established between any two situation types.
The task of identification, characterization and discrimination of the significant elements of the image or the sound of an instance of audiovisual content implies, generally, the extraction of great amount of descriptors (from a few to thousands) (Lowe, 2004) , as well as the use of statistical means and/or discriminative systems, focused on the determination of significant regions within the CC: Creative Commons License, 2009. characteristics space formed by the set of descriptors.
Akin elements represented in this space tend to occupy connected regions within it. These spatial constraints on the characteristics space allow us to identify the existing types. These types of objects are determined on a given situation. Taking s to be the situation, if x is a parameter and σ a compound infon (generally involving the said parameter), then there is a type (object-type):
T= [
x | s ╞ σ ] such that it is the type of the objects x for which the parameter can be anchored in situation s, a situation in which the conditions imposed by the infon is obtained.
In order to build the meaning, the agent must be able to establish constraints between each one of the situations types identified in the context of the situation. The representation of the infon that accounts for the constraint between two situation types s and s' is the following: 1 , , , , s s Notice how, on the basis of the analysis of the items extracted from the content, we can easily establish spatial, temporal or hierarchical constraints between the types, but we can hardly establish complex relations concerning ideas or sensations. Although complex reasoning can be reflected in the flow of images, the set of structures with which a human viewer can compare them is infinitely wider than the one obtained by the extraction of situation types from the content.
A knowledge data base turns, then, to be unavoidable: it will allow us to establish the constraints on the objects that will allow us to have access to a higher level of informative meaning for the showed images.
Situational review
Seen in perspective, we can say that this framework uses three types of analyses for the treatment of multimedia contents: the MTC for the process of transmission, the different techniques derived from the analysis of multimedia contents, and Situation Theory in the process of obtaining significant information. Is it possible to unify the three types within a single theoretical frame? What we show in the present section is the justification for the inclusion of the MTC and the analysis of multimedia content within the theoretical frame of the mathematical formulation of Situation Theory.
It is not difficult to establish that the procedures for the identification of significant elements within contents can be assimilated to the extraction of infons, and the grouping of these, based on common characteristics, to the extraction of types in Situation Theory. The identification between objects and infons can be non-trivial, but, in any case, it is conceptually simple. To include under Situation Semantics the conclusions obtained from the use of the MTC, we need to resort to the bases of the process of transmission of signals and to the elements that take part in it. In this process, the symbols of the source's alphabet are emitted through a physical and possibly noisy channel, and collected by a receptor as elements of the receiving source alphabet (Shannon, 1948) , (Pérez, 2007) . Given this background, and from a situational perspective on the process, the elements of the alphabet of the receiving source are characterized as situation types. If it is possible to characterize the different items of the sources' alphabets as elements pertaining to situation types, then we can reinterpret the significant items of the MTC in the following way:
The mutual information corresponds to the number of constraints that can be established between both alphabets. The noise corresponds to the uncertainty associated to the impossibility to establish a unique constraint between the elements of the sources. Entropy, which in the MTC is taken as a measurement of the amount of potential information, corresponds to the amount of possible constraints that could be established in a univocal relation of the alphabet of the emitting source and an appropriate alphabet.
It is evident that the account, in situational terms, of the transmission, analysis and identification processes, is extremely tedious, and does not provide any additional value to any of the processes. In spite of this, the formulation of these processes in situational terms allows for the inclusion of the proposed framework in a unique theoretical perspective, the mathematical formulation of Situation Semantics.
Conclusions and future works
In this work we have presented a framework for the treatment of the different procedures involved in the processing, analysis and extraction of information contained in audiovisual contents. We have presented the theoretical principles on which it is based, and have shown how the use of the mathematical formulation of Situation Semantics realized by Keith Devlin can be used in this context. We have also shown how one can extend the principles of Situation Semantics to the analysis of images in multimedia contents, demonstrating the utility of the proposed methodology for the study of the processes of transmission of information mediated by multimedia contents. The presented development allows us to conclude, as well, that it is necessary to advance in several directions in order to take advantage of the potential of analysis offered by the mathematical formulation of Situation Theory. It is necessary to improve the process of identification of objects within contents and their representation as infons in Situation Theory.
Another aspects requiring improvement are the characterization of the described situations on the basis of the constraints existing between types as well as the relation that these situations may establish with the mathematical procedures used by the Multimedia Content Analysis in the extraction of semantic content. Exploring these possibilities is necessary in order to develop the basic elements of the mathematical formulation of Situation Theory, so that the highest levels of semantic complexity are reached. Finally, we have seen the necessity to choose a suitable reference framework as well as a cluster of reference situations sufficient to allow us to establish a set of significant constraints that allows the characterization of contents in an adequate manner.
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