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ANALYTIC STACKS AND HYPERBOLICITY
SIMONE BORGHESI AND GIUSEPPE TOMASSINI
Dedicated to Franco Bassani
Abstract. In this manuscript we give two notions of hyperbolicity for groupoids on the
analytic site of complex spaces; we call them Kobayashi and Brody’s. They generalize
the classical ones, in the particular case the groupoid is a complex space. We prove
that such notions are equivalent if the groupoid is a compact Deligne-Mumford analytic
stack (in analogy with the Brody Theorem). Moreover, under the same assumptions,
such notions of hyperbolicity are completely detected by the coarse moduli space of the
stack. We finally show that stack hyperbolicity, as we defined it, is expected to impose
a peculiar behaviour to the stack itself, much like hyperbolicity for complex spaces; for
instance, a stronger notion of it (hyperbolicity of the coarse moduli space) implies a
“strong asymmetry” on the stack, its automorphism 2-group having only finitely many
isomorphism classes, in the compact case.
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1. Introduction
A classical notion, introduced by Kobayashi, is the one of a pseudodistance associated
with any complex space which behaves as a contraction with respect to holomorphic maps
[11]. In particular, this pseudodistance is a biholomorphic invariant. Hyperbolic complex
spaces are precisely those for which this pseudodistance is, in fact, a distance. In this
manuscript, a Kobayashi hyperbolic space is what we referred to as a hyperbolic complex
space, whereas a Brody hyperbolic space is a complex space not admitting nonconstant
holomorphic maps from C; the latter notion is inspired by Brody’s Theorem [3]. For the
basic results in hyperbolicity, implications and conjectures in complex geometry we refer
to [11]. See also [4].
At the core of the paper lies the notion of hyperbolicity for analytic stacks following
this Brody semantics. Such notions ought at least to generalize the known ones for
complex spaces and be categorical equivalence invariant (thus invariant by the choice of
the presentation of an analytic stack).
The exposition of the manuscript begins in a greater generality by dealing with S-
groupoids (groupoids for short), where S is the category of (Hausdorff and reduced)
complex spaces and coverings those induced by the strong topology, and it unfolds by
progressively adding supplementary assumptions to the studied objects, when necessary,
and restricting to Deligne-Mumford analytic stacks for the proof of the main theorems.
In the first two sections we list the necessary homotopical results for providing insight
to the hyperbolicity definitions. Some of the notions appearing in the paper [1] in terms
of simplicial sheaves can be effectively expressed in the category of groupoids by using the
results appeared in [5] and [10]. The simplicial presheaf viewpoint enables us to adapt to
groupoids the concept of Brody hyperbolicity already introduced in the paper [1], whose
motivation we briefly recall here. The Brody hyperbolicity condition for a complex space
Y , summarized in the bijectivity of
p∗ : Homholo(X, Y )→ Homholo(C×X, Y )
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for all complex spaces X where p : C×X → X , can be extended to groupoids G in two
ways. One by requiring the bijectivity of
p∗ : HomGrp/S(X ,G)→ HomGrp/S(C× X ,G)
for all complex spaces X and the other for all groupoids X . In analogy with the classical
definition we choose the latter (see Definition 4.2). With some more work, we rephrased
this definition in terms of presheaves of holotopy groups of the groupoid (see Definition
4.4). In this form it is clear that groupoid Brody hyperbolicity extends the same classical
property for complex spaces and that it is categorical equivalence invariant. Contradditing
Brody hyperbolicity of an analytic stack provides a way to showing the existence of C
parametrized families of objects in the moduli problem associated with the stack.
In order to introduce Kobayashi hyperbolicity for groupoids G, several definitions have
been considered; the one we decided to use (see Definition 4.6) it involves the holotopy
presheaves πsimpl0 , π
simpl
1 , as well. It is based on the notion of relative analytic disc and rel-
ative analytic chain (see 4.2.1) joining two sections in πsimpl0 (G, g)(U) or π
simpl
1 (G, g)(U), U
being a complex space. It preserves the metric “flavour” of the classical notion, bearing a
difference: two points of a connected complex space are always joined by an analytic chain,
whereas for the holotopy presheaves this happens only for particular sections called ad-
missible. For a pair of admissible sections of πsimpl0 (G, g)(U) or π
simpl
1 (G, g)(U) a Kobayashi
pseudodistance dKob is defined (see 9). If this is strictly positive for any pairs of admissible
sections of πsimpl0 (G, g)(U) and π
simpl
1 (G, g)(U) over any complex space U , the groupoid G
is said to be Kobayashi hyperbolic.
The important Brody’s Theorem, [3], states that a compact complex space is hyper-
bolic if the only holomorphic maps from C to it are constant. One of the main results of
the paper is the generalization of Brody’s theorem to compact Deligne-Mumford analytic
stacks (compactness for stacks is discussed in Section 5).
The proof takes place in the Sections 7 and 8 and it extensively uses techniques of
complex variable, made possible by the replacement of Y by its presentation
[X1 = X ×Y X ⇒ X ]
since the properties we will be studying are equivalence invariant. A crucial role is played
by the coarse moduli space Q(Y) of a Deligne-Mumford analytic stack X → Y , whose
points are equivalence classes of an equivalence relation on X . The geometrization of
this set was proved, in a more general context, in [2] and is a key step to make all the
parts of the proof patch together. In our case, by fixing a distance function on Q(Y)
induced by a length function and lifting it to X and X1, we obtain distances such that
the structure maps are local isometries. This allows us to define distances δU , δpi0,U , δpi1,U
on the sets Dis[X·](U), π0(Y , y)(U) and π1(Y , y)(U) (see Proposition 6.1) and show the
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following fundamental estimate (see Lemma 6.3): for every complex space U there exists
a positive number c(Y ;U) ≤ +∞ such that if α1, α2 ∈ π
simpl
i (Y , y)(U), i = 0, 1, then
dKob(α1, α2) ≥
δpii,U(α1, α2)
2 c(Y ;U)
Thus Kobayashi hyperbolicity of a stack Y is reduced to the finiteness of c(Y ;U) for any
complex space U .
The statement “Kobayashi hyperbolicity implies Brody hyperbolicity” holds in gen-
eral. This fact, which in the classical case is a simple consequence of non Kobayashi
hyperbolicity of C and that every holomorphic map is a contraction with respect to the
Kobayashi presudodistance, in the context of stacks is not entirely obvious (see Theorem
7.1).
In Section 8 we prove that for a Deligne-Mumford analytic stack the converse is also
true (see Theorem 8.1). We argue by contradiction assuming that c(Y ;U) = +∞ for
some complex space U ; then, by the results of Section 6.1, there is a sequence {f ν}ν
of holomorphic maps f ν : D → Q(Y) such that limν→+∞ |df
ν(0)| = +∞. By classical
results, such as the “reparametrization Lemma” (cfr. [3]) and Ascoli-Arzela` Theorem,
there exists a subsequence f˜µ uniformly convergent on compact sets to a holomorphic
map f : C → Q(Y), which is not constant since |df(0)| = 1. The hard part of the proof
consist in showing that actually f lifts to a non constant morphism C→ Y .
The techniques previously developed allow to prove the second main theorem of the
paper, namely that for a compact Deligne-Mumford analytic stack Y , hyperbolicity follows
from the classic hyperbolicity of the complex space Q(Y) (see Corollary 8.5).
Finally, in Section 9 we give some applications of the methods and results contained
in the previous sections. We show that hyperbolicity for compact Deligne-Mumford stack
is not equivalent to the hyperbolicity of its coarse moduli space, by providing an explicit
example of an hyperbolic Deligne-Mumford stack with a torus as moduli space. Further-
more, we prove that the hyperbolicity of the coarse moduli space implies that the compact
Deligne-Mumford stack has few automorphisms; more precisely, the isomorphism classes
of the 2-group Aut(Y) are finitely many (Theorem 9.2).
We wish to thank Gabriele Vezzosi for several discussions regarding the homotopic
part of the paper, Angelo Vistoli who provided the core steps in the proof of Theorem
9.2, Giorgio Ottaviani, Jean Pierre Demailly and Burt Totaro whose comments helped to
better understand to role of hyperbolicity of the coarse moduli space.
2. Preliminaries
2.1. Notation and definitions.
ANALYTIC STACKS AND HYPERBOLICITY 5
• ST is the analytic site: the category S whose objects are complex spaces and
coverings those induced by the strong topology.
• Grp is the category of (set-theoretic) groupoids and by Psh(S; Grp) we will denote
the category of presheaves on S of set-theoretic groupoids.
• Grp/S is the category of S-groupoids whose objects are categories fibered in
groupoids. A stack is an object of Grp/S which is a sheaf on ST
• ∆opPrshT (S)J is the category of simplicial presheaves of sets on the site ST with a
topology T and endowed by local, injective, simplicial model structure on ∆opPrshT (S)
(cfr. Joyal’s model structure, [10, Section 5.1]). Hs (respectively Hs•) is the ho-
motopy category (respectively the pointed homotopy category) associated.
• Let X be a groupoid. Then cX : X → CX is its campification (cfr. [12, Lemma
3.2 and Observation 3.2.1 (3)]).
• The morphisms ∂0 and ∂1 will denote the face morphisms of a simplicial presheaf
X· or, more frequently, of groupoids [X·] and C[X·] from the presheaf in degree 1
to presheaf.
2.2. Simplicial presheaves and groupoids. Before being able to state what we think
of as a (differently flavoured) hyperbolic groupoid, we will expose the connection between
simplicial presheaves and groupoids, by stating the relevant results contained in the man-
uscript [5]. The concept of Brody hyperbolicity, in particular, is directly transposed from
simplicial presheaves. While the concept of groupoids in terms of categories fibered in
set-theoretic groupoids (S-groupoids) probably goes back to ideas of Grothendieck, only
recently these objects have been related to the homotopy theory of simplicial presheaves
of sets.
In the paper [1] we dealt with simplicial presheaves of sets on the analytic site, i.e.
the category ∆opPrshT (S) whose objects are complex spaces and coverings given by the
strong topology on them. That category has been considered a model category by means
of the Joyal injective local simplicial structure. Here the word “local”, as opposed to
“global”, refers to the fact that the weak equivalences are morphisms inducing simplicial
sets weak equivalences on the stalks of the presheaves, as opposed to weak equivalences on
simplicial sets of sections of the simplicial presheaves. After having localized this category
with respect of such model structure, we defined Brody hyperbolic simplicial presheaves
(cfr. [1, Section 3.1]). We want to relate these objects to groupoids in general and stacks
in particular.
Such a relation is spread out in the papers [10] and [5]. We list here their results which
are relevant to this manuscript. The starting point is Corollary 4.3 in [10] which claims
the existence of an adjunction between the categories Prsh(Grp) and Grp/S. Endowing
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each of appropriate global model structures ([10, Proposition 4.1 and Theorem 4.2]) we
furthermore have that the adjoint functors are a Quillen equivalence. Here “global”
means that the weak equivalences are meant to be objectwise (respectively fiberwise)
weak equivalences. These two categories are not directly related to PrshT (S), but a
certain localization of them are. Keeping the same notation as the references, we let S to
be the set of maps
(1) S = {pU : hocolimU· → X : ∐iUi = U → X is a cover for the strong topology}
where hocolim is the homotopy colimit of the diagram U· = {· · ·U ×X U ⇒ U}. By
using Bousfield localization theory, it can be shown that there are model structures on
Prsh(Grp) and Grp/S whose homotopy category is the localization with respect of S
([10, Proposition 4.4]). These model structures are called local for a reason that will
become clear later and to explicit this model structure we will add L as a subscript. It
follows that the aforementioned adjoint pair of functors, induces a Quillen equivalence
Prsh(Grp)L ⇆ (Grp/S)L ([10, Corollary 4.5]). In the paper [5] the model structure on
∆opPrshT (S) is reinterpreted through the Bousfield localization with respect to the maps
in S: by [5, Theorem 6.2], we know that it localized category is equivalent to the homotopy
categoryHs. Thus, to relate ∆
opPrshT (S)J to (Grp/S)L, it suffices to relate ∆
opPrshT (S)L
to Prsh(Grp)L. Again, there is an adjunction (πoid, N)
πoid : ∆
opPrshT (S)⇆ Prsh(Grp) : N
defined as follows: πoid is the functor which sends a simplicial presheaf F· to the S-groupoid
having F0(U) as objects, for each complex space U , and Hom(a, b) is the set of φ ∈ F1(U)
such that ∂0(φ) = a and ∂1(φ) = b. To an S-groupoid G, the functor N associates the
simplicial presheaf NG with (NG)0 = Ob(G), (NG)1 = Mor(G) and
(NG)i = (NG)1×(NG)0
i
· · · ×(NG)0(NG)1
with the following structural face morphisms: ∂0, ∂1 : (NG)1 → (NG)0 are the domain and
codomain of the isomorphism, respectively; the three morphisms (NG)2 → (NG1) send
(f, g) respectively in f , g◦f e g; in the general case an n-tuple of composable isomorphisms
are sent to (n−1)-subtuples involving individual isomorphisms and compositions of them,
when appropriate. The degenerations are induced by alternatively adding the identity
morphism. (πoid, N) is a Quillen pair and the following holds (cfr. [10, Theorem 5.4]):
Theorem 2.1. The Quillen adjoint pair (πiod, N) induces a Quillen equivalence between
(S2)−1∆opPrshT (S)L, the S
2 nullification of ∆opPrshT (S)L, and Prsh(Grp)L.
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To trace this chain of equivalences back to the category ∆opPrshT (S)J equipped with
the Joyal simplicial model structure, we finally need to use results in the [5] which imply
that ∆opPrshT (S)J and ∆
opPrshT (S)L are Quillen equivalent. The previous considerations
and this theorem prove
Corollary 2.2. The adjoint pair (πoid, N) induces a Quillen equivalence between the cat-
egories (S2)−1∆opPrshT (S)J and (Grp/S)L.
In order to see how this relates to (analytic) stacks we need to invoke sharper results.
Theorem 1.1 (see also Theorem 3.9) of [10] states that a groupoid F , seen as a presheaf
of groupoids, is a stack if and only if, for any covering ∐iUi = U → X , the canonical
morphism
F(X)→ holimn
{∏
F(Ui)⇒
∏
F(Uij)⇛
∏
F(Uijk) · · ·
}
is an equivalence of categories for each complex space X , where Ui1,··· ,ik stands for
Ui1×· · ·×Uik . On the other hand, since the Bousfield S-localizing structure on Prsh(Grp)
relies on an underlying global (meaning weak equivalences and fibrations are objectwise)
model structure, we deduce that the S-fibrant objects are precisely those presheaves of
groupoids F that are
• objectwise fibrant, i.e. all since a set theoretic groupoid is simplicially fibrant if
seen as simplcial set (by means of the functor N , precedently described) and
• such that the canonical morphism
F(X)→ holimn
{∏
F(Ui)⇒
∏
F(Uij)⇛
∏
F(Uijk) · · ·
}
is a weak equivalence of set theoretic groupoids.
Because of Theorem 2.1, the functor πoid sends S-fibrant presheaves of groupoids
to S-fibrant simplicial presheaves and by [5, Theorem 1.1] such simplicial presheaves
are precisely those that are fibrant according to the Joyal simplicial model structure on
∆opPrshT (S). This leads to
Theorem 2.3. The chain of Quillen equivalences between Grp/S and (S2)−1∆opPrshT (S)J
induces an isomorphism between the (full) subcategories of stacks and fibrant simplicial
presheaves.
While for S-groupoids there are two notions of equivalences, one global and one local,
they coincide for stacks. Moreover, we may think of a stack as a simplicial presheaf of
sets, presheaf of groupoids, or categories and equivalences as homotopy equivalences in
the first two cases and category equivalences in the latter.
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2.3. Analytic stacks. A stack over the analytic site ST is said to be an analytic stack if
1) the diagonal morphism ∆Y : Y → Y × Y is representable;
2) there exists a complex space X with a smooth and surjective morphism p : X → Y .
The morphism p : X → Y is also called a presentation of Y and X an atlas.
An analytic stack Y with an e´tale presentation p : X → Y is called a Deligne-Mumford
analytic stack.
Let P be a presheaf of grupoids and F : P → G be a 1-morphism (functor) to a
groupoid G. We build a groupoid out of it, denoted by [P·]. Its objects over a complex
space U are the sections in P(U) and Hom[P·](U)(f, g) are the sections φ ∈ P1(U) :=
P(U) ×Y P(U) such that ∂0(φ) = f and ∂1(φ) = g, where ∂i : P1 → P, for i = 0, 1, are
the projections on the factors, and the fiber product is taken in the category of groupoids.
The remaining structure making [X·] a groupoid is inherited by the one of G and it is
explained in (2.4.3) and in Proposition 3.8 of [12].
Remark 2.1.
1) If X → Y is an analytic stack (see Section 2.1), then the objects of [X·] over
a complex space U are the holomorphic maps U → X and ∂i : X1 → X are
holomorphic maps between complex spaces.
2) Our notation is slightly different from the one in [12, 2.4.3]: the groupoid [X·] is
denoted as [X·]
′ there. Moreover, through this manuscript, we will identify the
S-espace en groupo¨ıdes and its associated groupoid.
We recall the following general result
Proposition 2.4. (cfr. [12, Prop. 3.8]) Let F : P → Y be a morphism (functor)
between a presheaf and a stack. Then the canonical morphism (functor) [P·] → Y is a
monomorphism and is epi if and only if F is.
In the particular case p : X → Y is an analytic stack, we get a simplicial complex
space [X·] such that
X ×Y ×
i+1
· · · ×YX = Xi = X1×∂0,X,∂1
i
· · · ×∂0,X,∂1X1.
[X·] is a prestack, as explained in the example [12, 3.4.3] and is precisely N([P·]) with
P = X . To simplify the notation, we will drop the letter N and consider [X·] indifferently
as a S-groupoid or a simplicial complex space, according to the needed properties. Notice
that the stackification functor [X·]→ C[X·] corresponds to a fibrant resolution of simplicial
presheaves. We conclude that
Proposition 2.5. Let p : X → Y be an analytic stack. Then p induces a groupoid
equivalence p : [X·]→ Y and a stack equivalence C[X·]→ Y.
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An immediate consequence of this proposition is that, to work with a simplicial ho-
motopy invariant, we can indifferently use any presentation and atlas of Y :
Corollary 2.6. Let X,Z → Y be two presentations of an analytic stack. Then [X·] and
[Z·] are equivalent groupoids and C[X·] and C[Z·] are equivalent stacks.
In view of theorem 2.3, given an atlas X → Y , the stack C[X·] will simply be denoted
as [X ×Y X ⇒ X ] or [X1 ⇒ X ].
Digression 2.7. For future reference, we write in detail the product structure that [X·]
inherits from the presentation p : X → Y of an algebraic stack. By definition of fibered
product in the category of groupoids, an element of the complex space X1 = X ×Y X
is a triple a = (a1, a2, α), where a1, a2 ∈ X and α : p(a1)
∼=
→ p(a2) is an isomorphism.
Notice that there is a canonical holomorphic map e : X → X1, the one sending a ∈ X to
(a, a, ida) ∈ X1. Let ∂0 and ∂1
(2) X ×Y X
∂0
⇒
∂1
X
be the holomorphic maps involved in the definition of fiber products, i.e. making the
following diagram commutative
(3)
X ×Y X
∂0
//
∂1

X
p

X
p
// Y .
The multiplication m is the holomorphic map associated to the pair (∂0 ◦ pr1, ∂1 ◦ pr2)
and whose existence is consequence of the universality of fiber products:
(4) X1 ×X X1
m
&&
∂0◦pr1
##
∂1◦pr2
((
X ×Y X
∂1
//
∂0

X
p

X
p
// Y .
m is explicitely descibed as follows: if a is as before and b = (b1, b2, β) is another point
of X1, then m(a, b) = (a1, b2, β ◦ α). By the commutativity of the previous diagram, we
have (∂0 ◦m)(a, b) = a1 and (∂1 ◦m)(a, b) = b2.
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If Y is a Deligne-Mumford analytic stack then ∂0 and 1 are e´tale ; m also is e´tale because
in the commutative diagram
X1 ×X X1
pr1
//
pr2

X1
∂0

X1
∂1
// X
we have that pri are e´tale , hence ∂0 ◦ pr1 is e´tale and from the commutativity of the
diagram (4), we conclude that m is e´tale .
3. Simplicial parabolic holotopy presheaves πsimpli
The notion of Brody hyperbolicity which we will introduce in Section 4 will be
rephrased in terms of simplicial parabolic holotopy presheaves. It turns out that this
is a very convenient way to work in practice with such seemingly abstract definitions.
Those holotopy presheaves completely determine the global simplicial homotopy class of
a groupoid, and since local simplicial weak equivalences between locally fibrant simplicial
presheaves coincide with global simplicial weak equivalences, holotopy presheaves com-
pletely determine equivalences of stacks. In other words, a functor F : X → Y is an
equivalence between stacks if and only if F∗ induces isomorphisms between all holotopy
presheaves of X and Y .
We recall that the parabolic n-th dimensional circle is the simplicial set S1s := ∆
1/∂∆1,
where ∆1 is the standard 1-dimensional simplex, seen as constant presheaf in the analytic
site. As usual, in what follows, we let ∧ be the monoidal structure in ∆opPrshT (S) and
Sns := S
1
s∧
n
· · · ∧S1s.
Definition 3.1. 1) For any complex space U and simplicial presheaf X , we set
πsimpli (X , x)(U)
def
= HomHs•(S
i
s ∧ U+, (X , x))
2) For any groupoid G and U ∈ ST we set πi(G, g)(U) = π
simpl
i (NG, g)(U).
By definition, the presheaves πsimpli , called holotopy presheaves, induce isomorphisms if
applied to local and global weak equivalences or groupoid equivalences. We know already
how to compute most of these presheaves for groupoids G: because of Theorem 2.1,
πsimpli (G, g) are constant to 0 for all i greater or equal to 2. In general, it is extremely
hard to compute πsimpli of groupoids if i = 0, 1. The following result shows that, in the
case the groupoid is a stack, these presheaves are related to some combinatorial data of
the stack:
Proposition 3.2. Let Z be a locally fibrant simplicial presheaf. Denote ∂I the composition
∂i1 ◦ · · · ◦ ∂in for a multiindex I = (i1, · · · , in), where ∂ij : Zj → Zj−1 are face morphisms.
Then, πsimpln (Z, z)(U) is the quotient set An(U)/ ∼ where
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1) An(U) = {f : U → Zn such that ∂I ◦ f = ∂J ◦ f , ∀I 6= J of length n}
2) ∼ is the equivalence relation generated by f ∼ g if it exists an H : U → Z1 such
that ∂0 ◦H = ∂I ◦ f e ∂1 ◦H = ∂I ◦ g.
Proof. One can get the given description of An by explicitely writing down the simplicial
set Sns and considering simplicial morphisms from S
n
s . The fact that π
simpl
n is a quotient set
of An follows by the fibrancy assumption and the equivalence relation translate the con-
ditions coming from the usual simplicial cylinder object to express simplicial homotopies
between moprhisms. 
Remark 3.1. In particular, for an analytic stack Z
πsimpl0 (Z, z)(U) = {f : U → Z0}/∼
where f ∼ g if there exists a morphism H : U → Z1 such that ∂0 ◦H = f and ∂1 ◦H = g.
Defining πsimpl0 this way for general groupoids, would result in a non (simplicial, local)
homotopy invariant presheaf.
3.1. Descent data and simplicial parabolic holotopy presheaves. In the previous
subsection we have observed that the only holotopy presheaves of a groupoid that are
relevant are in degree zero and one. Moreover, if the groupoid is a stack Y , the sections
of these presheaves are expressible in terms of sections in the presheaves Ob(Y) and
Mor(Y), or, more precisely, of the sections of (NY)0 and (NY)1 since by Definition 3.1
πsimpli (Y , x)(U) = π
simpl
i (NY , x)(U) .
Proposition 3.3. Let X → Y be an analytic stack. Then
πsimpli (Y , y)
∼= π
simpl
i ([X·], x)
∼= π
simpl
i (C[X·], x)
Proof. Use Proposition 2.5. 
In view of these isomorphisms, for any simplicially homotopy invariant considerations
about Y , we will replace Y with C[X·] for some appropriate choice of atlasX of Y . Because
of the relevance of the concept in the sequel, we explicitely recall
Definition 3.4. Let G be a groupoid, U a complex space and U = {Ui}i a covering of U
for the strong topology. Then,
1) A descent datum relative to U in G is a pair ((Ai), (hij)), also denoted (Ai, hij)
with: Ai objects of G(Ui) and hij : Ai|Uij → Aj |Uij isomorphisms, called transition
morphisms satisying the cocycle condition: hjk ◦ hij = hik on Uijk. As always,
Uij and Uijk stand for the double and triple intersections of the indixed complex
spaces. The set of descent data will be denoted by DisG(U).
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2) A descent data morphism between (Ai, hij) and (Bi, gij) in G and relative to a
covering U is a collection of isomorphisms {φi : Ai → Bi} respecting the relation
gij ◦ φi = φj ◦ fij on Uij for all i, j.
Remark 3.2. In a covering U associated to a descent datum we will possibly allow
Ui = Uj for i 6= j.
Given a complex space U , we will denote by CovU the set of all the countable, locally
finite open coverings such that Ui ⋐ U for all i. Any covering of U can be refined to one
in CovU . This set is filtering with respect to the relation U  U ′ if U ′ = {Ui}i is finer
than U and U ′i ⋐ Uτ(i), if τ : N→ N is the refining function.
Consider a refinement U  U ′ of two coverings of U . There is a correspondence
rU ,U ′ : DisG(U) → DisG(U
′) which associates to a descent datum (Ai, hij) the datum
(Ai|U ′i , h
′
rs), where the new transition morphisms h
′
rs on the double intersections U
′
rs of
complex spaces contained in Ui are defined as the identity: Ai|U ′rs → Ai|U ′rs. The same can
be said for a descent data morphism φ = {φi}i between a and b: it induces a morphism
rU ,U ′(a)→ rU ,U ′(b) in a unique way. Thus we have the following
Lemma 3.5. Let X → Y be an analytic stack. The stack C[X·] associated to the groupoid
[X·] is explicitely described by the following:
1) Ob(C[X·])(U) = lim−→
U∈Cov U
Dis[X·](U);
2) let r and s be two objects rapresented by descent data r and s, and defined on the
same covering U (this is not restrictive). Then
HomC[X·](r, s) =
{
descent data (iso)morphisms r → s
}
(see Definition 3.4).
Remark 3.3. In [12, Lemma 3.2] a different description of the stack associated to a
prestack is given. In particular the objects are simply descent data unidentified in the
direct limit. We think this is not a useful definition as the following example shows: let
Y = Y be a complex space and X → Y be a presentation with X = ∐iBi, Bi non trivial
open subspaces. Then the canonical morphism C[X·] → Y is a (presheaf) isomorphism,
since the only isomorphisms in Mor C[X·] are the identity morphisms. The objects of C[X·]
over U are the sections Y(U), thus they must be all the holomorphic maps U → Y . We do
have a canonical surjective correspondence from the descent data over U to holomorphic
maps U → Y , but this is not injective, factoring precisely through the relation defining
the direct limit over the coverings of U .
The notion of descent data given in Definition 3.4 may be expressed in terms of
holomorphic maps if the groupoid G in question is C[X·]. Given a covering U ∈ CovU ,
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U = {Ui}i , a descent datum r (on U) in X relative to U is a pair ((ri : Ui → X)i, (fij :
Uij → X1)ij) with ri and fij holomorphic maps such that:
(⋆) ri|Uij = ∂0 ◦ fij , rj|Uij = ∂1 ◦ fij su Uij ;
(⋆⋆) fij: m(fij × fjk) = fik su Uijk (cocycle relation)
and, like before,
lim
−→
U∈CovU
{(
(ri : Ui → X)i, (fij : Uij → X1)ij
)}
= lim
−→
U∈CovU
Dis[X·](U) = Ob(C[X·])(U)
We are ready now to describe the zeroth and first holotopy presheaves of an analytic
stack by means of the complex structure of any of its atlases:
Theorem 3.6. Let p : X → Y be an analytic stack and U a complex space. Then
π0(Y , y)(U) ∼= lim−→
U∈CovU
{(
(ri : Ui → X)i, (fij : Uij → X1)ij
)}
/∼0
where ∼0 is the equivalence relation generated by (ri, fij) ∼0 (si, gij) if and only if there
exist holomorphic maps φi : Ui → X1 such that
1) ∂0 ◦ φi = si e ∂1 ◦ φi = ri for all i;
2) m(fij × φj) = m(φi × gij).
An isomorphism φ between two descent data r = (ri, fij), s = (si, gij) is a collection of
holomorphic maps φi : Ui → X1 such that
1′) ∂0 ◦ φi = ri and ∂1 ◦ φi = si for all i;
2′) m(fij , φj) = m(φi, gij) for all i, j.
Each collection {φi}i determines a class in the filtered colimit, over the coverings U of
U , of isomorphisms between the descent data r and s. Representatives of sections of
πsimpl1 (Y , y)(U) are (classes of) automorphisms (φ)i of r, for r ranging in lim−→
U∈CovU
Dis[X·](U).
Theorem 3.7. Let p : X → Y an analytic stack and U be a complex space. Then,
π1(Y , y)(U) ∼= lim−→
U∈CovU
(φi)i/∼1
where φ = (φi)i is an automorphism of a descent datum r in [X·] relative to U . If φ e ψ
are automorphisms of descent data r and s, respectively, relative to U = {Ui}i, then ∼1 is
the equivalence relation generated by φ ∼1 ψ if and only if there exists and isomorphism
between ∂0 ◦ φ = s and ∂0 ◦ ψ = r, i.e. holomophic maps Hi : Ui → X ×Y X such that
∂0 ◦Hi = ri and ∂1 ◦Hi = si satisfying the second of the conditions listed in the Theorem
3.6.
Proof. (of Theorems 3.6 and 3.7) We use Proposition 3.2. By the Yoneda lemma the set
A0 coincides with the sections
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C[X·](U) = Ob(C[X·](U)) = lim−→
U∈CovU
Dis[X·](U).
Thus, πsimpl0 (C[X·], x)(U) is the quotient of this set by the equivalence relation given by
the simplicial homotopy, that in turn is described in the part (2) of the above proposition.
The same argument gives the statement for the groups πsimpl1 (C[X·], x)(U). Finally, we
identify the presheaves πsimpl0 (C[X·], x) and π
simpl
1 (C[X·], x) with those of Y by means of
the Proposition 3.3. 
Definition 3.8. Let P be a presheaf on ST . A section σ ∈ P(U) is constant if it lies in
the image of the map c∗ : P(pt)→ P(U), where c : U → pt.
4. Hyperbolicity
General assumption: For the time being, given an analytic stack X → Y, we will
assume that the two complex spaces X and X ×Y X are reduced.
The classical Brody’s Theorem claims that two notions of hyperbolicity for complex
spaces coincide. One is rooted in metric aspects of the complex space, the other is defined
in terms of certain holomorphic maps. We are not aware of any possible candidates for
the analogues of these notions about stacks in the literature. This section is devoted to
providing ours.
4.1. Brody hyperbolicity. In the paper [1] we have given the following definition
Definition 4.1. A simplicial presheaf P is Brody hyperbolic if
1) is simplicially locally fibrant and
2) the projection pX : C× X → X induces set bijections
(5) HomHs(X ,P)
∼=
→ HomHs(C× X ,P)
for all X ∈ PrshT (S).
Since a groupoid can be seen as a simplicial presheaf by means of the functor N , we
will use the same definition
Definition 4.2. A groupoid G is Brody hyperbolic if NG is a Brody hyperbolic simplicial
presheaf.
Notice that a Brody hyperbolic groupoid is necessarily a stack. This definition can
be rephrased in terms of holotopy presheaves:
Proposition 4.3. Let P a locally fibrant simplicial presheaf. The following conditions
are equivalent:
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1) P is Brody hyperbolic;
2) p∗X : Map(X ,P)→ Map(C×X ,P) is a weak equivalence of simplicial sets for any
X ∈ ∆opPrshT (S), where Map is the simplicial mapping space;
3) the simplicial holotopy presheaves are Brody hyperbolic, i.e. the projection pU :
C× U → U induces isomorphisms p∗U : π
simpl
i (P, y)(U)
∼=
→ πsimpli (P, y)(C× U) for
each i and complex space U .
Proof. 2)⇒ 1). X is locally fibrant by assumption and
HomHs(X ,P) = π0(Map(X ,P))
∼= π0(Map(C× X ,P)) = HomHs(C× X ,P).
1)⇒2). We show that the condition 2) is equivalent to P(U) ∼= P(C × U) being a
simplicial sets weak equivalence for all complex spaces U . By a small object argument
there is a weak equivalence φ : Zn → X , where Zn are direct sums of simplicial sheaves
of the kind U ×∆n for complex spaces U , because for any presheaf there is a surjection
onto it from a direct sum of complex spaces. Moreover, for any simplicial presheaf T·,
the canonical morphism hocolim Tn → T· is a simplicial local weak equivalence. Since
both domain and codomain are cofibrant objects (all objects are for the Joyal simplicial,
injective, local model structure), by [9, Corollary 9.7.5.(2)], φ∗ : Map(X ,P)→ Map(Z,P)
is a simplicial weak equivalence. In turn this simplicial set is weakly equivalent to
Map(hocolimn(∐UU ×∆
n),P) ∼= holimnMap(∐UU ×∆
n,P) = holimn,UMap(U,P).
Similarly,
Map(C× X ,P) ∼= holimn,UMap(C× U,P)
since finite limits commute with filtered colimits. Thus, if we knew that
P(U) = Map(U,P) ∼= Map(C× U,P) = P(C× U)
for all complex spaces U , we would have that the homotopy limits are weakly equivalent
and the condition 2) is verified. To prove that the condition 1) implies that the simplicial
sets P(U) are weakly equivalent to P(C × U) for each U , we consider X = Sns ∧ U+ and
use the pointed version of the condition 1). We conclude that
HomHs(S
n
s × U,P) = HomHs(S
n
s × C× U,P).
On the other hand, by adjunction, we have
HomHs•(S
n
s ∧ U, (P, y)) = HomHs•(S
n
s ,Map•(U+, (P, y))) =(6)
HomHs•(S
n
s , (P(U), y))
def
= πsimpln (P(U), y).
Similarly, we prove that
HomHs•(S
n
s ∧ U+ ∧ C+, (P, y)) = π
simpl
n (P(C× U), y),
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hence the simplicial sets P(U) and Y(C× U) are weakly equivalent.
We have yet to prove that one of the conditions 1) or 2) is equivalent to the condition
3). For P this is equivalent to have the sets (groups, when applicable)
πsimpli (P, f)(U) = HomHs•(S
i
s ∧ U+, (P, y)) =(7)
HomHs•(S
i
s,Map•(U+, (P, y))) = π
simpl
i (P(U), y)
isomorphic to πsimpli (P(C × U), y), i.e. p
∗
U : P(U) → P(C × U) is a weak homotopy
equivalence, which is equivalent to condition 2) for what it has been previously proved.

The notion of Brody hyperbolicity we will more frequently use is the 3) of the previous
proposition.
Definition 4.4. 1) A presheaf P is Brody hyperbolic if pU : C × U → U induces
bijections p∗U : P(U)→ P(C× U) for any complex space U .
2) A groupoid G is Brody hyperbolic if the holotopy presheaves πsimpli (G, g) ( Defi-
nition 3.1) are hyperbolic for all i, hence only for i = 0, 1, because of Theorem
2.1.
4.2. Kobayashi hyperbolicity. In the previous subsection we defined Brody hyperbol-
icity of a groupoid by first giving the same notion for a presheaf and then imposing that
specification to the holotopy presheaves of the groupoid. The holotopy presheaves de-
termine whether a groupoid is Kobayashi hyperbolic, as well. Classically, complex spaces
Kobayashi hyperbolicity is a notion arising in the attempt to give complex spaces a bi-
holomorphically invariant distance. In general the best that can be done is endowing
complex spaces of a biholomorphically pseudodistance. When on a complex space X this
happens to be a distance, X is said to be Kobayashi hyperbolic.
The notion of Kobayashi hyperbolicity for groupoids is based upon the concept of
relative analytic disc.
4.2.1. Discs and analytic chains. Let D be the unitary open disc in C. We recall that
for a complex space U , we have denoted CovU the set of countable, locally finite, open
coverings U = {Ui}i of U such that Ui ⋐ U for all i. If U ∈ CovU and D = {Da}a ∈ CovD
let {D × U} be the covering {Da × Ui}ai of D× U . The set CovD× CovU is filtering in
CovD× U .
Let P be a presheaf. A relative analytic disc of P on a compex space U is an object of
F ∈ P(D×U). For any z ∈ D, the same letter will refer to the inclusion {z}×U →֒ D×U .
Let r, s ∈ P(U) be two sections and suppose there exists a relative analytic disc F and
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two points z1, z2 ∈ D such that z
∗
1F = r and z
∗
2F = s. The sections r and s are then said
to be connected by F. A relative analytic chain on U connecting r to s is the set C(r,s) of
the following data:
1) a collection r0 = r, · · · , rk = s of sections;
2) 2k points a1, b1, · · · , ak, bk in D;
3) k relative analytic discs F1, · · · , Fk such that the analytic disc Fi connects the
sections ri−1 and ri, i.e. a
∗
iFi = ri−1 and b
∗
iFi = ri for all 1 ≤ i ≤ k.
If a relative analytic chain C(r,s) connects the section r with the section s, we call the
pair (r, s) admissible. If P = Y is a complex space, admissibility of all section pairs in
P(pt) is equivalent to the topological connectedness of Y .
Endow the unitary open disc D of the Poincare´ metric
ds2 =
1
(1− |z|2)2
dz ⊗ dz¯
and denote with ̺
D
(p, q) the associated distance function between two points a and b in
D. Then, for every chain C(r,s) the nonnegative number
(8) l(C(r,s)) = ̺D(a1, b1) + · · ·+ ̺D(ak, bk)
is, by definition, the (Kobayashi) length of the relative analytic chain C(r,s). If (r, s) is an
admissible pair of sections, the nonnegative real number
(9) dPKob(r, s) = inf
C(r,s)
l(C(r,s))
defines a pseudodistance function on all the admissible pairs of sections in P(U) for all
complex spaces U , called Kobayashi pseudodistance of P.
Arguing as in the case of complex spaces it immediately seen that morphisms of
presheaves decrease the Kobayashi pseudodistance.
Definition 4.5. A presheaf P is said to be Kobayashi hyperbolic if its Kobayashi pseu-
dodistance is indeed a distance, hence if and only if dPKob(r, s) 6= 0 for all admissible pairs
(r, s) ∈ P(U) with r 6= s and all complex spaces U .
The Kobayashi hyperbolicity for a groupoid is defined as follows:
Definition 4.6. A groupoid G is Kobayashi hyperbolic if the presheaves πsimpl0 (G, g) and
πsimpl1 (G, g) are Kobayashi hyperbolic.
For general groupoids, we cannot go much further in expliciting what this amounts
to; however, if G happens to be an analytic stack, the description of holotopy presheaves
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given in the Section 3 may be used to express the Kobayashi hyperbolicity in terms of
holomorphic maps between complex spaces.
Thus, consider an analytic stack p : X → Y . Since Kobayashi hyperbolicity of Y is a
prescription on the holotopy sheaves, we can replace Y with the stack C[X·], because of
Proposition 3.3 and, by Theorem 3.6, this condition can be rephrased using descent data
in X . In this case, a relative analytic disc is determined by a descent datum F on D× U
and therefore by an open covering D × U of D× U and by holomorphic maps
Fai : Da × Ui → X, Fai,bj : Dab × Uij → X1 = X ×Y X,
where we wrote Dab × Uij for the set (Da × Ui) ∩ (Db × Uj). These maps satisfy the
conditions (⋆) and (⋆⋆) mentioned in the Subsection 3.1. Keeping the usual notation, this
will be denoted as
(10) F = FD×U =
(
Fai : Da × Ui → D× U, Faibj : Dab × Uij → X1
)
with the coverings morphisms ranging among those of the kind ∐ai(Da × Ui)→ D× U .
The covering {Da × Ui}ai induces on {z} × U an open covering {Uai}ai of {z} × U
by setting Uai = (Da × Ui) ∩ {z} × U and the holomorphic maps Fai and Faibj restrict
to holomorphic maps on Uai and their intersections, satisfying (⋆) and (⋆⋆). Notice that
among the open subspaces {Uai} there may be some indexed by different pairs but are
coincident are coincident as subspaces. A descent data r = (ri, fij) on U relative to a
covering {Ui}i determines a descent data r relative to the covering {Uai}ai by letting
rai = ri e faibj = fij .
Remark 4.1. 1) Let f : X → Y be a 1-morphism of groupoids. Then for any
complex space U and pair of admissible sections r, s ∈ πsimpli (X , x)(U), the sections
f∗(r) and f∗(s) are admissible in π
simpl
i (Y , y)(U) and
dYKob(f∗(r), f∗(s)) ≤ d
Y
Kob(r, s).
It follows that dKob is a simplicial, local weak equivalence invariant of stacks.
2) If Y is a complex space Y , then πsimpli = 0 for i > 0 and π
simpl
0 (Y , y)
∼= Y as
(pre)sheaf. The definitions of Brody and Kobayashi hyperbolicity we have given
involve all sections, holomorphic maps in this case, U → Y as opposed to just
points y ∈ Y as it is classically the case. It is easy to see that the relevant notions
of hyperbolicity coincide.
3) At the other extreme end, let Y = BG be the classifying stack of a Lie group G.
Then X = pt and G has to be finite, if we wish to restrict to Deligne-Mumford
analytic stacks. Then there are no admissible pairs of sections in πsimpl0 and π
simpl
1 ,
being similar to the case of a discrete complex space.
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5. The coarse moduli space
Although the set C[X·](U) = lim−→
U∈CovU
Dis[X·](U) (see Lemma 3.5) is closely tied to the
complex structure of an atlas X of an analytic stack Y , it is unclear how to metrize it in a
usable way and arguments employing complex variables theory, such as those necessary to
prove Brody theorem, seem not possible. Alternatively, it is possbile to link in a natural
way this set (see to the proof of Lemma 8.2) to a complex space, the coarse moduli space
of Y , which we will denote by Q(Y).
5.1. Compactness. In the classical Brody Theorem compactness is essential; similarly
here we will need some finiteness condition on the stacks in order to proceed further.
Given an analytic stack with presentation pX : X → Y , we will denote by jX the
holomorphic map
jX = (∂0, ∂1) : X1 = X ×Y X → X ×X.
Let Y be an analytic stack. An open substack O ⊂ Y is a full category of Y such that
1) for any object x ∈ O all objects in Y isomorphic to x are also in O;
2) the inclusion morphism O ⊂ Y is represented by open immersions.
If every covering ∐αO
α → Y by open substacks admits a finite subcovering and for one
presentation W → Y the map jW is proper, we will say Y is compact by open coverings.
The following three properties will serve to our purpose:
Proposition 5.1. Let X → Y be an analytic stack. The following are equivalent:
1) Y is compact by open coverings;
2) there exist two presentations pX : X = ∐
N
i=1X
(i) → Y, pZ : Z = ∐
M
i=1Z
(k) → Y
with X(i), i = 1, . . . , N , Z(k), k = 1, . . . ,M connected and a holomorphic map
φ : X → Z over Y such that φ|X(i) is an open embedding X
(i) →֒ Z(k) for some k
with φ(X(i)) ⋐ Z(k) and the map jZ : Z ×Y Z → Z × Z is proper.
Under the equivalent conditions 1), 2) we will say that pZ : Z → Y and pX : X → Y are
adapted presentations.
Proof. Let pX : X = ∐
N
i=1X
(i) → Y , pZ : Z = ∐
N
i=1Z
(i) → Y be adapted presentations Y
and ∐αOα → Y an open covering by substacks. Then Z×YOα →֒ Z is an open immersion
of complex spaces for every α. It follows that ∐α(Z ×Y Oα) restricted to X is an open
covering of X . If ∐nj=1(Z ×Y Oαj ) covers X then ∐
n
j=1Oαj → Y is a covering of Y .
Conversely, suppose that Y is compact by open coverings and let pW : ∐
+∞
i=1W
(i) → Y
a presentation of Y with pW open and jW : W ×Y W →W ×W proper. Cover each W
(i)
by relatively compact balls and apply the shrinking lemma to obtain two presentations
pXˆ : Xˆ = ∐
+∞
i=1 Xˆ
(i) → Y , pZˆ : Zˆ = ∐
+∞
i=1 Zˆ
(i) → Y with Xˆ(i) ⋐ Zˆ(i), i = 1, . . . , N .
Consider the Xˆ1 = Xˆ ×Y Xˆ saturations of the open spaces Xˆ
(i) (i.e. ∂1∂
−1
0 (Xˆ
(i))) and
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call them X(i). Let Oi ⊂ Y be the open substacks corresponding to them. Only finitely
many of them, say {Ois : j = 1, · · · , N} will be necessary to cover Y , by assumption.
Thus X := ∐Ns=1X
(is) → Y is an atlas. Doing the same with Zˆ we produce an atlas
Z := ∐Mk=1Z
ik of Y . Since jW is proper, X
(is) ⋐ Z(ik) for some k showing that X and Z
are the sought for atlases.
This proves that conditions 1), 2) are equivalent. 
Definition 5.2. A stack satisfying either of the conditions of the proposition 5.1 will be
called compact.
Remark 5.1. Facts:
1) if a stack admits a compact atlas, the stack is compact;
2) compactness is invariant by equivalence of stacks;
3) if Y is a compact stack the diagonal morphism ∆ : Y → Y × Y is proper.
1) and 2) are clear. In order to prove 3) fix two adapted presentations pZ : Z → Y
and pX : X → Y and consider a diagram
S ×(Y×Y) Y //

Y
∆

S // Y × Y
where S is a complex space. The left vertical line is a morphism of complex spaces ∆
being representable. Let {ξn} be a sequence in the complex space S ×(Y×Y) Y : each ξn
corresponds to an element [sn, yn, (a(sn), b(sn)), (φ
′
n, φ
′′
n)] of the stack S ×(Y×Y) Y where
sn ∈ S, yn ∈ Ob(Y), (a(sn), b(sn)) ∈ Ob(Y × Y), and (φ
′
m, φ
′′
m) is an isomorphism
(a(sn), b(sn))∼=(yn, yn). Suppose, by contradiction, that {ξn} has no accumulation points
whereas a subsequence {sm} ⊂ {sn} converges to a point s ∈ S. Let {xm}, {x
′
m}, {x
′′
m}
be sequences in X satisfying pX(xm) ∼= ym, φ
′
m : pX(x
′
m)
∼=
→ a(sm), φ
′′
m : pX(x
′
m)
∼=
→ b(sm).
In view of compactness, we may assume that there exists z, z′, z′′ ∈ Z and φ′, φ′′ ∈ Z1 such
that xm → z, x
′
m → z
′, φ′m → φ
′, φ′′m → φ
′′. The sequence [sm, xm, (a(sm), b(sm)), (φ
′
m, φ
′′
m)]
in the complex space S×Y×Y Z converges to [s, z, (a(s), b(s)), (φ
′, φ′′)] in S×Z ×Z1×Z1.
The latter point lies, infact, in S ×Y×Y Z, because (φ
′, φ′′) is an isomorphism between
(a(s), b(s)) and ∆(pZ(z)) (use the morphism j). By applying
idS ×Y×Y pZ : S ×Y×Y Z → S ×Y×Y Y
we deduce that
[sm, ym, (a(sm), b(sm)), (φ
′
m, φ
′′
m)]→ [s, pZ(z), (pZ(z
′), pZ(z
′′)), (φ′, φ′′)].
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5.2. Existence of the complex structure. In the paper [2] we have proved that to
a flat analytic groupoid X = {s, t : R ⇒ X} with j = (s, t) : R → X × X finite ( or
equivalently j closed and X with finite stabilizer) is associated a GC quotient. This is
a complex space Q(X ) with an holomorphic map q : X → X/R → Q(X ) satisfying a
number of conditions. Here X/R is the quotient sheaf associated with the equivalence
relation induced by R. That result applies to the analytic groupoid X =
{
X×YX
∂0
⇒
∂1
X
}
where pX : X = ∐
N
i=1X
(i) → Y is a presentation of the compact Deligne-Mumford analytic
stack Y .
We can state another property of a stack equivalent to compactness:
Proposition 5.3. Let p : X → Y be an analytic stack with p open and admitting a coarse
moduli space Q(Y). Then Y is compact if and only if Q(Y) is a compact complex space and
j is proper for some presentation. In that case the diagonal morphism ∆Q : Y → Y×Q(Y)Y
is proper.
Proof. If Y is compact, Q(Y) is compact as well. Conversely, let W → Y be a
presentation. As in the proof of proposition 5.1 we can always produce two atlases A =
∐∞i=1A
(i) and B = ∐∞j=1B
(j) satisfying all the conditions for the compactness of Y except
the finiteness of the number of the connected components.
Let qA : A → Q(Y) and qB : B → Q(Y) be the canonical holomorphic maps and
{Uk : k = 1, · · · , N} a finite subcover of {qA(A
(i)), qB(B
(j))}i,j. Let X
(k) be the A−1-
saturated of the open set q−1A Uk and Z
(k) be the B1-saturated of q
−1
B Uk. Then ∐
N
k=1X
(k)
and ∐Nk=1Z
(k) are two atlases with the required properties. Indeed, each X(k) and Z(k) are
the atlas of an open substack of Y and the union of them is surjective on Y .
In order to prove that ∆Q is proper set Q = Q(Y) and consider the following diagram
S ×(Y×QY) Y
//

Y
id
//
∆Q

Y
∆

S // Y ×Q Y // Y × Y
where S is a complex space. Then one checks that right side square is cartesian i.e. Y
is equivalent to the fiber product of Y and Y ×Q Y over Y × Y ; thus properness of ∆Q
follows from that of ∆ (see Remark 5.1). 
6. Topological and metric structures
6.1. Distances. For the time being, we will only consider compact, Deligne-Mumford
analytic stacks. Let Y one such analytic stack with atlases X ⋐ Z, X = ∐Ni=1X
(i),
Z = ∐Ni=1Z
(i) (see Section 5). We can assume Xi and Zi are Stein.
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Fix a distance d : Q(Y) × Q(Y) → R≥0 on the quotient space Q(Y) determined by
a differentiable length function H . As we have previously introduced, q = qX is the
projection X → Q(Y). Even if q∗H is only a pseudolength function neverthless to q∗H is
associated a distance on any connected component of X : this because q is locally proper
and equifinite fibres. This is the same distance induced by the restriction of q∗ZH to X .
These distances on the connected components can be assembled together to a unique
distance dX on all X in the following way. Fix two points x 6= y ∈ X ; a (piecewise
differentiable) path γ through x and y is a set {γ1, γ2, · · · , γm} of paths [0, 1] → X such
that:
1) γ1(0) = x and γm(1) = y;
2) q(γi+1(0)) = q(γi(1)) for all 1 ≤ i ≤ m+ 1.
If l(γi) denotes the length of γi with respect to the distance on the connected component
of X in which the image of γi lies, the positive real number l(γ) =
∑m
i=1 l(γi) is the length
of γ by definition. We then set
dX(x, y) = inf
γ
l(γ).
We proceed likewise for the complex space X1 = X ×Y X , considering on X1 the length
functions (q◦∂0)
∗H , (q◦∂1)
∗H which give rise to the same distance making ∂0 and ∂1 into
local isometries, since q ◦ ∂0 = q ◦ ∂1. A similar argument applies to X2 := X1×∂0,X,∂1 X1
and to the multplication m : X2 → X1 that becomes a local isometry, as well.
The distance just introduced allow to metrize in a natural way the sets Dis[X·](U),
π0(Y , y)(U) e π1(Y , y)(U) as follows. Let r = (ri, fij) 6= s = (si, gij) two descent data in
Dis[X·](U), with U ∈ CovU ; define
(11) δU(r, s) = sup
u∈Ui
i∈N
{
dX(ri(u), si(u))
}
+ sup
u∈Uij
i,j∈N
{
dX1(fij(u), gij(u))
}
.
The distance function δU(r, s) is invariant by restriction, that is δU (r, s) = δU(r|U ′, s|U ′)
for any U ′  U , thus it is defined for pairs of objects in Ob(C[X·](U)). In turn it induces
a distance function δπ0, U on π
simpl
0 (Y , y)(U): for α, β ∈ π
simpl
0 (Y , y)(U)
(12) δpi0,U(α, β) = inf
r∈α,s∈β
δU(r, s).
For πsimpl1 (Y , y)(U) we proceed similarly. Given U = {Ui}i ∈ CovU , the elements of
πsimpl1 (Y , y)(U) are represented by pairs [r, φ] of a descent datum r and φ = {φi}i is an
automorphism of r (see Theorem 3.7). The distance δ between two such pairs (r, φ) and
(s, ψ) is defined as
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(13) δ′U
(
(r, φ), (s, ψ)
)
= δ(r, s) + sup
u∈Ui
i∈N
{
dX1
(
φi(u), ψi(u)
)}
and the distance between two classes α, β ∈ πsimpl1 (Y , y)(U) is
(14) δpi1,U(α, β) = inf
(r,φ)∈α
(s,ψ)∈β
δ′U
(
(r, φ), (s, ψ)
)
.
Proposition 6.1. δpi0,U e δpi1,U are distances.
Proof. Let us introduce the following notation: r˜ 6= s˜ are two classes in πsimpl0 (Y , y)(U)
for a fixed complex space U and descent data r = (ri, fij) and s = (si, gij) in X . It suffices
to show that δpi0,U(r˜, s˜) > 0, since the other axioms of being a distance are readily seen to
be satisfied. Recall that, given a descent datum r, the composition q ◦ r denotes the well
defined holomorphic map U → Q(Y) defined locally by q ◦ ri and gluing all these maps
over U . We split the proof in two complementary cases: q ◦ r 6= q ◦ s, q ◦ r = q ◦ s.
q ◦ r 6= q ◦ s. Under this assumption we have that sup
u∈Ui
{dX (ri(u), si(u))} ≥ N > 0: let
V ⊂ U be an open set such that sup
v∈V
{
dQ(Y)(q ◦ r(v), q ◦ s(v))
}
= N > 0. Then
δU (r, s) ≥ sup
u∈Ui
i∈N
{dX (ri(u), si(u))} ≥ N > 0
since the length function on X inducing dX is q
∗H , where H is a length function on Q(Y),
hence dX(x1, x2) ≥ dQ(Y)(q(x1), q(x2)) for any x1, x2 ∈ X . To get the same inequality with
δpi0,U(r, s) replacing δU (r, s), notice that q ◦ r
′ = q ◦ r and q ◦ s′ = q ◦ s, for any r′ ∈ r˜ and
s′ ∈ s˜.
q ◦ r = q ◦ s. In this case, both of the summands in the equation (11) will play a role.
The first step is to show that r and s are strictly related:
Lemma 6.2. Given two descent data r and s relative to a covering U ′ = {U ′i}i of a
complex space U , such that q ◦ r = q ◦ s, there is a refinement U = {Ui}i  U
′ and
collection of holomorphic maps φi : Ui → X1 = X ×Y X related to r and s by the
equations ∂0 ◦ φi = ri and ∂1 ◦ φi = si.
Proof. By definition of Q(Y), there is a set theoretic map hi : U
′
i → X1 such that
∂0 ◦ hi = ri and ∂1 ◦ hi = si. By possibly refining U
′ to U , we may suppose that
1) ri(Ui) is contained in a ∂0 uniformly covered open subspace Vi ⊂ X for each i and
2) each Ui is simply connected.
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Let ∂−10 (Vi) = ∐
m
k=1Wik. Then we can partition Ui in N subsets Sk = h
−1
i (Wik) and there
exists an a such that Sa ⊂ Ui has an nonempty interior. Define φi : Ui → Wi,a ⊂ X1 to
be the ∂0 lifting of ri. Such a holomorphic map satisfies the equations ∂0 ◦ φi = ri on Ui,
by construction, and ∂1 ◦ φi = si on Sa, hence over all Ui, given the property of such a
closed subspace and that the equality is between holomorphic maps. 
Notice that the collection (φi)i does not need to be an isomorphism between the
descent data r and s, the classifying stacks BG providing an example of this.
Remark 6.1. We will need a sharpened version of the lemma just proved: by partitioning
Ui ∩ Uj , if such intersection is nonempty, we may assume that Sa is contained in Ui ∩ Uj .
Therefore it is possible to lift simultaneously ri to φi : Ui → Wia and rj to φj : Uj →Wia,
both φi and φj satisfying the properties of the lemma.
We will assume the covering U associated to the descent data r and s enjoys the
properties stated in the previous lemma, whose notation we are going to share. There
are yet two distinct cases to be considered. Recall that A ⊂ X is the subspace of q
ramification points (see Section 5).
Vi ∩ A = ∅. We may assume that ∂1(Wik1) ∩ ∂1(Wik2) = ∅ if k1 6= k2 (by possibly
further refining U). Denote by M the minimum of the distances between pairs of open
subspaces ∂1(Wik), k ranging from 1 to m. We may assume M > 0, by shrinking Vi a
little if necessary. Now, r 6∼ s, so that in particular r 6= s, and we may assume ri 6= si as
holomorphic maps Ui → X . Since q ◦ r = q ◦ s and because of Lemma 6.2, we conclude
that
δU(r, s) ≥ sup
u∈Ui
{
dX (ri(u), si(u))
}
= sup
u∈Ui
{
dX(∂1 ◦ φi(u), ∂1 ◦ φi(u))
}
≥M > 0
the same statement can be deduced for δpi0,U as the same argument applies for any r
′ ∼ r
and s′ ∼ s provided their associated open covering is U or finer.
Vi∩A 6= ∅. In this case the number sup
u∈Ui
{dX (ri(u), si(u))} could possibly be arbitrarly
small. However, the only way for sup
u∈Uij
{dX1 (fij(u), gij(u))} to be arbitrarly small is if
fij(Uij) and gij(Uij) both belong toWih for some 1 ≤ h ≤ m, since otherwise that number
would be greater or equal than M ′ = min
h1 6=h2
{dX1(Wih1 ,Wih2)} which can be assumed to
be strictly greater than zero. Let now fix i, j so that Ui ∩ Uj 6= ∅ and consider the worst
case scenario, i.e. fij(Uij) and gij(Uij) lying in the same Wih. We claim that the pair
(φi, φj) forms an isomorphism between r|Ui∩Uj and s|Ui∪Uj . That being the case, since
r 6∼ s, i.e. r is not isomorphic to s, there must be Ucd 6= ∅ such that fcd(Ucd) ⊂ Wih1 and
gcd(Ucd) ⊂Wih2 with h1 6= h2. This implies that
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δU (r, s) ≥ sup
u∈Uij
i,j∈N
{
dX1(fij(u), gij(u))
}
≥M ′ > 0
finishing the proof of the proposition.
In order to prove that the pair (φi, φj) is an isomorphism, it suffices to show that
m(fij , φj) = m(φi, gij) seen as holomorphic maps defined on Ui ∩ Uj and with values in
X1. This statement follows from knowing that the images of m(fij , φj) and m(φi, gij) lie
in the same Wib: indeed, this condition on the images implies that ∂0 is injective when
restricted these images and, since ∂0 ◦m(fij , φj) = ri|Ui∩Uj = ∂0 ◦m(φi, gij), we conclude
that the map m(fij , φj) must necessarily be the same as m(φi, gij). Showing that the
images of m(fij , φj) and m(φi, gij) belong to Wih can be further reduced to the fact (see
Remark 6.1) that the ones of φi and φj are both contained in Wia. This follows by the
continuity of m: we know that the images of fij and gij are in Wih and, by the continuity
of m we have that the maps z 7→ m(wa, z) and z 7→ m(z, wh), for wa ∈ Wia and wh ∈ Wih,
send Wih and Wia, respectively, to the same Wib.
Consider now two classes [(r, φ)] 6= [(s, ψ)] ∈ πsimpl1 (Y , y)(U). These two classes being
different, in particular it implies that r˜ 6= s˜ ∈ πsimpl0 (Y , y)(U) (see Theorem 3.7). What
already proved for πsimpl0 (Y , y)(U), shows that the δU(r, s) summand in the formula (13)
is going to be nonzero, hence δpi1,U
(
[(r, φ)], [(s, ψ)]
)
> 0. 
6.2. The function c(Y ,−). The function c(Y ,−) associates to every complex space a
positive number (possibly +∞). It is defined as follows. Let U be a complex space and
F = FD×U =
(
Fai : Da × Ui → D× U, Faibj : Dab × Uij → X1
)
be a relative analytic disc of Y on U . We associate a function D → R≥0 to F as follows.
Take z ∈ D and a vector v ∈ TD, the holomorphic tangent bundle on D, and consider
Da × Ui with z ∈ Da. Then, denoting with dFai the differential of the holomorphic map
Fai, dFai(z, ξ)v is a vector field tangent to X along the points of the image of (Fai)z×Ui, ξ
ranging in Ui. Since the maps ∂0, ∂1 and m are local isometries (see Subsection 6.1), by
differentiating with respect of the variable z the structural equations of F, (⋆) and (⋆⋆) of
Subsection 3.1, we notice that the real number
|dFai(z, ξ)v| := q
∗H(dFai(z, ξ)v)
only depends on ξ, z, v and not on the open subspaces Da×Ui
1, so (z, ξ, v) 7→ |dFai(z, ξ)v|
is a well defined real valued continuous function which will be occasionally written as
|dF(z, ξ)v|. Moreover, for any (z, ξ) ∈ Dab × Uij we have that
1We recall that H denotes the fixed length function on Q(Y).
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(15) |dFai,bj(z, ξ)v| = |dFai(z, ξ)v|.
If K ⊂ U is a compact subset and z ∈ D, we define
(16) |dF(z)|K = sup
ξ∈K
sup
v∈TzD
v 6=0
|dF(z, ξ)v|
|v|hyp
,
where |v|hyp is the length induced by the Poincare´ metric on D, and
(17) cK(Y ;U) = sup
F∈Y(D×U)
D∈CovD
sup
z∈D
|dF(z)|K .
Because of the transitivity of the action of Aut(D) and the invariance of the Poincare´
metric we conclude that
(18) cK(Y ;U) = sup
F∈Y(D×U)
D∈CovD
|dF(0)|K .
We finally define
(19) c (Y ;U) = sup
K⋐U
U∈CovU
cK (Y ;U) .
Since ∂0 and ∂1 are local isometries, if the relative analytic disc
(20) G = GD×U =
(
Gai : Da × Ui → D× C, Gaibj : Dab × Uij → X1
)
is equivalent to F, i.e. they have the same class in πsimpl0 (Y , y)(D × U), the functions
|dF(z, ξ)v| and |dG(z, ξ)v| coincide.
Given a pair [F,Φ] representing a class of πsimpl1 (Y , y)(D × U), where F is a relative
analytic disc on U , and Φ = {Φai}ai is an automorphism of F (see Section 3.1), for each
compact set K ⊂ U we have well defined functions |dF(z)|K and |dΦ(z)|K , as in equation
(16). Keeping in mind the Theorem 3.7, we deduce that |dF(z)|K = |dΦ(z)|K . If [G,Ψ] is
a pair equivalent to [F,Φ], that is their images coincide in πsimpl1 (Y , y)(D× U), then
(21) |d F(z)|K = |dΦ(z)|K = |dΨ(z)|K = |dG(z)|K .
Remark 6.2. Because of the last observations, the vanishing of the H-norm of the de-
rivative of a descent data or of one of their isomorphisms is equivalent to their relevant
classes in πsimpl0 or π
simpl
1 being constant (see Definition 3.8).
Under the same notation as in Subsection 6.1, we prove the following fundamental
Lemma 6.3. Let α1, α2 ∈ π
simpl
i (Y , y)(U), for i = 0, 1 and Cα1,α2) be an analytic chain
through α1 and α2. Then
(22) δpii,U(α1, α2) ≤ 2 c(Y ;U) l(C(α1,α2))
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(see the equation (8) for the definition of length of an analytic chain). In particular,
(23) dKob(α1, α2) ≥
δpii,U(α1, α2)
2 c(Y ;U)
.
for i = 0, 1 where the left end side has been defined in the equation (9) with P = Y.
Proof. It is sufficient to prove these statements for analytic discs instead of chains. Let
α1 6= α2 ∈ π
simpl
0 (Y , y)(U) and r = (ri, fij) 6= s = (si, gij) be two descent data in α1,
α2 respectively. Let F =
(
Fai, Faibj
)
be an analytic disc such that r = z∗1F and s = z
∗
2F
for z1 and z2 points which we initially suppose are in a Da open of a covering of D
associated to F. Using the notation introduced in Subsection 4.2.1, in particular we have
that Fai(z1, u) = rai(u) and Fai(z2, u) = sai(u). Let γ : [0, 1] → Da a geodesic arc in D,
endowed by the Poincare´ metric, such that γ(0) = z1, γ(1) = z2 and, for u ∈ U fixed, we
call γu the path t→ Fai(γ(t), u). For each u ∈ Ui we have
dX(rai(u), sai(u)) ≤ length(γu) =
∫ 1
0
H ( dFai(γ(t), u) · γ
′(t) ) dt(24)
≤ c(Y ;U)
∫ 1
0
|γ′(t)|hypdt = c(Y ;U)̺D(z1, z2).
The same argument applies to the transition functions faibj and gaibj and, using the remark
in equation (15), we get
dX1(faibj(u), gaibj(u)) ≤ length( γu) =
∫ 1
0
H (dFaibj(γ(t), u)(γ
′(t))) dt ≤(25)
c(Y ;U)
∫ 1
0
|γ′(t)|hypdt = c(Y ;U)̺D(z1, z2).
Taking the supremum with respect to u and the indices i, ai, we deduce from (24) and
(25) that
δU(r, s) ≤ 2c(Y ;U)̺D(z1, z2)
which implies
δpi0,U(α1, α2) = inf
r∈α
s∈β
δU(r, s) ≤ 2c(Y ;U)̺D(z1, z2).
In the general case, when z1 and z2 do not belong to the same open Da, we partition
γ([0, 1]) ⊂ D with points z1 = ζ1 = γ(t1), ζ2 = γ(t2), · · · , ζm = z2γ(1) so that the geodetic
arcs γ(ζl, zl+1) are contained in Da0 , Da1 , · · ·Dam−1 , respectively, for 0 ≤ l ≤ m− 1. Then
we argue as before on each arc. This proves th equation (22).
The statement regarding πsimpl1 (Y , y)(U) is proved in the same fashion and by using
the equalities in (21). 
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7. Kobayashi hyperbolicity implies Brody hyperbolicity
We can now proceed with the proof of the Brody theorem for stacks. Classically, that
theorem refers to the implication “compactness and Brody hyperbolicity imply Kobayashi
hyperbolicity”, the other implication holding in general and simply a consequence of non
Kobayashi hyperbolicity of C and that every holomorphic map is a contraction with
respect to the Kobayashi presudodistance. In the context of stacks, even this simple
implication, though not using much of the theory developed in the last sections, is not
entirely obvious and this section is devoted to its proof.
Theorem 7.1. Let Y be a Kobayashi hyperbolic analytic stack. Then Y is Brody hyper-
bolic.
Proof. Suppose that πsimpl0 (Y , y) is not Brody hyperbolic; then there exists a section
r ∈ πsimpl0 (Y , y)(C × U) not in the image of p
∗ : πsimpl0 (Y , y)(U) → π
simpl
0 (Y , y)(C × U),
p being the projection. Let us introduce the notation r = (ri(z, u), fij(z, u)) over a
covering {V }i of C × U ; notice that we may take Vi to be of the kind Dk(i) × Uα(i) for
a disc Dk(i) centered at some complex number z ∈ C and open set Uα(i) of U . We wish
to construct two sections, or objects, r1 6∼= r2 ∈ Ob(C[X·](V )) for some complex space
V , whose Kobayashi pseudodistance is zero. Take V = C × U and consider the two
sections: r1 = s and r2 = p
∗(i∗0(s)), where i0 : U → C × U is the embedding in zero.
By assumption, r1 6∼= r2. To show that the Kobayashi pseudodistance between r1 and r2
is zero, we construct relative analytic chains (see Subsection 4.2.1) sλn between them for
n ∈ N, where λ ∈ D2 = {z ∈ C : |z| < 2}. For each n, s
λ
n is, in fact, a relative analytic disc.
We define first the descent data sλ1 on D2×C×U ; to describe the open covering we use its
cross sections for λ =const as t1/λ(Dk(i))× Uα(i), where tω : C → C is the automorphism
z → ωz. For λ = 0 the open covering of C × U is {C × Uα0}α0 , where W = {Uα0}α0 is
the covering of U given by the open sets appearing in the covering of {0}×U induced by
the Vi. The holomorphic map is (λ, z, u) 7→ ri(t
−1
1/λ(z), u) = (λz, u) for z ∈ t1/λ(Dk(i)) and
u ∈ Uα(i). The transition functions are similarly defined as (λ, z, u) 7→ fij(λz, u). Notice
that s1 = r1 and s
0 = r2. The general relative analytic disc s
λ
n is associated to the open
covering having open sets {t 1
nλ
(Dk(i))× Uα(i) : λ ∈ D2} and holomorphic maps ri(nλz, u)
and fij(nλz, u) for λ ∈ D2, z ∈ t 1
nλ
(Dk(i)) and u ∈ Uα(i). For each n, we have s
1/n
n = r1
and s0n = r2, thus (see equation (9)
dKob(r1, r2) ≤ ρD2(1/n, 0) =
1
2
log
(2n+ 1
2n− 1
)
which tends to zero as n goes to infinity.
Consider now the case of πsimpl1 (Y , y) not being Brody hyperbolic, thus there exists a
section φ ∈ πsimpl1 (Y , y)(C× U) not in p
∗(πsimpl1 (Y , y)(U)). We recall (see Subection 3.1)
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that, for a complex space V , the sections in πsimpl1 (Y , y)(V ) are represented by classes
[(ψi)i] of automorphisms of some descent datum (ri, fij). In particular, ψi : Vi → X×Y X
are holomorphic maps from open sets Vi of an open covering V of V , satisying certain
identities. From the section φ just mentioned, we produce two different sections θ1 and θ2
in πsimpl1 (Y , y)(C×U) as in the π
simpl
0 case: θ1 = φ and θ2 = p
∗(i∗0(φ)). Notice that θ2 is an
automorphism of a descent datum r2 ∈Ob(C[X·](C × U)) which lies in p
∗(Ob(C[X·](U)))
and θ1 is an automorphism of a descent data r1 which may possibly be in the image
of p∗, although θ1 itself does not. However, it necessarily has to be r1 6= r2 ∈ π
simpl
0
given the hypothesis on φ. Keeping this in mind, to denote the descent data r1 and
r2 we will use the notation already introduced during the discussion of the π
simpl
0 case:
r1 = (ri(z, u), fij(z, u)) and r2 = (r
′
i(z, u), f
′
ij(z, u)), r
′
i(z, u) = r(0, u) and f
′
ij(z, u) =
fij(0, u). We wish to find an analytic disc Ω relative to C× U between θ1 and θ2. Define
Ω : D2 × (C× U)→ π
simpl
1 (Y , y) by
Ω(δU , z, u) = {(Ωk)k such that Ωk(δ, z, uk) = φk(δz, uk)},
where φ = (φk)k and φk : Wk → X1 are holomorphic maps defining the extension
of φ over the open covering W of U , precedently introduced. For any fixed δ ∈ D2,
m(φh, f
δ
hk)(z, u) = m(f
δ
hk, φk)(z, u), which shows that Ω|{δ}×C×U is an automorphism of
sδ for any δ ∈ D2 and Ω indeed induces an analytic disc in π
simpl
1 (Y , y)(C × U). Also,
Ω|{0}×C×U = θ1 and Ω|{1}×C×U = θ2 so that it is an analytic disc between θ1 and θ2. The
sequence of analytic discs Ωn relative to C × U is now introduced in analogy with the
πsimpl0 earlier discussion and the vanishing of the Kobayashi pseudodistance between θ1
and θ2 follows at once. 
8. Compactness and Brody hyperbolicity imply Kobayashi hyperbolicity
Brody and Kobayashi hyperbolicity of an analytic stack p : X → Y are statements
concerning the holotopy presheaves πsimpl0 (Y , y) and π
simpl
1 (Y , y), as conceived in definitions
4.4 and 4.6. Surprisingly, it turns out that for compacts Deligne-Mumford analytic stacks,
the Brody hyperbolicity content in the holotopy presheaf πsimpl0 absorbed the one of π
simpl
1 ,
to the point of making the latter irrelevant.
Theorem 8.1. Let Y be a compact, Deligne-Mumford analytic stack. If πsimpl0 (Y , y) is
Brody hyperbolic, then
i) for any complex space U we have c(Y , U) < +∞;
ii) πsimpli (Y , y) are Kobayashi hyperbolic, for i = 0, 1.
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Proof. The statement i) implies statement ii). Indeed, let α1 6= α2 ∈ π
simpl
i (Y , y)(U)
admissible sections. From i) and Lemma 6.3, we have
dKob(α1, α2) ≥
δpii,U(α1, α2)
2c(Y ;U)
> 0
hence πsimpli (Y , y)(U) are Kobayashi hyperbolic. The rest of the section will be devoted
to the proof of the first assertion, which will be split in few steps.
Assume by contraddiction that c(Y , U) = +∞ for some complex space U . Then there
exists a sequence {Uν}ν of coverings of U associated to a sequence of relative analytic
discs {Fν}ν , i.e. descent data, over D × U and points {uν}ν ⊂ U all with the property
that limν→+∞ |dF
ν(0, uν)| = +∞ (see equation (18)). The descent datum F
ν induces on
D×{uν}, hence on D, consequently {F
ν}ν induces on D a sequence of descent data which
we will keep writing in the same way with the property that limν→+∞ |dF
ν | = +∞. This
reduces the argument to U = {pt}.
Lemma 8.2. If c(Y , U) = +∞, then there is a sequence {f ν}ν of holomorphic maps
f ν : D→ Q(Y) (see Section 5) such that limν→+∞ |df
ν(0)| = +∞.
Proof. There exists a commutative diagram
(26) C[X·](U) //
φ ''❖
❖❖
❖❖
❖❖
❖❖
❖❖
π0(Y)(U)
φQww♦♦
♦♦
♦♦
♦♦
♦♦
♦
Hol(U,Q(Y))
where the application φ is defined by associating to a descent datum r = (ri, fij) on U =
∪i∈NUi the holomorphic map fr : U → Q(Y) defined for u ∈ Ui as fr(u) = q(ri(u)), where
q : X → Q(Y) denotes as usual the holomorphic projection. The map f r is well defined
since if u ∈ Ui∩Uj , then q(ri(u)) = q(rj(u)), since there exists w = fij(u) ∈ X×YX such
that ∂0(w) = ri(u) and ∂1(w) = rj(u). If two descent data r and s represent the same class
in πsimpl0 (Y , y)(U), then φ(r) = φ(s), thus there is a well defined application φQ making
the diagram (26) commutative. In particular, to each relative analytic disc F on D × U
we have a holomorphic map f := φ(F) : D × U → Q(Y) and a real continuous function
|df(z)|. From the very definition we have that |dF(z)| = |df(z)|, thus the statement of
the lemma follows at once by taking f ν = φ(Fν). 
The sequence of the maps f ν : D → Q(Y) may be reparametrized, by means of
the “reparametrization Lemma” (cfr. [3]), to get a sequence of maps f˜ ν : Dν → Q(Y),
where Dν = {|z| < ν} and |df˜
ν(0)| = 1 for all ν. By Ascoli-Arzela` Theorem, there
exists a subsequence f˜µ uniformly convergent on compacts to a holomorphic map f :
C → Q(Y), which is not constant since |df(0)| = 1 (cfr. [3]). In the rest of the section,
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the reparametrized maps f˜ ν will be denoted f ν and the domain Dν will be specified to
distinguish them from those defined on D.
Recall (Section 5) that A is the ramification locus of q : X → Q(Y) and B = q(A) ⊂
Q(Y) is the branch locus. One of the following three cases necessarily occurs
Case 1) f(C) ∩ B = ∅;
Case 2) f−1(B) is a discrete set of points of C;
Case 3) f(C) ⊂ B.
We would like to “invert” the map φ, i.e. find an application ψ providing a descent datum
in X associated to a holomorphic map U → Q(Y) such that φ ◦ ψ = id. This property
implies that if f is nonconstant, ψ(f) is a nonconstant descent datum on C (see Definition
3.8) and [ψ(f)] ∈ πsimpl0 (Y , y)(C) is a nonconstant class (see Remark 6.2).
We are going to consider the existsence of ψ in the above three cases separately,
starting with the first.
8.1. Case 1.
Proposition 8.3. Let h : C→ Q(Y)rB be a holomorphic map. Then there is a descent
datum ψ(h) in X associated to h, such that φ(ψ(h)) = h.
Proof. Let U be any complex space; we will take U = C just at the end of the proof. Cover
U with simply connected open subspaces Ui and lift the restrictions of h to continuous
maps h′i : Ui → X . By [2], we know that q : XrA→ Q(Y)rB is a local biholomorphism,
hence the h′i are holomorphic maps. Let Ui ∩Uj 6= ∅; to relate h
′
i and h
′
j on Uij = Ui ∩Uj
we argue as follows. Since h|Uij = h|Uij , there exists a set theoretic map ω : Uij → X1 such
that ∂0 ◦ ω = h
′
i|Uij
and ∂1 ◦ ω = h
′
j |Uij
. Refining the covering {Ui}i, if necessary, we can
assume the Ui are relatively compact, Uij are simply connected and h
′
i(Uij) are uniformly
covered by ∂0 so that ∂
−1
0 h
′
i(Uij) = ∐
l
k=1Vk and ∂0 : Vk → Uij is a biholomorphism for
any k. Consider first the case of a one dimensional complex space U . As the codomain
of ω has a finite number of connected components, there is an index a ≤ n such that
ω−1(Va) = L contains uncountably many points, hence there is an accumulation point
among them. Call f ′ij : Uij → Va the ∂0 lifting of h
′
i|Uij
to Va; it coincides with ω on L
since ∂0|Va is injective. Thus, ∂0 ◦ f
′
ij = h
′
i|Uij
on Uij, ∂1 ◦ f
′
ij = h
′
j |Uij
on L, hence on all
Uij . This shows that f
′
ij is a transition function.
Let us assume inductively to be able to define the transition functions on each complex
space U of dimension n − 1. We think of Uij to be embedded in C
N and consider the
intersections Uij ∩Hλ, Hλ ranging among all (N −1) dimensional hyperplanes in C
N . On
each of these intersections we have transition functions with values in Va where the index
a may depend on λ, but being the possible indices finite, there are infinitely many µ such
that Uij ∩Hµ 6= ∅ and whose transition functions have values in Va for a fixed a. Call lij
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the holomorphic map on L :=
⋃
µ Uij ∩Hµ → Va defined by taking on each Uij ∩Hµ the
transition function on it; notice that lij is well defined since all the transition functions
are ∂0 liftings to Va and ∂0|Va is injective. Call now f
′
ij : Uij → Va the ∂0 lifting of h
′
i|Uij
to Va. As expected, ∂0 ◦ f
′
ij = h
′
i|Uij
and ∂1 ◦ f
′
ij = h
′
j |Uij
coincide, as functions defined
on Uij , on an analytic subspace containing L, but the only such a space is Uij itself. A
good candidate for the descent datum ψ(h) could be (h′i, f
′
ij), which indeed looks very
much like a descent datum on U , except that, in general, the f ′ij do not satisfy the cocyle
condition m(f ′ij , f
′
jk) = f
′
ik (see Definition 3.4), m being the multiplication of [X·]. The
idea is the one of trying to replace f ′ik with m(f
′
ij , f
′
jk), the problem being that the latter
is defined only on the triple intersection Uijk.
Lemma 8.4. Given a non constant holomorphic map h : U → Q(Y), refer to h′i : Ui → X1
and f ′ij : Uij → X1 as the holomorphic maps obtained by means of the above constructions.
Then there exists a refinement {Bα}α of {Ui}i and transition functions {gαβ}αβ such that,
if Bi, i = 1, 2, 3 are open sets with nonempty triple intersection, for any chosen transition
functions g12 and g23, there exists a holomorphic map g13 : B13 → X1 satisfying the cocycle
condition m(g12, g23) = g13 on B123. Moreover, φ((h
′
α, gαβ)) = h.
Proof. Denote the holomorphic map m(f ′12, f
′
23) : U123 → X1 by l13, choose points u ∈
U123 and p ∈ U13 and a path γ : [0, 1] → U13 connecting u to p. We would be done if
h′1 ◦ γ lifted to a γ˜ starting in l13(u) ∈ X
13
1 where X
13
1 is the connected component of X1
containing the image of l13, but this may necessarily not be the case since h
′
1(U13) might
not be contained in ∂0(W
13
1 ). The possibility of lifting such a map only depends on p, X
and Y , hence, using that ∂0 : X1 → X is a covering, we can refine {Ui}i to a covering
{Bα}α∈N of U with the following properties:
1) {Bα}α is a locally finite refinement of {Ui}i;
2) the intersections Bαβ are simply connected;
3) if τ(α) is less than the integers i such that Bα ⊂ Ui, for each triple intersection
Bαβγ 6= ∅ with α < β < γ, we have h
′
τ(α)(Bαβ), h
′
τ(α)(Bβγ) and h
′
τ(α)(Bαγ) are
contained in the same ∂0 uniformly covered open subspace of X .
We now create a descent datum r on U using the covering {Bα}α and the holomorphic
maps h′i, f
′
ij. For each α define rα = h
′
τ(α)|Bα
and let the transition functions gαβ : Bαβ →
X1 be
gαβ =


id, se Bα ∪ Bβ ⊂ Uτ(α)
f ′τ(α)τ(β) |Bα∩Bβ
, otherwise.
The third condition on the covering {Bα}α implies that, if Bαβγ is non empty, h
′
α|Bαβ
lifts
to a holomorphic map h˜α with image in the same connected component of X1 as the one
of the image of m(gαβ, gβγ). Since ∂0 ◦ h˜α = ∂0 ◦m(gαβ, gβγ), by the injectivity of ∂0 on
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that connected component, we conclude that h˜α is an extension of m(gαβ, gβγ) to all Bαγ
and it can be taken to be the transition function gαγ satisfying the cocyle condition. 
A recursive argument can extend this construction to the quadruple and higher inter-
sections, the only possible indeterminacy being in how to choose the transition functions:
for instance, g14 could be the extension of m(g12, g24) or m(g13, g34). However, using the
cocycle relations
1) m(g12, g23) = g13,
2) m(g23, g34) = g24
and assuming to have defined g14 as the extension of m(g12, g24), we check that it verifies
the relation g14 = m(g13, g34), as well: from the first equation the left end side of the
equation is m(m(g12, g23), g34) and from the second relation we have that this is precisely
m(g12,g24), which by definition is precisely g14. 
To finish the proof of the proposition 8.3 we notice that we can cover C with open
subspaces {Bi}i in such a way Bj ∩
⋃
i<j Bi is contractible, therefore there cannot be
conflicting conditions on the function g13 of the previous lemma for such a covering. 
This finishes the construction of the descent data ψ(h) associated to a holomorphic
map h : U → Q(Y), hence of the application ψ and the proof of Proposition 8.3 and Case
1 are settled.
Remark 8.1. Notice that if the holomorphic map h is nonconstant, then all the liftings
h′i are nonconstant. Using results proved in Subsection 6.2, we see that we can check
whether a section in [(h′i, h
′
ij)] ∈ π
simpl
0 (Y , y)(C) is nonconstant or not, simply by showing
that the real valued function z 7→ |dh′i(z)| is nonzero for z ∈ C. It follows that, if h is
nonconstant, so does [(h′i, h
′
ij)].
8.2. Case 2. Without loss of generality, we can assume that each connected component
of the atlas Z = ∐Ni=1Z
(i), containing X as a relatively compact open subspace, is Stein
and that X(i) = {ζ ∈ Z(i) : φi(ζ) < c}, where φi : Z
(i) → R is a strictly plurisubharmonic
exaustion function for Z(i).
By assumption f−1(B) is a discrete subset S of C. We will first show that for each
ζ ∈ S there is a disc ∆ζ centered in ζ having the property that f|∆∗
ζ
lifts to a holomorphic
map f˜ζ : ∆
∗
ζ → X , where ∆
∗
ζ is the punctured disc ∆ζr{ζ}. This follows if we prove that
we can lift f|∆∗
ζ
to a continuous map in X which is equivalent to showing that
(27) f∗
(
π1(∆
∗
ζ , z)
)
⊂ q∗ π1 (XrA, x)) ⊂ π1 (Q(Y)rB, q(x))
where q(x) = f(z). Let γ be a generator of π1(CrS, z), i.e. a simple closed path around
one of the points of ζ ∈ S. Since the holomorphic maps f ν = ψ(Fν) converge to f
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uniformly on compact sets and Q(Y) is locally topologically contractible, there exists an
index µ such that
1) fµ ◦ γ is homotopic to f ◦ γ and (fµ ◦ γ)([0, 1]) ∩B = ∅;
2) γ([0, 1]) ⊂ Dµ.
The map fµ can be lifted to X if restricted to an appropriate punctured open disc ∆∗ζ ,
∆ζ being a contractible open neighborhood of ζ in C: just take the holomorphic map F
µ
i
part of the descent datum Fµ = (F µi , F
µ
ij), which is defined on γ([0, 1]). We can assume
that γ is close enough to ζ to have image contained on some open set Ui ∋ ζ associated
to Fµ. Let ∆ζ be such that γ([0, 1]) ⊂ ∆ζ ⊂ Ui. Now consider the closed path F
ν
i ◦ γ
in X : by construction and condition 8.2 on µ in particular it induces a homotopy class
[F νi ◦ γ] ∈ π1(XrA, x); since q ◦ (F
ν
i ◦ γ) = f
ν ◦ γ we have
[f ◦ γ] = [fµ ◦ γ] = q∗(F
µ
i ◦ γ) ∈ π1(Q(Y), y)
which means that f∗([γ]) lies in q∗π1(XrA, x) ⊂ π1(Q(Y)rB, f(z)), and so does
f∗π1(CrS, x). We can then lift f∆∗
ζ
to a holomorphic map f˜ζ : ∆
∗
ζ → XrA, since q is
unramified on XrA.
Take W to be an open subspace of CrS such that {W,∆∗ζ : ζ ∈ S} is an open covering
of U . Since f(W ) ⊂ Q(Y)rB, by the Case 1 of the Theorem 8.3, f|W lifts to a descent
datum r = ψ(f|W ). The datum r is extended to a descent datum on the whole CrS
by using the liftings f˜ζ as holomorphic maps on ∆
∗
ζ and creating transition functions as
shown in the construction of the application ψ in the unramified case. To further extend
r to all of C, we just have to extend the domain of the homolorphic maps f˜ζ from ∆
∗
ζ
to the whole ∆ζ . Let X
(1) ⋐ Z(1) be the connected components of the atlases X and
Z containing the image of f˜ζ. Embedding Z
(1) as a closed analytic subspace in Cm, the
map f˜ζ is expressible in terms of m complex valued holomorphic functions f1, f2, · · · , fm
which are bounded given the compactness of X
(1)
, thus each of them extendable on ∆ζ
by Riemann Theorem. Call f̂ζ the extension of f˜ζ to ∆ζ . Suppose now that f̂ζ(ζ) is a
point of the boundary of X(1) in Z(1), then the nonconstant plurisubharmonic function
φ1 ◦ fˆζ , where φ1 is the exaustion function introduced before, has a maximum in ζ , which
is absurd. We conclude that the image of f̂ζ is contained in X
(1) and the collection of the
functions f̂ζ , along with the rest of the data in s, yields the sought extension of s to C.
Because |df(0)| = 1, f is nonconstant, therefore as pointed in Remark 8.1, the class of
this descent datum in πsimpl0 (Y , y)(C) is nonconstant, as well.
8.3. Case 3. We assume now that f(C) ⊂ B. Moreover, since q is quasi finite and B is
analytic ([2]), there exists a closed analytic subset B1 of B such that dimx(B1) < dimx(B)
for all x ∈ B and q is a local biholomorphism from ArA1 to BrB1, with A1 = q
−1(B1).
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As before there are three possible cases: f(C)∩B1 = ∅, f
−1(B1) is a discrete subset of
C and f(C) ⊂ B1. If f(C)∩B1 = ∅, then we lift f to the nonconstant descent datum ψ(f)
as in the Case 1 and prove that πsimpl0 (Y , y) is not Brody hyperbolic. If f(C) ⊂ B1 then
we repeat Case 3, but with all dimensions of the analytic spaces dropped, and recursively
we will eventually end up with zero dimensional ramification, which is treated exactly
as in the general case below, except being simpler. Consider the case of f−1(B1) =: S1
being a discrete subset. Two things can happen: there exists an index N such that
for all ν > N , fn(C) ⊂ B which is treated exactly as in the Case 2. Otherwise, we
proceed with few reduction steps. As usual we denote F νi(ν) a holomorphic map of the
descent datum Fν on some disc, such that φ(Fν) = f ν . By the compactness of Y we may
assume X had only a finite number of connected components (see beginning of Section
5), hence, for a ζ ∈ S1, there is a punctured disc ∆
∗
ζ ⊂ CrS1 and an index k such that
F ji(j)(∆
∗
ζ) ⊂ X
(k) for infinitely many j. Considering only those indices j we may assume
all the images of ∆∗ζ through the sequence of functions {F
ν
i(ν)}n lie in the same connected
component. Using again the compactness of Y , we may suppose that the sequence of
points {F νi(n)(ζ)}n converges to a point a1 ∈ X
(k): otherwise it must necessarily converge
to a point a1 on the boundary of X
(k) in Z(k) and q−1(q(a1)) has a point in the interior
of another connected component X(h) of X , for which all the statements regarding X(k)
hold as well. As far as our argument is concerned, we then replace X(k) with X(h). Let
Ua1 be an open neighborhood of a1 such that the closure Ua1 ⊂ X
(i). Then
there is a closed simple path γ in CrS1 around ζ and close enough to it for
F νi(ν)(γ([0, 1])) ⊂ Ua1
for all ν ≥ N ≫ 0.
Indeed, as in Section 6.1, let H be a distance on Q(Y) and q∗H its pullback on X ; set
d to be a positive real number such that the set of points in X(i) whose dq∗H distance
from a1 is less than d is contained in Ua1 . Choose a closed simple path γ as in the
statement, in a way that dH(f(γ([0, 1])), f(ζ)) = d/2. Then there exists N such that
dq∗H(F
n
i(n)(γ([0, 1])), a1) ≤ d for all n ≥ N , since q(a1) = f(ζ) and q is a contraction with
respect to the length functions q∗H and H .
Replacing X with Ua1 , we can consider the following simplified new situation: X is
a connected, compact topological space, Q(Y) compact, A, A1, B and B1 all compact
subspaces.
Give X a structure of CW complex with finitely many cells such that A and A1 are
sub CW complexes. Let l = dH(f(γ([0, 1])), B1); by possibly refining the cell structure
we may take the q∗H-sizes of the cells to be of dimension ranging between l/4 and l/2.
Call VA the sub CW complex A ⊂ VA ⊂ X made of cells ei having nonempty intersection
with A.
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1) Since the sizes dq∗H(ei) ≥ l/4 for all i, and f(γ([0, 1])) ⊂ B, there exists an N
such that F ni(n)(γ([0, 1])) ⊂ VA for all n ≥ N ;
2) because dq∗H(ei) ≤ l/2, there exists M ≥ N such that, if ej are the cells of VA
with non empty intersection with the image of F νi(ν) ◦γ for any of the ν ≥M , then
ej ∩A1 = ∅.
Finally, let R ≥ M with the property that dq∗H(F
ν
i(ν)(γ([0, 1])), A) < l/8. Then
we can remove appropriately chosen points p1, · · · , pk from the interiors of some cells in
VA to obtain a topological space V
′
A with a deformation retract r : V
′
A → A such that
r(FRi(R)(γ([0, 1]))) ⊂ ArA1.
Call γ′ the closed path r ◦ FRi(R) ◦ γ. Then we have that
[f ◦ γ] = q∗(F
R
i(R) ◦ γ) = q∗(γ
′) ∈ π1(ArA1, a)
thus f lifts to A on a small punctured disc ∆∗ζ , being [f ◦ γ] in the image of
q|ArA1∗ : π1(ArA1, a)→ π1(BrB1, q(a))
and q|ArA1 being a topological covering. As in the Case 2, we lift f|CrS1 to X (actually
to A) and then extent the local lifting f˜ζ defined on the puntctured disc ∆
∗
ζ to ∆ζ . This
argument produces a nonconstant descent datum in πsimpl0 (Y , y)(C).
This concludes the proof of the part “πsimpl0 (Y , y) Brody hyperbolic implies π
simpl
0 (Y , y)
Kobayashi hyperbolic” part of the Theorem 8.1. It remains to be shown that, if πsimpl0 (Y , y)
is Brody hyperbolic, then πsimpl1 (Y , y) is Kobayashi hyperbolic. However, by the proof so
far written, we see that the Brody hyperbolicity implies that c(Y , y) < +∞; by Lemma
6.3, both of πsimpl0 (Y , y) and π
simpl
1 (Y , y) are Kobayashi hyperbolic. 
The proof of the Theorem 8.1 has highlighted the connection between hyperbolicity
of Q(Y) as a complex space and Y as Deligne-Mumford analytic stack.
Corollary 8.5. Let X → Y be a compact Deligne-Mumford analytic stack. Then
1) if Q(Y) is hyperbolic, Y is hyperbolic;
2) Y is hyperbolic if and only if the presheaf πsimpl0 (Y , y) is hyperbolic if and only if
Ob(C[X·]) is an hyperbolic presheaf.
9. Hyperbolicity and the coarse moduli space
While hyperbolicity of the coarse moduli space implies hyperbolicity of the stack, the
converse is generally not true. Let p : X → Y be an analytic stack with a one dimensional
torus T as coarse moduli space Q(Y) and such that the ramification of q : X → Q(Y) is
at least 4 in each of the points of the fiber over two branch points z1 and z2 ∈ Q(Y). We
show that such a stack Y is hyperbolic by proving that no nonconstant map f : C→ Q(Y)
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can be lifted to X . Indeed, let f˜ : C → C be the lifting of f to the universal covering
h : C → Q(Y). Assume that f admits local liftings to X . Since f must be surjective,
and h is unramified, any two points w1 and w2 in the h fiber of z1 and z2 respectively will
have the following property: f˜−1(w1) and f˜
−1(w2) are two sets of points on which f˜ have
ramification divisible by N1 and N2, respectively, both of them greater than 4. However,
it is impossible for such an entire function to exist. Indeed, otherwise there would be two
functions α and β such that αN1 = f˜ −w1 and β
N2 = f˜ −w2 and satisfying the equation
xN1 − yN2 = w2 − w1. The function z → (α(z), β(z)) is defined over C and nonconstant
with image in the affine part of a curve of genus greater than 2. This is impossible.
The following is an example of such a stack: consider a covering of a torus T by a curve
q : X → T of degree 4 and ramified in two points x1, x2 ∈ X with ramification index 4,
given by the composition X
q2
→ X ′
q1
→ T. Here both maps have degree 2 and are ramified
in only two points. Their existence follows from
Lemma 9.1. Given a complex curve C, and B = {c1, c2, · · · , c2k} ⊂ C, there exists a
degree 2 covering p : C˜ → C with branch locus B.
Proof. It follows from the classification of the coverings of curves (see, for instance,
[14, Prop. 4.9]). Coverings of C with branch locus contained in B are classified by
homomorphisms π1(CrB, x) → S2 with transitive image, where S2 is the symmetric
group on two elements. The condition on the ramification corresponds to the image of
loops γi around points of B going to the transpositon in S2. π1(CrB, x) can be presented
as
〈γi, αj, βj :
∏
i
γi ·
∏
j
αjβjα
−1
j β
−1
j = 1〉i=1,··· ,2k, j=1,··· ,genus(C)
where αj and βj are the generators of π1(C, x). Therefore, such an homomorphism exists
as B contains an even number of points. 
The covering q is Galois, being the composition of two Galois extensions and since
the monodromy group of a covering map is isomorphic to the Galois group of the rational
functions field extension of the curves involved (cfr. [8], proposition at page 689, for
instance). Therefore [X/Gal(C(X)/C(T))] is a quotient stack with T as coarse moduli
space satisfying the condition on the ramification stated above.
9.1. Automorphisms of a compact Deligne-Mumford analytic stack. Stack hy-
perbolicity is expected to impose a peculiar behaviour to the stack itself, just like usual
hyperbolicity does on a complex space. Here we prove that a compact Deligne-Mumford
analytic stack with a hyperbolic coarse moduli space has few automorphisms:
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Theorem 9.2. Let p : X → Y be a compact Deligne-Mumford analytic stack with hy-
perbolic coarse moduli space. Then the isomorphism classes of the 2-group Aut(Y) are
finitely many.
Proof. By assumption the coarse moduli space Q(Y) is hyperbolic and compact, hence it
has a finite number of biholomorphisms (cf. [11, Theorem 5.4.4]). We will prove that the
kernel AutQ(Y)(Y) of the 2-homomorphism that associates to an automorphism Y → Y
the induced biholomorphism Q(Y) → Q(Y) has a finite number of equivalence classes.
Let q : X → Q(Y) be the canonical projection.
Lemma 9.3. There exist a dense open subspace V ⊂ Q(Y) and a dense open substack
U ⊂ Y which is a gerbe over V .
Proof. An analytic stack W is a gerbe on a substack where the inertia stack morphism
∆′ : I → Y is flat. Consider the 2 commutative diagram
Z ⊂ W //
f

I //
∆′

Y
∆

f(Z) ⊂ X // Y // Y × Y
where the squares are cartesian. By a theorem of Frisch (cfr. [6]), f is flat outside an
analytic subset Z ⊂ W . As f is proper (∆ is by assumption, see 5.1), f(Z) is analytic
in X . We conclude that f : I ×Y Xrf(Z) → Xrf(Z) is flat. Now, Xrf(Z) is X1 =
X×YX invariant, as it is maximal in the codomain onto which f is flat. Therefore, there
exists an associated open dense substack U ⊂ Y with the property that the basechanged
morphism IU → U is flat, by faithfully flat descent. This shows that U is a gerbe onto
V := Q(Y)rq(f(Z)). 
We also have that π1(V ) is finitely generated, since the following holds
Proposition 9.4. Let C be a compact complex space and B ⊂ C analytic; then π1(CrB)
is finitely generated.
Proof. Embedding C in some RN (cfr. [16]) and applying the triangularization theorem
of  Lojasiewicz [13, Theorem 3] we are reduced to the case where C is a finite simplicial
complex K and B is a subcomplex H < K. Let γ : S1 → |K|r|H| be a closed path; we
will show that γ is homotopic to the topological realization of a simplicial map γˆ : Sˆ1 →
|D| ⊂ |K|r|H| for some simplicial complex D < K. This finishes the proof, since D is
a finite subcomplex, thus π1(D) is finitely generated. Let γ be given. If the image of γ
does not intersect the star of H , then we can let γˆ to be a simplicial approximation of γ
in K. If γ(S1) intersects non trivially the star of H , it is possible to continously deform
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γ inside each simplex of |St(H)| to get a γ′ homotopic to γ with image not intersecting
the star, but rather the link of H in K. In particular, the image of γ′ will be contained
in the simplicial complex D = KrSt(H). Take now a simplicial approximation of γ′ in
D. 
We show that the restriction functor EndQ(Y)(Y) → EndV (U) is injective on the as-
sociated isomorphism classes and then that the isomorphism classes of the codomain are
finite. Assume that two morphisms f, g : Y → Y are isomorphic over U and let h : I → Y
be the pullback of the diagonal morphism Y → Y×Q(Y)Y through (f, g) : Y → Y×Q(Y)Y .
Consider the diagram:
W //
φ

I //
h

Y
∆

X // Y
(f,g)
// Y ×Q(Y) Y
where the vertical morphisms are base changements of the diagonal ∆. Sections to h
correspond to isomorphisms between f and g. The isomorphism between f and g over U
yields a section s : U → I to h. Because of the compactness of Y , the diagonal morphism
is proper (see Proposition 5.3), h is proper. Moreover, Y being Deligne-Mumford, we
conclude that its diagonal is e´tale, so h is as well. The same properties are inherited by
the base changed holomorphic map φ : I ×Y X =:W → X of h. Let a ∈ A = XrU be a
point and a ∈ Va ⊂ X be a simply connected open neighborhood. By assumption we have
a section s to φ over U ⊂ X . As φ is a topological covering, s extends over Va because it
is simply connected and of the unicity of the lifting, once we fixed base points. Thus, s
extends to a section of φ over the whole of X , so that we get a map s′ : X → I making
the diagram commute. s′ induces a stack morphism [X1 ⇒ X ] → I corresponding to a
section Y → I through the canonical equivalence p : [X1 ⇒ X ]→ Y .
We now prove that EndV (U) has a finite number of isomorphism classes. EndV (U)
is a finite disjoint union of gerbes: locally U is Vi × BGi for some finite group Gi, and
Hom(BGi, BGi) = [Hom(Gi, Gi)/Gi], the quotient stack of the finite set Hom(Gi, Gi)
by conjugation (cfr. [7, Proposition 5.3.5]), therefore a finite disjoint union of BStabij ,
where Stabij is the stabilizer of the j-th orbit of the Gi action on Hom(Gi, Gi). Each
such gerbe has a global object over V , namely the identity morphism idU of U . It follows
that EndV (U) is equivalent to BVG where G = Aut(idU). G is a Lie group endowed
by a holomorphic map G → V whose fibers are finite groups. Therefore, it suffices to
show that there are a finite number of GV -torsors on V modulo isomorphism. Because of
the finiteness condition on G → V , holomorphic GV -torsors are the same as topological
G-torsors, therefore BVG(V )/iso = Hom(π1(V ), G) is finite since π1(V ) is finite.
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