Abstract. Let {ε i : −∞ < i < ∞} be a strictly stationary sequence of linearly positive quadrant dependent random variables and
Introduction
We assume that {ε i : −∞ < i < ∞} is a doubly infinite sequence of identically distributed variables. Let {a i : −∞ < i < ∞} be an absolutely summable sequence of real numbers and X k = ∞ i=−∞ a i+k ε i , k ≥ 1. Set S n = n k=1 X k , also let log y = log(y ∨ e), log log y = log log(y ∨ e e ) for all y > 0. When {ε i : −∞ < i < ∞} is a sequence of independent random variables, many limiting results have been obtained for moving-average process {X k : k ≥ 1}. For example, Burton and Dehling [1] have obtained a large deviation principle for {X k : k ≥ 1} assuming E exp tε 1 < ∞ for all t, Ibragimov [4] has established the central limit theorem for {X k : k ≥ 1}, Li et al. [7] derived convergence rates of moderate deviations and the precise asymptotics in the law of the iterated logarithm.
On the other hand, Gut and Spǎtaru [3] proved the precise asymptotics of i.i.d random variables. One of their results is as follows.
Chow [2] discussed the complete moment convergence of i.i.d random variables. He got the following result:
In this note, we show that the precise asymptotics for the moment convergence holds for moving-average process when {ε i : −∞ < i < ∞} is a strictly stationary linear positive quadrant dependent sequence. First, we shall give the definition of linear positive quadrant dependent sequence.
Two random variables X and Y are said to be positive quadrant dependent
This notation was first introduced by Lehmann [6] , another concept which is stronger than PQD was due to Newman [9] 
Main result
Throughout this paper, let {ε i : −∞ < i < ∞} be a sequence of strictly stationary linear positive quadrant dependent random variables with Eε i = 0, 0 < Eε
Eε 1 ε k < ∞ unless it is specially mentioned. Now we state our result as follows.
and
Then for −1 < b < −1/2, we have
where Z has a normal distribution with mean 0 and variance τ 
} ≥ 0, whenever f and g are coordinatewise increasing and the covariance exists. A PA sequence is obviously a LPQD sequence, the following example shows that LPQD does not imply PA: Consider three discrete random variables with joint density p(x, y, z) :
289 .
Some lemmas
First, we give some lemmas which will be used in the proofs. Lemma 3.1 and Lemma 3.2 are from Burton and Dehling [1] , Kim [5] respectively. 
Then the linear process {X k } fulfills the CLT, that is,
Throughout the sequel, N represent standard normal variable. C will denote a positive constant although its value may change from one appearance to the next and let [x] indicate the maximum integer not larger than x. 
Proof. By the variable change, we have
(log log t)
Thus the proposition is now proved.
Proposition 4.2. For any b > −1, we have
Proof. Denote
it follows from Lemma 3.2 that n → 0 as n → ∞. Then
It is easy to obtain
From Lemma 3.1, we can assume, without loss of generality, that
And then, by Lemma 3.1 and the stationarity we get
Thus, by virtues of Markov's inequality, we have
We have
Hence, the proposition holds. 
