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Glossaire
t Temps.
s(t) Signal source.
a(t) Amplitude du signal .
f(t) Fre´quence instantane´e du signal
λ(t) Longueur d’onde du signal.
Ψ(t) Phase instantane´e du signal.
P Nombre de capteurs de l’antenne.
p Indexation des capteurs.
d Distance entre deux capteurs
rp(t) Signal rec¸u sur le capteur p.
b(t) Gisement.
θ(t) Azimut.
h(t) Cap de l’antenne.
ηp(t) Bruit rec¸u sur le capteur.
σp(t)
2 Variance du bruit sur le capteur p.
τp Temps de de´calage entre le capteur p et le capteur de re´fe´rence.
RSB Rapport Signal a` Bruit.
δt Dure´e d’un snapshot.
K Nombre de snapshots.
k Indexation des snaphots.
tk Temps d’arrive´e du snapshot k.
ak Amplitude du signal pour le snapshot k.
Ψk Phase du signal pour le snapshot k
fk Fre´quence du signal pour le snapshot k
bk Gisement pendant le snapshot k
σ2k Variance du bruit lors du snapshot k.
Fe Fre´quence d’e´chantillonnage
N Nombre d’e´chantillons du signal pour un snapshot.
M Nombre de voies.
m Indexation des voies.
φ Axe de voie.
Φ Cosinus de l’axe de voie.
Rp(tk) Vecteur temporel de taille N contenant les valeurs du signal rec¸u sur le
capteur p lors du snapshot k.
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yk(Φ) Vecteur contenant la formation de voies temporelle.
Dp,k(Φ) Vecteur de de´phasage de la voie m a` l’instant k.
Rp,k [f ] Vecteur fre´quentiel du signal rec¸u sur le capteur p, a` l’instant k.
Yk(Φ) Vecteur de formation de voies fre´quentielle.
gΦk(Φ) Re´ponse de la formation de voies fre´quentielle a` un signal pre´sent en
Φk.
ζk Largeur du lobe principal issue de la re´ponse de la formation de voie a`
un signal.
Vτ Image forme´e avec la formation de voies temporelle.
Vγ Image forme´e avec la formation de voies fre´quentielle.
zk Mesures pre´sentes a` l’instant k.
xk Vecteur d’e´tat comprenant les nume´ros de voies et de de´filement du
cosinus.
U Cardinal de l’espace d’e´tat.
u Indexation des vecteur d’e´tat.
νk Bruit d’e´tat.
Ae Matrice de transition d’e´tat.
Be Matrice de vraisemblance.
Πe Matrice d’initialisation.
αk(u) Probabilite´ forward.
βk(u) Probabilite´ backward.
γk(u) Probabilite´ forward-backward.
c Valeur du cosinus.
v Valeur de la vitesse de de´filement des cosinus (appele´ aussi pente).
s Indexation des pentes du cosinus.
xPk Vecteur d’e´tat comprenant les valeurs physiques
I Nombre de pentes
J Nume´ro de pente le plus grand.
S Valeur de la vitesse de de´filement du cosinus maximum
T Matrice de transition du vecteur xPk
Q Matrice de variance du bruit d’e´tat de xPk
q Valeur de l’acce´le´ration maximum des cosinus.
G Matrice de passage du vecteur d’e´tat xPk a` xk
H Matrice de transition du vecteur xk
ζ Valeur de transition de l’e´tat k − 1 a` k
ζhm Valeur de ς lorsque le bateau ne manœuvre pas.
ςdm Valeur de ς durant la manœuvre du bateau.
R Matrice de variance du bruit d’e´tat de xk
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g Parame`tre lie´ a` la matrice R.
ΩB Ensemble regroupant les canaux non influence´ par le signal.
ΩS Ensemble regroupant les canaux influence´s par le signal.
ωB Cardinal de l’ensemble ΩB.
ωS Cardinal de l’ensemble ΩS .
Γk Etat binaire indiquant la de´tection ou non du signal.
w0 Probabilite´ d’apparition de la piste.
w1 Probabilite´ de disparition de la piste.
h Seuil de de´tection.
yk Vecteur d’e´tat pour l’extraction ¿ All in one À
Kd Ensemble regroupant les snapshots ou` le signal est pre´sent.
Knd Ensemble regroupant les snapshots ou` le signal est absent.
cv Vecteur regroupant l’ensemble des vraies valeurs de cosinus du signal.
em Erreur quadratique moyenne.
Pd Probabilite´ de de´tection.
PFa Probabilite´ de fausse alarme.
L Nombre de piste suppose´
l Indexation des pistes (l vas de 1 a` L).
ωk Ensemble tenant compte de l’exclusion des pistes a` l’instant k.
ΩK Ensemble regroupant les ωk pour k allant de 0 a` K.
αlk Probabilite´ forward de la piste l.
βlk Probabilite´ backward de la piste l.
γlk Probabilite´ forward-backward de la piste l.
qα,lk Probabilite´ d’exclusion a` l’instant k lie´e a` la piste l en sachant les me-
sures ante´rieures a` k.
qβ,lk Probabilite´ d’exclusion a` l’instant k lie´e a` la piste l en sachant les me-
sures poste´rieures a` k.
α˜k Probabilite´ forward ne tenant pas compte de l’exclusion a` l’instant k.
β˜k Probabilite´ backward ne tenant pas compte de l’exclusion a` l’instant k.
W Vecteur d’e´tat pour la trajectographie.
dcpa Distance SONAR trajectoire source.
V Vitesse de la source.
f0 Fre´quence e´mise par la source.
tcpa Temps de propagation de l’onde.
²f,k Bruit ajoute´ a` la mesure fre´quentielle.
fk Mesure fre´quentielle effectue´e a` l’instant k.
Qf (W ) Crite`re des moindres carre´s.
I(W ) Matrice d’information de Fisher.
L(W |fk) Probabilite´ de vraisemblance de la mesure.
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ck Cosinus mesure´ a` l’instant k.
cv,k Cosinus re´el a` l’instant k.
cˆk Cosinus estime´ a` l’instant k.
xp(k), yp(k) Coordonne´es du porteur a` l’instant k.
xs(k), ys(k) Coordonne´es de la source a` l’instant k.
vxs, vys Coordonne´es de la vitesse de la source.
Wˆ Estimation du vecteur d’e´tat.
W¯ Moyennes des vecteurs d’e´tat pour un sce´nario donne´.
Cov Matrice de covariance empirique.
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Chapitre 1
Introduction au proble`me
Depuis l’apparition des sous-marins a` la fin du 19esie`cle, les hommes s’inte´ressent de plus
en plus a` l’acoustique sous-marine et tous ses proble`mes. De´tecter les autres en toute discre´tion,
tel est le de´fit des sous-marins. Pour y parvenir les sous marins disposent essentiellement d’ap-
pareils de mesures appele´s SONAR, qui tentent de de´tecter et d’analyser les ondes sonores.
On distingue deux types de sonars, les sonars passifs et les sonars actifs. Un sonar actif
est compose´ d’une partie e´mission qui e´met une onde sonore et une partie re´ception qui traite
l’onde re´fle´chie. Le sonar passif quant a` lui n’est compose´ que de la re´ception et traite l’arrive´e
de l’ensemble des signaux sonores entendus dans l’eau.
La partie re´ception d’un sonar (actif ou passif) est compose´e de 2 grands blocs :
- un ensemble de capteurs acoustiques appele´s hydrophones regroupe´s pour former une antenne
que l’on qualifiera de line´aire, cylindrique ou sphe´rique selon la re´partition ge´ome´trique des
capteurs ;
- un ensemble de modules se trouvant a` bord du baˆtiment (de surface ou sous marin). Chaque
module est destine´e a` une fonction particulie`re (de´tection, classification, trajectographie,...) qua-
lifie´e de traitement amont. Le sche´ma succinct 1.1 re´sume cette description.
FIGURE 1.1 – Sche´ma succint du fonctionnement d’un sonar
Les travaux de´veloppe´s dans le cadre de cette the`se s’inscrivent dans le contexte d’un sonar
passif et s’inte´ressent a` l’extraction du signal dans le plan (gisement, temps) et traite de la tra-
jectographie passive par mesure d’angle (TPA).
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L’extraction est une action consistant a` cre´er des pistes de gisement (ou de fre´quence si on
est en pre´sence d’une image temps fre´quence) en fonction du temps. Il existe actuellement peu
de travaux publie´s sur l’extraction dans des images gisement-temps. L’extraction a surtout e´te´
de´veloppe´e sur des images temps fre´quence. La plupart des techniques utilise´es sur les images
temps fre´quences sont re´sume´es dans [2]. Sur l’extraction dans des images gisement-temps on
peut toutefois citer les travaux [3, 4, 5, 6, 7] ou` les auteurs se placent apre`s une formation de
voies parame´trique. Dans le cadre de cette the`se nous allons conside´rer le cas d’une antenne
line´aire dont la sortie alimente la formation de voies classique qui est un algorithme non pa-
rame´trique de l’estimation de direction d’arrive´e de sources en champ lointain. Cette formation
de voies nous permettra d’obtenir les images gisement-temps. Ces traitements feront l’objet du
deuxie`me chapitre. Ils sont base´s notamment sur les travaux de Mucci [8], ou de Dundgeon [9].
Le troisie`me chapitre exploite des me´thodes d’extraction de pistes de cosinus de gisement.
Dans ce chapitre, ces extractions sont effectue´es dans une image gisement-temps qui ne pre´sente
qu’un seul signal source sujet aux ale´as de la propagation. L’e´tude d’un article de Harry Van
Trees [7] nous montre la re´alisation d’extraction sur des images gisement-temps a` l’aide d’al-
gorithmes Expectation Maximization (EM) et de lisseur de Kalman. Dans cet article le signal
est mode´lise´ par un processus ale´atoire. L’interruption de pistes dans l’image n’est pas prise
en compte. Contrairement a` ces travaux, nous avons conside´re´ des signaux non permanents et
¿ bande e´troite À (i.e des signaux mode´lise´s par des cosinus). Les techniques que nous avons
mises au point, sont issues de l’arsenal des HMM. Nos travaux s’inspirent de ceux de Roy Streit
[10] et de Se´bastien Paris [1] effectue´s sur des images temps fre´quence.
Le quatrie`me chapitre traite de l’extraction dans le cadre d’une image pre´sentant plusieurs
signaux (sources). Cette e´tude est effectue´e pour une image gisement-temps qui pre´sente deux
pistes de signal (ou plus) se croisant. Une me´thode d’extraction multipistes a` base d’HMM est
mise en place et de´taille´e dans ce chapitre. Le cas multipistes dans le cadre d’une image temps
fre´quence fut aborde´ par Se´bastien Paris [11] dans sa the`se, ainsi que par George Bethel [12]. Ils
mettent en œuvre plusieurs extracteurs HMM en paralle`le afin d’extraire l’ensemble des pistes
voulues. Xianya Xie [13] quant a` lui a mis en œuvre un extracteur HMM re´alisant une extrac-
tion globale de l’ensemble de pistes.
Le cinquie`me chapitre est de´volu a` la trajectographie passive dont les entre´es sont fournies
par les algorithmes de´veloppe´s dans les deux chapitres pre´ce´dents. Il met en œuvre une exten-
sion des travaux de Claude Jauffret et Yaakov Bar-Shalom [14] dans le cadre multisources.
L’originalite´ de notre approche vient de ce que nous avons exploite´ les statistiques de
l’image gisement-temps, de´duits des hypothe`ses ge´ne´ralement admises du signal (bande e´troite)
et du bruit. En effet dans la majorite´ des travaux associe´s a` l’extraction ce sont des techniques
issues du traitement d’image qui sont adapte´es et mis en œuvre. Cette approche nous permet de
traiter des cas de rapport signal a` bruit tre`s faibles (-31 dB sur capteur).
16
Chapitre 2
Mode´lisation du signal source et
statistiques associe´es
2.1 Objectif du chapitre
Ce chapitre a pour but de pre´senter la mode´lisation mathe´matique du proble`me puis la
construction d’image gisement-temps apre`s formation de voies classiques. Il s’agit d’un abus
de langage puisque sur une telle image est repre´sente´e en niveau de gris l’e´nergie calcule´e pour
les cosinus de gisement au cours du temps. Un exemple d’image est donne´ par la figure 2.1. Les
proprie´te´s statistiques d’une telle image en bruit seul et en pre´sence d’un signal (source), seront
e´value´es.
2.2 Organisation du chapitre
La premie`re section de ce chapitre pre´sente la mode´lisation du signal brut ainsi que les
hypothe`ses utilise´es sur le signal.
La deuxie`me section introduit la formation de voies classiques qui permet la formation d’image
gisement-temps.
Dans la dernie`re partie on e´tudiera les statistiques de ces images tout d’abord en pre´sence de
bruit seul puis en pre´sence d’une source et du bruit.
2.3 Physique du proble`me
2.3.1 Antenne line´aire et notation des angles
Les signaux transitent dans le milieu marin pour eˆtre e´ventuellement de´tecte´s par une an-
tenne line´aire. Cette antenne est compose´e de P capteurs nume´rote´s de 0 a` P − 1 par un indice
p, et espace´s d’une distance re´gulie`re note´e d. L’e´chantillonnage selon le the´ore`me de Shannon
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FIGURE 2.1 – Exemple d’image temps cosinus de gisement
applique´ au traitement d’antenne conduit a` choisir d infe´rieur a` la demi longueur d’onde maxi-
mum du signal que l’on veut de´tecter : d ≤ λ
2
[9], λ e´tant la longueur d’onde du signal.
La configuration spatiale est donne´e par la figure 2.2.
- b est appele´ gisement.
- θ est appele´ l’azimut.
- h est l’angle de´finissant l’orientation de l’antenne (que nous supposerons e´gal au cap suivi par
le porteur a` l’instant t).
Le but du traitement d’antenne est d’estimer au mieux b au cours du temps.
2.3.2 Mode´lisation du signal a` l’e´mission et a` la re´ception
On suppose que chaque source e´met un signal sinusoı¨dal de´fini par :
s(t) = a(t) sin [ψ(t)] ,
ou` a(t) est l’amplitude du signal au cours du temps.
La fre´quence instantane´e est donne´e par f(t) =
1
2pi
dψ(t)
dt
.
La longueur d’onde associe´e par λ(t) =
C
f(t)
avec C la ce´le´rite´ des ondes sonores dans l’eau.
Le signal rec¸u sur le capteur p sera donc directement issu du signal source :
rp(t) = s (t− tp) + ηp(t),
rp(t) = s {t− t0 − τp [b(t)]}+ ηp(t), (2.1)
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FIGURE 2.2 – Position dans l’espace du proble`me
ou` tp est le temps de propagation mis par l’onde entre le capteur p et la source.
t0 est le temps de propagation pour atteindre le premier capteur.
τp [b(t)] ,
dp
C
cos [b (t)] est la diffe´rence du temps d’arrive´e de l’onde entre le premier capteur
et le capteur p.
C e´tant la valeur de la ce´le´rite´ du son dans l’eau, soit environ 1500 ms−1.
ηp(t) mode´lise le bruit ambiant sur le capteur p a` l’instant t. Le bruit est suppose´ gaussien centre´
de variance σ2p(t).
Tout au long de nos travaux, nous supposons que les capteurs sont calibre´s a` l’identique et
que les bruits rec¸us sur chaque capteur sont inde´pendants entre eux et de meˆme puissance :
σ2p(t) = σ
2(t).
Le rapport signal a` bruit (RSB) sur capteur est de´fini classiquement par :
RSB(t) =
a2(t)
2σ2(t)
Ce rapport sera exprime´ en de´ciBel 10 log (RSB).
C’est a` partir des signaux rp(t) que l’on estime b(t).
2.3.3 Mise en forme du signal et hypothe`se
Le signal est segmente´ en blocs de meˆme dure´e δt. Un bloc est appele´ snapshot. On prend
pour toute la the`se δt = 4s. Chaque bloc est nume´rote´ par l’indice k qui varie de 0 a` K − 1. Et
on pose
tk = kδt
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On suppose que a(t), f(t), b(t) et σp(t) sont lentement variables relativement a` δt. On ap-
proxime alors ces valeurs par des constantes note´es ainsi :
a(t) ' ak
f(t) ' fk
λ(t) ' λk
b(t) ' bk
σ(t) ' σk
t ∈ [tk, tk+1]
La phase du signal a` l’instant tk est de´finie par ϕk. Le signal rec¸u durant le snapshot k est donne´
par :
rp(t) = ak sin
(
2pifk
[
t− pd
C
cos(bk)
]
+ ϕk
)
+ ηp(t), t ∈ [tk, tk+1]
ηp est la re´alisation d’une variable ale´atoire gaussienne centre´e de variance σ2k.
Ces signaux sont e´chantillonne´s a` une fre´quence Fe respectant Shannon (i.e. Fe > 2fk), ce qui
permet d’avoir N = Feδt valeurs rec¸ues sur chaque capteur lors d’un snapshot.
Le N -uplet de valeurs forme le vecteur de dimension 1×N :
rp(tk) ,

rp
(
tk +
0
Fe
)
rp
(
tk +
1
Fe
)
...
rp
(
tk +
n
Fe
)
...
rp
(
tk +
N−1
Fe
)

+ ηp,k
avec ηp,k qui est un vecteur de dimension 1 × N re´alisation d’un vecteur ale´atoire centre´
gaussien de variance σkIN , IN e´tant la matrice identite´ de taille N .
On utilisera une formation de voies classique qui permet de calculer l’e´nergie du signal rec¸ue
dans un angle donne´ (appele´ voie). Cette formation de voies peut eˆtre effectue´e sur les signaux
temporels ou sur leurs formes fre´quentielles.
2.4 La formation de voies
2.4.1 La formation de voies temporelle
2.4.1.1 Principe ge´ne´ral
La formation de voies temporelle consiste a` retarder re´gulie`rement les signaux rec¸us par les
diffe´rents capteurs comme pre´sente´ dans [9]. On effectue ensuite la somme de l’ensemble de
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ces signaux retarde´s, et on calcule l’e´nergie de ce nouveau signal.
En l’absence de bruits perturbateurs cette e´nergie est maximale lorsque les signaux sont en
phase et s’atte´nue si les signaux sont de´phase´s.
Le de´calage (ou retard) sur le capteur p est de´fini par τp(φ) ,
dp
C
cos(φ), φ e´tant un angle
quelconque parcourant l’ensemble [−pi, pi].
Le retard n’e´tant pas line´aire en φ, on de´finit une nouvelle variable Φ , cos(φ) qui varie entre
−1 et 1. Le de´calage est alors donne´ par
τp(Φ) ,
dp
C
Φ, Φ ∈ [−1, 1] .
On calcule pour tout Φ le vecteur suivant [15], [8] :
yk(Φ) ,
P−1∑
p=0
rp [tk + τp(Φ)]
Ce nouveau vecteur nous permet alors de calculer une e´nergie donne´e par
∥∥yk(Φ)∥∥2. Ceci
constitue le principe de la formation de voies.
2.4.1.2 Etude de la formation de voies en pre´sence d’un signal sans bruit perturbateur
En l’absence de bruits perturbateurs sur les capteurs, yk(Φ) s’e´crit :
yk(Φ) =
P−1∑
p=0

ak sin
(
2pifk(tk +
0
Fe
) + ϕk − 2pifk pdC [cos(bk)− Φ]
)
ak sin
(
2pifk(tk +
1
Fe
) + ϕk − 2pifk pdC [cos(bk)− Φ]
)
...
ak sin
(
2pifk(tk +
n
Fe
) + ϕk − 2pifk pdC [cos(bk)− Φ]
)
...
ak sin
(
2pifk(tk +
N−1
Fe
) + ϕk − 2pifk pdC [cos(bk)− Φ]
)

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yk(Φ) = ak
P−1∑
p=0
cos
(
2pifk
pd
C
[cos(bk)− Φ]
)

sin
(
2pifk(tk +
0
Fe
) + ϕk
)
sin
(
2pifk(tk +
1
Fe
) + ϕk
)
...
sin
(
2pifk(tk +
n
Fe
) + ϕk
)
...
sin
(
2pifk(tk +
N−1
Fe
) + ϕk
)

−ak
P−1∑
p=0
sin
(
2pifk
pd
C
[cos(bk)− Φ]
)

cos
(
2pifk(tk +
0
Fe
) + ϕk
)
cos
(
2pifk(tk +
1
Fe
) + ϕk
)
...
cos
(
2pifk(tk +
n
Fe
) + ϕk
)
...
cos
(
2pifk(tk +
N−1
Fe
) + ϕk
)

Or ∃ uk ∈ N tel que fk ≈ uk
δt
.
A l’aide de cette approximation on montre que :
sin
(
2pifk(tk +
0
Fe
) + ϕk
)
sin
(
2pifk(tk +
1
Fe
) + ϕk
)
...
sin
(
2pifk(tk +
n
Fe
) + ϕk
)
...
sin
(
2pifk(tk +
N−1
Fe
) + ϕk
)

et

cos
(
2pifk(tk +
0
Fe
) + ϕk
)
cos
(
2pifk(tk +
1
Fe
) + ϕk
)
...
cos
(
2pifk(tk +
n
Fe
) + ϕk
)
...
cos
(
2pifk(tk +
N−1
Fe
) + ϕk
)

sont des vecteurs orthogonaux dont la norme au carre´ vaut
N
2
. Ainsi :
∥∥yk(Φ)∥∥2 = N2 a2k
(P−1∑
p=0
cos [2pipζk (cos(bk)− Φ)]
)2
+
(
P−1∑
p=0
sin [2pipζk (cos(bk)− Φ)]
)2 .
Avec
ζk ,
fkd
C
,
ζk =
d
λk
.
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qui est un nombre sans unite´. En respectant le principe de Shannon on a d ≤ λk
2
soit ζk ≤ 1
2
.
Apre`s de´veloppement et simplification de
∥∥yk(Φ)∥∥2 on obtient la fonction suivante :∥∥yk(Φ)∥∥2 = a2kN2
(
1− cos (2piPζk [cos(bk)− Φ])
1− cos (2piζk [cos(bk)− Φ])
)
∥∥yk(Φ)∥∥2 = a2kN2
(
sin (piPζk [cos(bk)− Φ])
sin (piζk [cos(bk)− Φ])
)2
Par la suite on introduit la nouvelle variable Φk = cos(bk) qui indique le canal ou` se situe le
signal.
2.4.2 Etude de
∥∥yk(Φ)∥∥2∥∥yk(Φ)∥∥2 est e´tudie´ suivant la variable Φ qui varie de -1 a` 1, et de´pend de 2 parame`tres Φk
et ζk.∥∥yk(Φ)∥∥2 est une fonction qui est maximale lorsque Φ = Φk. Ce maximum est donne´ par :
a2k
NP 2
2
.
La largeur du lobe principal est note´e La et vaut : La =
2
ζkP
. Elle de´pend donc de ζk comme
on peut le voir sur la figure 2.3. Cette figure illustre la re´ponse du traitement d’antenne a` des ζk
diffe´rents avec Φk = 0.
Or afin de respecter Shannon on a ζk ≤ 12 , donc La ≤ 4P . On a donc une Largeur minimum
a` respecter. Le cas ¿ limite À (courbe en bleu) est d’avoir ζk = 12 qui est la valeur maximale
the´orique. Cette valeur est obtenue lorsque d = λ
2
.
2.4.2.1 E´chantillonnage de
∥∥yk(Φ)∥∥2
En pratique
∥∥yk(Φ)∥∥2 ne peut eˆtre calcule´ sur un ensembleΦ continu. Il faut donc e´chantillonner∥∥yk(Φ)∥∥2 et calculer cette re´ponse sur quelques valeurs pre´cises de Φ que l’on appelle voies.
Chaque voie est calcule´e en prenant M valeurs discre`tes de Φ reparties sur [−1, 1[ . Elles sont
note´es Φm avec m ∈ [−M
2
,
M
2
− 1]. Φm est de´fini par :
Φm =
2m
M
.
La re´solution de l’antenne donne´e par le lobe principal est directement fonction du nombre de
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FIGURE 2.3 – Influence de ζk sur
∥∥yk(Φ)∥∥2
capteurs et vaut
2
P
[9]. Il paraıˆt donc normal d’au moins e´chantillonner Φ avec ce pas. Dans ce
cas le nombre de voies est e´gal au nombre de capteurs soit M = P .
Avec cet e´chantillonnage et dans la configuration particulie`re ou` ζk = 12 alors
∥∥yk(Φm)∥∥2 cor-
respond aux ¿ ze´ros À de la fonction
∥∥yk(Φ)∥∥2. Et cette fonction est maximale seulement dans
le canal du signal comme le montre l’e´chantillonnage de´signe´ en rouge sur la figure 2.4. Cet
e´chantillonnage peut donc parfois s’ave´rer pratique.
Ne´anmoins il est peu adapte´ a` une exploitation ope´rationnelle et on pre´fe`re souvent ¿ sur-
e´chantillonnerÀ et prendre M > P afin de mieux e´valuer le maximum de la fonction
∥∥yk(Φ)∥∥2.
Avec M > P on aura ainsi une plus grande ¿ pre´cision À sur la valeur du cosinus. En contre
partie le sur-e´chantillonnage ¿ se paie À aussi par la pre´sence du signal sur les voies adjacentes
qui est due au lobe principal, et par la corre´lation des bruits dans ces voies.
Un ¿ sure´chantillonnage À avec M = 128 apparaıˆt en bleu sur la figure 2.4.
Pour la suite de la the`se on re´alisera l’ensemble de l’e´tude avec M = 128.
La pre´sence de lobes secondaires a deux conse´quences :
1. en l’absence de signal, les bruits de canaux voisin sont corre´le´s ;
2. en pre´sence d’une ou plusieurs sources des ¿ remonte´es À de signal apparaissent dans les
canaux adjacents a` celui ou` se trouve le signal.
On peut atte´nuer l’effet des lobes secondaire en utilisant un feneˆtrage du signal. Cependant ce
feneˆtrage se traduit par un e´largissement du lobe principal et ne fut pas utilise´ dans ces travaux.
24
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
x 106
Φ
Am
pl
itu
de
zone d’influence
Largeur lobe principal
FIGURE 2.4 – Echantillonnage de la fonction g
2.4.3 Formation de l’image d’e´tude
Graˆce a` l’ensemble des yk(Φm), on peut construire une matrice Vτ , de taille K × M , et
de´finie par : Vτ (k,m) =
∥∥yk(Φm)∥∥2.
L’obtention de Vτ s’effectue en deux e´tapes :
-Calcul de yk(Φm) qui fait intervenir une convolution.
-Calcul de
∥∥yk(Φm)∥∥2 .
En pratique, le calcul de la convolution fait souvent intervenir un interpolateur car le vecteur
yk(Φm) peut ne pas eˆtre directement disponible.
La repre´sentation graphique en niveau de gris de la matrice Vτ donne l’image gisement-temps
qui nous permettra par la suite d’extraire cos(Φk).
2.4.4 La formation de voies fre´quentielle
La formation de voies fre´quentielle permet de calculer l’e´nergie du signal dans une voie
donne´e a` partir d’un vecteur fre´quentiel.
Ce vecteur note´ Yk(Φm) pour la voie m est de´fini pour des fre´quences allant de −
N
2
a`
N
2
− 1
avec un pas de δf donne´ par :
δf ,
Fe
N
.
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Il est obtenu en effectuant la transformation de Fourier discre`te sur yk :
Yk(Φm) ,

N−1∑
n=0
yk(Φm,
n
Fe
) exp
(
−2ipi
−N
2
n
N
)
N−1∑
n=0
yk(Φm,
n
Fe
) exp
[
−2ipi
(−N
2
− 1)n
N
]
...
N−1∑
n=0
yk(Φm,
n
Fe
) exp
(
−2ipi ln
N
)
...
N−1∑
n=0
yk(Φm,
n
Fe
) exp
[
−2ipi
(
N
2
− 1)n
N
]

(2.2)
Ce qui revient a` multiplier yk (Φm) par une matrice F de taille N ×N :
F =

exp
(
−2ipi 0−N2
N
)
· · · exp
(
−2ipi (N−1)−N2
N
)
... exp
(
−2ipi (v−1)(l−
N
2
−1)
N
)
...
exp
(
−2ipi 0(
N
2
−1)
N
)
· · · exp
(
−2ipi (N−1)(
N
2
−1)
N
)

De meˆme la transformation de Fourier discre`te inverse est de´finie par :
yk(Φm) ,
1
N

N
2
−1∑
l=−N
2
Yk(Φm, l) exp
(
2ipi
0l
N
)
N
2
−1∑
l=−N
2
Yk(Φm, l) exp
(
2ipi
1l
N
)
...
N
2
−1∑
l=−N
2
Yk(Φm, l) exp
(
2ipi
nl
N
)
...
N
2
−1∑
l=−N
2
Yk(Φm, l) exp
(
2ipi
(N − 1)l
N
)

Soit en e´criture matricielle :
yk(Φm) = F
−1Yk(Φm)
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avec F−1 =
1
N
F ∗.
Cette proprie´te´ de F nous permet de de´montrer que ‖Yk(Φm)‖2 = N‖yk(Φm)‖2. Ainsi
calculer ‖yk(Φm)‖2 ou ‖Yk(Φm)‖2 est e´quivalent (the´ore`me de Parseval).
On a donc ‖Yk(Φm)‖2 = N
∥∥yk(Φ)∥∥2.
On de´finit une nouvelle fonction gΦk(Φ) = ‖Yk(Φm)‖2
gΦk(Φ) = a
2
k
N2
2
(
sin (Ppiλ [Φk − Φ])
sin (piλ [Φk − Φ])
)2
.
gΦk(Φ) a les meˆmes proprie´te´s que ‖yk(Φ)‖2 e´tudie´ pre´ce´demment.
The´ore`me 1 Le vecteur Yk(Φ) se calcule ainsi :
Yk(Φ) =

P−1∑
p=0
Rp,k(−N
2
) exp
(
−2ipi−
N
2
τp (Φ)
NFe
)
...
P−1∑
p=0
Rp,k(l) exp
(
−2ipi lτp (Φ)
NFe
)
...
P−1∑
p=0
Rp,k
(
N
2
− 1
)
exp
(
−2ipi
(
N
2
− 1) τp (Φ)
NFe
)

(2.3)
Avec Rp,k(l) la le composante du vecteur Rp,k. Ce vecteur repre´sente l’ensemble du signal
fre´quentiel rec¸u sur le capteur p. Rp,k est obtenu par la transforme´e de Fourier discre`te du si-
gnal temporel rp,k.
De plus dans ce calcul on introduit up qui est un nombre entier tel que τp(Φ) =
up
Fe
. Cette ap-
proximation est possible car τp(Φ) est de l’ordre de la seconde alors que
1
Fe
est de l’ordre du
millie`me de seconde.
Ainsi exp
(
−2ipi lτp(φ)
δt
)
aussi e´gal a` exp
(
−2ipi lup
N
)
, est stocke´ pour tout l allant de −N
2
a`
N
2
− 1 dans un vecteur note´ Dp,k(Φm) appele´ le vecteur de directivite´ de l’antenne ou ¿ stee-
ring vector À en anglais.
La relation (2.3) peut aussi s’e´crire :
Yk(Φm) =
P−1∑
p=0
Rp,k ⊗ Dp,k(Φm),
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Ou` ⊗ repre´sente la multiplication terme a` terme entre deux vecteurs.
La de´monstration est donne´e en annexe A. La formation de voies fre´quentielle s’effectue donc
en 3 e´tapes :
- Tout d’abord on calcule la transforme´e de Fourier pour chaque snapshot sur chaque capteur.
Rp,k =

Rp,k(−N2 )
...
Rp,k(−n)
...
Rp,k(n)
...
Rp,k(N2 − 1)

- Puis on calcule le vecteur Yk(Φm) a` l’aide d’une multiplication terme a` terme :
Yk(Φm) =
P−1∑
p=0

Rp,k(−N2 )Dp,k(−N2 ,Φm)
...
Rp,k(−n)Dp,k(−n,Φm)
...
Rp,k(n)Dp,k(n,Φm)
...
Rp,k(
N
2
− 1)Dp,k(N2 − 1,Φm)

- Enfin on calcule l’e´nergie du signal
∥∥Yk(Φm)∥∥2 On obtient ainsi la matrice note´e Vγ de´finie
par Vγ(k,m) =
∥∥Yk(Φm)∥∥2. (i.e. On a Vγ = NVτ .)
Cette solution est privile´gie´e a` la formation de voie temporelle car sur des tailles de signaux
en puissance de 2 la DFT se calcule tre`s rapidement par FFT. Cet algorithme prendra beaucoup
moins de temps de calcul que la convolution temporelle [8].
2.4.5 Ordre de grandeur utilise´ dans cette the`se
Tous au longs de ces travaux on utilisera une antenne line´aire compose´e de 32 hydrophones.
La distance inter capteur est fixe´ a` d = 1 m. On effectue un e´chantillonnage a` 1024 Hz. La
longueur d’onde maximum possible est ainsi de 2, 93m.
D’apre`s la figure 2.3, a` la page 23 on peut conside´rer des signaux allant de 100 Hz a` 512 Hz
afin de ne pas avoir la largeur du lobe principal trop importante. Dans notre e´tude on fixe la
fre´quence des signaux a` 500 Hz.
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2.5 Calcul des deux premiers moments de l’image en sortie
de formation de voies
2.5.1 Bruit seul
Dans cette partie on mode´lise le bruit rec¸u sur chaque capteur par :
rp = ηp,k.
qui est un vecteur ale´atoire gaussien centre´ de variance σ2IN .
‖Y(Φ)‖2 sera donc un signal ale´atoire.
On va donc calculer les moments d’ordre 1 et 2 de ‖Y(Φ)‖2.
Ces moments sont donne´s par :
E
(‖Y(Φ)‖2) = PN2σ2
Var
(‖Y(Φ)‖2) ≈ 2P 2N3σ4
Cov
(‖Y(Φk)‖2 , ‖Y(Φ1)‖2) =
σ4
2P 2N2 + 4
N
2
−1∑
n=1
[
N2fn (Φk − Φ1)
]
+N2
[
fN
2
(Φk − Φ1) + fN
2
(Φk + Φ1)
]
avec
fn(Φ) =
sin
(
piPn d
Cδt
Φ
)
sin
(
pin d
Cδt
Φ
)
2
Les de´monstrations de ces expressions sont donne´es en annexe B.
2.5.1.1 Approximation gaussienne
‖Y(Φ)‖2 e´tant le re´sultat de la somme de plusieurs variables ale´atoires, on peut appliquer
le the´ore`me central limite et approximer la loi de ‖Y(Φ)‖2 par la loi gaussienne de moyenne
PN2σ2 et de variance 2P 2N3σ4.
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FIGURE 2.5 – Histogramme de l’e´nergie (centre´e re´duite) en sortie de formation de voies et
densite´ de la loi normale centre´e re´duite
La figure 2.5 montre la re´partition en e´nergie de
‖Y(Φ)‖2 − PN2σ2√
2P 2N3σ4
. Cette re´partition fut
calcule´e pour 1000 tirages ale´atoires que l’on a re´alise´s dans une voie quelconque. Les mesures
furent simule´es avec un σ2 = 631 qui correspond a` un RSB de -31 db lorsqu’un signal avec une
e´nergie ak = 1 est pre´sent. Ce RSB sera pour la suite de la the`se un RSB re´fe´rence.
On dispose de 32 s. La dure´e d’un snapshot est de 4s, et on a e´chantillonne´ a` 1024Hz, ce qui
corresponds a` N = 4096.
La courbe rouge, qui repre´sente la densite´ de probabilite´ de la loi normale, recouvre l’histo-
gramme (que l’on a normalise´). Cela permet de conclure qu’en pre´sence de bruit sur les cap-
teurs, ‖Y(Φ)‖2 est issue d’une variable ale´atoire qui suit une loi de re´partition proche de celle
de la gaussienne de moyenne PN2σ2 et de variance 2P 2N3σ4.
Enfin la covariance dans le plan (Φk,Φ1) est trace´e sur la figure 2.6. Cette covariance est
calcule´e avec P = 32, N = 4096 ∆f =
1
4
.
D’apre`s cette figure la matrice de covariance a une structure bande de diagonale dominante. Par
la suite on approximera la covariance par une matrice diagonale.
2.5.2 Signal et bruit
Dans cette partie nous allons e´tudier les statistiques dans le cas ou` les capteurs rec¸oivent un
signal dans la voie Φk avec du bruit.
Notre approche est de mode´liser l’e´nergie rec¸ue dans chaque voie, comme e´tant la somme de la
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FIGURE 2.6 – Re´partition de la covariance dans le plan (Φ1,Φ2)
formation de voies du signal seul auquel s’ajoute le bruit dont les statistiques ont e´te´ e´tudie´es
pre´ce´demment.
Soit :
‖Y(Φm)‖2 = gΦk(Φm) + ε (2.4)
ε est la re´alisation d’une variable ale´atoire gaussienne de moyenne PN2σ2 et de variance
2P 2N3σ4.
et gΦk(Φm) la fonction vue pre´ce´demment.
Afin de ve´rifier si l’expression (2.4) est correcte, on a re´alise´ 1000 simulations sur un si-
gnal ayant les proprie´te´s suivantes : a(t) = 1, ψ(t) = 2tf0 avec f0 = 500 Hz, cos(b) = 0. Le
RSB est fixe´ a` -31 dB soit σ2 = 631. Et on a forme´ 128 voies allant de −1 a` 1 − 1
64
≈ 0.98.
Ces 1000 re´alisations sont mises les unes sous les autres pour former l’image 2.7
On a vu que gΦk(Φm) est une fonction qui est maximum lorsque Φm = Φk . En ce point on
a gΦk(Φm) = a
2
kP
2N2
2
. Et cette fonction de´croıˆt vers 0 relativement vite de`s que l’on s’e´loigne
du canal ou` se trouve le signal.
Ainsi pour des canauxΦm loin de la pre´sence du signal on approxime ‖Y(Φm)‖2 = gΦk(Φm)+
ε par ‖Y(Φm)‖2 = ε.
La figure. 2.8 montre que la re´partition de
‖Y(Φm)‖2 − PN2σ2√
2P 2N3σ4
pour m = −10 et Φk = 0. On
peut voir que la courbe de la loi normale recouvre bien la re´partition. L’approximation est donc
justifie´e.
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FIGURE 2.7 – Formation de voies pour une image pre´sentant un signal
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FIGURE 2.8 – Histogramme de l’e´nergie (centre´e re´duite) dans le canal -10 et densite´ de la loi
normale centre´e re´duite
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Pour le canal 0, canal ou` le signal est pre´sent, on ne peut pas ne´gliger l’apport du signal. Sur
la figure. 2.9, on s’aperc¸oit nettement que l’histogramme repre´sentant
‖Y(Φm)‖2 − PN2σ2√
2P 2N3σ4
est
de´cale´ par rapport a` la loi normale centre´e re´duite. Cependant il coı¨ncide parfaitement avec la
densite´ de la loi gaussienne re´duite et d’espe´rance a2k
N2P 2
2
√
2P 2N3σ4
σ2 (ici on a pris a2k = 1).
Donc ‖Y(Φm)‖2 suit approximativement la loi gaussienne de moyenne PN2σ2 + a2k
N2P 2
2
et
de variance 2P 2N3σ4. La mode´lisation de ‖Y(Φ)‖2 par gΦk(Φ) + ε peut se justifier lorsqu’on
est dans un canal proche du signal.
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FIGURE 2.9 – Histogramme de l’e´nergie du signal (centre´e re´duite) et densite´ des lois centrales
re´duites centre´e et de´centre´e.
2.6 Conclusion
Dans ce chapitre on a mis en place la mode´lisation mathe´matique du proble`me et de´taille´
une technique de la formation de voies afin de former des images gisement-temps. On a aussi
e´tudie´ les proprie´te´s statistiques de ces images en pre´sence de bruit gaussien et de signal qui
nous permettront ensuite d’extraire au mieux les pistes de gisement au cours du temps.
Le chapitre suivant pre´sente plusieurs me´thodes d’extraction de ces pistes a` l’aide de ces statis-
tiques. Ces extractions sont re´alise´es dans un premier temps sur des images gisement-temps ne
pre´sentant qu’un seul signal qui se de´place au cours du temps.
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Chapitre 3
Extraction par HMM dans le cas
mono-source
3.1 Objectif du chapitre
Le but de ce chapitre est de pre´senter un nouvel algorithme d’extraction de mesures de co-
sinus de gisement, en pre´sence d’une seule source dans une image gisement-temps construite
par formation de voie. L’extraction du signal se fera a` l’aide d’un algorithme forward-backward
issu des techniques de filtrage par mode`le de chaıˆnes de Markov cache´es (de´signe´ par le sigle
HMM). Cette extraction devra prendre en compte les pertes du signal dans l’image. De nom-
breux travaux utilisant l’extraction HMM concernant les images temps fre´quence existent [16],
[11] [10], [17] et servent de support a` l’e´laboration des algorithmes pre´sente´s ici. D’autres tech-
niques de filtrage non line´aire ont e´te´ de´veloppe´es par Carine Hue [18] qui sont base´es sur les
me´thodes de Monte Carlo et le filtrage particulaire [19]. On a cependant privile´gie´ dans cette
the`se les me´thodes HMM qui sont plus adapte´es a` un espace d’e´tat discre´tise´ [20].
3.2 Organisation du chapitre
Ce chapitre est articule´ autour de quatre sections principales. Une bonne pre´sentation des
chaıˆnes de Markov est donne´e dans [21] et sera aborde´ au de´but de ce chapitre. Puis on aborde
dans les sections suivantes les techniques d’extraction sur les images gisement-temps base´es
sur les travaux [22]. La deuxie`me section de´veloppe un algorithme qui effectue dans un premier
temps l’extraction des mesures en conside´rant le signal pre´sent du de´but a` la fin de l’e´coute.
Puis dans un deuxie`me temps la validation des mesures est effectue´. Dans la section suivante un
algorithme effectuant l’extraction et la de´tection en meˆme temps est pre´sente´. Enfin la dernie`re
partie compare les performances des deux extracteurs pre´sente´s.
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3.3 Rappels sur les chaıˆnes de Markov cache´es
Une HMM est de´finie par une chaıˆne de Markov homoge`ne x = (xk, k ∈ N) dont
on connaıˆt les probabilite´s conditionnelles Pr (xk = i|xk−1 = j), et un processus de mesure
(zk, k ∈ N) lie´ au premier par la fonction de vraisemblance Pr(xk = i|zk). L’ensemble
des re´alisations de xk est suppose´ fini de cardinal U . L’hypothe`se de base sous-jacente est
l’inde´pendance conditionnelle des mesures a` la succession des e´tats i.e. :
Pr (z1, · · · , zK |x0, x1, · · · , xK) =
K∏
k=1
Pr (zk|xk) .
On dispose alors
– du vecteur Π de dimension 1× U de´fini par Π(i) , Pr(xk = i) ;
– de la matrice dite de transitionA de tailleU×U de´finie parA(i, j) , Pr (xk = i|xk−1 = j) ;
– de la matrice dite de vraisemblanceB de tailleK×U de´finie parB(k, i) , Pr (xk = i|zk).
Le triplet (Π, A,B) caracte´rise comple`tement la HMM.
Nous employons la notation classique Zl:k pour de´signer (zl, zl+1, · · · , zk).
En re´alite´ la variable ale´atoire prend ses valeurs dans un ensemble fini et l’e´criture ¿ xk =
i À doit eˆtre interpre´te´e comme ¿ xk prend la valeur indexe´e par i À. La notion de chaıˆne de
Markov cache´e est tre`s utile lorsqu’il s’agit de mode´liser un syste`me dynamique du premier
ordre dont l’e´tat est inconnu et sur lequel on dispose d’informations sous forme de mesures.
Le challenge est alors d’estimer le K + 1 uplet (x0, x1 · · · , xK) sachant le K uplet de mesures
Z1:K = (z1, z2, ...., zK) et le triplet (Π, A,B).
Nous rappelons succinctement dans le paragraphe suivant un algorithme classique d’estimation
de la probabilite´ Pr (xk|Z1:K), appele´ l’algorithme forward-backward pre´sente´ par Rabiner et
Juang [21].
3.3.1 L’algorithme forward backward
L’algorithme de forward backward provient de l’expression de l’e´quation ge´ne´rale de l’e´quation
de Chapman Kolmogorov.
Pr (xk|Z1:K) =
∫ ∞
−∞
Pr (xk|xk−1) Pr (xk−1|Z1:K) dxk−1
Cet algorithme est base´ sur l’estimation de deux probabilite´s :
αk(u) , Pr (xk = u|Z1:k) , la probabilite´ forward et
βk(u) , Pr (xk = u|Zk+1:K) , la probabilite´ backward.
35
Elles se calculent a` l’aide des matrices A, B et Π :
dans le sens chronologique
(forward)

α0(u) = Π(u)
αk(u) =
B(k, u)
U−1∑
u1=0
A(u, u1)αk−1(u1)
U−1∑
r=0
B(k, r)
U−1∑
u1=0
A(r, u1)αk−1(u1)
,
(3.1)
dans le sens re´trograde
(backward)

βK(u) = Π(u)
βk(u) =
U−1∑
u1=0
B(k + 1, u1)A(j, u)βk+1(u1)
U−1∑
r=0
U−1∑
u1=0
B(k + 1, u1)A(u1, r)βk+1(u1)
.
(3.2)
La connaissance de ces probabilite´s permet ensuite de calculer la probabilite´
γk(u) , Pr(xk = u|Z1:K) donne´e par :
γk(u) =
αk(u)βk(u)
U−1∑
r=1
αk(r)βk(r)
. (3.3)
L’algorithme forward backward qui s’en de´duit se re´sume ainsi :
Pour u allant de 1 a` U
calcul de α0(u)
calcul de βK(u)
Fin pour
Pour k allant de 1 a` K
Pour u allant de 1 a U
Calcul de αk(u) (3.1)
Calcul de βK−k (3.2)
Fin pour
Fin pour
Pour k allant de 1 a` K
Pour u allant de 1 a` U
Calcul de γk(u) (3.3)
Fin pour
Fin pour
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3.3.2 Estimateurs
Une fois le calcul des γk re´alise´ pour chaque e´tat, on estime l’e´tat le plus probable a` chaque
instant. Cette estimation sera note´e xˆk. Elle est calcule´e par le Maximum a Posteriori (MAP ),
soit
xˆk = argmax
U
(γk(u)).
Un autre estimateur correspondant a` la moyenne peut eˆtre utilise´. Il est appele´ MMSE (Mini-
mum Mean Square Error). On aura ici :
xˆMMSEk =
∑
u∈U
γk(u)xk(u).
Pour la suite de nos travaux, on utilise l’estimateur MAP . Cet estimateur a l’avantage de
respecter la discre´tisation de l’espace d’e´tat. En effet lorsqu’on prend en compte la de´tection
du signal on ne peut que conclure a` l’absence de signal ou a` sa pre´sence. Le MAP nous donne
le plus probable des deux, alors que l’estimateur MMSE nous donnera un ¿ e´tat moyen À se
situant entre ces deux options. L’estimateur MMSE est ainsi plus adapte´ a` un espace d’e´tat
homoge`ne et continu.
A l’aide du mode`le de Markov, on peut aussi construire un algorithme de maximisation globale,
qui permet de calculer directement :
arg max
x0,··· ,xK
[Pr(xk|Z1:K)]
Cet algorithme est l’algorithme de Viterbi utilise´e par Sitbon [22]. Il ne fut cependant pas utilise´
dans notre the`se car il donne des re´sultats e´quivalents au forward-backward couple´ au MAP pour
l’extraction de pistes. De plus on verra par la suite que la probabilite´ γk(u) issu du forward-
backward sera utile pour la de´tection du signal.
3.4 Application aux images issues de la formation de voies
En sortie de formation de voies, nous disposons d’une image gisement-temps, sous la forme
d’une matrice Vγ de taille K × M repre´sentant l’ensemble des mesures disponibles. Plus
pre´cise´ment, la mesure zk sera la k
e ligne de Vγ :
zk , (Vγ (k, 1) ,Vγ (k, 2) , · · · ,Vγ (k,M))T
Soit encore :
zk =
(∥∥∥∥yk(−M2
)∥∥∥∥2 , · · · , ∥∥yk (m)∥∥2 , · · · ,∥∥∥∥yk(M2 − 1
)∥∥∥∥2
)T
= (zk,1, zk,2, · · · , zk,M)T
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ou`
∥∥yk (m)∥∥2 est l’e´nergie calcule´e dans la voie m par la formation de voies.
Notre but est d’estimer la succession de voies occupe´es par la source au cours du temps. Nous
sommes donc amene´s naturellement a` de´finir l’e´tat xk de notre syste`me comme e´tant le n˚ de la
voie ou` se trouve la source a` la re´currence k. Cependant cette mode´lisation est trop frustre :
– d’une part, elle ne tient pas compte du de´filement possible de la source ;
– d’autre part, elle ne permet pas le traitement de sources multiples ce qui sera l’objet du
chapitre suivant.
Du coup, nous proposons de de´finir un mode`le line´aire local, i.e de de´finir l’e´tat de notre
syste`me a` la re´currence k comme un vecteur xk de dimension 2, une composante e´tant le
nume´ro du canal et l’autre le nume´ro de la pente (les pentes ¿ possibles À sont nume´rote´es
de −J a` J).
Reste ensuite a` pre´ciser (ou a` de´finir) les probabilite´s conditionnelles Pr(xk|xk-1) et les lois sta-
tistiques entre xk et zk de fac¸on a` mettre en oeuvre l’algorithme forward-backward pre´ce´demment
e´voque´. Tout cela re´alisera l’extraction de la piste en cosinus de gisement de la source.
Cependant il n’y a aucune raison que la source soit pre´sente depuis la re´currence 1 jusqu’a` la
re´currence K. On observe en pratique des fluctuations d’e´nergie dues, entre autres phe´nome`nes,
aux ale´as de la propagation. C’est pourquoi l’extracteur doit ge´rer simultane´ment l’apparition
et la disparition d’une piste. A chaque re´currence, la re´ponse a` la question ¿ la piste est-elle
pre´sente ? À doit eˆtre donne´e.
Pour re´soudre ce proble`me, deux extracteurs sont propose´s. Le premier s’inspire de l’extracteur
fre´quentiel pre´sente´ dans [1] et conside`re le signal pre´sent du de´but a` la fin, puis la ¿ confir-
mation À du signal est effectue´e ensuite. Le deuxie`me extracteur effectue simultane´ment la
de´tection et l’extraction a` chaque instant.
3.5 Application aux images issues de la formation de voies,
premie`re architecture : l’extraction suivie de la de´tection
3.5.1 L’extraction
Dans cette partie on supposera dans un premier temps que l’image gisement-temps pre´sente
une piste pre´sente du de´but a` la fin de l’e´coute.
3.5.1.1 Choix du vecteur d’e´tat
3.5.1.1.1 Vecteur d’e´tat ¿ naturel À
La piste en cosinus d’azimut e´tant a` fluctuation lente, nous proposons un vecteur d’e´tat bi-
dimensionnel dont la premie`re composante est le cosinus et la seconde la pente [7] :
xPk ,
(
c
v
)
,
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c est la valeur de la voie en cosinus a` l’instant k que l’on de´tecte, c ∈ [−1 1[. D’apre`s le premier
chapitre :
c , 2m
M
avec m qui repre´sente le nume´ro du canal ou` est susceptible de se trouver le signal a` l’instant
k, m prend donc des valeurs entie`res allant de −M
2
a`
M
2
− 1.
La deuxie`me composante, note´e v, traduit la vitesse v de de´filement de la piste. v est donc
une valeur physique qui s’exprime en s−1.
Cette vitesse est discre´tise´e par un pas δv de sorte que l’on a I valeurs de v comprise entre −S
et S, S e´tant la valeur maximale suppose´e de de´filement de la piste. Cette valeur est inspire´e
de la physique du proble`me. Lorsque le porteur ne manœuvre pas, le de´filement de cosinus est
juge´ faible et S de l’ordre de 10−3 s−1. Lors de la manœuvre du porteur le de´filement de cosinus
devient plus e´leve´, S sera de l’ordre de 10−2 (voir la figure 3.1).
Nos images correspondent a` une manœuvre porteur de la 10e minute a` la 20e minute. Ainsi les
snaphots pris entre la 10e et la 20e minute sont regroupe´s dans un ensemble note´ Km qui corres-
pond donc a` la manœuvre du porteur.
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FIGURE 3.1 – Courbe de variation du cosinus de gisement dans le temps pour un sce´nario donne´
Lors de la discre´tisation de v, on prend I impair afin de prendre en compte la pente ¿ s=0 À.
Ainsi on a
v =
s
δ v
avec s ∈ N qui appartient a` un espace borne´ par −I − 1
2
et J , I − 1
2
.
Ge´ne´ralement on se tient a` I = 3. Ainsi quand on conside`re que le de´filement maximum a`
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l’instant k est S, et que l’on de´cide de ne traiter que 3 pentes possibles (I = 3), on a ainsi les 3
valeurs de de´filement suivantes :−S, 0, S. Ces valeurs sont relie´es aux trois nombres suivants :
−1, 0, 1. Ce qui permet de de´finir les 3 tendances de propagation :
– s = −1 la piste tend a` se propager vers les cosinus faibles avec un de´filement de −S ;
– s = 0 la piste va en ligne droite ;
– s = 1 la piste tend a` se propager vers les cosinus plus e´leve´s avec un de´filement de S.
Le vecteur d’e´tat xPk est re´gi par l’e´quation d’e´tat suivante :
xPk = Tx
P
k-1 + νk
avec,
T =
[
1 δt
0 1
]
et νk qui est un bruit centre´ de variance [23]
Q = q
[
δ3t
3
δ2t
2
δ2t
2
δt
]
.
3.5.1.1.2 Vecteur d’e´tat re´duit de dimension 2
Dans cette the`se on utilise un deuxie`me vecteur d’e´tat pour repre´senter la piste de cosinus.
Il est de´fini par :
xk ,
(
c
δc
v
δv
)
.
Ainsi :
xk ,
(
m
s
)
.
xk est donc relie´ a` x
P
k par cette relation :
xk =
[
M
2
0
0 J
S
]
︸ ︷︷ ︸
G
xPk
L’e´quation d’e´tat de xk se de´duit alors de celle de x
P
k :
xk = Hxk-1 + ν
′
k, (3.4)
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avec :
H = GTG−1,
H =
[
1 ς
0 1
]
,
ς =
MSδt
2J
.
ou` ν ′k est un bruit centre´ de variance :
R = GTQG,
R = g
[
1
3
1
2ς
1
2ς
1
ς2
]
.
Avec g = q
M2δ3t
4
3.5.1.1.3 Vecteur d’e´tat re´duit de dimension 1
xk appartient a` un espace fini de Z
2. Cet espace contient M × I e´tats possibles. On peut re-
lier chaque e´tat xk a` un nume´ro u qui est compris entre 1 et MI . Cette relation s’effectue a`
l’aide d’une transformation bijective κ de´finie par :
κ : Z2 → Z(
m
s
)
7→
(
M
2
+ 1 +m
)
+M (s+ J)
m ∈
{
−M
2
, · · · , M
2
− 1
}
s ∈ {−J, · · · , J}
⇒ u ∈ {1, · · · ,MI}
Cette transformation est injective : si κ(m, s) = i alors il existe une fonction note´e κ1 tel que
κ1(i) = m et il existe κ2 tel que κ2(i) = s. Ces deux fonctions sont de´finies ainsi :
κ1 : Z → Z
i 7→ mod (i,M)− M
2
− 1
κ2 : Z → Z
i 7→ E
(
i
M
)
− J
Avec mod qui donne le reste de la division de i par M et E la partie entie`re.
Ainsi par abus de langage ¿ xk = i À peut eˆtre interpre´te´ comme ¿ κ(xk) = i À avec xk,1 = m
et xk,2 = s.
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3.5.1.2 Obtention de la matrice A
3.5.1.2.1 Ecriture mathe´matique
La matrice A associe´e a` notre vecteur d’e´tat xk s’obtient directement de l’e´quation d’e´tat. On
la notera Ae.
On choisit
Ae(i, j) =
Co√
det (2piR)
exp
[
−
(
xk −Hxk-1
)T
R−1
(
xk −Hxk-1
)
2
]
(3.5)
pour i = κ
(
xk
)
et j = κ
(
xk-1
)
.
Remarque :
1) Co est une constante de normalisation qui est choisi arbitrairement ;
2) d’apre`s les formules 3.1 et 3.2, Co n’intervient pas donc on prend abusivement Co = 1.
3.5.1.2.2 Influence des parame`tres ς et g sur Ae
La matrice Ae de´pend donc des parame`tres g et ς de R qui doivent eˆtre ajuste´s par l’utilisa-
teur. Il s’agit de trouver un compromis entre stabilite´ (lie´ a` la confiance dans le mode`le) et la
plasticite´ (confiance dans les mesures).
Le parame`tre g agit plus sur la fluctuation de la piste : si g est tre`s grand on aura une
estimation de la position plus laˆche autour du vrai point. La figure suivante 3.3 montre deux
extractions re´alise´es sur la meˆme image (3.2) avec g = 1 et g = 5.
FIGURE 3.2 – Exemple d’une image gisement-temps
Le parame`tre ς agit sur le ¿ suivi À de la piste. Si ς est trop petit, on privile´gie les faibles
pentes et lors de fort de´filement la piste pourra de´crocher. De meˆme si ς est trop grand la piste a
tendance a` eˆtre un peu plus ¿ laˆche À et a` se propager vers ses proches voisins ce qui peut eˆtre
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FIGURE 3.3 – Extraction re´alise´e avec g = 1 et g = 5 ς = 0.5
geˆnant dans le cadre multipiste. (Dans le cadre monopiste la surestimation de ς est beaucoup
moins geˆnante). La figure 3.4 nous montre une extraction re´alise´e avec un ς = 0.01. On voit que
lors de la manœuvre, lorsque la pente de cosinus devient plus e´leve´e, la piste de´croche. Avec un
ς = 1 la piste ne de´croche pas mais fluctue beaucoup.
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FIGURE 3.4 – Extraction avec ς = 0.01 et ς = 1 et g = 1
La valeur ς dans la matrice Ae est donc primordiale. Afin d’avoir un estimateur plus adapte´
au phe´nome`ne physique, on utilise deux 2 matrices Ae selon que le porteur manœuvre ou pas.
En effet lors de la manœuvre du porteur le de´filement de cosinus s’amplifie logiquement (voir
3.1). Il parait donc judicieux de ne pas utiliser le meˆme mode`le si on est en manœuvre que si on
ne l’est pas.
Ces 2 matrices se diffe´rencient par un ς diffe´rent et g = 1.
La premie`re matrice a un ς variant plutoˆt autour de faible valeur typiquement de 0.01 a` 0.5 il est
note´ ςhm. Pour la manœuvre on utilise un ς plus grand note´ ςdm qui est compris entre les valeurs
0.1 et 1.5.
Ainsi on modifie le forward-backward classique en ajustant la matrice Ae selon que l’on ma-
nœuvre ou pas. Cette modification s’effectue lors du calcul des probabilite´s αk et βk. Lors
du calcul de ces probabilite´s si les snaphots correspondent a` la manœuvre du porteur, soit si
k ∈ Km on utilise la deuxie`me matrice Ae. Si k /∈ Km on utilise la premie`re matrice.
A l’aide de cet ajustement on obtiendra ainsi une extraction de ce type (voir la figure 3.5)
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FIGURE 3.5 – Extraction re´alise´e en adaptant la matrice Ae a` la manœuvre du porteur
3.5.1.3 La matrice B
On note par Be la matrice B du mode`le HMM associe´e a` notre e´tat xk. Cette matrice comme
vu pre´ce´demment est lie´e a` la mesure. Dans notre cas la mesure zk est donne´e par la ligne
d’e´nergie obtenue a` l’instant k pour chaque voie.
zk =
(∥∥∥∥yk(−M2
)∥∥∥∥2 , · · · ,∥∥yk (m)∥∥2 , · · · ,∥∥∥∥yk(M2 − 1
)∥∥∥∥2
)T
,
dont l le composante est note´e zk(l).
Dans le premier chapitre on a vu qu’en pre´sence uniquement de bruit, l’e´nergie du canal suit
approximativement une loi gaussienne centre´e autour de PN2σ2 et de variance 2P 2N3σ4.
3.5.1.3.1 Premie`re hypothe`se : le signal n’agit que dans un seul canal
Dans un premier temps on supposera que le signal n’est pre´sent que dans le canal conside´re´
et que les autres canaux ne sont constitue´s que de bruit. D’apre`s cette hypothe`se et l’hypothe`se
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d’inde´pendance entre les canaux, on peut e´crire que :
Be(k, u) = Pr(zk|xk = u)
Be(k, u) =
M∏
l
p(zk(l)|xk = u)
Be(k, u) = Pr(zk(u)|xk = u)
M∏
l 6=u
1
2
√
piN3P 2σ2
exp
(
−(zk(l)− σ
2PN2)2
4σ4P 2N3
)
Be(k, u) = Pr(zk(u)|xk = u)
M∏
l
1
2
√
piN3P 2σ2
exp
(
−(zk(l)− σ
2PN2)2
4σ4P 2N3
)
exp
[
− (zk(u)−σ2PN2)2
4σ4P 2N3
]
Be(k, u) =
Pr(zk(u)|xk = u)
exp
[
− (zk(u)−σ2PN2)2
4σ4P 2N3
] Pr (zk|H0) .
Une partie du nume´rateur ne de´pend pas de u mais seulement de zk, on peut alors de´montrer
[11] que si l’on remplace la matrice B par une matrice Bn = diag(zk)B, dans l’algorithme
forward backward on aura des re´sultats e´quivalents. Cet e´nonce´ nous permet de simplifier Be
par Pr(zk|H0) qui ne de´pend pas de u, et d’avoir une nouvelle matrice Be qui sera la suivante :
Be(k, u) = Pr(zk(u)|xk = u) exp
(
(zk(u)−σ2kPN2)2
4σ4kP
2N3
)
Dans cette expression, deux inconnues doivent eˆtre estimer Pr(zk(u)|xk = u) et σˆ2k.
a) Estimation de Pr(zk(u)|xk = u)
On suppose que Pr(zk(u)|xk = u) est une probabilite´ sous forme exponentielle. Ainsi :
Pr(zk(u)|xk = u) = ck exp
{
φk
[
zk(m)− E
(
zk(m)|xk=m
)]}
.
On en de´duit l’estime´
Pˆr(zk(u)|xk = u) = ck exp [φk (0)]
b) Estimation de σ2k
L’estime´e σˆ2k est calcule´e par la me´thode des moments.
E
[‖Y (Φm)‖2] = PN2σ2k
⇔ σ2k =
1
PN2
E
[‖Y (Φm)‖2]
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L’estime´e σˆ2k est donc :
⇒ σˆ2k =
∑
m∈ΩB
‖Y (Φm)‖2
ωBPN2
ΩB repre´sente l’ensemble des canaux dans lesquels on suppose l’influence du signal vraiment
ne´gligeable. Le cardinal de Ωb est ωB. En effet pour avoir une meilleure estimation de σ2k on
ne calcule la moyenne que dans des canaux relativement e´loigne´s du signal meˆme si on a fait
l’hypothe`se que le signal n’agit que dans un seul canal.
A l’aide de σˆ2k, on a une estimation de la matrice B
e en remplac¸ant σ2k par σˆ
2
k.De plus on
s’aperc¸oit que la valeur Pˆr(zk(u)|xk = u) ne de´pend pas du canal ou` se trouve le signal. Cette
conside´ration permet de simplifier encore la matrice B en ne gardant que la partie de´pendante
de u et d’avoir une nouvelle matrice normalise´e :
Bˆe = exp
[
(zk(u)−σˆ2kPN2)
2
4σˆ4kP
2N3
]
3.5.1.3.2 Deuxie`me hypothe`se : le signal agit sur plusieurs canaux voisins
Dans cette partie, afin d’ame´liorer l’extraction on ne ne´glige pas l’influence du signal sur les
canaux voisins.
Comme auparavant on note ici par ΩB l’ensemble des canaux dans lesquels on suppose le signal
absent. Son comple´mentaire note´ ΩS repre´sente donc l’ensemble des canaux ou` l’on suppose le
signal pre´sent, son cardinal est note´ ωS . On a donc M = ωS + ωB.
A l’instant k, le signal e´tant pre´sent dans le canal c(u), la loi de probabilite´ des mesures est
approche´e par la loi de probabilite´ gaussienne de variance 2P 2N3σ4 et de moyenne gc(u)(Φm)+
PN2σ2 comme vu dans la section 2.5.2 du chapitre 2.
NB : On a ne´glige´ la corre´lation du bruit.
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On exprime une nouvelle matrice Be pour notre mode`le HMM :
Be(k, u) = Pr(zk|xk = u)
Be(k, u) =
∏
l∈ΩS(u)
Pr(zk(l)|xk = u)
∏
l /∈Ω
Pr(zk(l)|xk = u)
Be(k, u) =
∏
l∈ΩS(u)
1
2
√
piN3P 2σ2
exp
(
−(zk(l)− gc(u)(Φm)− σ
2PN2)2
4σ4P 2N3
)
∏
l /∈ΩS(u)
1
2
√
piN3P 2σ2
exp
(
−(zk(l)− σ
2PN2)2
4σ4P 2N3
)
Be(k, u) =
∏
l∈ΩS(u)
1
2
√
piN3P 2σ2
exp
(
− (zk(l)−gc(u)(Φm)−σ2PN2)2
4σ4P 2N3
)
1
2
√
piN3P 2σ2
exp
(
− (zk(l)−σ2PN2)2
4σ4P 2N3
)
M∏
l=1
1
2
√
piN3P 2σ2
exp
(
−(zk(l)− σ
2PN2)2
4σ4P 2N3
)
Be(k, u) =
∏
l∈ΩS(u)
exp
[
−gc(u)(Φm) (2zk(l)− g(Φm, c)− 2σ
2PN2)
2
4σ4P 2N3
]
Pr (zk|H0) .
En appliquant le principe d’e´quivalence [11], on simplifie Be en divisant par Pr (zk|H0) on a
donc :
Be(k, u) =
∏
l∈ΩS(u)
exp
[
−gc(u)(Φm)
(
2zk(l)− gc(u)(Φm)− 2σ2PN2
)2
4σ4P 2N3
]
. (3.6)
La difficulte´ est d’estimer l’e´nergie du signal a2k et la largeur du lobe principal de la fonction
gc(u) afin d’en de´duire une estimation ΩS(u) (et indirectement de λk). On note ces estimations
aˆ2k(u), ΩˆS(u), ce qui permet d’e´valuer la fonction gc(u). Cette nouvelle fonction est note´e gˆc(u).
3.5.1.3.2.1 L’estimation de ΩS(u)
On suppose que le signal n’agit que sur des canaux proches. La figure 2.4 a` la page 24 nous
montre la zone d’influence du canal que l’on e´tendra a` tout le lobe principal. La largeur du lobe
principal est note´e La.
ΩS(u) est donc de´fini par l’intervalle :
[c(u)− La
2
, c(u) +
La
2
]
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FIGURE 3.6 – Comparaison des extractions avec diffe´rentes estimations de La ∈ {4, 12, 20}
Or dans le chapitre 2, on a vu que pour des fre´quences comprises entre 100 et 500 Hz, on a ζk
compris entre 0.34 et 0.066. Comme ζk =
2
PLa
, la largeur du lobe principal est comprise entre
0.18 et 0.94. En e´chantillonnant avec M = 128 voies, on obtient entre 10 et 60 voies influence´es
par le signal.
Ainsi l’utilisateur doit e´valuer au mieux le nombre de voies qu’il conside`re atteintes par le
signal ; ceci peux s’e´valuer a` l’oeil nu sur l’image issue de la formation de voies. Quand ce
nombre est e´tabli, on peut estimer ζˆk, Lˆa et donc ΩˆS(u).
Cette estimation est loin d’eˆtre optimale, ne´anmoins l’extracteur re´alise´ n’est en fait que tre`s
peu perturbe´ par des erreurs d’estimation sur le nombre de voies influence´es par le signal, meˆme
lorsqu’on conside`re un nombre de voies infe´rieur a` celui the´orique.
La figure 3.6 nous montre 3 extractions re´alise´es sur une image pre´sentant un signal de 500
Hz (soit une largeur de voie de 10. La premie`re est re´alise´e en conside´rant 4 voies seulement
¿ touche´es À par le lobe principal ; dans la deuxie`me, on a estime´ le lobe principal a` 12 voies et
20 dans la dernie`re.
3.5.1.3.2.2 L’estimation de a2k(u)
L’estimation de a2k(u) est base´e sur les notions du premier chapitre. On a vu qu’en pre´sence
uniquement de bruit, la mesure zk,m est issue d’une variable ale´atoire gaussienne de moyenne
PN2σˆ2k et de variance 2P
2N3σˆ4k.
En pre´sence de signal dans la voie m = κ1(u), la mesure est issue d’une variable ale´atoire de
moyenne PN2σˆ2k + a
2
k(u)
N2P 2
2
et de variance 2P 2N3σˆ4k.
Donc lorsqu’un signal est pre´sent a` l’instant k, le vecteur de mesures zk = (zk,1, · · · , zk,M)
comporte deux types de mesures :
– des mesures issues de canaux ou` il n’y aura que du bruit ;
– des mesures ou` il y a pre´sence du signal ainsi que de bruit.
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Ainsi la re´partition de ces M mesures tend vers la superposition des deux gaussiennes. C’est
cette tendance que l’on exploite pour estimer a2k(u).
Pour cela, on re´partit les mesures zk dans un histogramme contenant une vingtaine de classes.
La position du premier mode supe´rieur 2P 2N3σˆ4k nous donne la valeur a
2
k
N2P 2
2
.
En effet 2P 2N3σˆ4k est choisie car il s’agit de la classe maximale si on suppose uniquement la
pre´sence de bruit dans nos mesures et lorsqu’un signal est pre´sent en the´orie le mode se trouve
de´cale´ de a2k
N2P 2
2
.
On en de´duit donc aˆk(u).
Cette estimation de ak(u) est tre`s grossie`re. Ne´anmoins elle est tre`s rapide a` obtenir et pour
avoir de bons re´sultats.
3.5.1.3.2.3 L’estimation de la matrice Be
A l’aide de λˆ et aˆk(u) on obtient gˆc(u) :
gˆc(u)(Φ) = aˆ
2
k(u)
N2
2
1− cos
(
P2piλˆ [c(u)− Φ]
)
1− cos
(
2piλˆ [c(u)− Φ]
)

On peut alors e´crire que
Bˆe(k, u) =
∏
m∈ΩˆS(u)
exp
[
gˆu(Φm) (zk,m − gˆu(Φm)− PN2σˆ2)
4P 2N3σˆ4
]
Enfin on de´finit la matrice d’initialisation Πe par
Πe(u) =
1
MI
3.5.1.4 Re´capitulatif de l’algorithme d’extraction
Une fois les matrices Ae, Be, et Πe de´finies, on peut estimer notre e´tat xk a` l’aide du
forward-backward et du MAP.
On a donc deux estimateurs possibles selon que l’on utilise la premie`re hypothe`se ou la deuxie`me.
L’algorithme final est le suivant :
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Pour u allant de 1 a` U
calcul de α0(u).
calcul de βK(u).
Fin pour
Pour k allant de 1 a` K
Pour u allant de 1 a U
Calcul de σˆ2k
Si on utilise la deuxie`me hypothe`se : calcul de aˆk(u)
Si on utilise la deuxie`me hypothe`se : calcul de ΩˆS(u)
Calcul de Bˆe
Si k ∈ Km
Calcul de αk(u) a` l’aide de Bˆe et de Ae avec ς = 0.5.
Calcul de βK−k a` l’aide de Bˆe et de Ae avec ς = 0.5.
sinon
Calcul de αk(u) a` l’aide de Bˆe et de Ae avec ς = 0.01.
Calcul de βK−k a` l’aide de Bˆe et de Ae avec ς = 0.01.
Fin si
Fin pour
Fin pour
Pour k allant de 1 a` K
Pour u allant de 1 a` U
Calcul de γk(u).
Fin pour
Fin pour
Sur la figure 3.7, on montre l’ensemble des xˆk que l’on a de´tecte´s dans une image gisement-
temps. L’image gisement-temps a` gauche est forme´e avec les caracte´ristiques suivantes : 128
canaux de cosinus, 450 snapshots de dure´e 4s, un RSB de −31dB et une absence de signal
depuis la 6e minute jusqu’a` la 20e minute.
L’extraction est re´alise´e avec les parame`tres suivants pour la matrice Ae :
– ς = 0.01 en dehors de la manœuvre ;
– ς = 0.5 lors de la manœuvre (qui dure de la 10eminute a` la 20eminute, soit k = 150 a`
k = 300) ;
– g = 1 quels que soient les snapshots ;
– et on a estime´ un lobe principal agissant sur 16 canaux.
Sur l’image de droite de la figure 3.7, on s’aperc¸oit que l’on a extrait des pistes meˆme en
l’absence de signal. Il faut maintenant confirmer ou infirmer cette extraction a` chaque instant
par une me´thode de de´tection.
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FIGURE 3.7 – Formation de voies et extraction re´alise´e
3.5.2 La de´tection
Nous mettons maintenant en œuvre, une me´thode toujours a` base des HMM, permettant
l’estimation de pre´sence de la piste extraite dans le signal.
3.5.2.1 Le vecteur d’e´tat binaire
A chaque instant k, on doit de´finit deux hypothe`ses par :
– H0 : la piste n’est pas pre´sente a` l’instant k.
– H1 : la piste est pre´sente a` l’instant k,
et un vecteur d’e´tat binaire, note´ Γk par :
– Γk = 1 ⇔ H0 ;
– Γk = 0 ⇔ H1.
A ce stade, l’extracteur pre´ce´demment de´crit nous a fourni pour chaque instant une estimation
sur la position du signal que l’on a note´e xˆk = (mˆ, sˆ)
t et que l’on assimile ici a` notre mesure,
ce qui nous permettra d’e´tablir un mode`le de Markov.
3.5.2.2 Calcul des matrices A et B du mode`le HMM associe´ a` Γk
La matrice de transition se de´finit a partir de deux probabilite´s :
– w0 est la probabilite´ de passer de l’e´tat Γk−1 = 0 a` l’e´tat Γk = 1, soit la probabilite´ d’ap-
parition de la piste : w0 = Pr(Γk = 1|Γk−1 = 0) ;
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– w1 est la probabilite´ de passer de l’e´tat Γk−1 = 1 a` l’e´tat Γk = 0, soit la probabilite´ de
disparition de la piste : w1 = Pr(Γk = 0|Γk−1 = 1).
Ces valeurs de probabilite´s sont propose´es par l’utilisateur.
On a alors :
Ad =
(
1− w0 w0
w1 1− w1
)
(3.7)
La matrice Bd est donne´e par
Bd ,

Pr(xˆ0 = i|H0) Pr(xˆ0 = i|H1)
...
Pr(xˆk = i|H0) Pr(xˆk = i|H1)
...
Pr(xˆK = i|H0) Pr(xˆK = i|H1)

Or comme on l’a vu, dans un mode`le HMM, on peut diviser la matrice B par un facteur
inde´pendant de l’e´tat sans changer le re´sultat.
En appliquant ce principe chaque ligne est divise´e par Pr(xˆk = i|H0). On trouve une matrice
e´quivalente qui sera utilise´e par la suite.
Bd =

1 Λ(xˆ1 = i)
...
...
... Λ(xˆk = i)
...
...
1 Λ(xˆK = i)

Λ(xˆk = i) =
Pr(xˆk = i|H1)
Pr(xˆk = i|H0)
est aussi le rapport de vraisemblance comme il est remarque´
dans [11]. La matrice Bd revient donc a` comparer le rapport de vraisemblance a` un seuil de 1 a`
chaque instant.
Partant de la`, on peut choisir un seuil de de´tection h fixe´ par l’utilisateur. On utilise donc la
matrice suivante [11] :
Bd =

h Λ(xˆ1 = i)
...
...
... Λ(xˆk = i)
...
...
h Λ(xˆK = i)
 (3.8)
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3.5.2.2.1 Calcul de la matrice B dans le cadre de la premie`re hypothe`se
Dans le cadre de l’hypothe`se ou` le signal n’agit que dans un seul canal on a :
Λ(xˆk = i) = νk exp
(
(zk(i)− σ2kPN2)2
4σ4kP
2N3
)
Λ(xˆk = i) = νkB
d
En utilisant le principe de la matrice B e´quivalente on a :
Bd =

h′1 Bˆ
e(1, i)
...
...
... Bˆe(k, i)
...
...
h′K Bˆ
e(K, i)

Avec h′k =
h
νk
.
3.5.2.2.2 Calcul de la matrice B dans le cadre de la deuxie`me hypothe`se
Ici on suppose que le signal agit sur plusieurs canaux. Et d’apre`s l’e´quation (3.6) vue dans
le paragraphe 3.5.1.3.2 on a :
Λ(xˆk = i) = Bˆ
e(k, i)
Donc :
Bd =

h Bˆe(1, i)
...
...
... Bˆe(k, i)
...
...
h Bˆe(K, i)

Avec h et h′ qui sont propose´s par l’utilisateur.
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3.5.2.3 Re´capitulatif de ¿ l’algorithme de de´tection À
On applique l’algorithme forward-backward afin d’avoir les probabilite´s d’existence de la
piste a` chaque instant. Ces probabilite´s sont donne´es par :
αd0(u) =
1
2
αdk(u) =
Bd(k, u)
1∑
j=0
Ad(u, j)αdk−1(j)
1∑
r=0
Bd(k, r)
1∑
j=0
Ad(r, j)αdk−1(j)
βdK(u) =
1
2
βdk(u) =
1∑
j=0
Bd(k + 1, j)Ad(j, u)βdk+1(j)
1∑
r=0
1∑
j=0
Bd(k + 1, j)Ad(j, r)βdk+1(j)
- γdk(u) =
αdk(u)β
d
k(i)
1∑
j=0
αdk(j)β
d
k(j)
L’estimation Γˆk est donne´e par le maximum de vraisemblance. Soit Γˆk = argmax
j=0,1
(γdk(j)). L’al-
gorithme d’extraction de´tection se re´sume a` ces diffe´rentes e´tapes :
– Estimation de σˆk et de´termination de Be ;
– Calcul de xˆk = (mˆ, sˆ)
t pour chaque instant k par la technique forward-backward et le
MAP ;
– Calcul de Bd et Ad et de´termination des Γˆk par la technique de forward-backward ;
– Si Γˆk = 0 alors aucune piste ne sera affiche´e a` l’instant k, on notera dans ce cas pre´cis
la valeur du cosinus ainsi cˆ(k) = 100 ;
– Si Γˆk = 1 alors on affichera la piste qui se trouve dans le canal mˆ, et on notera la
valeur du cosinus estime´ cˆ(k) =
2mˆ
M
.
Le vecteur cˆ = (cˆ(1), · · · , cˆ(K))t sera ainsi fourni en sortie de l’extracteur.
L’image 3.8 nous donne un exemple d’extraction et de de´tection re´ussi. Pour l’extraction on
a utilise´ les meˆmes parame`tres que ceux ayant permis d’obtenir la figure 3.7.
La de´tection fut re´alise´e avec h′ = 1, w0 = 10−8 et w1 = 10−8.
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FIGURE 3.8 – Extraction re´alise´e sur une image pre´sentant un trou de de´tection
3.6 Application aux images issues de la formation de voies,
deuxie`me architecture : de´tection et extraction ¿ dans un
meˆme bloc À (All in one)
Dans cette architecture, l’extraction et la de´tection sont effectue´es simultane´ment.
Pour cela on utilise un nouveau vecteur d’e´tat que l’on note yk, donne´ par l’expression [10] :
yk , Γkκ(xk),
ou` Γk est un scalaire valant 1 ou 0 selon la re`gle e´dite´e au 3.5.2.1 a` la page 50.
Ainsi yk prend la valeur (ou le nume´ro) de xk lorsque le signal est pre´sent d’e´tat, ou la valeur 0
dans le cas contraire.
On a donc les e´quivalences suivantes :
yk = 0 ⇔ Γk = 0
yk = u ⇔ Γk = 1 et κ(xk) = u.
Ou` u ∈ [1,MI].
Cet e´tat est un e´tat discret sur lequel on peut de´finir une chaıˆne de Markov, pour laquelle il
s’agit de pre´ciser les matrices A et B.
3.6.1 Obtention de la matrice A
La matrice de transition A de´coule de la matrice Ae et Ad [10].
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The´ore`me 2
Si
Pr(Γk|xk-1,Γk−1) = Pr(Γk|Γk−1)
Pr(xk = i|Γk−1 = 1,Γk = 0) =
1
MI
,
alors
A =

1− w0 w0M · · · · · · w0M
w1
...
w1
(1− w1)Ae

De´monstration
A(1, 1) = Pr(yk = 0|yk-1 = 0),
A(1, 1) = Pr(Γk = 0|Γk−1 = 0),
A(1, 1) = 1− w0.
Pour la premie`re colonne de la matrice A, avec u ∈ {1,MI} on peut e´crire :
A(u+ 1, 1) = Pr(yk = 0|yk−1 = u),
A(u+ 1, 1) = Pr(Γk = 0|Γk−1 = 1, xk−1 = u)
A(u+ 1, 1) = Pr(Γk = 0|Γk−1 = 1),
A(u+ 1, 1) = w1.
De meˆme sur la premie`re ligne on a :
A(1, u+ 1) = Pr(yk = u|yk-1 = 1),
A(1, u+ 1) = Pr(Γk = 1, xk = u|Γk−1 = 0),
A(1, u+ 1) = Pr(Γk = 1|Γk−1 = 0)Pr(xk = u|Γk = 1,Γk−1 = 0),
A(1, u+ 1) =
w0
MI
.
Enfin pour u ∈ {1,MI} et u′ ∈ {1,MI} de A on a :
A(u+ 1, u′ + 1) = Pr
(
yk = u
′|yk-1 = u
)
,
A(u+ 1, u′ + 1) = Pr (Γk = 1, xk = u′|Γk−1, xk−1 = u) ,
A(u+ 1, u′ + 1) = Pr (Γk = 1|Γk−1 = 1, xk−1 = u) Pr (xk = u′|Γk−1 = 1, xk−1 = u,Γk = 1) ,
A(u+ 1, u′ + 1) = Pr (Γk = 1|Γk−1 = 1)Pr (xk = u′|Γk−1 = 1, xk−1 = u,Γk = 1) ,
A(u+ 1, u′ + 1) = (1− w1)Ae(u, u′). ¥
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3.6.2 Obtention de la Matrice B
La matrice B est obtenue a` l’aide de la matrice Be [10].
The´ore`me 3
B =
 h...
h
Be

De´monstration
B(k, 1) = Pr(zk|yk = 0),
B(k, 1) = Pr(zk|Γk = 0),
B(k, 1) =
M∏
i=0
p(zk(i)|Γk = 0)
Pour u ∈ {1,MI} on a :
B(k, u+ 1) = Pr(zk|yk = u),
B(k, u+ 1) = Pr(zk|Γk = 1, xk = u)
Donc
B =

Pr(z1|H0) Pr(z1|H1, x1 = 1) · · · Pr(z1|H1, x1 =MI)
...
...
Pr(zk|H0) Pr(zk|H1, xk = 1) · · · Pr(zk|H1, xk =MI)
...
...
Pr(zK |H0) Pr(zK |H1, xK = 1) · · · Pr(zK |H1, xK =MI)

On a la matrice e´quivalente :
B =

1 Λ1
(
x1 = 1
) · · · Λ1 (x1 =MI)
...
...
1 Λ1
(
xk = 1
) · · · Λ1 (xk =MI)
...
...
1 Λ1
(
xK = 1
) · · · Λ1 (xK =MI)

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Ne´anmoins comme pre´ce´demment on pre´fe´rera comparer le rapport de vraisemblance a` un
seuil que l’on fixera. On a donc la matrice B suivante :
B =

MI+1︷ ︸︸ ︷
h Be(1, 1) · · · Be(1,MI)
... · · · ... · · ·
h Be(k, 1) · · · Be(k,MI)
... · · · ... · · ·
h Be(K, 1) · · · Be(K,MI)

Avec h (seuil de de´tection) propose´ par l’utilisateur. Cette proposition de´pend des hypothe`ses
faites sur le signal lors du calcul de Be. ¥
On applique ensuite le forward-backward puis l’estimateur MAP sur ce vecteur d’e´tat.
3.6.3 Re´sume´ de l’algorithme d’extraction de´tection simultane´es ¿ All in
One À
Cet extracteur se re´sume aux instructions suivantes :
Pour u allant de 0 a` U
Π(u) = 1
U+1
fin pour
Calcul de la matrice A hors manœuvre et de la matrice A durant la manœuvre
Calcul de la matrice B suivant la premie`re hypothe`se ou la deuxie`me et les estimation de
σk
Calcul de Pr
(
yk|Z1:K
)
a` l’aide du forward backward, en prenant en compte la manœuvre
du porteur
Extraction de yˆk a` l’aide du MAP.
si yˆk = 0 le signal n’est pas de´tecte´ cˆ(k) = 100
Si yˆk = u(6= 0) le signal est de´tecte´ et cˆ(k) =
2mˆ
M
Le vecteur cˆ = (cˆ(1), · · · , cˆ(K))t est fourni en sortie de l’extracteur.
3.7 Comparaison entre les diffe´rents extracteurs
Afin de comparer les performances de nos diffe´rents extracteurs, on re´alise 500 images
d’un meˆme sce´nario avec le meˆme RSB. Seul le bruit ambiant issu d’une variable ale´atoire
est diffe´rent. A l’aide des ces extractions, on estime empiriquement la probabilite´ de fausses
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alarmes, la probabilite´ de de´tection et on calcule un e´cart quadratique moyen entre la position
re´elle du cosinus et celle que l’on estime avec nos extracteurs. Ces donne´es permettent ensuite
d’e´valuer la performance de nos diffe´rents extracteurs et de voir l’influence des parame`tres de
d’extraction et de de´tection.
3.7.1 Sce´nario simule´ et calculs effectue´s sur le tirage de Monte Carlo
Le sce´nario simule´ est le suivant :
Une antenne line´aire remorque´e compose´e de 32 capteurs espace´s d’un me`tre capte un signal
sinusoı¨dal de fre´quence f = 500 Hz. La fre´quence d’e´chantillonnage du SONAR est fixe´e a`
fe = 1024 Hz. Le RSB a` −31 dB. La dure´e des snapshots est de δt = 4 s. Comme on e´coute
le signal sur 30 minutes on a K = 450 snapshots.
Le signal est inaudible durant les snapshots 100 a` 300, l’ensemble de ces snaphots est note´ Knd.
Les tranches de 1 a` 100 et 300 a` 450 forment un ensemble note´ Kd ; dans cet ensemble le signal
est pre´sent.
L’image gisement-temps est forme´e de M = 128 voies de cosinus.
Un exemple d’image gisement-temps forme´e avec un tel sce´nario est donne´ par la figure 3.7 a`
la page 50.
On effectue ce sce´nario 500 fois afin d’avoir 500 images diffe´rentes. Les images sont indice´es
par j ∈ [1, 500]. Quel que soit l’extracteur utilise´, on obtient a` la fin de l’algorithme un vecteur
note´ cˆj de taille K × 1. Ce vecteur comprend l’ensemble des valeurs de cosinus extraits par les
me´thodes pre´sente´es pre´ce´demment et si a` l’instant k le signal est estime´ absent, on affecte a`
cj(k) la valeur 100.
De plus la valeur re´elle du cosinus de gisement a` chaque instant est stocke´e dans le vecteur :
cv = (cv(1), · · · , cv(K)).
Ce vecteur permet estimer l’erreur quadratique moyenne, la probabilite´ de fausse alarme et la
probabilite´ de de´tection.
L’erreur quadratique moyenne est donne´e par :
em =
1
500Kd
500∑
j=1
∑
k ∈ Kd
cj(k) 6= 100
(cˆj(k)− cv(k))2
La probabilite´ de de´tection a estime´e est donne´e par :
Pˆd =
1
500Kd
500∑
j=1
∑
k ∈ Kd
cˆj(k) 6= 100
1
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La probabilite´ de fausse alarme est donne´e par :
PˆFa =
1
500Knd
500∑
j=1
∑
k ∈ Knd
cˆj(k) 6= 100
1
3.7.2 Re´sultats re´alise´s sur les diffe´rents extracteurs
Les figures suivantes montrent l’e´volution de la probabilite´ de de´tection en fonction des
fausses alarmes, et l’erreur quadratique moyenne (EQM). Ces figures sont obtenues en chan-
geant diffe´rents parame`tres comme w0 w1, h ou le nombre de canaux conside´re´s perturbe´s par
le signal dans nos diffe´rents extracteurs.
On re´alise ces courbes pour 4 extracteurs diffe´rents :
– l’extraction puis la de´tection en conside´rant l’influence du signal dans un seul canal ;
– l’extraction puis la de´tection en conside´rant l’influence du signal dans plusieurs canaux ;
– l’extraction ¿ all in one À en conside´rant l’influence du signal dans un seul canal ;
– l’extraction ¿ all in one À en conside´rant l’influence du signal dans plusieurs canaux.
Pour tous ces extracteurs, on utilise les parame`tres suivants pour la matrice A : g = 5,
ςhm = 0.1 et ςdm = 0.5.
3.7.2.1 Extraction puis de´tection en conside´rant l’influence du signal dans un seul canal
Les figures 3.9 et 3.10 sont construites en conside´rant un seuil h = 0.8. On place ensuite
les points en fonction de ω0 et ω1, Les meilleurs re´sultats sont de´termine´s en prenant la distance
qui se´pare chaque point du point de coordonne´e (0,1) suppose´s eˆtre l’extracteur ide´al.
Danc le cas qui nous inte´resse ici, on voit que l’extracteur est tre`s sensible a` la fausse alarme qui
est relativement e´leve´e dans la plupart des cas. Cependant les points correspondant a` w0 = 10−2
ouw0 < 10−4 etw1 > 10−8 restent exploitables. De plus, on a de tre`s faibles valeurs d’e´cart type
(de l’ordre de 3.10−5) ce qui indique que l’extracteur est pre´cis car on est largement infe´rieur a`
la largeur de voie (i.e. La =
2
M
).
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FIGURE 3.9 – Influence de w0 et w1 sur la fausse alarme et la de´tection
FIGURE 3.10 – Influence de w0 et w1 sur l’erreur quadratique moyenne
3.7.2.2 Extraction puis de´tection en conside´rant l’influence du signal dans plusieurs ca-
naux
Sur cet estimateur, on teste l’influence des parame`tres w0 w1 h et du lobe principal. Dans
un premier temps on ne regarde que l’influence de w0 w1 en conside´rant un seuil h = 0.8 et en
supposant que le lobe agit sur 8 canaux.
On s’aperc¸oit que cet extracteur re´duit conside´rablement la fausse alarme (voir 3.11) au de´triment
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FIGURE 3.11 – Influence de w0 et w1 sur la fausse alarme et la de´tection
FIGURE 3.12 – Influence de w0 et w1 sur l’erreur quadratique moyenne
de la de´tection. On note aussi que l’on a augmente´ sensiblement les valeurs d’e´cart type qui sont
ici de l’ordre de 7.10−5. Ne´anmoins le gain en fausse alarme incite plutoˆt a` conside´rer l’utilisa-
tion de cet estimateur par rapport au pre´ce´dent.
La courbe suivante (3.13) nous montre l’influence de h et du lobe principal sur cet extrac-
teur. Elle est construite en conside´rant w0 = 10−4 et w1 = 10−4. On peut voir que l’e´valuation
de la zone d’influence du signal est primordiale sur les probabilite´s de de´tection et de la fausse
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FIGURE 3.13 – Influence du seuil et du lobe principal sur la fausse alarme et la de´tection
alarme. Si on sous estime cette influence alors la probabilite´ de de´tection est me´diocre. Si on
surestime, on obtient alors une probabilite´ de fausse alarme e´leve´e. La prise en compte du seuil
influence aussi ces probabilite´s. Le meilleur estimateur est donne´ pour un seuil de 1 et un lobe
qui agit sur 8 canaux. La courbe de l’e´cart type n’est pas donne´e car elle est juge´e peu signifi-
cative.
3.7.3 Extraction ¿ all in one À en conside´rant l’influence du signal dans
un seul canal
Les figures 3.14 et 3.15 sont trace´es en conside´rant un seuil h = 1, 8.
La figure 3.14 montre que cet extracteur est tre`s sensible a` la fausse alarme. Seuls trois points
peuvent eˆtre conside´re´s comme acceptables (fausse alarme infe´rieure a` 0.2). On note aussi que
pour ces points l’e´cart type est de l’ordre de 10−4 : la pre´cision n’est donc pas ame´liore´e. Cet
extracteur est juge´ non pertinent.
3.7.3.1 Extraction ¿ all in one À en conside´rant l’influence du signal dans plusieurs ca-
naux
Les figures 3.16 et 3.17 montrent l’influence du seuil h et du lobe principal. Elles sont trace´es
en conside´rant w0 = 10−4 et w1 = 10−4. On note, comme pre´ce´demment avec l’extracteur puis
la de´tection, que la prise en compte du lobe principal permet d’atte´nuer fortement la fausse
alarme. Par contre la prise en compte du lobe principal agit fortement sur la probabilite´ de
de´tection, il faut donc l’estimer au mieux. Si le lobe est bien estime´, le seuil influence peu le
signal. Enfin la figure 3.17 montre que cet extracteur est tout aussi pre´cis que l’extracteur en
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FIGURE 3.14 – Influence de w0 et w1 sur la fausse alarme et la de´tection
FIGURE 3.15 – Influence de w0 et w1 sur l’erreur quadratique moyenne
deux bloc si on ne surestime pas le lobe.
La figure 3.18 nous montre l’influence de w0 et w1 en conside´rant un seuil h = 1.8 et un
lobe agissant sur 8 canaux. On voit ici que l’ensemble des points est proche du point ide´al (0,1)
surtout si w0 < 10−2 et w1 < 10−2.
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FIGURE 3.16 – Influence du seuil et du lobe principal sur la fausse alarme et la de´tection
FIGURE 3.17 – Influence du seuil et du lobe principal sur l’erreur quadratique
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FIGURE 3.18 – Influence de w0 et w1 sur la fausse alarme et la de´tection
3.8 Conclusion
Deux techniques d’extraction/de´tection de pistes de cosinus a` l’aide des mode`les de Markov
ont e´te´ pre´sente´es dans ce chapitre. Elles ont e´te´ utilise´es sous deux hypothe`ses diffe´rentes. Les
re´sultats de ces extracteurs fournis a` la fin du chapitre permettent de conclure que l’on ne peut
pas ne´gliger l’influence de la largueur du lobe principal dans le signal surtout si l’on conside`re
l’extracteur ¿ all in one À, l’extraction puis la de´tection est lui un peu plus robuste a` l’influence
de la largeur du lobe principal.
Les re´sultats nous montrent aussi que si on prend correctement en compte le lobe principal, on
a peu d’e´cart de performance entre l’extraction puis la de´tection ou l’extraction ¿ all in one À.
Cet extracteur est aussi un peu plus robuste a` la de´tection et semble plus adapte´ a` l’extraction
mono piste. On conseille donc son utilisation si on ne recherche qu’un seul signal. Cependant
l’extraction et la de´tection en deux blocs sont utiles dans le cas multi pistes comme on va le voir
dans le chapitre suivant.
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Chapitre 4
L’extraction multisources
4.1 Objectif du chapitre
Ce chapitre aborde plusieurs algorithmes d’extraction multipistes a` base d’algorithme HMM
et compare leurs performances. Ces algorithmes doivent pouvoir extraire plusieurs signaux dans
une image gisement-temps en utilisant les principes de l’extraction monosource aborde´s dans
le chapitre 3. Le principal proble`me concerne la gestion du croisement des pistes qui est illustre´
par les figures 4.1, 4.2 et 4.3. Sur l’image 4.1 on peut voir une formation de voies en pre´sence
de 2 sources. Sur la figure 4.2 la premie`re source est donne´e par la piste bleue, la deuxie`me
source par la piste rouge. La dernie`re image montre une extraction re´alise´e ; on peut voir que
lors du croisement les deux pistes l’extracteur confond les pistes. Une technique d’extraction
multipstes untilisant les algorithmes EM [24, 25], est utilise´ dans [7]. A la diffe´rences de ce que
nous proposons,les auteurs dans cet article conside`rent le cas de pistes pre´sentes de l’instant
initial a` l’instant final. En outre, leur extracteur base´ sur le filtre de Kalman, est utilise´ sur une
image gisement-temps construire par la me´thode de Capon [9].
4.2 Organisation du chapitre
Ce chapitre est articule´ en 4 sections principales. La premie`re partie est consacre´e a` la
mode´lisation mathe´matique. On y pre´sente le vecteur d’e´tat et l’observation. La section sui-
vante de´veloppe un algorithme d’extraction pour L pistes. Cette extraction est base´e sur le
mode`le HMM et sur un syste`me d’exclusion qui permet d’extraire L pistes en meˆme temps.
Une troisie`me partie est consacre´e aux nombreux proble`mes rencontre´s lors de la gestion des
croisements de pistes. Une dernie`re partie aborde une autre technique d’extraction qui effectue
l’extraction des L pistes les unes apre`s les autres.
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FIGURE 4.1 – Image issue du traitement d’antenne en pre´sence de deux sources
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FIGURE 4.2 – Piste re´elle de cosinus
4.2.1 Le vecteur d’e´tat
On suppose tout au long de ce chapitre que L sources sont pre´sentes. L’ensemble des sources
est indice´ par la lettre l ∈ [1, L]. Le nombre L est suppose´ connu. En pratique on le surestime.
A chaque instant k, la source l se trouve dans un gisement θlk qui correspond a` la voie m
l
k ∈ Z.
On a :
2mlk
M
− 1 ≤ cos (θlk) ≤ 2(mlk + 1)M − 1
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FIGURE 4.3 – Pistes extraites de cosinus. On note une mauvaise gestion du croisement.
On note clk =
2mlk
M
− 1. Au cours du temps la source se manifeste dans la succession de voies :
cl =
{
cl1, · · · , clk = cos
(
θlk
)
, · · · , clK
}
.
Cette piste peut se mode´liser comme e´tant l’e´chantillonnage d’une fonction continue dans le
temps ck(t). On de´finit alors le de´filement par :
vl =
{
vl1, · · · , vlk, · · · , vlK
}
avec,
vlk = S
slk
J
, slk, J ∈ Z
Avec S qui est la vitesse de pente maximum de la piste.
Ainsi pour chaque piste de cosinus l on introduit le vecteur d’e´tat suivant :
xlk =
(
mlk
slk
)
.
Comme dans le chapitre 3, mlk et s
l
k prennent leurs valeurs dans un espace discret entre −
M
2
et
M
2
− 1 pour mlk et −J , J pour slk.
Il y a donc M(2J +1) e´tats possibles qui sont nume´rote´s a` l’aide de la fonction κ introduite
dans la section 3.5.1.1.3 du chapitre 3.
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Ce vecteur d’e´tat est re´gi suivant l’e´quation 3.4 :
xlk = Hx
l
k-1 + η
′
k,
H =
[
1 ²
0 1
]
,
² =
MSδt
2J
.
4.2.2 Observations
Le signal rec¸u sur chaque capteur, pour un snapshot k est compose´ de L sources et du bruit.
Ce qui permet d’e´crire :
rp,k(t) =
L∑
l=1
al,k sin
(
2pifl,k
[
tk −
pd
C
cos(θlk)
]
+Ψ1,k
)
+ ηp,k
La formation de voies se mode´lise ainsi [7] :
‖Yk(Φ)‖2 =
L∑
l=1
gclk(Φ) + ε
ou` gclk est la re´ponse de la formation de voies pour le signal nume´ro l.
ε est le bruit introduit dans la section 2.5 du premier chapitre. On le suppose de moyenne PN2σ2
et de variance 2P 2N3σ4.
Comme dans le cas mono source, les observations sont donne´es par :
zk =
(∥∥∥Y(Φ−M
2
)
∥∥∥2 , · · · ,∥∥∥Y(ΦM
2
−1)
∥∥∥2) .
Elles permettent de mettre en place diffe´rentes techniques d’extraction a` base des me´thodes
HMM.
4.3 La me´thode globale
Dans le cas multipiste la vraisemblance est de´finie par :
Pr
(
x1k, · · · , xLk|ZK
)
,
la me´thode globale consiste a` calculer cette vraisemblance sur l’ensemble de l’espace d’e´tat
pour appliquer le MAP .(
xˆ1k, · · · , xˆLk
)
= argmax
[
Pr
(
x1k, · · · , xLk|ZK
)]
.
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Donc en connaissant la vraisemblance sur les
M(2J + 1)!
(M(2J + 1)− L)! combinaisons d’e´tats pos-
sibles on peut calculer le MAP .
Une me´thode pour de´terminer la vraisemblance sur ces e´tats existe [13]. Cependant cette tech-
nique est tre`s lourde en temps de calcul du fait de l’explosion combinatoire du nombre d’e´tats.
Et de`s que M(2J +1) est grand elle devient donc tre`s vite inexploitable. Comme cette the`se on
a M(2J + 1) = 384 soit 147042 combinaisons possibles. On doit utiliser une autre technique
d’extraction.
4.4 L’extraction paralle`le
4.4.1 Principe
Cette me´thode consiste a` affecter a` chaque piste l un extracteur. L’extraction des pistes se
re´alise simultane´ment, et est base´e sur un principe d’exclusion ce qui permet a` chaque extracteur
de traiter en priorite´ une source et d’exclure les autres sources potentielles.
Pour cela, on introduit un nouvel e´tat qui traduit l’exclusion de pistes :
ωlk =
{
xk 6= xrk, r 6= l r ∈ [1, L]
}
.
i.e L’e´ve´nement comple´mentaire de ωlk est :
ω¯lk =
{
x1k, · · · , xl−1k , x
l+1
k , · · · , x
L
k
}
On forme ensuite l’ensemble :
Ωlk =
{
ωl1, · · · , ωlk
}
.
On admettra que la vraisemblance a` maximiser est approxime´e selon :
Pr
(
x1k, · · · , xLk|ZK
)
≈ cste
L∏
l=1
Pr
(
xlk|ZK ,Ωlk
)
.
En appliquant le MAP , on a :(
xˆ1k, · · · , xˆLk
)
= ∪l argmaxxlk
[
Pr
(
xlk|ZK ,Ωlk
)]
.
La maximisation se fait ainsi sur chaque e´tat pris se´pare´ment. Pour chaque extracteur on doit
maximiser :
xˆlk = arg maxxlk∈U
[
Pr
(
xlk|ZK ,Ωlk
)]
.
Pr
(
xlk|ZK ,Ωlk
)
est obtenu a` l’aide d’un algorithme forward-backward que l’on a modifie´
afin de prendre en compte l’exclusion.
Avec cette me´thode on a plus que LM(2J + 1) points de vraisemblance a` calculer.
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4.4.2 L’algorithme forward backward multisource
Cet algorithme permet de calculer sur l’ensemble de l’espace d’e´tat la vraisemblance :
γlk(i) , Pr
(
xlk = i|ZK ,ΩlK
)
Pour ce calcul il est ne´cessaire de connaitre la probabilite´ forward :
αlk(i) , Pr
(
xlk = i|Zk,Ωlk
)
On calcule aussi la probabilite´ backward :
βlk(i) , Pr
(
xlk = i|Zk+1;K ,Ωlk;K
)
A l’aide de ces deux probabilite´s on a :
γlk(i) =
αlk(i)β
l
k(i)∑
u∈U
αlk(u)β
l
k(u)
.
Le calcul de αlk(i) s’obtient a` partir de nouvelles probabilite´s
qα,lk (i) , Pr
(
wlk|xlk = i,Ωlk−1, Zk
)
,
αlqk (i) , Pr
(
xlk = i|Zk,Ωlk−1
)
,
α˜lk(i) , Pr
(
xlk = i, Zk,Ω
l
k−1
)
,
et de meˆme βlk(i) s’obtient a` partir de :
qβ,lk (i) , Pr
(
wlk|xlk = i,Ωlk+1:Zk , Zk+1:K
)
,
β˜lk(i) , Pr
(
xlk = i|Zk+1:K ,Ωlk+1:K
)
,
On montre alors que :
αlk(i) =
α˜lk(i)q
α,l
k (i)
U∑
u=1
α˜lk(u)q
α,l
k (u)
(4.1a)
βlk(i) =
β˜lk(i)q
β,l
k (i)
U∑
u=1
β˜lk(u)q
β,l
k (u)
. (4.1b)
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Avec :
qα,lk (i) =
L∏
r = 1
r 6= l
1−
∑
u∈Ωis
α˜rk(u) (4.2a)
qβ,lk (i) =
L∏
r = 1
r 6= l
1−
∑
u∈Ωis
β˜rk(u), (4.2b)
Ωis repre´sente l’ensemble des canaux que l’on juge influence´s par un signal a` l’e´tat i.
Cet ensemble comprend les e´tats dont le cosinus est compris entre κ1(i) − em et κ1(i) + em.
Ainsi que l’ensemble des canaux dont la pente est compris entre κ2(i)− es et κ2(i) + es.
les quantite´s em et es sont fixe´es par l’utilisateur. En re´crivant les e´quations (4.2a) et (4.2b) on
a :
qα,lk (i) =
L∏
r = 1
r 6= l
1−
κ1(i)+sm∑
j=κ1(i)−sm
κ2(i)+sm∑
n=κ2(i)−sm
α˜rk(κ(j, n))
qβ,lk (i) =
L∏
r = 1
r 6= l
1−
κ1(i)+sm∑
j=κ1(i)−sm
κ2(i)+sm∑
n=κ2(i)−sm
β˜rk(κ(j, n)).
Enfin α˜lk(i), et β˜
l
k(i) s’obtiennent a` l’aide de α
l
k−1(i) et β
l
k(i).
α˜lk(i) =
U∑
u=1
Bl(k, i)Al(i, u)αlk−1(u)
U∑
j=1
U∑
u=1
Bl(k, j)Al(j, u)αlk−1(u)
(4.3a)
β˜lk(i) =
U∑
u=1
Bl(k, u)Al(u, i)βlk+1(u)
U∑
j=1
U∑
u=1
Bl(k, u)Al(u, j)βlk+1(u)
(4.3b)
Avec
Al(i, u) = Pr
(
xlk = i|xlk-1 = u
)
Bl(k, u) = Pr
(
zk|xlk = u
)
.
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Al est la matrice de transition associe´e a` l’e´tat xlk elle s’obtient a` l’aide de l’e´quation d’e´tat.
Bl(k, u) est la matrice de vraisemblance. Elle de´pend donc de la loi de vraisemblance et des
hypothe`ses que l’on effectue sur cette loi.
Une fois de´termine´es Al et Bl, il suffit d’initialiser l’algorithme avec αl0(u) et β
l
K+1(u), afin
de retrouver l’ensemble des αlk(u) et β
l
k(u) .
4.4.3 Obtention de la matrice Al
Les e´tats xlk e´tant inde´pendants entre eux, leur propagation ne de´pend que de x
l
k-1. Tous les
e´tats suivent la meˆme e´quation :
xlk = H
lxlk-1 + η
′
l
Avec
H l =
[
1 ²l
0 2
]
et η′l qui est un bruit de moyenne nulle et de matrice de covariance :
Rl = g

1
3
1
2²l
1
2²l
1
²2l

Donc :
Al = Ae ∀l
Ae e´tant l’expression 3.5 a` la page 41.
4.4.4 Obtention de la matrice Bl
Pour le calcul de cette vraisemblance Bl, on suppose que l’e´tat xlk agit seulement sur
quelques canaux proches et qu’aucun autre signal ne vient perturber ces canaux la`.
D’apre`s le chapitre pre´ce´dent (3) :
bli(zk) = Pr
(
zk|xlk = i
)
bli(zk) = cst
i+ν∏
m=i1−ν
exp
[
g(Φm, i1) (zk,m − g(Φm, i1)− PN2σˆ2)
4σ2P 2N3σˆ4
]
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Avec m = κ1(xlk). On utilise une expression normalise´e qui permet de n’avoir que les termes
de´pendants de i1 :
bN,li (zk) =
bli(zk)
M−1∑
j=0
blj(zk)
bN,li1 (zk) =
i1+ν∏
m=i1−ν
exp
[
g(Φm, i1) (zk,m − g(Φm, i1)− PN2σˆ2)
4σ2P 2N3σˆ4
]
Donc Bl ne de´pend pas l, on la note Be qui est l’expression 3.6 a` la page 46 donne´e dans le
chapitre 3.
4.4.5 Initialisation
Il nous faut donc une initialisation propre pour chaque piste qui soit diffe´rente deux a` deux
et en sachant que ∀l :
U∑
i=1
Πl(i) = 1
Pour cela Πl est donne´ selon un cre´neau :
Πl(i) =

aL
{[a+ b (L− 1)]MI}MI si i ∈
{[
(l − 1)M
L
]
, · · · ,
[
lM
L
− 1
]}
,∀m = −J, · · · , J
bL
{[a+ b (L− 1)]MI}MI ailleurs
a et b de´terminent la hauteur des cre´neaux. On prendra ge´ne´ralement a = 1 et b =
a
10
. Si on
pose b = 0 on interdit purement et simplement la pre´sence de piste dans une certaine bande.
La figure 4.4 montre un exemple d’initialisation en conside´rant deux pistes pre´sentes.
4.4.6 Re´affectation
Lors du calcul de γlk(i), on lui affecte la piste forward α
l
k(i) et backward β
l
k(i) lui corres-
pondant. Or αlk(i) et β
l
k(i) sont calcule´s inde´pendamment entre eux, donc rien n’indique que la
probabilite´ forward αlk(i) de la piste l corresponde a` la probabilite´ l backward β
l
k(i).
C’est pourquoi pour chaque piste l de γl, on estime une piste forward α
a(l)
k (i), de nume´ro a(l).
et la piste backward βb(l)k (i)de nume´ros b(l) qui corresponde.
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FIGURE 4.4 – Exemple d’initialisation pour deux pistes
La probabilite´ γlk(i) est alors donne´e par :
γlk(i) =
α
a(l)
k (i)β
b(l)
k (i)∑
u∈U
α
a(l)
k (u)β
b(l)
k (u)
. (4.4)
γlk(i) =
α
a(l)c
k (i)β
b(l)c
k (i)∑
u∈U
α
a(l)c
k (u)β
b(l)c
k (u)
. (4.5)
a(l) et b(l) s’obtiennent a` l’aide d’une matrice C de taille L× L de´finie par :
C(u, v) =
K∑
k=1
U∑
i=1
αuck (i)β
vc
k (i); u, v = 1, · · · , L.
A partir de C on estime a(l) et b(l) en effectuant L fois les e´tapes suivantes : Pour j allant de 1
a` L :
a(l), b(l) = argmax
u,v
(C)
C(a(l), j) = 0 ∀j = 1, · · · , L
C(i, b(l)) = 0 ∀i = 1, · · · , L
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4.4.7 Re´sume´ de l’algorithme
L’algorithme forward backward paralle`le se construit ainsi :
Initialisation de αl0(u) et β
l
0(u)
Pour k allant de 1 a` K
Pour u allant de 1 a` U
Pour l allant de 1 a` L
Calcul de α˜lk(u), voir (4.3a)
Calcul de β˜lk(u), voir (4.3b)
fin pour
Pour l allant de 1 a` L
Calcul de qα,lk (u), voir (4.2a)
Calcul de qβ,lk (u), voir (4.2b)
Calcul de αlk(u), voir (4.1a)
Calcul de βlk(u), voir (4.1b)
fin pour
fin pour
fin pour.
Calcul de la matrice C
De´termination des a(l), b(l)
Pour k allant de 1 a` K
Pour u allant de 1 a` U
Pour l allant de 1 a` L
Calcul de γl, voir (4.5)
fin pour
fin pour
fin pour
4.4.8 La de´tection
Chaque piste l doit maintenant eˆtre valide´e par la de´tection. Pour cela on introduit un e´tat
Γlk comme dans la section 3.5.2.2 du chapitre 3
– Γlk = 0 la piste l n’est pas pre´sente a` l’instant k.
– Γlk = 1 la piste l est pre´sente a` l’instant k et se trouve a` l’e´tat xlk.
On associe a` cet e´tat les probabilite´s de transition Pr
(
Γlk = 0|Γlk−1 = 1
)
= wl1 et
Pr
(
T lk = 1|T lk−1 = 0
)
= wl0.
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On a ainsi
Adl =
(
1− wl0 wl0
wl1 1− wl1
)
De meˆme que dans la section 3.5.2.2 la matrice de vraisemblance est donne´e par
Bdl ,

Pr(xˆl0 = i|Γlk = 0) Pr(xˆl0 = i|Γlk = 1)
...
Pr(xˆlk = i|Γlk = 0) Pr(xˆlk = i|Γlk = 1)
...
Pr(xˆlK = i|Γlk = 0) Pr(xˆlK = i|Γlk = 1)

On calcule ensuite Pr
(
T lk|xlk, zK
)
a` l’aide d’un forward-backward.
4.4.9 Evaluation des performances de l’extracteur
Pour e´valuer les performances de l’extracteur, on a mis en place une simulation de Monte
Carlo sur 500 tirages. On a K = 450 snapshots, et l’observateur effectue une manœuvre entre
les snapshots 100 et 150.
Les vraies pistes sont donne´es par la figure 4.2 a` la page 67.
Elles sont note´es par :
cv(1) = {cv,1(1), · · · , cv,K(1)}
et cv(2) = {cv,1(2), · · · , cv,K(2)} avec K = 450.
Lors de chaque tirage, on calcule l’image gisement-temps avec M = 128 canaux pre´sents, les
tirages sont indice´s par la lettre r = 1, · · · , 500.
Pour chaque tirage, l’extracteur nous fournit deux pistes que l’on note
c(r)(1) = {c1(1), · · · , cK(1)} et
c(r)(2) = {c1(2), · · · , cK(2)} avec r = 1, · · · , 100.
Lors de ces sce´narii mulpistes, les pistes sont pre´sentes du de´but a` la fin de l’e´coute. Pour
e´valuer les performances des diffe´rents extracteurs, on utilise deux estimateurs base´s sur l’erreur
quadratique moyenne utilise´e dans la section 3.7.1 du chapitre 3.
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4.4.9.1 Outils d’e´valuation des performances de l’extraction
4.4.9.1.1 Mise en place mathe´matique des fonctions couˆts
Le premier couˆt est donne´ par :
e1 =
1
500K
500∑
r=1
1
2
min
(∥∥c(r)(1)− cv(1)∥∥2 + ∥∥c(r)(2)− cv(2)∥∥2 ,∥∥c(r)(1)− cv(2)∥∥2 + ∥∥c(r)(2)− cv(1)∥∥2) ,
avec
‖cr(i)− cv(j)‖2 =
K∑
k=1
(
c
(r)
k (i)− cv,k(j)
)2
Le deuxie`me couˆt est donne´ par :
e2 =
1
500K
500∑
r=1
K∑
k=1
1
2
min
[(
c
(r)
k (1)− cv,k(1)
)2
+
(
c
(r)
k (2)− ck,v(2)
)2
,
(
c
(r)
k (1)− cv,k(2)
)2
+
(
c
(r)
k (2)− cv,k(1)
)2]
,
On sait que l’extracteur nous donne des valeurs e´chantillonne´es. Si on avait un extracteur parfait
on aurait
ck < cv,k < ck +
2
M
.
2
M
=
1
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est le pas d’e´chantillonnage qui de´termine la pre´cision de notre mesure. Donc dans le
cas d’un estimateur parfait les couˆts e1 et e2 doivent s’approcher de em =
4
12M2
= 2.03 10−5.
D’autre part on a toujours e2 ≤ e1.
Une estimation de la non de´tection (Pnd) est effectue´ par le calcul suivant :
Pnd =
1
500K
500∑
r=1
K∑
k=1
2∑
i=1
1
2
I
c
(r)
k (i)6=100
Avec I
c
(r)
k (i)6=100
qui est a la fonction indicatrice :
I
c
(r)
k (i)6=100
= 0 si c(r)k (i) = 100
I
c
(r)
k (i)6=100
= 1 si c(r)k (i) 6= 100
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4.4.9.1.2 Interpre´tation de ces couˆts
Le couˆt e2 est introduit pour e´valuer la qualite´ du croisement de pistes. En effet dans le cas
particulier de la figure 4.3, on a confondu les pistes lors du croisement. En effet sur la figure les
deux pistes effectuent un ¿ demi-tour À et non un ¿ croisement À.
Dans ce cas pre´cis on a e2 = 1000em donc relativement e´loigne´ de em alors que e1 est lui
de l’ordre de 10em qui est proche des re´sultats effectue´s dans le cadre du monosource vu dans
la section 3.7.1.
Ce re´sultat tend a` montrer que si on exclut le croisement, l’extraction n’est pas aberrante et
que l’on a bien deux pistes distinctes.
La figure 4.5 montre une estimation rate´e ou` les pistes se confondent a` un moment donne´. Dans
ce cas, on a e1 et e2 tre`s e´loigne´ de em ce qui confirme que l’extraction est mauvaise.
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FIGURE 4.5 – Extraction confondant les pistes
4.4.9.2 Re´sultats obtenus avec l’extracteur paralle`le
On conside`re deux pistes pre´sentes dans l’image et sans trou de de´tection afin de voir l’in-
fluence des croisements de pistes. Le premier extracteur paralle`le est amorce´ avec ςhm = 0.1
hors manœuvre et ςdm = 0.5 pendant la manœuvre. Le deuxie`me extracteur est initialise´ avec
ςhm = 0.1 et ςdm = 0.6. Les courbes de la figure 4.6 montrent l’e´volution de e2 en rouge, e1
en bleu et de non de´tection en vert en fonction du lobe principal et du seuil de de´tection. Elles
sont trace´es pour w0 = 10−4 et w1 = 10−4. La figure 4.7 nous montre les meˆmes courbes en
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fonction des probabilite´s w0 et w1 ; elles sont trace´es en prenant un lobe agissant sur 8 canaux
et un seuil de 0.5.
FIGURE 4.6 – Influence du lobe principal et du seuil de de´tection sur l’extracteur paralle`le
FIGURE 4.7 – Influence de w0 et w1 sur l’extracteur paralle`le
On remarque que la probabilite´ de non de´tection devient vite tre`s e´leve´e lorsque le seuil
augmente et que l’on ne´glige l’influence du signal sur les canaux voisins du canal principal.
Si le seuil est de 0.2 on remarque que la de´tection est assure´e mais lors de test sur des images
multipistes pre´sentant un trou de de´tection on a remarque´ que la fausse alarme e´tait a` 1. Ce seuil
fut seulement teste´ pour voir la limite basse de notre extracteur. Il nous permet aussi de voir la
pre´cision de notre extracteur avec les courbes de e1 et e2 qui sont calcule´es sur l’ensemble des
points de l’image (K = 450).
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FIGURE 4.8 – Structure de la matrice A
Or on constate que e1 et e2 sont souvent de l’ordre de 0.1 donc tre`s supe´rieur a` em. Cette
diffe´rence s’explique par le fait que l’on a une dizaine de cas ou` l’extracteur de´croche de la
piste. . Si on e´carte ces 10 mauvaises extractions, dans la plupart des autres cas l’extraction
se passe comme dans le cas illustre´ par la figure 4.3 ou` l’extracteur confond les pistes lors du
croisement, ce qui explique donc que e1 soit largement supe´rieur a` et e2.
Ces courbes nous montrent que cet extracteur n’est donc pas adapte´ a` la situation.
4.4.9.3 Re´solution du proble`me du de´crochage des pistes et de la gestion des croisements
de pistes
On a vu que l’extracteur confond les pistes sur le croisement. Cette confusion est due a` la
quantification des cosinus qui n’est pas adapte´e a` la physique du proble`me avec des valeur de
² < 1.
Durant tous nos travaux, on a conside´re´ 3 e´tats de pentes possibles que l’on note −1, 0, 1
qui correspondent a` un e´cartement ς comme vu dans le chapitre 3. Dans nos sce´narii, on a des ς
de l’ordre de 0.1 lorsque le bateau ne manœuvre pas et ς autour de de 0.5 lors de la manœuvre.
A cause de ces faibles valeurs infe´rieures a` 1, les matrices d’e´tat Ae ne sont pas a` tendance
diagonale. La figure 4.8 illustre la structure des matrices A.
Or la structure non diagonale de la matrice affecte nos re´sultats car cela signifie que lorsque
a` l’instant k l’extracteur de´tecte une propagation vers la droite ou la gauche, a` l’instant k + 1
l’extracteur va privile´gier la propagation en ligne droite ne pouvant plus ainsi distinguer si une
piste vient de la droite ou de la gauche. Ceci explique que l’extracteur puisse confondre les
pistes lors du croisement et le de´crochage pour la piste trop de´filante.
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Afin de re´soudre ce proble`me plusieurs solutions empiriques ont e´te´ envisage´es :
La premie`re fut de remplacer ² dans la matrice A par la valeur 1. Malheureusement cette solution
a tendance a` faire ¿ sauter À les extracteurs d’une piste a` l’autre lorsque celles-ci se croisent.
(voir figure 4.9). Elle fut donc abandonne´e.
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FIGURE 4.9 – Extraction en sur-estimant ς
Une autre approche fut de ne conside´rer que deux de´placements possibles a` droite ou a`
gauche soit I = 2. On ¿ court-circuite À ainsi le de´placement en ligne droite. Malheureusement
cette technique ne donne pas de re´sultats satisfaisants et semble incompatible avec le concept
d’exclusion.
Une dernie`re approche est de rendre la matrice d’e´tat diagonale sans pour autant changer ².
Pour cela, on a introduit un coefficient c afin d’atte´nuer les probabilite´s de transition d’une pente
de 1 vers 0 (ou -1) et d’une pente de -1 vers 0 ou 1. Dans ce cas Pr(xk = i|xk-1 = j) est mul-
tiplie´ par c.
1
c
Pr(xk|xj = j).
Et si les e´tats xk et xk-1 ont la meˆme valeur de pentes ou que xk a une pente de 0 alors les
valeur de Pr(xk = i|xk-1 = j) sont maintenues .
Cette dernie`re approche donne des re´sultats satisfaisants avec c = 0.1, les figures 4.10 et
4.11 pre´sentent les re´sultats de e1, e2, et de non de´tection en fonction de l’influence du lobe
principal et du seuil, ou de w0 et w1.
Par rapport aux courbes de l’extracteur paralle`le simple on s’aperc¸oit que e1 et e2 sont
presque confondus la plupart du temps et souvent infe´rieurs a` 0.1. On note la` aussi que le
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FIGURE 4.10 – Influence du lobe principal et du seuil de de´tection sur l’extracteur paralle`le
FIGURE 4.11 – Influence de w0 et w1 sur l’extracteur paralle`le
meilleur extracteur doit conside´rer un lobe principal agissant sur 8 canaux et un seuil de 0.5 dans
ce cas on atteint des pre´cisions de l’ordre de 0.01 ce qui est infe´rieur au pas de quantification.
Cet extracteur offre donc des re´sultats inte´ressants et peut eˆtre retenu pour ses performances.
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4.5 L’extraction en deux passes
4.5.1 Principe
Cet extracteur utilise l’extracteur monosoure vu dans le chapitre pre´ce´dent. Il effectue plu-
sieurs passes apre`s avoir efface´ la piste pre´ce´demment trouve´e. Lors d’un premier passage il uti-
lise l’image de de´part avec les deux pistes et ne cherche qu’un seul signal. Ensuite l’effacement
de la piste s’effectue en remplac¸ant l’observation zk(mˆlk) ainsi que zk(mˆ
l
k + 1) et zk(mˆ
l
k) − 1
par l’e´nergie du bruit σˆ2k qui est estime´ par l’extracteur. On effectue ainsi un second passage
avec une image de de´part modifie´e. La figure (4.12) montre un exemple d’image pre´sentant un
effacement de piste :
FIGURE 4.12 – Image pre´sentant un effacement de piste
4.5.2 Re´sultats
Ce type de me´thode est de part sa construction non optimale : l’ordre de l’extraction des
pistes impacte le re´sultat global. Les figures 4.13 et 4.14 pre´sentent les courbes de e1 et e2 et de
non de´tection pour diffe´rentes valeurs de w1, w2, de lobe principal et de seuil de de´tection.
Par rapport a` la de´tection paralle`le on peut voir que l’on obtient une erreur quadratique plus
importante avec cette me´thode et une probabilite´ de non de´tection plus e´leve´e. On note par
contre que contrairement a` ce qu’on pourrait penser, on a moins d’erreurs dues au croisement
de pistes car e1 et e2 sont confondus. Ce qui tend a` prouver que dans le cas paralle`le le facteur
d’exclusion lors du croisement de piste favorise les ¿ demi-tours À plutoˆt que le croisement des
deux pistes. Enfin la prise en compte de la pre´sence du signal dans les canaux voisin du canal
principal est obligatoire mais une surestimation de celle ci n’entraıˆne pas de gros e´carts. Le
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FIGURE 4.13 – Influence du lobe principal et du seuil de de´tection sur l’extracteur paralle`le
FIGURE 4.14 – Influence de w0 et w1 sur l’extracteur paralle`le
seuil doit aussi eˆtre infe´rieur a` 1 afin d’avoir une non de´tection correcte. Enfin on note qu’a`
seuil de de´tection et un nombre fixe´ de canaux touche´s par le signal, les probabilite´s w0 et w1
influencent peu les re´sultats.
Cet extracteur donne cependant des re´sultats bien moins satisfaisants que ceux obtenus avec
l’extraction paralle`le modifie´. Cependant ces re´sultats restent exploitable et contrairement a`
l’extraction paralle`le non modifie´ il ne pre´sente aucun cas de pistes confondues ou perdues.
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4.6 Conclusion
Dans ce chapitre on a mis en place diffe´rentes techniques d’extractions multisources. Une
technique effectuant l’ensemble des extractions en paralle`le, et une autre base´e sur la tech-
nique monosource. On a pu voir que l’influence du lobe principal du signal ainsi que le faible
de´filement du signal peut alte´rer les re´sultats lors du croisement de pistes dans le cas de l’ex-
tracteur paralle`le. Une modification de cet extracteur permet de mieux ge´rer le croisement de
pistes et donne des re´sultats tre`s satisfaisants. Mais cet extracteur est tre`s sensible au re´glage des
parame`tres. Pour pallier cela, une technique d’estimation de ces parame`tres (notamment pour
la largeur du lobe principal) doit eˆtre mise en place.
L’extracteur multi-passes donne lui des re´sultats plus robustes aux parame`tres mais bien moins
pre´cis.
La gestion du croisement de piste dans le cas du l’extracteur paralle`le ne´cessite une modifi-
cation de la matrice d’e´tat. Cependant cette modification bien qu’ame´liorant les re´sultats n’est
pas optimum et reste sensible aux parame`tres. Afin d’eˆtre suˆr de ne pas eˆtre geˆne´ par ce croise-
ment, la gestion de celui-ci doit eˆtre couple´e a` des techniques de trajectographies multipiste qui
sont pre´sente´es dans le chapitre suivant.
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Chapitre 5
Trajectographie
5.1 Objectif du chapitre
Ce chapitre pre´sente diffe´rents algorithmes qui permettent d’estimer la trajectoire d’une ou
plusieurs sources en mouvement rectiligne uniforme a` partir des pistes fournies par l’extracteur
HMM. Le re´sultat de la trajectographie validera l’extraction.
Ces mesures sont :
– des pistes de fre´quences extraites d’image temps fre´quence ;
– ou des pistes de cosinus de gisement extraites d’une image gisement-temps par la me´thode
pre´sente´ dans les chapitres 3 et 4.
Enfin une approche innovante de trajectographie dans le cas multipiste est pre´sente´e dans ce
chapitre. Cette technique nous permet de ge´rer le croisement de pistes non plus avec l’extraction
mais en conside´rant seulement la trajectographie.
5.2 Organisation du chapitre
Dans une premie`re partie, la trajectographie par mesures de fre´quences seules est pre´sente´e.
Dans une deuxie`me partie, on pre´sente la trajectographie sur des mesures de cosinus ex-
traites d’une image gisement-temps. Cette partie se compose de deux sections :
– Une premie`re section est consacre´e a` la trajectographie sur une seule piste de cosinus
(pouvant eˆtre interrompue). On examine dans ce cadre les effets d’un rebouclage de la
trajectographie sur l’extraction.
– Une deuxie`me section est consacre´e a` la trajectographie a` partir de deux pistes en cosinus
qui se croisent.
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5.3 La trajectographie sur des mesures issues d’images temps-
fre´quence
5.3.1 La trajectographie sur des mesures fre´quentielles
5.3.1.1 Principe d’estimation par moindres carre´s
Dans cette partie on suppose que le sonar est immobile et qu’une source en mouvement
rectiligne uniforme (MRU) e´met une sinusoı¨de pure de fre´quence f0.
Cette situation se rencontre dans le cas de sonar ¿ trempe´ À (boue´e acoustique). L’effet Dopler
se manifeste sur la fre´quence rec¸ue a` l’instant t par
f(t) = f0
[
1− d˙(t)
C
]
(5.1)
ou` d˙(t) est la vitesse radiale, C la ce´le´rite´ du son dans l’eau.
La source passe au plus pre`s du sonar a` une distance note´e dcpa a` l’instant note´ tcpa. La
connaissance de sa vitesse V , de dcpa et tcpa, permettent de reconstruire la trajectoire de la
source a` une rotation pre`s (cf Fig. 5.1).
FIGURE 5.1 – Trajectoire d’une source en MRU
On de´finit alors le vecteur d’e´tat suivant
W , (dcpa, V, f0, tcpa)T = (W1,W2,W3,W4)T .
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A l’aide de ce vecteur, la fre´quence rec¸ue (5.1) par le sonar s’e´crit :
ft(W ) , W3
1− W 22 (t−W4)
C
√
W 21 +W
2
2 (t−W4)2
 .
La connaissance de ft(W ) a` des instants diffe´rents permet de de´terminer W et donc la trajec-
toire (observabilite´).
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FIGURE 5.2 – Image temps fre´quence
La mesure que l’on a extrait peut se mode´liser ainsi :
fk = ftk(W ) + εf,k,
ou` εf,k repre´sente l’erreur de mesure. Cette erreur a plusieurs origines :
– la quantification des mesures ne nous permet pas d’avoir une meilleure pre´cision que le
pas de quantification. Cette erreur a une variance connue qui est : σ2q =
F 2e
12N2
et donc
de´finie par des parame`tres physiques ;
– Une erreur d’extraction ;
– La pre´sence de bruit sur les capteurs.
Les mesures fk sont issus d’un extracteur de type HMM sur une image temps fre´quence (ap-
pele´ lofargramme voir figure 5.2). Ce genre d’extracteur fut pre´sente´ par Se´bastien Paris dans
sa the`se et dont le principe est rappele´ en annexe C.
D’apre`s Se´bastien Paris, l’erreur introduite par l’extracteur meˆme a` de tre`s faible RSB (de
l’ordre de 4 dB) reste de l’ordre de σ2q . La trajectographie consiste alors a` estimer le parame`tre
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W a` l’aide des mesures fk, k = 1, · · · , K − 1.
Pour cela on propose la me´thode des moindres carre´s. Elle consiste a` rechercher le parame`tre
Wˆ qui minimise la fonction suivante :
Qf (W ) ,
K∑
k=1
[fk − fk(W )]2 .
Soit :
Wˆ = argmin
W
Qf (W ).
Du fait du caracte`re non line´aire de Qf (W ), cette minimisation ne peut eˆtre obtenue directe-
ment, et doit faire appel a` des algorithmes ite´ratifs de type Gauss-Newton ou simplex [26].
5.3.1.2 Borne de Cramer Rao
Afin de ve´rifier la performance de notre estimateur, on calcule la borne de Cramer Rao
(BCR) des estimateurs sans biais. Elle repre´sente la matrice de covariance the´orique ¿ mini-
male À de tout estimateur sans biais pour un mode`le de bruit donne´. Elle est e´gale a` l’inverse de
la matrice d’information de Fisher. Dans le cas de mesures inde´pendantes, la matrice d’infor-
mation de Fisher, note´e I(W ), est donne´e par :
I(W ) ,
K∑
k=1
CovW {∇W ln [L (W |fk)]}
ou` L(W |fk) est la vraisemblance de W sachant fk. Si on suppose que εf,k est un bruit centre´
gaussien de variance σ2q , alors on a :
L (W |fk) = 1√
2piσq
exp
{
− [fk − f (W )]
2
2σ2q
}
et
I(W ) =
K∑
k=1
1
σ2q
∇Wfk (W )∇TWfk (W ) ,
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avec
∇Wfk =

W1W
2
2W3(W4 − t)
C
[
W 21 +W
2
2 (W4 − tk)2
] 3
2
− W2W3(W4 − t)
C
[
W 21 +W
2
2 (W4 − tk)2
] 3
2
1− W
2
1 (W4 − tk)
C
√
W 21 +W
2
2 (W4 − tk)2
− W
2
1W
2
2W3
C
[
W 21 +W
2
2 (W4 − tk)2
] 3
2

.
5.3.1.3 Re´sultats the´oriques a` l’aide de simulation de Monte Carlo
Afin de valider notre module extracteur/trajectographie, on effectue des simulations de
Monte-Carlo sur un sce´nario donne´. Le sce´nario est le suivant : on dispose d’un sonar trempe´
immobile qui e´coute une source en mouvement pendant 25 minutes. La source se de´place a` une
vitesse de 10 ms−1 ; elle e´met une fre´quence de 300 Hz, passe au plus pre`s du sonar a` une
distance de 5000m et met 720 s pour arriver a` ce point la`.
L’image temps fre´quence est re´alise´e en utilisant une fre´quence d’e´chantillonnage de 1024
Hz. Les re´currences ont une dure´e de 4 s, soit N = 4096. Le signal est e´coute´ sur une dure´e de
30 minutes, on a donc K = 475 re´currences et le RSB est de -31 dB.
L’extraction sur l’image ainsi obtenue est re´alise´e avec qf = 0.25, ²f = 1 , w0 = 10−3,
w1 = 10
−1 h = 1.1. Cette extraction nous donne une piste fre´quentielle f = (f1, · · · , fK)
utilise´e ensuite par la trajectographie afin d’estimer
Wvrai =

5000m
10ms−1
300 Hz
720 s
 .
On re´alise alors ensuite une simulation de type Monte Carlo en effectuant 500 fois cette proce´dure.
On obtient 500 extractions de pistes diffe´rentes puis 500 estimations de trajectoire. Nous cal-
culons la moyenne empirique W¯ et la matrice de covariance Cov de l’ensemble des estime´s
obtenus{
W (r), r = 1, · · · , 500} que nous comparons a` la BCR :
W¯ =
1
500
500∑
r=1
Wˆ (r),
Cov =
1
499
500∑
r=1
(
W¯ − Wˆ (r)
)(
W¯ − Wˆ (r)
)T
.
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Les re´sultats suivants ont e´te´ obtenus :
W¯ =

4405m
9.51m.s−1
299.98 Hz
724 s
 ,Wvrai =

5000m
10m.s−1
300 Hz
720 s
 ,
Cov =

7.41 104 4.69 101 −4.10 10−1 1.31 102
4.69 101 3.07 10−2 −3.72 10−1 1.14 10−1
−4.10 10−1 −3.72 10−4 2.37 10−4 −1.27 10−1
1.31 102 1.14 10−1 −1.27 10−1 8.34 101
 ,
BCR =

2.06 104 1.41 101 1.44 10−1 −4.75 101
1.41 101 1.01 10−2 1.11 10−4 −3.66 10−2
1.44 10−1 1.11 10−4 6.69 10−5 −2.41 10−2
−4.75 101 −3.66 10−2 −2.41 10−2 1.08 101
 .
La BCR est calcule´e en supposant que le bruit de quantification est pre´ponde´rant. Ainsi
σq =
√
F 2e
12N2
= 7.22 10−2Hz.
En comparant la matrice de covariance empirique avec la BCR, on s’aperc¸oit que les termes
diagonaux (qui repre´sentent les variances et sont les plus significatifs) ont un facteur 3 pour la
plupart
Cette diffe´rence s’explique par le fait que :
– on a suppose´ avoir un extracteur nous fournissant des mesures gaussiennes parfaites ce
qui n’est pas tout a fait exact.
– dans le calcul de la borne on a pris en compte seulement le bruit duˆ a` la quantification.
– on a calcule´ la BCR pour 375 mesures de snapshot, sans tenir compte des non de´tections
fournies par l’extracteur.
Compte tenu des hypothe`ses faites sur la BCR et sur la vraisemblance, ces valeurs restent ac-
ceptables et tendent a` montrer que le couple extracteur HMM /trajectographie peut fonctionner.
Ainsi on va e´tendre cette application et adapter des modules de trajectographie sur les mesures
de cosinus de gisement issue du meˆme type d’extraction HMM.
5.4 Trajectographie sur des mesures de cosinus de gisement
5.4.1 Mode´lisation du proble`me
Dans le chapitre 3, on a extrait des mesures de cosinus de gisement note´es ck, k ∈ [1 K].
On mode´lise cette mesure ainsi :
ck = cv,k + εc,k
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ou` cv,k est le cosinus de gisement exact entre la source et l’antenne, et εc,k le bruit de mesure.
Ce bruit de mesure a` trois origines :
– la quantification des ck. On rappelle que ck =
2m
M
− 1, m = 0,M−1, M e´tant le nombre
de voies. La variance de cette erreur est donne´e par : η =
1
3M2
;
– une erreur de l’extracteur ;
– le bruit ambiant.
Dans la section 3.7.2 du chapitre 3, on a vu que les extracteurs fournissent des mesures dont
l’e´cart type est proche de l’erreur de quantification.
De plus cv,k est donne´ par :
cv,k , cos (bk) ,
ou` :
bk , hk − θk,
θk , arctan
(
xs(k)− xp(k)
ys(k)− yp(k)
)
.
(xp(k), yp(k)) sont les coordonne´es de l’antenne a` l’instant k, hk est le cap du porteur a` l’instant
k.
Les coordonne´es de la source a` l’instant k sont note´es (xs(k)ys(k)) (cf FIG. 2.2 du chapitre 2).
On suppose que la source est en mouvement rectiligne uniforme. Elle se de´place a` une vitesse
constante dont les coordonne´es dans le plan Nord Est sont note´es par (vxs, vys). Chaque point
(xs (k) , ys (k)) est donne´ par [27] :
xs(k) = xs(0) + tkvxs,
ys(k) = ys(0) + tkvys.
Le vecteur d’e´tat
W =

xs(0)
ys(0)
vxs
vys
 =

W1
W2
W3
W4

permet de reconstruire la trajectoire de la source.
Pour cela il faut que ce parame`tre soit observable, c’est a` dire que sans pre´sence de bruit de
mesures on puisse obtenir de manie`re unique W . D’apre`s [28] lorsque les mesures sont direc-
tement les azimuts, le porteur doit effectuer une manœuvre afin d’avoir l’observabilite´ [28].
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Conjecture :
L’observabilite´ de l’e´tat a` partir de mesures de cosinus de gisement a le meˆme statut que l’ob-
servabilite´ de l’e´tat a` partir de mesures d’azimut.
Dans nos sce´narii on utilise toujours la meˆme manœuvre qui est la suivante :
– De 0 a` 10 minutes le porteur suit un cap de 90˚ a` une vitesse constante de 7 ms−1 ;
– De 10 a` 20 minutes le porteur passe du cap de 90˚ a` un cap de 0˚ ;
– De 20 a` 30 minutes le porteur suit un cap de 0˚ a` une vitesse constante de 7 ms−1.
On utilise ensuite la technique du maximum de vraisemblance afin de de´terminer une esti-
mation de W note´e Wˆ a` l’aide des mesure ck.
5.4.2 Maximum de vraisemblance sur mesures suppose´es gaussiennes
5.4.2.1 Principe
On note ck(W ) la valeur du cosinus a` l’instant k pour un parame`tre W donne´, soit :
ck(W ) = cos
[
hk − arctan
(
W1 + tkW3 − xp(k)
W2 + tkW4 − yp(k)
)]
.
On choisit l’estimateur du maximum de vraisemblance. Cette me´thode consiste a` maximiser la
fonction de vraisemblance L(W |c1, · · · , cK).
Dans un premier temps, on va supposer que les mesures fournies par l’extracteur ne sont pas
aberrantes et conside´rer que εc,k est un bruit ale´atoire gaussien. La vraisemblance de l’e´tat W
sachant la mesure ck est :
L (W |ck) = 1√
2piη
exp
{
− [ck − ck (W )]
2
2η
}
.
Nous supposons les mesures inde´pendantes conditionnellement a` l’e´tat.
On pose
Qc(W ) ,
K∑
k = 1
ck 6= 100
[ck − ck (W )]2
2η
.
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Le maximum de vraisemblance revient a` rechercher Wˆ de´fini par :
Wˆ , argmax
W

K∏
k = 1
ck 6= 100
L (W |ck)
 .
⇔ Wˆ = argmin
W
[Qc(W )] .
Qc(W ) n’e´tant pas une fonction line´aire en W , la minimisation de la fonction est approche´e
a` l’aide de techniques nume´riques du type simplex ou Gauss-Newton.
Dans ces travaux, nous avons utilise´ l’algorithme Gauss Newton [29] utilisant les technique de
Levenberg [30] et utilise´ par Christophe De Luigi dans sa the`se [31] .
5.4.2.2 Re´sultats
Afin de tester la chaıˆne extraction trajectographie, on re´alise 500 fois le meˆme sce´nario et
on calcule Wˆ a` chaque fois.
La source se de´place a` une vitesse constante de 7ms−1 selon un cap de 50˚ et se trouve a` 20km
de l’antenne au de´part. On doit estimer les parame`tres suivants :
W =

15.3 103 m
12.9 103 m
5.36ms−1
4.49ms−1
 .
Les trajectoires du porteur et de la source sont l’objet de la figure 5.3.
On e´coute le signal pendant 30 minutes. La source e´met a` chaque instant un signal de
fre´quence pure 500 Hz rec¸ue par le porteur. La formation de voies est re´alise´e en e´chantillonnant
le signal a` 1024 Hz, la dure´e des snapshots est de 4s.
On re´alise alors 500 fois ce meˆme sce´nario afin d’avoir des images diffe´rentes sur lesquelles
on extrait la piste de cosinus de gisement a` l’aide de l’extracteur pre´sente´ au paragraphe 3.6 du
chapitre 3.
On utilise ensuite un extrateur ¿ All in oneÀ avec les parame`tres suivants g = 5, ςhm = 0.1 (va-
leur de ς hors manoeuvre du bateau), ςdm = 0.5 (valeur de ς durant la manœuvre), w0 = 10−4,
w1 = 10
−4, h = 1.9 et en conside´rant un signal agissant sur 13 canaux. Ces parame`tres sont
choisis d’apre`s les re´sultats pre´sente´s dans la section 3.7.1 du chapitre 3. C’est un extracteur
avec des performances moyennes en terme de fausses alarmes et de de´tection (lobe principal
sure´value´) qui se trouvent dans la ¿ norme À des extracteurs e´tudie´s dans le chapitre 3. Cet ex-
tracteur, qui n’est pas le meilleur, fut choisi afin de tester les performances de la trajectographie.
Un extracteur plus performant, dit optimise´ par la suite, est utilise´ toujours base´e sur la tech-
nique du ¿ All in one À mais on ne surestime pas le lobe et le seuil. Ce deuxie`me extracteur
utilise les parame`tres g = 5, ςhm = 0.1, ςdm = 0.5, w0 = 10−4, w1 = 10−4 h = 1.5 et conside`re
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FIGURE 5.3 – Trajectoire du porteur et de la source
que le signal n’agit que sur 5 canaux.
La comparaison des re´sultats entre nos deux extracteurs va permettre de savoir si les re´sultats
de la trajectographie sont fortement de´pendants de l’extraction car on applique ensuite la meˆme
trajectographie sur ces mesures extraites.
L’efficacite´ de chaque extracteur/trajectographie est mesure´e en calculant la moyenne empi-
rique note´e W¯ ainsi que la matrice de covariance empirique, note´e Cov, qui sont compare´es a`
W ainsi qu’a` la BCR.
5.4.2.2.1 Trajectographie re´alise´e sur une image qui pre´sente un signal du de´but a` la fin
de l’e´coute
Dans cette section, on re´alise l’extraction/de´tection sur des images qui ne pre´sentent au-
cun trou de de´tection tel que l’image FIG. 5.4. On re´alise ensuite l’extraction selon le principe
introduit dans le chapitre 3.
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FIGURE 5.4 – Exemple d’image gisement temps avant extraction
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FIGURE 5.5 – Exemple d’extraction re´alise´e
5.4.2.2.1.1 Avec l’extracteur moyen
Les histogrammes 5.6 et 5.7 montrent les 500 estimations obtenues de distances et de vi-
tesses. Sur l’histogramme des distances la plupart des estime´s (450 sur 500) sont re´partis autour
de 20 km qui est la distance recherche´e comme illustre´ avec les ¿ zooms À effectue´s. De meˆme
on a bien une vitesse re´partie autour de 7ms−1.
Toutefois on note une trentaine d’estimations aberrantes qui perturbent le calcul de la moyenne
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et de la matrice de covariance empirique.
W =

15.3 103 m
12.9 103 m
5.36m.s−1
4.49m.s−1
 ,
W¯ =

24.5 103 m
20.9 103 m
−21.6ms−1
−17.4ms−1
 ,
Cov =

3.81 109 2.79 109 −4.33 106 −1.69 106
2.79 109 2.23 109 −3.32 106 −3.21 106
−4.33 106 −3.32 106 1.16 105 5.45 104
−1.69 106 −3.21 106 5.45 104 5.80 104
 , (5.2)
FIGURE 5.6 – Histogramme des 500 estimations de distance pour l’extracteur moyen
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FIGURE 5.7 – Histogramme des 500 estimations de vitesse pour l’extracteur moyen
5.4.2.2.1.2 Avec l’extracteur optimise´
Dans le cas ou` l’extraction pre´sente un taux de fausse alarme et de non de´tection tre`s faible
on s’aperc¸oit que la matrice de covariance est comparable a` la BCR. De plus les histogrammes
des distances et des vitesses estime´es (voir les figures 5.8 et 5.9) montrent qu’il n’y a plus de
points aberrants.
FIGURE 5.8 – Histogramme des 500 estimations de distance pour l’extracteur optimise´
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FIGURE 5.9 – Histogramme des 500 estimations de vitesse pour l’extracteur optimise´
W =

15.3 103 m
12.9 103 m
5.36m.s−1
4.49m.s−1
 ,
W¯ =

16.0 103 m
13.6 103 m
5.01ms−1
4.13ms−1
 ,
Cov =

8.22 105 8.18 105 −6.78 102 −6.47 102
8.18 105 8.30105 −6.58 102 −6.39 102
−6.78 102 −6.58 102 6.72 10−1 6.23 10−1
−6.47 102 −6.39 102 6.23 10−1 5.93 10−1
 , (5.3)
5.4.2.2.2 Trajectographie re´alise´e en pre´sence d’un trou de de´tection
Dans cette partie on suppose que la formation de voies a e´te´ perturbe´e par la manœuvre et
par conse´quent que l’image gisement-temps pre´sente un trou de de´tection entre la 7e`me minute
et la 20e`me ce qui repre´sente un de´ficit de 200 mesures. On travaille ainsi sur l’image de la figure
5.10.
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FIGURE 5.10 – Image gisement temps avant extraction
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FIGURE 5.11 – Extraction re´alise´e
5.4.2.2.2.1 Extracteur moyen
Les figures 5.12 et 5.13 montrent les histogrammes des distances estime´es et des vitesses
estime´es. On s’aperc¸oit que la proportion de points aberrants a augmente´, et que les points se
re´partissent beaucoup moins autour de 20 km ou de 7 ms−1.
W¯ et Cov ne sont pas donne´es eu e´gard au nombre de points aberrants.
Ces points aberrants sont dus principalement au fait que le mode`le de nos mesures extraites
n’est pas adapte´. Il faut utiliser un autre mode`le tenant compte du fait que des mesures extraites
peuvent eˆtre des fausses alarmes.
103
FIGURE 5.12 – Histogramme des 500 estimations de distance pour l’extracteur moyen
FIGURE 5.13 – Histogramme des 500 estimations de vitesse pour l’extracteur moyen
5.4.2.2.2.2 Extracteur optimise´
Avec cet extracteur, plus robuste a` la fausse alarme, on s’aperc¸oit que les points aberrants
ont e´te´ e´limine´s (voir FIG. 5.14 et FIG. 5.15).
Les calculs de la moyenne empirique et de la covariance deviennent pertinents.
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FIGURE 5.14 – Histogramme des 500 estimations de distance pour l’extracteur optimise´
FIGURE 5.15 – Histogramme des 500 estimations de vitesse pour l’extracteur optimise´
W =

15.3 103 m
12.9 103 m
5.36m.s−1
4.49m.s−1
 ,
W¯ =

15.9 103 m
13.4 103 m
5.00ms−1
4.18ms−1
 ,
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Cov =

1.35 107 1.26 107 −8.34 103 −7.76 103
1.26 107 1.20107 −7.74 103 −7.29 103
−8.34 103 −7.74 103 5.43 4.98
−7.76 103 −7.29 103 4.98 4.63
 , (5.4)
5.4.2.2.3 Conclusion
Si on applique le maximum de vraisemblance en supposant les mesures extraites seulement
gaussiennes, alors la trajectographie re´alise´e est tre`s sensible aux performances de l’extracteur
et notamment a` la fausse alarme.
Afin de re´duire cette de´pendance a` l’extracteur et d’avoir des performances acceptables pour
l’ensemble des extracteurs, on effectue de nouvelles hypothe`ses sur les mesures extraites et on
conside`re que l’extraction re´alise´e peut fournir certaines mesures aberrantes qui sont assimile´es
a` de la fausse alarme. Dans [14] est propose´ un estimateur sur ce type de mesures a` base du
maximum de vraisemblance. Nous utilisons la meˆme technique.
5.4.3 Prise en compte de la pre´sence de fausses alarmes dans le mode`le de
vraisemblance
5.4.3.1 Principe
On conside`re que dans le lot de mesures effectue´es une proportion 1−Pc de fausses alarmes
est pre´sente. La fausse alarme est suppose´e eˆtre un bruit uniforme´ment re´parti sur un volume u.
Le reste des mesures est conside´re´ comme e´tant issu d’une variable ale´atoire gaussienne. Les
mesures sont suppose´es inde´pendantes, conditionnellement a` l’e´tat.
La vraisemblance est donne´e par :
L (W |c1, · · · , cK) ,
K∏
k = 1
ck 6= 100
{
1− Pc
u
+
Pc√
2piη
exp
[
−(ck − ck(W ))
2
2η
]}
.
On a alors :
Wˆ = argmax
W
[L (W |c1, · · · , cK)] .
Soit encore :
Wˆ = argmax
W

K∑
k = 1
ck 6= 100
ln
(
1− Pc
u
+
Pc√
2piη
exp
{
− [ck − ck (W )]
2
2η
}) .
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Cette maximisation est toujours re´alise´e a` l’aide d’un algorithme type Gauss-Newton auquel
on a couple´ un algorithme de de´flation afin d’e´viter les minima locaux [14]. On remarque aussi
que si Pc = 1 on se retrouve dans le cas classique.
5.4.3.2 Evaluation des performances : borne de Crame`r Rao
Pour e´valuer les performances, on utilise l’information de Fisher et son inverse la borne de
Crame`r Rao. Le calcul de l’information de Fisher, note´e J(Pc, u, η) a e´te´ propose´ dans [14]. Elle
est obtenue a` l’aide de la technique de´veloppe´e par [23] qui consiste a` ne conside´rer a` l’instant
k que les mesures pre´sentes dans l’ensemble Vg de´fini par
Vg ,
{
c :
1
η
[c− ck(W )]2 ≤ g2
}
;
L’ide´e est de se dire qu’en dehors de Vg les mesures n’apportent aucune information. En pra-
tique on a pris g = 10. On montre alors que :
J(Pc, u, η) = q
′
2(Pc,
u√
η
)I
ou` q′2(Pc,
u√
η
) est un facteur de re´duction. Dans le cas mono dimensionnel ce facteur est donne´
par :
q′2(Pc,
u√
η
) =
Pc√
2pi
∫ g
−g
x2 exp (−x2)[
(1−Pc)
Pc
] √
η
u
√
2pi + exp
(−x2
2
)dx.
Les courbes de q′2(Pc,
u√
η
) sont donne´es dans [14] pour diffe´rentes valeurs de Pc et
u√
η
.
I est la matrice d’information calcule´e sous les hypothe`ses classiques de gaussianite´.
Nota Bene : J(1, u, η) = I , ∀u et η.
La matrice I est calcule´e ainsi :
I(W ) =
K∑
k=1
1
η
∇W ck (W )∇TW ck (W ) ,
si on suppose la source pre´sente du de´but a` la fin.
Si la piste s’interrompt entre k1 et k2 alors :
I(W ) =
k1∑
k=1
1
η
∇W ck (W )∇TW ck (W ) +
K∑
k=k2
1
η
∇W ck (W )∇TW ck (W ) .
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Avec
∇W ck (W ) = 1
ρk(W )
sin (θk(W )− hk)

− cos [θk (W )]
sin [θk (W )]
−tk cos [θk (W )]
tk sin [θk (W )]
 ,
ou` :
ρk(W ) ,
√
[(W1 + tkW2)− xp(k)]2 + [(W3 + tkW4)− yp(k)]2,
et
θk (W ) , arctan
(
W1 + tkW3 − xs(k)
W2 + tkW4 − ys(k)
)
.
5.4.3.3 Re´sultats
Ici on a pris les meˆmes simulations que pre´ce´demment, seule la trajectographie change.
Dans un premier temps on reprend les simulations ou` le signal est pre´sent du de´but a` la fin, puis
dans un deuxie`me temps on re´alise la trajectographie sur les pistes discontinues.
Dans tous les cas, la variance du bruit est η =
1
3P 2
= 3.25 10−4 correspondant a` la re´solution
de l’antenne qui de´pend directement des capteurs P .
En pratique, on choisit Pc = 0.7, valeur choisie empiriquement et u = 0.1 satisfaisant
u ≥ √η. De plus, d’apre`s la section 3.7.1 du chapitre 3, l’erreur de mesure introduite par
l’extracteur est de l’ordre de 10−4 suivant les parame`tres utilise´s. Or cette erreur doit eˆtre proche
de Pcη+(1−Pc)u
2
12
. Avec Pc = 0.7, u = 0.1 η = 3.25 10−4 on obtient une variance de 4.77 10−4
qui est dans l’ordre de grandeur des erreurs calcule´es pre´ce´demment.
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5.4.3.3.1 Source pre´sente du de´but a` la fin de l’e´coute
5.4.3.3.1.1 Avec l’extracteur moyen
Sur de telles images on obtient les re´sultats suivants :
W =

15.3 103 m
12.9 103 m
5.36m.s−1
4.49m.s−1
 ,
W¯ =

15.9 103 m
13.4 103 m
5.13m.s−1
4.22m.s−1
 ,
Cov =

1.96 106 1.96 106 −1.70 103 −1.64 103
1.96 106 2.00 106 −1.66 103 −1.62 103
−1.70 103 −1.66 103 1.76 1.66
−1.64 103 −1.62 103 1.66 1.58
 ,
BCR =

7.6 105 7.48 105 −6.37 102 −6.02 102
7.48 105 7.51 105 −6.02 102 −5.88 102
−6.37 102 −6.02 102 6.44 10−1 5.95 10−2
−6.02 102 −5.88 102 5.95 10−1 5.57 10−1
 ,(5.5)
avec q′2(0.7, 5.54) = 0.45.
On peut s’apercevoir que W¯ est proche de W et que la matrice de covariance est de l’ordre
de grandeur de la BCR.
De plus la matrice de covariance est divise´e d’un facteur 10 par rapport a` la matrice pre´ce´dente
5.3, ce qui montre que la prise en compte de la pre´sence de fausses alarmes dans le mode`le est
payant.
Enfin on peut noter qu’il n’y a plus de points aberrants comme le montre les histogrammes de
distances et de vitesses FIG. 5.16 et FIG. 5.17.
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FIGURE 5.16 – Histogramme des 500 estimations de distance pour l’extracteur moyen
FIGURE 5.17 – Histogramme des 500 estimations de vitesse pour l’extracteur moyen
5.4.3.3.1.2 Avec l’extracteur optimise´
La` encore on note que la matrice de covariance ainsi que la moyenne empirique sont ame´liore´es
par rapport a` la non prise en compte de la fausse alarme. Ne´anmoins ici la variation est relati-
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vement faible.
W¯ =

15.9 103 m
13.4 103 m
5.10m.s−1
4.24m.s−1
 ,
Cov =

8.88 105 8.18 105 −6.78 102 −6.47 102
8.18 105 8.30 105 −6.58 102 −6.39 102
−6.78 102 −6.58 102 6.71 10−1 6.20 10−1
−6.47 102 −6.39 102 6.20 10−1 5.98 10−1
 .
FIGURE 5.18 – Histogramme des 500 estimations de distance pour l’extracteur optimise´
FIGURE 5.19 – Histogramme des 500 estimations de vitesse pour l’extracteur optimise´
111
5.4.3.3.2 En pre´sence d’un trou de de´tection
5.4.3.3.2.1 Avec un extracteur moyen
On note par rapport au paragraphe 5.4.2.2.2 et a` l’image 5.12 que les estime´s se sont re-
groupe´s autour de la distance de 20 km, qui est la distance recherche´e. On note aussi qu’il n’y
a plus de points aberrants et que la matrice de covariance se rapproche de la borne de Crame`r
Rao.
De plus la valeur de W¯ est proche de celle de W .
W =

15.3 103 m
12.9 103 m
5.36m.s−1
4.49m.s−1
 ,
W¯ =

15.4 103 m
12.9 103 m
4.99m.s−1
4.31m.s−1
 ,
Cov =

1.22 107 1.27 107 −4.47 103 −5.59 103
1.27 107 1.36 107 −3.78 103 −6.07 103
−4.47 103 −3.78 103 4.58 3.05
−5.59 103 −6.07 103 3.05 3.95
 ,
BCR =

3.04 106 2.86 106 −2.08 103 −1.92 103
2.86 106 2.71 106 −1.95 103 −1.81 103
−2.08 103 −1.95 103 1.60 1.46
−1.92 103 −1.81 103 1.46 1.35
 ,
avec q′2(0.7, 5.54) = 0.45.
FIGURE 5.20 – Histogramme des 500 estimations de distance pour l’extracteur moyen
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FIGURE 5.21 – Histogramme des 500 estimations de vitesse pour l’extracteur moyen
5.4.3.3.2.2 Extracteur optimise´
La` encore on note une ame´lioration par rapport a` la non prise en compte de la fausse alarme.
W¯ =

15.9 103 m
13.4 103 m
5.00ms−1
4.18ms−1
 ,
Cov =

3.27 106 3.00 106 −2.27 103 −2.04 103
3.00 106 2.89 106 −2.01 103 −1.89 103
−2.27 103 −2.01 103 1.76 1.53
−2.04 103 −1.89 103 1.53 1.39

5.4.3.4 L’initialisation
Pour obtenir nos re´sultats, les algorithmes de minimisation sont initialise´s avec
W =

20 103 m
20 103 m
0m.s−1
0m.s−1

Or la trajectographie est sensible a` l’initialisation. En effet il arrive dans certains cas de tomber
sur un maximum local. Ainsi avec le vecteur initial suivant
W =

1000m
1000m
0ms−1
0ms−1
 ,
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FIGURE 5.22 – Histogramme des 500 estimations de distance pour l’extracteur optimise´
FIGURE 5.23 – Histogramme des 500 estimations de vitesse pour l’extracteur optimise´
en calculant la trajectographie sur les 500 meˆmes simulations, on obtient un maximum local a`
chaque tirage. Ce maximum est approche´ par
W¯ =

2540m
1700m
−7.8ms−1
−4.2ms−1
 .
5.4.4 Rebouclage des donne´es
Afin d’ame´liorer encore la trajectographie et d’eˆtre moins de´pendant de l’extracteur, une
troisie`me me´thode a e´te´ e´tudie´e. Elle utilise un rebouclage sur les mesures du sonar .
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5.4.4.1 Principe
Cette me´thode se compose de 3 phases. Les deux premie`res phases sont les meˆmes que
celles de´crites pre´ce´demment. Apre`s une extraction re´alise´e selon la me´thode propose´e au cha-
pitre 3, on effectue la trajectographie en tenant compte d’e´ventuelles fausses alarmes.
Cette phase nous permet de sortir l’estime´ Wˆ . A l’aide de cet estime´, on reconstitue la trajec-
toire du bruiteur qui nous permet de calculer une estimation des ck que l’on note cˆk.
cˆk , cos
[
hk − arctan
(
Wˆ1 + tkWˆ3 − xp(k)
Wˆ3 + tkWˆ4 − yp(k)
)]
.
On re´alise ensuite a` chaque instant une nouvelle formation de voies allant de cˆk− 3ce a` cˆk+3ce
et qui comptent M = 1024 voies, ce =
2
M
e´tant la largeur de voies pre´ce´demment utilise´e dans
l’image gisement temps. Cette nouvelle formation de voies est assimilable a` un vernier.
On obtient ainsi une nouvelle image qui pourrait s’assimiler a` un ¿ zoom À dans les voies de
cosinus ou` on suppose le signal pre´sent. A chaque instant on sort alors la voie ou` l’e´nergie
est maximale. Ce maximum est note´ ¯ˆck. A l’aide de ces mesures de cosinus, une nouvelle tra-
jectographie est re´alise´e en conside´rant la possible pre´sence de fausses alarmes. Elle permet
d’extraire un nouveau Wˆ .
5.4.4.2 Re´sultats
Cette me´thode e´tant gourmande en temps de calcul, on a ici repris le cas pre´sente´ au para-
graphe 5.4.2.2.2 dans le cadre d’un extracteur aux performances moyennes mais seulement sur
les 100 premiers points.
On calcule la moyenne et la matrice de covariance.
W¯ =

15.6 103
13.1 103
4.78
4.43
 ,
Cov =

5.31 106 4.19 106 −7.54 103 −4.19 103
4.19 106 3.69 106 −1.78 103 −2.42 103
−7.54 103 −1.78 103 19.11 −1.59
−4.19 103 −2.42 103 −1.59 3.89
 .
Ainsi on constate que l’on a peu de gain par rapport a` la deuxie`me me´thode. Il apparaıˆt de plus
2 points sur 100 dont la vitesse en x est aberrante et perturbe la matrice de covariance.
Or ces deux points n’apparaissent pas lorsque l’on effectue la trajectographie apre`s l’ex-
traction. De plus, cette me´thode est tre`s couˆteuse en couˆt de calculs. Elle fut ainsi juge´e non
pertinente et abandonne´e.
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5.4.5 Trajectographie multisource
5.4.5.1 Introduction au sce´nario
Dans cette section, on conside`re un sce´nario dans lequel deux 2 sources en mouvement
rectiligne uniforme sont pre´sentes. La trajectoire de la premie`re source est de´finie par le vecteur
d’e´tat suivant
W 1 =

26.3 103 m
9.58 103 m
3.42m.s−1
−9.40m.s−1
 ,
et la trajectoire de la deuxie`me source par le vecteur d’e´tat :
W 2 =

15.3 103 m
12.9 103 m
5.36m.s−1
4.49m.s−1
 .
On e´coute le signal sur 30 minutes. Les trajectoires du porteur et des 2 sources dans le plan
Nord Est sont montre´es sur la figure 5.24.
FIGURE 5.24 – Trajectoire du porteur et des sources dans le temps
En bleu correspondent les mesures exactes lie´es a` W 1 et en rouge celles dues a` W 2 (voir
FIG. 5.25).
Les deux sources e´mettent chacune un signal de fre´quence pur 500 Hz. On re´alise la forma-
tion de voies en e´chantillonnant a` 1024 Hz. Les snapshots durent 4s et le RSB est de -31 dB.
Un exemple d’image issue de ce type de sce´nario est donne´ par FIG. 5.26.
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FIGURE 5.25 – Piste re´elle de cosinus
FIGURE 5.26 – Image gisement temps
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FIGURE 5.27 – Exemple de pistes extraites de mesures de cosinus avec l’extracteur paralle`le
L’extraction est ensuite effectue´e a` l’aide des techniques propose´es dans le chapitre 4. Un
exemple d’extraction utilisant l’extraction paralle`le modifie´e, est montre´ a` la figure 5.27.
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5.4.5.2 Mise en e´quation de la trajectographie
A la re´currence k, l’extracteur fournit un couple de pistes ck = (ck(1), ck(2))k=1,··· ,K avec
la convention que ck(i) = 100 lorsque la piste i est manquante a` la re´currence k.
Trois cas sont alors a` conside´rer :
1) les deux pistes sont manquantes, i.e ck(1) = ck(2) = 100. La vraisemblance de l’e´tat
(W 1,W 2) est par convention :
L
(
W 1,W 2|ck
)
= 1;
2) une piste est manquante et l’autre ne l’est pas i.e ck(i) = 100 et ck(1) 6= 100 i, j ∈
{1, 2} , i 6= j. Dans ce cas, il faut conside´rer deux e´ve´nements exclusifs et exhaustifs :
– H0(j) = la mesure ck(j) est une fausse alarme ;
– H1(j) = la mesure ck(j) est une vraie de´tection.
Du the´ore`me des probabilite´s totales, on de´duit que
L
(
W 1,W 2|ck
)
= L
(
W 1,W 2|ck, H0(j)
)
Pr (H0(j)|ck) + L
(
W 1,W 2|ck, H1(j)
)
Pr (H1(j)|ck)
On admet que
Pr (H0(j)|ck) = Pr [H0(j)]
= 1− Pj.
On de´duit alors que
L
(
W 1,W 2|ck
)
= (1− Pj)L
(
W 1,W 2|ck, H0(j)
)
+ PjL
(
W 1,W 2|ck, H1(j)
)
avec
L
(
W 1,W 2|ck, H0(j)
)
=
1
uj
=
1
2
√
2piηj
(
exp
{
− [ck (j)− ck (W
1)]
2
2ηj
}
+ exp
{
− [ck (j)− ck (W
2)]
2
2ηj
})
;
3) aucune piste n’est manquante. On de´finit alors les e´ve´nements e´le´mentaires suivants :
– H0(i) = ck(i) est une fausse alarme ;
– H1(i) = ck(i) est une vraie de´tection. avec Pr [H0(i)] = Pi.
L’ensemble des e´ve´nements possibles est alors :
Ω = [H0(1) ∪H1(1)] ∩ [H0(2) ∪H1(2)]
= [H0(1) ∩H0(2)] ∪ [H0(1) ∩H1(2)] ∪ [H1(1) ∩H0(1)] ∪ [H1(1) ∩H1(2)] .
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Ces e´ve´nements e´tant exclusifs et exhaustifs, le the´ore`me des probabilite´s totales s’applique
encore :
L
(
W 1,W 2|ck, H1(j)
)
=
∑
i,j
L
[
W 1,W 2|Hi(1)Hj(2)
]
Pr (Hi(1), Hj(2)|ck) .
On suppose que
Pr (Hi(1), Hj(2)|ck) = Pr [Hi(1), Hj(2)]
= Pr [Hi(1)] Pr [Hj(2)] .
L’ensemble des ck est regroupe´s dans une matrice note´ c la matrice global s’e´crit alors :
L(W 1,W 2|c) = (1− P1)(1− P2)
u1u2
+
(1− P1)P2
2u1
√
2piη2
(
exp
{
− [ck (2)− ck (W
1)]
2
2η2
}
+ exp
{
− [ck (2)− ck (W
2)]
2
2η2
})
+
(1− P2)P1
2u2
√
2piη1
(
exp
{
− [ck (1)− ck (W
1)]
2
2η1
}
+ exp
{
− [ck (1)− ck (W
2)]
2
2η1
})
+
Pc1Pc2
4pi
√
η1η2
(
exp
{
− [ck(1)− ck (W
1)]
2
2η1
− [ck(2)− ck (W
2)]
2
2η2
}
+ exp
{
− [ck(1)− ck (W
2)]
2
2η1
− [ck(2)− ck (W
1)]
2
2η2
})
.
De ces 3 cas, on de´duit la vraisemblance de l’e´tat sachant les 2 pistes :
L
(
W 1,W 2|c) = K∏
k=1
L
(
W 1,W 2|ck
)
.
Le but est de maximiser cette vraisemblance relativement a` :
W 1,2 =
[
W 1
W 2
]
.
Nota Bene : On a L (W 1,W 2|ck) = L (W 1,2|ck).
Ainsi on calcule un estime´ de W 1,2 note´ Wˆ 1,2 a` l’aide du maximum de vraisemblance.
Wˆ 1,2 , argmax
W 1,2
L(W 1,2|c)
= argmax
W 1,2
ln
[
L
(
W 1,2|c)]
= argmax
W 1,2
K∑
k=1
ln
[
L
(
W 1,2|ck
)]
.
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5.4.5.3 Re´sultats obtenus
On a re´alise´ 500 fois le meˆme sce´nario de´crit pre´ce´demment. Pour rappel les deux sources
se de´placent suivant ces vecteurs d’e´tats :
W 1 =

26.3 103 m
9.58 103 m
3.42ms−1
−9.40ms−1
 .
et
W 2 =

15.3 103 m
12.9 103 m
5.36ms−1
4.49ms−1
 ,
Dans un premier temps, on re´alise une extraction paralle`le comme illustre´e dans la sec-
tion 4.4.7 du chapitre 4. On sait que cette extraction n’est pas parfaite comme le montrent les
re´sultats pre´sente´s dans la section 4.4.9. La trajectographie va permettre de quantifier le nombre
d’extractions aberrantes.
L’extraction est parame´tre´e en supposant que les deux signaux agissent sur 5 canaux proches.
La matrice de transition est donne´e avec ς = 0.1 hors manœuvre pour les deux pistes. Et comme
on a une piste plus fluctuante que l’autre durant la manœuvre, on choisi ς = 0.5 pour une piste
et ς = 0.6 pour l’autre piste. Pour l’exclusion, on conside`re un ensemble comprenant 5 canaux
de cosinus et de un pour le canal de pente.
La de´tection utilise des matrices de transition et de vraisemblance avec les parame`tres w0 =
10−4 w1 = 10−4 et un seuil h = 0.8.
Enfin la trajectographie utilise les crite`res suivants P1 = P2 = 0.7, u1 = u2 = 0.1 et
η1 = η2 = 3.25 10
−4. Ces parame`tres ont e´te´ choisis sur les meˆmes hypothe`ses que celles
faites dans la partie 5.4.3.3. Les figures 5.28 et 5.29 montrent l’histogramme des distances es-
time´es pour Wˆ 1 et l’histogramme des distances estime´es pour Wˆ 2.
Comme on s’y attendait, on peut voir l’apparition de points aberrants qui traduisent la mau-
vaise extraction. On note tout de meˆme quelques points correctement estime´s (autour de 70), et
on voit que l’estimation de W 2 semble plus robuste que celle W 1. Ceci corrobore les re´sultats
trouve´s dans le chapitre 4 ou` l’on a note´ la tendance de l’extracteur a` de´crocher lorque l’on a
une piste plus fluctuante.
Comme vu dans la section 4.4.9.1 du chapitre 4, on doit conditionner les matrices de transition
d’e´tat afin de les rendre diagonales. Ainsi on divise par 10 certains e´le´ments de cette matrice,
tout en gardant les meˆmes parame`tres que pre´ce´demment. On obtient alors une extraction qui
ge`re le croisement de pistes. Si on effectue la trajectographie sur ces extractions on obtient les
histogrammes suivants en distances (5.30 et 5.31), et (5.32 et 5.33) en vitesses.
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FIGURE 5.28 – Histogramme des 500 distances estime´es pour Wˆ 1
FIGURE 5.29 – Histogramme des 500 distances estime´es pour Wˆ 2
La moyenne et la matrice de covariance obtenues sont les suivantes.
W¯ 1,2 =

24.1 103 m
10.0 103 m
4.02ms−1
−10.9ms−1
15.8 103 m
13.5 103 m
4.95ms−1
3.92ms−1

,
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Cov =

2.6 106 1.0 106 −7.3 102 −1.3 103 −1.5 105 −1.5 108 1.5 102 1.4 102
1.0 106 4.8 105 −2.5 102 −6.1 102 −7.8 104 −7.7 104 8.4 101 7.8 101
−7.3 102 −2.5 102 2.5 10−1 3.3 10−1 3.2 101 3.0 101 −3.6 10−2 −3.5 10−2
−1.3 103 −6.1 102 3.3 10−1 7.7 10−1 9.7 101 9.7 101 −1.0 10−1 −9.4 10−2
−1.5 105 −7.8 104 3.2 101 9.7 101 7.9 105 8.0 105 -6.3 102 -6.1 102
−1.5 105 −7.7 104 3.0 101 9.7 101 8.0 105 8.3 105 -6.3 102 -6.2 102
1.5 102 8.4 101 −3.6 10−2 −1.0 10−1 -6.4 102 -6.3 102 6.2 10-1 5.8 10-1
1.4 102 7.8 101 −3.5 10−2 −9.4 10−2 -6.1 102 -6.2 102 5.8 10-1 5.6 10-1

.
FIGURE 5.30 – Histogramme des 500 distances estime´es pour Wˆ 1
Sur les matrices de covariance, on a mis en gras la sous matrice correspondant a` W 2 afin
de comparer avec les re´sultats obtenus lorsqu’une seule source est pre´sente. On note sur ce cas
ci une sous matrice tre`s proche de la BCR calcule´e pre´ce´demment (5.5), qui indique donc que
notre couple extracteur/trajectographie ne subit aucune perte malgre´ la pre´sence des deux si-
gnaux.
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FIGURE 5.31 – Histogramme des 500 distances estime´es pour Wˆ 2
FIGURE 5.32 – Histogramme des 500 vitesses estime´es pour Wˆ 1
On utilise maintenant la technique d’extraction a` deux passes, qui ne ge`re pas le croisement
de pistes.
L’extracteur est initialise´ avec les meˆmes matrices de transition que pre´ce´demment (i.e. ς = 0.1,
ς = 0.5 pour une passe et ς = 0.1 et ς = 0.6 pour la deuxie`me passe). Pour la de´tection on
utilise les crite`res suivants w1 = 10−4 w2 = 10−4 h = 0.5 et les parame`tres de trajectographie
restent inchange´s.
On obtient alors les histogrammes 5.34, 5.35, 5.36, 5.37. Et la moyenne empirique et la
matrice de covariance empirique suivante.
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FIGURE 5.33 – Histogramme des 500 vitesses estime´es pour Wˆ 2
W¯ 1,2 =

24.2 103 m
8.53 103 m
3.21ms−1
−8.53ms−1
1.59 103 m
1.37 103 m
5.03ms−1
4.05ms−1

,
Cov =

5.2 106 2.2 106 −1.2 103 −2.9 103 2.9 104 1.5 104 −1.8 101 −1.4 101
2.2 106 10.0 105 −4.5 102 −1.3 103 4.5 104 4.0 104 −7.0 −7.7
−1.2 103 −4.5 102 3.9 10−1 5.9 10−1 2.8 101 2.9 101 −1.2 10−2 −1.2 10−2
−2.9 103 −1.3 103 5.9 10−1 1.7 −5.8 101 −4.9 101 1.5 10−2 1.4 10−2
2.9 104 4.5 104 2.8 101 −5.8 101 1.10 106 1.10 106 -8.7 102 -8.4 102
1.5 104 4.0 104 2.9 101 −4.9 101 1.10 106 1.1 106 -8.6 102 -8.4 102
−1.8 101 −7.0 −1.2 10−2 1.5 10−2 -8.7 102 -8.6 102 8.1 10-1 7.6 10-1
−1.4 101 −7.7 −1.2 10−2 1.4 10−2 -8.4 102 -8.4 102 7.6 10-1 7.2 10-1

Si on compare avec l’extraction en une passe, on a des re´sultats relativement proches. Le
facteur 2 entre les matrices de covariance est essentiellement duˆ a` la qualite´ de l’extracteur
en deux passes qui est moindre et qui peut entrainer la pre´sence de points aberrants lors de la
trajectographie (on a ici un point sur 500).
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FIGURE 5.34 – Histogramme des 500 distances estime´es pour Wˆ 1
FIGURE 5.35 – Histogramme des 500 distances estime´es pour Wˆ 2
Ce re´sultat de´montre que la trajectographie peut ge´rer le croisement de piste par elle meˆme
et que l’extraction en deux passes est exploitable.
On note la` aussi que la sous matrice de covariance correspondant a` W 2 est du meˆme ordre que
celle obtenue dans le cas monosource.
5.4.5.4 L’initialisation
On note lors de la trajectographie multipiste quelques proble`mes lie´s a` l’initialisation de
l’algorithme.
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FIGURE 5.36 – Histogramme des 500 vitesses estime´es pour Wˆ 1
FIGURE 5.37 – Histogramme des 500 vitesses estime´es pour Wˆ 2
Pour obtenir les re´sultats pre´sente´s ici, les algorithmes ont e´te´ initialise´s avec
W 1,2init =

20000m
20000m
0m.s−1
0m.s−1
20000m
10000m
0m.s−1
0m.s−1

,
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Mais durant ces travaux, on a note´ que lors de l’initialisation il faut absolument avoirW 1 6= W 2.
Ainsi avec l’initialisation suivante
W 1,2init =

20000m
20000m
0m.s−1
0m.s−1
20000m
20000m
0m.s−1
0m.s−1

,
on a toujours Wˆ 1 = Wˆ 2.
Il en va de meˆme si W 1 ¿ est relativement proche À de W 2. En effet avec
W 1,2init =

20000m
20000m
0m.s−1
0m.s−1
18000m
20000m
0m.s−1
0m.s−1

.
Lors de nos essais, on retrouve Wˆ 1 = Wˆ 2. Il faut donc choisir des initialisations bien distinctes
ou effectuer la minimisation sous la contrainte W 1 6= W 2.
Enfin si on utilise comme initialisation
W 1,2init =

10000m
1000m
0m.s−1
0m.s−1
50000m
70000m
0m.s−1
0m.s−1

On obtient des points aberrants sur l’estimation de W 1 ainsi que W 2 comme le montrent les
histogrammes des distances estime´es sur les figures 5.38 et 5.39.
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FIGURE 5.38 – Estimation des distance de Wˆ 1
FIGURE 5.39 – Estimation des distance Wˆ 2
5.5 Conclusion
Dans ce chapitre on a mis en place diffe´rents couplages extraction/trajectographie sur des
images temps fre´quence ou gisement-temps. On a pu remarquer que pour avoir des re´sultats
acceptables, il faut tenir compte de la pre´sence de fausses alarmes dans les pistes extraites afin
de ne pas avoir une estimation aberrante de la position et de la vitesse. Cette prise en compte
permet aussi d’eˆtre plus robuste aux ¿ erreurs À d’extraction et de ge´rer au mieux les images
pre´sentant un trou de de´tection.
Dans le cadre multipistes, la trajectographie mise en place permet de travailler sur des extrac-
teurs qui ne ge`rent pas le croisement de pistes. Cette me´thode souffre cependant de l’initialisa-
tion. De plus nous sugge´rons de coupler la trajectographie a` une maximisation sous contrainte
afin d’e´viter d’avoir Wˆ 1 = Wˆ 2. On note enfin que la me´thode est illustre´e dans cette the`se
pour deux pistes pre´sentes qui se croisent, son extension a` trois ou quatre pistes est tout a fait
envisageable mais demande beaucoup plus de calculs et devient vite inextricable de`s lors que
l’on de´passe 4 pistes.
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Chapitre 6
Conclusion et perspectives
Classiquement, un syste`me de surveillance est constitue´ d’un module de de´tection e´le´mentaire,
suivi d’un ensemble de techniques assurant le traitement de l’information, c’est a` dire la trajec-
tographie, la classification et quelquefois l’identification. La fonction qui assure le lien entre
de´tection e´le´mentaire et traitement de l’information est l’extraction. En effet, il est ne´cessaire
de lier entre eux les points a` bon escient, ce qui a pour conse´quence :
1. de re´duire sensiblement le taux de fausses alarmes tant en maintenant le taux de bonnes
de´tections ;
2. de cre´er les ¿ pistes À qui seront a` l’entre´e des modules du traitement de l’information.
En ge´ne´ral l’extraction se fait par des algorithmes de traitement d’image, souvent empi-
riques, qui ne prennent pas en compte la nature du signal rec¸u. Cette the`se fait suite a` celle de
Se´bastien Paris qui a utilise´ l’arsenal des HMM pour re´aliser l’extraction de pistes sur une image
temps fre´quence. Dans notre the`se, nous nous sommes inte´resse´s a` l’extraction de pistes de gi-
sement sur une image gisement-temps. Le deuxie`me chapitre a permis de de´finir les statistiques
de´duites de la nature du signal rec¸u en pre´sence de bruit. Ces statistiques sont ensuite exploite´es
dans les chapitres suivants afin de construire des extracteurs de pistes gisement-temps.
Le troisie`me chapitre est de´die´ a` l’extraction en pre´sence d’une seule piste dans l’image
gisement-temps. Les extracteurs qui y sont pre´sente´s permettent l’extraction du signal, soit en
l’effectuant en un seul bloc comme le ¿ All in one À ou en deux blocs distincts consistant a`
l’extraction puis a` la validation des pistes. Ce chapitre montre qu’il faut privile´gier l’extracteur
¿ All in one À lorsque l’on a qu’un signal est pre´sent.
A partir du chapitre 4, nous nous sommes focalise´s sur le cas multipistes pour lequel nous
avons propose´ deux architectures d’extraction : une extraction ¿ en paralle`le À et une extraction
se´quentielle. On note que l’extracteur se´quentiel donne en moyenne de moins bonnes perfor-
mances que l’extracteur paralle`le mais qu’il ge`re mieux le croisement de pistes. On conseille
cependant l’utilisation de l’extracteur paralle`le s’il est suivi d’une trajectographie ade´quate.
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Nous testons ensuite dans le chapitre 5 les extracteurs monopiste et multipistes avec des
modules de trajectographie afin de voir si les mesures fournies par de ces extracteurs sont ex-
ploitables. Ce chapitre pre´sente de plus le couplage extraction-trajectographie en multipistes qui
ge`re le croisement de pistes a` l’aide de la trajectographie. Enfin un rebouclage des donne´es de
la trajectographie sur l’extraction est e´tudie´ mais ne donne pas des re´sultats satisfaisants pour
eˆtre retenu.
On peut re´sumer les avantages et inconve´nients des extracteurs propose´s suivants :
– Ils ge`rent automatiquement l’apparition et la disparition du signal.
– Ils donnent des re´sultats encourageants au niveau des performances tels que la fausse
alarme, la probabilite´ de de´tection.
– Ces performances sont confirme´es avec le couplage de la trajectographie qui pre´sente
alors des performances tre`s proches de la Borne de Crame`r-Rao.
– Le couplage avec un module de trajectographie permet dans le cas du multipiste de ge´rer
le croisement de pistes.
Il y a cependant quelques limites a` ces travaux :
– Les extracteurs de´pendent de nombreux parame`tres a` estimer ou a` re´gler par l’utilisa-
teur tels que la largeur du lobe principal du signal, le seuil de de´tection, les probabilite´s
d’apparition ou de disparition du signal. De mauvaises estimations peuvent introduire
des erreurs lors de l’extraction. Pour palier cela, l’algorithme de Baum-Welch peut eˆtre
utilise´. Mais cet algorithme est lourd en temps de calcul et a tendance a` effectuer une
¿ d’homoge´ne´isation À des re´sultats. C’est a` dire que cet estimateur a des performances
situe´es dans la moyenne de nos extracteurs. C’est pourquoi il n’a pas e´te´ retenu dans cette
the`se.
– On note aussi que les re´sultats pre´sente´s ont e´te´ effectue´s pour un RSB constant de
−31dB . La qualite´ des extracteurs et de la trajectographie doit eˆtre e´value´e en fonction
du RSB. Cette e´tude n’a pas e´te´ effectue´e a` cause des temps de calculs prohibitifs pour
obtenir 500 images pour un meˆme RSB.
– Enfin les travaux pre´sente´s sont effectue´s sur des donne´es issues de simulation. Nos algo-
rithmes d’extraction et de trajectographie doivent donc eˆtre teste´s sur des donne´es re´elles
afin de voir si les performances obtenues se maintiennent.
Au dela` de l’ame´lioration de ces extracteurs on peut aussi envisager quelques extensions
plus globales a` ces travaux :
– Un algorithme d’extraction utilisant l’extraction temps fre´quence et gisement-temps pour-
rait eˆtre construit avec une trajectographie prenant en compte ces deux mesures. Cet al-
gorithme doit permettre d’ame´liorer encore la pre´cision de la trajectographie et de l’ex-
traction.
– En trajectographie on a utilise´ une me´thode globale base´e sur les moindres carre´s. Des
me´thodes re´cursives [32, 33] peuvent eˆtres couple´es a` l’extracteuret ve´rifier de voir si les
performances sont maintenues.
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– Dans le cadre de la trajectographie, on a fait l’hypothe`se que le porteur manœuvre afin de
rendre les sources observables. Cette hypothe`se est actuellement la plus usite´e a` bord des
sous-marins. Cependant on note que la manœuvre faite augmente le bruit produit par le
porteur et peut le rendre de facto moins discret. Afin de palier cela, une nouvelle technique
de trajectographie base´e sur les mouvements de la source et non du porteur est propose´e
dans [34]. On pourra donc tester dans le futur l’extracteur avec d’autres hypothe`ses de
trajectoires.
131
132
Annexe A
De´monstration de la formation de voies
fre´quentielles
The´ore`me 4 Le vecteur Yk(Φ) se calcule ainsi :
Yk(Φ) =

P−1∑
P=0
Rp,k(−N
2
) exp
(
−2ipi−
N
2
up
N
)
...
P−1∑
P=0
Rp,k(
N
2
− 1) exp
(
−2ipi
(
N
2
− 1)up
N
)
...
P−1∑
P=0
Rp,k(l) exp
(
−2ipi lup
N
)

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De´monstration :
Yk(φm, l) =
N−1∑
n=0
P−1∑
p=0
rp
[
tk +
n
Fe
+ τp(Φ)
]
exp
(
−2ipi ln
N
)
,
Yk(φm, l) =
P−1∑
p=0
N−1∑
n=0
rp
[
tk +
n+ up
Fe
]
exp
(
−2ipi ln
N
)
,
Yk(φm, l) =
P−1∑
p=0
N−1+up∑
n′=up
rp
[
tk +
n′
Fe
]
exp
(
−2ipi ln
′
N
)
exp
(
2ipi
lup
N
)
,
Yk(φm, l) =
P−1∑
p=0
exp
(
2ipi
lup
N
)[N−1∑
n′=0
rp
[
tk +
n′
Fe
]
exp
(
−2ipi ln
′
N
)
+
N−1+up∑
n′=N
rp
[
tk +
n′
Fe
]
exp
(
−2ipi ln
′
N
)
−
up−1∑
n′=0
rp
[
tk +
n′
Fe
]
exp
(
−2ipi ln
′
N
)]
Yk(φm, l) =
P−1∑
p=0
exp
(
2ipi
lup
N
)[N−1∑
n′=0
rp
[
tk +
n′
Fe
]
exp
(
−2ipi ln
′
N
)
+
up−1∑
n′′=0
rp
[
tk +
n
′′
+N
Fe
]
exp
(
−2ipi l(n
′′
+N)
N
)
−
up−1∑
n′=0
rp
[
tk +
n′
Fe
]
exp
(
−2ipi ln
′
N
)]
Or rp
[
tk +
n+N
Fe
]
n’est connu que pour N valeurs et suppose´ N -pe´riodique en dehors de cet
intervalle. Donc rp
[
tk +
n+N
Fe
]
= rp
[
tk +
n
Fe
]
Ce qui permet de conclure que :
Yk(φm, l) =
P−1∑
p=0
exp
(
2ipi
lup
N
)[N−1∑
n′=0
rp
[
tk +
n′
Fe
]
exp
(
−2ipi ln
′
N
)]
,
Yk(φm, l) =
P−1∑
p=0
Rp,k(l) exp
(
−2ipi lup
N
)
.
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Annexe B
Calcul de la covariance pour une image
issue de la formation pre´sentant que du
bruit
The´ore`me :
Soit une antenne line´aire compose´e de P capteurs espace´s d’une distance d les uns des autres.
Ces capteurs rec¸oivent chacun des signaux inde´pendants note´es rp. Ils sont compose´s de N
e´chantillon et rp est un vecteur ale´atoire gaussien centre´ de variance σ2IN . On a alors :
E
(‖Y(Φ)‖2) = PN2σ2 (B.1)
Cov
(‖Y(Φ1)‖2 , ‖Y(Φ2)‖2) =
σ4
2P 2N2 + 4
N
2
−1∑
n=1
[
N2fn (Φ1 − Φ2)
]
+N2
[
fN
2
(Φ1 − Φ2) + fN
2
(Φ1 + Φ2)
]
(B.2)
Var
(‖Y(Φ)‖2) ≈ 2P 2N3σ4 (B.3)
avec
fn(Φ) =
sin
(
piPn d
Cδt
Φ
)
sin
(
pin d
Cδt
Φ
)
2
De´monstration :
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Lemme
On montre de plus que les composantes de Rp note´ Rp(l) ont les proprie´te´s statistiques
suivantes :
E
[‖Rp(l)‖2] = Nσ2
E
[‖Rp(l)‖4] =

3N2σ4 si l = 0 ou l =
N
2
2N2σ4 ∀l 6= 0 et l 6= N
2
De´monstration du lemme :
Rp = F rp
Avec F de´finit dans le paragraphe 2.4.4. Ainsi
E
(
Rp
)
= FE
(
rp
)
E
(
Rp
)
= 0
Var
(
Rp
)
= FVar
(
rp
)
F ∗
Var
(
Rp
)
= Nσ2IN
Donc E
[‖Rp(l)‖2] = Nσ2.
La seconde expression se de´montre en partant de l’expression de Rp(l) qui est lie´ aux
e´chantillons temporelle rp(k) par :
Rp(l) =
N
2∑
k=−N
2
+1
rp(k) exp
(
−2ipi kl
N
)
,
‖Rp(k)‖4 =
N
2
2∑
k0,k1,k2,k3=−N2 +1
rp(k0)rp(k1)rp(k2)rp(k3) exp
(
−2ipin(k0 − k1 + k2 − k3)
N
)
.
Or les rp(k) sont inde´pendants entre eux donc :
E
(‖Rp(l)‖4) = N2∑
k=−N
2
+1
E
(
rp(k)
4
)
+
N
2∑
k0, k1
k0 6= k1
E(rp(k0)2)E(rp(k1)2)
[
2 + exp
(
−4ipi l(k0 − k1)
N
)]
,
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= 3σ4N + 2σ4N(N − 1) + σ4
N
2∑
k0, k1 = −N2 + 1
k0 6= k1
exp
(
−4ipi l(k0 − k1)
N
)
(B.4)
Or
N
2∑
k0, k1 = −N2 + 1
k0 6= k1
exp
(
−4ipi l(k0 − k1)
N
)
= −N ∀l 6= 0 et l 6= N
2
N
2∑
k0, k1 = −N2 + 1
k0 6= k1
exp
(
−4ipi l(k0 − k1)
N
)
= N(N − 1) si l = 0 ou l = N
2
Ainsi en revenant a` B.4 on obtient bien :
E
[‖Rp(l)‖4] =

3N2σ4 si l = 0 ou l =
N
2
2N2σ4 ∀l 6= 0 et l 6= N
2
¥
Retour a` la de´monstration du the´ore`me :
Y(Φm) =
P−1∑
p=0
Rp ⊗ Dp(Φm),
est un vecteur dont la le composante est :
Y (Φm, l) =
P−1∑
p=0
Rp(l) exp
(
−2ipi ldpFeΦm
CN
)
.
Y (Φm, l) =
P−1∑
p=0
Rp(l)Dp(Φm, l).
Donc
E [Y (Φm, l)] = 0
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Et l’inde´pendance des capteurs nous permet d’e´crire que
Var
[
Y (Φm, l)
2
]
= PVar [Rp(l)]
= PNσ2
Donc
Y(Φm) ∼ CG(0, PNσ2IN)
Ainsi
E
(‖Y(Φ)‖2) = E (Y∗(Φm)Y(Φm))
= diag [E (Y(Φm)Y∗(Φm))]
= PN2σ2 ¥
diag e´tant l’ope´rateur somme des termes diagonaux d’une matrice.
Pour le calcul de la covariance on de´finit
fk(Φ) ,
P−1∑
p0,p1
D∗p0(Φ, k)Dp1(Φ, k)
=
P−1∑
p0,p1
exp
(
−2ipikdFe (p1 − p0) Φ
CN
)
fk(Φ) =
(
sin
(
piPk dFe
C
Φ
)
sin
(
pik dFe
C
Φ
) )2 .
Cov
(‖Y(Φ0)‖2, ‖Y(Φ1)‖2) = E (‖Y(Φ0)‖2‖Y(Φ1)‖2)− E (‖Y(Φ0)‖2)E (‖Y(Φ1)‖2)
On a :
‖Y (Φi)‖2 =
∣∣∣∣Y (Φi, N2
)∣∣∣∣2 + |Y (Φi, 0)|2 +
N
2
−1∑
q=1
∣∣∣∣Y (Φi, N2
)∣∣∣∣2 ,
i = 1, 2.
Or Y (Φ0, 0) et Y (Φ1, k) ∀k 6= 0 sont inde´pendants. De meˆme pour Y
(
Φ0,
N
2
)
et Y (Φ1, k)
∀k 6= N
2
.
Cov
[‖Y (Φ0)‖2 , ‖Y (Φ1)‖2] = Cov[∣∣∣∣Y (Φ0, N2
)∣∣∣∣2 , ∣∣∣∣Y (Φ1, N2
)∣∣∣∣2
]
+Cov
[|Y (Φ0, 0)|2 , |Y (Φ1, 0)|2]
+4
N
2
−1∑
k=1
Cov
[|Y (Φ0, k)|2 , |Y (Φ1, k)|2] (B.5)
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Or :
Cov
(|Y (Φ0, k)|2, |Y (Φ1, k)|2) = E (|Y (Φ0)|2|Y (Φ1)|2)− E (|Y (Φ0)|2)E (|Y (Φ1)|2)
∀k, on a :
E
[|Y (Φ0, k)|2]E [|Y (Φ1, k)|2] = P 2N2
Et
E
[|Y (Φ0, k)|2 |Y (Φ1, k)|2] =
P−1∑
p0,p1,p2,p3
E
[
Rp0(k)Dp0 (Φ0, k)R
∗
p1
(k)D∗p1 (Φ0, k)Rp2(k)Dp2 (Φ1, k)R
∗
p3
(k)D∗p3 (Φ1, k)
]
=
P−1∑
p0, p1
p2, p3
E
[
Rp0(k)R
∗
p1
(k)Rp2(k)R
∗
p3
(k)
]
Dp0(Φ0, k)D
∗
p1
(Φ0, k)Dp2(Φ1, k)D
∗
p3
(Φ1, k)
=
P−1∑
p=0
E
[|Rp(k)|4]+ P−1∑
p0, p1 = 0
p0 6=
p1
E
[|Rp0(k)|2]E [|Rp1(k)|2]
+
P−1∑
p0, p1 = 0
p0 6= p1
E
[|Rp0(k)|2]E [|Rp1(k)|2]Dp0(Φ0 − Φ1, k)D∗p1(Φ0 − Φ1, k)
+
P−1∑
p0, p1 = 0
p0 6= p1
E [Rp0(k)Rp0(k)]E
[
R∗p1(k)R
∗
p1
(k)
]
Dp0(Φ0 + Φ1, k)D
∗
p1
(Φ0 + Φ1, k)
Pour la dernie`re sommation ∀p, ∀k 6= 0 et k 6= N
2
on montre que Rp est un nombre com-
plexe avec une partie imaginaire non nul de´corelle´e de sa partie re´elle, ce qui permet d’avoir
E
[
R2p(k)
]
= 0.
Si k = 0 ou k =
N
2
la partie imaginaire est nulle et R2p(k) =
∣∣R2p(k)∣∣2 qui a donc une espe´rance
non nulle.
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On distingue donc 3 cas :
1. k = 0
E
[|Y (Φ0, 0)|2 |Y (Φ1, 0)|2] = P−1∑
p=0
E
[|Rp(0)|4]+ P−1∑
p0, p1 = 0
p0 6=
p1
E
[|Rp0(0)|2]E [|Rp1(0)|2]
+
P−1∑
p0, p1 = 0
p0 6= p1
E
[|Rp0(0)|2]E [|Rp1(k0)|2]Dp0(Φ0 − Φ1, 0)D∗p1(Φ0 − Φ1, 0)︸ ︷︷ ︸
=1
+
P−1∑
p0, p1 = 0
p0 6= p1
E [Rp0(0)Rp0(0)]E
[
R∗p1(k)R
∗
p1
(0)
]
Dp0(Φ0 + Φ1, 0)D
∗
p1
(Φ0 + Φ1, 0)︸ ︷︷ ︸
=1
= σ4

P−1∑
p=0
3N2 +
P−1∑
p0, p1 = 0
p0 6= p1
N2 +
P−1∑
p0, p1 = 0
p0 6= p1
N2 +
P−1∑
p0, p1 = 0
p0 6= p1
N2

= 3σ4P 2N2
⇒ Cov (|Y (Φ0, 0)|2, |Y (Φ1, 0)|2) = 2σ4P 2N2 (B.6)
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2. k = N
2
E
[∣∣∣∣Y (Φ0, N2
)∣∣∣∣2 ∣∣∣∣Y (Φ1, N2
)∣∣∣∣2
]
= σ4

P−1∑
p=0
3N2 +
P−1∑
p0, p1 = 0
p0 6= p1
N2
+
P−1∑
p0, p1 = 0
p0 6= p1
N2Dp0
(
Φ0 − Φ1, N
2
)
D∗p1
(
Φ0 − Φ1, N
2
)
+
P−1∑
p0, p1 = 0
p0 6= p1
N2Dp0
(
Φ0 + Φ1,
N
2
)
D∗p1
(
Φ0 + Φ1,
N
2
)

= σ4
[
3PN2 + PN2 (P − 1) +N2
(
fN
2
(Φ0 − Φ1)− P
)
+N2
(
fN
2
(Φ0 + Φ1)− P
)]
= σ4
{
P 2N2 +N2
[
fN
2
(Φ0 − Φ1) + fN
2
(Φ0 + Φ1)
]}
.
⇒ Cov
(
|Y (Φ0, N
2
)|2, |Y (Φ1, N
2
)|2
)
= σ4N2
(
fN
2
(Φ0 − Φ1) + fN
2
(Φ0 + Φ1)
)
(B.7)
3. k 6= 0 et k 6= N
2
E
(|Y (Φ0, k)|2|Y (Φ1, k)|2) = σ4

P−1∑
p=0
2N2 +
P−1∑
p0, p1 = 0
p0 6= p1
N2
+
∑
p0, p1 = 0
p0 6= p1
P−1
N2Dp0(Φ0 − Φ1, k)D∗p1(Φ0 − Φ1, k)

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= σ4
[
2PN2 + PN2(P − 1) +N2(fk(Φ0 − Φ1)− P )
]
.
= σ4
[
P 2N2 +N2fk(Φ0 − Φ1)
]
.
⇒ Cov (|Y (Φ0, k)|2 , |Y (Φ1, k)|2) = σ4N2fk(Φ0 − Φ1). (B.8)
Ainsi en remplac¸ant B.6, B.7, et B.8 dansB.5 on obtient :
Cov
[‖Y (Φ0)‖2 , ‖Y (Φ1)‖2] =
σ4
2P 2N2 +N2 [fN
2
(Φ0 − Φ1) + fN
2
(Φ0 + Φ1)
]
+ 4N2
N
2
−1∑
k=1
fk(Φ0 − Φ1)
 .
La valeur de la variance se de´duit de la covariance en remplac¸ant Φ0 et Φ1 par Φ et en
sachant que
fk(0) = P
2
fN
2
(2Φ) = fN(Φ).
On a alors
Var
[‖Y (Φ)‖2] = σ4 [2N3P 2 −N2P 2 +N2fN(Φ)]
Var
[‖Y (Φ)‖2] = σ42N3P 2 [1 + o( 1
N
)]
¥
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Annexe C
Rappel sur l’extraction HMM dans une
image temps fre´quence
C.1 Construction de l’image temps fre´quence
Une image temps fre´quence, aussi appele´e Lofargramme, peut eˆtre re´alise´e pour chaque
hydrophone. Cette image est note´e Vf . Elle s’obtient en calculant le signal fre´quentiel Rk lors
de chaque snapshot. Ce vecteur est issu du signal temporel rk(t) rec¸u sur l’hydrophone. On l’a
e´chantillonne´ a` une fre´quence Fe qui nous permet d’avoir un vecteur temporel de N points. A
l’aide de la FFT on calcule le vecteur fre´quentiel de
N
2
points. Rk ,
[
Rk(1), · · · , Rk
(
N
2
)]T
.
A partir de ce vecteur, on construit l’image temps fre´quence de´finie par :
Vf (k, n) , ‖Rk(n)‖2 , k ∈ {1, · · · , K}
et n ∈
{
1, · · · , N
2
}
.
On ne parcourt que la moitie´ du spectre car on a un signal re´el ce qui induit un spectre
fre´quentiel pair : Vf (k, n) = Vf (k,N − n).
Dans le cas d’un signal bruite´, on montre que si a` l’instant k un signal de fre´quence f = n0 FeN
est pre´sent, alors dans le canal n0 se superposent l’apport du signal et du bruit. Dans les autres
canaux, on fait l’hypothe`se que seul du bruit est pre´sent avec des particularite´s statistiques
connues (loi du Khi2 a` 2 degre´s de liberte´s). On applique ensuite sur ces images temps fre´quence
un algorithme d’extraction issu de l’arsenal des HMM et qui utilise l’apport de ces statistiques.
Un exemple d’image temps fre´quence est illustre´ par FIG. C.1.
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FIGURE C.1 – Image temps fre´quence
C.2 Extraction et de´tection d’une piste fre´quentielle
L’extraction/de´tection sur ces images, propose´ dans la the`se de Se´bastien Paris [11] est base´
sur le mode`le HMM et les algorithmes s’y re´fe´rant.
C.2.1 Le vecteur d’e´tat
Le vecteur d’e´tat que l’on cherche a` estimer est donne´ par :
uk =
(
if =
fk
δf
jf =
f˙
δf˙
)
,
avec δf repre´sentant le pas d’e´chantillonnage en fre´quence, et δf˙ le pas d’e´chantillonnage en
vitesse fre´quentielle. if est un nombre entier compris entre 0 et
N
2
et jf est un nombre entier
compris entre −Jf et Jf avec Jf de´termine´ par l’utilisateur. On prend ge´ne´ralement Jf = 1.
Ce vecteur est re´gi par l’e´quation d’e´tat suivante :
uk =
[
1 ²f
0 1
]
uk-1 + νf ,
νf e´tant un vecteur ale´atoire de matrice de covariance
Rf = qf

1
3
1
2²f
1
2²f
1
²2f
 .
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Cette e´quation d’e´tat et la connaissance des statistiques de Vf permettent d’appliquer un algo-
rithme forward backward afin d’estimer uk. Cette estimation est note´e uˆk.
C.2.2 Extraction : obtention des matrices de transition et de vraisem-
blance
La matrice de transition du mode`le forward backward note´e Af est de´finie par :
Af (i, j) , 1√
det (2piRf )
exp
[
−
(
uk −Huk-1
)T
R−1
(
uk −Huk-1
)
2
]
,
ou` κ
(
uk
)
= i et κ
(
uk-1
)
= j.
La matrice de vraisemblance note´e Bfse de´duit des statistiques de l’image Vf . Apre`s divers
calculs on montre que l’e´le´ment (k, i) de cette matrice est [1] :
Bf (k, i) =
Vf (k, i)
U∑
u=1
Vf (k, u)
.
A l’aide d’une initialisation uniforme et des matrices Af , Bf on applique l’algorithme forward-
backward qui nous permet de calculer :
αfk(i) = Pr (uk|z1:k)
βfk (i) = Pr (uk|zk+1:K)
γfk (i) = Pr (uk|z1:K)
avec κ(uk) = i.
uˆk est ensuite obtenu par le MAP :
uˆk = κ
−1
[
arg max
i∈[1,U ]
γfk (i)
]
.
Il s’agit ensuite de valider cette estimation par la de´tection.
C.2.3 De´tection
Cette validation est effectue´e a` l’aide d’un vecteur d’e´tat binaire Γk de´finit ainsi :
Γk = 0 Le vecteur d’e´tat uˆk n’est pas valide´;
Γk = 1 Le vecteur d’e´tat uˆk est valide´.
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Ainsi la matrice de transition Afd donne´e par les probabilite´s w0 = Pr (Γk = 0|Γk−1 = 1), et
w1 = Pr (Γk = 1|Γk−1 = 0) :
Afd =
[
1− w0 w0
w1 1− w1
]
.
Enfin la matrice de vraisemblance dans le cadre de la de´tection de pistes fre´quentielles est
obtenue a` l’aide du rapport de vraisemblance note´ : Λ(uˆk), k = 1, · · · , K. On a :
Bfd =

h Λ(uˆ1)
· · · · · ·
h Λ(uˆk)· · · · · ·
h Λ(uˆK)
 ,
ou` h repre´sente un seuil donne´ par l’utilisateur.
Dans sa the`se Se´bastien Paris montre que dans le cadre des images temps fre´quence, le
rapport de vraisemblance se calcule a` l’aide des probabilite´s αfk et β
f
k . En effet apre`s avoir
calcule´
µ˜k =
√√√√ U∑
u=1
α˜fk(u)
√√√√ U∑
u=1
β˜fk (u),
ou` :
α˜fk(i) = B
f (k, i)
U∑
u=1
αfk−1(u)A
f (u, i)
β˜fk (i) =
U∑
u=1
Bf (k, u)βfk (u)A
f (i, u).
et montre´ que
Λ(uˆk) '
N
2
µ˜k,
on approche la matrice Bfd par :
Bfd '

h N
2
µ˜1
· · · · · ·
h N
2
µ˜k
· · · · · ·
h N
2
µ˜K
 .
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Enfin on montre que cette matrice dans l’algorithme forward backward peut eˆtre remplace´e par
la matrice : 
h′ µ˜1
· · · · · ·
h′ µ˜k
· · · · · ·
h′ µ˜K
 ,
ou` h′ =
2h
N
. On note aussi cette matrice Bfd.
Une fois les matrices Afd et Bfd de´finies on peut appliquer l’algorithme forward-backward.
L’initialisation est uniforme, soit Πdf =
[
1
2
,
1
2
]
.
On calcule ensuite Γˆk a l’aide du MAP .
C.2.4 Re´sume´ de l’algorithme
– De´termination de Af et Bf ;
– Calcul de αk, βk et uˆk =
(
fˆk
δf
,
ˆ˙f
δf˙
)T
pour chaque instant k par la technique forward-
backward et le MAP ;
– Calcul de Bdf et Adf et de´termination des Γˆk par la technique de forward-backward et
du MAP ;
– Si Γˆk = 0 alors aucune piste n’est affiche´e a` l’instant k, on note dans ce cas la valeur
de la fre´quence de´tecte´e a` −1 ;
– Si Γˆk = 1 alors on sort de l’extracteur la valeur de la fre´quence estime´e fˆ(k).
Cet extracteur sort donc les mesures de fre´quences sur lesquelles on applique ensuite un module
de trajectographie.
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Annexe D
Algorithme forward backward paralle`le
[1]
D.1 Rappel
On conside`re L pistes pre´sentes dans un lot de mesure donne´ par ZK . On note par xk =
(c, v)t l’e´tat de la piste l a` l’instant k. On a U e´tat possible pour la piste.
L’ensemble wlk =
{
xk 6= xrk, l 6= r
}
traduit le fait que la piste doit eˆtre diffe´rentes des autres a`
l’instant k. On associe a` cette ensemble ΩK = {ω1, · · · , ωK}.
A l’aide de ces de´finitions, on met en place l’algorithme forward backward paralle`le qui permet
de calculer la loi de probabilite´
γlk(i) , Pr
(
xlk = i|ΩlK , ZK
)
.
Pour re´aliser ce calcul on aura besoin d’avoir la probabilite´ forward
αlk(i) , Pr
(
xlk = i|Ωlk, Zk
)
,
et backward
βlk(i) , Pr
(
xlk = i|Ωlk:K , Zk+1:K
)
.
A chacune de ces probabilite´s est associe´e une probabilite´ d’exclusion :
qα,lk (i) , Pr
(
ωlk|xlk = i,Ωlk, Zk
)
qβ,lk (i) , Pr
(
ωlk|xlk = i,Ωlk+1:K , Zk+1:K
)
Et les probabilite´s suivantes :
α˜lk(i) , Pr
(
xlk = i|Ωlk−1, Zk
)
,
β˜lk(i) , Pr
(
xlk = i|Ωlk+1:K , Zk+1:K
)
.
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On a aussi besoin de de´finir la matrice de transition Al donne´ par
Al(i, j) = Pr
(
xk = j|xk-1 = i
)
et de la matrice de vraisemblance Bl
Bl(k, i) = Pr
(
zk|xk = i
)
D.2 The´ore`mes et de´monstrations
The´ore`me :
γlk(i) =
αlk(i)β
l
k(i)
U∑
j=1
αlk(j)β
l
k(j)
De´monstration :
Pr
(
xlk = i, ZK ,Ω
l
K |xlk = i, Zk,Ωlk
)
=
Pr
(
xlk = i, ZK ,Ω
l
K
)
Pr
(
xlk = i, Zk,Ω
l
k
)
=
γlk(i)
αlk(i)
K0 (D.1)
K0 =
Pr
(
ZK ,Ω
l
K
)
Pr
(
Zk,Ωlk
) e´tant une constante inde´pendante de i. De meˆme :
Pr
(
xlk = i, ZK ,Ω
l
K |xlk
)
= Pr
(
Zk+1:K ,Ω
l
k+1:K |xlk = i
)
=
K1
Pr
(
xlk = i
)βlk(i) (D.2)
Or Pr
(
xlk = i
)
=
1
U
∀i Donc ne de´pend pas de i comme K1 = Pr
(
Zk+1:K ,Ω
l
k+1:K
)
.
En re´unissant D.1 et D.2 on a :
γlk(i) =
αlk(i)β
l
k(i)
K2
,
avec K2 =
K0
UK1
e´tant une constance inde´pendante de i. Or d’apre`s le the´ore`mes des probabi-
lite´s totales
U∑
j=1
γlk(j) = 1
Soit K2 =
U∑
j=1
αlk(j)β
l
k(j)
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Donc
γlk(i) =
αlk(i)β
l
k(i)
U∑
j=1
αlk(j)β
l
k(j)
¥
The´ore`me :
αlk(i) =
α˜lk(i)q
α,l
k (i)
U∑
j=1
α˜lk(j)q
α,l
k (j)
De´monstration :
αlk(i) , Pr
(
xlk = i|Ωlk, Zk
)
=
Pr
(
xlk = i,Ω
l
k, Zk
)
Pr
(
Ωlk, Zk
)
=
Pr
(
xlk = i, ω
l
k,Ωk−1, Zk
)
Pr
(
Ωlk, Zk
)
=
Pr
(
xlk = i,Ωk−1, Zk
)
Pr
(
ωlk|xlk = i,Ωk−1, Zk
)
Pr
(
Ωlk, Zk
)
= Pr
(
xlk = i|Ωk−1, Zk
)
Pr
(
ωlk|xlk = i,Ωk−1, Zk
) Pr (Ωk−1, Zk)
Pr
(
Ωlk, Zk
)
=
α˜lk(i)q
α,l
k (i)
K3
Or on a
U∑
j=1
α(j) = 1 donc K3 =
U∑
j=1
α˜lk(j)q
α,l
k (j) soit :
αlk(i) =
α˜lk(i)q
α,l
k (i)
U∑
j=1
α˜lk(j)q
α,l
k (j)
¥
De meˆme on prouve que
βlk(i) =
β˜lk(i)q
β,l
k (i)
U∑
j=1
β˜lk(j)q
β,l
k (j)
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The´ore`me :
α˜k(i) =
B(k, i)
U∑
j=1
αlk−1(j)A(j, i)
U∑
u=1
B(k, u)
U∑
j=1
αlk−1(j)A(j, u)
De´monstration :
α˜lk(i) , Pr
(
xlk = i|Ωlk−1, Zk
)
,
=
U∑
j=1
Pr
(
xlk = i, x
l
k-1 = j|Ωlk−1, Zk
)
=
1
K3
U∑
j=1
Pr
(
xlk = i, x
l
k-1 = j,Ω
l
k−1, Zk
)
=
1
K3
U∑
j=1
Pr
(
zk|xlk = i, xlk-1 = j,Ωlk−1, Zk−1
)
Pr
(
xlk = i, x
l
k-1 = j,Ω
l
k−1, Zk−1
)
=
1
K3
U∑
j=1
Pr
(
zk|xlk = i
)
Pr
(
xlk = i|xlk-1 = j,Ωlk−1, Zk−1
)
Pr
(
xlk-1 = j,Ω
l
k−1, Zk−1
)
=
1
K4
Pr
(
zk|xlk = i
) U∑
j=1
Pr
(
xlk = i|xlk-1 = j
)
Pr
(
xlk-1 = j|Ωlk−1, Zk−1
)
=
1
K4
B(k, i)
U∑
j=1
αlk(j)A(j, i)
Avec K3 = Pr
(
Ωlk−1, Zk
)
et K4 =
K3
Pr
(
Ωlk−1, Zk−1
) Or
U∑
u=1
α˜lk(u) = 1
Donc
K4 =
U∑
u=1
B(k, u)
U∑
j=1
αlk(j)A(j, u)
152
Soit
α˜k(i) =
B(k, i)
U∑
j=1
αlk−1(j)A(j, i)
U∑
u=1
B(k, u)
U∑
j=1
αlk−1(j)A(j, u)
¥
The´ore`me :
β˜k(i) =
∑
j=1
B(k + 1, j)Uβlk−1(j)A(i, j)
U∑
u=1
U∑
j=1
B(k + 1, j)αlk−1(j)A(u, j)
De´monstration :
β˜lk(i) , Pr
(
xlk = i|Ωlk+1:K , Zk+1:K
)
=
1
K5
U∑
j=1
Pr
(
xlk = i, x
l
k+1 = j,Ω
l
k+1:K , Zk+1:K
)
=
1
K5
U∑
j=1
Pr
(
xlk = i|xlk+1 = j,Ωlk+1:K , Zk+1:K
)
Pr
(
xlk+1 = j,Ω
l
k+1:K , Zk+1:K
)
=
1
K5
U∑
j=1
Pr
(
xlk = i|xlk+1 = j
)
Pr
(
zk+1|xlk+1 = j,Ωlk+1:K , Zk+2:K
)
Pr
(
xlk+1 = j,Ω
l
k+1:K , Zk+2:K
)
=
1
K6
U∑
j=1
Pr
(
xlk+1 = j|xlk = i
)
Pr
(
zk+1|xlk+1 = j
)
Pr
(
xlk+1 = j|Ωlk+1:K , Zk+2:K
)
=
1
K6
U∑
j=1
A(i, j)B(k + 1, j)αlk+1(j)
avec K5 = Pr
(
Ωlk+1:K , Zk+1:K
)
et K6 =
K5
Pr
(
Ωlk+1:K , Zk+2:K
) . Or pour que U∑
u=1
β˜lk(u) = 1 on
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a K6 =
U∑
u=1
U∑
j=1
A(u, j)B(k + 1, j)αlk+1(j). Donc :
β˜k(i) =
∑
j=1
B(k + 1, j)Uβlk−1(j)A(i, j)
U∑
u=1
U∑
j=1
B(k + 1, j)αlk−1(j)A(u, j)
¥
Pour cette de´monstration, on a utilise´ la proprie´te´Pr
(
xlk+1 = j|xlk = i
)
= Pr
(
xlk = i|xlk+1 = j
)
.
La de´monstration de cette proprie´te´ est trivial en conside´rant quePr
(
xlk+1 = i
)
= Pr
(
xlk = i
)
=
1
U
.
The´ore`me :
qα,lk (i) =
L∏
r = 1
r 6= l
[
1− α˜lk(i)
]
De´monstration :
qα,lk (i) , Pr
(
ωlk|xlk = i,Ωlk−1, Zk
)
= Pr
(
xrk 6= xlk,∀r 6= l|xlk = i,Ωlk−1, Zk
)
=
L∏
r = 1
r 6= l
Pr
(
xrk 6= xlk|xlk = i,Ωlk−1, Zk
)
=
L∏
r = 1
r 6= l
[
1− Pr
(
xrk = i|Ωlk−1, Zk
)]
=
L∏
r = 1
r 6= l
[
1− α˜lk(i)
]
¥
De meˆme on montre que
qβ,lk (i) =
L∏
r = 1
r 6= l
[
1− β˜lk(i)
]
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