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Abstract
We propose a sequential variational autoencoder to
learn disentangled representations of sequential data (e.g.,
videos and audios) under self-supervision. Specifically, we
exploit the benefits of some readily accessible supervisory
signals from input data itself or some off-the-shelf func-
tional models and accordingly design auxiliary tasks for
our model to utilize these signals. With the supervision of
the signals, our model can easily disentangle the represen-
tation of an input sequence into static factors and dynamic
factors (i.e., time-invariant and time-varying parts). Com-
prehensive experiments across videos and audios verify the
effectiveness of our model on representation disentangle-
ment and generation of sequential data, and demonstrate
that, our model with self-supervision performs comparable
to, if not better than, the fully-supervised model with ground
truth labels, and outperforms state-of-the-art unsupervised
models by a large margin.
1. Introduction
Representation learning is one of the essential research
problems in machine learning and computer vision [5].
Real-world sensory data such as videos, images, and au-
dios are often in the form of high dimensions. Representa-
tion learning aims to map these data into a low-dimensional
space to make it easier to extract semantically meaning-
ful information for downstream tasks such as classifica-
tion and detection. Recent years have witnessed rising in-
terests in disentangled representation learning, which tries
to separate the underlying factors of observed data varia-
tions such that each factor exclusively interprets one type
of semantic attributes of sensory data. The representation
of sequential data is expected to be disentangled into time-
varying factors and time-invariant factors. For video data,
the identity of a moving object in a video is regarded as
time-invariant factors, and the motion in each frame is con-
sidered as time-varying ones [37]. For speech data, the
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Figure 1: Self-supervision and regularizations enforce the
latent variable of our sequential VAE to be disentangled into
a static representation zf and a dynamic representation zt.
representations of the timbre of speakers and the linguistic
contents are expected to be disentangled [27]. There are
several benefits of learning disentangled representations.
First, the models that produce disentangled representations
are more explainable. Second, disentangled representations
make it easier and more efficient to manipulate data gen-
eration, which has potential applications in entertainment
industry, training data synthesis [55, 56] and several down-
stream tasks [32, 19, 18, 45, 57].
Despite the vast amount of works [24, 33, 6, 15, 16, 7,
30] on disentangled representations of static data (mainly
image data), fewer works [27, 37, 23, 48] have explored rep-
resentation disentanglement for sequential data generation.
For unsupervised models, FHVAE [27] and DSVAE [37]
elaborately designed model architectures and factorized la-
tent variables into static and dynamic parts. These models
may well handle simple data forms such as synthetic an-
imation data but fail when dealing with realistic ones as
we will show later. Besides, as pointed out in [38], unsu-
pervised representation disentanglement is impossible with-
out inductive biases. Without any supervision, the perfor-
mance of disentanglement can hardly be guaranteed and
greatly depends on the random seed and the dimensional-
ity of latent vectors set in the models. On the other hand,
several works [23, 48] resort to utilizing label information
or attribute annotation as strong supervision for disentan-
glement. For instance, VideoVAE [23] leveraged holistic
attributes to constrain latent variables. Nevertheless, the
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costly annotation of data is essential for these models and
prevents them from being deployed to most real-world ap-
plications, in which a tremendous amount of unlabeled data
is available.
To alleviate the drawbacks of both unsupervised and su-
pervised models discussed above, this work tackles rep-
resentation disentanglement for sequential data generation
utilizing self-supervision. In self-supervised learning, var-
ious readily obtainable supervisory signals have been ex-
plored for representation learning of images and videos,
employing auxiliary data such as the ambient sounds in
videos [42, 3], the egomotion of cameras [1, 29], the ge-
ometry cue in 3D movies [20], and off-the-shelf functional
models for visual tracking [53], and optical flow [44, 52].
However, how self-supervised learning benefits represen-
tation disentanglement of sequential data has barely been
explored.
In this paper, we propose a sequential variational autoen-
coder (VAE), a recurrent version of VAE, for sequence gen-
eration. In the latent space, the representation is disentan-
gled into time-invariant and time-varying factors. We ad-
dress the representation disentanglement by exploring in-
trinsic supervision signals, which can be readily obtained
from both data itself and off-the-shelf methods, and accord-
ingly design a series of auxiliary tasks. Specifically, on one
hand, to exclude dynamic information from time-invariant
variable, we exploit the temporal order of the sequential
data and expect the time-invariant variable of the tempo-
rally shuffled data to be close to if not the same as that of
the original data. On the other hand, the time-varying vari-
able is expected to contain dynamic information in differ-
ent modalities. For video data, we allow it to predict the
location of the largest motion in every frame, which can be
readily inferred from optical flow. For audio data, the vol-
ume in each segment as an intrinsic label is leveraged as the
supervisory signal. To further encourage the representation
disentanglement, the mutual information between static and
dynamic variables are minimized as an extra regularization.
To the best of our knowledge, this paper is the first
work to explicitly use auxiliary supervision to improve the
representation disentanglement for sequential data. Exten-
sive experiments on representation disentanglement and se-
quence data generation demonstrate that, with these mul-
tiple freely accessible supervisions, our model dramatically
outperforms unsupervised learning-based methods and even
performs better than fully-supervised learning-based meth-
ods in several cases.
2. Related Work
Disentangled Sequential Data Generation With the suc-
cess of deep generative models, recent works [24, 33, 6,
7, 30] resort to variational autoencoders (VAEs) [35] and
generative adversarial networks (GANs) [22] to learn a dis-
entangled representation. Regularizations are accordingly
designed. β-VAE [24] imposed a heavier penalty on the
KL divergence term for a better disentanglement learning.
Follow-up researches [33, 6] derived a Total Correlation
(TC) from the KL term, and highlights this TC term as the
key factor in disentangled representation learning. In Info-
GAN [7], the disentanglement of a latent code c is achieved
by maximizing a mutual information lower-bound between
c and the generated sample x˜.
Several works involving disentangled representation
have been proposed for video prediction. Villegas et al. [50]
and Denton et al. [12] designed two networks to encode
pose and content separately at each timestep. Unlike video
prediction, video generation from priors, which we perform
in this work, is a much harder task since no frame is avail-
able for appearance and motion modeling in the generation
phase.
To handle video generation, VAEs are extended to a re-
current version [17, 4, 10]. However, these models do not
explicitly consider static and dynamic representation disen-
tanglement and fail to perform manipulable data generation.
More recently, several works have proposed VAEs with fac-
torized latent variables. FHVAE [27] presented a factor-
ized hierarchical graphical model that imposes sequence-
dependent priors and sequence-independent priors to differ-
ent sets of latent variables in the context of speech data,
but did not take advantage of the sequential prior. Com-
bining the merits of recurrent VAE and FHVAE, DSVAE
[37] is capable of disentangling latent factors by factorizing
them into time-invariant and time-dependent parts and ap-
plies an LSTM sequential prior to keep a better sequential
consistency for sequence generation. Although with elab-
orately designed complex architectures, these models may
only perform decently on representation disentanglement
of simple data, the disentanglement performance degrades
rapidly when the complexity of data increases. In contrast,
our work explores both model and regularization designs
for representation disentanglement and sequential data gen-
eration. Our model fully factorizes the latent variables to
time-invariant and time-varying parts, and both the poste-
rior and the prior of the time-varying variable are modeled
by LSTM for dynamic consistency. The auxiliary tasks with
readily accessible supervisory signals are designed to regu-
larize and encourage representation disentanglement.
Self-Supervised Learning The concept of self-supervised
learning traces back to the autoencoder [25], which uses the
input itself as supervision to learn the representation. De-
noising autoencoder[51] makes the learned representations
robust to noise and partial corruption of the input pattern by
adding noise to the input. Recent years have witnessed the
booming interest in self-supervised learning. The sources
of supervisory signals can be roughly categorized into three
classes. (a) Intrinsic labels: Doersch et al. [13] explored
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Figure 2: The framework of our proposed model in the context of video data. Each frame of a video x1:T is fed into an
encoder to produce a sequence of visual features, which is then passed through an LSTM module to obtain the manifold
posterior of a dynamic latent variable {q(zt|x≤t)}Tt=1 and the posterior of a static latent variable q(zf |x1:T ). The static
and dynamic representations zf and z1:T are sampled from the corresponding posteriors and concatenated to be fed into a
decoder to generate reconstructed sequence x˜1:T . Three regularizers are imposed on dynamic and static latent variables to
encourage the representation disentanglement.
the use of spatial context in images, and Noroozi et al. [41]
trained a model to solve Jigsaw puzzles as a pretext task.
Several works [54, 36] showed that colorizing a gray-scale
photograph can be utilized as a powerful pretext task for
visual understanding. Temporal information of video is an-
other readily accessible supervisory signal. [39] trained a
model to determine whether a sequence of frames from a
video is in the correct temporal order and [31] made the
model learn to arrange the permuted 3D spatiotemporal
crops. (b) Auxiliary data: Agrawal et al. [1] and Jayara-
man et al. [29] exploited the freely available knowledge of
camera motion as a supervisory signal for feature learning.
Ambient sounds in videos [42, 3] are used as a supervi-
sory signal for learning visual models. The geometry cue in
3D movies [20] is utilized for visual representation learn-
ing. (c) Off-the-shelf tools: Wang et al. [53] leveraged the
visual consistency of objects from a visual tracker in the
video clips. [44] used segments obtained by motion-based
segmentation based on optical flow as pseudo ground truth
for the single-frame object segmentation. Instead of learn-
ing visual features as in aforementioned methods, this work
aims to achieve static and dynamic representation disentan-
glement for sequential data such as video and speech. To
this end, we leverage supervisory signals from intrinsic la-
bels to regularize the static representation and off-the-shelf
tools to regularize the dynamic representation.
3. Sequential VAE Model
We start by introducing some notations and the problem
definition. D = {Xi}N is given as a dataset that consists of
M i.i.d. sequences, where X ≡ x1:T = (x1, x2, ...xT ) de-
notes a sequence of T observed variables, such as a video of
T frames or an audio of T segments. We propose a sequen-
tial variational autoencoder model, where the sequence is
assumed to be generated from latent variable z and z is fac-
torized into two disentangled variables: the time-invariant
(or static) variable zf and the time-varying (or dynamic)
variables z1:T .
Priors The prior of zf is defined as a standard Gaus-
sian distribution: zf ∼ N (0, 1). The time-varying la-
tent variables z1:T follow a sequential prior zt | z<t ∼
N (µt, diag(σ2t )), where [µt,σt] = φpriorR (z<t), µt,σt
are the parameters of the prior distribution conditioned on
all previous time-varying latent variables z<t. The model
φpriorR can be parameterized as a recurrent network, such as
LSTM [26] or GRU [9], where the hidden state is updated
temporally. The prior of z can be factorized as:
p(z) = p(zf )p(z1:T ) = p(zf )
T∏
t=1
p(zt|z<t). (1)
Generation The generating distribution of time
step t is conditioned on zf and zt: xt | zf , zt ∼
N (µx,t, diag(σ2x,t)), where [µx,t,σx,t] =
φDecoder(zf , zt) and the decoder φDecoder can be a
highly flexible function such as a deconvolutional neural
network [40].
The complete generative model can be formalized by the
factorization:
p(x1:T , z1:T , zf ) = p(zf )
T∏
t=1
p(xt|zf , zt)p(zt|z<t) (2)
Inference Our sequential VAE uses variational inference
to approximate posterior distributions:
zf ∼ N (µf , diag(σ2f )), zt ∼ N (µt, diag(σ2t )), (3)
where [µf ,σf ] = ψEncoderf (x1:T ) and [µt,σt] =
ψEncoderR (x≤t). The static variable ψ
Encoder
f is condi-
tioned on the whole sequence while the dynamic variable
is inferred by a recurrent encoder ψEncoderR and only con-
ditioned on the previous frames. Our inference model is
factorized as:
q(z1:T , zf |x1:T ) = q(zf |x1:T )
T∏
t=1
q(zt|x≤t) (4)
Learning The objective function of sequential VAE is a
timestep-wise negative variational lower bound:
LV AE = Eq(z1:T ,zf |x1:T )[−
T∑
t=1
log p(xt|zf ,zt)]+
KL(q(zf |x1:T )||p(zf )) +
T∑
t=1
KL(q(zt|x≤t)||p(zt|z<t))
(5)
The schematic representation of our model is shown in
Figure 2. Note that DSVAE also proposes a sequential VAE
with disentangled representation, but it either independently
infers zt only based on the frame of each time-step without
considering the continuity of dynamic variables and thus
may generate inconsistent motion, or assumes the varia-
tional posterior of zt depends on zf , implying that the vari-
ables are still implicitly entangled. In contrast, we model
both the prior and the posterior of zt by recurrent models
independently, resulting in consistent dynamic information
in synthetic sequences, and ensure full disentanglement of
zf and zt by posterior factorization.
4. Self-Supervision and Regularization
Without any supervision, there is no guarantee that the
time-invariant representation zf and the time-varying repre-
sentation zt are disentangled. In this section, we introduce a
series of auxiliary tasks on the different types of representa-
tions as the regularization of our sequential VAE to achieve
the disentanglement, where readily accessible supervisory
signals are leveraged.
4.1. Static Consistency Constraint
To encourage the time-invariant representation zf to ex-
clude any dynamic information, we expect that zf changes
little when varying dynamic information dramatically. To
this end, we shuffle the temporal order of frames to form
a shuffled sequence. Ideally, the static factors of the origi-
nal sequence and shuffled sequence should be very close, if
not equal, to one another. However, directly minimizing the
distance of these two static factors will lead to very trivial
solutions, e.g., the static factors of all sequences converge
to the same value and do not contain any meaningful infor-
mation. Thus, we randomly sample another sequence as the
negative sample of the static factor. With a triple of static
factors, we introduce a triplet loss as follows:
LSCC = max
(
D(zf , z
pos
f )−D(zf , znegf ) +m, 0
)
,
(6)
where zf , z
pos
f and z
neg
f are the static factors of the anchor
sequence, the shuffled sequence as the positive data, and an-
other randomly sampled video as the negative data, D(·, ·)
denotes the Euclidean distance and m is the margin, set to
D1
D0
D2
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Figure 3: The pseudo label generation for video datasets.
(a) The left image is the input frame and the right image is
the corresponding optical flow map that is split by a grid.
(b) Three distances are used as the dynamic signals for the
face dataset.
1. This regularization makes zf preserve meaningful static
information to a certain degree while excluding dynamic in-
formation.
4.2. Dynamic Factor Prediction
To encourage the dynamic representation zt to carry ade-
quate and correct time-dependent information of each time-
step, we exploit dynamic information-related signals from
off-the-shelf tools for different types of sequential data and
accordingly design the auxiliary tasks as the regularization
imposed on zt. We have the loss LDFP = L(φa(zt), y),
where L(·, ·) can be either cross-entropy loss or mean
squared error loss according to the designed auxiliary task,
φa(·) is a network for dynamic factor prediction and y con-
tains supervisory signals.
Video Data The dynamic representation zt can be
learned by forcing it to predict the dynamic factors of
videos. Motivated by this, we expect the location of the
largest motion regions can be accurately predicted based on
zt. To this end, the optical flow maps of video are first ob-
tained by commonly used functional model FlowNet2 [28]
and then split into patches by grid, as shown in Figure 3.a.
We compute the average of motion magnitudes for every
patch and use the indices of patches with the top-k largest
values as the pseudo label for prediction. For this task, φa(·)
is implemented with two fully-connected layers and a soft-
max layer.
Apart from the optical flow, some freely obtainable data-
specific signals can be exploited. For a human face dataset,
the landmark of each frame can be readily detected and con-
sidered as a supervision for dynamic factors. We obtain the
landmark from an off-the-shelf landmark detector [14]. To
keep our model concise and efficient, we only leverage the
distance between the upper and lower eyelids as well as the
distance between the upper and lower lips in each frame as
the dynamic signal, as shown in Figure 3.b. Here, φa(·)
consists of two fully-connected layers to regress the three
distances. We observe that our model can easily capture
dynamic motions under this simple supervision.
Audio Data For the audio dataset, we consider the vol-
ume as time-dependency factor and accordingly design an
auxiliary task, where zt is forced to predict if the speech is
silent or not in each segment. The pseudo label is readily
obtained by setting a magnitude threshold on the volume of
each speech segment. φa(·) consists of two fully-connected
layers and performs a binary classification.
4.3. Mutual Information Regularization
Forcing the time-varying variable zt to predict dynamic
factors can guarantee that zt contains adequate dynamic in-
formation, but this fails to guarantee that zt excludes the
static information. Therefore, we introduce the mutual in-
formation between static and dynamic variables as a reg-
ulator LMI . The mutual information is a measure of the
mutual dependence between two variables. By minimizing
LMI , we encourage the information in these two variables
are mutually exclusive. The mutual information is formally
defined as the KL divergence of the joint distribution to the
product of marginal distribution of each variable. We have
LMI(zf ,z1:T ) =
T∑
t=1
KL(q(zf ,zt)||q(zf )q(zt))
=
T∑
t=1
[H(zf ) +H(zt)−H(zf ,zt)],
(7)
where H(·) = −Eq(z)[log(q(·))] = −Eq(zf ,zt)[log(q(·))].
The expectation can be estimated by the mini-batch
weighted sampling estimator [6],
Eq(z)[log q(zn)] ≈ 1
M
M∑
i=1
[
log
M∑
j=1
q(zn(xi)|xj)− log(NM)
]
,
(8)
for zn = zf , zt or (zf , zt), where N and M are the data
size and the minibatch size, respectively.
4.4. Objective Function
Overall, our objective can be considered as the sequen-
tial VAE loss with a series of self-supervision and regular-
ization:
L = LV AE + λ1LSCC + λ2LDFP + λ3LMI , (9)
where λ1, λ2 and λ3 are balancing factors.
5. Experiments
To comprehensively validate the effectiveness of our pro-
posed model with self-supervision, we conduct experiments
on three video datasets and one audio dataset. With these
four datasets, we cover different modalities from video to
audio. In video domain, a large range of motions are cov-
ered from large character motions (e.g., walking, stretching)
to subtle facial expressions (e.g, smiling, disgust).
5.1. Experiments on Video Data
We present an in-depth evaluation on two problems,
tested on three different datasets and employing a large va-
riety of metrics.
5.1.1 Datasets
Stochastic Moving MNIST is introduced by [11] and con-
sists of sequences of 15 frames of size 64 × 64, where two
digits from MNIST dataset move in random directions. We
randomly generate 6000 sequences, 5000 of which are used
for training and the rest are for testing.
Sprite [37] contains sequences of animated cartoon char-
acters with 9 action categories: walking, casting spells and
slashing with three viewing angles. The appearance of char-
acters are fully controlled by four attributes, i.e., the color of
skin, tops, pants, and hair. Each of the attributes categories
contains 6 possible variants, therefore it results in totally
64 = 1296 unique characters, 1000 of which are used for
training and the rest for testing. Each sequence contains 8
frames of size 64× 64.
MUG Facial Expression [2] consists of 3528 videos with
52 actors performing 6 different facial expressions: anger,
fear, disgust, happiness, sadness, and surprise. Each video
composes of 50 to 160 frames. As suggested in MoCo-
GAN [49], we crop the face regions, resize video to 64×64,
and randomly sample a clip of 15 frames in each video. The
75% of dataset is used for training and the rest for testing.
5.1.2 Representation Swapping
We first perform the representation swapping and com-
pare our method with DSVAE, a disentangled VAE model,
as well as MonkeyNet [47], a state-of-the-art deformable
video generation model. Suppose two real videos are given
for motion information and appearance information, de-
noted as Vm and Va. Our method and DSVAE perform
video generation based on the zf from Va and z1:T from
Vm . For MonkeyNet, the videos are generated by deform-
ing the first frame of Va based on motion in Vm. The syn-
thetic videos are expected to preserve the appearance in Va
and the motion in Vm. The qualitative comparisons on three
datasets are shown in Figure 4.
For SMMNIST, the generated videos of our model can
preserve the identity of digits while consistently mimic the
motion of the provided video. However, DSVAE can hardly
preserve the identity. For instance, it mistakenly changes
the digit “9” to “6”. We observe that MonkeyNet can hardly
handle the case with multiple objects like SMMNIST, be-
cause the case does not meet its implicit assumption of only
one object moving in the video.
For Sprite, DSVAE generates blurry videos when the
characters in Va and Vm have opposite directions, indicat-
Video A Video B 
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DSVAE
Ours
Monkey
net
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Figure 4: Representation swapping on SMMNIST, Sprite
and MUG datasets. In each panel, we show two real videos
as well as the generated videos by swapping zf and z1:T ,
from our model and two competing models: DSVAE and
MonkeyNet. Each column is supposed to have the same
motion.
ing it fails to encode the direction information in the dy-
namic variable. Conversely, our model can generate videos
with the appearance of the character in Va and the same
action and direction of the character in Vm, due to the guid-
ance from optical flow. The characters in the generated
videos of Monkeynet fail to follow the pose and action in
Vm, and many artifacts appear. E.g., an arm-like blob ap-
pears in the back of the character in the left panel.
For MUG, the generated video of DSVAE can hardly
preserve both the appearance inVa and the facial expression
in Vm. For example, the person in the right has a mixed ap-
pearance characteristic, indicating zf and zt are entangled.
Due to the deformation scheme of generation, MonkeyNet
fails to handle the case where the faces in two videos are
not well aligned. For instance, forcing the man with a smile
to be fear results in unnatural expression. On the contrary,
our model disentangles zf and zt, supported by the realistic
expressions on different faces in generated videos.
Figure 5: Unconditional video generation on MUG. The
upper and lower panels show the qualitative results of our
model and MoCoGAN, respectively.
Figure 6: Randomly sampled frames for each dataset.
5.1.3 Video Generation
Quantitative Results We compute the quantitative metrics
of our model with and without self-supervsion and regular-
ization, denoted as full model and baseline, as well as two
competing methods: DSVAE and MoCoGAN. All these
methods are comparable as no ground truth labels are used
to benefit representation disentanglement. Besides, the re-
sults of our baseline with full supervision from human-
annotation baseline-sv are also provided as a reference.
To demonstrate the ability of a model on the represen-
tation disentanglement, we use the classification accuracy
Acc [37], which measures the ability of a model to preserve
a specific attributes when generating a video given the cor-
responding representation or label. To measure how diverse
and realistic videos a model can generate, three metrics are
used: IS [46], Intra-EntropyH(y|x) [23] and Inter-Entropy
H(y) [23]. All metrics utilize a pretrained classifier based
on the real videos and ground truth attributes. See Appendix
for the detailed definitions of the metrics. The results are
shown in Table 1.
For representation disentanglement, we consider gener-
ating videos with a given zf inferred from a real video and
randomly sampled z1:T from the prior p(z1:T ) for SMM-
NIST. We then check if the synthetic video contains the
same digits as the real video by the pretrained classifier.
For MUG, we evaluate the ability of a model to preserve
the facial expression by fixing z1:T and randomly sampled
Table 1: Quantitatively performance comparison on SMMNIST, Sprite and MUG datasets. High values are expected forAcc,
H(y) and IS, while for H(y|x), the lower values are better. The results of our model with supervision of ground truth labels
baseline-sv* are shown as a reference.
Methods SMMNIST Sprite MUG
Acc IS H(y|x) H(y) Acc IS H(y|x) H(y) Acc IS H(y|x) H(y)
MoCoGAN 74.55% 4.078 0.194 0.191 92.89% 8.461 0.090 2.192 63.12% 4.332 0.183 1.721
DSVAE 88.19% 6.210 0.185 2.011 90.73% 8.384 0.072 2.192 54.29% 3.608 0.374 1.657
baseline 90.12% 6.543 0.167 2.052 91.42% 8.312 0.071 2.190 53.83% 3.736 0.347 1.717
full model 95.09% 7.072 0.150 2.106 99.49% 8.637 0.041 2.197 70.51% 5.136 0.135 1.760
baseline-sv* 92.18% 6.845 0.156 2.057 98.91% 8.741 0.028 2.196 72.32% 5.006 0.129 1.740
(a)
(b)
Figure 7: Controlled video
generation. (a) Video gen-
eration controlled by fixing
the static variable and ran-
domly sampling dynamic vari-
ables from the prior p(z1:T ).
All sequences share a same
identity but with different mo-
tions for each dataset. (b)
Video generation with changed
facial expressions. Expression
is changed from smile to sur-
prise and from surprise to dis-
gust in two sequences, respec-
tively. We control it by trans-
ferring the dynamic variables.
zf from the prior p(zf ). For Sprite, since the ground truth
of both actions and appearance attributes are available, we
evaluate the ability of preserving both static and dynamic
representations, and report the average scores. It’s evident
that our full model consistently outperforms all competing
methods. For SMNIST, we observe that MoCoGAN have
poor ability to correctly generate the digits with given la-
bels while our full model can generate correctly digits, re-
flected by the high Acc. Note that our full model achieves
99.49% Acc on Sprite, indicating the zf and zt are greatly
disentangled. Besides, full model significantly boosts the
performance of baseline, especially in MUG where more
realistic data is contained, the performance gets giant boost
from 53.83% to 70.51%, which illustrates the crucial role
of our self-supervision and regularization. For video gen-
eration, full model consistently shows the superior perfor-
mances on IS, H(y|x), H(y). Especially in MUG, full
model outperforms the runner-up MoCoGAN by 18.6% on
IS, demonstrating that high quality of videos generated by
our model. Note that our baseline is also compared favor-
ably to DSVAE, illustrating the superiority of the designed
sequential VAE model.
It is worth noting that our model with self-supervision
full model outperforms baseline-sv in SMMNIST on the
representation disentanglement.The possible reason is with
the ground truth labels, baseline-sv only encourages zf to
contain identity information but fails to exclude the infor-
mation in zt, resulting in confusion in digit recognition
when using various dynamic variables. For MUG, baseline-
sv performs better on preserving motion. We conjecture
it’s because that the strong supervision of expression labels
forces zt to encode the dynamic information, and zf does
not favor encoding temporal dynamic information and thus
varying zf does not affect the motion much.
Qualitative results We first demonstrate the ability of our
model to manipulate video generation in Figure 7. By fixing
zf and sampling zt, our model can generate videos with
the same object that performs various motions as shown in
Figure 7.a. Even in one video, the facial expression can be
transferred by controlling zt, as shown in Figure 7.b.
We also evaluate the appearance diversity of generate ob-
jects from our model. Figure 6 shows the frames our model
generates with sampled zf . The objects with realistic and
diverse appearances validate our model’s outstanding capa-
bility of high-quality video generation.
Besides, we compare our model with MoCoGAN on un-
conditional video generation on MUG dataset, as shown in
Figure 5. The videos are generated with sampled zf and
zt. MoCoGAN generates videos with many artifacts, such
as unrealistic eyes and inconsistent mouth in the third video.
Conversely, our model generates more realistic human faces
with consistent high-coherence expressions.
Table 2: Ablation study of disentanglement on MUG.
Methods Acc IS H(y|v) H(y)
No LSCC 61.45% 4.850 0.201 1.734
No LDFP 58.32% 4.423 0.284 1.721
No LMI 66.07% 4.874 0.175 1.749
Full model 70.51% 5.136 0.135 1.760
5.1.4 Ablation Studies
In this section, we present an ablation study to empirically
measure the impact of each regularization of our model
on its performance. The variant without a certain regular-
izaiton is denoted asNoLX . In Table 2, we report the quan-
titative evaluation. We note that No LSSC performs worse
than the full model. This illustrates the significance of the
static consistency constraint to make zf to be disentangled
from zt . No LDFP degrades the performance on Acc con-
siderably, indicating that LDFP as regularization is crucial
to preserve the action information in the dynamic vector.
Besides, after removing the mutual information regulariza-
tion, No LMI again shows an inferior performance to the
full model. A possible explanation is that our LMI encour-
ages that zt excludes the appearance information; thus the
appearance information is only from zf . The qualitative
results shown in Figure 8 confirms this analysis. We gener-
ate a video with zf of the woman and zt of the man in the
first row by different variants of our model. Without LMI ,
some characteristics of the man are still preserved, such as
the beard, confirming that the appearance information par-
tially remains in zt. In the results of No LSSC , the beard
is more evident, indicating that the static and dynamic vari-
able are still entangled. On the other hand, without LDFP ,
the woman in the generated video cannot mimic the action
of the man well, which indicates the dynamic variable does
not encode the motion information properly. Finally, the
person in the generated video of baseline neither preserves
the appearance of the woman nor follows the expression of
the man. It illustrates the representation disentanglement
without any supervision remains a hard task.
5.2. Experiments on Audio Data
To demonstrate the general applicability of our model
on sequential data, we conduct experiments on audio data,
where the time-invariant and time-varying factors are the
timbre of a speaker and the linguistic content of a speech,
respectively. The dataset we use is TIMIT, which is a corpus
of phonemically and lexically transcribed speech of Amer-
ican English speakers of different sexes and dialects [21],
and contains 63000 recordings of read speeches. We split
the dataset to training and testing subsets with a ratio of
5:1. As in [27], all the speech are presented as a sequence
of 80 dimensional Mel-scale filter bank features.
We quantitatively compare our model with FHVAE and
DSVAE on the speaker verification task based on either zf
or z1:T , measured by the Equal Error Rate(EER) [8]. Note
Full model
No LSCC
No LMI
No LDFP
Baseline
Figure 8: Ablation study on MUG dataset. The first frame
of the appearance video and the motion video are shown in
the first row.
Table 3: Performance comparison on speaker verification.
Small errors are better for zf and large errors are expected
for z1:T .
model feature dim EER
FHVAE zf 16 5.06%
DSVAE zf 64 4.82%
z1:T 64 18.89%
Ours zf 64 4.80%
z1:T 64 40.12%
that we expect the speaker can be correctly verified with zf
as it encodes the timbre of speakers, and randomly guess
with z1:T as it ideally only encodes the linguistic content.
The results are shown in Table 3. Our model outperforms
competing methods in both cases. Especially when based
on z1:T , our model doubles the score of the baseline, indi-
cating our model significantly eliminate the timbre informa-
tion in z1:T .
6. Conclusion
We propose a self-supervised sequential VAE, which
learns disentangled time-invariant and time-varying repre-
sentations for sequential data. We show that, with readily
accessible supervisory signals from data itself and off-the-
shelf tools, our model can achieve comparable performance
to the fully supervised models that require costly human an-
notations. The disentangling ability of our model is quali-
tatively and quantitatively verified on four datasets across
video and audio domains. The appealing results on a vari-
ety of tasks illustrate that, leveraging self-supervision is a
promising direction for representation disentanglement and
sequential data generation. In the future, we plan to extend
our model to high-resolution video generation, video pre-
diction and image-to-video generation.
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A. Minibatch Weighted Sampling
Minibatch Weighted Sampling is an estimator of the pos-
terior q(z) introduced by [6]. Let N be the size of a dataset
and M be the size of a minibatch, the entropy of the poste-
rior distribution can be estimated based on a minibatch:
Eq(z)[log q(z)] ≈ 1
M
M∑
i=1
[
log
M∑
j=1
q(z(xi)|xj)− log(NM)
]
(10)
The readers can refer to [6] for the details.
In our model, the posterior of the latent variable z can be
factorized as q(z|x) = q(zf |x)q(zt|x). Thus the entropy of
the joint distribution can be estimated:
Eq(z)[log q(z)] ≈
1
M
M∑
i=1
[
log
M∑
j=1
q(zf (xi)|xj)q(zt(xi)|xj)− log(NM)
]
(11)
Lemma A.1. Given a dataset of N samples DN =
{x1, ..., xN} with a distribution p(x) and a minibatch of M
samples BM = {x1, ..., xM} drawn i.i.d. from p(x), and
assume the posterior of the latent variable z can be fac-
torized as: q(z|x) = q(z1|x)q(z2|x), the lower bound of
Eq(z)[log q(zn)], n = 1 or 2, is :
Eq(z,x)
[
logEr(BM |x)
[
1
NM
M∑
m=1
q(zn|xm)
]]
,
where r(BM |x) denotes the probability of a sampled mini-
batch where one of the elements is fixed to be x and the rest
are sampled i.i.d. from p(x).
Proof. For any sampled batch instance BM , p(BM ) =
(1/N)
M , and when one of the elements is fixed to be x,
r(BM |x) = (1/N)M−1.
Eq(z) [log q(zn)]
=Eq(z,x)
[
logEx′∼p(x) [q(zn|x′)]
]
=Eq(z,x)
[
logEp(BM )
[
1
M
M∑
m=1
q(zn|xm)
]]
≥Eq(z,x)
[
logEr(BM |x)
[
p(BM )
r(BM |x)
1
M
M∑
m=1
q(zn|xm)
]]
=Eq(z,x)
[
logEr(BM |x)
[
1
NM
M∑
m=1
q(zn|xm)
]]
The inequality is due to r having a support that is a subset
of that of p.
Following Lemma A.1, when provided with a minibatch
of samples {x1, ..., nM}, we can use estimate the lower
bound as:
Eq(z)[log q(zf )] ≈ 1
M
M∑
i=1
[
log
M∑
j=1
q(zf (xi)|xj)− log(NM)
]
Eq(z)[log q(zt)] ≈ 1
M
M∑
i=1
[
log
M∑
j=1
q(zt(xi)|xj)− log(NM)
]
(12)
where zf (xi) is a sample from q(zf |xi), and zt(xi) is a
sample from q(zt|xi).
B. Derivation of Objective Function
We show the derivation of objective function in Eq.5.
The observe model is defined as:
p(x1:T ) =
∫
p(x1:T , z)dz
=
∫ ∫
p(x1:T , zf , z1:T )dzfdz1:T
(13)
To avoid the intractable integration over zf and z1:T ,
variational inference introduces an posterior approximation
q(zf , z1:T |x1:T ). A variational lower bound of log p(x1:T )
is:
L =Eq(zf ,z1:T |x1:T )
[
log
p(zf , z1:T ,x1:T )
q(zf , z1:T |x1:T )
]
=Eq(zf ,z1:T |x1:T )
[
log
p(zf )
∏T
t=1 p(xt|zf , zt)p(zt|z<t)
q(zf |x1:T )
∏T
t=1 q(zt|x≤t)
]
=Eq(zf ,z1:T |x1:T )
[
T∑
t=1
log p(xt|zf , zt)
]
− Eq(zf ,z1:T |x1:T )
[
log
q(zf |x1:T )
p(zf )
]
− Eq(zf ,z1:T |x1:T )
[
T∑
t=1
log
q(zt|x≤t)
p(zt|z<t)
]
=Eq(zf ,z1:T |x1:T )
[
T∑
t=1
log p(xt|zf , zt)
]
− Eq(zf |x1:T )
[
log
q(zf |x1:T )
p(zf )
]
−
T∑
t=1
Eq(zt|x≤T )
[
log
q(zt|x≤t)
p(zt|z<t)
]
=Eq(zf ,z1:T |x1:T )
[
T∑
t=1
log p(xt|zf , zt)
]
− KL(q(zf |x1:T )||p(zf ))
−
T∑
t=1
KL(q(zt|x≤t)||p(zt|z<t))
(14)
we get line 2 from line 1 by plugging the Eq.2 and Eq.4.
C. Metrics Definition
Similar to [48], we introduce the definitions of classifica-
tion accuracy, Inception Score, Inter-Entropy, Intra-Entropy
when groundtruth labels can not directly be provided to the
model. Let x be the generated video based on the represen-
tation of a real video xreal with the label y or directly condi-
tioned on the label y (e.g., MoCoGAN). We have a classifier
that is pretrained to predict the labels of real videos.
• Classification Accuracy (Acc) measures the percent-
age of the agreement of predicted labels between the
generated video x and the given real video xreal.
Higher classification accuracy indicates that the gener-
ated video is more recognizable and the corresponding
representation is better disentangled from other repre-
sentation.
• Inception Score IS measures the KL divergence be-
tween the conditional label distribution p(y|x) and the
marginal distribution p(y).
IS = exp(Ep(x)[KL(p(y|x)||p(y))]) (15)
• Inter-Entropy H(y) is the entropy of the marginal
distribution p(y):
H(y) = −
∑
y
p(y) log p(y), (16)
where p(y) = 1N
∑N
i=1 p(y|x). Higher H(y) means
the model generates more diverse results.
• Intra-Entropy H(y|x) is entropy of the conditional
class distribution p(y|x).
H(y|x) = −
∑
y
p(y|x) log p(y|x), (17)
Lower H(y|x) indicates the generated video is more
realistic.
For the speaker verification task in the audio dataset
TIMIT, we use the metric Equal Error Rate(EER). The
threshold value is tuned to make the false acceptance rate
equal to the false rejection rate. The common value is re-
ferred to as the Equal Error Rate.
D. Details on Architecture and Training
We implement our model using PyTorch [43] and use the
Adam optimizer [34] with β1 = 0.9 and β1 = 0.999. The
learning rate is set to 10−3 and the batch size is set to 16.
Our model is trained with 1000 epochs for each dataset on
a GTX 1080 Ti GPU.
The detailed architecture description of the encoder and
decoder of our S3VAE is summarized in Table 4. The vi-
sual feature of 128d from the frame encoder is fed into an
LSTM with one hidden layer (256d) and the LSTM outputs
the parameters µ and σ for the Gaussian multivariate dis-
tribution of the static variable zf of dimension dzf . The
output of the LSTM is fed into another LSTM with one hid-
den layer (256d) to produce the parameters µ and σ for the
Gaussian multivariate distribution of the dynamic variable
zt of dimension dzt for each time step. Besides, we adopt
a trainable LSTM to parameterize the prior of the dynamic
variable, φpriorR .
The dimensionality of latent variables (dzf , dzt) is set to
(256, 32), (256, 32), (8, 128) for SMMNIST, Sprite, MUG,
respectively. The balancing parameters λ1 λ2 and λ3 are set
to 1000, 100, 1, respectively, for all datasets.
E. Representation swapping on audio data
We now show the qualitative results of representation
swapping. In Figure 9, we show the results of represen-
tation swapping. Each heatmap shows the mel-scale filter
Table 4: Frame Encoder and decoder of S3VAE for SMM-
NIST, Sprite, MUG datasets. Let sd denote stride, pd,
padding; ch, channel; lReLU, leakyReLU. dimg is the num-
ber of image channels, which is 1 for SMMNIST and 3 for
Sprite and MUG datasets.
Encoder Decoder
Input 64x64 RGB image Input z
4x4 conv(sd 2, pd 1, ch 64) 4x4 convTrans(sd 1, pd 0, ch 512)
BN, lReLU(0.2), BN, ReLU, upsample
4x4 conv(sd 2, pd 1, ch 128) 3x3 conv(sd 1, pd 1, ch 256)
BN, lReLU(0.2), BN, ReLU, upsample
4x4 conv(sd 2, pd 1, ch 256) 3x3 conv(sd 1, pd 1, ch 128)
BN, lReLU(0.2), BN, ReLU, upsample
4x4 conv(sd 2, pd 1, ch 512) 3x3 conv(sd 1, pd 1, ch 128)
BN, lReLU(0.2), BN, ReLU, upsample
4x4 conv(sd 1, pd 0, ch 128) 3x3 conv(sd 1, pd 1, ch 64)
BN, Tanh BN, ReLU
1x1 conv(sd 1, pd 0, ch dimg)
sigmoid
bank features of 200ms in the frequency domain, where the
x-axis is temporal with 20 steps, and the y-axis represents
the value of frequency. As marked in the black rectangle,
24 examples are generated by combining four static vari-
ables extracted from the samples in the first column and six
dynamic variables extracted from samples in the first row.
As can be observed, in each column, the linguistic
phonetic-level contents, reflected by the formants along the
temporal axis, are kept almost the same. On the other hand,
the timbres are reflected as the harmonics in the heatmap,
which correspond to horizontal light stripes. In each row,
the harmonics of heatmaps keep consistent, indicating the
timbre of the speaker is preserved. Overall, the results
demonstrate the ability of our model to disentangle the rep-
resentation of audio data.
F. More Qualitative Results
We report additional qualitative results on representation
swapping in Figure 10, 12 and 14. These qualitative results
further illustrate the ability of our method to disentangle the
static and dynamic representations. As can be seen, the gen-
erated videos follow the motion of Vm while preserving the
appearance of the Va.
Besides, to validate the effectiveness of our method on
video generation manipulation, we show qualitative results
of video generation with fixed representation. Specifically,
the videos first are generated by fixing the static representa-
tion zf and sampling the dynamic representation z1:T . As
shown in 11a, 13a and 15a, the generated videos have the
sames appearance but perform various motions.
Then the videos are generated by fixing the dynamic rep-
resentation z1:T and sampling the static representation zf .
As shown in 11b, 13b and 15b, the generated videos have
Figure 9: Representation swapping. Each heatmap shows
the mel-scale filter bank features of 200ms in the frequency
domain, where the x-axis is temporal with 20 steps, and the
y-axis reflects the value of frequency. The first row shows
the real data where z1:T , encoding linguistic content, is ex-
tracted while the first column is the real data where zf , en-
coding timbre, is extracted. Each of the rest sequential data
is generated based on the axis-corresponding zf and z1:T .
various appearance but perform the same motions.
Figure 10: Qualitative results for Representation swapping on SMMNIST dataset. In each panel, the first row is Vm that
provides the dynamic representation z1:T and the first image of the second row is one frame of Va that provides the static
representation zf . The video generated based on z1:T and zf is shown in the second row.
(a) Videos generated by fixing the static representation zf and sampling the dynamic representation z1:T . Each row shows
one generated video sequence. All videos show the same digits, which moves in various directions in different videos.
(b) Videos generated by fixing the dynamic representation z1:T and sampling the static representation zf . Each row shows
one generated video sequence. Different videos show various digits, which perform the same motion.
Figure 11: Manipulating video generation on SMMNIST dataset.
Figure 12: Qualitative results for Representation swapping on Sprite dataset. In each panel, the first row is Vm that provides
the dynamic representation z1:T and the first image of the second row is one frame ofVa that provides the static representation
zf . The video generated based on z1:T and zf is shown in the second row.
(a) Videos generated by fixing the static representation zf and sampling the dy-
namic representation z1:T . Each row shows one generated video sequence. All
videos show the same character, which performs various actions in various di-
rections.
(b) Videos generated by fixing the dynamic representation z1:T and sampling
the static representation zf . Different videos show various characters, which
perform the same motion towards the same direction.
Figure 13: Manipulating video generation on Sprite dataset.
Figure 14: Qualitative results for Representation swapping on MUG dataset. In each panel, the first row is Vm that provides
the dynamic representation z1:T and the first image of the second row is one frame ofVa that provides the static representation
zf . The video generated based on z1:T and zf is shown in the second row.
(a) Videos generated by fixing the static representation zf and sampling the dynamic representation z1:T . Each row shows
one generated video sequence. All videos show the same woman, which performs various expressions.
(b) Videos generated by fixing the dynamic representation z1:T and sampling the static representation zf . Each row shows
one generated video sequence. Different videos show different persons, which perform the expression of surprise.
Figure 15: Manipulating video generation on MUG dataset.
