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ABSTRACT 
Consider a multiplicative process in which a vectorial input x is transformed in a 
single time period into a vectorial output rP, where P is a square nonnegative matrix. 
A stationary oector of such a process is a vector y for which the vector yP is 
proportional to y. We study multiplicative processes in which a stationary vector is 
reached in finite time. 
1. INTRODUCTION 
We consider a multiplicative process in which a vectorial input x E R” is 
transformed in a single period into a vectorial output xP, where P is a square 
nonnegative matrix. The output at the end of each period is then used as the 
input at the beginning of the next period. In particular, the k period output of 
such a system, given the initial input x, is xPk. The process is called 
nonnegative if the initial vectorial input is nonnegative, in which case all 
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inputs and outputs are nonnegative. The following are two explicit examples 
of such systems: 
(1) Markov chains. The input-output vectors for Markov chains are 
probability distributions over a (finite) set of states, and the matrix P is the 
one period stochastic transition matrix (e.g., Kemeny and Snell [14]). 
(2) DeGroot ‘s model for reaching a consensus. The coordinates of the 
input-output vectors in this model are the estimates by the different experts of 
an unknown parameter, and the coordinates of the matrix P correspond to the 
weights the experts place on each others’ estimates when they update their 
own estimates (e.g., DeGroot [5]). In this case, it is assumed that the 
transposed of the matrix P is a stochastic matrix. 
Other examples of multiplicative systems include branching processes (e.g., 
[9]), Markov reward processes with linear or with multiplicative utility 
function (e.g., [lo, 11, 17]), the Homans-Simon model of group interaction 
(e.g., [24]), quality distribution in a hierarchic system (a model explaining the 
Peter principle) (e.g., [I2]), Richardson’s theory of arms races (e.g., [22]), age 
distribution of populations (e.g., [4]) and (Leontief) production models (e.g., 
[6]). Further details on these and other models can be found in the above 
listed references and [2, 16, 17, 21, 23, 251. 
The two important approaches in the (extensive) study of multiplicative 
systems are statics and dynamics (e.g., [18, 20, 161). In the static approach, 
one looks for stationary vectors under which the system is stable, i.e., when 
such vectors are used as input, the output is simply a scalar multiple of the 
input. For example, for Markov chains, stationary vectors are called stationary 
distributions; for branching processes, they are called stable populations; for 
production models, they are called equilibrium points; and for DeGroot’s 
model for reaching a consensus, they are vectors all of whose coordinates are 
the same. Using the (alternative) dynamic approach, one is concerned with 
the limiting behavior of the system under an arbitrary input vector. Of course, 
it is easily seen that when the sequence of normalized output vectors has a 
limit, this limit is necessarily a stationary vector. 
The purpose of this paper is to study multiplicative processes which reach 
a stationary vector in finite time. For example, when we consider a Markov 
process our concern is with situations where a stationary distribution is 
reached in finite time; when we look at the problem of reaching a consensus 
our concern is with situations where a consensus is reached in finite time, etc. 
Of course, reaching statiomuity depends both on the transition matrix P and 
the initial input vector (e.g., [l]). 0 ur results give algebraic characterizations 
for reaching stationarity in finite time. We modify classic algebraic results 
concerning square matrices and the solvability of linear systems by imposing 
nonnegativity restrictions. In particular, some of the (long) strings of equiva- 
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lent conditions which characterize solvability of the corresponding linear 
system with nonnegativity restriction include conditions which are known to 
be equivalent without any nonnegativity restrictions. These conditions are 
included for the sake of completeness. We generalize the work of Brosh and 
Gerchak [3], Subelman [26], and Lindquist [15], who consider ergodic Markov 
chains, and of Berger [l] and Tan [27], who consider the consensus problems. 
Tbe motivation for our results is the multiplicative process that we are 
studying. However, the results are stated in terms of algebraic properties of 
the transition matrix and have independent matrix theoretic interest. 
After introducing some definitions and notation in Section 2, we examine, 
in Section 3, the issue of reaching a given stationary input in finite time. Next, 
in Section 4, we characterize matrices for which every input reaches a 
stationary vector in finite time, with and without the requirement that the 
reached stationary vector be the same (up to scaling) for all initial inputs. 
Finally, in Section 5, we study the set of positive coordinates of nonnegative 
initial inputs that reach a given stationary vector in finite time. 
2. BASIC DEFINITIONS AND NOTATION 
Let P be an n x n matrix. The spectrum of P will be denoted by a(P), i.e., 
a(P) is the set of all eigenvalues of P. The spectral m&.s of P, denoted p(P). 
is defined by p(P) = max{]h] : h E a(P)). For each complex number A and 
integer k > 0, let N:(P) be the nuIl space of (P - hZ)k. Of course, dim Nt is 
nondecreasing in k. The index ofP at A, denoted I+,(P), is the smallest integer 
k for which N:(P) = N,k+‘( P). We denote N{“(‘)(P) by A$,( P). Evidently, 
N,k = N,,(P) for every integer k >, u,,(P), and X E a(P) if and only if v,,(P) > 1. 
Also, dimension calculations (e.g., [7, pp. 71, 1671) show that for integers 
k 2 L+,(P) the ranges of (P - hZ)“icP) and (P - hZ)k coincide. The dimension 
of N,(P) will be denoted by p,,(P). Evidently, pA(P)>, v*(P), and X E u(P) if 
and only if pA(P) > 1. The characteristic polynomial of P is defined by 
l-l, E ,+.)(X - h)‘“h(P), and the minimal polynomial of P is defined by 
l-l XEO(P)@ - A) “A(‘). It is well known (e.g., [7, p. 1691) that the substitution of 
P for x in the minimal polynomial yields the zero matrix. Moreover, if g(x) is 
a polynomial having this property, then the minimal polynomial divides o(x). 
Let P be an n X n matrix and J, K c (1,. . . ,n). We denote by PIK the 
corresponding subm&rix of P. Moreover, if J = K, we use the notation P, for 
P,,. Ako, if x is an 1 X n vector and J G (1,. . . , n}, we denote by x, the 
corresponding s&vector of x. 
We say that a matrix P is rumnegative or positive, respectively, denoted 
P > 0 or P X=- 0, if so are all the coordinates of P. We say that P is 
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semipositive, denoted P > 0, if P > 0 and P * 0. Similar terminology and 
notation apply to vectors. In particular, if 0 d x E RIX”, the support of x, 
denoted s(x), is the set {i = 1 , . . . ,n: xi > O}. The Perron-Frobenius theorem 
(e.g., [28, p. 461) assures that if P is an n X n nonnegative matrix having 
spectral radius p, then there exists a vector 0 < 7~ E RIXn such that XP = pm. 
Such a vector 7 will be called a stationary vector of the matrix P. 
The following lemma summarizes some properties of square nonnegative 
matrices that will be useful for our developments. 
LEMMA I. Let P be a square nonnegative matrix with spectral radius 
p f 0. Then u,(P)= 1 ifand only ifhm,,,(N+l)-‘C~=,,p-‘Pi exists. 
Proof. See [19, Corollary 4.51. n 
Let P be a square nonnegative matrix having spectral radius p * 0. If the 
equivalent conditions of Lemma 1 are satisfied, we call the matrix lim, _ m (N 
+ l))‘C~=Op-iPi the limiting matrix of P and denote it by C(P). Evidently, 
in this case C( P)P = PC(P) = p!?(P). In particular, the rows of C(P) are 
stationary vectors of P. 
3. ACCESSIBILITY TO A GIVEN STATIONARY VECTOR 
For a given n X n nonnegative matrix P having spectral radius p and 
m =1,2,..., we say that a vector x E R’ Xn is accessible to the vector 
y E Rlxn in m steps, or that y is accessible j&n x in m steps, if xP” = pm y 
and xP”-l *pm-’ y. We say that x is accessible to y or that y is accessible 
j&n x if the above holds for some m = 1,2,. . . . In this section we characterize 
vectors which are accessible to a given stationary vector of a given square 
nonnegative matrix. 
LEMMA 2. Let P be an n X n nonnegative matrix having spectral radius 
p, and let T E Rlxn satisfy aP = PT. Then fork =O,l,... a vector y E RIXn 
satisfies yPk = p”r if and only if (y - a) E N:(P). 
Proof The conclusion of the lemma is immediate from the observation 
that for y E Rlx”, (y - r)Pk = yPk - pk?r for every integer k > 0. n 
THEOREM 1. Let P be an n x n nonnegative matrix having spectral 
radiu.sp,andletk=1,2 ,.... Then the following are equivalent: 
(a) for every vector 0 < VT E R1 Xn for which aP = pa, there exists a vector 
yERIX”forwhich yPk=pkrand yPk-‘*pk-l~, 
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(b) for some vector 0 6 7~ E R’ Xn for which mP = pa, there exists a vector 
y E RIXn for which yPk = pkr and yPk-’ f pk-%, and 
(c) u,,(P) >, k. 
Moreover, if P * 0 and there exists a vector 0 << r E RIXn for which 
nP = pa, then the above are equivalent to: 
(d) for every vector 0 -=c T E RIXn for which TP = plr, there exists a 
vector 0 -=K y E RIX” for which yPk = p”r and yPk-’ * pk-%r, and 
(e) for some vector 0 -=x IT E Rlx” for which mP = pr, there exists a 
vector 0 K y E Rlx” for which yPk = pk7r and yPkU1 * p”-%I. 
Proof. The equivalence (a) e (b) = (c) is trivial from Lemma 2 and the 
fact (the Perron-Frobenius theorem) that a vector 0 < v E Rlxn for which 
aP = plr exists. 
Next assume that P * 0 and some 0 -=c r E RIXn satisfies TP = pm. In 
particular, p > 0 and the implications (d) j (b) 3 (e) are immediate. To see 
that (b) * (d), let 0 -=c 7r E R’ Xn satisfy nP = p?r. By part (b) there exists a 
y E Rlxn such that yPk = pkr and yPk- ’ * p”-In. As n z+ 0, there exists an 
E > 0 for which IJ = ?T + E(y - V) % 0. Now, (tj - n)Pk = E(y - a)Pk = E(yPk 
- pka)= 0 and (0 - m)Pk-’ = E(y - a)Pk-’ = E(yPk-’ - pk-‘a) * 0, i.e., Q 
-m~N~~(P)\N~~-~(P).Hence,byLernrna2,~P~=p~~andQP~-‘#p~-‘~, 
establishing (d). n 
COROLLARY 1. Let P be an n x n nonnegative matrix having spectral 
radius p, and let 0 6 TT E RIXn satisfy TTP = p?r. Then there exists a vector 
r==yyRR’Xnforwhich yPk=pknforsomek=1,2,... ifandonlyifPis 
singular. Moreover, if T >> 0 and the above equivalent conditions hold, then 
fmsomea*yER’X” with y>O, yPk=pklrforsmk=1,2 ,.... 
Recall that for a nonnegative vector x E RIX”, S(x) denotes the support 
of x, namely the set (i = l,..., n: xi f O}. 
COROLLARY 2. Let P be an n X n nonnegative matrix having spectral 
radius p; let 0 < s E Rlxn satis~nP=pnandk=l,2,.... Thenthereexists 
avectorO~y~RIX”fmwhichyPk=pk~, yPk-‘*pk-‘a,andS(y)=S(a) 
if and only if uO[ P,,,,] > k. 
Proof. Let %(n)= (1 ,...,n}\S(a). For iES(n) and j=%(r) we 
have that 0 = prj = (aP ) j > TV Pi j, implying that pi j = 0. Hence, possibly by 
permuting rows and corresponding columns of P, we may assume that P is 
block triangular with blocks PSC,, and PSCn, on the diagonal. It follows that 
for m = 0, 1, . . . and vector z E RIXn with z%(,,) = 0, we have (Zp”),,,,, = 
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%(,)&TL(w)lm = 0 and W”)S(~, = %(,,(~“k(~, + %R(n,(pmhR(,),S(n) = 
~s~,,~[~s~,J”~ In p=ticd=, s&‘s,,, = (nQ+.) = PQ,,) and therefore P E 
~[l’~~,,l, amring that P Q P[Ps(,J. BY [28, p. 461 we have that p[Ps,,,] Q 
p(P) = p, yielding that p[PS(,,] = p. As rScn, Z+ 0, the application of the 
implications (e)=(c)*(d) in Theorem 1 to PSc,, and r5(,,, shows that 
v,[P,(,,] > k if and only if there exists a vector u x= 0 (of appropriate size) 
with u[P~(,,]~ = pkrSC,,, and u[PS(~)]~-’ * pk-l~SS(nj. The conclusion of our 
corollary is now immediate from the observation that for m = O,l,. . . , 
f@S(,,l” = Pm%(7r) if and only if the vector y E Rlxn with yS(,,) = u and 
y-m(r) = 0 has yPm = p”y. n 
COROLLARY 3. Let P be an n X n nonnegative matrix having spectral 
ra4&zcs p, and let OgaER’X” satisfy SP = ps. Then there exists a vector 
BfyERlXn fm which y > 0, S(y) = S(n), and yPk = pk?r for some k = 
1,2,... if and only if PSC,, is singular. 
4. ACCESSIBILITY TO A STATIONARY VECTOR, INDEPENDENTLY 
OF THE INITIAL VECTOR 
We first consider square nonnegative matrices whose spectral radius is 
positive. We characterize such matrices for which every initial input is 
accessible to a stationary vector, with and without the requirement that the 
corresponding stationary vector is (up to a scaling) independent of the initial 
input. The corresponding results for square nonnegative matrices whose 
spectral radius is zero are well known and are stated here for completeness. In 
the theorems that follow, conditions which are equivalent for arbitrary (not 
just nonnegative) matrices are denoted by the same letter and are dis- 
tinguished by subscripted numbers. Our proofs of these equivalences are 
independent of nonnegativity. 
THEOREM 2. Let P be an n x n nonnegative matrix having spectral 
mdius p * 0, and let k = 1,2,. . . . Then the following are equivalent: 
(ai) for every y E Rlxn there exists a T E Rlx” with TP = plr such that 
yP”=p”aforeveyintegerm>,k, 
(as) p-“Pm = ppkPk for evey integer m > k, 
(as) the minimal polynomial of P is xP(x - p) for some integer p 6 k, 
(b) u,(P) = 1 and C(P) = pTkPk, and 
(c) foreoeryO<yER lxn there exists a 0 < IT < Rlxn with aP = pa such . . 
that yPk = p”7T. 
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Proof. The equivalences (ai) * (as) and (aa) e (as) (for square matrices 
which are not necessarily nonnegative) is straightforward. Next observe that 
(as) implies that limm_+m (m+l)-‘Cy_ap-‘P’ exists and equals pYkPk. It 
now follows from Lemma 1 that u,(P) = 1. Hence, C(P) is well defined and, 
necessarily, C(P) = pvkPk. Thus, (aa) + (b). Next assume that (b) holds. For 
a given 0 < y E RIX”, let 7 = y(pmkPk)= ye(P). Then 7~ >, 0, yPk = pka, and 
nP = yC( P)P = pyC( P) = pn, proving that (b) 3 (c). Finally, the implication 
(c) * (al) is immediate from the fact that the (nonnegative) unit vectors form 
a basis of R’ Xn. n 
THEOREM 3. Let P be an n X n nonnegative matrix having spectral 
radius p * 0. Then the following are equiualent: 
(ai) there exists a vector 7~ E Rlxn with aP = pn such that for every 
y E Rlxn there exists a number a E R with yPm = p”‘(ar) for every integer 
man-1, 
(as) there exist vectors 7~ E RIXn and r E Rlxn fm which nP = pa, 
Pr = pr, and p-*Pm = TT for evey integer m >, n - 1, 
(as) the characteristic polynomial of P is x”-l(x - p), 
(b) u,(P)= 1, and there exist vectors 0 6 T E RIXn and 0 Q T E R”” for 
which TP = pr, Pr = pr, and C(P) = TT = p-(“-‘)P”-‘, and 
(c) there exists a vector 0 < ?r E Rlx” with nP = pP such that fez every 
0<y~Rl~” thereexistsO<aERwithyP”-l=p”-l(aa). 
Moreover, if the above equivalent conditions hold, then CyflPii = p, 
Proof. The equivalence (ai) e (aa) is straightforward. Next assume that 
(aa) holds. Then p-(“-‘)P”-’ = p-“P”, i.e, P” = pP”-‘. Hence, Theorem 2 
implies that the minimal polynomial of P is xp(x - p) for some p Q n - 1. In 
particular, u&P) = 1, a(P) c (0, p}. and the characteristic polynomial of P has 
the form x”-~(x - P)~, where d = dim N,(P). Since u,(P)= 1, we have that 
d = dim N,(P) = dim Npl(P). We next show that d = 1 by showing that all 
vectors in Nb( P) are proportional to Q. Assume that z E A$‘( P), i.e., ZP = pp. 
Then for integers m >, n - 1, z = p?zP” = (zr)~, showing that z is propor- 
tional to T, and thereby establishing (aa). Next assume that (as) holds. Then 
the minimal polynomial of P is xP(x - p) for some integer p < n - 1. Hence, 
by Theorem 2, for every vector y E R’ X” there exists a vector TV E R’ Xn with 
vr’JP = p+’ such that for integers m >, n - 1, yP” = ~“‘a’. As mu E 7$‘(P) and 
dim N,‘(P) = 1, we have that for each (fixed) 0 * IT E N,‘(P) and y E R’ Xn 
there exists a real number au with 7~~ = a%, establishing (ai). Next observe 
that if P is nonnegative and (aa) holds, then, possibly by replacing T and T 
with - B and - T, we have that B z 0 and T 2 0. The implications (as) * (b) 
162 URIEL G. ROTHBLUM AND CHOON PENG TAN 
*(c)a (al) are either trivial or follow from the same arguments used to 
establish the corresponding implications in Theorem 2. Finally, the fact that 
(a3) implies that Cy=‘=,P,, = p is immediate from [7, p. 821. n 
THEOREM 4. Let P be an n X n nonnegative matrix having spectral 
radiusp,andletk=1,2 ,.... Then the following are equivalent: 
(al) for every y E RIX”, yP” = 0 for every integer m > k, 
(as) Pk=O, 
(a3) the minimal polynomial of P is xp for xnne positive integer, 
(ad) p=Oandu,(P)gk, 
(b) foreveryOdyER’X”, yPk=o, 
Proof. The equivalences of this theorem are straightforward. n 
THEOREM 5. Let P be an n x n nonnegative matrix having spectral 
radius p. Then the following are equivalent: 
(aI) for every y E RIXn, yP”=Oforeveyintegerm>n, 
(as) P”=O, 
(a3) the characteristic polynomial of P is xn, 
(ad) p=O, 
(b) for every 0 Q y E Rl’“, yP” = 0, 
(c) (PpJi = 0 for i - 1,. . . ,n and integers p = 1,. . . ,n, 
Proof. The equivalences (al) e (az) e (a3) e (a4) = (b) are straightfor- 
ward. Finally, to see the equivalence of (a2) and (c), assume first that (as) 
holds, i.e,. P” = 0. Now, if for some i E (1,. . . , n} and integer p > 1 we have 
(Pp)ii > 0, then (Pnp)ii > [(Pp)ii]” > 0, contradicting the fact that Pnp = 
(P”)P = 0. Alternatively, if (c) holds and P” f 0, then for some i, j E (1,. . . , n}, 
(P”)ij > 0. It follows that for some i(0) = i, i(l), . . . , i(n) = j in (1,. . . , n}, we 
have PiCtj=PiC,+lj for t =O,..., n - 1. It follows that for some integers 
O<r<sGn, i(r) = i(s), implying that for i = i(r)= i(s), (P”-‘)ii > 
pi(l) i(r+l) . * ’ &(.3-l) i(s) > 0. As 1 < s - r < n, we get a contradiction to (c), 
thereby completing bur proof. n 
5. THE SET OF POSITIVE COORDINATES OF A NONNEGATIVE 
INPUT VECTORS ACCESSIBLE TO A GIVEN STATIONARY 
VECTOR 
Let P be a square nonnegative matrix. Corollary 3 provides a necessary 
and sufficient condition for the existence of a nonnegative vector y which is 
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accessible to a given stationary vector TT where s(y) = S(a). We next give a 
necessary condition and a sufficient condition for a set of coordinates to be 
the support of a nonnegative vector having access to a given stationary vector 
of the matrix P. Our proof of the necessity part follows Lindquist [15, Lemma 
11, who considered stochastic matrices. 
Before stating and proving the next results we need one additional piece 
of notation. Let P be an n X n nonnegative matrix having spectral radius p, 
andletO<~ER’X” satisfy nP = pa. We use the notation S( P, P) for the set 
(i = l,..., n:there exist no j={l,..., n)\S(n) and integers m=O,l,... and 
p = 1,2 ,... such that (P”)ij> 0 and (PP)jj> O}. 
THEOREM 6. Let P be an n x n nonnegative matrix having spectral 
radius p, and let 0 < ?T E RIXn satisfy mP = pr. Then, every vector 0 < y E 
Rlx” for which yPk=pkm for some k=O,l,... has S(y)cS(a,P). In 
particular S(m) G S( T, P). 
Proof. LetO<yER’X” satisfy yP k = pk,rr for some k = 0, 1, . . . , and let 
i E (1,. . . , n>\ S(T, P). We wiU show that yi = 0. As i E (1,. . . ,n}\ S(a, P), 
thereexistjE{l,..., n>\S(n),m=O,l,... andp=1,2 ,..., forwhich(P”)ij 
> 0 and (PP)jj > 0. It follows that for every integer t >, 0 we have (Pm+Pt)ij 
>(P”)ij[(PP)jj]f>O. Now, as j~{l,...,n}\S(r), we have that ~jj0, and 
as yP k = pkr, we have that for every integer u > k, yP” = yPkPupk = 
p”nP u-k - k -PP U-k~ = ~“7. In particular, for an integer t 2 0 for which m + pt 
> k, we have Y~(P”‘+@)~~ < (YP”“P’)~ = pm+Pt~j = 0. As (P’“+pf)ij > 0 for aU 
integers t > 0, we conclude that yi = 0. The case where k = 0 corresponds to 
y~m,inwhichcasetheaboveshowsthat~i=Oforalli~{l,...,n}\S(~,P). 
n 
THEOREM 7. Let P be an n X n nonnegative matrix having spectral 
radius p, and let 0 < 7~ E RIXn satisfy VP = pm. Zf PsC,, is singular, then for 
every set S(m) c .l< S(T, P) there exists a vector 0 < y E RIX” where y * T, 
yPk=pkmforsomek=1,2 ,..., andS(y)=J. 
Proof. First observe that if J = S(a), the conclusion of the theorem 
follows directly from Corollary 3. Henceforth we assume that S(R) c ] c 
S(m,P). In particular, this assures that S(m,P)\S(m)*Qr. 
AsetKc(l,..., n}iscalledfinuZforPifforeveryi~Kandj~{l,...,n) 
\ K, we have Pij = 0. We next show that both S(m) and S(+rr, P) are final sets 
for P. First let j E (1,. . . , n>\ S(T), i.e., rj = 0. Then for i E (1,. . .,n} where 
Pij>O, O=(pn)j=(mP)j>‘~iPij, implying that T~=O, i.e, iE(l,..., n>\ 
S(s). Thus, indeed, S(a) is final for P. Next let Jo (1,. . . ,n}\ S(a, P). Then 
there exists a k E (1,. . . , n} and integers m > 0 and p > 1 such that ( Pm)ik > 0 
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and (Pp)k, > 0. Hence, for i E (1,. . . ,n} where Pij > 0, (Pm+l)ik > PiAPm)$ 
> 0. As (PP)kk > 0, we conclude that i E (1,. . . ,n}\ S(T, P). Thus, indeed, 
S(m, P) is final for P. 
It follows that, possibly by perturbing rows and corresponding columns of 
P, one can assume that P has the following (block triangular) form: 
i 
P(l) P&2) P&3) 
P= 0 PC-3 P(2,3) , 
0 0 P(3) 1 
where P(1) = P{i,..,,,,, , s(,,, P)’ P(2) = PQ,, r), s(,+ P(3) = Ps~,,,~ etc. It is easily 
seen that for integers n = 0, 1, . . . , 
W” 44 B(n) 
n-l 
p”= 0 P(2)” c P(2)‘P(2,3)P(3)“-‘-” 
i-0 
0 0 P(3) n 
(*> 
where A(n) and B(n) are matrices of appropriate size (whose explicit form is 
not given because it will not be needed). In particular, for n = O,l,. . . and a 
vector y E R’ Xn partitioned correspondingly into y = [y(l), y(2), y(3)] where 
y(1) = 0, one has that 
n-1 
ye” = o, y(2)P(2)“, c y(2)P(2)iP(2,3>P(3)“-1 - i + ~(3)P(3 
i=O 
)” 
Also, let m have the corresponding partition into [n(l), a(2), 7r(3)]. Evidently, 
~(1) = 0, a(2) = 0, and 43) Z+ 0. In particular, for n = O,l,. . . we have 
77 = 7rpn, and therefore n(3) = 43)P(3)“. 
For i=S(r,P) we have that for each jE{l,...,n}\S(lr) and integers 
m > 0 and p > 1, (Pm)iJPP)jj= 0. In particular, if i E S(a, P)\S(r), by 
choosing i = j and m = 0, we conclude that for every integer p > 1, ( PP)ii = 0. 
Hence, by (*), we have that [ P(2)Plii = 0 for each integer p > 1 and i E 
S( T, P)\ S(s). It now follows from Theorems 5 and 3 that P(2)@‘) = 0, 
where v(2) is the index of P(2) at zero. 
Let u(3) be the index of P(3) at zero. We next show that for any vector 
O<zERIX”with Izr*S(z)cS(n,P)\S(n) there exists avectorO<yE 
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Rlxn such that s(y)= S(z)US(n) and yP”(z)+v(3)= p”(2)+u(3)~. This would 
imply that for a set s(r) C J c S( n, P), one can choose a vector 0 < z E Rlxn 
withS(z)=J\S(n)( h sue a vector z clearly exists). As 0 z s(z) c S(n, P) 
\ s(n), the corresponding vector 0 < y E R’ Xn satisfies S(y) = S( Z)U S( T> 
= J ad yp@)+u(3) = T. In particular, the set inclusion S(y) = J 1 S(m) 
assures that y f 7r. 
Let 0 < z E Rlxn satisfy 0C S(z)G S(n, P)\ S(7r). In this case the 
corresponding partition of z into [z(l), z(2), z(3)] has z(l) = 0, z(2) + 0, and 
z(3) = 0. Let n(3) be the size of S(T). It follows from the discussion in 
Section 2 that for every k = O,l,. . . , the ranges of P(3)“c3) and P(3)“(3)+k 
coincide, i.e., for every vector u E Rnc3) there exists a vector w E R”c3) such 
that UP(~)“(~) = wP(~)“(~)+~. Let w correspond to the vector u = 
Zy?- ‘z(Z)P(2)jP(2, 3)P(3)“@- l-j with k = u(2), i.e., 
C~~~-‘~(2)P(2)jP(2,3)P(3)“(~)+“(~)-’-j= wP(~)“(‘)+“(~). As n(3) z+ 0, there 
exists an E > 0 such that 7r(3) - EW B 0. Let y be a vector in R’ Xn having the 
corresponding partition y = [y(l), y(2), y(3)], where y(1) = 0, y(2) = &z(2), 
and y(3) = 743) - EW. Evidently, 0 < y E Rlxn and S(y) = S(Z)U S(T). Also, 
as P(2yc2) = 0 w e conclude that for every integer j> u(2), y(2)P(2)j = 0. 
Substituting this fact into (**) with n = u(2)+ u(3), we conclude that 
v(2) - 1 
yp~(2)+~(3) = 00, c y(2)P(2)iP(2,3)P(3)“‘2)+“‘3’-‘-j 
j=O 
+ y(3)P(3)“(2’+“(3’ I 
v(2) - 1 
c EZ(B)P(~)~P(~,~)P(~)“‘~‘+“‘~)-‘-’ 
j=O 
+ (n(3) - EW}P(3)“(2)+ “(3) I 
= O,O, Ewp(3)“(2)+“(3)+ r(3)p(3)“‘2’+“‘3’ - ewp(3)“@)+m] 
= [O,O, pm+mT(3)] = pv(2W(3) [O,O, a(3)] = pv(2)+m1T, 
completing our proof. n 
We remark that under the assumptions of Theorem 7, the existence of a 
vectorO<yyRR’X” for which y * 7~ and yPk = pkn for some k = 1 2 , ,..- does 
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not imply that Psc,, is singular or that S( y)n s(r) * 0. For example, let 
?T = (O,l), and y = (l,O). 
Then p(P) = 1, rP = r, and yP = r, though Psc,, [ = (l)] is nonsingular and 
S(7r)fIS(y)=0. 
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