1. Introduction. R. E. Langer and several; other mathematicians have developed a powerful method for the treatment of so-called "turning point problems" for ordinary linear differential equations with a parameter. The essential idea of this method has been described in a particularly lucid manner by Langer in [4] .
The purpose of the present paper is to show that an analogous procedure exists for a fairly wide class of systems of differential equations. The essential idea of Langer's method is to simplify the given differential equation by a sequence of transformations valid in a closed domain containing the turning point until it differs so little from some special differential equation with known asymptotic behavior that the two problems have solutions that can be shown to be asymptotically equal. Thus, this method leads to a complete asymptotic analysis only if such a simpler "comparison equation" is available. In view of the great variety and complexity of problems for systems of differential equations it is not surprising that even the simplest form of the differential systems attainable by such transformations is only in rare cases one that has been previously studied in the literature with regard to its asymptotic properties. The purpose of the present paper is therefore the simplification of turning point problems and not their complete solution. The precise nature of this transformation is summarized in §9.
The systems to be studied here can be written in the form (1.1) e^=A(z,e)y.
Here A(z,e) is an n by n matrix function of the two complex variables z and £ which in a region defined by inequalities of the form 
100
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use with holomorphic coefficients. The letter y designates an n-dimensional vector function of z and s.
The most important case is, of course, the one in which the series in (1.3) converges, but the arguments are the same if only (1.3) is assumed.
2. Preparatory transformations. Assumptions. In [5] , Sibuya proved the existence of a matrix T(z,e) with the following properties.
(a) In a region of the (z,e) space defined by inequalities of the form (2.1) \z\^zu \e\^elt large^T Sibuya's theorem reduces the asymptotic study of the original problem to the study of a set of p problems of a simpler nature. To simplify the notation we assume, without loss of generality, that the original differential equation (1.1) is already the result of such a reduction, so that we may assume, from the outset, that the matrix .4(0,0) possesses only one distinct eigenvalue.
The transformation (2.4) y = expl±-£ j\r(A0(t))dty, where "tr" indicates the trace of the matrix, changes (1.1) into ed-£ = (^(z,e)--i-tr(^0(z))/)3;*.
The matrix of this problem has, for e = 0, the trace zero. Again we assume that this transformation has already been performed beforehand so that A(z,e) in ( Finally, by a further linear transformation of the dependent variable, this time one with constant coefficients, A0(0) can be reduced to its Jordan canonical form. This assumption, too, will be incorporated into the original formulation: Ao(0) is in Jordan canonical form.
Two restrictive hypotheses, the same as in [6; 7] , are now imposed in this article. Without them some weaker and more complicated results can doubtless be proved by similar methods:
Assumption A. Ao(0) has only one Jordan block, i.e., Lemma 3.1. Let M(z) be an n by n matrix holomorphic for \z \ ^ z0. Assume that all the eigenvalues of M(z) are equal for z = 0, but distinct for z#0. // M(0) has only one elementary divisor, then any matrix pointwise similar to M(z) in I z I ^ z0 is holomorphically similar to M(z) at z = 0, i.e., the similarity relation can be satisfied by a matrix that is holomorphic at z = 0and nonsingular.
For a proof see example b) of [8] . Let X be any n by n matrix with complex elements. In the w2-dimensional linear vector space of all such matrices consider the linear operator defined by Proof. Without loss of generality it may be assumed that the minor formed by the first r rows and columns of A(z) does not vanish in a neighborhood of z = 0. Let this minor be called Alt(z) and partition the equation (3.2), in a selfexplanatory manner, into the form
The fact that the rank of A(z) is identically equal to r implies (see [8, formula
Hence, left multiplication of (3.3) by (3.5) leads to the relation This must also be a solution of (3.3), because the matrix (3.5) is nonsingular.
Corollary. // the n by n matrix K(z) is holomorphic at z = 0, and if the equation
for the matrix X(z) has solutions for every z in a neighborhood of z = 0, then (3.7) has solutions that are holomorphic at z = 0. Let us assume that zl has been taken so small that | z | i£ zx s such a neighborhood.
The transformation (4.6) y = Q(z)y* transforms the equation (1.1) into a problem with the same properties for which the leading matrix is B(z) instead of A0(z). Again we assume without loss of generality that this transformation has already been performed, i.e., we assume that
and otherwise keep the same notations as before. 
2).
As in most procedures in this field of mathematics, the argument is divided into two parts, one "formal," the other analytic. In the formal part we replace P{z,£) in (5.3) tentatively by a power series (5.4) f Pr{z¥:
substitute for A(z,e) its asymptotic series from (1.3), multiply the series termwise and identify the coefficients of like powers of £ in the two members. The resulting recursion formulas can be written, in view of (4.7), In the next two sections it will be shown that these equations for the PJ^z) can be successively solved, even though the linear operator BX -XB on X is singular. In fact, it will even be shown that all PM(z) can be chosen so as to be holomorphic in a fixed neighborhood of z = 0, and that P0(0) is nonsingular.
The series (5.4) formed with these matrices is, in general, divergent. The analytic part of the argument consists in proving that the series (5.4) represents asymptotically a function P(z,e) which actually solves (5.3). It will be given in a separate paper. With this choice of P(z,e) the differential equation (5.2) takes on the simple form
The results of the present paper imply only the weaker form
Here m is an arbitrarily large integer, and Pm(z,e) is bounded in the region (1.2). For n = 2 a final simple change of variables reduces (5.7) to the system form of Airy's equation, so that a complete asymptotic theory in the neighborhood of z = 0 can be based on known properties of Bessel functions. For n > 2 the asymptotic solution of equations of the form (5.7) is still a hard, in general unsolved, problem. Since Jk = 0 for k 3: n the statement of the lemma for j > n follows immediately from (6.6). Furthermore, JJ_1E is the matrix obtained from E by shifting the last row into the (j -l)stj-ow from the bottom and putting zeros everywhere else. The trace of this matrix for 1 ^ j ^ n is afz). Insertion of this result into (6.6) completes the proof of the lemma.
Lemma 6.2.
Proof. For 7 = 0 this follows immediately from (6.4). For j > 0 we find tx{B}B') = tr(JJ£) + O(z) from which the result follows by an argument similar to that in the preceding Lemma.
Returning to (6.3) we observe that (6.6) tr[(B"_')'ß'] = (n-r)tx(Bn-'-'+kB'). All elements with n -r + k 2j n of the first matrix in the right member of (6.14) are zero. Hence, all elements on and below the main diagonal of this first matrix are zero except possibly those in the last row.
From (6.7), (6.11), (6.13) and (6.14), it follows that 7. Calculation of Pr(z)> r>0. with the matrix P0(z) determined as described in §6, the equation (5.6) with pt = 1, i.e., (7.1) PPt -PrB = P0' -AJ0
can be solved for Plt in Iz^z^ By Lemma 3.2 the rank of the operator B(z)X -XB(z) is constant in a neighborhood of z = 0 and it follows from Lemma 3.3 that (7.1) possesses a particular solution P^z) holomorphic in a neighborhood of z = 0 depending on B(z) only. Let zx be chosen so small that |z| ^ zr is such a neighborhood. The general solution of (7.1) is then is a known holomorphic function. As the first step of a proof by induction we determine the qr(z) in (7.2) so that the compatibility conditions (7.5) (P;_1-^1P/J_1-P/1,(PT)t) = 0, fc = l,2,...,n-l,0
are satisfied for ti = 2. Inserting (7.2) into (7.5) we obtain the conditions 3) shows that (7.6) is a nonhomogeneous linear system of differential equations whose homogeneous part is the same as for (6.3) . Hence, in the notation of §6, and with particular reference to (6.16), the condition (7.6) can be written (7.8) zq' = H(z)q + ^(z)
where i/f2(z) 's a vector function holomorphic in | z | ^ Zj of the form (7.9) tfr2(z) = (7 + 0(z))K~ ^(z^z).
Here </>2(z) is the vector with components 4>2k(z), k = 1,2,...,n -1,0. Now, the last row of D (0) is zero and K~l is upper-triangular. Hence, the last component of i/'2(0) is zero. The last mentioned fact enables us to satisfy (7.8) formally by a power series. In fact, set Then insertion into (7.8) and comparison of coefficients leads to the recursion formulas (7.11) H0p0 + il/20 = 0, (7.12) (7/0 -r7)pr + ij/2r+ t 77"pr_" = 0, r > 0.
The last row of 770 as well as the last component of \j/20 are zero. Hence (7.11) possesses nontrivial solutions. For r > 0 the matrix 770 -rl is nonsingular, because the eigenvalues of 770 are v/n, v = 0, l,...,n -1, as was proved in §6. Therefore the pr can be calculated successively from (7.12). Now it must be shown that the series for q(z) so obtained converges. This follows from the following lemma.
Lemma 7.1. Let C(z) be an n-by-n matrix and f(z) a vector, both holomorphic for |z| < zt. If the vectorial power series formally, then the series (7.13) converges in \z\<z1 and represents there a solution of (7.14).
Proof. The Lemma is essentially a corollary of well-known properties of linear systems with a regular singular point, for which we refer to [1, pp. 116-129] . The homogeneous equation possesses a fundamental matrix of the form P(z)zR, where 7>(z) is holomorphic and nonsingular in |z| <z^ and R is a constant matrix. Hence, all solutions of (7.14) are of the form (7.15) P(z)zR\c + jy*-'p-\t)f(t)dt\, where a is an arbitrary complex number with 0 < | a | < zx and c an arbitrary constant vector. The components of the vector (7.15) can be expanded in convergent "logarithmic sums" (cf. [1, p. 116] ). Let v(z) be a particular vector function of the form (7.15) and denote by v(z) the logarithmic series representing v(z). Then termwise subtraction of the series T,^0urzr from the series v(z) yields a formal logarithmic series vv(z) that satisfies the homogeneous differential equation in the formal sense. According to [1, p. 117 ] the series w(z) is convergent and represents a solution w(z) of the homogeneous equation. It follows that v(z) -w(z) is a solution of (7.14) with a convergent series expansion which is obtained by subtracting the series vv(z) termwise from the series v(z). But this gives us back the series E™=0«rz''. Thus the lemma is proved.
The particular holomorphic solution q(z) of (7.8), when inserted into (7.2) gives us a solution of (7.3) for /i = 1 such that (7.3) is soluble for n = 2. The further procedure, by induction, is now quite straightforward, so that only a sketchy description is necessary: Assume that P0,PU ...,P!i_l have been determined as holomorphic functions in | z | < zt so that equations (7.3) are satisfied for ju= 1,2,...,s-l and the compatibility conditions (7.5) for ix = 1,2, ...,s. If 7?s(z) is a particular solution of (7.3) for /i = s, holomorphic in |z| <zu the general solution of (7.3) is of the form Plz)=Ps(z)+ t B"-\z)qr{z) r = l with arbitrary scalars tfr(z). The qr(z) can be determined as holomorphic functions so that the compatibility conditions for n = s + 1 are satisfied, and the induction is completed.
8. Transformations of the independent variable. Here we shall show that no generality is lost if we assume that (8. 1) an(z) = 1. 
