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ABSTRACT 
Methodologies required for the creation of an aircraft design tool capable of generating 
practical hypersonic vehicle configurations based on the waverider design concept were developed 
and validated.  The design space for these configurations was formulated by using an algorithm 
that coupled the directional derivatives to the conservation laws to produce flow fields in the form 
of organized sets of post-shock stream-surfaces.  This design space is used to construct ideal 
waverider configurations with a sharp leading edge.  A carving methodology was also developed 
to transform the idealized waverider geometry into practical aircraft configurations with blunted 
leading edges for hypersonic mission applications.  Further, methodologies, based on both 
empirical and analytical relations, were developed and implemented to evaluate the resulting 
aerothermo-dynamic performance of the resulting hypersonic aircraft configuration.  In this 
dissertation, methodologies to determine the local pressure, skin-friction and heat flux were also 
developed, implemented and validated.  For example, in regions where the surfaces of vehicle 
configuration allow for the use of planar models, the flat plate viscous relations for compressible 
flow were implemented in the evaluation of the local skin friction and heat flux quantities.  
However, in other regions, such as, the blunted leading edges, flat plate viscous relations are not 
applicable, and in those regions the modified Newtonian theory, Fay-Riddell theory and Modified 
Reynolds analogy were applied.  At every stage of the creation of this design tool, the newly 
develop methodologies were validated using existing analytical solutions, empirical relationships, 
and independent computer simulation.  For example, the set of streamlines that represents the 
inversely created hypersonic flow field generation by the technique developed herein compared 
particularly well to exact Taylor-Maccoll solution.  Similarly, the observed relationships between 
the local Stanton number and skin friction coefficient with local Reynolds number along the 
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idealized region of the vehicle surface compared extremely well to that of experimental findings.  
Of particular importance to this dissertation is the creation of an automated grid generation 
methodology.  For the purposes of independent CFD simulations, structured mesh, orthogonal to 
both the vehicle surface and the free stream, can be generated around the resulting hypersonic 
vehicle configuration.  In addition, based on the users’ requirements the grid information can be 
exported to appropriate CFD codes in their respective format.  The efficacy of the grid generation 
methodology and the capability of the newly created hypersonic vehicle tool were analyzed.  
Overall, the independent CFD simulations compared well with the data predicted by the 
hypersonic vehicle design tool.  In the areas of external flow field comparison, both methods, the 
independent CFD simulations and the vehicle design tool, closely recovered the exact solution 
described by the Taylor-Maccoll solution.  In addition, the pressure distribution on the vehicle 
surface compares extremely well.  However, the distribution of the viscous-related surface 
properties generated by the two methods showed some disagreements in the neighborhoods of the 
blunted edges.  These preliminary results indicate that there may be room for improvements in the 
aerothermo-dynamic analysis methodologies implemented on the blunted regions. 
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CHAPTER 1 
1.                                                   INTRODUCTION 
1.1 Motivation 
In aircraft and other transport vehicle design, there is always a desire to travel faster and 
farther, and to do so, conveniently and efficiently.  For the most part, the designs for subsonic and 
supersonic vehicles have mastered these demands, unfortunately, hypersonic and space vehicles 
have not.  Hypersonic flight vehicles are the next frontier, and the focus of this dissertation.  
Hypersonic transportation systems hold the promise of timely intercontinental travel as well as 
space access.  Generally, hypersonic speeds can be considered as speeds more than five times the 
speed of sound.  A basic feature of all hypersonic flight vehicles is the creation of relatively strong 
shockwaves surrounding the body.  In addition, this feature is associated with severe 
aerothermodynamics challenges that severely limit the current capability of not only lifting air-
vehicles but ballistic vehicles as well.  Therefore, in either case, there are technical challenges and 
complexities that must be overcome if hypersonic transport systems are to be realized.  Yet still, 
as with most aircrafts, the hypersonic vehicle shape is of fundamental importance to its 
aerodynamic performance, and therefore must be considered.  These and other related technical 
challenges of interest to hypersonic flight vehicles are discussed in Chapter 2 of this dissertation. 
The design of an optimized hypersonic vehicle for either intercontinental, space access or 
re-entry application is a complicated and multidisciplinary problem.  Any acceptable design must 
involve an appropriate external streamlined configuration with integrated subsystems that allows 
for the appropriate integration of internal interfaces with optimal specifications.  Research has 
shown that the waverider design technique can yield such streamlined configurations, and if done 
correctly, a complete practical integrated vehicle can be derived.  Designing and building these 
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vehicles are not the only demands facing by the hypersonic community; in the end these vehicle 
must accommodate rigorous and efficient maintenance cycles.  The cycle from vehicle design to 
first flight should be two to four years [1],  not 10 – 15 years, as it now stands for subsonic transport 
systems.  Therefore, the conceptual design and preliminary analysis phase should be streamlined 
and relatively quick.  The methodologies must be formulated and proven for design and analysis. 
1.2 Goal of Work 
The technical efforts described in this dissertation are intended to meet the engineering 
developmental requirements of the hypersonic vehicle, and to validate its capabilities.  In addition, 
this effort describes the waverider design approach and shows its versatility in constructing 
configurations with predictable performance characteristics of interest to the aircraft designers.  
Besides, this effort supports the ongoing hypersonic vehicle design challenges at North Carolina 
A & T State University (NCAT) [2-6], and as a whole, has served to push the creative envelop in 
this field [2-6].  A summary of the technical contributions is documented in Chapter 2.  The overall 
goal of this dissertation is to formulate and compile a waverider-based method that can potentially 
support the creation of an engineering design tool with capabilities to aerodynamically design and 
analyze generic hypersonic vehicles during its conceptual design phase.  If proven successful, the 
engineering tool based on the waverider design philosophy, developed herein, can potentially 
support ‘expedited hypersonic vehicle creation’ initiatives. 
In this effort, the inverse design method uses the hypothetical streamlines within a 
hypersonic flow field as bases upon which stream surfaces are formulated.  In turn, these stream 
surfaces are pieced together to construct engineering configurations.  Finally, these configurations 
are manipulated to result in complete geometries, that when analyze delivers hypersonic vehicles 
with superior aerodynamic performance.  In other words, the hypersonic flow acts as the design 
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space from which the resulting hypersonic vehicles for specified flight mission are carved.  A 
generalized tool, especially one that is designed to create and analyze waverider configurations 
with and without modification, as well as, to assist in its independent verification is valuable to the 
hypersonic community.  Currently, there is a lack of readily available tools, especially those 
capable of designing a fully integrated hypersonic vehicle, much less, and one that adheres strictly 
to the waverider design methodology.  The currenty available tools, matured and in development, 
offer the engineer a limited design space, and thus, a limited variety of waverider-based hypersonic 
configurations.  In addition, these tools rely on less sophisticated and physics based methodologies 
in their vehicle construction process.  Furthermore, any vehicle construction tool must be capable 
of accurately formulating a variety of post-shock flow fields, extract a large variety of waveriders 
and analyze resulting configurations.  The design tool, formulated and described herein, is 
engineered to design, analyze and prepare waverider configurations for independent validation 
investigations.  In efforts to independently validate the waverider-based vehicle design process, a 
variety of waverider configurations with predictable performance were developed and analyzed.  
These configurations were first analyzed using the newly developed tool, which was based on the 
engineering procedure constructed herein.  Next, the configurations were imported into a set of 
sophisticated CFD tools, developed by AFRL at the WPAFB, and independently analyzed for 
comparison.  The results of this validation study are documented in Chapter 4 of this dissertation. 
1.3 Dissertation Overview 
This dissertation consists of five Chapters.  Chapter 1 highlights the need for the research 
effort that supports this dissertation, justifies the technical approach adopted herein and briefly 
describes its accomplishments.  Also in Chapter 1, the potential impact of the ‘waverider-based 
hypersonic vehicle construction’ process is discussed in relationship to other competing efforts.  
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Of importance to note, in Chapter 1, the description of the research goals associated with this 
dissertation is clearly layout.  In addition, all information that supports the rational for this research, 
and the technical challenges behind the engineering methods used in this effort are described. 
Chapter 2 will provide the reader with background information that reinforces the need for 
such a tool as well as previous efforts and methods that provide the basis of the tool.  Chapter 3 
provides the detailed methods used regarding the design space generation, geometric construction, 
analysis, and automated grid generation.  Here, methods were used and built upon creating a 
blueprint on how one can go through the design and analysis process employing strategic 
modifications and coupling of methods.  The preliminary analysis performed by tool takes into 
account the viscous effects.  Chapter 4 demonstrates the validation of the methods employed and 
formulated.  In addition, comparative studies with independent analysis using Computational Fluid 
Dynamics (CFD) are presented.  Chapter 5 will provide a summary of the work completed, 
findings and recommendations for future work. 
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CHAPTER 2  
2.                                                    BACKGROUND 
2.1 Challenges of Hypersonic Flight  
The potential benefits derived from the practical implementation of reusable hypersonic flight 
vehicles are very desirable for all developed societies.  However, the natural phenomena that occur 
during hypersonic travel within the atmosphere introduce technological challenges that render the 
development of such a vehicle an impossible task.  The technical complexities associated with the 
development of reusable hypersonic vehicles that are capable of controlled performance while 
withstanding sustained high temperature in a low density aerodynamic environment are enormous.  
These natural phenomena which define hypersonic speed discussed by Anderson [7] are the 
following;  
 the generation of shockwave due to the flow turning into itself causing large flow property 
and entropy gradients 
 high level of viscous interaction between the fluid and wetted surface of the hypersonic 
object causing high heat flux on surface and thick boundary layers 
 thin shock layers due to the close vicinity of the generated shock to the surface trapping 
high temperature flow around the hypersonic object.  
This reality produces extremely large heat loads, which no current materials can endure for long 
periods.  Therefore, material options for hypersonic vehicles are very slim and the residence time 
in the hypersonic regime very limited.  The major technological challenges in this instance are the 
undesirable properties of existing materials and limited capabilities of existing thermal protection 
systems.  Consequently, two hour travel at hypersonic speed pose very great challenges.   
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 Furthermore, there are limited options and capabilities of current propulsion systems to 
provide and sustain the thrust required for hypersonic speeds.  Thus far, all successful hypersonic 
crafts such as missiles and spacecraft use rockets to provide the thrust needed to achieve 
hypersonic speeds.  Rockets, which have proven to be very effective, are expensively inefficient 
and dangerous.  The required fuel accounts for a large portion of the take-off weight and success 
of rocket propulsion requires a very accurate and precise design of explosions.  Alternatively, with 
the recent successful test flights of the X-51A[8] and X-43A[9], the scramjet is showing promise 
as another feasible option for hypersonic propulsion.  The scramjet is a dynamic thrust air-
breathing propulsion system that uses oxygen from the atmosphere as fuel.  This feature 
dramatically decreases the weight of the required onboard fuel[10] and entails higher performance 
efficiency than rockets as shown in Figure 2.1.  There’s also research efforts in the design of the 
Magneto hydrodynamics(MHD) supersonic turbojet engine[11, 12] which is projected to be 
capable of operational speeds of Mach 0-7 utilizing existing technology.  Both the scramjet and 
MHD supersonic turbojet are immature technologies still undergoing research studies and are not 
yet ready for extensive practical use. 
 Currently, rocket technology is the most mature hypersonic propulsion technology having 
been relied upon for space access missions throughout the world.  For example, the United States 
of America has relied heavily upon rocket technology for the space shuttle program for 30 years 
in order to acquire manned access to space.  However, the space shuttle program has been retired.  
Consequently, accessibility to space from the USA has virtually been eliminated leaving US 
astronauts to rely on other nations such as Russia for service into space.  The current voids in 
America’s means of space access and travel calls for a drive to develop a revolutionary space 
vehicle with relatively low cost, high reliability and reusability features.  Such a task requires a 
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multidisciplinary effort.  With the rapid evolution and innovation of technology in computing, 
materials, vehicle design, propulsion, manufacturing and other areas of interest, the environment 
for such a vehicle to be born is approaching. 
 
Figure 2.1.  Comparison of existing aircraft propulsion performance[13] 
 In addition, there is a desire in pockets of humanity to create a space faring culture.  
Therefore, future space missions call for a vehicle to not only be aerodynamically 
efficient/effective within earth’s atmosphere but extraterrestrial atmospheres as well[14].  For 
example, Mar’s atmosphere is much thinner than earth’s at about 1% of Earth’s atmospheric 
height.  The entry speed into Mars is very high around 5km/s.  Clearly, a manned mission to Mars 
entails many safety and life sustainability challenges.  Landing safely with life and equipment 
intact in such a reality is a challenge for the vehicle designer.  This desire creates a need for a 
vehicle to be able to maintain flight while adequately reducing speed through the atmosphere for 
a relatively low impact landing and g-force experience.  This technological challenge can be 
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approached from many fronts resembling such things as counter thrust and flow control 
mechanisms.  However, a vehicle’s geometric design naturally contributes aerodynamic effects 
within an atmosphere without the use of powered systems.  An aerodynamic characteristic of a 
vehicle that is indicative of its glide performance is its lift to drag ratio (L/D).  Figure 2.2 illustrates 
the effect of the L/D on a hypersonic vehicle’s range. 
 
Figure 2.2.  Effect of L/D on range of hypersonic vehicles [15] 
2.2 Quests towards Hypersonic Vehicle Design 
 During the early quest for hypersonic flight, NASA [7] designed, constructed and tested a 
hypersonic vehicle.  The vehicle, illustrated in   Figure 2.3, demonstrated that it was capable of 
achieving speeds up to Mach 8.  However, a closer look at wind tunnel data revealed an interesting 
phenomenon.  It was observed that the vehicle’s aerodynamic performance parameter L/D 
decreased as Mach number increased.  Consequently, Kuchemann[16] conducted extensive 
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empirical studies of supersonic/hypersonic research and vehicle performance of that time over a 
range of Mach numbers and documented the trend that the maximum L/D observed decreased as 
Mach number increased establishing the ‘L/D barrier’.  This detail highlights another challenge in 
the realization of hypersonic flight vehicles; the traditional aerodynamic designs and design 
methodology were not effective in the hypersonic regime.  Later, Bowcutt[17] showed optimized 
viscous waveriders derived from conical flow fields; follows a similar trend but breaks the 
Kuchemann’s ‘L/D barrier’ yielding geometric configurations with relatively higher L/D ratios at 
higher Mach numbers. 
 
  Figure 2.3.  Early hypersonic vehicle design of NASA[7] 
Bowcutt’s findings were later supported by others[18, 19].  Figure 2.4 illustrates the comparison 
of findings of Kuchemann, Bowcutt and Corda; the open circles represent experimental data 
obtained from flight tests and experiments, Kuchemann established the solid line and Bowcutt 
established the broken line.  The work of Bowcutt renewed interest in the waverider design 
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technique that was first introduced in the 1950’s by Nonweiler[20] in his attempt to design a 
hypersonic wing for re-entry purposes.  Figure 2.5, established by Kuchemann, represent vehicle 
configurations that will likely achieve maximum L/D in their respective flight regime.  The trend 
shows a highly integrated vehicle configuration with aerodynamic and propulsion features fused 
together would fare as the optimum aerodynamic configuration for the hypersonic regime.  The 
waverider design methodology inherently yields geometries that support this type of configuration.  
 
Figure 2.4.  Established L/D ‘barriers’[18] 
 
Figure 2.5.  Aircraft configuration with max 
L/D ratio for flight regime[16] 
 A waverider is a hypersonic vehicle configuration designed such that the high pressure due 
to the shockwave generated is only seen by the lower surface of the vehicle.  This configuration is 
achieved through an inverse design methodology that sets the leading edge of the geometry onto a 
generated shock.  At the time of its creation, the waverider design concept solved a major re-entry 
problem by yielding configurations with the L/D needed for long-range glided re-entry landings.  
However, the leading edge of a waverider is inherently sharp which yields an extreme aero-
thermodynamic load.  Also, early configurations[21] of the 1950’s and 1960’s were thin and 
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presented limited ‘volumetric efficiencies’ and their performance analysis did not consider viscous 
effects.  After all, computational resources in the 1950s were not available to produce a wider 
range of configurations or perform viscous analysis due to their computational load.  These 
circumstances rendered waveriders unrealistic at the time.  However, the work of Bowcutt during 
the 1980s optimized waveriders by implementing established engineering relations and 
computational resources to predict the viscous effects on performance.  With the renewed interest, 
many more research efforts of and with the waverider followed.  However, even with the 
excitement of the waverider’s potential, its design methodology has yet to extend to a practical 
design of a working hypersonic vehicle.  
2.2.1 Overview of waverider design methodology 
 Waveriders are designed as products of a hypersonic flow environment through an inverse 
design methodology.  The inverse design approach uses the streamlines of a post shock inviscid 
flow field as the design space for the compression stream surface (usually the lower surface) of 
waverider geometries.  The waverider methodology ideally produces a ‘streamlined’ geometry for 
the hypersonic flow regime.  The lower surface formed by a set of neighboring streamlines yields 
the attachment of the leading edge to the shock.  This task can be achieved in a variety of ways.  
The two most used techniques are: 
1. prescribing the leading edge onto a shock and extracting the set of streamlines which 
emanate thereof and 
2. prescribing a base curve which crosses the shock and extracting the set of streamlines that 
intersect the prescribed curves. 
The chosen post-shock streamlines are matched to create the lower compression stream surface of 
a waverider.  It is assumed that the stream surface designed does not greatly interfere with the 
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overall flow field, thereby keeping the shock attached to its leading edge and permitting 
undisturbed free stream flow along the upper surface.  The upper surface is usually formed by lines 
set parallel to the free stream flow emanating from the leading edge[22].  It is imperative to 
predetermine the streamlines of a post-shock flow field accurately in order to formulate and 
analyze a true waverider configuration.  
 Popularly used post shock flow fields are planar and conical shocks.  This is primarily due 
to the existence of their analytical solutions.  For planar shocks, the oblique shock relations with 
free stream conditions are used to solve for the flow field.  The flow field of a conical shock wave 
has an analytical axis-symmetric solution expressed by the Taylor-Maccoll equation[23].  
Examples of waveriders formed from planar and conical flow fields are shown in Figure 2.6 and 
Figure 2.7, respectively.  Between the two, conical flows are more popular due to the wider range 
of waverider geometries that can be extracted from such flow fields.  In addition, waveriders 
derived from conical flow have larger volume efficiencies and pressure increases along the 
streamline, which can increase the aerodynamic performance, L/D as well as stability. 
 
Figure 2.6.  Planar flow waveriders Figure 2.7.  Conical-flow waverider[19] 
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2.2.2 Efforts towards waverider based hypersonic vehicles 
Since the introduction of waveriders, there has been work done to show the possibilities and 
potential of its design methodology.  The nature of the inverse design methodology links the 
variety of configurations to flow field shape.  The work of Bowcutt utilized the Taylor-Maccoll 
method to form a conical design space.  Hence, the optimized configurations of his work were 
from a design space of limited possibilities.  Clearly, design spaces beyond planar and conical 
hypersonic flow fields will yield larger possibilities of configurations and performance.  There has 
been a variety of work done to determine other types of flow fields (design space).  Ferguson[2], 
Jones[24] and Sobiesczky[25] used marching schemes to determine flow field from arbitrary shock 
shapes.  Others have developed design spaces by manipulating and perturbing conical/analytical 
flow fields [26-28].  Some have utilized computational fluid dynamic methods to formulate flow 
fields to use as a waverider design space[18, 29]. 
The basic waverider usually serves as the fore body of a complete hypersonic vehicle as with 
the X51 and X43A.  The design methodology can also be exploited to produce streamlined surfaces 
from one flow field that intersect with a waverider body to formulate other parts of the vehicle 
such as an engine inlet as shown by Dhanasar[30] creating an integrated vehicle.  The aft body can 
be of stream surfaces made from an expansion flow field[17, 22].  More ‘complex’ geometries can 
be obtained using multiple flow fields[31, 32]; free stream, post-shock as well as expansion flows; 
through the merging stream-surfaces and bodies.   Hence, an integrated hypersonic vehicle purely 
from the waverider design methodology [4, 5, 33-36] can be formed.  An optimized vehicle derived 
from the wide variety of possibilities may have exceptional aerodynamic performance with 
appropriate volume compared to known designs to date.  For example, Zhang et al [37] formulated 
optimized hypersonic vehicles, illustrated in Figure 2.8, from multiple planar shock flow fields 
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which showed to have good aerodynamic performance, shown in Figure 2.9, with design points 
beyond Bowcutt L/D curve of waveriders derived from purely conical flow fields.  
 
 
Figure 2.8.  NCAT Waverider derived 
Hypersonic Vehicle Configuration[37] 
Figure 2.9.  L/D performance of NCAT waverider 
vs Bowcutt and Kuchemann[37] 
In order to produce a practical waverider based vehicle design, the inherent sharp leading 
edge must be handled.  Therefore, a practical design tool must incorporate blunting techniques to 
handle this task.  Blunting the leading edge as well as areas where two stream surfaces meet 
relieves heating effects and yields a more realistic shape for manufacturing processes.  On the 
other hand, blunting inherently deviates from a true waverider design and allows some leakage of 
pressure from the lower surface to upper surface.  Hence, drag is increased and aerodynamic 
performance of a waverider is decreased.  It has been shown through studies[38, 39] that blunting 
decreases the heat flux experienced by a vehicle while negatively affecting its L/D.  Even with this 
effect, a blunted waverider design will still potentially provide exceptional aerodynamic 
performance compared to others.  The seepage of pressure can be controlled and potentially 
minimized through the design of the leading edge.  The amount and type of blunting must be 
determined via a compromise between minimizing heating and maximizing aerodynamic 
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performance[40].  As there is a variety of configurations for a waverider, there is a variety of 
designs for a blunt leading edge.  There are two main approaches to blunting a leading edge as 
shown in Figure 2.10.  One approach removes material and the other adds material.  Tincher and 
Burnett[41] suggested the addition of material will have less of an aerodynamic cost. 
 
Figure 2.10.  Two main blunt leading edge approaches[41] 
2.3 Research of Waverider/Hypersonic Vehicle Performance 
Since its inception, the waverider has been an object of study.  Once a conceptual design is 
devised, the next step is its analysis.  Aerodynamic analyses of flight vehicle configurations are 
obtained through various means.  The typical methods are the use of engineering correlations, 
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flight tests, wind tunnel testing and numerical simulations.  These methods are not only used for 
analyses but also proof of concept and building of knowledge.  In the subsonic regime, each 
method has shown to be effective in conclusively determining performance and gaining scientific 
perspective.  However, in hypersonics, each method has shown to have some issues in its reliability 
and/or implementation.  Still research continues to improve upon these methods to gain knowledge 
for mastering the hypersonic regime.  
2.3.1 Engineering database and correlations 
 Engineering correlation are equations and/or tables, which link physical characteristics 
with observed physics to produce straightforward predictive models.  These relations and 
databases are typically formed empirically.  However, the aerodynamic performance and 
characteristics of hypersonic waverider geometries have yet to be extensively studied or archived 
like that of subsonic airfoils.  For instance, there exist large databases of NACA parametrically 
defined airfoil shapes along with their associated performance characteristics.  This database 
started in the 1950s is still widely used in subsonic aircraft designs to date.  With the advent of 
computational capabilities, the database has been compiled into easy to use software where a user 
can request an airfoil shape with a particular performance and geometric characteristic.  
Comparable readily available waverider geometric definition accompanied with its aerodynamic 
performance would be valuable in hypersonic vehicle design initiatives.  Moreover, a flexible 
software design tool with rapid reliable analysis will serve invaluable.  Efforts in section 2.2.2 are 
examples of steps that have been taken towards this end.  Others[42] have made progress towards 
enhancing the analysis for the expected environment of waveriders.  The design methodology of a 
viscous waverider, where design and analysis are coupled, can naturally lead to a tool with such 
capabilities.  
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In the mid-1950s and 1960s, a variety of critical aerothermodynamics problems associated 
with atmospheric reentry vehicles and related hypersonic systems were identified.  One problem 
in particular was high-speed compressible flow over a flat plate.  The efforts to solve and 
understand this problem lead to many experiments and engineering correlations to determine 
viscous surface information [43-49].  In Bowcutt’s construction of a viscous waverider, empirical 
relations and theory for compressible flow over a flat plate were relied upon to obtain preliminary 
local skin friction and heating information on a waverider’s surface.  This was achieved by treating 
the streamline as a flat plate and using the flow field properties along said streamline as the 
conditions at the edge of a corresponding boundary layer.  This leads to the empirical analysis of 
waverider configurations.  However, the theoretical performance acquired from this preliminary 
analysis approach must be validated.  There are two main means of validation, experimental and 
numerical study. 
2.3.2 Experimental studies 
Experimental validation in the hypersonic regime is very expensive and complex.  There 
are two main forms of experimental testing aerodynamicists use, flight test and wind tunnel testing.  
In either case, the hypersonic experimental environment is short lived and there are high levels of 
complication and cost with instrumentation and manufacturing of models.  Nonetheless, both 
methods are relied upon for proof of concept and fundamental research initiatives.  In the subsonic 
regime, wind tunnel and flight test may have very close agreement but the same is not guaranteed 
in the hypersonic regime.  The nature and reality of hypersonic flight as experienced at various 
levels of the atmosphere is practically impossible to replicate in a wind tunnel setting.  Flight test 
give results that are more beneficial for the hypersonic community.  Nonetheless, wind tunnel 
studies have been used to support waverider studies [50-54]. 
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 Despite the aforementioned technical issues that are currently adversely impacting the 
development of waverider derived hypersonic vehicle configurations, there are several examples 
of waverider vehicles that have been built for research purposes.  Since the waverider design is 
highly dependent upon a particular flight condition, the geometry’s performance envelop appears 
singular.  However, experimental studies such as LOFlyte[55], which studied a waverider’s 
aerodynamic performance in the subsonic regime, have shown a waverider’s off design 
performance is also worthwhile.  Other programs that aimed to collect additional knowledge of 
hypersonics and waverider performance in earth’s atmosphere are HiFIRE and SOAREX.  There 
is a considerable amount of encouraging research that indicate a hypersonic vehicle based upon 
waverider design techniques is a viable option for the next generation of aerospace and inter-
continental vehicles. 
 Therefore, the previously discussed waverider design database tool has a purpose.  
However, the task of building such a database is not as straightforward as subsonic airfoils.  
Waveriders are three-dimensional geometries based on a plethora of variables.  In contrast, airfoil 
shapes are two-dimensional geometries based on a small group of variables.  In addition, the 
NACA database of airfoil performance was built using experimental results from wind tunnel tests.  
Flight or wind tunnel testing of a variety of waverider geometries will be very costly.  Three-
dimensional printing technology may ease the manufacturing process but testing can only yield 
but so much data.  The use of today’s computational capabilities via Computational Fluid 
Dynamics (CFD) will be a more feasible approach for building a knowledge database for waverider 
geometries and conducting multiple studies of validation. 
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2.3.3 Numerical simulation 
 In general, CFD has come to play a vital role in the design process.  Although, CFD studies 
in the hypersonic regime involve its own complexities and reliability issues[56], it is less timely, 
costly and as effective in acquiring information of interest to researchers and designers.  CFD is a 
three-step process of pre-processing, processing and post-processing.  Pre-processing includes grid 
generation with defining initial and boundary conditions.  Processing is the implementation of 
numerical methods and algorithms, which model physics of reality and usually solve Navier-
Stokes equations in part or in full within the grid domain.  Post-processing is the visualization of 
the result which usually entails a large amount of data.  There are commercial and non-commercial 
tools that are available to assist in the execution of each step. 
 Grid generation is the representation of the fluid domain using a cloud of nodal points and 
their connectivity.  Grid generation is arguably the most time consuming and frustrating part of 
the CFD process.  However, for hypersonic studies it is even more crucial to have a high quality 
grid in order to capture true heat flux, boundary layer flow and shock placement.  Grid features 
such as topology, type, orthogonality and density are factors of grid quality[1].  There are two 
main types of grids, structured and unstructured.  Structured grids are known to be more reliable 
in capturing heat flux and derivatives but are difficult to implement on complex geometries.  
Unstructured grids are much easier to implement but may yield less accurate solutions in 
hypersonic studies and produce a larger load on researcher to determine heat flux and derivatives. 
 In processing, the solver implements a model onto the domain.  The quality of the solution 
is reliant upon the grid but the realism of the solution depends on the physics modeled by the 
solver.  There is an array of options which can be modeled by a solver namely; Euler, Viscous, 
Turbulent, Direct Numerical Simulation (DNS), Reynolds Averaged Navier-Stokes(RANS), 
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Large Eddy Simulation (LES) and more.  In addition, with each model type, there are a number of 
algorithms and numerical techniques housed in various software packages.  Therefore, one has a 
multitude of options of solver codes from research, commercial to non-commercial.  The selection 
of the solver code is based upon a number of factors such as accessibility, computational load, 
level of physics desired, etc…  Solvers, which model higher level of physics, may require more 
inputs from the user other than the pre-processing outputs.  Higher level of physics gives a solution 
that would be considered closer to reality.  However, realism calls for larger computational 
resources that translate to more time and higher cost as illustrated in Figure 2.11.  When resources 
are limited, the user must choose the level of physics, which can closely replicate the anticipated 
environment in a cost effective and timely manner. 
 
Figure 2.11.  Hierarchy of CFD solvers 
 For hypersonic studies it is important for analysis purposes to determine the environment 
in which a vehicle will operate, in order to appropriately choose a solver.  The most appropriate 
environment for a waverider derived hypersonic vehicle is shown in Figure 2.12 as the region for 
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hypersonic boost glide vehicle.  Since, density decreases as altitude increases the aerodynamic 
effects such as lift and heating decrease as well.  The corridor represents the heating and 
aerodynamic performance compromise reached through research.  
 
Figure 2.12.  Flight corridor for aircrafts and aerospace vehicles[57] 
 Furthermore, at extremely high altitudes the atmosphere is essentially ‘fading’, thus the 
motion of individual molecules become very important.  The flow can no longer be considered as 
a continuum, an assumption that the Navier-Stokes Equations (NSE) are based upon.  Still, a 
waverider aerodynamic performance is of interest in low-density environment encountered at high 
altitudes.  In practice, direct simulation Monte Carlo (DSMC), a particle method, is employed for 
the region of the atmosphere where NSE are not applicable.  However, particle methods call for 
even more computational resources than NSE solvers.  Figure 2.13 shows that the atmosphere can 
be treated as a continuum up to 80Km.  More accurately, the Knudsen number can be used to 
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gauge the physics model to represent an environment.  Figure 2.14 illustrates how Knudsen 
number is used to govern the applicability of various flow equations. 
 
Figure 2.13.  Earth atmosphere as altitude increases 
The Knudsen number is the ratio of the mean distance between molecular collisions, λ, and a 
characteristic length, L.  Today, we know that a reliable engineering relationship between the 
Knudsen number, Kn, vehicle length, L, Mach number, M , and Reynolds number, , can 
be expressed as follows, 
 
 LM
L
Kn

 Re26.1  (2.1)
where the symbols,   represents the ratio of specific heats, and   the boundary layer thickness.  
Therefore, one can determine the appropriate model for particular studies.  Nonetheless, Navier-
Stokes equations with viscous effects are applicable in hypersonic CFD studies for up to 80Km. 
Re
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Figure 2.14.  Knudsen number and applicable flow equations [7]  
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CHAPTER 3  
3.     DEVELOPMENT OF WAVERIDER DESIGN AND ANALYSIS TOOL 
Recall the major objective of this research effort is to create a waverider based hypersonic 
vehicle design tool, with capability to yield practical designs, reliable preliminary analysis data, 
and assistance with transition to CFD studies.  In efforts to achieve this objective, the following 
scientific methods were developed: 
1. Methods for accepting users’ defined inputs, 
2. Methods for building post-shock inviscid flowfield from users’ inputs, 
3. Methods for transforming ‘inviscid flow field space’ to ‘viscous stream surface design 
space’, 
4. Methods for extracting waverider configurations from ‘viscous stream surface design 
space’, 
5. Methods for modifying waverider leading edges in response to users’ defined bluntness, 
6. Methods for analyzing waverider flight performance characteristics, and 
7. Methods for creating and exporting CFD volume mesh to facilitate independent CFD 
studies, 
Sections 3.2 through 3.5 detail the methods described above.  All other related procedures and 
numerical techniques required for the efficient execution of these tasks are also documented.  Also 
in Sections 3.2 through 3.5, where appropriate, carefully developed examples are described with 
the goal of highlighting the implementation and importance the newly created waverider design 
methods. 
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3.1 User Defined Inputs 
The current design tool requires the users to provide appropriate technical inputs needed to 
construct the waverider flight envelope, its flow field, and its degree of bluntness.  These inputs 
are waverider design Velocity, V∞, shock surface, waverider Length, WL, waverider nose position 
along x-axis, waverider base design index, waverider thermal wall conditions, qw or Tw, and leading 
edge blunt radius, Rb, with blunt factor, BF.  Each input’s role in the design methodology for 
generation and analysis of a resulting waverider are described in sections 3.2 and 3.3. 
 There are limitations on user inputs.  Inputs must not only be realistic but also within the 
operability of the design tool.  Clearly, a user must specify a supersonic-hypersonic velocity as an 
input.  More specifically, valid input velocities are 1.75km/s thru 8.0km/s.  The tool is currently 
suited to build a flow field for axisymmetric and planar shock shapes.  The user must provide a 
curve that represents a realistic shock shape, which monotonically increases or decreases.  A valid 
shock curve should not have a local slope angle less than the minimum shock angle for the 
corresponding Mach number.  Since Mach number is not a user input, the tool’s relation of velocity 
with Mach number is dictated by altitude along the hypersonic glide corridor.  The relation used 
is illustrated in Figure 3.1.  Lastly, the user must be cautious when setting a position for the 
waverider nose.  The method assumes that the shock curve meets its generating body at x=0.  The 
scheme goes into runtime error when x1,1 is on the order of 10-4.  From experience, computer 
architecture may also play a role in the limits of some input combinations causing unexpected 
runtime error.  However, these issues are only a concern at the bounds of a realistic environment. 
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Figure 3.1.  Design method operational Velocity, Mach and Altitude   
3.2 Development of Design Space 
As previously discussed, knowledge of a post-shock inviscid flow field is fundamental to 
the waverider inverse design methodology.  The design tool makes use of a numerical method 
coined the “semi-analytical” approach for solving the Euler equations.  The methodology 
developed by Ferguson[2] is used to generate the streamlines of a post shock supersonic inviscid 
flow field with known planar and axis-symmetric shock curves and pre-shock flow conditions.  
The hyperbolic nature of hypersonic flow makes this numerical approach reasonable.  The flow 
generation method is computationally efficient and permits rapid parametric studies.  In an effort 
to describe this computational method without undue complexity, a complete analysis is given of 
a conical flow field generated by an arbitrary axis symmetric shockwave line.  
The process is described in a cylindrical coordinate frame of reference, namely, x, r and , 
where the x-axis is aligned with the free stream velocity vector.  The flow variables are the 
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properties of the flow field, namely u, v, p and where u and v the cylindrical velocity components 
in the x and r directions respectively,  is the density and p the pressure. 
Given flight velocity, V∞, the altitude is obtained using the formulated flight path of the 
hypersonic glide corridor, illustrated in   Figure 3.2 by the solid black line and expressed as follows  
 8234.3425.5345.255376.68115.00389.0 2345   VVVVVAltitude  (3.1)
From the flight altitude, free stream flow properties can be calculated using Earth’s Atmosphere 
Model[58].   
 
  Figure 3.2.  Flight corridor used by code[59] 
An axis symmetric shock surface is expressed by a 2D curve discretized by N points on the 
xr-plane in the form of equation 3.2.  The function for the curve must monotonically increase in a 
manner that yields a realistic shock shape.  The inviscid post-shock flow field is defined by 
streamlines, indexed by j, starting at the shock.  Each streamline is defined by a set of points, 
indexed by i.  The x1,1 location sets the position of the nose of the waverider as well as the beginning 
of the flow field construction.  Therefore, the flow field for waverider construction uses a shock 
that starts at the desired x nose location of the waverider and extends to an x that is twice as long 
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as the desired length of the waverider, WL.  With this information, the flow field variables 
immediately behind the shock can be calculated using oblique shock relations[60] with the known 
local Mach and shock angle (curve slope angle) the numerical process can begin. In this 
dissertation, the shock is defined by the relationship, 
xxxxfr jjjj   ,11,1,1,1 ),(      (3.2) 
Figure 3.3 is an illustration of the numerical process.  The first data line, along which the flow 
field information is known, is immediately after the shockwave, and can be represented by the 
shockwave itself for the sake of simplification.  The marching scheme forms data lines that 
coincide with points on streamlines emanating from discretized points on shock.  Therefore, data 
lines are also indexed as i.  The independent variable, x, is defined in the interval (x1,1, x1,1+2*WL), 
where x = (2*WL)/N . 
 
Figure 3.3.  Illustration of numerical process of constructing flow field[61] 
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To develop a new data line, new flow field parameters: u, v, p and   are evaluated as per Taylor 
series expansion formulation in equation 3.3.  The flow variables and their respective partial 
derivatives at each point on a given data line must be determined as foolows, 
 jijiji drrdxx ,,,1 

   (3.3)
where the symbol, φ, represents any flowfield property; u, v, p or  The increment, dr, must 
be calculated at each grid point using the streamline definition, 
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,
, dxu
v
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ji   (3.4)
The partial derivatives come as result of the solution to a system of equations formed by the Euler 
equations coupled with directional derivatives.  The axis-symmetric inviscid flowfield is governed 
by the conservation laws represented as the Euler Equations, which is defined as follows, 
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It is of interest to note that for planar flow fields the – ఘ௩௥ 	term is set to zero.  Directional derivatives 
are formed using the chain rule expressed by  
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Consider the model illustrated in   Figure 3.4 along with the directional derivatives relationships 
defined in equations 3.10-3.13.  The expressions, 
dL
d 1 , 
dL
dx  and 
dL
dr , are calculated using 
information from neighboring points along a given data line, as illustrated in   Figure 3.4. 
dLdL
d 121    (3.10)
dL
rr
dL
dr 12   (3.11)
dL
xx
dL
dx 12   (3.12) 212212 )()( rrxxdL   (3.13)
 
  Figure 3.4.  Illustration of directional derivatives 
Since the directional derivatives require information from two points on the data line, it is only 
possible to obtain the derivatives for j = 1, N-1.  Thus, the next data line will be one point shorter 
than the previous.   
The coupling of the directional derivatives and Euler Equations yields a closed system of 
eight equations with eight unknowns, as follows: 
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(3.14)
Equation 3.14 is solved using Kramer’s rule.  Once the marching scheme is completed, streamlines 
are selected and truncated to form the flow field solution, φ.  An illustration of this flow field, φ, 
is illustrated in Figure 3.5.  At this stage, this flow field has all the desired characteristics from 
which waveriders with desirable technical requirements can be created.  
 
Figure 3.5.  Example of prepared axisymmetric flow field plane 
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In this dissertation, the flow field solution, in regards to the streamlines, can be written in the form,  
111),,,,,(,  jNiNjPvurxSL iiiiiijji   (3.15) 
where they are a maximum of N discrete streamlines, SL, and each streamline is defined by an 
appropriate number of discrete points. 
3.2.1 Streamline to solid-line transformation 
The inviscid hypersonic flow field is transformed into a viscous waverider design space by 
way of established engineering relations as discussed in Section 2.3.1.  An ideal waverider is 
constructed using cross-sections formed by two independent streamlines that meet at the shock.  
These streamlines are used to form the upper and lower surface of waveriders.  The upper surface 
is formed by streamlines that are parallel to the free stream and the lower surface is formed by the 
streamlines of the post-shock flow field.  Therefore, in creating the design space, each streamline 
of the flow field solution is coupled with a free streamline beginning at the shock, creating design 
cross sections illustrated in Figure 3.6.  
 
Figure 3.6.  Example of waverider construction lines for upper and lower surface 
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Each inviscid streamline is then processed to form a solid line with viscous and blunting 
effects taken into account.  The solid line takes the form of the corresponding streamline and its 
solid properties are determined.  Continuing the case of an axisymmetric flow field solution, the 
variables along the streamline expressed in equation 3.15 are used to determine the boundary layer 
edge properties, velocity, Ve, pressure, Pe, temperature, Te, and density, ρe.  The edge velocity is 
simply the magnitude of velocity, the edge temperature is determined using the ideal gas 
relationship, edge pressure and density are equivalent to streamline values. 
For the solid line, the local variables are wall pressure, Pw, heat flux, qw, shear stress, τw   
and boundary layer height, δ.  The tool archives the inviscid and viscous wall pressure, whose 
difference is explained in Section 3.2.1.3.    Figure 3.7 illustrates the variation in definition of a 
streamline and solid line.   
 
  Figure 3.7.  Transformation of streamline definition to solid line definition 
The shear stress, τ, at each point of the inviscid streamlines is identified by 
efeew
CV 22
1         (3.16) 
where efC  is the local skin friction.  The local heat flux, qw, is defined as 
ݍ௪ ൌ ܵݐ௘ߩ௘ ௘ܸሺ݄௔௪ െ ݄௪ሻ     (3.17) 
where ܵ ݐ௘ is the local Stanton number and enthalpy for adiabatic wall, ݄ ௔௪, is calculated as follows 
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݄௔௪ ൌ ܿ௣ ௘ܶ ൅ 0.5ܲݎ௘ ௘ܸଶ      (3.18) 
The tool accounts for a laminar and turbulent region through the values of Cf and Ste. Boundary 
layer transition is predicted by determining transitional Reynolds number, Retr, using the 
correlation employed by Bowcutt[17], which is expressed as  
  641.2410209.1exp421.6Relog etr M  (3.19)
The transition point exists where the local Reynolds number Res, is equivalent to the transitional 
Reynolds number.  The transition region is considered with the use of the intermittency factor, ζtr, 
where Cf and Ste are a concoction of their laminar and turbulent values illustrated in equation 
ሺܥ௙௘௧௥, ܵݐ௘௧௥ሻ ൌ ߞ௧௥ሺܥ௙௘௟௔௠, ܵݐ௘௟௔௠ሻ ൅ ሺ1 െ ߞ௧௥ሻሺܥ௙௘௧௨௥௕, ܵݐ௘௧௨௥௕ሻ    (3.20) 
The end of transition is determined using the Reynolds number at the extent of transition relation 
given by Chen and Thyson and presented by Cebeci[62]. in the form, 
ܴ݁௘௡ௗ ൌ ܥ ∗ ܴ݁௧௥
మ
య ൅ ܴ݁௧௥       (3.21) 
where 
ܥ ൌ 60 ൅ 4.86ܯ௘ଵ.ଽଶ       (3.22) 
The tool calculates the intermittency factor using the Cebeci correlation, which is given by 
ߞ௧௥ ൌ 1 െ exp ቂെ ቀீ௏೐ቁ ሺݏ െ ݏ௧௥ሻ
ଶቃ    (3.23) 
where the beginning of transition, str, and the variable, G, are listed as follows:  
ݏ௧௥ ൌ ோ௘೟ೝఓ೐ఘ೐௏೐ 		,			ܩ ൌ ቀ
ଷ
஼మቁ ቀ
ఘ೐
ఓ೐ቁ
ଶ
௘ܸଷܴ݁௧௥ିଵ.ଷସ     (3.24) 
3.2.1.1  Skin friction 
The skin friction coefficients are evaluated using the correlations employed by 
Ferguson[2].  In the case of laminar, the skin friction coefficient is evaluated as follows,  
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where, ω is 0.75.  Whereas, in the case of turbulent flows, the skin friction coefficient is evaluated 
as follows 
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3.2.1.2  Stanton number 
The local heat transfer rate in the laminar region is computed using the Reynolds analogy 
 LamefeLame CSt ,32, Pr5.0   (3.27)
The local heat transfer in the turbulent region was calculated using the relationship,  
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3.2.1.3  Pressure 
Recalling boundary layer theory, pressure is constant through the boundary layer normal to 
the surface.  The pressure along the solid line can be considered equivalent to the pressure at the 
corresponding point on the streamline.  However, close to the leading edge, where shock and 
surface are very close, the entropy and boundary layers merge.  Consequently, higher pressures 
than that calculated in the flow field solution exist in this vicinity.  In reality, the leading edge 
shock over a flat plate, whether sharp or blunt, induces high pressures that decay with downstream 
distance[63].  Hence, the presumed inviscid boundary edge pressure is considerably greater 
towards the leading edge.  The wall pressure rise due to the leading edge shock and viscous 
interaction effects is approximated using the viscous interaction parameter, ߯̅, defined by  
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߯̅ ൌ ெಮ√ோ௘ √ܥ	      (3.29) 
where, 
ܥ ൌ ఘೢఓೢఘ೐ఓ೐        (3.30) 
The wall pressure ratio due to viscosity is a function of ߯̅   
௉ೢ
௉೐ ൌ ݂ሺ߯̅ሻ       (3.31) 
Be aware there is also an influence on pressure due to blunting which is not within the scope of 
this work.  Pe is the presumed inviscid boundary edge pressure.  The tool uses the pressure relation 
expressed by equation 3.32. 
௉ೢ
௉೐ ൌ ൜
0.514߯̅ ൅ 0.759																߯̅ ൐ 3
1 ൅ 0.31߯̅ ൅ 0.05߯̅ଶ													߯̅ ൏ 3								     (3.32) 
3.2.1.4 Local boundary layer height 
 Other useful local information attributed to the solid-line is the local boundary layer height.  
The boundary layer height is archived for the automated grid generation process discussed in 
section 3.5.  The incompressible laminar local boundary layer height, ߜ, 
δ୪ୟ୫ ൌ ହୱඥୖୣ౩       (3.33) 
is used to guide the degree of clustering at the surface.  However, a widely acceptable equation for 
hypersonic flow [64] is given as, 
ߜ ൌ ଵ.଻ଶଵ௦ඥோ௘ೞ ቀ2.397 ൅
்ೢ
೐்
൅ 0.193ܲݎ଴.ହሺߛ െ 1ሻܯ௘ଶቁ   (3.34) 
3.3 Waverider Construction Method 
3.3.1 Ideal waverider formation 
  Three-dimensional ideal waverider geometries are devised by using the cross-sections 
formed by the solid lines of the design space.  In order to create a three-dimensional configuration 
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a third dimension must be introduced, for an axisymmetric flow field it is the ߶-parameter and for 
planar it’s the z-parameter.  A large class of three-dimensional shapes can be created with the 
appropriate set of ߶, such that each cross-section is associated with an azimuthal plane.  The shape 
angle, is best defined by choosing a base plane curve in which  frat the base plane where 
xx1,1 +WL.  The resulting waverider, WR, takes on the local attributes of the chosen set of solid 
lines.  In this tool, a given waverider configuration is represented by the expression, 
ܹ ௝ܴ௎,௅ሺݔ௜, ݕ௜, ݖ௜	 ௜ܲ , ߬௜, ݍ௜, ߜ௜,௟௔௠ , ߜ௜ሻ ൌ ܵܮథೕ௎,௅ሺݔ௜, ݎ௜, ௜ܲ , ߬௜, ݍ௜, ߜ௜,௟௔௠ , ߜ௜ሻ   (3.35) 
where 
ܹ ௝ܴ௎,௅ሺݔ௜, ௜ܲ , ߬௜, ݍ௜, ߜ௜,௟௔௠ , ߜ௜ሻ ൌ ܵܮ௝௎,௅ሺݔ௜, ௜ܲ , ߬௜, ݍ௜, ߜ௜,௟௔௠ , ߜ௜ሻ   (3.36) 
ܹ ௝ܴ௎,௅ሺݕ௜ሻ ൌ ܵܮ௝௎,௅ሺݎ௜ሻ ∗ cos	߶௝     (3.37) 
ܹ ௝ܴ௎,௅ሺݖ௜ሻ ൌ ܵܮ௝௎,௅ሺݎ௜ሻ ∗ sin	߶௝      (3.38) 
and the superscripts, U and L, represent the upper and lower surfaces. j represent the axisymmetric 
cross-section.  Each waverider is defined by its own unique set of shape angles, ϕ. Due to the 
design methodology; practically any set of which increases from zero to some angle will result 
in a waverider configuration.  However, a set of angles can be derived or determined in a number 
of ways.  A designer can prescribe a leading edge curve, base curve or arbitrary monotonically 
increasing function where fj.  
 The tool is equipped with a design library built off the base curve approach.  The advantage of 
using the base curve approach is that the designer has a sense of the resulting configuration.  Figure 
3.8 presents an illustration of the base curve approach.  Here a curve is prescribed on the right side 
of the symmetry plane.  The point where the prescribed base curve crosses the base point of a 
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radial cross section determines the angle of the azimuthal plane corresponding to that solid cross 
section. 
  
Figure 3.8.  Construction of waverider from axisymmetric flow field 
3.3.1.1 Use of base curve library 
The library of shape angle functions has grown to more than 27 functions.  It generates 
various configurations, by way of simply using one function or merging two or more functions to 
dictate span wise base curve geometry.  For example, two developed waveriders, a flat top 
waverider and a flat bottom waverider, are offered as examples.  The shape angle functions, 
equations 3.39 and 3.40, are used to construct the flat top waverider, shown in Figure 3.9, and the 
flat bottom waverider, shown in Figure 3.10: 
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Figure 3.9.  Flat top waverider 
 
Figure 3.10.  Flat bottom waverider 
In a similar manner, configurations composing of desired features of the ‘flat top and flat 
bottom’ waveriders can also be derived as illustrated in Figure 3.11.  
 
Figure 3.11.  Derived waverider through merging 
3.3.1.2 Parametric solid line selection function 
Parametric shape angle function is a generic cross-section selection function.  An example 
is the use of a stretching function commonly used in grid generation, where fjmaxFor 
example, a generic shape angle function is expressed as  
 1
1*
max 
 


e
e j
j   ,  1
1


N
j
j   for   Nj 1  (3.41)
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Many other functions can be devised in a similar manner.  These types of equations can be 
exploited for parametric studies as well as waverider identification efforts.  The use of other 
parametric functions like Bezier curves and splines for prescribing a base curve can determine a 
set of  
3.3.2 Blunt leading edge design 
Waverider geometries inherently have sharp leading edges.  The sharp edge produces 
extremely small stagnation region that leads to unmanageable thermal loads that will destroy any 
material/vehicle.  Therefore, in order to make waverider geometries practical for surviving the 
hypersonic flight environment some degree of blunting must be employed. 
 For the waverider geometries produced by the FORTRAN tool, blunting was achieved 
using cubic bezier curves.  The upper surface is separated from the lower by twice the desired 
blunt radius, illustrated by ܹܴ௎ሺݕሻ ൌ ܹܴ௎ሺݕሻ ൅ 2ܴ௕.	  A bezier curve, defined by 
BezierCurve ൌ ሺ1 െ tሻଷPt଴ ൅ 3tሺt െ 1ሻଶPtଵ ൅ 3tଶሺ1 െ tሻPtଶ ൅ tଷPtଷ			0 ൑ t ൑ 1 (3.42) 
is produced to close the gap at each yz cross-section.  The four control points for the curve were 
determined using the slopes and leading edge points of the surfaces.  In addition, a blunt factor, 
BF, was introduced to control the distance at which the curve extends from the body, thereby 
controlling the degree of blunting.  Figure 3.12 illustrates the resulting curve and the control point 
locations.  
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Figure 3.12.  Illustration of blunting using control points 
The four control points Pt0, Pt1, Pt2, and Pt3 defined with (x, y, z) coordinates are 
determined as follows.  Since, the streamlines were formulated have common x-coordinates, each 
yz cross-section control points share the same x-coordinate.  Therefore, for all cross-sections, 
x0=x1=x2=x3.  Since, the upper and lower surface endpoints coincide with the blunt curves 
endpoints, those coordinate values are assumed by the first and last control point.  Hence, 
Pt0=WRjU(x1, y1, z1) and Pt3=WRjL(x1, y1, z1).  As shown in Figure 3.12, the z-coordinates of Pt1 
and Pt2 are represented as ܲݐଵሺݖሻ ൌ 	ܲݐଶሺݖሻ ൌ 	ܲݐ଴ሺݖሻ ൅ ܴ௕ ∗ ܤܨ	.  The y-coordinates of Pt1 and 
Pt2 are a function of the slope of the yz cross-section given by equations, 
ܲݐଵሺݕሻ ൌ 	ܲݐ଴ሺݕሻ ൅ ݀ݕ݀ݖ௝௨ ∗ ܤܨ ∗ ܴ௕      (3.43) 
ܲݐଶሺݕሻ ൌ 	ܲݐଷሺݕሻ ൅ ݀ݕ݀ݖ௝௅ ∗ ܤܨ ∗ ܴ௕     (3.44) 
where 
݀ݕ݀ݖ௝௨ ൌ ௐோೕ
ೠሺ௬భሻିௐோೕషభೠ ሺ௬మሻ
ௐோೕೠሺ௭భሻିௐோೕషభೠ ሺ௭మሻ
      (3.45) 
݀ݕ݀ݖ௝௅ ൌ ௐோೕ
ಽሺ௬భሻିௐோೕషభಽ ሺ௬మሻ
ௐோೕಽሺ௭భሻିௐோೕషభಽ ሺ௭మሻ
      (3.46) 
Figure 3.13 illustrates the effects of the blunt factor. 
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Figure 3.13.  Illustration of effect of blunt factor on blunt surface 
3.3.2.1 Determining solid properties of leading surface 
Since the waverider solid lines house local viscous properties, any surface added to the 
design should also have such information.  Since the blunt surface is formed without any 
association to a streamline or flow field, the pressure, shear, τ, and heat flux, q, are obtained 
through alternative means.  The edge variables can take on the flow values seen along the leading 
edge of the waverider.  However, this assumption is improper because the effects of a blunt surface 
in hypersonic flow are known to create a subsonic region.  Therefore, the edge velocity variables 
would greatly differ from that of the inviscid leading edge.  Pressure is determined using modified 
Newtonian theory.  The tool determines the local shear stress across the blunt surface with a 
relation to heating.  Heating is determined using the stagnation heat and a distribution relation.  
The details are as follows. 
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3.3.2.1.1 Pressure 
The tool utilizes modified Newtonian theory, expressed by the relationship, 
 2
2
,
max,,,
ˆ

 
V
nV
CC jipjip  (3.47)
where 
 














 




11
21
)1(24
)1(2 21
2
22
2max, 




 M
M
M
M
C p  (3.48)
to determine local pressure on the blunt surface.  In addition, the local unit normal, jin ,ˆ , is 
determined using  
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The local pressure on the blunt surface is determined using equation 3.50. 
  qCP jipji *,,,  (3.50)
3.3.2.1.2 Heating 
The heat flux distribution along the blunt surface is determined using the stagnation 
heating.  The stagnation heat flux is considered at the mid of the blunt surface assumed to be where 
t=0.5 along the Bezier curve.  The stagnation heating is determined using  Fay-Riddell relationship 
[65],  
ݍ௦௧௔௚ ൌ 0.537aPrି଴.଺௪ 	 ൤1 ൅ ቀ஽௫஽௭ቁ
଴.ହ൨
଴.ହ
ቀௗ௨೐ௗ௫ ቁ௫ୀ଴
଴.ହ	 ቂ1 ൅ ሺܮ݁ௗ െ 1ሻ ௛ವ೐ି௛ವೢ௛೐ି௛ೢ ቃ ሺ݄௥ െ ݄௪ሻ  (3.51) 
where the auxiliary symbols are defined as follows: 
 ൬
݀ݑ௘
݀ݔ ൰୶ୀ଴ ൌ
2
ܦ௫ ඨ
2ሺ ௧ܲ െ ௘ܲሻ
ߩ௧  (3.52)
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 a ൌ ሺρ୲ߤ௧ሻ଴.ସሺߩ௪ߤ௪ሻ଴.ଵ (3.53)
The variables Dx and Dz are the principal diameters where Dx < Dz.  Le = 1.0 and d=0.52 since 
disassociation is not considered.  The boundary layer edge pressure is considered equivalent to the 
wall pressure.  The local heating along the blunt surface was estimated via interpolation between 
the stagnation and upper/lower heating points, shown in Figure 3.14.  The interpolation procedure 
used the Fay-Riddell equation with the local edge properties approximated using the interpolation 
expression, 
 ܲݎ݋݌݁ݎݐݕ௘ ൌ
x୮
D୮ ൫ܲݎ݋݌݁ݎݐݕ௪௅,௪௎൯ ൅ ൬1.0 െ
ݔ௣
ܦ௣൰ܲݎ݋݌݁ݎݐݕ௦௧௔௚,௘ (3.54)
 
Figure 3.14.  Illustration of heat interpolation procedure 
3.3.2.1.3 Skin friction 
 Skin friction across the blunt surface is also approximated via interpolation between the 
stagnation point and the upper and lower surfaces.  The skin friction coefficient at the stagnation 
point is zero and increases to its maximum value at the point where the lower and upper surfaces 
meet the blunted surface.  It is assumed to increase in a trend similar to the y-component of the 
normal vector along the blunt surface.  Therefore, in this case, the interpolation relationship is not 
necessarily linear, but rather, expressed with the relationship, 
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 ܥ௙೛೟ ൌ
݊ݕ௣௧
݊ݕ௅,௎ ܥ௙ಽ,ೆ (3.55)
3.3.3 Generic stream-surface construction 
In addition to blunt surfaces, generalized stream surfaces may be carved from the existing 
flow field and used as auxiliary surfaces that may serve as engine components or control surfaces.  
A generic stream-surface is not restricted to the rules of a waverider stream-surface, in that it does 
not have to meet the shock.  It may be formed by any set of neighboring solid-lines.  Its design 
space is the remaining solid lines of the post shock flow field as well as the free-stream flow above 
the upper surface.  Auxiliary stream-surfaces can be formed in ways similar to that of waverider 
surfaces, with a base curve definition or a generalized function.  The freedom of the formation of 
a generic stream-surface allows for a completely streamlined hypersonic vehicle with integrated 
components.  The integrated resulting waverider with solid stream-surface body represents a 
higher order of waverider configurations.  For illustrative purposes, Figure 3.15 shows an auxiliary 
stream-surface, serving as an engine component, attached to the waverider.  This example serves 
as a simple demonstration of a potential design process for constructing an entire vehicle using the 
waverider design technique. 
 
Figure 3.15.  Waverider with attached stream-surface duct 
3.4 Waverider Analysis 
With a complete configuration and local surface properties known for all viscous surfaces 
of the design, a complete analysis can be performed.  The analysis determines the global 
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characteristics of the resulting waverider configurations.  The characteristics of a waverider design 
can be placed in two categories, geometric and aerodynamic.  The geometric analysis is used to 
determine volumes, surface area, lengths and widths.  Global aerodynamic analysis determines 
characteristics such as lift, drag, and aerodynamic coefficients.  This section illustrates the 
methodologies used to perform such analysis. 
3.4.1 Geometric analysis 
 The geometric characteristics such as area and volume are determined by utilizing the 
coordinates, which define the waverider’s surfaces.  In this analysis, the triangular method is used 
to calculate all elementary areas of interests.  The areas of interest include the total wetted area, 
the base area and the plan form area.  The triangular method considers each surface as a set of 
triangles. The upper, lower, blunt surfaces and arbitrary stream surfaces are treated separately.  In 
this analysis, all elementary surfaces are first described by quads, and later divided into elementary 
triangular surfaces, except for the leading edge region, where the elementary surfaces are described 
directly by triangles.  Refer to Figure 3.16 that highlights this concept.  Similarly, refer to Figure 
3.17. 
 
Figure 3.16.  Example of elements on 
upper/lower surface 
 
Figure 3.17.  Illustration of treatment of quad 
elements in triangular method 
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The area of all elementary triangles, including the projected areas, is calculated based on Heron’s 
formulation.  For instance, the areas of the elemental surface triangle ABC,   Figure 3.18, are found 
using Heron’s formula.  Total base and plan form areas are acquired in a similar manner using the 
elemental projected areas of surface triangles also illustrated in   Figure 3.18.  Base area use the 
projected area, dSx, on yz-plane and planform area use projected area, dSy, on xz-plane.  
 
  Figure 3.18.  Arbitrary elemental triangle ABC and its projections 
Heron’s formula employs the lengths of the sides of triangle, 
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where m equals 1, or 0 if the projection is in the m direction.  It is of interest to note that the mth 
direction represent the x, y or z normal.  The evaluated lengths of the respective sides of a given 
triangle are then used to compute the area, as follows: 
   5.0)(*)(*)(*
2)(
ACtBCtABttA
ACBCABt
element 
  (3.57)
Finally, the surface areas are simply the summation of elemental areas of interests as expressed by  
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  elementm AS  (3.58)
In addition to planform, side, base, and wetted areas, this tool can provide the user with the amount 
of wetted area contributed by waverider upper, lower, blunt surface or generic stream surface. 
3.4.1.1 Volume 
 The volume of the waverider consists of irregular elemental triangular prisms formed by 
two corresponding elemental triangles ABC and DEF, as illustrated in Figure 3.19.  The volumes 
of the cells are calculated using equation, 
 ),,(*),( CFBEADavgDEFABCavgV AreaAreaelement   (3.59)
The total volume of the waverider is the sum of two main volumes, which are the volume of the 
ideal waverider and the additional volume created by the blunting process.  The volume of the 
ideal waverider uses the corresponding triangles of the upper and lower surfaces.  The volume 
from blunting is equivalent to the waverider planform area times the displacement of the upper 
surface plus the volume using the corresponding triangles of the blunted region. 
 
Figure 3.19.  Elemental irregular triangular prism 
3.4.2 Aerodynamic analysis 
Waverider aerodynamic analysis is performed through the integration and processing of 
the local surface information.  The aerodynamic force, F , is a global characteristic of the 
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waverider configuration.  The evaluation of the aerodynamic force on a given waverider 
configuration involves the evaluation of the following expressions as they are applied to the upper, 
lower and blunt waverider surfaces. 
 FFF p
   (3.60)
where Fp is the force resulting from pressure and F
   is the force resulting from shear stress.  The 
aerodynamic force can also be expressed into its three general constituent components shown in 
equation, 
 kGjLiDF
   (3.61)
where D, L and G, are the drag, lift and slip forces respectively.  Furthermore, the contributions 
from the pressure and viscous forces to the constituent forces may be resolved as shown in equation 
set, 
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The average pressure and shear are determined on each surface as follows.  The average pressure 
is simply calculated as: 
 
sPoSurfaceofNumber
P
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  (3.63)
In order to calculate the average shear stress, a triangular element is once again used.  First, the 
average force due to shear stress on each element is calculated in the following manner: 
 elementCBAelementavg Af *3
)(    (3.64)
Then, the average shear stress is determined as follows. 
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 areawettedotal
f elementavg
avg T
  (3.65)
Keeping in mind that the lift is the j component, the Drag the i component, and Side Force the k 
component, these forces are evaluated as 
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where APlan is the plan form area, ABase is the base area.  The side force is neglected due to the 
symmetry of the waverider.  Other aerodynamic properties like the coefficients of lift and drag are 
found as follows: 
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3.5 Automated Grid Generation Methodology 
With a completed geometry, as previously stated, a method for automated grid generation 
was developed to conduct CFD studies.  As mentioned in Chapter 2, there is a great demand to 
produce quality grids for hypersonic flow compared to most other flow studies.  Some current 
solvers call for cell clustering and alignment of cell faces towards the shock and waverider surface.  
The waverider design methodology presented provides the advantage of knowing the approximate 
vicinity and shape of the shock as well as the approximate boundary layer height across the surface.  
This information is used in meeting grid quality demands in a timely automated grid generation 
process.  
The most critical aspect of the grid generation process is the construction of the surface mesh.  
Structured cells redefine the waverider surface in two zones, the body and nose.  The surface mesh 
was formulated using spline routines obtained from Ref. [66] to redefining the waverider geometry 
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without changing its original shape. In addition, user-defined inputs maybe implemented to garner 
numerical clustering controls of the waverider defining coordinates.  Due to the numerical noise 
in using splines, the nodes of the surface mesh were determined in a piecemeal manner for the 
upper, lower and blunt portion of the waverider surface.  Even though, this approach led to issues 
of controlling the spacing between the nodes at the junction of surfaces, it relieved the 
discrepancies formed by the initial use of splines. 
Once the surface mesh was completed, the volume mesh was constructed with the use of 
local surface information such as the surface unit-normal, boundary layer height, approximate 
shock surface, shock unit normal, and Bezier curves.  The control points of the Bezier curves were 
determined such that a grid has orthogonality at the surfaces of the waverider.  A mesh was formed 
for the shock surface having a similar distribution of points as the waverider surface.  This was 
done in order to prevent the occurrence of folded faces during the grid generation process.  The 
shock surface was determined with the original shock offset by sum of the standoff distance and 
boundary layer height at the corresponding point on the waverider surface.  The corresponding 
points of the two meshes were then connected using Bezier curves and their unit norms.  Therefore, 
the control points of the Bezier curves were defined as follows. 
 Pt଴ ൌ WR୔୲ (3.68)
 Ptଵ ൌ WR୔୲ ൅ 1.6 ∗ ߜ௉௧ ∗ ܹܴ nˆ  (3.69)
 Ptଶ ൌ Shock୔୲ െ 0.5 ∗ ሺݏݐܽ݊݀݋݂݂ ൅ ߜ௉௧ሻ ∗ ݄ܵ݋ܿ݇ nˆ (3.70)
 Ptଷ ൌ Shock୔୲ (3.71)
The volume mesh is completed by building out the resulting mesh from the shock to a 
corresponding far field mesh.  The computational grid produced by the automated method is 
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exported as a Plot3d file for portability into CFD solvers and other grid manipulation tools.  Some 
examples of the waverider computational grids are displayed in Figures 3.20 thru 3.24. 
 
Figure 3.20.  Example of a full volume mesh 
 
Figure 3.21.  Isolated surfaces of mesh 
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Figure 3.22.  Zoom view into orthogonality at surface 
 
Figure 3.23.  Volume mesh with zone 1(blue) and zone 2(red) highlighted 
 
Figure 3.24.  Illustration of surface mesh  
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CHAPTER 4 
4.                        VALIDATION AND COMPARATIVE STUDIES 
The results obtained from the implementation of the waverider design methodology 
presented in Chapter 3 are compared to existing analytical, experimental and numerical data to 
determine their validity.  Recall, the inverse design process consists of several important technical 
methods, such as, the generation of an inviscid flow field, the transformation of inviscid 
streamlines to solid viscous streamlines, the creation of a flexible waverider design space, the 
construction of waveriders, and the analysis of waverider configurations.  Section 4.1 of this 
Chapter describes the validation of each method, and justifies the implementation and legitimacy 
of the design and analysis approach developed herein.  Further, section 4.2 compares the results 
obtained from the use of this tool to that of independent and credible CFD solutions. 
4.1 Validation of Tool Features 
4.1.1 Flow field generation validation 
The solution obtained from the marching scheme described in Section 3.2 is compared to 
the Taylor-Maccoll analytical solution for supersonic conical flow fields solved by a Matlab 
code[67].  Recall, the Taylor-Maccoll procedure transforms the Euler equations in spherical 
coordinates into a single ordinary differential equation that is solved using the Runge-Kutta 
scheme.  It is of interest to note that the Taylor-Maccoll solution generates the flow properties, , 
u, v and p, as functions of the angle, ,, which is measured between the generating cone angle and 
the shockwave angle.  On the other hand, the solution generated by the presented marching scheme 
method provides the flow properties, , u, v and p, along streamlines.  Refer to Figure 4.1. 
57 
 
Figure 4.1.  Illustration of radial angle and streamline perspectives 
Through transformation, the streamline solution is converted to a radial solution for comparison.  
A grid independent test was conducted using the marching scheme, in which the number of points 
along a given shock was increased from 101 to 201 to 401, thus increasing the points on a resulting 
streamline.  The study shows only slight variations in the solution accuracy.  Refer to Figure 4.2.   
 
Figure 4.2.  Comparison of semi analytical and Taylor-Maccoll solutions 
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The grid independence test was performed for a flight velocity of 1.95km/s and a half cone angle 
of 34⁰.  It is of interest to observe that the accuracy of the marching scheme increases with a finer 
shock, but still the coarsely defined shock solution is numerically acceptable as well.  A similar 
validation test is presented using multiple streamlines from the same flow field solution.  Figure 
4.3 shows that each streamline is true to the solution. 
 
 
Figure 4.3.  Flow field streamline properties vs Taylor Maccoll solution 
4.1.2 Streamline to Solid Line Validation 
For the transformation of a streamline to a solid line, empirical relations and theory for 
flow over a compressible flat plate were relied upon.  Since established engineering correlations 
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are used, the validation exercise only aims to show that relations were properly implemented.  
Experimental results from Neal[63] were compared to viscous analysis results obtained along a 
streamline for skin friction and heating coefficients vs the local Reynolds number.  Refer to Figure 
4.4 and Figure 4.5.  The results of the model used were overlaid in red onto the graphs extracted 
from Neal. 
 
Figure 4.4.  Validation of stanton number calculation with overlap graph 
 
Figure 4.5.  Validation of Cf calculation with overlap graph 
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 The figures show that both the laminar and turbulent values are in good agreement with 
experimental results.  In the laminar region, the model used has better agreement than the 
Monaghan.  However, in the turbulent regime the model used does not agree as well with the 
experimental data.  In addition, the predicted transition point is beyond that of the experimental 
data but well within reason.  This may actually be a decent sign since it has been shown that 
transition occurs later in atmospheric conditions compared to laboratory environments. 
4.1.3 Blunt Body Solid Line Validation 
In order to perform validation for the method used to determine local pressure and heating 
on a blunt surface, an experimental study conducted by Richards[68] on a blunt body, illustrated 
in Figure 4.6, was utilized.  The method formulated was applied to the blunt portion of the body 
defined by the equation.  The results from the methods discussed in Section 3.3.2(red) were 
overlaid onto the experimental results showcased by Richards; refer to Figure 4.7 and Figure 4.8.  
 
Figure 4.6.  Blunt body experiment conducted by Richards[68] 
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Figure 4.7 shows the comparison of the experimental and modified Newtonian ratio of the 
coefficient of pressure distribution across the body.  It is observed that the method was 
implemented properly since it lies directly onto the Newtonian line.  However, there is some 
observed discrepancy far removed from the nose region.  This is because only the blunt portion 
was modeled and the 10° conical portion of the body was not modelled.  
 
Figure 4.7.  Validation of blunt surface pressure 
Figure 4.8 shows the comparison of the ratio between local heat flux and stagnation heat results 
from the Fay-Riddell model used and experimental data.  The graph merely shows the trend of the 
distribution of heat across the body.  The trends seem to closely agree close towards the nose 
region but disagree far from the nose.  This may also be attributed to the model of the geometry.  
The comparison between the calculated stagnation heat, 42,526.7W/m2, and the experimental heat, 
27,006.8W/m2, shows a 55% difference.  Therefore, the model over predicts the heating as 
compared to this experimental study.  
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Figure 4.8.  Validation of blunt heating distribution 
4.1.4 Surface Mesh Validation 
The grid generation begins with a surface mesh formed using spline routines.  Validation 
of the surface mesh routine was conducted through visual inspection.  It verified that the meshed 
geometry stayed true to the original waverider geometry.  Consider Figure 4.9.  It shows the two 
surface meshes; the original surface mesh is indicated in purple and the redefined mesh in black.  
Further, Figure 4.9 illustrates the typical behavior of transforming the waverider from one grid 
system to the next, and justifies the integrity of the transformation procedure developed and 
implemented herein. 
 
Figure 4.9.  Black surface mesh overlaid onto original geometry  
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4.2 Comparative Studies with Computational Fluid Dynamics (CFD) 
In an effort to further validate the waverider design methodology; examine the integrity of 
its analysis methods; and measure the degree of success of its grid generation procedure, an 
extensive and independent CFD analysis was conducted.  Euler, laminar and turbulent case studies 
were conducted.  The automated grid generation feature discussed in Section 3.5 created the 
computational grids used in these tests.  In addition, the computational grids were created to best 
model, both, the fluid physics over the waverider configurations at hypersonic speeds, and the 
unique geometric features of the ‘streamlined body’ and ‘blunted leading edges’ of each waverider.  
Also used in these studies were the Air Vehicles Unstructured Solver (AVUS) CFD aerodynamic 
analysis tool, and the flow field visualization tool, TecplotTM.  AVUS is a finite volume 
unstructured-grid Euler and Navier-Stokes solver developed at Air Force Research Laboratory.  Its 
algorithm is cell-centered, first-order accurate in space and time and based on exact Riemann 
solver of Godunov[69].  TecplotTM is a commercially available tool, commonly used in the CFD 
industry. 
As discussed in Chapter 2 section 2.3.3 the choice of the Mach number and the other design 
inputs for the case study was guided by the requirements of the hypersonic glide corridor and to 
some extent, the capabilities of Navier-Stokes solvers.  The pressure and temperature were 
hardwired.  The conditions set for the test case are as follows: 
Table 4.1.  Conditions for chosen case study 
RBluntness (%) Minf Pinf   (N/m2) Tinf  (K) TWall/Tinf 
0.25 6.0 290.0 290.0 Adiabatic 
 
The flow was initialized as free stream.  The boundary condition were prescribed as follows; 
symmetry plane was set as a slip wall, waverider surface as no slip walls and the remaining bounds 
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of the volume mesh as a modified Riemann invariant far field.  The focuses for comparisons were 
shock shape, shock location, flow field, surface pressure and overall aerodynamic performance. 
4.2.1 Euler comparative analysis 
 In the Euler study, the waverider surface was consider as a slip wall.  In this case, the 
behavior of the flow field within the neighborhood of the waverider is of upmost interest.  Figure 
4.10 shows the overall flow field in terms of pressure.  It clearly illustrates an axis-symmetric like 
flow field about the lower surface of the waverider.  It is important to observe the shape of the 
shock that emanates from the leading edge.  Figure 4.11 gives a closer look where the Euler results 
are compared at the base plane to the flow field used to construct the waverider.  The comparison 
show the shape and location of the shock are in close agreement.  In addition, the pressure 
distribution throughout the flow field closely agrees as well with small discrepancies that can be 
explained.  For example, the construction flow field was used to derive an ideal waverider whereas 
the CFD study was conducted on a blunted waverider.  Therefore, the offset of the shock is due to 
the small addition of blunting which causes the shock to standoff from its ideal location.  Also due 
to blunting, and as expected, there is some leakage of flow and thus pressure variation around the 
leading edge shown in Figure 4.11.  However, the leakage does not greatly influence the pressure 
distribution across the upper surface, which sees uniform pressure close to the free stream value, 
thus yielding the expected designed characteristics.  In addition, the pressure along the lower 
surface is dictated by the post-shock flow field.  The results strongly confirm the legitimacy of the 
waverider inverse design methodology. 
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Figure 4.10.  Shockwave shape from pressure field from Euler results[61] 
 
 
Figure 4.11.  Base non-dimensional pressure comparison of method and Euler results [70] 
 Figure 4.12 and Figure 4.13 reiterates the comparison of the flow fields at the symmetry 
plane.  Again, the higher pressures in the nose region of the Euler study display the effects of the 
leading edge and blunting.  The induced pressure rise towards the leading edge due to blunting 
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deteriorates downstream yielding a pressure distribution similar to the flow field that does not 
account for blunting.  Additionally, Figure 4.14 shows that the Mach is uniform within the shock 
layer as expected. 
 
Figure 4.12.  Semi analytical flow field at symmetry plane 
 
 
Figure 4.13.  Comparison of pressure ratio at symmetry plane 
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Figure 4.14.  Mach at base plane for Euler results 
 Another technical feature of interest to design engineers and subject for comparison are the 
streamlines location and behavior.  Recall, the upper and lower surfaces were formed by tracing 
streamlines.  Figure 4.15 shows the streamlines along the surface resulting from the Euler study of 
the blunted waverider (colored in black) overlaid onto the streamline mesh that formed the ideal 
surfaces (colored in red).  The streamlines of the Euler study clearly depict the stagnation line in 
the mid-region of the blunt surface where stagnation was assumed.  Figure 4.16 and Figure 4.17 
show the Euler study streamlines overlaid onto upper and lower surface streamlines respectively.  
For both cases, the streamlines are in close agreement close to the leading edge but veer off towards 
the tip downstream.  This may be due to the blunt surface design, which influences the flow 
towards the tip.  The influence is stronger on the lower surface than the upper surface.  However, 
it is important to acknowledge the streamlines that emanate from the nose region want to deviate 
towards the root of the waverider.  It is not clear as to why this may be the case.  One suspicion is 
there may be some deviation in the geometry close to the nose region that was not detected during 
the visual inspection of the mesh.  Even with the disagreements between the particular streamlines, 
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the general flow field was recovered as presented in the pressure contours.  Therefore, minor 
discrepancies that may be present in the geometry do not greatly disturb the overall flow field. 
 
Figure 4.15.  Streamlines emanating from blunt surface 
 
Figure 4.16.  Streamline comparison on upper surface 
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Figure 4.17.  Streamline comparison on lower surface 
4.2.2 Viscous comparative analysis 
In efforts to validate the newly created waverider analysis methods, both laminar and 
turbulent CFD studies were conducted, again using the independent AVUS tool, while the local 
surface properties were compared.  During this case study, the turbulence model selected was the 
Spalart-Allmaras model.  The results of the laminar and turbulent flow fields were prepared in 
identical plots and displayed in Figure 4.18 thru Figure 4.21 for ‘side-by-side’ comparison.  In this 
study, the effects of blunting, viscosity and turbulence were observed.  Figure 4.18 shows the Mach 
contours at the symmetry plane with streamlines for the laminar flow field.  The streamlines 
indicate the validity of the design methodology by displaying the flow traveling parallel to the 
upper surface and being process by the shock at the lower surface.  The turbulent and laminar 
Mach contour comparison at the base plane, shown in Figure 4.19, shows the existence of a 
boundary layer for both cases as expected.  Furthermore, the turbulent boundary layer is thicker at 
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the base cross-section.  Thus, the shock is further detached from the body as assumed in the 
automated grid generation process. 
The pressure contour comparison, Figure 4.20, shows the effects of a thicker boundary 
layer within the flow field.  Boundary layer theory concludes that pressure along the normal from 
the surface does not change within the boundary layer.  This is also captured in the pressure contour 
line results shown in Figure 4.21 and Figure 4.22.  However, beyond the boundary layer the flow 
fields are quite comparable to the flow field from which the waverider is constructed.  It is also 
worthy to note that the flow field induced by and around the blunting is further influenced by the 
addition of viscous and turbulent effects.  Figure 4.20 highlights the enhancement of the viscous-
blunting leading edge effect due to turbulence.  Whether this can be attributed to the actual 
existence of turbulence or merely an artifact of the turbulence model has yet to be determined or 
speculated.   
 
Figure 4.18.  Streamline distribution and boundary layer thickness recovery 
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Figure 4.19.  Laminar vs. turbulent base plane Mach 
 
Figure 4.20.  Laminar vs turbulent base pressure ratio 
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Figure 4.21.  Laminar pressure at symmetry plane 
 
Figure 4.22.  Turbulent pressure ratio at symmetry plane 
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The results of the viscous CFD study demonstrated that the far-field pressure distribution around 
the waverider under design conditions was recovered.  As illustrated in Figure 4.23 and Figure 
4.24, the waverider appears to be riding its own shock wave.  A relatively weak blunt shock wave 
with a small standoff distance is captured along the leading edge of the vehicle as seen in the Euler 
study.  Again, the shape of the shock resembles the prescribed design shock.  A closer look of the 
pressure flow field is illustrated in Figure 4.25.  There it can be seen that not only is the flow field 
on the under belly of the waverider uniformly conical, but at cross-sections of one-thirds, two-
thirds and at the base of the vehicle show remarkable similarity of that reminiscent of a conical 
flow field as well. 
 Further, another two slices of the flow field are presented in Figure 4.26 and Figure 4.27 
to give forth another observation.  There are shown two azimuthal planes of the pressure 
distribution contour.  Figure 4.26 shows the plane at 0 o, which is equivalent to the symmetry plane.  
Figure 4.27 illustrates the pressure distribution in an azimuthal plane approximately 20o relative 
to the symmetric plane.  Each plane illustrates that the bulk of the flow field remain conical, except 
for regions close to the leading edge which show the induce pressure region.  Reviewing Figure 
4.23 thru Figure 4.27, one can observe the induced pressure region covers a set area along the 
leading edge.  Thereby, showing a relatively larger effect on the smaller cross-sections.  Again, 
evidence of the recovery of a conical flow field is clearly visible.  However, the influence of the 
leading edge is visible as well.  Nonetheless, CFD studies have reaffirmed the capability of the 
methodology to produce waveriders by reproducing a similar flow field from which the waverider 
is derived. 
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Figure 4.23.  Pressure field results 
 
Figure 4.24.  Shock with pressure results 
 
 
Figure 4.25.  Pressure distribution at cross-sections of one-thirds, two-thirds and base plane  
 
Figure 4.26.  Viscous symmetry plane results  
 
Figure 4.27.  Azimuthal plane (20o inclined)  
 The viscous effects displayed in the flow field translate to the pressure distribution on the 
surface.  The comparisons of the surface results from all the different analysis methods are 
75 
discussed, namely the three CFD studies and the inviscid wall pressure as well as the ‘viscous’ 
wall pressure stated in section 3.2.1.  Recall the inviscid surface pressure is determined by the 
constructed streamlines and the viscous surface pressure incorporates the viscous interaction 
parameter.  Figure 4.28 and Figure 4.29 demonstrates the comparison between the inviscid surface 
pressure and the viscous surface pressure determined, as discussed in section 3.2.1, for the lower 
and upper surfaces, respectively.  As expected, there is a higher-pressure region in the empirical 
viscous result along the leading edge as well as an overall higher pressure across the entire surface.  
This holds true for both the lower and upper surfaces.  It is interesting to observe that the viscous 
pressure distribution on the lower surface no longer alludes to a conical flow except for the region 
that is downstream towards the root.  However, the pressure distribution on the upper surface hints 
at a conical flow surrounding the surface.  Recall, the size and presence of the blunt surface has 
not been taken into account.  Therefore, the differences between the surface pressures are strictly 
driven by viscous interaction with the leading edge according to the model employed. 
 
Figure 4.28.  Inviscid vs viscous lower surface pressure 
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Figure 4.29.  Inviscid vs viscous upper surface pressure ratio 
 For the purpose of curiosity, the CFD viscous (turbulent) pressure distribution was 
compared to the CFD inviscid (Euler) for the upper surface, shown in Figure 4.30.  Solely the 
blunting effect is shown in the Euler result, showing that induced pressure is greatest towards the 
nose region.  Notice blunting does not induce an increase in pressure across the entire surface like 
the viscous model.  The turbulent results show the combination of influences from blunting, 
viscosity and turbulence.  A small region which is downstream towards the root is unaffected by 
the leading edge effects.  This is contrary to the viscous model used, which suggests that pressure 
across the entire surface would be higher relative to an inviscid study.  This contradiction is further 
illustrated in Figure 4.31 and Figure 4.32 with the comparison of the viscous model results and the 
turbulent CFD results for the upper and lower surfaces, respectively.  Here all but the leading edge 
seem to disagree.  However, the added blunting effect present in the CFD yield disagreement in 
the nose region.  The lower surface comparison, Figure 4.32 shows more of a disagreement with 
contour lines and values. 
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Figure 4.30.  Turbulent vs Euler upper surface pressure 
 
Figure 4.31.  Viscous vs turbulent upper surface pressure ratio 
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Figure 4.32.  Turbulent vs viscous lower surface pressure ratio 
 The viscous pressure model showed very poor agreement with CFD.  Figure 4.33 shows 
the comparison of the inviscid (streamline) model, denoted as NCAT WRcode, with the CFD 
turbulent model.  Strangely, the pressure from the pure streamline matches closer to the turbulent 
solution downstream towards the root.  Also the middle of the surface shows a low pressure region 
that is less than any pressure along the inviscid surface.  Referring back to Figure 4.31, the upper 
surface does not show any low pressure region.  Figure 4.34 shows a similar trend in the laminar 
solution.  However, its comparison of values with the inviscid model does not agree as well.  
However, the low-pressure region is a point of investigation.  It suggests that there is an expansion 
experienced slightly downstream from the leading edge.  In addition, the intensity of the expansion 
would possibly be governed by the change in geometry immediately downstream of the leading 
edge.  
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Figure 4.33.  Turbulent vs inviscid lower surface pressure ratio 
 
Figure 4.34.  Laminar vs inviscid lower surface pressure ratio 
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   Figure 4.35 shows the pressure ratio along the symmetry line of the upper (dashed) and 
lower (solid) surfaces of the turbulent CFD solution (solid black), viscous model (red) and the 
inviscid streamline model (blue).  The line plot compliments and reiterates the observations 
presented in the contour comparison plots.  The line plot of the turbulent CFD suggests that the 
blunting effects completely diminish about 25% of the vehicle’s length, which is proportional to 
the size of the blunt radius.  In addition, focusing on the line plot comparison on the upper and 
lower surface, the viscous effect completely diminishes at about 60% of the waverider length.  
There is also an observable difference between the inviscid and viscous pressure ratio, which 
begins around 35% of the waverider length.  Clearly, the low pressure region observed in the CFD 
solution along the lower surface does not follow any trend presented in the other solutions.   
 
  Figure 4.35.  Comparison of surface pressure analysis along symmetry plane  
However, its minimum pressure value lies very close to the minimum pressure of the inviscid 
streamline seen at its leading edge.  Ironically, the minimum pressure on the lower surface occurs 
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at the same point downstream along the waverider length where the CFD solution matches with 
the viscous pressure model used on the upper surface.  At this time, no credible explanation or 
logical correlation for these observations can be given. 
 For the nose region of the blunt surface, Figure 4.37 shows that the laminar and turbulent 
results were in good agreement.  Figure 4.36 shows the modified Newtonian theory does not only 
agree well with experimental data but also CFD.  This reassures the use of modified Newtonian 
theory for the blunt surface. 
 
Figure 4.36.  Turbulent vs laminar nose surface pressure ratio 
  
Figure 4.37.  Laminar vs modified Newtonian nose surface pressure ratio 
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Recall, the analysis method discussed in section 3.4.2 integrates all surface information in 
order to determine the lift and drag of the geometry.  TecplotTM was utilized to determine lift and 
drag from the CFD results.  Each analysis method’s aerodynamic performance is tabulated in Table 
4.2.  In addition, the performance of the ideal waverider from which the blunted waverider is 
derived is included.  The CFD results yield similar lift, drag and L/D ratios even though the surface 
pressures profiles varied.  The induced pressures, seen by the upper and lower surfaces, are due to 
viscous and leading edge design effects, and the observed results seem to suggest that they cancel 
each other.  Clearly, the ideal geometry has the highest lift and lowest drag yielding the highest 
L/D ratio.  The modified waverider with the particular size and type of blunting discussed reduced 
lift and increased drag thereby reducing the L/D ratio by approximately 90%.  The lift from the 
viscous blunted waverider analysis method compared well with the CFD studies, yielding a percent 
difference of 2%.  Unexpectedly, the drag differed greatly with a percent difference of 86%, which 
drove a percent difference of 85% for the L/D ratio.  The surface pressure profile suggested that 
the comparisons should have been closer- This may be due to an induced shear from the leading 
edge interaction, which was not incorporated in the analysis method. 
With improvement in the analysis method for determining drag, the preliminary analysis 
phase time would be cut dramatically with trustworthy aerodynamic performance results.  Notice, 
the solution time for each method.  The analysis methodology discussed in Chapter 3 is based on 
strategically applied theory and empirical relations for lightning speed analysis of the surface.  
Even though, CFD studies yield analysis of the surface as well as the surrounding flow field, the 
cost is on the order of days as compared to seconds with the WRcode.  Refer to Table 4.2.  The 
days included in Table 4.2 do not include independent grid generation.  However, the automated 
grid generation discussed in section 3.5 will add less than five minutes to the solution time. 
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Table 4.2.  Aerodynamic performance comparison of analysis methods 
Solution Lift (N) Drag(N) L/D Solution Time 
Ideal Waverider 9.3E+04 2.8E+04 3.289 < 1min 
Viscous Blunt Waverider 2.961E+04 9.802E+04 3.02E-01 < 1min 
CFD Euler 3.028E+04 2.4714E+05 1.2248E-01 ~3.5days 
CFD Laminar 3.027E+04 2.4714E+05 1.2250E-01 ~5 days 
CFD Turbulent 3.027E+04 2.4716E+05 1.2248E-01 ~6 days 
% Difference CFD vs Method 2% 86% -85% - 
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CHAPTER 5 
5.                                                     CONCLUSION 
5.1 Accomplishments 
 In an attempt to contribute to the technical efforts required for the development of the next 
generation hypersonic aerospace vehicles, a ‘waverider based design’ model was created.  Further, 
the newly created ‘waverider based design’ model which consist of numerous numerical methods 
was coded in FORTRAN, successfully executed and independently validated.  Moreover, this 
effort demonstrated how at first glance a ‘seemly unrealistic’ waverider configuration can be 
transformed into a realistic hypersonic vehicle with propulsive and control surfaces.  Using the 
NCAT WRcode, the waverider design space can be formed and use to derive configurations which 
satisfy the much needed technical requirements of highly integrated fore-bodies, engine and nozzle 
after-bodies suggested by Kuchemann[16].  The ‘waverider based design’ concept is flexible 
enough to allow for the creation of a hypersonic vehicle through the assembly of stream surfaces 
from either a single or multiple independent hypersonic flow fields.  As part of this effort, a method 
for blunting the inherently sharp leading edges of idealized waveriders was formulated using 
Bezier curves and executed to deliver waveriders with an acceptable degree of sharpness.  The 
design approach adopted in this dissertation is parametric; for example, leading edge shapes and 
‘viscous-transformed stream’ surfaces can be manipulated to result in waverider configurations 
for practical designs.  In addition, an aerodynamic performance analysis method was created and 
validated.  Currently, the aerodynamic performance analysis method is capable of determining the 
local pressure, the convective heat flux, and the skin friction coefficient.  In addition, the analysis 
method is equipped with the capable of evaluating the viscous stresses on blunt surfaces by either 
using a strategic implementation of Fay-Riddell model or the modified Newtonian theory. 
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Each step of the design and analysis process, which includes post-shock flow field 
generation, viscous design space, ideal waverider formation, blunting, and full analysis, were 
validated.  The flow field generating scheme, Ferguson’s[2] semi analytical solution to the Euler 
equations, agreed well with the analytical Taylor-Maccoll solution.  It was also validated that the 
empirical compressible flat plate relations with a transition region were implemented properly.  
However, it is still unclear whether this technique is appropriate to apply to any generic streamline 
even though it is valid.  The process for the analysis of the generic blunt surface has also been 
validated via comparison to experimental data.  The method for integrating the local surface 
information to determine its aerodynamic performance was discussed and compared to CFD 
studies.  The determined lift compared well with independent analysis but total drag failed to agree 
with CFD. 
 CFD analyses were not only used to verify the predictive capability of the WRcode, but 
also to validate the configuration modification methods implemented in the code.  After observing 
the results of a large number of case studies, the inverse design philosophy of the waverider 
concept with configuration modification methods incorporated was successfully validated.  The 
coupling of design and proper analysis efforts can expedited the design process to meet the demand 
of quick design to flight turn around by minimizing the conceptual design phase.  For example, 
referring to Table 5.1, a resulting vehicle configuration’s Aerodynamic design will have a potential 
maturity of 5 from the process presented and can quickly move to level 6 with the completion of 
a realistic CFD study.  In addition, fulfillment of the CFD study is further assisted by the automated 
grid generation routine developed.  The robust grid generation is designed to meet the current 
demands of solvers related to orthogonality at surface and shock as well as clustering in those 
regions. 
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Table 5.1.  Hypersonic Vehicle Fidelity Assessment [71] 
 
Another hidden benefit of the inverse design process, which has both conceptual design and 
preliminary analysis existing in a single environment, is the exploitation of the flow field and 
surface information for CFD.  The method yields information that can complement the CFD 
process by supplying a reasonable initial solution, which will further minimize CFD solution time.  
5.2 Findings 
The flow field generation scheme used herin is highly dependable, flexible and accurate.  
Its comparison with the Taylor-Maccoll solution highlighted its reliability for flow fields that 
cannot be determined by the Taylor-Maccoll solution.  The comparative process showed the 
promise of the techniques used as well as some shortcomings.  Even though, the Euler results were 
very encouraging with its ability to recover a flow field akin to the developed design space.  The 
surface pressures did not coincide quite as well.  As expected, the addition of blunting perturbed 
the flow field slightly but the deviation was small enough not to discourage the approach.  
However, the CFD results also showed that the reality of viscosity and turbulence further 
exacerbated the perturbation of the ideal flow field and the aerodynamic at the surface.  Yielding 
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an area of research that can use more study and investigation because the strategic approximation 
for said areas did not trend well with independent study.  Even though, locally these effects varied 
throughout the CFD studies, globally they were washed out as affirmed by comparison of Lift, 
drag and L/D.   
The effects of the particular blunting design applied to the case study yielded a similar 
induced pressure effect on the upper and lower surface.  It also slightly deviated the streamline 
paths along the leading edge.  Therefore, the style of the blunt design in addition to its size 
influence the aerothermodynamics experienced on the vehicle body as well as the leading edge.  It 
seems possible that a strategic blunt design will mitigate heating while increasing lift as well as 
drag.  Nonetheless, the increase in drag will likely outweigh the increase in lift.   
The viscous-interaction parameter model over predicts the pressure across the surface 
relative to CFD study.  This suggests that relations for flat plate fall short in their expansion to a 
generic surface line derived from inviscid streamline information.  Nevertheless, it still holds as a 
reasonable approximation.  Another observation one should take away from this work is that the 
design methodology does not only promote promising L/D values but also yields an advantageous 
pressure distribution.  Higher pressure concentrated at the center of the under belly towards the 
root promotes stability in flight. 
5.3 Recommendations for Future Work  
 The work presented in this dissertation illustrates a framework for a design process for 
waverider based hypersonic vehicle.  There is room in every step of the process for enhancement 
and strengthening thereby, enhancing the deliverables of the overall process.  Since, the flow field 
generation method developed by Ferguson has been validated using a conical flow field, his 
method for determining a post shock flow field derived from a generic three-dimensional shock 
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surface can be incorporated as a design space option in the process.  Also, in the development of 
the viscous design space, the incorporation of methods that entail blunting and viscous effects on 
pressure distribution, shear, heating and transition similar to the discussion by Simeonides [72] 
would be an improvement.  In addition, other relations for skin friction and heating can be added.  
For example, the validation study referring to the work of Neal suggests that the Spalding-Chi 
relation for determining skin-friction and heating in the turbulent regime may be better suited than 
the relation relied upon.  Improvements in the accuracy of the design space will lead to 
improvements in the determination of the aerodynamic performance. 
The process may also be enhanced with an additional analysis method for configurations 
in off-design conditions, such as angle of attack, Mach number, altitude and medium.  An analysis 
method that can quickly obtain approximate viscous surface information strictly from the 
geometric configuration and environment without having to generate the surrounding flow field is 
favorable.  Modified Newtonian theory and Fay-Riddle relationship suggest such a method may 
be possible to formulate.  A design process with a wide class of possibilities coupled with rapid 
analysis techniques demands a robust optimization routine.  The addition of an optimization 
routine tool will greatly enhance the assistance in design process as well as expedite the conceptual 
design phase.  Therefore, a strategic parametric extraction of configuration from the large design 
space is also desirable. 
Inherently, with an expansion of options for the design space, the variety of baseline 
configuration is increased.  This coupled with an increase in the variety of a blunt surface designs 
yields the potential to bring forth designs with superior optimal performance for the hypersonic 
regime.  In the end, an interdisciplinary hypersonic vehicle design tool must be capable of 
providing the appropriate aerodynamic, propulsion, thermal, structural, trajectory, controls, 
89 
reliability, and maintainability analyses, which is much beyond the scope of the work presented.  
However, the extent of the potential benefits of the tool and techniques used in its development 
are vast and can be built upon. 
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