Notation:
• Policy π: A sequence π = {π n , n = 0, 1, . . .} of stochastic kernels π n on the action space A given H n satisfying π n (A(i n )|(0, i 0 , λ 0 , a 0 , . . . , t n−1 , i n−1 , λ n−1 , a n−1 , t n , i n ) = 1
• Stationary policy: measurable f , f (i, λ) ∈ A(i) for all (i, λ) • P π (i,λ) : Probability measure on (S × [0, ∞) × (∪ i∈S A(i))) ∞ • S n , J n , A n : n-th decision epoch, the state and action at the S n , respectively. Assumption A. There exist δ > 0 and > 0 such that j∈S Q(δ, j|i, a) ≤ 1 − , for all (i, a) ∈ K.
Semi-Markov decision process {(Z(t), A(t), t ≥ 0} :
The first passage time into B, is defied by
Optimality Problems
The risk probability:
The optimal value:
• Existence and computation of optimal policies ???
4. Optimality Equation
with u ∈ F [0, 1] (the set of measurable functions 0 ≤ u ≤ 1),
for each stationary policy f .
• Theorem 1 gives an approximation of risk probability
Remark 1.
• Theorem 2(a) gives a value iteration algorithm for computing the optimal value function F * .
• Theorem 2(b) establishes the optimality equation.
Existence of Optimality Policise
To ensure the existence of optimal policies, we introduce the following condition.
To verify Assumption B, we have a fact below:
then Assumption B holds. Remark 2.
• Theorem 4(c) shows the existence of an optimal poliy.
To give the existence of special optimal policies, let The semi-Markov kernel is of the form: , a) : the distribution functions of the sojourn time 
, p(3 | 1, a 11 ) = 11 20 ;
Using the value iteration algorithm in Theorem 2, we obtain some computational results as in Figure 1 and Figure 2 . More clearly, we have 
• f * is an optimal stationary policy. 
