ABSTRACT Numerous stereoscopic image saliency detection algorithms have been presented to detect the salient objects in a stereoscopic image. However, they typically fail to uniformly highlight all the objects when the image contains multiple objects or complex backgrounds. In this paper, we propose a multi-cuedriven optimization (MCDO) for stereoscopic image saliency detection. MCDO leverages multiple cues, including depth, color, and spatial position to optimize the saliency maps generated by existing saliency detection algorithms. Fully connected conditional random field is used to integrate the depth, color, and spatial cues from the input stereoscopic image to ensure that pixels with similar depth, color, and/or spatial position have similar saliency values. Compared with original saliency maps, the optimized saliency maps have more uniformly highlighted salient objects, whose boundaries are more precise, and fewer incorrectly detected background regions. The experimental results on three datasets demonstrate that the proposed MCDO method can effectively improve the performance of stereoscopic and 2-D image saliency detection algorithms.
I. INTRODUCTION
Image saliency detection algorithms are used to detect the most salient objects in a given image. Saliency detection algorithms have a major role in image processing and computer vision applications such as object recognition [1] , object tracking [2] , image retrieval [3] , and image compression [4] . Therefore, saliency detection has been a topic of intense research in the fields of image processing and computer vision.
Although a large number of image saliency detection algorithms have been presented, the majority of these algorithms focus on monocular two-dimensional (2D) image saliency detection. Applying the existing 2D saliency detection algorithms to a stereoscopic three-dimensional (3D) image typically does not achieve acceptable saliency detection performance because the 2D image saliency detection
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Although state-of-the-art 3D image saliency detection algorithms [5] - [12] normally achieve superior performance on 3D images compared to 2D algorithms, the performance continues to require improvement. As indicated in Fig. 1 , the saliency maps generated by existing stereoscopic image saliency detection algorithms show similar imperfections against the ground-truth saliency maps. A 3D saliency detection algorithm based on center-dark channel prior (CDCP) [10] typically detects the boundaries of the salient objects as the most salient regions, as indicated in Fig. 1 (e) . The depth-enhanced saliency (DES) detection algorithm [11] frequently detects some background regions as salient regions, as indicated in Fig. 1 (f) . A depth mining-based (DM) [8] 3D saliency detection algorithm typically detects parts of the salient objects as the most salient regions, as indicated in Fig. 1 (g) . Thus, a saliency detection optimization method for improving saliency detection results is of great importance.
Existing saliency detection optimization methods [27] , [29] , [33] , [34] are proposed for 2D image saliency detection optimization, which use 2D information such as color, texture, and edge of an image for optimization. Unlike a 2D image, the depth information of a stereoscopic 3D image not only provides a stereo perception for better viewing experience, but also can help people to distinguish the salient object from a complex background or a background with similar visual attributes as the object [11] . Wismeijer et al. [13] demonstrated that a saliency detection model with depth information was more consistent with the human attention mechanism. Numerous applications [14] - [16] have used depth information to improve application performance. Color images augmented with depth maps can provide scene layout, shape, surface orientation, and other cues, permitting the detection of salient objects even if the foreground and background are similar in appearance [6] .
In this paper, we propose a multi-cue-driven optimization (MCDO) for stereoscopic image saliency detection. MCDO uses fully connected conditional random field (CRF) to leverage multiple cues including depth, color, and spatial position to optimize the saliency maps and improve the performance of existing stereoscopic image saliency detection algorithms.
The experimental results demonstrate that MCDO can effectively improve the performance of the state-of-the-art 3D and 2D image saliency detection algorithms on stereoscopic image saliency detection. Specifically, MCDO can facilitate identifying clearer boundaries of the salient objects compared to the original saliency maps, reducing incorrectly detected background regions in the original saliency maps, and recovering salient regions missed in the original saliency maps.
In summary, the main contributions of this paper include:
1) We propose an MCDO algorithm for stereoscopic image saliency detection that leverages multiple cues including depth, color, and spatial position to optimize the original saliency maps. Fully connected CRF is adopted to ensure that pixels with similar depth, color, and/or spatial position have similar saliency values.
2) The proposed MCDO algorithm is suitable for different state-of-the-art stereoscopic and 2D image saliency detection algorithms and can effectively improve the performance on stereoscopic image saliency detection.
II. RELATED WORK
We first describe 2D and stereoscopic image saliency detection algorithms in Subsections 2.1 and 2.2, respectively. We then describe image saliency detection optimization algorithms in Subsection 2.3.
A. 2D IMAGE SALIENCY DETECTION
Over the past decades, numerous saliency detection algorithms for 2D images have been presented. These saliency detection algorithms can be categorized into top-down and bottom-up approaches. Top-down approaches [17] , [47] , [48] are task-driven approaches. Bottom-up approaches typically use low-level cues such as color, spatial, and heuristic rules.
Many bottom-up approaches exploit contrast priors for saliency detection. Diverse features such as color, intensity, and texture are investigated for contrast measurement. The center-surround contrast of each image element (pixel or superpixel) is computed with respect to local neighborhoods [51] , [52] or the entire image [49] , [50] . Some approaches calculate contrast at multiple scales [18] , [19] or different frequency domains [20] . Yao et al. [21] proposed a background-based single-layer cellular automata (BSCA) saliency detection method. BSCA first constructs a global color distinction and spatial-distance matrix based on clustered boundary seeds and integrates these into a background-based map. It then derives the final saliency map using parallel evolution through cellular automata. Peng et al. [22] proposed a method that employed structured matrix decomposition (SMD). SMD has two structural regularizations, a tree-structured sparsity-inducing regularization and a Laplacian regularization, which combine texture and color features to ensure similar saliency values for the patches from the same object and large saliency gaps between the salient objects and background.
In addition to the commonly used center-surround contrast, other priors are also incorporated in other approaches. Prior knowledge can further improve the performance on saliency detection. Tatler [23] used the center bias priori to detect salient regions, which refers to the tendency for humans to look towards the image center. Tu et al. [24] proposed a saliency detection algorithm based on a minimum spanning tree (MST). They used background prior knowledge to extract salient objects by computing the distance from the objects to the boundaries. Zhu et al. [25] proposed a saliency optimization (SO) from background detection. They first used the background prior to characterize the spatial layout of image regions, and then built a principled optimization framework that integrated multiple low-level cues to detect the salient objects. Shen and Wu [26] proposed using semantic prior for saliency detection, assuming that people concentrate more on certain semantic objects such as faces.
Convolutional neural networks (CNN)-based saliency detection algorithms have been presented in recent years. Li and Yu [27] proposed a deep contrast learning (DCL) algorithm for saliency detection. They first modified a pretrained deep CNN structure named VGG [28] . Then, they added a dilated convolution layer to expand the resolution of the final output feature map and merged a superpixel-scale spatial pooling stream to optimize the saliency map. Hou et al. [29] proposed a deeply supervised saliency (DSS) detection method. A short connection is introduced into the skip structure of a fully connected network and each output in the short connection structure combines high-level semantic information with low-level features such as texture and shape.
B. STEREOSCOPIC IMAGE SALIENCY DETECTION
The existing stereoscopic image saliency detection algorithms can be classified into two categories: depth implicit and depth explicit algorithms, based on whether depth information is used implicitly or explicitly.
Depth implicit algorithms use only the two views of a stereoscopic image and do not require a depth map to detect the stereoscopic visual saliency. Bruce and Tsotsos [31] extended a 2D model [53] by adding neuronal units for modeling the stereo vision. They concluded that the conflicts between two eyes resulting from occlusions or large disparities must be considered in the stereoscopic visual saliency detection model. Cho and Kang [32] proposed a visual saliency detection algorithm for stereoscopic images using contrast and prior knowledge without using depth information.
Depth explicit algorithms combine 2D visual features with depth information to compute stereoscopic image saliency maps. Ju et al. [5] used anisotropic center-surround difference (ACSD) to measure the saliency on depth images. Ren et al. [6] proposed a two-stage RGB-D salient object detection framework. The model first integrates the region contrast, background, depth, and orientation priors to generate the initial saliency map. It then uses the PageRank algorithm [30] and Markov Random Field [30] to achieve a reconstructed and refined saliency map. Guo et al. [7] proposed a saliency detection algorithm based on evolution strategy (ES). ES method first combines the color information and depth information of the image to generate the initial saliency map. Then, it utilizes cellular automata to iteratively propagate saliency on the initial saliency map, generating the final detection result with complete salient objects. Zhu et al. [8] proposed a multilayer back-propagation saliency detection algorithm based on depth mining where they exploited the depth cue from four different layers of images. Peng et al. [9] proposed a multi-stage RGB-D model that considers both depth and appearance cues derived from low-level feature contrast, mid-level region grouping, and high-level priors' enhancement. Zhu et al. [10] proposed a saliency detection algorithm exploiting CDCP. CDCP first generates an initial saliency map based on the color and depth of a given RGB-D image. It then utilizes center prior and dark channel prior to obtain the final saliency map. Cheng et al. [11] proposed a DES detection algorithm using the additional depth information and following the rules of the visually salient stimuli in both color and depth spaces. Cong et al. [12] proposed a saliency detection algorithm based on depth confidence analysis and multiple cues fusion (DCMC), using the reliability of depth maps to reduce the influence of poor depth map on saliency detection.
C. SALIENCY DETECTION OPTIMIZATION
To improve the accuracy of saliency detection results, some saliency detection optimization algorithms have been proposed. The stereoscopic image saliency detection algorithm ES [7] utilizes cellular automata [21] to iteratively propagate saliency maps and increase the completeness of the salient objects. Each superpixel in the initial saliency map is represented as a cell in the automata and its saliency value is considered the state of the cell. The result of ES algorithm can further be improved by the proposed MCDO method.
The majority of saliency detection optimization algorithms were presented for 2D image saliency detection algorithms. Inspired by the root mean absolute error, Niu et al. [33] proposed a fitting-based optimization method for 2D saliency detection algorithms. The algorithm analyses the quantitative relationship between the saliency and ground-truth values, and uses the derived relationship to fit the saliency values of the original saliency maps. Further, Niu et al. [34] VOLUME 7, 2019 proposed a 2D saliency detection optimization algorithm based on clustering and fitting. Images are first grouped into clusters according to their appearances. The fitting function for each cluster is then calculated. Saliency detection algorithms in [27] and [29] have adopted 2D CRFs to improve the spatial coherence and quality of the saliency maps because CRFs can incorporate smoothness terms that maximize the label agreement between similar pixels. Without using the depth information, these 2D optimization methods can only achieve limited improvements.
III. PROPOSED MCDO METHOD
Existing stereoscopic image saliency detection algorithms typically show imperfections in the resulting saliency maps, such as incomplete salient objects, inaccurate boundaries of the salient objects, and incorrectly detected non-salient background regions. Developing an effective and accurate saliency detection algorithm for stereoscopic images continues to present difficulties and challenges. Compared with non-stereo vision, the depth information changes the visual attention pattern of stereo vision in the human visual system [36] . The region in the image that belongs to the depth perception area frequently attracts the observer's attention [54] . In stereo vision, a region close to the observer or perceived in front of the screen is usually a depth perception area and thus attracts additional attention from the observer [36] . Considering the above-mentioned factors, MCDO for stereoscopic image saliency detection is proposed in this paper.
The framework of the proposed MCDO method is displayed in Fig. 2 . First, we prepare the color, spatial position, and depth for each pixel in the input stereoscopic image and calculate an initial saliency map using an existing image saliency detection algorithm. Then, multiple cues including depth, color, and spatial position are integrated into a fully connected CRF to optimize the initial saliency map, ensuring that pixels with similar depth, color, and/or spatial position have similar saliency values. The proposed MCDO method optimizes the saliency value of each pixel by considering the influences from other pixels, generating an optimized result with smoother saliency results and more accurate boundaries for the salient objects.
A. FULLY CONNECTED CRF LEVERAGING MULTIPLE CUES
The proposed MCDO method formulates the saliency detection as a fully connected CRF problem. A CRF is a form of Markov Random Field (MRF) that defines the posterior probability, i.e., the probability of the output variables given the input data. The presented fully connected CRF defines an energy function including two parts: the unary potential term and the pairwise potential term. The unary potential term is related to the initial saliency map. The pairwise potential term is related to the spatial position, color, and depth cues extracted from the given stereoscopic image. Specifically, the color and spatial position of each pixel are extracted from the left view of the stereoscopic image. The depth cue is extracted from the depth map provided by the stereoscopic image dataset or computed by a stereo matching algorithm using the left and right views.
An initial saliency map S is generated using an existing image saliency detection algorithm. Assuming the total number of input image pixels is N , a random field is defined over a set of random variables L = {l 1 , l 2 , · · · , l N }, where l i ∈ {0, 1} is the label prediction for pixel i (not salient or salient). I denotes the input image.
A fully connected CRF (L, I ) is characterized by Gibbs distribution:
where E(L|I ) is the energy function of the fully connected CRF (hereafter referred to as E(L)), and Z (I ) is a normalization factor.
A fully connected CRF model can be defined as:
where θ i (l i ) is the unary potential term and ϕ (l i ) is the probability of pixel i having label l i , which indicates the likelihood of pixel i being salient. Initially, ϕ(1) = S i and ϕ(0) = 1 − S i . S i is the saliency value of pixel i in the initial saliency map S. θ ij l i , l j is a pairwise potential term and defined as follows:
where µ is the compatibility function, µ l i , l j = 1 if l i = l j , and u l i , l j = 0 otherwise. k f i , f j denotes the Gaussian kernel and f i is the feature vector for pixel i which is composed of p i , c i , and d i . p i , c i , and d i represent the pixel spatial position, color, and depth cue of pixel i, respectively. ω 1 and ω 2 are the weights of the first and the second kernels, respectively. σ α , σ β , and σ δ control the contribution of the difference of the pixel spatial position, color, and depth in the first kernel, respectively. σ γ controls the contribution of the difference of the pixel spatial position in the second kernel. The first kernel is related to the pixel spatial position, color, and depth information. It encourages nearby pixels with similar color and depth values to have similar saliency values. The second kernel is related to the pixel spatial position and is aimed at removing small isolated regions, which are typically not salient objects.
In Fig. 3 , we show some examples of the proposed MCDO method with and without depth cue. As indicated in Fig. 3 (g) , when the foreground and background are similar in appearance, the proposed MCDO method without depth cue, specifically, the term related with d i in Equation (5) is removed, the optimized results are marginally improved compared to the original saliency maps (Fig. 3 (e) ). The optimized results (Fig. 3 (f) ) have more precise boundaries. Because the salient objects are extremely distinctive in depth (as shown in Fig. 3 (c) ), the optimized results of the proposed MCDO with depth cue (Fig. 3 (f) ) are significantly superior to the original saliency maps (Fig. 3 (e) ).
In Fig. 4 , we show some examples of the proposed MCDO method with and without color cue. As indicated in Fig 4 (g) , when foreground and background are similar in depth, the proposed MCDO method without color cue, specifically, the term related with c i in Equation (5) is removed, the optimized results are actually worse than the original saliency maps (Fig. 4 (e) ). Because the salient objects are extremely distinctive in color (as shown in Fig. 4 (a) ), the optimized results of the proposed MCDO with color cue (Fig. 4 (f) ) are significantly superior to the original saliency maps (Fig. 4 (e) ).
As indicated in Figs. 3 and 4 , leveraging multiple cues including depth, color, and spatial position, the proposed MCDO method can optimize the saliency maps for a variety of stereoscopic images.
B. EFFICIENT CRF INFERENCE
The final saliency map is obtained by calculating the posterior probability of each pixel being salient. The final label of each pixel being salient is obtained when the posterior probability P(L|I ) in Equation (1) attains its maximum value:
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A mean field approximation [35] , [55] to the CRF distribution P(L|I ) (hereafter referred to as P(L)) is used in this paper to solve this problem. In the mean field approximation, for each node, we must calculate the message passing from all other nodes; there are tens of thousands of nodes and billions of edges in the fully connected CRF. The message-passing step in mean field approximation has high computational complexity. Thus, we utilize high-dimensional filtering [56] to accelerate the computation.
The distribution set Q(L|I ) (hereafter referred to as Q(L)) is exploited to fit the true distribution P(L). Rather than computing P(L), the efficient inference algorithm minimizes the Kullback-Leibler (KL) divergence of Q(L). The KL divergence is a measure of how one probability distribution diverges from a second. Q(L) can be expressed as a product of the independent marginal as follows:
where l i ∈ {0, 1} and Q i (l i ) is first initialized using the following equation:
P(L) can be expressed as a product of the independent marginal: P(L) = i P i (l i ). Mean field approximation obtains the approximate distribution Q(L) by minimizing the KL divergence D(Q P):
According to the Lagrange equation theorem, an iterative update equation is established by constraining Q(L) and Q i (l i ) to be valid distributions:
where l i ∈ {0, 1}, l i = 1 − l i , and Z i is a normalization factor to constrain Q i (l i ) to be a valid distribution. Q i (l i ) is updated using Equation (10) until convergence. Equation (10) for all image pixels has a high computational complexity. Based on signal processing [35] , Equation (10) can be expressed as a convolution with a Gaussian kernel. We use the fast filtering technique proposed in [38] to reduce the computational complexity of message passing from quadratic to linear in the number of pixels by employing efficient approximate high-dimensional filtering.
IV. EXPERIMENTS
In this section, we experimented with the proposed MCDO method on three stereoscopic image saliency detection datasets. We used the proposed MCDO method to optimize the saliency maps computed by six stereoscopic image saliency detection algorithms and six 2D image saliency detection algorithms.
A. DATASETS
The experiments were conducted on the following three publicly available stereoscopic image saliency detection datasets: RGBD1000 [9] , NJU1985 [5] , and SSD80 [39] . The RGBD1000 dataset contains 1000 stereoscopic images with two different resolutions, 480 × 640 and 640 × 480. These images were captured by a Microsoft Kinect in diverse indoor and outdoor scenes. The NJU1985 dataset contains 1985 stereoscopic images collected from the Internet, stereo movies, and photographs captured by a Fuji W3 stereo camera. The SSD80 dataset contains 80 stereoscopic images with resolutions of 960 × 1080. This dataset is built on three stereo movies. The movies contain both indoor and outdoor scenes. One stereoscopic image pair was selected in every one hundred frames. All three datasets provide corresponding depth maps and ground-truth saliency maps.
B. EVALUATION METRICS
We evaluated the proposed method using eight saliency detection evaluation metrics: Area Under Precision-Recall Curve (PR-AUC) [7] , [8] , [10] - [12] , Area Under Receiver Operating Characteristic Curve (ROC-AUC) [7] , [8] , [10] - [12] , Maximum F-measure (maxF) [27] , [29] , [40] , Normalized Scanpath Saliency (NSS) [41] , [42] , Pearson's Correlation Coefficient (CC) [41] , [42] , KL [43] , [44] , Similarity Index Method (SIM) [43] , [44] , and Structural Similarity Measure (Smeasure) [45] .
The PR-AUC and ROC-AUC are the most widely used saliency detection evaluation metrics for 2D and stereoscopic image saliency detection algorithms [7] , [8] , [10] - [12] , [57] . Area under curve (AUC) is used to measure the area under a curve. PR-AUC and ROC-AUC are AUC values under the PR and ROC curves, respectively. The PR curve indicates the precision and recall values of the saliency maps. The ROC curve indicates the false and true positive rates of the saliency maps. Large PR-AUC and ROC-AUC values indicate a good saliency map.
MaxF is the maximum value of the F-measure. Numerous papers [27] , [29] , [40] have used this for evaluating saliency detection algorithms. The F-measure is calculated based on the precision P and recall R of the PR curve as follows:
where β 2 = 0.3. A large maxF value indicates a good saliency map.
NSS evaluates the saliency map by calculating the correlation between the computed saliency map and the ground-truth saliency map. Given a saliency map S and ground-truth saliency map G, the NSS formula is as follows: 
where i represents the ith pixel, S i and G i denote the saliency values of the ith pixel in S and G, respectively. µ(S) and σ (S) represent the mean and variance values of the pixels of the entire saliency map S, respectively. The greater the NSS value, the better the saliency map. CC is also called the linear correlation coefficient. CC is a common statistical method used to calculate the correlation between two variables. CC interprets the saliency map S and ground-truth saliency map G as random variables to measure the linear relationship between them:
where σ (S, G) is the covariance of S and G, and σ (S) and σ (G) represent the variances of S and G, respectively. A high CC value indicates a good saliency map. SIM (also referred to histogram intersection) measures the similarity between two distributions. Given a saliency map S and a ground-truth saliency map G, SIM first normalizes the input images and then computes the measure as follows:
A SIM of one indicates the distributions are the same, whereas a SIM of zero indicates no overlap between two distributions.
Smeasure includes a region-aware structural similarity measure and an object-aware structural similarity measure. The structural similarity measure SSIM [46] is used to calculate the region-aware structural similarity measure Sr. The object-aware structural similarity measure So is obtained by calculating the foreground-background contrast and uniform saliency distribution of the input image. Finally, Smeasure can be formulated as:
where α = 0.5. The higher the S Value, the better the saliency map. KL is a general information theoretic measure of the difference between two probability distributions. Analogous to other distribution-based metrics, the KL metric takes a saliency map S and a ground-truth saliency map G as input, and evaluates the loss of information when S is used to approximate G:
where ε is a regularization constant. A lower KL score indicates a superior approximation of the ground-truth saliency map by the saliency map.
C. EXPERIMENTAL RESULTS WITH STEREOSCOPIC IMAGE SALIENCY DETECTION ALGORITHMS
We conducted experiments with the following six stereoscopic image saliency detection algorithms: ACSD [5] , ES [7] , CDCP [10] , DES [11] , DM [8] , and DCMC [12] . The saliency maps generated by these algorithms were optimized by the proposed MCDO method and a 2D CRF method [27] . The parameters of 2D CRF in DCL [27] were ω 1 = 3, σ α = 3, σ β = 50, ω 2 = 5, and σ γ = 3, and in DSS [29] were ω 1 = 10, σ α = 60, σ β = 8, ω 2 = 3, and σ γ = 5. We refer to these papers [27] , [29] and set the range of parameters ω 1 , σ α , σ β , ω 2 , and σ γ to be [3, 10] , [3, 60] , [8, 50] , [3, 5] , and [3, 5] , respectively. For the additional parameter σ δ in the proposed MCDO method, we used the same range as σ β , which is [8, 50] . We randomly selected 20% of the images from the NJU1985 and RGB1000 datasets for parameter selection. Random combinations of parameters within the ranges were tested on these selected images. Finally, we obtained the best set of parameters: ω 1 = 10, σ α = 60, σ β = 30, σ δ = 30, ω 2 = 3, and σ γ = 3. Experiments on the third dataset, SSD80, indicated that this set of parameters performed well on the dataset that the images were not used for the parameter selection, indicating an acceptable generalization ability of the proposed MCDO method. Fig. 5 shows some examples of the original and optimized saliency maps for the saliency detection algorithms CDCP, ACSD, and ES. We used CDCP + , ACSD + , and ES + to denote the results optimized by the proposed MCDO. As indicated in Fig. 5 , the quality of the optimized saliency maps improved considerably. Compared to the original saliency maps, the salient objects of the optimized saliency maps have more precise boundaries and fewer incorrectly detected background regions.
Figs. 6-8 present the detailed experimental results on the NJU1985, RGBD1000, and SSD80 datasets, respectively. An up-arrow next to the algorithm name indicates that a high score denotes a good saliency map, whereas a down-arrow indicates that a low score denotes a good saliency map. In Figs. 6-8 , blue, green, and red bars indicate the results of the original saliency map, optimized saliency map using 2D CRF [27] , and optimized saliency map using the proposed MCDO, respectively. Figs. 6-8 confirm that the proposed MCDO can improve the original saliency maps and the improvements outperform the 2D CRF method. Specifically, for NJU1985, the proposed MCDO improved the original saliency detection algorithms and outperformed 2D CRF in all eight evaluation metrics. For RGBD1000, the proposed MCDO improved the original saliency detection algorithms and outperformed 2D CRF in all evaluation metrics except SIM. Specifically, the original ACSD, CDCP, and DCMC algorithms achieved superior SIM values than those algorithms optimized by the proposed MCDO method. For SSD80, the proposed MCDO outperformed 2D CRF and the original saliency detection algorithms in all evaluation metrics except KL. Specifically, the original DES algorithm achieved a superior KL value compared to the DES algorithm optimized by the proposed MCDO method. Table 1 presents the dataset size weighted evaluation scores across three datasets, where the original saliency maps, optimized saliency maps using 2D CRF, and proposed MCDO are denoted as ''Ori'', ''2D'', and ''MCDO'', respectively. As indicated in Table 1 , the proposed MCDO method improved the performance of all six stereoscopic saliency detection algorithms, and the improvements outperformed 2D CRF in all eight evaluation metrics. Further, the optimized saliency maps using 2D CRF were sometimes inferior to the original saliency maps. For example, for the SIM values of ACSD optimized by 2D CRF, the PR-AUC, SIM, and maxF values of ES optimized by 2D CRF were less than those of the original saliency maps. Fig. 9 shows some examples of the original and optimized saliency maps using 2D CRF (labeled with symbol -) and MCDO (labeled with symbol +) for saliency detection algorithms ACSD, CDCP, and ES. As indicated in Fig. 9 , the optimized saliency maps using MCDO were superior to both the original saliency maps and the optimized saliency maps using 2D CRF. Specifically, in Fig. 9 (a) , the original saliency map generated by ACSD had unclear object boundaries, and the optimized saliency map using MCDO had clearer object boundaries compared to 2D CRF. In Fig. 9 (b) , CDCP detected the object boundaries as the most salient regions. It was improved using the optimization of MCDO method, yet remained virtually unchanged using 2D CRF. In Fig. 9 (c) , the optimized saliency map using MCDO recovered salient regions that were missed in the original saliency map generated by ES. The optimized saliency map using 2D CRF continued to miss partial salient regions. Compared with 2D CRF, MCDO can improve the sharpness of the salient objects, and improve the detection of the salient objects from complex backgrounds or backgrounds with similar visual attributes as the salient objects.
In summary, the differences of performance achieved by 2D CRF and the proposed MCDO validate the effectiveness of leveraging multiple cues, especially depth cue, to optimize the stereoscopic image saliency detection algorithms.
D. EXPERIMENTAL RESULTS WITH 2D IMAGE SALIENCY DETECTION ALGORITHMS
This paper also conducted experiments using six 2D image saliency detection algorithms. First, the left view of the stereoscopic image was used as the input for a 2D image VOLUME 7, 2019 FIGURE 9. Examples of original and optimized saliency maps using 2D CRF and MCDO methods.
saliency detection algorithm to obtain an initial saliency map. Then, the initial saliency map was optimized using 2D CRF and MCDO. The experimented 2D image saliency detection algorithms include BSCA [21] , MST [24] , SMD [22] , SO [25] , DCL [27] , and DSS [29] . Figs. 10-12 present the detailed evaluation results on the NJU1985, RGBD1000, and SSD80 datasets, respectively. Figs. 10-12 indicate that MCDO can effectively improve the saliency maps computed by 2D image saliency detection algorithms and the improvements outperformed 2D CRF. Specifically, on the three datasets, the improvements achieved by the proposed MCDO outperformed 2D CRF in all evaluation metrics except SIM. Table 2 presents the dataset size weighted evaluation scores across three datasets. In Table 2 , the red and blue numbers indicate the best and worst evaluation results, respectively. The considerable performance differences between the 2D CRF optimized 2D saliency detection algorithms, especially DCL and DSS, and MCDO-optimized 2D saliency detection algorithms, verifies the effectiveness of the proposed MCDO method.
Comparing Tables 1 and 2 , we can observe that the performance improvements achieved by the proposed MCDO method for 2D saliency detection algorithms, especially DCL and DSS, were greater than those for the stereoscopic saliency detection algorithms. Although the original DSS and DCL algorithms performed similarly to or worse than the DCMC and ES algorithms, the MCDO-optimized DSS and DCL outperformed the MCDO-optimized DCMC and ES. This finding confirms that the proposed MCDO method enables stereoscopic image saliency detection to benefit from the advances of 2D image saliency detection. VOLUME 7, 2019 V. CONCLUSION In this paper, an MCDO method for stereoscopic image saliency detection was proposed. We first generate an initial saliency map using an existing stereoscopic or 2D image saliency detection algorithm. We then apply MCDO to optimize the initial saliency map. Multiple cues including color, spatial position, and depth are integrated by exploiting a fully connected CRF in MCDO. The proposed optimization algorithm is suitable for a variety of saliency detection algorithms for stereoscopic images. We evaluated the improvements using eight saliency detection evaluation metrics. Experiments on three stereoscopic image saliency detection datasets confirm that MCDO works for both stereoscopic and 2D saliency detection algorithms for stereoscopic images and improves the state-of-the-art saliency detection performance for stereoscopic images effectively. In the future, we may integrate more cues to further improve the performance on stereoscopic image saliency detection. 
