State-dependent FLiccati equation (SDRE) techniques are general design methods which provide a systematic and effective means of designing nonlinear controllers, observers, and Nters. This paper provides an overview of the capabilities of SDRE control and goes into detail concerning the art of carrying out effective SDFlE designs for both systems that conform and do not conform to the basic structure and conditions required by the method. The paper is centered around the SDRE nonlinear regulator. The following situations which prevent a straightforward a p plication of the SDRE method to the control problem at hand are addressed the existence of state-independent terms, the exis ten-of statedependent terms which do not go to zero as the state vector goes to zero, the existence of nonlinearity in the controls, and the existence of uncontrollable and unstable but bounded state dynamics.
Introduction
In recent years, statedependent Rimti equation (SDRE) techniques are increasingly being used in a wide variety of nonlinear control and nonlinear filtering applications. These include advanced guidance law development [l, 2,3] , autopilot design [4, 5] , htegrated guidance and control design [6, 7, satellite and spacecraft control and e s t i t i o n 
to obtain P ( z ) 2 0.
iii) Construct the nonlinear feedaock eonholler The augmented system is given by
L = d(Z,a).+ B(gu (11)
where and the SDRE integral 9eryo controller is given by
In order for the SDRE to have a solution, the pointwine detectability condition must be Satisfied. This is accomplished by pedizing the integral states wi+ the corresponding non-zero diagonal elements of Q(5).
Capabilities of the SDRE Method
The SDRE method has many capabilities that other nonlinear design methods do not have, at least collectively. These include: 1) the capability to directly specify and &e& performance through the selection of the statedependent state and control weighting matrices Q(z) and R(z), respectively, 
.with X > 0. The bias term can then be factored as To acuunpllsh this, we shift the term so that it goes through the origin. This is done by adding and substraethg a bias to the term. For the cos(z~),
we add and substract one:
The function cosz1 -1 goes through the origin and can then be factored as
The bias term which was create3 in Eq. (lg) , which in this caseis 1, can then be sccounted for using one of the bias handling techniques above. This s h i i procedure can be used for any state-dependent term which doesn't go through the origin. It is also desirable to shift atedependent factors which exclude the origin even though they are embedded in a term which goas to zero as the state goes to rem. For example, consider 21 = C'ZS. Obviously, this term goes to zem as 2.9 goes to zero and can be factoml as a21 = 0, %S = C l . But this factorization dossn't reflect that 22 depends on 21 within the pointariae LQR structure sinee aal = 0 and during execution of the controller, nzs d just be a number in the A ( z , a ) matrix. By shifting @I, we can write which allows the system to be m r i z e d as which yields the desired non-zero entry in all.
Nonlinearity in the controls
A system which is nonlinear in the contmls can be represented as In its simplest form, C = 0 and D = 1. The augmented system then wnforms to the required structure, being affine in the pseudo control ir:
If Condition 2 given in (4) is not satisfied in the augmented system, then the techniques given above on handlii biasw and shifting statedependent terms to the origin can be emplojd. [22] I. Y. Bm-Itahack and R R. -.
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