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Abstract
The BCJ decomposition is a highly non-trivial property of gauge theories. In this paper we
systematically construct an effective Lagrangian, whose Feynman rules automatically pro-
duce the BCJ numerators. The effective Lagrangian contains non-local terms. The difference
between the standard Yang-Mills Lagrangian and the effective Lagrangian simplifies to zero.
1 Introduction
In a recent paper [1] Bern, Carrasco and Johansson (BCJ) conjectured that tree amplitudes in
massless gauge theories can always be put into a form of a pole expansion, such that the kine-
matical numerators of this form satisfy anti-symmetry and Jacobi-like relations, whenever the
associated colour factors do. This conjecture has triggered significant research in this direc-
tion [2–33].
The BCJ conjecture has several important consequences: First of all, the conjecture leads
to additional relations between colour-ordered partial amplitudes. These relations are called
the BCJ-relations and they reduce the number of independent colour-ordered partial amplitudes.
The colour decomposition of a n-point tree amplitude involves (n− 1)! colour-ordered partial
amplitudes. The Kleiss-Kuijf relations [34, 35] reduce the number of independent ones to (n−
2)!. The BCJ relations reduces this number further down to (n− 3)!. The BCJ relations have
been proven first with methods from string theory [6, 7, 11–14] and later within quantum field
theory with the help of on-shell recursion relations [18–20].
Secondly, the BCJ relations can be applied to the integrand of loop amplitudes. In this case
they relate non-planar amplitudes to planar amplitudes. This is advantageous, since planar am-
plitudes are considered to be “easier” than non-planar amplitudes.
Thirdly, the BCJ relations have implication for gravity [1–4, 8]. In simple terms, gravity
amplitudes can be thought of as Yang-Mills amplitudes, where the structure constants of the Lie
algebra have been replaced by another copy of the BCJ numerators.
Given the existence of the BCJ decomposition it is a natural question to ask how to construct
the BCJ decomposition. It is a non-trivial task to find a systematic and efficient procedure to
determine the BCJ numerators. The construction of the BCJ decomposition is complicated by
the fact that the BCJ numerators are not unique. In fact, they can be modified by generalised
gauge transformations [1, 25]. It should also be noted, that the BCJ numerators are not required
to be local. Up to now, the construction of the BCJ numerators has been considered mainly at the
amplitude level [10, 23, 24, 36] or by using the pure spinor formalism of string theory and BRST
covariant building blocks [13, 14].
In this paper we take a different approach and ask, if it is possible to write down an effective
Lagrangian, whose Feynman rules automatically produce the correct BCJ numerators. A first
step in this direction was already done in [2], where an effective Lagrangian was given which
generates the BCJ numerators for tree amplitudes up to five particles. In this paper we present
a systematic algorithm for the construction of an effective Lagrangian with the property that
this Lagrangian generates the BCJ numerators for tree amplitudes up to n particles. We give
explicit results for the n = 6 case. The algorithm proceeds inductively and adds new vertices
with increasing valency to the standard Yang-Mills Lagrangian. These additional terms are a
complicated zero, therefore the difference between the standard Yang-Mills Lagrangian and the
effective Lagrangian simplifies to zero. However, these additional terms ensure that the BCJ rela-
tions hold. The effective Lagrangian is not unique, reflecting the fact that the BCJ decomposition
is not unique. We therefore have to make a choice and select one particular form of the additional
terms from the set of all possible additional terms. Since the algorithm proceeds inductively, a
choice has to be made at each order n. We point out that choices made at orders < n will affect
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the set of possible terms at order n. We mention that our algorithm can also be used to construct
the most general allowed effective Lagrangian by parametrising the non-uniqueness with free
variables.
This paper is organised as follows: In section 2 we review the basic concepts: We start
from the standard Yang-Mill Lagrangian, review the colour decomposition and discuss Jacobi-
like relations. We then introduce a notation for trees and finally state the BCJ decomposition.
Section 3 contains the main part of this article and is devoted to the effective Lagrangian. We first
introduce the principles of the effective Lagrangian by discussing the example for n = 5. We then
present a systematic algorithm for the construction of the effective Lagrangian for arbitrary n.
Finally, we give explicit results for n = 6. Section 4 contains our conclusions. In an appendix we
collected the more technical parts: Appendix A shows how to obtain the colour-ordered Feynman
rule from an operator with n fields. Appendix B presents an algorithm to find all inequivalent
tree topologies for Jacobi-like relations.
2 Review of the basic concepts
In this section we recall the necessary background. In sub-section (2.1) we start from the standard
Lagrange density for Yang-Mills theory. In sub-section (2.2) we specialise to Born amplitudes
and discuss the colour decomposition as well as the Kleiss-Kuijf relations. Sub-section (2.3)
is devoted to Jacobi-like relations. The following sub-section (2.4) introduces our notation
in connection with trees. With this preparation the BCJ decomposition can be stated in sub-
section (2.5).
2.1 The conventional Yang-Mills Lagrangian
The conventional Lagrange density for Yang-Mills gauge theory is given by
LYM = −
1
4
FaµνFa µν, (1)
where the field strength is as usual given by
Faµν = ∂µAaν−∂νAaµ +g f abcAbµAcν. (2)
The generators T a of the gauge group satisfy
[
T a,T b
]
= i f abcT c, Tr T aT b = 1
2
δab. (3)
The second equation defines the normalisation of the generators used in this article. It is conve-
nient to introduce the Lie-algebra valued field
Aµ =
g
i
T aAaµ, (4)
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together with the corresponding field strengths
Fµν = ∂µAν−∂νAµ +
[
Aµ,Aν
]
. (5)
In terms of these quantities the Yang-Mills Lagrangian can be written as
LYM =
1
2g2
Tr FµνFµν. (6)
As usual we need to fix the gauge. In this paper we work in Feynman gauge. The gauge fixing
term is given by
LGF =
1
g2
Tr
(
∂µAµ
)
(∂νAν) . (7)
The gauge-fixing procedure will also introduce Faddeev-Popov ghosts. However, in this paper
we are mainly concerned with Born amplitudes to which ghosts do not contribute.
A typical example of a non-Abelian gauge theory is QCD with the gauge group SU(3). In
analogy with QCD we will call in this paper the gauge bosons “gluons” and the gauge degrees
of freedom “colour degrees of freedom”. However, in our paper nothing is specific to the gauge
group SU(3) and all arguments are valid for a general gauge group G.
2.2 Colour decomposition
The tree level amplitude with n external gluons may be written in the form
An(1, ...,n) = gn−2 ∑
σ∈Sn/Zn
2 Tr(T aσ(1) ...T aσ(n))An (σ1, ...,σn) , (8)
where the sum runs over all non-cyclic permutations of the external gluon legs. The quantities
An, called the partial amplitudes, contain the kinematic information. They are colour-ordered, i.e.
only diagrams with a particular cyclic ordering of the gluons contribute. The partial amplitudes
are conveniently calculated from colour-ordered Feynman rules. The colour-ordered Feynman
rules for the three-gluon and four-gluon vertex are
1
23
= i
[(
pµ12 − p
µ1
3
)
gµ2µ3 +
(
pµ23 − p
µ2
1
)
gµ3µ1 +
(
pµ31 − p
µ3
2
)
gµ1µ2
]
,
1
23
4
= i [2gµ1µ3gµ2µ4 −gµ1µ2gµ3µ4 −gµ1µ4gµ2µ3 ] .
(9)
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Due to the cyclic ordering of the partial amplitudes we have
An (2,3, ...,n,1) = An (1,2,3, ...,n). (10)
There are (n− 1)! partial amplitudes appearing in eq. (8). We may use the cyclic property to
fix leg 1 in the first position. The (n− 1)! partial amplitudes in eq. (8) correspond then to the
(n−1)! permutations of the legs 2, ..., n.
The (n− 1)! partial amplitudes are not independent. The Kleiss-Kuijf relations [34] give
linear relations between these partial amplitudes. To state the Kleiss-Kuijf relations we let
~α =
(
α1, ...,α j
)
, ~β = (β1, ...,βn−2− j) (11)
and~βT = (βn−2− j, ...,β1). The Kleiss-Kuijf relations [34, 35] read
An
(
1,~α,n,~β
)
= (−1)n−2− j ∑
σ∈~α X~βT
An (1,σ1, ...,σn−2,n) . (12)
Here, ~α X~βT denotes the set of all shuffles of ~α with~βT , i.e. the set of all permutations of the
elements of~α and~βT , which preserve the relative order of the elements of~α and of the elements
of ~βT . The Kleiss-Kuijf relations reduce the number of partial amplitudes to (n− 2)!. This
follows immediately from eq. (12), which allows to express any partial amplitude, where n does
not appear in the last position as a linear combination of partial amplitudes, where n appears in
the last position. Therefore all partial amplitudes can be expressed in terms of the (n−2)! partial
amplitudes An (1,σ1, ...,σn−2,n).
We will soon see that due to the BCJ decomposition there are further relations among the
partial amplitudes, which reduce the number of independent partial amplitudes down to (n−3)!.
2.3 Jacobi-like relations
The Jacobi identity satisfied by the structure constants of a Lie algebra reads
f a1a2b f ba3a4 + f a2a3b f ba1a4 + f a3a1b f ba2a4 = 0. (13)
Equivalently the Jacobi identity can be written as
Tr ([[T a1,T a2 ] ,T a3 ]T a4 +[[T a2,T a3 ] ,T a1 ]T a4 +[[T a3,T a1 ] ,T a2 ]T a4) = 0. (14)
We may represent the Jacobi relation graphically as follows:
1 2 3
4
+
2 3 1
4
+
3 1 2
4
= 0.
(15)
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We may take eq. (15) as the definition of an abstract Jacobi-like relation. Of particular interest is
the case where the three-valent vertex is anti-symmetric:
1 2
3
= −
2 1
3 (16)
In this case we may rewrite eq. (15) as
1
2 3
4
=
1
2 3
4
−
1
3 2
4
(17)
Eq. (17) is usually called a STU-relation. If eq. (17) holds we may reduce any tree graph with n
external legs and containing only three-valent vertices to a multi-peripheral form with respect to
1 and n. We say that a graph is multi-peripheral with respect to 1 and n, if all other external legs
connect directly to the line from 1 to n, i.e. there are no non-trivial sub-trees attached to this line.
A graph in multi-peripheral form can be drawn as
1
σ2 σ3
...
σn−1
n (18)
Repeated use of eq. (17) reduces any tree graph with non-trivial sub-trees attached to the line
from 1 to n to a multi-peripheral form.
2.4 Trees
In this paper we are concerned with trees, which have a fixed cyclic ordering of the external legs
and which contain only cubic vertices. Let us assume that we consider trees with n external legs,
which are labelled clockwise (1,2, ...,n). If we single out one specific external leg (usually we
take the last leg n), we speak of a rooted tree, the root being given by the external leg which we
singled out. We may specify a rooted tree by brackets involving the remaining legs, for example
[[1,2] ,3] (19)
denotes the rooted tree
1 2 3
4
.
(20)
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1 2 3 4
5
1 2 3 4
5
1 2 3 4
5
1 2 3 4
5
1 2 3 4
5
Figure 1: The cyclic-ordered rooted trees with five external legs and only three-valent vertices.
For n = 3 there is only one rooted tree
T (3)1 = [1,2] , (21)
for n = 4 there are two rooted trees
T (4)1 = [[1,2] ,3] , T
(4)
2 = [1, [2,3]] , (22)
while for n = 5 there are five trees
T (5)1 = [[[1,2] ,3] ,4] , T
(5)
2 = [[1, [2,3]] ,4] , T
(5)
3 = [[1,2] , [3,4]] ,
T (5)4 = [1, [[2,3] ,4]] , T
(5)
5 = [1, [2, [3,4]]] . (23)
The five trees for n = 5 are shown in fig. 1. Multi-peripheral trees with respect to the line from 1
to n are given in this notation by
T (n)multi−peripheral = [[[... [[[1,2] ,3] ,4] , ...] ,n−2] ,n−1] . (24)
The number f (n) of cyclic-ordered rooted trees with three-valent vertices and n external legs is
easily obtained recursively through
f (n) =
n−1
∑
i=2
f (i) f (n− i+1), f (2) = 1. (25)
A closed formula is given by [1]
f (n) = 2
n−2(2n−5)!!
(n−1)! =
(2n−4)!
(n−1)!(n−2)!. (26)
We denote by Tn the set of all cyclic-ordered rooted trees with three-valent vertices and n external
legs.
Given a rooted tree T = [T1,T2], where T1 and T2 are sub-trees, we define two operators L and
R, which pick out the left and the right sub-tree, respectively:
L(T ) = T1, R(T ) = T2. (27)
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For a two-tree (or atomic tree) T = j we define
L( j) = R( j) = 0. (28)
In addition we consider non-rooted trees. We define a concatenation operation for two rooted
trees: Let T1 and T2 be two rooted trees with roots r1 and r2. Then we denote by (T1,T2) the
non-rooted tree obtained from T1 and T2 by joining the two roots by an edge. As an example we
have: 

1 2
r1
,
3 4
r2

 = 1
2 3
4
(29)
The concatenation operation is symmetric:
(T1,T2) = (T2,T1) . (30)
If T1, T2 and T3 are rooted trees, we have the obvious relations
([T1,T2] ,T3) = ([T2,T3] ,T1) = ([T3,T1] ,T2) . (31)
Every rooted tree can be viewed as a non-rooted tree by simply forgetting that one external leg
has been marked as a root. In order to keep the notation in this paper as simple as possible, we
will not distinguish between rooted trees and non-rooted trees in the case where only properties
of non-rooted trees are required.
2.5 The BCJ decomposition
We now come back to the Born partial amplitude An(1, ...,n) with n external gluons. We label
the momenta of the outgoing gluons as p1, ..., pn. Momentum conservation reads
p1 + p2 + ...+ pn = 0. (32)
We introduce the notation
pi.. j = pi + pi+1 + ...+ p j−1 + p j (33)
and
si... j = p2i... j. (34)
We fix leg n as root and we consider a rooted tree T ∈ Tn. The rooted tree T has n external legs
and (n−3) internal edges. We denote by D(T ) the product of the invariants corresponding to the
(n−3) internal edges. For example
D([[[1,2] ,3] ,4]) = s12s123,
D([[1,2] , [3,4]]) = s12s34. (35)
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We further denote by p(T ) the momentum flowing into the root and by s(T ) = p(T )2 the corre-
sponding invariant. As an example we have
p([[[1,2] ,3] ,4]) = p1234, s([[[1,2] ,3] ,4]) = s1234. (36)
The BCJ decomposition states that the partial amplitudes can be written as
An(1, ...,n) = ∑
T∈Tn
N(T )
D(T )
, (37)
where the denominators D(T ) have been defined above and where the numerators N(T ) satisfy
the following anti-symmetry and Jacobi-like relations: To state the anti-symmetry relation we
consider sub-trees T1, T2, T3 such that
T12 = ([T1,T2] ,T3) , T21 = ([T2,T1] ,T3) (38)
are (non-rooted) trees with n external legs. The anti-symmetry relation requires that
N (T12)+N (T21) = 0. (39)
For the Jacobi-like relation we consider sub-trees T ′1 , T ′2 , T ′3 and T ′4 such that
T123 =
([[
T ′1,T
′
2
]
,T ′3
]
,T ′4
)
, T231 =
([[
T ′2,T
′
3
]
,T ′1
]
,T ′4
)
, T312 =
([[
T ′3,T
′
1
]
,T ′2
]
,T ′4
) (40)
are again trees with n external legs. The Jacobi-like relation reads then
N (T123)+N (T231)+N (T312) = 0. (41)
It is a highly non-trivial statement that any partial amplitude An can be written in the form of
eq. (37) such that the numerators satisfy the relations in eq. (39) and eq. (41). Starting from the
conventional Lagrangian in eq. (1) and using the colour-ordered Feynman rules of eq. (9) will
in general not lead to the above mentioned form. The problem within the conventional colour-
ordered Feynman rules is caused by the four-gluon vertices. Each four-gluon vertex reduces
the number of propagators by one and we have to insert factors like s/s to restore the original
number of propagators. The challenge is to insert the right factors in the right place. It is known
that the BCJ decomposition is not unique. One might be tempted to take this as a positive news,
since it increases the chances to find a particular BCJ decomposition. However, this freedom
complicates actual calculations: The BCJ decomposition at n-points depends on choices made at
lower points. One should think about this freedom as though no additional conditions has been
identified which singles out a unique representative.
The fact that partial amplitudes can be written in the form of eq. (37) with numerators having
the properties of eq. (39) and eq. (41) leads to additional relations beyond the Kleiss-Kuijf rela-
tions among the partial amplitudes. These additional relations reduce the number of independent
partial amplitudes to (n−3)! [1].
At this point, a technical remark on the BCJ decomposition is in order: Consider a graph con-
tributing to the colour-ordered n-point amplitude An and consisting only of three-gluon vertices.
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This graph contains (n−2) three-valent vertices. Each three-gluon vertex brings in a momentum
qµ, where q is a linear combination of the external momenta. For the external particles we have
n polarisation vectors εµi . Therefore there are n polarisation vectors ε
µ
i and (n− 2) momentum
vectors qµj , which have to be contracted into each other. It follows that there is at least one scalar
product εi1 ·εi2, where two polarisation vectors are contracted into each other. Maximally we can
have [n/2] scalar products of the type εi1 · εi2, where [n/2] denotes the largest integer smaller or
equal to n/2. We can therefore write
An =
[n/2]
∑
j=1
An, j, (42)
where An, j contains exactly j scalar products of the type εi1 · εi2. For the lowest point functions
we have
A4 = A4,1 +A4,2,
A5 = A5,1 +A5,2,
A6 = A6,1 +A6,2 +A6,3,
A7 = A7,1 +A7,2 +A7,3,
A8 = A8,1 +A8,2 +A8,3 +A8,4. (43)
The leading terms An,1 are obtained from three-gluon vertices only. The presence of a four-gluon
vertex will increase the number of scalar products εi1 · εi2 by one. The leading terms An,1 satisfy
the BCJ relations automatically. For the BCJ decomposition we are concerned with the terms
An, j with j ≥ 2.
3 The effective Lagrangian
The Yang-Mills Lagrangian can be written as
LYM +LGF =
1
2g2
(
L
(2)+L (3)+L (4)
)
, (44)
with
L
(2) = −2Tr Aµ✷Aµ,
L
(3) = 4Tr
(
∂µAν
)
[Aµ,Aν] ,
L
(4) = Tr
[
Aµ,Aν
]
[Aµ,Aν] . (45)
We can write the term L (4) as
L
(4) = −gµ1µ3gµ2µ4gν1ν2
∂ν112∂
ν2
34
✷12
Tr
[
Aµ1 ,Aµ2
][
Aµ3 ,Aµ4
]
. (46)
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The subscripts on the derivatives indicate on which fields they act. The differential operators ∂ν112
and✷12 act on the fields Aµ1 and Aµ2 , but not on the fields Aµ3 and Aµ4 , while ∂ν234 acts on Aµ3 and
Aµ4 , but not on Aµ1 and Aµ2 . A differential operator without any subscripts will act on all fields
on its right side. This notation will be convenient in the sequel. In eq. (46) we have introduced
a factor 1/✷12, which assigns an intermediate propagator to the four-gluon vertex. Note that
this factor cancels against the factor −gν1ν2∂ν112∂
ν2
34 = ✷12. Leaving the two factors uncanceled
keeps the information on the assignment of terms to diagrams with three-valent vertices only.
The trace encodes the colour information, and the propagator corresponds to the tree structure
of the colour. It is therefore convenient to make the following definition: We denote by D−1 the
product of factors (−1)/✷ for all intermediate propagators corresponding to the tree structure of
the colour. The definition is such that in momentum space the inverse operator D agrees with the
previously introduced quantity D, defined just before eq. (35). As an example we have:
D−1 Tr
([[[
Aµ1,Aµ2
]
,Aµ3
]
,Aµ4
]
Aµ5
)
=
(−1)2
✷12✷123
Tr
([[[
Aµ1 ,Aµ2
]
,Aµ3
]
,Aµ4
]
Aµ5
)
.
With this notation we can write L (4) as
L
(4) = Oµ1µ2µ3µ4D−1 Tr
[
Aµ1 ,Aµ2
][
Aµ3 ,Aµ4
]
,
Oµ1µ2µ3µ4 = gµ1µ3gµ2µ4gν1ν2∂ν112∂
ν2
34 (47)
The interaction term in eq. (47) leads to the Feynman rule
V µ1µ2µ3µ4 = i
p212
s12
(gµ1µ3gµ2µ4 −gµ1µ4gµ2µ3)+ i
p223
s23
(gµ1µ3gµ2µ4 −gµ1µ2gµ3µ4) . (48)
Since p212 = s12 and p223 = s23, eq. (48) reduces to the standard colour-ordered Feynman rule for
the four-gluon vertex given in eq. (9). However, eq.(48) assigns the individual terms to s-channel
and t-channel diagrams and this assignment generates the correct BCJ decomposition up to four
gluons.
In order to obtain the BCJ decomposition for higher-point gluon amplitudes we generalise
eq.(49) and write
LYM +LGF =
1
2g2
∞
∑
n=2
L
(n). (49)
The notation is such that L (n) contains n fields. Of course, in order for eq. (49) to agree with
eq. (44) the terms L (n) with n ≥ 5 have to be equivalent to zero. However, we will write the
zero in a special way. The terms L (n) with n≥ 5 are constructed such that they generate the BCJ
decomposition for gluon amplitudes up to n gluons. They have a form similar to eq. (47):
L
(n) = ∑
t
[n/2]
∑
j=2
Oµ1...µn(n,t, j) ˆD
−1 Tr T(n,t)µ1...µn, (50)
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where Oµ1...µn(n,t, j) is a differential operator of degree (n− 4), ˆD
−1 is a pseudo-differential operator
of degree (8− 2n) to be defined below and T(n,t)µ1...µn contains n fields and encodes the colour
information. For a given n, there can be more than one term, indicated by the two sums over
t and j. The first sum over t allows to have inequivalent trees appearing in T(n,t)µ1...µn, while the
second sum over j corresponds to the number of factors gµi1µi2 appearing in each term of Oµ1...µn(n,t, j)
and corresponds to the decomposition in eq. (42). As already mentioned we do not need a term
for j = 1. We require that T(n,t)µ1...µn vanishes for n ≥ 5 due to the Jacobi identity. This ensures
L (n) = 0 for n ≥ 5. To given an example we can take
L
(5) = 4gµ1µ3gµ2µ4
∂µ51
✷123
(
Tr
[[[
Aµ1 ,Aµ2
]
,Aµ3
]
,Aµ4
]
Aµ5
+Tr
[[
Aµ3,Aµ4
]
,
[
Aµ1 ,Aµ2
]]
Aµ5 +Tr
[[
Aµ4 ,
[
Aµ1 ,Aµ2
]]
,Aµ3
]
Aµ5
)
.
The term L (5) is equal to zero due to the Jacobi identity involving the expressions [Aµ1 ,Aµ2], Aµ3
and Aµ4 . However, the term L (5) generates a five-gluon vertex. This five-gluon vertex gives a
non-vanishing contribution to individual numerators. In a partial amplitude the sum of all terms
related to the five-gluon vertex adds up to zero. The inclusion of the term L (5) in the form above
will generate the BCJ decomposition of the five-gluon amplitude and all lower point amplitudes.
The Jacobi identity ensures that T(n,t)µ1...µn (and in turn L (n)) vanishes for n ≥ 5. It is therefore
convenient to introduce for arbitrary Lie algebra-valued expressions T1, T2 and T3 the notation
J (T1,T2,T3) = [[T1,T2] ,T3]+ [[T2,T3] ,T1]+ [[T3,T1] ,T2] . (51)
If T1, T2 and T3 are arbitrary trees, each of the three terms above contains exactly one internal
line not contained in the other two terms. We call this line “the line marked by the Jacobi
identity”. We can now give the definition of ˆD−1: When acting on a colour structure containing
the Jacobi identity the operator ˆD−1 will give for each term the previously defined D−1 times a
factor (−✷) in the numerator for the marked propagator. As an example we have
ˆD−1Tr J
([
Aµ1,Aµ2
]
,Aµ3 ,Aµ4
)
Aµ5 = −
✷123
✷12✷123
Tr
[[[
Aµ1 ,Aµ2
]
,Aµ3
]
,Aµ4
]
Aµ5
−
✷34
✷12✷34
Tr
[[
Aµ3 ,Aµ4
]
,
[
Aµ1 ,Aµ2
]]
Aµ5
−
✷124
✷12✷124
Tr
[[
Aµ4,
[
Aµ1 ,Aµ2
]]
,Aµ3
]
Aµ5 . (52)
As in the example (48) we do not cancel common expressions in the numerator and in the denom-
inator. The denominator defines the relevant tree structure, while the operators in the numerator
contribute to the BCJ numerators. We thus have for the example in eq. (51)
L
(5) = Oµ1µ2µ3µ4µ5(5,1,2) ˆD
−1T(5,1)µ1µ2µ3µ4µ5,
Oµ1µ2µ3µ4µ5(5,1,2) = −4g
µ1µ3gµ2µ4∂µ51 ,
Tr T(5,1)µ1µ2µ3µ4µ5 = Tr J
([
Aµ1 ,Aµ2
]
,Aµ3,Aµ4
)
Aµ5 . (53)
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The operator Oµ1µ2µ3µ4µ5(5,1,2) is not unique, for the following three reasons: First of all the same
operator can be written in a different way. To give an example, the term
Oµ1µ2µ3µ4µ5(5,1,2),alternative = 4g
µ1µ5gµ2µ4∂µ32 , (54)
will generate exactly the same Feynman rule. By a suitable relabelling of the indices and the use
of momentum conservation (or equivalently the vanishing of a total derivative) the two operators
can be shown to agree. Secondly, there are operators which generate a Feynman rule, which
agrees with the previous one when restricted to the five-particle on-shell kinematics. In other
words, the Feynman rules differ only by terms proportional to p2i with i = 1, ...,n. Thirdly,
and most importantly, there are operators which generate a non-vanishing Feynman rule, whose
contribution to the BCJ relations vanishes. An example of this kind would be an operator of the
form
4λ
(
gµ1µ3gµ2µ4∂µ51 −gµ1µ3gµ4µ5∂
µ2
4
)
, (55)
where λ is a free parameter. This was already noted in [4].
3.1 The algorithm to construct an effective Lagrangian
We now present an algorithm to construct an effective Lagrangian of the form as in eq. (49)
LYM +LGF =
1
2g2
∞
∑
n=2
L
(n), (56)
whose Feynman rules automatically produce the BCJ numerators. The algorithm proceeds in-
ductively. We assume that all terms L (2), L (3), ..., L (n−1) have already been constructed and we
show how to construct L (n). With the remarks of the previous section it is clear that the con-
struction is not unique. Therefore our algorithm gives one choice out of many possible choices.
We remark that the choices made for the terms L ( j) with j < n will affect the term L (n). We
construct L (n) in the form of eq. (50)
L
(n) = ∑
t
[n/2]
∑
j=2
Oµ1...µn(n,t, j) ˆD
−1 Tr T(n,t)µ1...µn. (57)
We proceed through the following steps:
1. We first determine all inequivalent tree topologies T(n,t)µ1...µn for the Jacobi relations. An
algorithm to do this is given in appendix B. For a given n, this defines a set{
T(n,1)µ1...µn, ...,T
(n,tmax)
µ1...µn
}
. (58)
2. For a given n, a given j (with 2 ≤ j ≤ [n/2]) and a given t (with 1 ≤ t ≤ tmax) we then
consider all possibilities for the operator Oµ1...µn(n,t, j) . In general, this operator can be written
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as a sum of terms, each term containing j factors of the metric tensor. The operator is
of degree (n−4). Therefore it follows that the operator contains (n−2 j) derivatives with
open indices, while (2 j−4) derivatives are contracted into each other. We can characterise
each term in the operator Oµ1...µn(n,t, j) by a permutation σ of the set (1, ...,n) and a multi-
index i = (i1, ..., in−4), where each component takes values in the range 1 ≤ i j ≤ n for
1 ≤ j ≤ (n−4). We consider terms of the form
Oµ1...µn (σ, i) =
( j
∏
k=1
gµσ(2k−1)µσ(2k)
)(
n−2 j
∏
k=1
∂µσ(2 j+k)ik
) j−2
∏
k=1
(
∂in−2 j+2k−1 ·∂in−2 j+2k
)
. (59)
For each term of this form we generate the Feynman rule. The procedure how to obtain
the Feynman rule is outlined in appendix A. We consider two terms to be equivalent if
they lead in the on-shell kinematics and up to a sign to the same Feynman rule. For each
equivalence class we keep only one representative. At this point we make a choice. Let
us define a function θ(σ, i), which takes the values one and zero, depending whether the
corresponding term is kept or not. We therefore have the following ansatz for Oµ1...µn(n,t, j)
Oµ1...µn(n,t, j) = ∑
σ
∑
i
cn,t, j,σ,iθ(σ, i)Oµ1...µn (σ, i) , (60)
with unknown coefficients cn,t, j,σ,i.
3. We insert this ansatz into the tmax BCJ-relations defined by the set in eq. (58). We extract
the coefficients of the monomials in the independent scalar products of εi · ε j, εi · p j and
pi · p j. Requiring that these coefficients vanish defines a system of linear equations for
the unknown coefficients cn,t, j,σ,i. We then solve for the coefficients cn,t, j,σ,i. Usually the
solution will not be unique. For n = 5 this non-uniqueness corresponds to the freedom of
adding terms of the form as in eq. (55). We are only interested in one specific solution. We
therefore make a choice and pick one solution. This defines Oµ1...µn(n,t, j) and in turn L
(n)
.
We remark that in step 2 not all possible combinations of σ and i have to be considered. Due to
permutation symmetries and momentum conservation we can impose the following restrictions:
σ(2k−1)< σ(2k), k ∈ {1, ..., j}, since gµσ(2k−1)µσ(2k) = gµσ(2k)µσ(2k−1) ,
σ(2k−1)< σ(2k+1), k ∈ {1, ..., j−1}, since gµσ(2k−1)µσ(2k)gµσ(2k+1)µσ(2k+2)
= gµσ(2k+1)µσ(2k+2)gµσ(2k−1)µσ(2k) ,
σ(2 j+ k)< σ(2 j+ k+1), k ∈ {1, ...,n−2 j}, since ∂µσ(2 j+k)ik ∂
µσ(2 j+k+1)
ik+1 = ∂
µσ(2 j+k+1)
ik+1 ∂
µσ(2 j+k)
ik ,
in−2 j+2k−1 < in−2 j+2k k ∈ {1, ..., j−2} since ∂il−1 ·∂il = ∂il ·∂il−1,
in−2 j+2k−1 < in−2 j+2k+1 k ∈ {1, ..., j−3} since
(
∂il−1 ·∂il
)(
∂il+1 ·∂il+2
)
=
(
∂il+1 ·∂il+2
)(
∂il−1 ·∂il
)
,
ik < n k ∈ {1, ...,n−4} momentum conservation.
These restrictions are helpful in speeding up the computation.
We further remark that the system of linear equations in step 3 has a block triangular form.
We can first consider only monomials involving exactly two scalar products of the type εi1 · εi2.
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The coefficients of these monomials will yield equations involving only the variables cn,t,2,σ,i. In
general, the coefficient of a monomial involving j scalar products of the type εi1 · εi2 will yield
equations with variables cn,t, j′,σ,i with j′ ≤ j.
3.2 Results
We now present an effective Lagrangian of the form
LYM +LGF =
1
2g2
∞
∑
n=2
L
(n) (61)
up to n = 6. This Lagrangian generated the correct BCJ relations up to n = 6. The terms L (2)
and L (3) read
L
(2) =−2Tr Aµ✷Aµ, L (3) = 4Tr
(
∂µAν
)
[Aµ,Aν] . (62)
The term L (4) has been given in eq. (47)
L
(4) = Oµ1µ2µ3µ4D−1 Tr
[
Aµ1 ,Aµ2
][
Aµ3 ,Aµ4
]
,
Oµ1µ2µ3µ4 = gµ1µ3gµ2µ4gν1ν2∂ν112∂
ν2
34 (63)
The terms L (5) and L (6) are of the form
L
(n) = ∑
t
[n/2]
∑
j=2
Oµ1...µn(n,t, j) ˆD
−1 Tr T(n,t)µ1...µn. (64)
For n = 5 there is only one tree structure and also the sum over j reduces to a single term. Thus
t = 1 and j = 2. The tree structure is given by
Tr T(5,1)µ1µ2µ3µ4µ5 = Tr J
([
Aµ1 ,Aµ2
]
,Aµ3,Aµ4
)
Aµ5 . (65)
The operator Oµ1µ2µ3µ4µ5
(5,1,2) is not unique and we make the choice already given in eq. (53):
Oµ1µ2µ3µ4µ5(5,1,2) = −4g
µ1µ3gµ2µ4∂µ51 , (66)
For n = 6 we have two tree structures
Tr T(6,1)µ1µ2µ3µ4µ5µ6 = Tr J
([[
Aµ1,Aµ2
]
,Aµ3
]
,Aµ4,Aµ5
)
Aµ6 ,
Tr T(6,2)µ1µ2µ3µ4µ5µ6 = Tr J
([
Aµ1 ,Aµ2
]
,
[
Aµ3 ,Aµ4
]
,Aµ5
)
Aµ6 . (67)
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In addition we can now have j = 2 or j = 3. We thus have four operators Oµ1µ2µ3µ4µ5µ6(6,t, j) with
t ∈ {1,2} and j ∈ {2,3}. A possible choice is
Oµ1µ2µ3µ4µ5µ6(6,1,2) =
−8gµ1µ2gµ3µ4∂µ51 ∂
µ6
2 −4g
µ1µ2gµ3µ4∂µ51 ∂
µ6
4 −4g
µ1µ2gµ3µ4∂µ51 ∂
µ6
5 +4g
µ1µ2gµ4µ5∂µ31 ∂
µ6
4
+8gµ1µ2gµ4µ5∂µ34 ∂
µ6
1 +8g
µ1µ3gµ2µ4∂µ52 ∂
µ6
3 −24g
µ1µ3gµ2µ4∂µ52 ∂
µ6
4 −8g
µ1µ3gµ2µ4∂µ52 ∂
µ6
5
+8gµ1µ3gµ2µ4∂µ54 ∂
µ6
5 +8g
µ1µ3gµ4µ5∂µ21 ∂
µ6
4 −8g
µ1µ3gµ4µ5∂µ24 ∂
µ6
2 −8g
µ1µ3gµ4µ5∂µ24 ∂
µ6
3
+8gµ1µ4gµ2µ5∂µ31 ∂
µ6
4 +24g
µ1µ4gµ2µ5∂µ34 ∂
µ6
2 +16g
µ1µ4gµ2µ5∂µ34 ∂
µ6
3 +32g
µ1µ4gµ2µ5∂µ34 ∂
µ6
4
+32gµ1µ4gµ2µ5∂µ34 ∂
µ6
5 +4g
µ1µ4gµ2µ6∂µ35 ∂
µ5
3 −16g
µ1µ4gµ2µ6∂µ35 ∂
µ5
4 −8g
µ1µ4gµ3µ5∂µ21 ∂
µ6
5
+8gµ1µ4gµ3µ5∂µ23 ∂
µ6
1 +8g
µ1µ4gµ3µ5∂µ23 ∂
µ6
2 +8g
µ1µ4gµ3µ5∂µ23 ∂
µ6
3 +16g
µ1µ4gµ3µ5∂µ25 ∂
µ6
1
+8gµ1µ4gµ3µ5∂µ25 ∂
µ6
2 −8g
µ1µ4gµ3µ5∂µ25 ∂
µ6
3 −8g
µ1µ4gµ3µ6∂µ25 ∂
µ5
1 +16g
µ1µ4gµ5µ6∂µ25 ∂
µ3
1
−16gµ3µ4gµ5µ6∂µ12 ∂
µ2
5 −16g
µ3µ4gµ5µ6∂µ14 ∂
µ2
5 +16g
µ3µ6gµ4µ5∂µ14 ∂
µ2
5 ,
Oµ1µ2µ3µ4µ5µ6(6,2,2) =
−2gµ1µ2gµ3µ4∂µ51 ∂
µ6
3 −12g
µ1µ2gµ3µ5∂µ41 ∂
µ6
3 −4g
µ1µ2gµ3µ5∂µ41 ∂
µ6
4 −8g
µ1µ2gµ5µ6∂µ31 ∂
µ4
5
−12gµ1µ3gµ2µ4∂µ51 ∂
µ6
3 −4g
µ1µ3gµ2µ4∂µ51 ∂
µ6
5 −8g
µ1µ3gµ2µ5∂µ41 ∂
µ6
4 +16g
µ1µ3gµ2µ5∂µ43 ∂
µ6
1
−8gµ1µ3gµ2µ5∂µ45 ∂
µ6
4 +8g
µ1µ3gµ5µ6∂µ21 ∂
µ4
5 +8g
µ1µ5gµ2µ6∂µ31 ∂
µ4
3 +8g
µ1µ5gµ2µ6∂µ31 ∂
µ4
5
−8gµ1µ5gµ3µ6∂µ21 ∂
µ4
2 −4g
µ1µ5gµ3µ6∂µ21 ∂
µ4
3 −16g
µ1µ5gµ3µ6∂µ21 ∂
µ4
5 +12g
µ1µ5gµ3µ6∂µ23 ∂
µ4
1
+8gµ1µ5gµ3µ6∂µ23 ∂
µ4
2 −4g
µ1µ5gµ3µ6∂µ24 ∂
µ4
2 −8g
µ1µ5gµ3µ6∂µ25 ∂
µ4
3 ,
Oµ1µ2µ3µ4µ5µ6(6,1,3) =
−2gµ1µ4gµ2µ5gµ3µ6 (∂1 ·∂4)−4gµ1µ4gµ2µ5gµ3µ6 (∂1 ·∂5)−6gµ1µ4gµ2µ5gµ3µ6 (∂4 ·∂5) ,
Oµ1µ2µ3µ4µ5µ6(6,2,3) =
−2gµ1µ3gµ2µ4gµ5µ6 (∂1 ·∂5)−2gµ1µ3gµ2µ5gµ4µ6 (∂1 ·∂3)−2gµ1µ3gµ2µ5gµ4µ6 (∂2 ·∂4)
+2gµ1µ3gµ2µ5gµ4µ6 (∂2 ·∂5)+4gµ1µ3gµ2µ5gµ4µ6 (∂3 ·∂5) . (68)
In addition we obtain the full set of additional operators at n = 6, which can be added to the
Lagrangian without violating the BCJ relations. These operators are the analog of the five-point
operator given in eq. (55). This list, as well as all results for n > 6 are rather lengthy and not
presented here.
4 Conclusions
In this paper we have presented a systematic method to construct an effective Lagrangian which
(i) agrees with the standard Yang-Mills Lagrangian in the sense that the difference between the
two Lagrangians simplifies to zero, and which (ii) generates the BCJ decomposition automati-
cally. The second property is the non-trivial property of our Lagrangian. The algorithm presented
here will be useful for a more detailed study of the BCJ relations and in particular for the impli-
cations for gravity. We presented explicit results for n up to 6.
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A Feynman rules
Suppose the interaction Lagrangian is given by
Lint = Oa1...an,µ1...µn (∂1, ...,∂n)Aa1µ1(x)...A
an
µn(x), (69)
where Oa1...an,µ1...µn is a pseudo-differential operator of degree r = (4−n) and ∂ j is a derivative
acting only on the field Aa jµ j . Then the full Feynman rule for the vertex (including colour) is
Vfull = i ∑
σ∈Sn
Oaσ(1)...aσ(n),µσ(1)...µσ(n)
(
ipσ(1), ..., ipσ(n)
)
, (70)
where the momenta p j are out-going and the sum is over all permutations. Suppose now that
Oa1...an,µ1...µn (∂1, ...,∂n) = 2gn−2 Tr(T a1 ...T an)Oµ1...µn (∂1, ...,∂n) . (71)
We can split the summation over Sn into Sn/Zn and Zn and obtain
Vfull = ign−2 ∑
pi∈Sn/Zn
2 Tr(T api(1)...T api(n)) ∑
σ∈Zn
Oµσpi(1)...µσpi(n)
(
ipσpi(1), ..., ipσpi(n)
)
. (72)
The colour-ordered Feynman rule reads
V = i ∑
σ∈Zn
Oµσ(1)...µσ(n)
(
ipσ(1), ..., ipσ(n)
)
. (73)
Let us now consider a tree T with n external legs in the cyclic order (1, ...,n) and let us denote by
Tµ1...µn a representation of this tree made out of commutators and fields Aµi . To give an example
the representation of the tree
T = ([[1,2] , [3,4]] ,5) (74)
is given by
Tµ1µ2µ3µ4µ5 =
[[
Aµ1 ,Aµ2
]
,
[
Aµ3,Aµ4
]]
Aµ5. (75)
The tree T has (n−2) vertices and when drawn as a rooted tree there are 2n−2 ways of swapping
at each vertex the two branches not connected to the root. Each possibility defines a different
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cyclic order of the external legs. Hence we obtain a set of permutations of the external legs,
which we denote by Bn(T ). Let us now consider a term of the form
Lint =
1
2g2
Oµ1...µn (∂1, ...,∂n) Tr Tµ1...µn. (76)
Using the anti-symmetry of the commutators we can write this term equally well as
Lint =
1
2g2
Oµ1...µn (∂1, ...,∂n) ∑
pi∈Bn(T )
(−1)nswap(pi) Tr Aµpi(1) ...Aµpi(n), (77)
where nswap(pi) denotes the number of swaps needed to arrive at the permutation pi. To give
an example consider the tree ([[1,2],3],4). Swapping [1,2] with 3 leads to ([3, [1,2]],4) and
nswap = 1. Hence, (−1)nswap =−1. This should not be confused with the sign of the permutation
pi = (3,1,2,4), which is (+1).
Relabelling the indices we arrive at
Lint =
1
2g2 ∑
pi∈Bn(T )
(−1)nswap(pi)Oµpi−1(1)...µpi−1(n)
(
∂pi−1(1), ...,∂pi−1(n)
)
Tr Aµ1...Aµn (78)
and at the colour-ordered Feynman rule
V =
(−1)n
4
in+1 ∑
pi∈Bn(T )
(−1)nswap(pi) ∑
σ∈Zn
Oµσpi−1(1)...µσpi−1(n)
(
ipσpi−1(1), ..., ipσpi−1(n)
)
. (79)
Next we consider an interaction Lagrangian of the form
Lint =
1
2g2
Oµ1...µn (∂1, ...,∂n) Tr Tµ1...µn, (80)
with
Tµ1...µn = J
(
Tµ1...µ j1 ,Tµ j1+1...µ j2 ,Tµ j2+1...µ j3
)
Tµ j3+1...µn (81)
The symbol J denotes the sum over the three permutations of the Jacobi identity. It is convenient
to define three trees, corresponding to the three terms in the Jacobi identity. We denote these
trees by T1234, T2314 and T3124. They correspond to
T1234 :
[[
Tµ1...µ j1 ,Tµ j1+1...µ j2
]
,Tµ j2+1...µ j3
]
Tµ j3+1...µn
T2314 :
[[
Tµ j1+1...µ j2 ,Tµ j2+1...µ j3
]
,Tµ1...µ j1
]
Tµ j3+1...µn
T3124 :
[[
Tµ j2+1...µ j3 ,Tµ1...µ j1
]
,Tµ j1+1...µ j2
]
Tµ j3+1...µn (82)
In addition we define three permutations by
τ1234 = (1, ...,n) ,
τ2314 = ( j1 +1, ..., j2, j2 +1, ..., j3,1, ..., j1, j3 +1, ...,n) ,
τ3124 = ( j2 +1, ... j3,1, ..., j1, j1+1, ..., j2, j3+1, ...,n) . (83)
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We further denote
I = {1234,2314,3124}. (84)
We need a little bit more of notation. We denote by T (1, ...,n) a tree with the cyclic order
(1, ...,n). By abuse of notation we denote by (piT ) the tree we obtain from the original tree
T by performing all swaps to arrive at the permutation pi. (piT ) has then the cyclic order
(pi(1), ...,pi(n)). We further denote by
(piT )(1, ...,n) (85)
the above constructed tree (piT ), where the external legs have been relabelled as (1, ...,n). Sim-
ilarly, we denote by (τ jT ) ( j ∈ I) the tree obtained from T by performing the Jacobi operation
corresponding to τ j. This tree has then the cyclic order (τ(1), ...,τ(n)). With the definitions as
above we have for example T2314 = τ2314T1234. We further denote by
(τT )(1, ...,n) (86)
the tree (τT ), where the external legs have been relabelled as (1, ...,n). The colour-ordered
Feynman rule for the vertex in eq. (80) is with T = T1234
V =
(−1)n
4
in+1 ∑
j∈I
∑
pi∈Bn((τ jT )(1,..,n))
(−1)nswap(pi) (87)
∑
σ∈Zn
O
µ
σpi−1τ−1j (1)
...µ
σpi−1τ−1j (n)
(
ipσpi−1τ−1j (1), ..., ipσpi−1τ−1j (n)
)
. (88)
Finally, we consider an interaction term in the Lagrangian of the form
Lint =
1
2g2
Oµ1...µn (∂1, ...,∂n) ˆD−1 Tr Tµ1...µn, (89)
Eq. (89) differs from eq. (80) only through the explicit appearance of the operator ˆD−1. In
principle, we could think of the operator ˆD−1 as being part of Oµ1...µn(∂1, ...,∂n) in eq. (80),
resulting in the Feynman rule of eq. (87). However for our purpose it is convenient to show this
operator explicitly. ˆD−1 depends only on the tree structure it acts on. The Feynman rule is then
V =
(−1)n
4
in+1 ∑
j∈I
∑
pi∈Bn((τ jT )(1,..,n))
(−1)nswap(pi) (90)
∑
σ∈Zn
O
µ
σpi−1τ−1j (1)
...µ
σpi−1τ−1j (n)
(
ipσpi−1τ−1j (1), ..., ipσpi−1τ−1j (n)
)
ˆD−1
((
piτ jT
)
(σ(1), ...,σ(n))
)
.
In the case where O is a differential operator of degree (n−4) the Feynman rule simplifies to
V =
i
4 ∑j∈I ∑pi∈Bn((τ jT )(1,..,n))(−1)
nswap(pi) (91)
∑
σ∈Zn
O
µ
σpi−1τ−1j (1)
...µ
σpi−1τ−1j (n)
(
pσpi−1τ−1j (1), ..., pσpi−1τ−1j (n)
)
ˆD−1
((
piτ jT
)
(σ(1), ...,σ(n))
)
.
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B Inequivalent tree topologies
In this appendix we discuss how to find the inequivalent tree topologies which we have to con-
sider for the Jacobi relations. It is clear that for a Jacobi relation we have to consider trees with at
least four external legs. Furthermore, each of the three terms in the Jacobi relation has a marked
propagator. Therefore we can represent one term in the Jacobi relation by
T = (T12,T34) = ([T1,T2] , [T3,T4]) . (92)
The marked propagator corresponds to the root of the sub-tree T12 (or equivalently to the root of
the sub-tree T34). We call two trees T and T ′ of the form as in eq. (92) equivalent, if they differ
only through the following three operations:
1. Cyclic property of (..., ...):
(T12,T34) =
(
T ′34,T
′
12
)
. (93)
2. Anti-symmetry of [..., ...]: T ′12 (T ′34) can be obtained from T12 (T34) by a sequence of swaps
of the form
[Ta,Tb] → [Tb,Ta] , (94)
where Ta and Tb are sub-trees at one vertex of T12 (T34). The sign is not important as long
as we are only concerned with (in-)equivalent trees.
3. Jacobi operation:
([T1,T2] , [T3,T4]) =
([
T ′2,T
′
3
]
,
[
T ′1,T
′
4
])
. (95)
It is then a relatively easy exercise to write a computer program, which determines all classes
of inequivalent trees of the form (92). Within a given class we can choose any member as a
representative. Up to n = 8 we have the following classes of inequivalent trees:
n = 4 : ([1,2], [3,4]),
n = 5 : ([[1,2],3], [4,5]),
n = 6 : ([[[1,2],3],4], [5,6]), ([[1,2], [3,4]], [5,6]),
n = 7 : ([[[[1,2],3],4],5], [6,7]), ([[[1,2], [3,4]],5], [6,7]), ([[[1,2],3], [4,5]], [6,7]),
([[1,2], [3,4]], [[5,6],7]),
n = 8 : ([[[[[1,2],3],4],5],6], [7,8]), ([[[[1,2], [3,4]],5],6], [7,8]), ([[[[1,2],3], [4,5]],6], [7,8]),
([[[[1,2],3],4], [5,6]], [7,8]), ([[[1,2], [3,4]], [5,6]], [7,8]), ([[[1,2],3], [[4,5],6]], [7,8]),
([[[1,2],3], [4,5]], [[6,7],8]), ([[1,2], [3,4]], [[5,6], [7,8]]). (96)
20
References
[1] Z. Bern, J. J. M. Carrasco, and H. Johansson, Phys. Rev. D78, 085011 (2008),
arXiv:0805.3993.
[2] Z. Bern, J. J. M. Carrasco, and H. Johansson, Phys.Rev.Lett. 105, 061602 (2010),
arXiv:1004.0476.
[3] Z. Bern and T. Dennen, Phys.Rev.Lett. 107, 081601 (2011), arXiv:1103.0312.
[4] Z. Bern, T. Dennen, Y.-t. Huang, and M. Kiermaier, Phys.Rev. D82, 065003 (2010),
arXiv:1004.0693.
[5] Z. Bern, S. Davies, T. Dennen, Y.-t. Huang, and J. Nohle, (2013), arXiv:1303.6605.
[6] N. Bjerrum-Bohr, P. H. Damgaard, and P. Vanhove, Phys.Rev.Lett. 103, 161602 (2009),
arXiv:0907.1425.
[7] N. Bjerrum-Bohr, P. H. Damgaard, T. Sondergaard, and P. Vanhove, JHEP 1006, 003
(2010), arXiv:1003.2403.
[8] N. Bjerrum-Bohr, P. H. Damgaard, B. Feng, and T. Sondergaard, JHEP 1009, 067 (2010),
arXiv:1007.3111.
[9] N. Bjerrum-Bohr, P. H. Damgaard, T. Sondergaard, and P. Vanhove, JHEP 1101, 001
(2011), arXiv:1010.3933.
[10] N. Bjerrum-Bohr, P. H. Damgaard, R. Monteiro, and D. O’Connell, JHEP 1206, 061 (2012),
arXiv:1203.0944.
[11] S. Stieberger, (2009), arXiv:0907.2211.
[12] C. R. Mafra, O. Schlotterer, S. Stieberger, and D. Tsimpis, Phys.Rev. D83, 126012 (2011),
arXiv:1012.3981.
[13] C. R. Mafra, O. Schlotterer, and S. Stieberger, JHEP 1107, 092 (2011), arXiv:1104.5224.
[14] C. R. Mafra, O. Schlotterer, and S. Stieberger, Nucl.Phys. B873, 419 (2013),
arXiv:1106.2645.
[15] C. R. Mafra, (2010), arXiv:1007.4999.
[16] P. Grassi, A. Mezzalira, and L. Sommovigo, (2011), arXiv:1111.0544.
[17] T. Sondergaard, Adv.High Energy Phys. 2012, 726030 (2012), arXiv:1106.0033.
[18] B. Feng, R. Huang, and Y. Jia, Phys.Lett. B695, 350 (2011), arXiv:1004.3417.
[19] Y. Jia, R. Huang, and C.-Y. Liu, Phys.Rev. D82, 065001 (2010), arXiv:1005.1821.
21
[20] Y.-X. Chen, Y.-J. Du, and B. Feng, JHEP 1102, 112 (2011), arXiv:1101.0009.
[21] Y.-J. Du, B. Feng, and C.-H. Fu, JHEP 1108, 129 (2011), arXiv:1105.3503.
[22] Y.-J. Du, B. Feng, and C.-H. Fu, Phys.Lett. B706, 490 (2012), arXiv:1110.4683.
[23] C.-H. Fu, Y.-J. Du, and B. Feng, JHEP 1303, 050 (2013), arXiv:1212.6168.
[24] Y.-J. Du, B. Feng, and C.-H. Fu, (2013), arXiv:1304.2978.
[25] D. Vaman and Y.-P. Yao, JHEP 1011, 028 (2010), arXiv:1007.3475.
[26] R. H. Boels and R. S. Isermann, JHEP 1203, 051 (2012), arXiv:1110.4462.
[27] R. H. Boels, B. A. Kniehl, O. V. Tarasov, and G. Yang, JHEP 1302, 063 (2013),
arXiv:1211.7028.
[28] R. H. Boels, R. S. Isermann, R. Monteiro, and D. O’Connell, JHEP 1304, 107 (2013),
arXiv:1301.4165.
[29] S. Oxburgh and C. White, JHEP 1302, 127 (2013), arXiv:1210.1110.
[30] R. Saotome and R. Akhoury, JHEP 1301, 123 (2013), arXiv:1210.8111.
[31] J. Broedel and J. J. M. Carrasco, Phys.Rev. D84, 085009 (2011), arXiv:1107.4802.
[32] J. Broedel and L. J. Dixon, JHEP 1210, 091 (2012), arXiv:1208.0876.
[33] F. Cachazo, (2012), arXiv:1206.5970.
[34] R. Kleiss and H. Kuijf, Nucl. Phys. B312, 616 (1989).
[35] V. Del Duca, L. J. Dixon, and F. Maltoni, Nucl. Phys. B571, 51 (2000), hep-ph/9910563.
[36] R. Monteiro and D. O’Connell, JHEP 1107, 007 (2011), arXiv:1105.2565.
22
