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Abstract
This note introduces the exact solver Bute for the exact treedepth problem, along with two variants
of the solver. Each of these solvers computes an elimination tree in a bottom-up fashion by finding
sets of vertices that induce subgraphs of small treedepth, then combining sets of vertices together
with a root vertex to produce larger sets. The algorithms make use of a trie data structure to reduce
the effort required to determine acceptable combinations of subtrees. Bute-Plus and Bute-Plus-Plus
add a heuristic presolve step, which can quickly find a treedepth decomposition of optimal depth for
many instances.
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1 Brief Description of the Bute Algorithm
This paper introduces a family of three solvers—Bute, Bute-Plus, and Bute-Plus-Plus—that
find an elimination tree of minimum height (which is also an optimal treedepth decomposition
[6, 5]) for a given connected graph. The solvers take their name is from the Isle of Bute (an
island not far from Glasgow). The name is also an almost-acronym for the solvers’ bottom-up
approach to constructing an elimination tree.
The optimisation problem is solved as a sequence of decision problems. The solver
attempts to find an elimination tree of depth 1, then of depth 2, and so on until it is
successful.
For the decision problem of whether an elimination tree of depth k exists, the algorithm
works downwards for i = k, . . . , 1, finding all sets S of vertices such that both (1) S induces
a subgraph of treedepth no greater than k − i+ 1 and (2) the neighbourhood of S has fewer
than i vertices. These sets include the vertex set of every subtree rooted at depth i of an
elimination tree of the input graph.
At level i, the algorithm constructs sets in two ways. The first of these is simply by
choosing vertices with a sufficiently small neighbourhood. The second is by finding a subset
of sets at level i+1, and a root vertex v, which together induce a subgraph of small treedepth.
2 Trie data structure
We assume that the vertices are integers. Let N(v) denote the neighbourhood of vertex v,
and let N(S) denote those vertices that are not in S but are adjacent to some member of S.
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To find sets of sets of vertices from level i+1 that can be combined to form a set of vertices
at level i, the algorithm uses a trie data structure to represent sets. This allows the algorithm
to quickly determine, for a given set U , sets S at level i+ 1 such that |N(S) ∪N(U)| < i.
Our data structure is an augmented Set-Trie [7]. The task it carries out is similar to that
of the trie data structure used by Tamaki in a positive-instance driven treewidth solver [8],
although the implementation details of the Bute solver’s data structure are more similar to a
data structure for subset queries posted on Stack Overflow by the user PengOne [2].
If the set to be searched is small, the algorithm reverts to a brute-force search to avoid
the overhead of constructing and searching the trie.
3 Domination rule
The Bute algorithm uses a domination-breaking rule that extends a rule by Ganian et al. [1].
It is always possible to construct an optimal elimination tree such that for distinct vertices
v, w with N(v) \ {w} ⊃ N(w) \ {v} we have that w is not an ancestor of v. Furthermore, if
N(v) \ {w} = N(w) \ {v} we can break symmetries by only allowing w to be an ancestor of
v if w > v. Appendix A proves the correctness of this rule.
4 Versions with Heuristic Presolve
Bute-Plus runs a variant of the Tweed-Plus heuristic (submitted to the heuristic track of
PACE 2020) for one minute to try to find an elimination tree of the optimum depth.
Bute-Plus-Plus is a minor variant on Bute-Plus. It runs the heuristic for two minutes
rather than one, makes slightly less use of the trie data structure, and has a slighty modified
query function for the trie that is optimised for larger graphs.
5 Dependencies
Bute has no dependencies.
Bute-Plus and Bute-Plus-Plus use code from Nauty 2.6r12 [4] for the bitset data structure
and random number generator (the latter of which is based in turn on code by Donald
Knuth). The random number generator is only used in the heuristic presolve.
Bute-Plus and Bute-Plus-Plus use Metis 5.1.0 [3] to find a nested dissection ordering
during the heuristic presolve.
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A Proof of correctness for domination rule
We now prove the correctness of the domination rule. Given a graph G and distinct vertices
v, w ∈ V (G) (with no restriction on whether v and w are adjacent), we say that v dominates
w in G if either of the following conditions holds:
N(v) \ {w} ⊃ N(w) \ {v}; or
N(v) \ {w} = N(w) \ {v} and v > w.
We use the notation G[S] to denote the subgraph of G induced by vertex-set S, and T [v]
to denote the subtree of T rooted at vertex v.
I Theorem 1. Let a connected graph G be given. There exists an elimination tree T of G
whose depth equals the treedepth of G, such that for every vertex w ∈ V (G) and every vertex
v ∈ V (G) that dominates w in G we have that w is not an ancestor of v in T .
Proof. For ease of exposition, we assume that the vertices of G are numbered in nondecreasing
order of degree (i.e. v < w =⇒ |N(v)| ≤ |N(w)|), but the proof can easily be generalised
by defining an appropriate ordering relation on the vertices.
For an elimination tree T of G, we define the score function sT : V (G) 7→ N× V (G) that
maps each vertex v to the tuple (d, v) where d is the depth of v in T . We compare scores
lexicographically; thus, v has a higher score than v′ if v appears deeper in the tree than v′ or
if the two vertices are at the same depth and v > v′. We also define the score of a tree: the
score of T equals the minimum sT (v) over all vertices v that are dominated by one of their
descendants. If no such v exists, the score of T is the special value (∞,∞).
Let a minimum-depth elimination tree T of G that breaks the domination rule be given;
that is, there exist v, v′ ∈ V (G) such that v dominates v′ in G and v′ is an ancestor of v
in T . We will demonstrate that it is possible to reorder a subtree of T to obtain a new
minimum-depth elimination tree of strictly greater score than T . Repeated application of
this rule must yield a minimum-depth elimination tree that does not break the domination
rule, since there are only finitely many different scores that elimination trees of a finite graph
can have.
Let (d, u) be the score of T . Let w be the greatest-numbered vertex in T [u] that dominates
u. The subtree T [u] may be replaced with an elimination tree that has the same vertex set as
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T [u] but is rooted at w, without increasing the height of the subtree (since G[V (T [u]) \ {w}]
is isomorphic to a subgraph of G[V (T [u]) \ {u}]). This replacement results in new minimum-
depth elimination tree T ′ of G. The score of T ′ is at least (d,w), which is greater than
(d, u). J
