OATAO is an open access repository that collects the work of Toulouse researchers and makes it freely available over the web where possible. This is an author-deposited version published in : http://oatao. Abstract. Resource allocation (RA) is one of the key stages of distributed query processing in the Data Grid environment. In the last decade were published a number of works in the field that deals with different aspects of the problem. We believe that in those studies authors paid less attention to such important aspects as definition of allocation space and criterion of parallelism degree determination. In this paper we propose a method of RA that extends existing solutions in those two points of interest and resolves the problem in the specific conditions of the large scale heterogeneous environment of Data Grids. Firstly, we propose to use a geographical proximity of nodes to data sources to define the Allocation Space (AS). Secondly, we present the principle of execution time parity between scan and join (build and probe) operations for determination of parallelism degree and for generation of load balanced query execution plans. We conducted an experiment that proved the superiority of our GeoLoc method in terms of response time over the RA method that we chose for the comparison. The present study provides also a brief description of existing methods and their qualitative comparison with respect to proposed method.
Introduction
One of the most important problems of query processing in the Data Grid environment is Resource Allocation (RA) -assignment of resources to the query operations. Being sent by the user, a query is processed by one of the Data Grid nodes, which takes the role of scheduler for the query. The problem lies in the fact that for the placement of an operation we need to select a subset of nodes among a set of Data Grid nodes, that the placement on this subset will minimize execution time of the query. In addition, each node in the Data Grid environment has its own static characteristics, such as CPU performance, amount of memory, bandwidth of I/O system and network; and dynamic characteristics: a current load of each of these mentioned resources. Another important aspect is distribution of relations over the nodes as well as their replication. Large scale of the Data Grid systems is also complicates the problem of RA, practically eliminating a possibility of using of exhaustive search algorithms.
After analyzing a number of papers on the subject [1, 2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 18, 19, 20, 21, 23, 24] , we conventionally distinguish two fundamentally different approaches [6] : incentive based [4, 13, 20, 24] and extended classic [1, 2, 5, 7, 8, 9, 10, 16, 19, 21, 23] . Their main difference lies in the cooperation type between the scheduler node and candidate nodes for hosting operations. The first approach is based on the use of some virtual incentives that encourage nodes to participate in query optimization and execution processes. The second approach involves some internal discipline or subordination of the set of candidate nodes.
In [6] we have considered and analyzed a number of proposed methods, highlighting some of advantages and disadvantages of each method. In considered studies were presented various solutions for resolving the RA problem taking into account different specific characteristics of Data Grid environments. We believe that in those studies was paid little attention to such aspects as the definition of allocation space (AS) and determination of the optimal degree of parallelism.
In this paper we propose a RA method named GeoLoc. It uses classical approach with a static RA scheme. The main ideas are:
• Restriction of the set of candidate nodes (allocation space) based on the selection of nodes that are geographically close to data sources.
• The criterion for determining an optimal degree of intra-operation parallelism based on parity between the total capacity of source nodes and the total capacity of nodes performing the join operation.
• The ranking function, which estimates overall capacities of nodes for the execution of query operations.
The present work deals with a multi-join query. Our algorithm is based on the "greedy" principle of nodes selection using an estimated overall capacity of each node. The scheduler sequentially optimizes each operation in the query plan. The degree of parallelism for each operation is determined by adding nodes one by one until the optimality criterion is fulfilled. We conducted an experiment using our own developed Data Grid simulator, which confirmed that the query execution plan generated by GeoLoc is more efficient in terms of execution time comparing to the method proposed by Gounaris et al. [10] (hereafter "reference method"). However, its optimization process is also more expensive.
The paper is organized as follows: for the first, section 1 presents a brief comparison of our method with existing works presented in the literature. Then, an approach for allocation space restriction will be introduced in section 2. A detailed description of GeoLoc algorithm is provided in section 3. And before presenting our conclusions, we provide in section 4 results of performance evaluations of the proposed method in comparison with the reference method [10] .
Related Works
In recent years were published several works covers the issue of RA in the Data Grid environment, we will consider some of them. [1, 2, 5, 7, 8, 9, 10, 16, 19, 21, 23] There are three main strategies that are being studying in literature in parallel [6] : static, dynamic and hybrid, each of which has its own specific characteristics that determine its ability to respond to changes of a dynamic environment and its ability to use different forms of parallelism for query optimization.
First strategy consists in performing RA once before query execution phase basing on the information of resources that is available at the moment of scheduling. In [10] was offered an elegant method with the static strategy that exploits practically all types of parallelism. In the beginning the algorithm obtains an optimized query execution plan with a degree of independent intra-operation parallelism equal to 1 (each operation assigned to a single node for its implementation). Than for the most expensive operations, it improves the parallelism in the loop by appointing one additional node to perform optimizing operation on each step. The loop continues until degree of parallelism of the operation becomes optimal. Another static method presented in [19] , where authors proposed a scheduler that uses inter-query and intra-query parallelism. Intra-query parallelism is limited only by partitioned intra-operation and pipeline parallelism. There is iterative algorithm, which takes the query bushy tree and parallelizes each operation on the optimal number of nodes. In order to provide load balancing, scheduler selects firstly the nodes that do not perform any operations with the requested relation at the moment. Very interesting static method was proposed in [16] . Like GeoLoc, it operates with estimated overall capacities of nodes based on its parameters and parameters of queried relations. But it implements only an independent inter-operation parallelism. The optimization algorithm builds a logical tree for a query, then for each relation of the query it selects, as a source, only one best node.
For resolving the RA problem, solutions are often based on the graph theory. Good work in that way of research was presented in [21] . Authors consider as a problem the static RA of a set of independent jobs with intensive usage of large volumes of data. As an objective they take maximization of throughput. Multiple data sources and computing resources are considered independently, even if they are physically located at the same node. A set of data sources and computational resources is represented as a weighted graph. For the calculations algorithm selects computational resources closest to the data sources. The problem was reduced to a Set Covering Problem and was used a well-known algorithm for its solution.
Dynamic strategies of RA in Data Grids are also presented in the literature [1, 2, 23] but does not get much support in the scientific community. The strategy consists in performing separate optimization of each query operation after finalizing the execution of previous ones. This approach deals with dynamicity of a Data Grid environment better than pure static methods, but its capacity to reflect to system changes is limited by the moments between operations when it can modify the plan. Also the method is limited in using of the pipeline parallelism.
The third hybrid RA strategy can be considered as an extension of the static strategy, which proposes to complement an initial static allocation with the dynamic reallocation that could reflect to changes of the environment and modify the plan during the query execution phase. It gained much attention in the recent works [5, 7, 8, 9] and we believe that it is a very promising strategy in the dynamic large scale environment. An interesting solution implementing the strategy was proposed in the work [5] . The method is based on the greedy RA algorithm, which selects nodes with maximal throughput capacities, known from previous queries executions. The method includes a dynamic load balancing algorithm on the basis of the algorithm Eddies, which allows transferring the load between nodes during operation execution without interrupting the operation.
Another important characteristic of RA methods is the organization of a control structure of query scheduler. Most of methods are based on the centralized scheduling, relying upon the central Data Grid scheduler [1, 2, 5, 16, 19, 21, 23] , using a global catalog that provides complete information about all nodes and relations of the environment or even about network topology and interconnection links [21] . One of advantages of that approach is the possibility to exploit an inter-query parallelism that is impossible in decentralized approaches. But, in our opinion, centralized scheduling is a very risky solution in the large scale dynamic environment, because in that case the functionality of whole system depends entirely on the reliability of the single control element. That is why our method is based on the decentralized approach that we consider the most effective solution in the Data Grid .
Also we believe that it is important to base a method on the realistic hypothesis about distribution of relations in the Data Grid. For example, a number of methods [1, 2, 16, 19, 21, 23] do not take into account distributed relations, considering only its duplication. In contrast, in GeoLoc method we utilized distribution and duplication of relations, which is not only more realistic, but also raises the efficiency of our algorithm. The principle was implemented also in some other methods [5, 10] .
In our opinion, the two points of interest got little attention in all reviewed works: definition of allocation space (AS) and criterion of determination of a parallelism degree. For the AS definition, the typical solution is to consider all existing nodes as candidates [21] or to restrict the search space only by nodes that initially contain a requested data [16, 19] . The first solution is not realistic in a large scale environment and the second is too strong restriction that may decrease the efficiency of RA. That is why we proposed our definition of allocation space, considering two categories of candidate nodes: source nodes and nearest nodes.
For determination of parallelism degree, some authors propose to increment iteratively parallelism of an operation, finishing the process when adding another node to allocation plan does not give any more profit [5, 10] . In [19] presented an algorithm of load balancing of query plan, which reassigns nodes among operations from less complex to more complex ones. Our method differs from the above-mentioned by using the criterion of parity between scan and join operations, which permit to generate load balanced query plans with response time close to optimum.
Allocation Space
Allocation space (AS) is a set of nodes, which are considered as candidates for the query placement in the Data Grid. In a large-scale environment for solving the problem of RA we cannot consider as candidates the entire set of existing nodes. This would make the task of the optimal placement extremely time-consuming and expensive. The only one solution is to limit the AS by those nodes that are supposed to be the best candidates for the processing query.
Admittedly, as candidates for query operations placement we consider initially the nodes that store fragments of processing relations. Firstly, they naturally act as a data source for placement of Scan operations. Secondly, placing on them join operations is often an effective way to reduce the amount of data transferred over the network. This is especially important considering that the network connections in a large-scale environment is the most critical resource that often becomes a bottleneck that limits performance of the query. This category of nodes we named source nodes.
The second major category of node which we propose to include in the AS is a set of nodes that are close geographically to the source nodes. We assume that the nodes that are in a geographical proximity to the source nodes have, in general, less extensive communication links with them and therefore the data transferring between them is much faster with fewer loads on the network components. As a consequence, the nearest nodes are attractive candidates for join operations placement because the distribution (or redistribution) on them can be done with a much lower cost. Of course, in our assumption there may be exceptions in particular case, however, we believe that in general it is realistic and will provide substantial benefits on average. This category of nodes, we denote nearest nodes.
Discussing the need to use the nearest nodes, we assume that all nodes store information about their own geographic coordinates, and that other nodes of Data Grid can use it in the resource discovery phase to determine the geographical proximity.
Allocation Algorithm
The problem of query placement consists in finding an optimal placement among a large set of possible placements and is proven to be NP-complete [12] . There are two main approaches for resolving this problem: exact methods [22] and heuristics [17] . The first class of methods cannot be applied in large-scale environments because of the huge number of possible placements. So for resolving the problem of RA in Data Grid the second approach is a natural choice. It allows us to find quasi-optimal solution in a short period of time, which is very important because in a dynamically changing environment, the resource data may become obsolete faster than a slow algorithm finds an optimal solution.
We decided to use as the base of our method a so-called "greedy" heuristic, which is widely used in optimization algorithms. We would remind that in our system, we consider all relations as a number of non-intersecting fragments, each of which is in general replicated among multiple nodes. The proposed algorithm receives as an input a set of discovered candidate nodes and as an output it returns a generated execution plan. For each join operation a separate RA is performed, the result of which -the intermediate relation -is used as a source in the join operation of a higher level. Thus, the algorithm passes a logical query tree bottom-up, successively placing resources for each join operation.
The proposed algorithm consists of two main steps:
1. Definition of the allocation space 2. Parallelism degree determination and generation of an execution plan
We will examine them more in detail in the following subsections.
2.1.

Definition of Allocation Space
As described above, AS includes source nodes and nearest nodes. Preparing of AS in our algorithm starts with the selection of source nodes. Each node in our system we consider as a set of hardware resources, such as:
• Network connection bandwidth (Mb/s)
• Amount of memory (Mb)
• CPU performance (MOPS) For node performance estimation, for using it as a source of relation, we take into consideration only the first two hardware resources (network and I/O). We assume that each used relation fragment will be read from I/O subsystem and transferred to other nodes for executing the join operation. I.e. total bandwidth of the node N we estimate as a minimum between network connection and I/O subsystem bandwidths:
Where -unoccupied network connection bandwidth, -unoccupied I/O bandwidth Where ! -load factor of the network connection, Net -network bandwidth
Where %& -load factor of I/O bandwidth, IO -I/O bandwidth Thus, the node performance index depends directly on the current load of its resources. For placing Scan operation for each fragment of the relation we select the one that have the highest performance index (bandwidth), i.e.
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After defining the set of source nodes, we can place Scan operations and generate AS incorporating both source nodes and its nearest nodes. We suppose that the entire set of nearest nodes for each potential source node is determined at the phase of resource discovery. Consequently, after selecting source nodes, we can determine a subset of its nearest nodes.
Generation of Execution Plan
The algorithm of an execution plan generation is intended for the resources allocation of a query. Firstly, it selects a subset of nodes from a set of candidate nodes for query execution, and then it determines an optimal degree of intra-operation parallelism for each join operation. As an input the algorithm receives a set of candidate nodes (AS) and characteristics of joining relations and its fragments. At the output, it returns the final query execution plan with allocated resources.
Where H ! , IJ:K ! and ! -execution time, performance and load factor for the network connection. latency -latency of the connection;
Where H ; <=>! -execution time estimation.
After generating an execution plan for a join operation, the algorithm is repeated for a next join until the resources will be assigned for all operations. Meanwhile, nodes that store obtained intermediate relations from previous operations are used as source nodes in subsequent operations.
Performance Evaluation
We have conducted an experiment to determine the effectiveness of the proposed RA method. We used our Data Grid simulator, which allows simulating RA methods in a large-scale environment. The main parameters that we used for the simulation are shown in Table 1 . Simulation model and system parameters discussed in detail in [6] . Measurements were performed by running a series of 100 queries for various levels of complexity. As simple queries we considered queries with 1 and 2 joins, average -3-5 joins, complex -6-7 joins.
In our experiment we compared the methods by two principal parameters: optimization time that reflects the duration of RA process and response time that we count as a sum of optimization and execution times. Also was counted a speed-up for each of measured parameters as a biggest value divided by a smallest one.
Performance Analysis
For our comparison we decided to use the reference method [10] , implementing it on the basis of the greedy heuristic. This method uses all kind of parallelism, but its allocation space is limited by source nodes only.
Reference algorithm INPUT: initial query execution plan (with minimal degree of parallelism), set of candidate nodes OUTPUT: query execution plan
IF X is Optimized THEN EXIT LOOP 5. DO 6.
Increase the degree of parallelism of X 7.
UNTIL PerformanceIncrease(X) < Threshold 8.
Mark operation X as Optimized 9. ENDLOOP END From our point of view, it is quite representative for the classical approach of RA. As seen in Fig. 1 , GeoLoc method has considerably higher computational complexity. This is because it uses a much larger set of candidates including not only nodes that store data, but also nearest nodes, which firstly complicates the search and secondly allows to use a higher degree of parallelism. As seen in Fig. 3 , the method of GeoLoc has significantly less response time than the reference method. During the experiment we found out that our algorithm uses much higher (by order of magnitude) degree of intra-operation parallelism then the reference method because of larger set of candidate nodes. This is the main reason of its advantage in response time. Another reason is the using of nearest nodes for join operation placement that provides faster data transmission. Fig . 4 shows the increase of the speed-up between the methods with increasing complexity of the query. For queries of any complexity, our method shows a significant advantage over the reference method by the response time.
Conclusion
In the present study we proposed the GeoLoc method that consists of two parts. First part is an algorithm for determining the AS based on geographic proximity to the source nodes of relations. Second part is an algorithm of execution plan generation that uses our proposed parallelism degree determining criterion. In the experiment our method shows a significant advantage over the classical method for performance evaluation in terms of response time. However the query optimization time increased tenfold. Nevertheless, we believe that the level of complexity of the GeoLoc algorithm is acceptable for use in a large-scale Data Grid.
In this paper we have dealt with two of the three [11] characteristics of Data Grid: a large scale and heterogeneous nodes. In the future we will extend the proposed method for resolving the third significant problem of Data Grid -dynamicity.
