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Abstract—To mitigate the attacks by malicious peers and to motivate the peers to share the resources in peer-to-peer networks,
several reputation systems have been proposed in the past. In most of them, the peers evaluate other peers based on their past
interactions and then aggregate this information in the whole network. However such an aggregation process requires approximations
in order to converge at some global consensus. It may not be the true reflection of past behavior of the peers. Moreover such type of
aggregation gives only the relative ranking of peers without any absolute evaluation of their past. This is more significant when all the
peers responding to a query, are malicious. In such a situation, we can only know that who is better among them without knowing their
rank in the whole network. In this paper, we are proposing a new algorithm which accounts for the past behavior of the peers and will
estimate the absolute value of the trust of peers. Consequently, we can suitably identify them as a good peers or malicious peers. Our
algorithm converges at some global consensus much faster by choosing suitable parameters. Because of its absolute nature it will
equally load all the peers in network. It will also reduce the inauthentic download in the network which was not possible in existing
algorithms.
Index Terms—Peer-to-peer Network, Trust, Global Trust, Local Trust, DHT, Non-negative matrix, Eigenvector.
✦
1 INTRODUCTION
FOR exchanging and sharing the information, peer-topeer networks are better because of their inherent ad-
vantage of scalability and robustness, as compare to tra-
ditional client server model. Every peer in p2p network
can initiate the communication and each peer can act both
like client as well as server, and has equal responsibility.
But due to lack of functionality of central control, some
peers can easily sabotage the network by putting inauthentic
contents in the network. Such peers are called malicious
peers. Furthermore, rational behavior of peers encourage
them only to draw the resources from network without
sharing any thing. These types of peer are called free riders.
In such a situation, p2p network functions like a poor client
server system where only few peers act as server with much
less upload bandwidth and storage capacity. The success
of peer to peer networks largely depends on the policy by
which these two issues can be handled. Many researchers
have proposed to implement a reputation system based on
the past behavior of peers in the network. Past behavior is
modelled as trust. It is qualitative and difficult to measure in
quantity. Hence, suitable metric and algorithms are required
to measure as well as propagate it to all the nodes, so that
behavior of peers can be modelled.
In most of the existing reputation systems, all the peers
evaluate the other peers, based on the past interactions and
assign them some trust value, also called local trust value.
These local trust values are basic information, which are
aggregated in whole network to form the global reputation
of the peer. This aggregation process is different for struc-
tured and unstructured p2p network. In structured network,
responsibility to manage global reputation through aggre-
gation is distributed among all the peers. It is also called
global trust value of peer. With the help of DHT algorithms,
such as Chord [12], CAN [13], Pastry [14], Tapestry [15], the
peer managing global trust of a peer can be easily located.
In such a network, consensus is estimated by the manager
peer. In an unstructured network, each peer evaluate the
global trust value of peers by collecting the local trust from
different peers through a distributed aggregation algorithm,
the aggregation can be done either by gossiping protocol or
by taking feedback only from few significant peers; however
taking feedback only from few of the peers does not make
the global trust, global in true sense. In both structured
and unstructured network, if consensus is taken across the
whole network, then local trust needs to be normalized in
some way, which results in approximation of global trust.
Some times it may not be the true reflection of the past
behavior of peers. This type of aggregation gives only the
ranking of peers. This ranking system is similar to the
random surfer Model [17] which is based on the popularity
of page on the web. But there is a difference between
popularity and trustworthiness; a peer can be popular in
a network by doing transaction with large number of peers,
but may not be providing good quality of service. However,
for a trustworthy peer, quality of service provided in each
transaction will be good.
Let us understand it by following example. Let there
be five peers in a network - A, B, C, D and E. After some
interactions they give some local trust value to each other as
shown in table I. After aggregating these local trust values
[3] [6], they are ranked as B, E, C, D, A; B is most trustworthy
and A is least trustworthy. If it is aggregated as in [10], then
they are ranked as E, B, D, C, A; E is most trustworthy and A
is least trustworthy. But we can see clearly from Table1 that
A is making two transactions but both transactions are good
as compared to any transaction made by B, C and D. So we
can not conclude that A is less trustworthy as compared to
B, C and D.
Furthermore ranking of peers does not give any absolute
characterization of them. There are many situation where
2Table 1: Local trust of peers A, B, C, D and E, zero means
there is no interaction between peers till now
A B C D E
A 0 0.6 0.6 0 0
B 0.3 0 0.3 0.4 0.4
C 0.4 0.4 0 0.2 0.2
D 0.5 0.1 0.1 0 0.5
E 0.7 0.7 0.8 0 0
we need absolute characterization of peers. Consider the
example when a peer send a request for a particular file and
all the responding peers are malicious, then ranking system
can only tells us that who is better among them. We will
never knowwhether they are malicious peers or good peers.
It can result in inauthentic download in the network. Besides
all these facts, relative ranking of peers overload the most
reputable peers even if we use the probabilistic approach
to select the source peer for download, i.e.,the probability
of choosing a download source peer is proportional to its
global trust. Also, the process of normalization method is
message consuming task. For example, if trust assigning
peer updates the local trust of any one of its interacting peer,
then it needs to update the values of all the other interacting
peers. It will require more messages to communicate the
update to the trust holder peers.
Keeping in view all the above points, a reputation system
in p2p network must have the following design considera-
tions.
• Reputation should be true reflection of past behavior.
• Reputation must be aggregated in the whole net-
work.
• The system should be robust to the malicious peers
with as many attackers model as possible.
• Load Balance: System should not overload only few
peers in network.
• Adaptive to peer dynamics
• Fast Convergence Speed
• Lower overhead/message complexity
• No Central authority
In this paper, we propose a metric and an aggregation
algorithm which truly capture the past behavior of the
peers. The proposed aggregation algorithm does not require
any kind of normalization hence it automatically meets the
above design considerations. It is purely decentralized and
does not require any kind of central authority or pre-trusted
peers or power nodes. The Absolute Trust is based on the
concept of weighted averaging and scaling of local trust. It is
calculated recursively in the whole network till it converges.
We will show that it will converge at some unique global
value and can be calculated distributively in the whole
network by all the peers. Our simulation results show that it
gives better authentic downloading performance and more
uniform load distributions among good peers with lesser
message complexity.
Rest of the paper is organized as follows. Section 2
represents the past work done on reputation systems. In
section 3, we will define the basic trust model and its ag-
gregating algorithm. Section 4 will be covering the existence
and uniqueness of proposed global trust. In section 5, the
algorithm is analyzed. Section 6 presents simulation results,
and finally in section 7, conclusion and future work is
presented.
2 RELATED WORK
Reputation system is used to establish the trust among the
buyers in e-commerce e.g. Amazon, Flipkart, Snapdeal, eBay
[1]. In all such systems, there is some central authority and
it is keeping the record of past experiences of buyers. This
experience is used by new buyers for their shopping. Ag-
gregating the feedback in the presence of central authority
is simple task, but p2p system is distributed in nature so
maintaining and aggregating the trust is not trivial.
Aberer and Despotovic [2] proposed a trust model in
which only complaints are reported if any, otherwise peers
are assumed to be trustworthy. Eigentrust Algorithm [3] is
based on Random Surfer Model [17]. Pre-trusted peers are
required to handle the malicious peers in it. In PeerTrust
[4] five different factors are defined for evaluation of trust-
worthiness of the peers. Both Eigentrust and PeerTrust are
based on the concept of weighted average. Fuzzy Trust
model [5] proposed by Song et al. It is also based on
the concept of weighted average, where weight factor is
determined by three variables– the peer’s reputation, the
transaction date and the transaction amount. The message
complexity in Fuzzy Trust [5] is lesser than in the Eigentrust
[3]. PowerTrust [6] is based on assumption of the power
law network. In it local trust is aggregated similarly to the
Eigentrust [3] except pre-trusted peers are replaced by most
reputable peers in the network. These reputable peers are
searched and elected dynamically in the network. All above
trust models [2] [3] [4] [5] [6] are for structured network and
DHT is used for efficient location of trust holder peers.
In unstructured network, global trust is calculated by
floating the query for local trust in the network. The peer,
who wants to calculate the global trust, waits for the feed-
back upto some time. Then the calculation of global trust
is performed with these limited number of feedback given
by some of the peers. Gossip Trust [7] used same metric
as in [3] and local trust values are gossiped in the network
similarly to randomized gossip algorithm in [17]. In Scal-
able Feedback Aggregation (SFA) [9], the trustworthiness is
calculated by weighted average of local trust and feedback
taken by few of the peers. Antonino et al. proposed a flow-
based reputation [10] which is modified version of [3]. It is
only for centralize systems. Wang and Vassileva proposed
a Bayesian Trust Model [24] in which, different aspect of
peer behavior are modelled in different situations. Damiani
et al proposed a system [25] for managing and sharing
the servent’s reputation in which peers poll other peers
by broadcasting a request for opinion. In another similar
approach [26] Damiani et al. considered the reputation of
both peers and resources, but credibility of voter was not
considered in both the approaches .
33 PROPOSED TRUST MODEL
In this model of peer to peer network, the peers are assumed
to exchange only the files as the resource . With suitable
modification, the same model can also be used for other
kind of resources. We will define the basic trust metric,
namely local trust, which is the raw data used for the
calculation of global trust, which the trust, system as a
whole keeps on an individual peer. Later we will give an
algorithm for the aggregation of the local trusts in the whole
network to generate global trust value.
3.1 Local Trust
Typically peer’s satisfaction after a transaction can be clas-
sified as satisfied, neutral or unsatisfied. We can also define
many other levels, but for simplicity only three levels have
been assumed. Let peer i download some files from peer j,
then peer i can assign a local trust value to peer j as
Tij =
ngwg + nnwn + nbwb
nt
.
where,
ng = Number of satisfactroy files,
nn = Number of average or neutral files,
nb = Number of unsatisfactroy files,
nt = Total Number of downloaded files,
wg = Weigtht factor for satisfactroy files,
wn = Weight factor for average or neutral files,
wb = Weight factor for unsatisfactroy files,
Let us assume that the variation of weight factor varies
linearly from unsatisfactory file to satisfactory file, then
wn =
wg + wb
2
.
On simplification,
Tij =
[ngwg + (nt − ng − nb) (wg+wb)2 + nbwb
nt
]
Tij =
1
2nt
[(ng − nb + nt)wg + (nb − ng + nt)wb]
Tij =
1
2
[(x− y + 1)wg + (y − x+ 1)wb] (1)
where,
x = Fraction of satisfactory files, and
y = Fraction of unsatisfactory files.
This metric will ensure that local trust value will remain
between wg and wb. For example if peer i download 100
files from peer A and B, and A provide 20 satisfactory files,
40 unsatisfactory files and rest average files while peer B
provide 30 satisfactory files, 60 unsatisfactory files and rest
average files; assuming that weight factor of good file is 10
and that is for bad file is 1, then TiA = 4.6 and TiB = 4.15
Many author argue that there are many other factors
which can influence the local trust value like amount of
transactions, date of transactions, number of transactions
etc. [4] [5] [9] [11]. We agree with their arguments which
can also be considered in our case. But in all the cases, the
(a) One-to-Many (b) Many-to-One
(c) One-to-One
Figure 1: Different ways of evaluation
aggregation process will remain same. In case of free riding,
one can define the metric for local trust in many different
ways. In the next section, above issues are not discussed
and we focus only on the information aggregation in the
network.
3.2 Absolute Trust: Algorithm for Aggregation
In any evaluation process, there are two parties, one who is
evaluating; we will call it the evaluator, and the one who is
being evaluated; we will call it the evaluatee. Reliability of
evaluation depends on who is evaluating, and it varies from
person to person. It is said to be more reliable if it is done
by a competent evaluator.
There are three different scenario in the evaluation as
shown in figure 1. One-to-many: one person is evaluating
many persons; many-to-one: many persons are evaluating
one person; and one-to-one: one person is evaluating an-
other person. In one-to-many scenario, since evaluation is
done by only one person, the evaluation can be considered
to be uniform. Further the evaluated metric can be linearly
scaled up or down. In many-to-one evaluation since one
person is evaluated by many persons so there are chances
of contradictions. At the same time, the opinion of any
evaluator can not be ignored. Thus, the best way to resolve
the contradiction is to take the weighted average of all the
evaluators’ opinions, while assigning more weight to a more
competent evaluator. In one-to-one evaluation, there is no
direct comparison of two evaluations because the evaluator
and evaluatee both are different. In order to compare these
evaluations it is essential to make them uniformwith respect
to evaluator. Again based on the concept that competent
evaluator’s evaluation will be more accurate, we can bias
these evaluation by a weight factor which must be propor-
4tional in some sense to the competence of evaluator. This
bias can be given by
Eval uniform out = [(Eval value in)p.(we)
q]
1
p+q (2)
where, Eval value in is evaluation done by an individual
evaluator, we is weight factor assigned to this evaluator,
Eval uniform out is output uniform evaluation and p ,
q are suitably chosen constants.
If p = q, then Eval uniform out is geometric mean of
we and Eval value in. If we take q = α.p then
Eval uniform out = [(Eval value in).(we)
α]
1
1+α
The impact of we and α can be seen in figure 2(a), (b) and
(c). In these figures, we can see that Eval uniform out in-
creases faster with increasing Eval uniform in for higher
values of we and for lower values of α. The transformation
suppresses the reputation reported by less reputed peers,
because the suppression is higher for lesser weight factor
we. Also Eval uniform out is monotonically increasing
with Eval uniform in.
Now let there be N peers in the network, and they are
interacting with each other. If any peer i takes the service of
any peer j then i can evaluate j′s trust according to equation
1. Each i can evaluate all such j independently and there is
no need of any modification in them, because it is one-to-
many evaluation. We are aggregating the values of these
one-to-many evaluations (local trust) resulting in estimate
of absolute global trust.
Each peer is also providing services to many other
peers, and is being evaluated by them. This is many-to-
one evaluation. The aggregated trust values after this step
will be weighted average of all the local trust estimates. The
weight factor can be chosen in many different ways, but
global trust of an individual peer will be best choice to be
used as a weight. Many authors argue that a good service
provider may not be a good feedback provider [4] [9] [11].
But we argue that until peers are not in the competition, a
good service provider will be most likely a good feedback
provider. So we have taken global trust of peers as the
weight factor for the purpose of aggregation of local trust.
Hence global trust, ti of any peer i is given by
ti =
∑
j∈Si
Tjitj∑
j∈Si
tj
∀i. (3)
Here, Si is a set of peers getting services from peer i, Tji is
local trust of peer i evaluated by peer j, tj is global trust of
peer j. Equation 3 can be rearranged as
ti =
∑
j∈Si
Tjitj
ei.C.t
=
∑
j∈Si
(eiCt)
−1Tjitj
These set of N equations can be written in the form of
matrix as
t = [diag(e1Ct, e2Ct, .....eNCt)]
−1Ttt
where, t is global reputation vector, T is trust matrix, its
Tij element is local trust value of peer j assigned by peer
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(c) α = 1/4
Figure 2: Transformation curve, taking evaluated value of
trust as a input and uniform evaluated trust value as a
output shown for different values of α
5i. The element Tij is zero if there is no interaction among
peer i and peer j, ei is row vector with i
th entry as 1 and all
others are zero, C is incidence matrix corresponding to Tt
i.e. if Tji > 0, then Cij = 1, else Cij = 0. T
t is transpose of
matrix T.
It is clear from equation 3 that value of ti will remain
between minimum and maximum value of local trust given
by peers belonging to S.
Now in the whole network every peer is evaluated by a
different set. If the sets can be represented equivalently as
a single peer, then it is same as one-to-one evaluation. This
evaluation can be made uniform using equation 2. To give
the equivalent global trust of the set, consider a set S of m
peers with global trust values t1, t2......tm. The global trust
of the set must be dominated by the more trustworthy peers
because we are giving more weight to their opinion. With
the notion of weighted average, intuitively, we can define
the global trust of the set as
ts =
∑
j∈S t
2
j∑
j∈S tj
. (4)
This equation is similar to equation 3. Here, we are ensuring
that global trust of a set will be dominated by the peers
having higher global trust value. It will always be in be-
tween the minimum and maximum values of global trust of
the members of set S. The global trust, ti, of a peer i, can
be biased by the global trust, tsi , of trust assigning set Si
according to equation 2, then the modified global trust of
peer i can be written as
ti = [ti
p.tsi
q]
1
(p+q) ;
ti =
[(∑
j∈Si
Tjitj∑
j∈Si
tj
)p
.
(∑
j∈Si
t2j∑
j∈Si
tj
)q] 1
(p+q)
(5)
Equation 5 will be the true reflection of past behavior
of peer i in the whole system. This equation will give us
the absolute interpretation of global trust value of any peer.
We have made it uniform by using a biasing factor ts. We
can now directly compare the global trust values of any two
peers. Equation 5 can be rearranged as
ti =
[(∑
j∈Si
Tjitj∑
j∈Si
tj
)
.
(∑
j∈Si
t2j∑
j∈Si
tj
)q/p] 1
(1+q/p)
=
[(
(
∑
j∈Si
t2j )
q/p
(
∑
j∈Si
tj)(1+q/p)
)
.
(∑
j∈Si
Tjitj
)] 1
(1+q/p)
=
[(
(ei.C.diag(t).t)
α
(ei.C.t)(1+α)
)
.
(∑
j∈Si
Tjitj
)] 1
(1+α)
=
[ ∑
j∈Si
(
(ei.C.diag(t).t)
α
(ei.C.t)(1+α)
)
.
(
Tji
)
.
(
tj
)] 1
(1+α)
There are N nodes in the network, i = 1, 2, .....N , so
these set ofN equations can be written in the form of matrix
as follows
t = (D.Tt.t)
1
1+α .
D is a diagonal matrix, with its ith element di as[ (ei.C.diag(t).t)α
(ei.C.t)(1+α)
]
, diag(t) isNXN diagonal matrix, with its
iith element as ti and α = q/p. Rest all have same meaning
as mentioned above. Power of the vector is defined as the
power of its individual element.
In this set, there are N unknowns and N non-linear
equations, hence we can not state any thing directly about
the solution of these equations. However we will show in
next section that there exist a unique positive global trust
vector, corresponding to these set of equations. We can find
the solution iteratively. In each iteration, we are taking a
wider view of global trust of any peer i in the network.
In subsection 5.1, speed of convergence has been discussed.
We can see directly from figure 3 that the convergence is
more rapid in the initial iterations. This shows that, in the
calculation of global trust we are giving more weightage to
the one hop neighbors and the weightage decreases as hop
counts are increasing.
4 EXISTENCE AND UNIQUENESS OF GLOBAL
TRUST
We are proposing following lemmas and theorems to show
the existence and uniqueness of global trust vector. Few
definitions which will be used in this section.
Definition 1. A vector v or matrix M is said to be
positive/nonnegative if its each element vi or Mij is
positive/nonnegative and real.
Definition 2. A vector v
′
/ matrixM
′
is said to be less than
v
′′
/M
′′
if its each element v
′
i/M
′
ij is less than vi
′′/Mij
′′.
Lemma 1. Let z be a positive vector in RN , such that z = f(t),
with its ith element as
[
ti(eiCt)
(eiC.diag(t).t)
]α
.ti. Then ∃ at least one
pair of positive vectors t
′
and t
′′
such that, if t
′′
> t
′
, then
f(t
′′
) > f(t
′
)
where α is an arbitrary rational number.
Proof. Let us consider two vectors t
′
= a.e and t
′′
= b.e.
Where e is a vector with all elements as ’1’, a and b are
scalar such that b > a > 0. Then ith element of vector f(t
′
)
fi(t
′) =
[
t
′
i(eiCt
′
)
(eiC.diag(t
′).t′)
]α
.t
′
i
fi(t
′) =
[
a(m.a)
(m.a2)
]α
.a
fi(t
′) = a
here m is number of ′1′ in ith row of incidence matrix C.
Similarly
fi(t
′′) = b
hence ∃ a pair of positive vectors t
′
and t
′′
satisfying the
condition.
6Lemma 2. Let A and B be NXN non negative, irreducible
matrices with spectral radius ’1’, and corresponding eigen vector
v. Then for any vector x; having at least one component along
vector v.
lim
k→∞
(M1.M2.M3........Mk)x = c.v
Here Mi can be A or B for all i from 1 to k and c is any scalar. A
and B are such that (M1.M2.M3........Mk) is also irreducible.
Proof. Let the eigen vectors of matrix A and B are
v,v2,v3, ......vN and v,u2,u3, .....vN. Then any vector x;
having at least one component along vector v, can be
expressed as
x = a1v + a2v2 + .......aNvN
and
x = b1v + b2u2 + ......bNuN
when this vector will pass through matrix A and B then it
will be
Ax = a1v + a2λ2v2 + .....+ aNλNvN
and
Bx = b1v + b2γ2u2 + ......+ nNγNuN
where λ2, λ3......λN and γ2, γ3......γN are eigen values of
matrix A and B respectively. If it will again pass through
any of A and B, then vector v will remain as it is
and magnitude of all other vectors will decrease because
1 > |λ2| > |λ3|.... > |λN | and 1 > |γ2| > |γ3|...... > |γN |
(see [16]). Thus
BAx = a1v + δav + L.O.M.O.u2,u3, ....uN
and
ABx = b2v + δbv+ L.O.M.Ov2,v3, ......vN
L.O.M.O. means ”lower order magnitude of”. Repeating
this operation kth times in any order we will get
lim
k→∞
(M1.M2.M3........Mk)x = c.v
where Mi can be A or B for all i from 1 to k
Theorem 1. Let A and B be NXN non negative, irreducible
matrices with spectral radius ’1’, and corresponding eigen vector
v. Then for any vector x in RN
lim
k→∞
(A−B)kx = 0
Proof. In Lemma 2 let Mi = A for all i, then
lim
k→∞
Ak−1x ≈ a1v, (6)
and if Mi = B for all i, then
lim
k→∞
Bk−1x ≈ a2v (7)
if Mi is taken randomly A or B, then
lim
k→∞
(A.B......B.A...(k − 1)times)x ≈ a3v (8)
where a1, a2 and a3 are some scalers, adding 6, 7 with all
combinations of 8 will result
lim
k→∞
(A−B)k−1x ≈ bv (9)
here b is a linear combination of a1, a2 and all a3. Now pre-
multiplying equation 9 by (A−B),
(A−B)(A −B)
k−1
x = (A−B)bv = (v − v)b = 0
Hence
lim
k→∞
(A−B)kx = 0
Theorem 2. Let A,A1,A2......Am be NXN non negative,
irreducible matrices, with spectral radius 1, λ1, λ2......λm respec-
tively. Let the corresponding eigen vector for all the above matrices
be v. Then for any vector x.
lim
k→∞
(A1 +A2 + .....Am −A)
kx = 0
if |λ1 + λ2 + ......λm − 1| < 1
Proof. Let
M = (A1 +A2 + .......+Am)
then
M.v = (A1 +A2 + .......+Am).v
= (λ1 + λ2 + ......+ λm).v = λ.v
hence v is also an eigen vector of matrixM and correspond-
ing eigen value is λ. Matrix M is the sum of non negative,
irreducible matricesA1,A2......Am thereforeM is also non
negative and irreducible. So we can conclude that spectral
radius of matrix M is λ.
Further M can be written as
M =
[
M
λ
+
(λ − 1)M
λ
]
= [B+N]
here B is M/λ and N is (λ − 1)M/λ. Matrix B and N
are scalar multiple of non negative irreducible matrix M
therefore matrix B and N also follow the properties of
non negative irreducible matrices. Hence spectral radius
of matrix B and N is ’1’ and |λ − 1| respectively and
corresponding eigen vector is v.
If |λ− 1| < 1 then
lim
k→∞
Nkx = 0, (10)
and from Theorem 1
lim
k→∞
(B−A)kx = 0. (11)
In fact when vector x is passed through any of N or
(B−A) its magnitude decreases, and at k →∞, it become
zero. So in general we can write
lim
k→∞
(M1.M2.M3........Mk)x = 0 (12)
where Mi can be any of N or (B−A). Adding all the
combinations of equation 12 with equation 10 and equation
11, we will get
lim
k→∞
(N+ (B−A))
k
x = 0
7or
lim
k→∞
(M −A)kx = 0
hence
lim
k→∞
(A1 +A2 + .....Am −A)
kx = 0
if |λ− 1| < 1 or |λ1 + λ2 + ......λm − 1| < 1.
Theorem 3. let T be NXN non negative, irreducible matrix
then, ∃ a positive vector t such that
(t)1+α = (D.Tt.t)
D is diagonal matrix, with its ith element di as[(
eiC.diag(t).t
)α(
eiCt
)(1+α)
]
.
Proof. Relation (t)1+α = (D.Tt.t) can be written as
Ttt = D−1(t)1+α = y
where yi =
[
(eiCt)
(1+α)
(eiC.diag(t).t)α
]
t1+αi . Further, yi can be written
as
yi = (eiCt)
[
(eiCt)
α
(eiC.diag(t).t)α
]
t1+αi
= (eiCt)
[
ti(eiCt)
eiC.diag(t).t
]α
ti
= (eiCt).fi(t)
= ei(fi(t)C).t
hence vector y can be written as
y = F(t).t
where matrix F(t) has nonzero elements at same position as
matrixC and therefore at same position asTt, its ij element
Fij(t) is fi(t), hence
Tt.t = F(t).t
Now, ∃ a positive vector t′, such that fi(t
′
) ≤ min(Tij > 0).
For such t
′
,
Tt.t
′
> F(t
′
).t
′
.
Also ∃ a positive vector t′′, such that fi(t
′′
) ≥ max(Tij),
For such t
′′
,
Tt.t
′′
< F(t
′′
).t
′′
function f is continuous and from Lemma 1 there exist a
path from f(t
′
) to f(t
′′
) such that if t
′′
> t
′
, then f(t
′′
) >
f(t
′
). Hence, ∃ a positive vector t between t
′
and t
′′
, such
that
Tt.t = F(t).t
hence ∃ a positive vector t, such that
(t)1+α = (D.Tt.t)
Theorem 4. Vector t in theorem 3 is unique and can be calculated
by iterative function
tk = φ(tk−1) = [D(tk−1).Tt.tk−1)]
1
1+α ,
where tk is the value of vector t in kth iteration and φ is the
iterative function from RN → RN . The error in vector t will
converge by the factor 1+αα in every iteration.
Proof. Let us rearrange the iterative function φ(tk−1)
tk = φ(tk−1)
= [D(tk−1).Tt.tk−1)]
1
1+α
= [diag(d1,d2....dN)T
t.tk−1]
1
1+α
(13)
where
di =
((
eiC.diag(t
k−1).tk−1
)α
(
eiCtk−1
)(1+α)
)
Then ith element of tk will be
tki =
[(
eiT
t.tk−1
)(
eiC.diag(t
k−1).tk−1
)α
(
eiCtk−1
)1+α
] 1
1+α
=
[(
eiT
t.tk−1
) 1
1+α
(
eiC.diag(t
k−1).tk−1
) α
1+α(
eiCtk−1
)
] (14)
Let tki and t
k−1
i are, far from actual solution ti by δt
k
i and
δtk−1i respectively, then
ti + δt
k
i =
[(
eiT
t.(t+ δtk−1)
) 1
1+α(
eiC(t+ δtk−1)
)
]
.
[
(
eiC.diag(t+ δt
k−1).(t+ δtk−1)
) α
1+α ]
=
[(
eiT
t.t
) 1
1+α
(
eiC.diag(t).t
) α
1+α(
eiCt
)
]
.
[
(1 + ei.T
t.δtk−1
ei.Tt.t
)
1
1+α
(1 + ei.C.δt
k−1
ei.C.t
)
]
.
[(
1+
2ei.C.diag(t).δt
k−1
ei.C.diag(t).t
+
ei.C.diag(δt
k−1).δtk−1
ei.C.diag(t).t
) α
1+α
]
Since δtk−1 << t hence we can neglect the higher order
terms of δtk−1.
≈
[(
eiT
t.t
) 1
1+α
(
eiC.diag(t).t
) α
1+α(
eiCt
)
]
.
[
(1 + ei.T
t.δtk−1
ei.Tt.t
)
1
1+α
(1 + ei.C.δt
k−1
ei.C.t
)
]
.
[(
1 +
2ei.C.diag(t).δt
k−1
ei.C.diag(t).t
) α
1+α
]
Using equation 14
= ti.
[
(1 + ei.T
t.δtk−1
ei.Tt.t
)
1
1+α
(1 + ei.C.δt
k−1
ei.C.t
)
]
.
[(
1 +
2ei.C.diag(t).δt
k−1
ei.C.diag(t).t
) α
1+α
]
Using binomial expansion and neglecting higher order
terms of δtk−1
8≈ ti.
[
(1 + ei.T
t.δtk−1
(1+α)ei.Tt.t
)
(1 + ei.C.δt
k−1
ei.C.t
)
]
.
[(
1 +
2αei.C.diag(t).δt
k−1
(1 + α)ei.C.diag(t).t
)]
δtki = ti.[(
1 + ei.T
t.δtk−1
(1+α)ei.Tt.t
)
(
1 + ei.C.δt
k−1
ei.C.t
) (1 + 2αei.C.diag(t).δtk−1
(1 + α)ei.C.diag(t).t
)]
− ti
δtki = ti.[(
1 + ei.T
t.δtk−1
(1+α)ei.Tt.t
)
(1 + ei.C.δt
k−1
ei.C.t
)
(
1 +
2αei.C.diag(t).δt
k−1
(1 + α)ei.C.diag(t).t
)
− 1
]
= ti.[(
1 +
ei.T
t.δtk−1
(1 + α)ei.Tt.t
)(
1 +
2αei.C.diag(t).δt
k−1
(1 + α)ei.C.diag(t).t
)
−
(
1 +
ei.C.δt
k−1
ei.C.t
)]/(
1 +
ei.C.δt
k−1
ei.C.t
)
Approximating the denominator term
(
1+ ei.C.δt
k−1
ei.C.t
)
≈ 1
≈ ti.[(
ei.T
t.δtk−1
(1 + α)ei.Tt.t
)
+
(
2αei.C.diag(t).δt
k−1
(1 + α)ei.C.diag(t).t
)
+
(
ei.T
t.δtk−1
(1 + α)ei.Tt.t
)
.
(
2αei.C.diag(t).δt
k−1
(1 + α)ei.C.diag(t).t
)
−
(
ei.C.δt
k−1
ei.C.t
)]
Again neglecting higher order terms of δtk−1
≈ ti.[(
ei.T
t.δtk−1
(1 + α)ei.Tt.t
)
+
(
2αei.C.diag(t).δt
k−1
(1 + α)ei.C.diag(t).t
)
−
(
ei.C.δt
k−1
ei.C.t
)]
=[(
ti.ei.T
t
(1 + α)ei.Tt.t
)
+
(
2α.ti.ei.C.diag(t)
(1 + α)ei.C.diag(t).t
)
−
(
ti.ei.C
ei.C.t
)]
.δtk−1
= [Xi + Yi − Zi].δt
k−1
WhereXi,Yi and Zi are i
th row of NXN matrixX,Y and
Z respectively, it is clear from the above that
Xt =
1
1 + α
.t,
Yt =
2α
1 + α
.t
and
Zt = 1.t,
where,
X,Y,Z, t > 0
Matrices X,Y,Z have non zero elements at same position
as matrix Tt, hence all these are also irreducible. Therefore
spectral radius of X,Y and Z will be 11+α ,
2α
1+α and 1.
Now
δtk = (X+Y − Z)δtk−1
If initial error in t is δt0 then
limk→∞δt
k = limk→∞(X+Y − Z)
kδt0
Directly from Theorem 2
limk→∞(X+Y − Z)
kδt0 = 0
⇒ limk→∞δt
k = 0
if
|
1
1 + α
+
2α
1 + α
− 1| < 1
⇒
α
1 + α
< 1
Which is true for any α > 0
In every step error will decrease by a factor of 1+αα .
Vector t will converge fast if value of α is small. Hence
speed of convergence will be
=
1 + α
α
In theorem 4 if α = q/p then ith element of vector t will
be
ti =
((
eiC.diag(t).t
) q
p
(eiCt)
(1+ qp )
(eiT
tt)
) 1
1+
q
p
=
((
eiC.diag(t).t
eiCt
)q(
eiT
tt
eiCt
)p) 1p+q
ti =
[(∑
j∈S Tjitj∑
j∈S tj
)p
.
(∑
j∈S t
2
j∑
j∈S tj
)q] 1
(p+q)
Which is equation 5 hence global trust exists, and can be
calculated by above equation.
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Figure 3: Convergence of Algorithm for different values of
α
5 ANALYSIS OF ALGORITHM
5.1 Speed of Convergence
Figure 3 shows the speed of convergence of our algorithm,
graph is plotted for the average value of residue of global
trust at any node as the iterations performs, i.e.
1
N
||tk − tk−1||1
We can see from the figure that as α is decreasing its speed
of convergence is increasing. For α ≤ 1/3, it is converging
in less then seven iterations. Lower value of αmeans higher
value of p compare to q. Higher p means more weightage
to first term, which is weighted average of trust value
informed one hop neighbors. Lower q means lesser weight
to second term which is equivalent global trust of trust
assigning set S. But there is trade-off between these two.
First term is used to settle the conflicts among direct trust
assigning peers, and second term is used to bias the global
trust of peer according to global trust of the trust assigning
set. The global trust of individual members of set is biased
by their trust assigning set respectively, and so on. Hence
second factor is taking the opinion from the whole of the
network. We can not neglect the opinion of other peers but
we also need faster convergence of the algorithm. Because
higher the speed of convergence, lesser will be the number
of message needed to update the global trust.
5.2 Implementation in Distributed System
Algorithm 1 describes how the requesting peers can select
the peer from whom to download. We will call the selected
peers as source peers. Each peer can set the Global ref , a
reference value of global trust, to decide whether to select
a peer as a source peer or not. If global trust of any peer
is less than Global ref , then it should not be selected
as a source. The requesting peers initiates a query for a
resources. Each query is given a TTL value. Whenever a
query is forwarded, its TTL value is decremented. When
TTL becomes zero, the query is not forwarded anymore.
The requesting peer can control the scope of query by
choosing TTL value. A requesting peer will wait for a
time greater than 2xTTL. If no response is received within
waiting period, the query can be made again with larger
TTL value. After getting the response from the network, a
peer can select the most reputed peer as the source peer
and can download the required file. In order to balance
the load of the network, a peer can select the set of peers
whose global trust is more than theGlobal ref and then the
source peer can be selected probabilistically among them.
The probability of selecting any peer as a source can be
taken to be proportional to its global trust. This strategy has
twofold effects, one is to allow only the reputable peer to
become the source, and another balancing the load among
the reputable peers. After selecting the source peer and
getting the file from it, a peer can evaluate quality of file and
can send the feedback to the peers holding the trust values
of source peer. Here it is important to note that if local trust
of any source peer is updated then it will not effect the local
trust of other co-source peers, and peer needs to send the
updated feedback of only that source peer whose local trust
is being updated. However in normalization methods [3]
[6], if local trust value of any source peer is updated then
local trust value of all other source peers also have to be
updated. Because in normalization method, sum of all the
trust values assigned by any peer to all its source peers have
to be one. This guarantees the convergence of global trust in
normalization method. Let average number of source peers
per peer is avg source then in one update of local trust
we are saving avg source − 1 number of messages, which
is very significant for the whole network. In this process,
if all of the responding peers have a global trust less than
Global ref then all of them can be rejected and requesting
peer can go for another search by increasing the TTL value
of query. There should be an upper limit on TTL, after which
peer should stop and terminate the query process.
Global trust can be updated by each trust holder peer
according to algorithm 2. It is similar to update method
used in [3] [6]. To calculate the global trust value of any
peer, trust holder peer needs to know the local trust values
of that peer and the current global trust value of trust
assigning peers. Trust assigning peers will send the local
trust values of source peers to their trust holder peers and
trust holder peers will ask the current global trust values
of trust assigning peers from their respective trust holder
peers. This process is repeated till the convergence of global
trust see algorithm 2. For security purpose, more than one
peers can manage the global trust of a particular peer.
Again here, it is important to note that number of iterations
required to converge the global trust will be maximum in
first time only. In all successive updates global trust will
converge more faster since initial guess of global trust will
be more close to the final global trust value. Global trust
will converge for any initial value of global trust vector, t0.
But we have to ensure that, at least one component of global
trust vector, t0, must be along the final global trust vector,
t, see section 4. We can ensure this by taking initial global
trust value for all peers as (w g + w b)/2.
So far we have discussed that how to aggregate the
global trust from local trust and in peer selection procedure
we are considering only the global trust. However global
trust is more significant if peer has no past history with
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any of responding peer. If peer has some past history with
any one of them then decision of selection of source peer
can be done according to βti + (1 − β)Tji. It is convex
combination of global trust of peer and local trust value
assigned by requesting peer to responding peer in past. The
value of parameter β can be selected by peer depending on
its confidence on responding peer.
Algorithm 1 For selection of source peer
1: procedure
2: Global ref ← (w g+w b)2
3: TTL← Const.
4: top:
5: Set T ime Counter ≥ 2 ∗ TTL
6: i← 0
7: Send the query for required file in Network;
8: while i ≤ T ime Counter do
9: Wait for response from the network;
10: i← i+ 1;
11: end while
12: if Number of responding peers == 0 then
13: if TTL ≥ (TTL)upper then
14: Terminate the query process;
15: else
16: Increase TTL;
17: goto top
18: end if
19: else
20: Get the Global T rust of all the responding peers
from their trust holder peer;
21: Select the peer with maximum Global T rust;
22: if Global T rust ≥ Global ref then
23: Download the required file;
24: Evaluate the file;
25: Send the feedback to trust holder peer of
source peer;
26: Stop;
27: else
28: if TTL ≥ (TTL)upper then
29: Terminate the query process;
30: else
31: Increase TTL;
32: goto top
33: end if
34: end if
35: end if
36: end procedure
6 EXPERIMENTAL EVALUATION
Referring to [9] and [18], we used NetLogo 5.2 [19], to
evaluate the performance of our algorithm. NetLogo is a
multi-agent programmable modeling environment where
we can model the different agents and can ask them to
perform the task in parallel and independently. It is written
mostly in Scala, with some parts in Java. We also simulated
and compared our result with two most popular reputation
system Eigen Trust [3] and Power Trust [6]. We found
that our algorithm is giving better performance in various
Algorithm 2 For updating the Global Trust of peers
1: Input: Local Trust values of peers
2: Output: Global trust on trust holder peers
3: procedure
4: for each peer i do
5: for all peer j, who is selected as source peer do
6: Evaluate the received file;
7: Assign the Local Trust value between w b to
w g;
8: Send the local Trust to trust holder peer of
peer j;
9: end for
10: if Peer i is trust holder peer of peer k then
11: for all peer j, who selected k as a source peer
do
12: Receive the Local Trust values Tkj ;
13: Locate their trust holder peer;
14: end for
15: Initialization;
16: Set p,q, previous tk, threshold;
17: while error ≥ threshold do
18: Receive the Global Trust tj from their trust
holder peer ;
19: Compute
20: tk ←
[(
∑
j∈S Tjktj∑
j∈S tj
)p
.
(
∑
j∈S t
2
j∑
j∈S tj
)q] 1(p+q)
21: error ← |tk − previous tk|
22: previous tk ← tk
23: end while
24: end if
25: end for
26: end procedure
Table 2: Values of various parameters which we used in our
simulation
S.N. Parameter Description Value
1 N Number of Peers in Network 100
2 Num file
Number of different files in Net-
work
1000
3 Num transact
Total number of transaction in
network
10000
4 γ Zipf’s Constant 0.4
5 p See from equation 5 3
6 q See from equation 5 1
7 w b
Weight factor for unsatisfactory
file
1
8 w g
Weight factor for satisfactory
file
10
9 Global ref
Threshold value of Global Trust
for good peers
5.5
behavioral conditions of peers in the network. It is explained
in next subsections.
6.1 Simulation setup
We simulate a typical p2p network with parameters and
distribution taken from real world measurements [20]. We
used percentage of authentic download as a standard metric
to evaluate and compare the performance of reputation
systems. In this model, peer can issue a query for particular
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file. The query propagates in the network and peers can
respond to it if they have that particular file. Peers can ask
for only those files which they don’t have. Peers can select
a source peer according to its global trust and can reject all
the possible source peer if none of them are found suitable.
The parameters used in simulation are shown in Table
2. We have taken 100 node network. However number of
nodes can be increased upto any number but the results
are expected to remain same irrespective of the number
of nodes, because we are taking percentage of authentic
download as a standard metric to compare the results. Files
are distributed among the nodes as a Zipf’s Law with Zipf
constant as 0.4. There are 1000 types of different files in
network. We have taken the weight factor for authentic file
is 10 and for malicious file is 1. Observations are taken for
10000 transactions. Rest of the parameters are shown in the
Table 2. We have also considered the transient phase and
applied the global trust update after every 200 query cycles.
Peer behaves as their defined behavior in 95% of the
time and rest of the time just opposite to it, assuming that
5% of time all peers make the mistake and behave just
opposite to their defined behavior. There are good peers,
malicious peers, unpredictable peers, and collective peers
in the network. Behavior of these peers are defined in next
subsections. We have performed simulation in various peers
behavioral conditions. Each experiment is performed for ten
times and then readings are averaged among them.
6.2 Performance in the presence of pure malicious
peers
In this model, there are some good and some malicious
peers in network. Good peers provide authentic files and
right feedback and malicious peers provide inauthentic file
and wrong feedback. 95% of the times peer behaves as
above defined behavior and rest of the time just opposite
to it. Wrong feedback can be given in many ways [11], how-
ever we are considering the case in which, malicious peers
give highest feedback to other malicious peers and lowest
feedback to good peers. We have increased the percent of
malicious peers in the network from 5% to 45% and plotted
the result in figure 4. It can be observed from this figure that
percentage of authentic download increase significantly as
compare to the Eigen Trust [3] and Power Trust [6]. Here
we can see that maximum percent of authentic download is
95% because 5 % of time peers behave just opposite to their
defined behavior.
6.3 Performance in the presence of peers with unpre-
dictable behavior
In this model, simulation is performed in the presence of un-
predictable peers. These peers behave as a good peers upto
some time and earn the reputation, then they start behaving
like malicious peers after some time. Since behavior of these
peers change dynamically and it is very difficult to predict
their behavior, hence they are called unpredictable peers.
Initially there are 10% of purely malicious peers and few un-
predictable peers in the network. We increase the percentage
of unpredictable peers from 5% to 35% and plotted the result
in figure 5. We can see from this figure that Absolute Trust
perform significantly better. We can also see that power trust
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Figure 4: good peers gives value to good peers and bad
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Figure 5: 10 % of peers are purely malicious and few behave
as a good peers upto some time then behave maliciously
after that
is vulnerable to unpredictable malicious peers attack. It is
because in some cases unpredictable malicious peers can
earn the good reputation upto some time and can be elected
as a power node in the network, and then they can start
misusing this reputation. Since power nodes play a major
role in Power Trust [6] so they can damage the system
more powerfully, if wrong nodes are elected as a power
nodes. Chances of, unpredictable peers getting elected as
a power node is higher when percentage of malicious nodes
are more. This we can observe from figure 5 that, when
% of unpredictable peers increase upto 25% the authentic
download decreases rapidly.
6.4 Performance in the presence of malicious collec-
tives
In this model, we performed the simulation in the presence
of malicious collectives. Malicious collectives are group
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Figure 6: Malicious collectives
of peers, those who know each others and increase their
reputation values and give minimum values to all others.
Malicious collectives always select the source peers from
their group and increase their reputation by giving maxi-
mum weight to their file and minimum to all others file. If
there are more than one malicious groups then malicious
collectives select the source peer among their own group
and for other group they behave like pure malicious peer.
Practically speaking, percent of peers making malicious
collective can not be more than 5% to 10% however there can
be many number of malicious groups. Keeping this thing in
view we kept 5% of the peers in one group and number
of groups are increased from 1 to 6. Result of simulation is
plotted in figure 6. We can observe that Absolute trust is
performing better than rest two.
6.5 Analysis of load distribution among the peers
Among all the responding peers, a peer is selected as a
source peer if its global trust is higher as compare to others.
In the Absolute trust we are calculating the global trust of
peers absolutely so it is not reducing the global trust of
others, while in relative ranking peers are combating with
each other for global trust, if global trust of any peer is
increased in some fraction it will decrease the global trust
of other peers. Hence relative difference between the global
trust, will always be higher in case of normalization .
In simulation we calculated the load of individual peers
that is number of times a particular peer is selected as a
source peer. Then we calculated the standard deviation of
load among all the peers. Simulation is performed in the
presence of pure malicious peer, and standard deviation
of load is calculated only among the good nodes because
majority of load have to be shared by good peers only.
Malicious peers are increased from 5% to 30%. The result
of simulation is plotted in Figure 7, we can see directly
from there, the standard deviation of load distribution is
minimum in Absolute trust.
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Figure 7: Standard deviation of load distribution among the
peers in different Reputation System
7 CONCLUSION AND FUTURE WORK
In this work, we presented an algorithm for aggregation
of local trust in peer-to peer network. We have seen that
our algorithm is able to fulfill all design considerations
mentioned in the introduction. Aggregation is done without
normalization, hence it is true reflection of past behavior
of peers in network. The calculation of global trust is done
recursively and it converges at some unique value. With
the suitable choice of parameter p and q, (Eq.2) the algo-
rithm converges much faster. The updates have to be send
about only those peers whose local trust value is changing.
Hence, lesser number of messages are required to update
the global trust. This algorithm can be implemented in truly
distributed system where no central authority is present.
We have presented the results for simulation and it shows
that this algorithm is robust against the various attacks like
individual malicious, unpredictable malicious and collective
malicious. Lastly we have shown through simulations that,
because peers are not competing with each others for higher
value of global trust hence load on individual good peer is
more uniform compared to when relative ranking mecha-
nism is used.
In future we will look into how to handle the Sybil attack
in an efficient way. The choice of parameter p and q are very
important and a trade-off is involved in it. The appropriate
values of p and q need further investigation.
REFERENCES
[1] eBay website. www.ebay.com.
[2] K. Aberer and Z. Despotovic, ”Managing Trust in a Peer-to-Peer
Information System,” Proc. of the 10th International Conference on
Information and Knowledge Management (ACM CIKM), New York,
USA, 2001.
[3] S. D. Kamvar, M. T. Schlosser and H. Garcia-Molina, “The eigen-
trust algorithm for reputation management in P2P networks,”
Proc. of the 12th international conference on World Wide Web, ser.
WWW ’03. New York, USA: ACM, 2003, pp. 640–651.
[4] L. Xiong and L. Liu, “Peertrust: Supporting Reputation-Based
Trust for Peer-to-Peer Ecommerce Communities,” IEEE Trans.
Knowledge and Data Eng., vol. 16, no. 7, pp. 843-857, July 2004.
13
[5] S. Song, K. Hwang, R. Zhou and Y. K. Kwok, “Trusted P2P
Transactions with Fuzzy Reputation Aggregation,” IEEE Internet
Computing, vol. 9, no. 6, pp. 24-34, November-December 2005.
[6] R. Zhou and K. Hwang, “Powertrust: A Robust and Scalable
Reputation System for Trusted Peer-to-Peer Computing,” IEEE
Trans. Parallel and Distributed Systems, vol. 18, no. 4, pp. 460-473,
April 2007.
[7] R. Zhou, K. Hwang and M. Cai, “Gossiptrust for Fast Reputation
Aggregation in Peer-to-Peer Networks,” IEEE Trans. Knowledge and
Data Eng, vol. 20, no. 9, pp. 1282-1295, September 2008.
[8] S. Boyd, A. Ghosh, B. Prabhakar and D. Shah, “Randomized
Gossip Algorithms,” IEEE/ACM Trans. Networking, vol. 52, no. 6,
pp. 2508-2530, June 2006.
[9] Xiaoyong Li, Feng Zhou and Xudong Yang, ”Scalable Feedback
Aggregating (SFA) Overlay for Large-Scale P2P Trust Manage-
ment,” IEEE Trans. Parallel and Distributed Systems, Vol. 23, No.
10, pp.1944-1957, October 2012.
[10] A. Simone, B. Skoric and N. Zannone, ”Flow-Based Reputation:
More than Just Ranking,” International Journal of Information Tech-
nology and Decision Making, Vol. 11, No. 3, pp. 551-578, December
2012.
[11] Ahmet Burak Can and Bharat Bhargava, ”SORT: A Self-
ORganizing Trust Model for Peer-to-Peer Systems,” IEEE Trans.
On Dependable and Secure Computing, Vol. 10, No. 1, pp. 14-27,
January/February 2013.
[12] I. Stoica, R. Morris, D. Nowell, D. Karger, M. Kaashoek, F. Dabek
and H. Balakrishnan, ”Chord: A Scalable Peer-to-Peer Lookup
Protocol for Internet Applications,” ACM SIGCOMM Computer
Comm. Rev., vol. 31, no. 4, pp. 149-160, 2001.
[13] S. Ratnasamy, P. Francis, M. Handley, R. Karp and S. Shenker, ”A
scalable content-addressable network,” Proc. of ACM SIGCOMM
’01 conference on Applications, technologies, architectures, and protocols
for computer communications, pp. 161-172, August 2001.
[14] A. Rowstron and P. Druschel, ”Pastry: Scalable, distributed object
location and routing for large-scale peer-to-peer systems,” Proc. of
the Middleware’01 IFIP/ACM International Conference on Distributed
Systems Platforms Heidelberg, 2001.
[15] B. Y. Zhao, L. Huang, J. Stribling, S. C. Rhea, A. D. Joseph and
J. D. Kubiatowicz, ”Tapestry: A resilient global-scale overlay for
service deployment,” IEEE Journal on Selected Areas in Communica-
tions, vol. 22, no. 1, pp. 41–53, January 2004.
[16] E. Seneta, ”Non-negative Matrices and Markov Chains,” 2nd ed.
Springer-Verlog, New York Heidelberg Berlin, 1981.
[17] L. Page, S. Brin, R. Motwani and T. Winograd , ”The PageRank
Citation Ranking: Bringing Order to the Web,” Technical report,
Stanford Digital Library Technologies Project, 1998.
[18] Z. Liang and W. Shi, ”Analysis of ratings on trust inference in
open environments,” Performance Evaluation, vol. 65, no. 2, pp. 99-
128, 2008.
[19] Uri Wilensky, https://ccl.northwestern.edu/netlogo/, 2015.
[20] S. Saroiu, P. K. Gummadi and S. D. Gribble. ”A Measurement
Study of Peer-to-Peer File Sharing Systems,” Proc. of Multimedia
Computing and Networking (MMCN ’02), San Jose, CA, USA, Jan-
uary 2002.
[21] Matei Ripeanu, Adriana Iamnitchi, and Ian Foster, ”Mapping the
Gnutella Network: Properties of Large-Scale Peer-to-Peer Systems
and Implications for System Design,” IEEE Internet Computing
Journal special issue on peer-to-peer networking, vol. 6(1), 50-57,
January/February 2002.
[22] Lada A. Adamic and Bernardo A. Huberman, ”Zipf’s law and the
Internet,” Glottometrics 3, 143-150, 2002.
[23] Denis Serre, ”Matrices Theory and Applications,” Sringer-Verlag
New York, Inc., 2002.
[24] Y. Wang and J. Vassileva, ”Bayesian Network Trust Model in Peer-
to-Peer Networks,” Proc. Second Workshop Agents and Peer-to-Peer
Computing at the Autonomous Agents and Multi Agent Systems Conf.
(AAMAS), 2003.
[25] E. Damiani, S. D. C. di Vimercati, S. Paraboschi and P. Samarati,
“Managing and Sharing Servants’ Reputations in P2P Systems,
”IEEE Trans. Knowledge and Data Eng.,” vol. 15, no. 4, pp. 840-854,
July/August 2003.
[26] E. Damiani, S.D.C. di Vimercati, S. Paraboschi, P. Samarati and
F. Violante, ”A Reputation-Based Approach for Choosing Reliable
Resources in Peer-to-Peer Networks,” Proc. Ninth ACM Conf. Com-
puter and Comm. Security, pp. 207-216, 2002.
[27] Sergio Marti and Hector Garcia-Molina, ”Taxonomy of Trust: Cat-
egorizing P2P Reputation Systems,” Computer Networks, Volume
50 Issue 4, 15 Pages 472 - 484, March 2006.
[28] A. Jøsang, R. Ismail and C. Boyd, ”A Survey of Trust and Rep-
utation Systems for Online Service Provision,” Decision Support
Systems, vol. 43, no. 2, pp. 618-644, 2007.
[29] A. Jøsang, R. Hayward and S. Pope, ”Trust Network Analysis
with Subjective Logic,” Australian Computer Society, Twenty-Ninth
Australasian Computer Science Conference(ACSC2006), Hobart, Tas-
mania, Australia, vol.48, January 2006.
[30] C. T. Kelley, ”Iterative Methods for Linear and Nonlinear Equations,”
Society for Industrial and Applied Mathematics, Philadelphia,
1995.
[31] H. Zhang, A. Goel and R. Govindan, ”Making Eigenvector-Based
Reputation Systems Robust to Collusion,” Proc. Third Workshop
Economic Issues in P2P Systems, June 2003.
[32] Taher H. Haveliwala and Sepandar D. Kamvar, ”The Second Eigen-
value of the Google Matrix,” Technical report, Stanford University,
2003.
PLACE
PHOTO
HERE
Sateesh Kumar Awasthi He was born in Ut-
tarkashi, India. He is currently pursuing Ph.D
in the Department of Electrical Engineering at
IIT, Kanpur. His research interest include Peer-
to-Peer Networks, Wireless Sensor Networks,
Complex Networks, Social Networks, Solution of
non-linear equations, Application of Linear Alge-
bra and Game theory in Networks.
PLACE
PHOTO
HERE
Yatindra Nath Singh He was born in Delhi, In-
dia. He was awarded Ph.D for his work on optical
amplifier placement problem in all-optical broad-
cast networks in 1997 by IIT Delhi. In July 1997,
he joined EE Department, IIT Kanpur. He was
given AICTE young teacher award in 2003. Cur-
rently, he is working as professor. He is fellow of
IETE, senior member of IEEE and ICEITE, and
member ISOC. He has interests in telecommu-
nications’ networks specially optical networks,
switching systems, mobile communications, dis-
tributed software system design. He has supervised 7 Ph.D and more
than 97 M.Tech theses so far. He has filed three patents for switch ar-
chitectures, and have published many journal and conference research
publications. He has also written lecture notes on Digital Switching which
are distributed as open access content through content repository of IIT
Kanpur. He has also been involved in opensource software develop-
ment. He has started Brihaspati (brihaspati.sourceforge.net) initiative,
an opesource learning management system, BrihaspatiSync – a live lec-
ture delivery system over Internet, BGAS – general accounting systems
for academic institutes.
