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ABSTRACT 
In real-world applications, learning from data with multi-view 
and multi-label inevitably confronts with three challenges: 
missing labels, incomplete views, and non-aligned views. Existing 
methods mainly concern the first two and commonly need 
multiple assumptions in attacking them, making even state-of-
the-arts also involve at least two explicit hyper-parameters in 
their objectives such that model selection is quite difficult. More 
toughly, these will encounter a failure in dealing with the third 
challenge, let alone address the three challenges jointly. In this 
paper, our goal is to meet all of them by presenting a concise yet 
effective model with only one hyper-parameter in modeling under 
the least assumption. To make our model more discriminative, we 
exploit not only the consensus of multiple views but also the 
global and local structures among multiple labels. More 
specifically, we introduce an indicator matrix to tackle the first 
two challenges in a regression manner while align the same 
individual label and all labels of different views in a common label 
space to battle the third challenge. During our alignment, we 
characterize specially the global and the local structures of 
multiple labels with high-rank and low-rank, respectively. 
Consequently, the regularization terms involved in modeling are 
integrated by a single hyper-parameter. Even without view-
alignment, it is still confirmed that our method achieves better 
performance on five real datasets compared to state-of-the-arts.  
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1 INTRODUCTION 
Multi-view multi-label learning is designed to predict the multiple 
labels of an object represented by multiple views. In reality, multi-
view multi-label learning has wide applications ranging from 
image classification [1, 2] to video analysis [3, 4] in that multi-
view multi-label data is ubiquitous. For example, an image can be 
described by HOG features, SIFT features, and color features, 
meanwhile, the image can also be tagged with “tree, water, sky” 
as its labels; a video includes diverse representations such as audio, 
text, and picture, at the same time, the video can be annotated by 
several labels like “Shakespeare, opera, King Lear”. As two 
individual research fields, multi-view learning [5-7] and multi-
label learning [8-11] are respectively and extensively studied in 
last two decades. Nonetheless, to date, as their intersection or 
marry, multi-view multi-label learning [12] is still relatively 
under-studied. Note that, there has been active literature 
motivated for “multi-modal learning” [13-16], and the scope of 
“multi-view learning” is more extensive since the latter contains 
not only the multi-modal learning but also the learning paradigm 
of the same modal but different angles. 
In practice, a situation we will often suffer is that multi-view 
multi-label data appears in three forms: missing labels, incomplete 
views, and non-aligned views. Reasons behind the appearance of 
these issues are: (1) insufficient resources or limited knowledge 
makes it expensive to obtain all the relevant labels of a sample; (2) 
malfunction of sensors or occlusion in some views causes the 
incompleteness of views; (3) the completely aligned information 
can hardly be accessed for privacy protection or aligned views are 
disturbed by carelessness of mankind. E.g., in the social network, 
users may have multiple accounts as in Facebook, Twitter, and 
Instagram, but we do not know which accounts belong to the 
same user owing to the privacy protection. All of the three issues 
could dramatically degenerate the performance. Existing methods 
[17, 18] of addressing them usually suffer from two disadvantages. 
First, they only focus on the first two issues and assume that the 
views involved must be aligned. However, this assumption does 
not necessarily always hold in reality, and for non-aligned views, 
traditional multi-view learning methods operating in the aligned 
cases are difficult to be directly adopted due to the lack of 
straightforward interactions among views. Second, introducing 
overmuch hyper-parameters in dealing with the problems of 
missing labels and incomplete views makes them difficult to 
optimize and reproduce. 
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To alleviate aforecited two disadvantages, two questions arise 
naturally. One is how to simultaneously address all the three 
challenges. The other is how to efficiently build a model using as 
few hyper-parameters as possible. 
It is worth emphasizing that the non-aligned views add extra 
challenges to the original already challenging problem with 
missing labels and incomplete views. The reasons are as follows: 
(1) these non-aligned views make the interactions among different 
views no longer easy to be available, thus, their explicitly 
complementary information can hardly be exploited. (2) In 
conventional incomplete multi-view learning, those missing 
views of samples can be completed with the help of the paired 
ones from other observed views, however, in our non-aligned 
views setting, no paired sample can be available. As a result, the 
problem of multi-view incompleteness is more severe and hard to 
be tractable even if possible. (3) Under the situation of non-aligned 
views, information able to be utilized for the correspondence 
among views most probably hides in the common or sharing 
labels of samples from different views, however, unfortunately, in 
the missing multi-label setting, such beneficial label information 
is quite limited. 
In this paper, we propose a Non-Aligned Incomplete Multi-
view and Missing Multi-label Learning method abbreviated as 
NAIM3L to address the arising two questions. Our starting point 
is that although samples among views are not aligned explicitly, 
they can still be bridged implicitly through the common or sharing 
labels and thus can be learned complementally. In addition, 
intuitively, the samples with similar labels are more prone to be 
strongly correlated with each other while those with dissimilar 
labels are weakly correlated, even uncorrelated, which reflects the 
local and the global structural relations within multiple labels, 
respectively. Mathematically, the local structure can 
approximately correspond to the low rankness of the label matrix 
of samples sharing the same individual label while the global 
structure can roughly correspond to the high rankness of the label 
matrix of all samples. An intuitive description of this global-local 
structure is illustrated in Figure 1. For conciseness and due to the 
limitation of space, we only use two views to illustrate the global 
and the local structures of multiple labels, but such an illustration 
can be directly generalized to the case of more than two views. By 
formulating the above two structures as a single regularizer in the 
modeling below, we design a final optimization objective for the 
model establishment. What makes our method mostly different 
from existing multi-label learning methods is that the latter 
almost completely neglect the global high-rank structure, which 
will be proved in our experiments that such global high rankness 
will play a must role. In summary, our contributions are two folds: 
(1) To the best of our knowledge, this is the first multi-view 
multi-label learning work of jointly considering non-alignment of 
views, incompleteness of views, and missing of labels within a 
concise yet effective model. And contrary to other methods, this 
is the first work that models the global structure of the multi-label 
matrix to be high-rank, whose effectiveness has been validated in 
our experiments.  
(2) We utilize the ConCave-Convex Procedure (CCCP) to 
reduce the objective function as a convex optimization problem 
and then provide an efficient ADMM algorithm by which a closed 
form solution of each sub-problem is derived.  
Compared with other multi-view multi-label learning methods, 
our model exhibits the following three merits. First, only one 
hyper-parameter corresponding to the regularization term is 
introduced in modeling, which makes its optimization greatly 
easier than existing works. Second, our model is inductive, thus 
making it able to be applied directly to predict unseen samples. 
Figure 1: The global and local structures of multiple labels. The same sample of non-aligned views is represented by the 
same color, and ”sky”, ”cloud” …”fish” are the multiple labels. ”1” in the label matrix means that the sample is annotated 
with the corresponding label while “-1” means not. All the label matrices are vertically concatenated. The label matrix of 
all samples from two views has full column rank or high rank, which refers to the global structure of multiple labels. 
Meanwhile, the sub-label matrix comprised of samples that share the same individual label tends to have low rank, e.g., 
the rank of sub-label matrix that share the same label “cloud” equals to 2, which corresponds to the local structure of 
multiple labels. 
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Third, our model outperforms state-of-the-arts on five real 
datasets even without view-alignment. 
The rest of this paper is organized as follows. In Section 2, we 
briefly overview some related work of multi-view multi-label 
learning. Section 3 proposes our method NAIM3L, and an efficient 
ADMM algorithm is presented in section 4 to solve it. Extensive 
experimental results and analyses are reported in Section 5. 
Section 6 concludes this paper with future research directions. 
2 RELEATED WORK 
To date, in the face of the abovementioned three challenges, 
existing work concerns either only one or two of them. According 
to the number of challenges addressed, we can roughly divide 
them into two major categories: methods of addressing one 
challenge and methods of addressing two challenges, where the 
former can be divided into three sub-categories: non-aligned 
multi-view learning, incomplete multi-view learning, and multi-
label learning with missing labels. In this section, we overview 
recent research closely related to ours based on the above 
categories.  
2.1 Methods of Addressing One Challenge 
Non-aligned multi-view learning deals with the problem that 
samples in all views are totally unpaired while accompanied with 
certain constraints from (weak) supervised information such as 
must-link (ML) and cannot-link (CL). We will give a formal 
definition of non-aligned views in subsection 3.1. To our 
knowledge, UPMVKSC [19] is the first and only work that 
considers the non-aligned multiple views. In UPMVKSC, the 
authors incorporated the ML and the CL constraints into the 
kernel spectral clustering to increase the learning performance.  
However, this work assumes that views involved are completed 
and information about the constraints must be given in prior. 
Incomplete multi-view learning handles the issue that 
samples in some views are missing. Recently, some incomplete 
multi-view learning methods have been proposed. For example, 
Xu et al.  [20] have proposed a method termed  MVL-IV to 
accomplish multi-view learning with incomplete views by 
assuming that different views should be generated from a shared 
subspace. Afterward, Du et al. [21] have modeled the statistical 
relationships of multi-modality emotional data using multiple 
modality-specific generative networks with a shared latent space, 
in which a Gaussian mixture assumption of the shared latent 
variables is imposed. Lately, Xue et al. [22] have integrated semi-
supervised deep matrix factorization, correlated subspace learning, 
and multi-view label prediction into a unified framework to 
jointly learn the deep correlated predictive subspace and multi-
view shared and private label predictors. Newly, Zhang et al. [23] 
have presented CPM-Nets to learn the latent multi-view 
representation through mimicking data transmitting, such that 
the optimal tradeoff between consistence and complementarity 
across different views can be achieved. In summary, all the above 
methods assume the views involved are aligned and focus on the 
task of multi-class learning, which is a special case of multi-label 
learning when each sample is annotated with only one label.  In 
addition, there have been abundant literature about incomplete 
multi-view clustering [24-27], which is not the focus of this paper.  
Multi-label learning with missing labels aims to predict 
the complete labels by giving part of multiple labels of an object. 
Zhang et al. [28] have proposed a framework to sufficiently 
leverage the inter-label correlations and the optimal combination 
of heterogeneous features based on multi-graph Laplacian.  Liu et 
al. [29] have presented a model called lrMMC that first seeks a 
low-dimensional common representation of all the views by 
constraining their common subspace to be low-rank and then 
utilizes matrix completion for multi-label classification. Zhu et al. 
[30] have put forward a method termed GLMVML, which extends 
the GLOCAL [31] model to its multi-view version by exploiting 
the global and the local label correlations of all the views and each 
view simultaneously. Although some of them also consider the 
global and the local structures, the main differences from ours lie 
in that almost all methods of such a kind assume not only the 
global and the local manifold structures of the given data but also 
the low-rankness of the whole label matrix, while our method just 
needs an assumption about the rank of (predictive) label matrix to 
formulate the global and the local structures, and more 
importantly, we argue that the whole label matrix should be high-
rank opposing to the popular low-rank assumption. 
2.2 Methods of Addressing Two Challenges 
As far as we have known, there are only two methods called 
iMVWL [17] and IMVL-IV [18] that take both incomplete multi-
view and missing multi-label into consideration. iMVWL learns a 
shared subspace from incomplete views by exploiting weak labels 
and local label correlations, and then trains a predictor in this 
subspace such that it can capture not only cross-view 
relationships but also weak-label information of the training 
samples. Differently, IMVL-IV provides a unified framework for 
characterizing multiple ingredients including label-specific 
features, global and local correlations among labels, low-rank 
assumption of the label matrix, and consistency among the 
representations of these views. However, these methods require 
views to be aligned, and involve at least two explicit hyper-
parameters in their objectives. More dauntingly, IMVL-IV even 
contains ten hyper-parameters. 
2.3 Summary 
To summarize, the aforementioned methods have three 
weaknesses: (1) most of them assume that the views involved 
must be aligned, which naturally limits their applicability in 
practice. (2) Except for MVL-IV, all the methods involve at least 
two explicit hyper-parameters in their modeling, and some of 
them even have more extra implicit hyper-parameters making the 
model selection quite cumbersome. (3) Most of them are created 
by the non-negative matrix factorization [32], resulting in the 
failure of directly obtaining an inductive learner, thus being 
suboptimal for predicting unseen samples. In the next section, we 
will propose a concise yet effective model to overcome the above 
shortcomings. 
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3 METHODOLOGY 
3.1 Problem Settings 
In this subsection, first we give the formal definition of non-
aligned views and then present the problem settings of our model 
in detail. 
Definition 1. Given a multi-view multi-label data set  , 
suppose that ( )
1{ }
i V
i  X  contains V different views, where 
( ) ( ) ( ) ( )
1 2[ , , , ]
i i
i
n di i i i
nx x x
 X  is the feature matrix of the i-th 
view, 
in  and id  are the numbers of samples and the dimensions 
of the features of the i-th view, respectively. If samples across all 
views are totally unpaired, i.e., the m-th sample of the i-th view 
( )i
mx and the m-th sample of the j-th view 
( )j
mx are distinct samples, 
where 1,2, ,min( , )i jm n n , then these views are called as non-
aligned views. 
In conventional full-label setting, ( ) ( ) ( ) ( )1 2[ , , , ]i
i i i i
ny y yY  
{ 1,1} in c  is the corresponding label matrix of the i-th view and 
c is the number of multiple labels. ( ) 1( 1,2, , )ijky k c   means 
the k-th label is relevant while ( ) 1ijky   means irrelevant. By 
considering the missing labels setting, some labels may not be 
observed, for example, when the k-th label of the j-th sample in 
the i-th view is missing, ( ) 0ijky  , and it does not provide any 
information. Moreover, in the incomplete multi-view scenario, 
partial views of some samples are missing, correspondingly, the 
rows of these samples in the feature matrix ( )iX  are missing. 
3.2 Problem Formulation 
In this subsection, we focus on the task that predicts the labels of 
unlabeled test data by learning from non-aligned incomplete 
multi-view and missing multi-label train data.  
Predicting labels has attracted tremendous interests of 
researchers in the machine learning community and numerous 
work has been put forward. Among them, the linear regression 
[33] might be the most widely used framework due to its 
simplicity and effectiveness. Thus, we formulate the prediction as 
a regression problem. Formally, the loss function can be written 
as follows, 
 
2
( ) ( ) ( )
1
1
,
2
V
i i i
F
i
  X W Y   (1) 
where ( ) id ci W  is the coefficient matrix corresponding to the 
i-th view. Further, to deal with the challenge of missing labels, we 
introduce an indicator matrix ( )iP (i=1,2,…,V) for each label 
matrix . The definition of ( )iP is as follows: 
 
( )
( ) 1 if the ( , )-th entry is obseved in .
0 otherwise
i
i
jk
j k
 

Y
P   (2) 
Moreover, views are incomplete in our settings, to alleviate the 
negative impact arising from the incompleteness of multiple 
views, we set the rows of ( )iP to zero if the corresponding rows of 
( )i
X  are missing, i.e., ( ) 0ij P  if the j-th sample of the i-th view is 
missing, where ( )i
jP  denotes the j-th row of the indicator matrix 
( )i
P . By introducing ( )iP , Eq. (1) can be rewritten as: 
 
2
( ) ( ) ( ) ( )
1
1
( ) ,
2
V
i i i i
F
i
  P X W Y   (3) 
where denotes the Hadamard product. Apparently simple as 
Eq. (3) seems, it serves three purposes. First, it can be used to 
predict unlabeled data. Second, inferences of missing labels on 
train data can be achieved as a byproduct. Third, it can handle 
both the missing labels and incomplete views.  
However, the above loss function neither utilizes multi-view 
consistence nor exploits multi-label structures. Thus, how to 
combine these two properties to make our model more 
discriminative is the main concern in the following.  
Unfortunately, we are confronted with two obstacles when 
combing aforementioned two properties. One is that non-aligned 
views make the consensus of multiple views is difficult to 
guarantee. The other is while dealing with non-aligned views, we 
also need to consider collaborating with the multi-label structures 
at the same time. 
From the observation that although samples among views are 
not aligned explicitly, they can implicitly be bridged through the 
common or sharing labels. To mitigate the above two obstacles, 
we align different views in a common label space, in which we 
characterize the global-local structures of multiple labels. Our 
motivations are intuitive. First, although the views are not aligned, 
samples of different views that share the same label should be 
consistent, hence, views can be aligned by their labels. Second, in 
real world, samples with similar labels are strongly correlated 
with each other while those with dissimilar labels are weakly 
correlated, even uncorrelated. This implies the low rankness of 
the sub-label matrix of samples sharing the same label and the 
high rankness of the label matrix of all samples. Finally, the 
regularizer  is formulated as: 
 
(1) (1) (2) (2) ( ) ( )
*
1
(1) (1) (2) (2) ( ) ( )
*
; ; ;
; ; ; ,
c
V V
k k k
k
V V



 X W X W X W
X W X W X W
  (4) 
where 

 denotes the nuclear norm, [A;B] is the vertical 
concatenation of matrix A and B,  and ( )ikX  is the sub-matrix of 
( )i
X which consists of samples corresponding the k-th label in the 
i-th view. Note that, the intersection of ( )ikX  w.r.t. k is nonempty 
due to the fact that a sample has multiple labels. 
The first term of  Eq. (4) aims at two purposes. It not only 
aligns samples of different views that share the same label in a 
common label space to ensure the consistency but also 
characterizes the local low-rank structure of multiple labels. 
Similarly, the second term aligns diverse views of all samples and 
depicts the global high-rank structure of multiple labels. Note that, 
these two terms work as a whole to jointly describe the global and 
local structures of multiple labels. Combining Eq. (3) and (4), the 
final objective function is formulated as: 
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( )
2
( ) ( ) ( ) ( )
1
(1) (1) (2) (2) ( ) ( )
*
1
(1) (1) (2) (2) ( ) ( )
*
1
min ( )
2
( ; ; ;
; ; ; ).
i
V
i i i i
F
i
c
V V
k k k
k
V V








W
P X W Y
X W X W X W
X W X W X W
  (5) 
Note that, the regularizer is the difference of two convex 
functions, if this term is negative, then we may get trivial 
solutions when   is large enough. In the following, we will 
rigorously prove a theorem to claim that is non-negative, thus, 
trivial solutions can be avoided. 
 Lemma 1 [34].  Let A and B be matrices of the same row 
dimensions, and [A, B] be the concatenation of A and B, we have 
* * *
[ , ]  A B A B . 
Theorem 1. Let (1) (1) (2) (2) ( ) ( ), , , V Vk k kX W X W X W (k=1,2,…,c) be 
matrices with the same column dimension, where ( )i
kX  is a sub-
matrix of X(i) (i=1,2,…,V). If (a) the vertical concatenation of  
( ) ( )i i
kX W  contains all rows of 
( ) ( )i i
X W and (b) the intersection of 
( ) ( )i i
kX W  w.r.t. k is nonempty, then we have  
 
(1) (1) (2) (2) ( ) ( )
*
1
(1) (1) (2) (2) ( ) ( )
*
; ; ;
; ; ; .
c
V V
k k k
k
V V


 X W X W X W
X W X W X W
  (6) 
Proof.  First, we can easily prove 
*
[ ; ] T Ttr  A B A A B B  
*
[ ; ]T Ttr  B B A A B A , and    
*
[ ; ] T Ttr  A B A A B B
*
Ttr A A A [40]. For simplicity of writing, we only prove the 
case V=2, and the proof can be directly generalized to the cases of 
V > 2. When V=2, we have, 
(1) (1) (2) (2)
*
1
(1) (1) (2) (2) (1) (1) (2) (2) (1) (1) (2) (2)
1 1 2 2 *
(1) (1) (1) (1) (1) (1) (2) (2) (2) (2) (2) (2)
1 2 1 2 *
(1) (1) (2) (2)
;
; ; ; ; ; ;
; ; ; ; ; ;
; .
c
k k
k
c c
c c




 X W X W
X W X W X W X W X W X W
X W X W X W X W X W X W
X W X W
 
The first inequality holds by Lemma 1, and the last inequality 
holds under the condition of (a) and (b) by
* *
[ ; ] A B A .  
Similarly, inequality (6) holds when V>2. 
4 OPTIMIZATION 
4.1 ADMM Algorithm 
For conciseness, we use some notations to simplify the formulas. 
Let (1) (2) ( )( , , , )
T T TV TW W W W , (1) (2) (V)( , , , )
T T T TP P P P ,
(1) (2) ( )( , , , )
T T TV TY Y Y Y , (1) (2) ( )( , , , )VDiagX X X X , and
(1) (2) ( )( , , , )Vk k k kDiagX X X X , where Diag is a block diagonal 
matrix, then Eq. (5) can be simplified as: 
 
2
* *
1
1
min ( )
2
( ).
F
c
k
k



 
W
P XW Y
X W XW
  (7) 
Eq. (7) is a DC (Difference of Convex functions) programming, 
and it can be solved by the ConCave-Convex Procedure (CCCP). 
Let 
cvx cavf J J  ,    
 
2
*
1
1
( ) ,
2
c
cvx kF
k
J 

   P XW Y X W   (8) 
 
*
,cavJ   XW   (9) 
where 
cvxJ  is a convex function and  cavJ  is a concave function. 
Then by CCCP we have, 
 1( ) ( ) 0,cvx t cav tJ J    W W   (10) 
where ( )cvx tJ W is the subgradient of ( )cvx tJ W  and tW  is the 
matrix of the t-th iteration. Afterwards, a surrogate objective 
function J that satisfies Eq. (10) can be derived, 
 
2
*
1
1 *
1
min ( ) min ( )
2
[ ( )].
t t
c
t t k tF
k
T
t t
J
tr




  
 

W W
W P XW Y X W
W XW
  (11) 
Eq. (11) is a convex function w.r.t. tW  and can be solved by the 
off-the-shelf convex optimization toolkit. 
However, traditional convex optimization methods often need 
to search the directions of the gradient, which makes it slow to 
obtain the optimum. Thus, we tailor an efficient ADMM algorithm 
and derive the closed form solution of each sub-problem. 
Specifically, let k k tZ X W , we have the following augmented 
Lagrangian function, 
 
2
*
1
1 *
2
1 1
1
( )
2
[( ) ( )]
( ( )) ,
2
c
t k tF
k
T
t t
c c
T
k k t k k k t F
k k
tr
tr





 
   
 
   

 
P XW Y X W
XW XW
Λ X W Z Z X W
  (12) 
where kΛ  is the Lagrangian multiplier and  is the penalty 
factor. Note that,  is not a model hyper-parameter, it is 
introduced for convenience of optimization. In the experiments, 
we will verify that the performance of our model remains 
unchanged under different  . 
Sub-problem of tW  
With kZ , kΛ  fixed, tW  can be updated by 
 
1
1 *
1
1
1
( ) ( ( )
[ ( )] [ ( )]).
c
T T
t k k t
k
c
T T
k k k t
k
 






 
   


W X X X XW
X Z Λ X P XW Y
  (13) 
Sub-problem of kZ  
With tW , kΛ  fixed, objective function of kZ can be written as: 
 
2
*
1
( ) .
2k
k
k k k t
F

 
     Z
Λ
Z Z X W   (14) 
12-16 October 2020 Seattle, United States XX et al. 
 
 
 
The above problem can be solved by the singular value 
thresholding algorithm [35], and the update rule of 
kZ is, 
 
( )
[( ) ] ,
k
k k t
T
i
D
diag





 
 
Λ
Z X W
U V
  (15) 
where D is a singular value threshold operator, U and V are 
singular vectors of kk t


Λ
X W , i  is the i-th largest singular 
value and max(0, )a a  . 
Sub-problem of 
kΛ  
With 
kZ , tW  fixed,  kΛ  can be updated by 
 1 ( ).t tk k k t k
   Λ Λ X W Z  (16) 
The entire optimization procedure is summarized in Algorithm 1. 
4.2 Convergence and Complexity Analysis 
Convergence Analysis. According to the Theorem 2 in [36], we 
can derive 1 1( ) ( ) ( ) ( )cvx t cav t cvx t cav tJ J J J   W W W W , this 
means that the objective function f is guaranteed to monotonically 
decrease. Besides, in the ADMM algorithm, the surrogate 
objective function J is strongly convex, which guarantees a global 
optimum of each sub-problem. 
Complexity Analysis. The time complexity of NAIM3L is 
dominated by matrix multiplication and inverse operations. In 
each iteration, the complexity of update tW  in Eq. (13) is 
2 3 2 2
max max max max( )nd c d nd c nc nd c     and the complexity of 
update kZ  in Eq. (15) is 
3 2
max( ) ( )nc nd c . The update of  kΛ  
in Eq. (16) costs 2max( )nd c . Generally, maxn d  , n c  and 
maxd c , so the total complexity of NAIM3L is 
2
max( )tnd c , where 
t is number of iterations, n is the number of samples, maxd is the 
maximum dimension of the features and c is the number of 
multiple labels. Therefore, NAIM3L has a linear computational 
complexity with the number of samples, which enables it more 
efficiently to handle large scale data. 
5 EXPERIMENTS 
5.1 Experimental Settings 
Datasets: Five real datasets are used in our experiments. They are 
available at http://lear.inrialpes.fr/people/guillaumin/data.php 
[37]. For fairness, we use exactly the same settings as in iMVWL 
[17]. Specifically, each dataset involves six views: HUE, SIFT, GIST, 
HSV, RGB, and LAB. For each dataset, we randomly sample 70% 
of the data for training and use the remaining 30% data for testing 
(unlabeled data). Furthermore, in the missing labels setting, for 
each label, we randomly remove   positive and negative tags of 
the training samples; in the incomplete multi-view setting, we 
randomly remove   samples in each view while ensuring each 
sample appears in at least one view; in the non-aligned multi-view 
setting, samples of all views are randomly arranged and totally 
unpaired as defined previous.  
Compared methods: In the experiments, NAIM3L is 
compared with five state-of-the-art methods. iMSF [38], LabelMe 
[28], MVL-IV [20], lrMMC [29], iMVWL [17]. Note that, iMSF is a 
multi-class learning method, and we extend it for multi-label 
classification by training multiple classifiers (one for each label). 
All these methods cannot deal with non-aligned views, thus in the 
experiments, they are all implemented only with the missing 
labels and incomplete multi-view settings, while our NAIM3L is 
conducted in the settings with all the three challenges. Optimal 
parameters for the competitive methods are selected as suggested 
in the corresponding papers. All experiments are repeated ten 
times, and both the average and standard deviation are reported. 
Evaluation metrics: Similar to iMVWL, four widely used 
multi-label evaluation metrics are adopted for performance 
evaluations, i.e., Ranking Loss (RL), Average Precision (AP), 
Hamming Loss (HL), and adapted AUC. A formal definition of the 
first three metrics can be found in [9]. The adapted AUC is 
suggested in [39]. For consistency, in our experiments, we report 
1-RL and 1- HL instead of RL and HL. Thus, the larger the values 
of all four metrics, the better the performance is. 
5.2 Experimental Results 
Table 2 shows the compared results with the other methods under 
the setting of 50% incomplete view and 50% missing positive and 
negative labels. From this table, we can see that, except for AP on 
Corel5k, NAIM3L outperforms all the compared methods on five 
datasets. The reason for this exception may be that samples of 
missing views are not completed in NAIM3L, while Corel5k has 
Table 1: Statistics of the datasets. n and c are the numbers 
of samples and multiple labels in each dataset,  and #avg 
is the average number of relevant labels in each sample. 
datasets n c #avg 
Corel5k 4999 260 3.396 
Espgame 20770 268 4.686 
IAPRTC12 19627 291 5.719 
Mirflickr 25000 38 4.716 
Pascal07 9963 20 1.465 
 
Algorithm 1 ADMM Algorithm for NAIM3L 
Input: Feature matrix X, observed label matrix Y, indicator 
matrix P 
Initialization: Randomly initialize
0W , kZ  = 0  and kΛ = 0 
(k =1,2,…,c) 
Output: W 
1: Let t = 0. 
2: while not converge do 
3:  t = t +1.  
4:     Update tW  by Eq. (13).  
5:  Update 
kZ  by Eq. (15). 
6:  Update kΛ by Eq. (16). 
7:      end while 
8: return W 
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the least train samples, thus samples available for training are not 
enough. Note that, in these experiments, other methods are under 
the aligned-views setting, while ours are not. Nonetheless, with 
less available information and without view completion, NAIM3L 
still achieves better performance. This can be attributed to the 
joint considering of the local low-rank and global high-rank 
structures within multiple labels while the latter is almost 
completely neglected in other methods. In the next subsection, we 
will conduct extensive experiments to validate the importance of 
the global high-rank structure of multiple labels. 
5.3 Ablation Study 
In this subsection, we study NAIM3L-I (with only the loss function 
) and NAIM3L-II (with  and the first low-rank term in the 
regularizer ) to verify the effectiveness of the proposed 
regularizer , especially the significance of the high-rank term. 
From Table 3, we can see that NAIM3L-I performs the worst on 
five datasets and NAIM3L has the best performance. Compared 
with NAIM3L-I, the performance of NAIM3L-II improves very 
little, but after adding the high-rank term, the performance of all 
four metrics raises considerably. This demonstrates that the local 
and global structures, especially the latter, are beneficial to 
characterize the relationships among multiple labels and the 
presented regularizer is effective in learning these relations. 
Additionally, an interesting result is found when comparing 
Tables 2 and 3, i.e., NAIM3L-I has better performance than other 
compared methods in Table 2.  The reasons may be that these 
methods make improper assumptions which violate reality and 
the indicator matrix P introduced by us can alleviate the negative 
effects on missing labels and incomplete views.  
Table 2: Results on all five datasets with the ratio of incomplete multi-view  =50% and the ratio of missing multi-label
 =50%. Values in the parentheses are the standard deviation, and all the values are displayed as percentages. 
dataset metrics lrMMC MVL-IV LabelMe iMSF iMVWL NAIM3L 
Corel5k 
1-HL(%) 95.40(0.00) 95.40(0.00) 94.60(0.00) 94.30(0.00) 95.60(0.00) 98.70(0.00) 
1-RL(%) 76.20(0.20) 75.60(0.10) 63.80(0.30) 70.90(0.50) 82.20(0.10) 87.84(0.21) 
AP(%) 24.00(0.20) 24.00(0.10) 20.40(0.20) 18.90(0.20) 31.30(0.20) 30.88(0.35) 
AUC(%) 76.30(0.20) 76.20(0.10) 71.50(0.10) 66.30(0.50) 82.40(0.10) 88.13(0.20) 
Pascal07 
1-HL(%) 88.20(0.00) 88.30(0.00) 83.70(0.00) 83.60(0.00) 88.60(0.00) 92.84(0.00) 
1-RL(%) 69.80(0.30) 70.20(0.10) 64.30(0.40) 56.80(0.00) 74.90(0.20) 78.28(0.17) 
AP(%) 42.50(0.30) 43.30(0.20) 35.80(0.30) 32.50(0.00) 45.50(0.10) 48.73(0.35) 
AUC(%) 72.80(0.20) 73.00(0.10) 68.60(0.50) 62.00(0.10) 78.40(0.10) 81.07(0.17) 
ESPGame 
1-HL(%) 97.00(0.00) 97.00(0.00) 96.70(0.00) 96.40(0.00) 97.10(0.00) 98.26(0.00) 
1-RL(%) 77.70(0.10) 77.80(0.00) 68.30(0.20) 72.20(0.20) 80.30(0.10) 81.81(0.16) 
AP(%) 18.80(0.00) 18.90(0.00) 13.20(0.00) 10.80(0.00) 23.60(0.10) 24.57(0.17) 
AUC(%) 78.30(0.10) 78.40(0.00) 73.40(0.10) 67.40(0.30) 80.80(0.10) 82.36(0.16) 
IAPRTC12 
1-HL(%) 96.70(0.00) 96.70(0.00) 96.30(0.00) 96.00(0.00) 96.90(0.00) 98.05(0.00) 
1-RL(%) 80.10(0.00) 79.90(0.10) 72.50(0.00) 63.10(0.00) 83.00(0.10) 84.73(0.11) 
AP(%) 19.70(0.00) 19.80(0.00) 14.10(0.00) 10.10(0.00) 23.40(0.20) 26.10(0.13) 
AUC(%) 80.50(0.00) 80.40(0.10) 74.60(0.00) 66.50(0.10) 83.20(0.10) 84.96(0.11) 
Mirflickr 
1-HL(%) 83.90(0.00) 83.90(0.00) 77.80(0.00) 77.50(0.00) 84.40(0.10) 88.15(0.00) 
1-RL(%) 80.20(0.10) 80.80(0.00) 77.10(0.10) 64.10(0.00) 81.70(0.10) 84.40(0.00) 
AP(%) 44.10(0.10) 44.90(0.00) 37.50(0.00) 32.30(0.00) 49.70(0.10) 55.08(0.18) 
AUC(%) 80.60(0.10) 80.70(0.00) 76.10(0.00) 71.50(0.10) 81.60(0.10) 83.71(0.00) 
 
Table 3: Results of the variants of NAIM3L with the ratio 
of incomplete multi-view  = 50% and the ratio of 
missing multi-label = 50%. Values in the parentheses 
are the standard deviation, and all the values are 
displayed as percentages. All the three methods are 
implemented under the non-aligned views setting. 
datasets metrics NAIM3L-I NAIM3L-II NAIM3L 
 
Corel5k 
1-HL(%) 98.70(0.00) 98.70(0.00) 98.70(0.00) 
1-RL(%) 82.73(0.20) 83.54(0.21) 87.84(0.21) 
AP(%) 30.20(0.40) 30.47(0.36) 30.88(0.35) 
AUC(%) 82.99(0.20) 83.80(0.21) 88.13(0.20) 
Pascal07 
1-HL(%) 92.83(0.00) 92.83(0.00) 92.84(0.00) 
1-RL(%) 77.29(0.18) 77.35(0.17) 78.28(0.17) 
AP(%) 48.64(0.35) 48.66(0.35) 48.73(0.35) 
AUC(%) 79.99(0.17) 80.55(0.17) 81.07(0.17) 
ESPGame 
1-HL(%) 98.26(0.00) 98.26(0.00) 98.26(0.00) 
1-RL(%) 79.63(0.20) 79.80(0.11) 81.81(0.16) 
AP(%) 24.28(0.20) 24.34(0.16) 24.57(0.17) 
AUC(%) 80.04(0.20) 80.24(0.13) 82.36(0.16) 
IAPRTC12 
1-HL(%) 98.05(0.00) 98.05(0.00) 98.05(0.00) 
1-RL(%) 82.52(0.00) 82.70(0.00) 84.73(0.11) 
AP(%) 25.71(0.10) 25.76(0.10) 26.10(0.13) 
AUC(%) 82.56(0.10) 82.76(0.10) 84.96(0.11) 
Mirflickr 
1-HL(%) 88.15(0.00) 88.15(0.00) 88.15(0.00) 
1-RL(%) 84.05(0.00) 84.10(0.00) 84.40(0.00) 
AP(%) 54.95(0.20) 54.98(0.16) 55.08(0.18) 
AUC(%) 83.33(0.00) 83.39(0.00) 83.71(0.00) 
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5.4 Hyper-parameter Study 
There is only one hyper-parameter in NAIM3L, thus, it is easy to 
choose the relatively optimal hyper-parameter. The hyper-
parameter   ranges within the set of {1e-3, 1e-2, 0.1, 1, 10, 100}. 
For the sake of clarity, we scale them by log10 when showing in 
figures. From sub-figures 2(a)-2(d), we can see that NAIM3L 
achieves relatively good performance when   in [0.1, 1]. 
Additionally, we conduct experiments to verify that the parameter
 introduced in ADMM algorithm does not change the 
performance of our model. From sub-figure 3(a) we find that the 
four metrics remain the same when   changes, and from sub-
figure 3(b) we can see that  only impacts the convergence rate. 
The larger the   is, the slower the objective function converges. 
5.5 Convergence Study 
In this subsection, we show the convergence curves of the 
objective function (5) and the surrogate objective function (11) to 
verify the convergence analysis given in subsection 4.2. In sub-
figures 4(a) and 4(b), we can see that both of the objective 
functions converge after about 20 iterations and the differences 
between them are small, which means the surrogate function is 
an appropriate alternate. 
6 CONCLUSION 
In this paper, we propose a concise yet effective model called 
NAIM3L to simultaneously tackle the missing labels, incomplete 
views and non-aligned views challenges with only one hyper-
parameter. An efficient ADMM algorithm is derived and NAIM3L 
outperforms state-of-the-arts on five real data sets even without 
view-alignment. Note that, this framework can be directly 
nonlinearized to its kernerlized version and can be cooperated 
with deep neural network as our future research. 
 
 
 
 
 
 
 
 
 
 
(b) (a) 
Figure 4: Convergence curves of the original objective 
function and the surrogate objective function. 
(d) (c) 
(b) (a) 
Figure 2: Results of hyper-parameter selection on 
four metrics with different . The values of  are 
scaled by log10 for clarity. 
(a) (b) 
Figure 3: Impacts on the performance of four 
metrics and convergence speed with different . 
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