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Half of the people can be part right all of the time
Some of the people can be all right part of the time
But all of the people can’t be all right all of the time
I think Abraham Lincoln said that
I’ll let you be in my dreams if I can be in yours
I said that
Bob Dylan, Talkin’ World War III Blues
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Abstract
In the ﬁrst part of this thesis, we analyze the statistical properties
of magnetic ﬁeld ﬂuctuations measured by the Cassini spacecraft in-
side Saturn’s magnetosphere. We introduce Saturn’s magnetosphere
as a new laboratory for plasma turbulence, where the background
magnetic ﬁeld is strong (5nT≤ B0 ≤ 75nT), ﬂuctuations are weak
(〈δB/B〉 = 0.07) and the ion plasma βi is smaller than one. We
conduct a case study of the second orbit of Cassini and ﬁnd the
statistics of the ﬂuctuations on MHD scales to be characterized by
large scale non-stationary processes. The spectral index on these
scales varies between 0.8 and 1.7. At higher frequencies, we observe
a steeper spectrum with nearly constant power-law exponent. A
spectral break on ion scales separates the two frequency ranges.
We carry out a statistical study of the high frequency, kinetic range,
ﬂuctuations using the ﬁrst seven orbits of Cassini. To account for
the changing plasma conditions in the magnetosphere, we use power
spectral densities transformed to wave number space normalized to
ion scales. At radial distances greater than 9Rs, we observe an av-
erage slope of 2.6 on kinetic scales, but closer to Saturn the spectral
indices tend to get shallower. Within error limits, these results are
in accordance with a critically balanced cascade of kinetic Alfvén
waves. Probability density functions of the ﬂuctuations have in-
creasingly non-Gaussian tails with increasing frequency. The ﬂatness
grows with frequency like a power-law indicating intermittency and
formation of coherent structures.
We show that the dissipation of magnetic ﬁeld ﬂuctuations has im-
portant implications for Saturn’s magnetosphere. We estimate the
total energy ﬂux along the turbulent cascade as 140−160GW, which
is ultimately dissipated as heat. For Saturn’s magnetosphere, this
turbulent heating mechanism is introduced for the ﬁrst time. It pro-
vides energy on the same order of magnitude as needed to explain
the large plasma temperatures measured at Saturn. In an extended
data set of 42 orbits, we further analyze the local time and longitude
asymmetries. We observe signiﬁcantly stronger ﬂuctuations in the
pre-noon sector of the outer magnetosphere and the midnight sector
close to the planet. The spectral energy and the turbulent heating
rate are enhanced in a longitude range that coincides with regions of
denser plasma.
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In the second part of this thesis, we present a numerical model to
evaluate one-dimensional reduced power spectral densities from ar-
bitrary energy distributions in wave vector space. We assume ax-
isymmetry and approximate the poloidal ﬂuctuations to be passively
cascaded by Alfvénic ﬂuctuations. The diagonal elements of the spec-
tral tensor can be calculated separately and we are able to analyze
the implications of the measurement geometry. Based on a critically
balanced turbulent cascade, we construct an energy distribution in
three dimensional k-space from MHD to electron scales.
We investigate the power spectra in detail and focus on the spectral
slope as a function of ﬁeld-to-ﬂow angle θ and of outer scale. We show
for the ﬁrst time that critically balanced turbulence develops toward
a θ-independent cascade with a quasi-perpendicular spectral slope.
This occurs at a frequency fmax, which is analytically estimated and
is controlled by the outer scale, the critical balance exponent and
the ﬁeld-to-ﬂow angle. We also discuss anisotropic damping terms
acting on the k-space distribution of energy and their eﬀects on the
PSD. Here, the dominating parameter is the electron temperature,
which controls the onset of damping.
We calculate synthetic spectra for given measurement geometries and
plasma parameters in the solar wind and compare them to recent
observations that are interpreted in terms of a critically balanced
turbulent cascade. A qualitatively successful reproduction of the
observations indicates that the results are indeed in agreement with
a critically balanced cascade of (kinetic) Alfvén waves. However, we
ﬁnd that the addition of a damping term is substantial to obtain a
smooth transition of spectral slopes from small to large ﬁeld-to-ﬂow
angles.
In order to corroborate our interpretation of turbulence at Saturn, we
model magnetospheric power spectral densities using data presented
in the ﬁrst part of this thesis. We qualitatively reproduce the location
of the spectral break and the spectral slopes on MHD and kinetic
scales for a selected spectrum discussed in the case study. Further,
we model the observed radial distribution of spectral indices and
ﬁnd that damping on scales of the hot electrons might explain the
shallower spectral slopes inside 9Rs. These results indicate that
the energy transferred along the turbulent cascade is predominantly
deposited into the hot electron population.
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Zusammenfassung
Der erste Teil dieser Dissertation befasst sich mit der Analyse sta-
tistischer Eigenschaften von Magnetfeldﬂuktuationen in der Magne-
tosphäre des Planeten Saturn. Dabei zeigen wir zum ersten Mal,
dass sich auf kinetischen Skalen eine turbulente Kaskade ausbildet,
welche innerhalb der mittleren Magnetosphäre einen konsistenten
spektralen Index aufweist. Wir stellen damit die Magnetosphäre als
ein - zusätzlich zum Sonnenwind - neues Labor für die Turbulenz-
analyse vor, welches sich durch ein starkes Hintergrundmagnetfeld
(5nT≤ B0 ≤ 75nT), schwache Fluktuationen (〈δB/B0〉 = 0.07) und
ein Ionen-Plasma βi kleiner Eins auszeichnet. Mittels einer Fallstudie
des zweiten Orbits von Cassini zeigen wir, dass die statistischen Ei-
genschaften von Fluktuationen auf MHD Skalen hauptsächlich durch
großskalige magnetopshärische Prozesse bestimmt werden. Der spek-
trale Index auf diesen Skalen variiert zwischen 0.8 und 1.7. In einem
höheren Frequenzbereich, der durch einen spektralen Bruch auf Io-
nenskalen eingeleitet wird, beobachten wir einen steileren Verlauf mit
geringerer Variation des spektralen Indexes.
Wir führen eine statistische Studie der spektralen Dichten auf kineti-
schen Skalen durch, wofür die ersten sieben Orbits von Cassini ver-
wendet werden. Der mittlere spektrale Index beträgt 2.6 und verrin-
gert sich innerhalb von 9Rs zu ∼2.3. Innerhalb der Fehlergrenzen
lassen sich diese Ergebnisse durch eine turbulente Kaskade von kine-
tischen Alfvénwellen im kritischen Gleichgewicht erklären. Im Ver-
hältnis zu einer Gaußverteilung sind extreme Fluktuationen häuﬁger
anzutreﬀen. Dieser Eﬀekt verstärkt sich mit ansteigender Frequenz
und die Flatness steigt als Funktion der Frequenz einem Potenzgesetz
gleich an. Letzteres ist ein deutliches Zeichen von Intermittenz.
Die Dissipation der magnetischen Fluktuationen hat starke Aus-
wirkung auf die Energiebilanz der Magnetosphäre und der gesam-
te Energieﬂuss entlang der Kaskade wird auf etwa 140 − 160GW
abgeschätzt. Unter der Annahme, dass diese Energie in Form von
Wärme dissipiert wird, ließen sich die hohen Plasmatemperaturen in
der Magnetosphäre erklären. Es ist das erste Mal, dass eine solche
turbulente Heizungsrate für das Saturnsystem aufgestellt wird. Mit
einem erweiterten Datensatz von 42 Orbits untersuchen wir weiter-
hin die Abhängigkeit der gewonnenen Parameter von der Lokalzeit
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und der planetaren Länge. Es zeigt sich, dass stärkere Fluktuationen
insbesondere im Vormittagssektor der äußeren Magnetosphäre und
im Mitternachtssektor auf kurzer Distanz zum Planeten auftreten.
Außerdem stellen wir erhöhte spektrale Dichten und Heizungsraten
auf planetaren Längen fest, auf denen ebenfalls eine erhöhte Plasma-
dichte beobachtet wurde.
Im zweiten Teil dieser Dissertation stellen wir ein numerisches Mo-
dell vor, mit Hilfe dessen sich reduzierte eindimensionale spektrale
Dichten aus einer gegebenen Energieverteilung im k-Raum berechnen
lassen. Diese hängen ebenfalls von der Messgeometrie und den zu-
grunde liegenden Plasmaparametern ab. Unsere Annahmen zur Her-
leitung des Modells sind axialsymmetrische Fluktuationen und eine
durch toroidale Fluktuationen kontrollierte passive Kaskade von po-
loidalen Fluktuationen. Damit können wir die diagonalen Elemente
des spektralen Tensors einzeln berechnen und untersuchen ausführ-
lich die Eigenschaften einer turbulenten Kaskade von (kinetischen)
Alfvénwellen im kritischen Gleichgewicht.
Zum ersten Mal kann gezeigt werden, dass sich der spektrale Index
einer solchen Kaskade bei hohen Frequenzen verändert. Die spek-
tralen Dichten werden quasi-senkrecht und bei entsprechend hohen
Frequenzen letztendlich unabhängig vom Winkel θ zwischen Magnet-
feld und Plasmageschwindigkeit. Die Frequenz, bei der dies geschieht,
wird analytisch approximiert und wird hauptsächlich durch den Win-
kel θ, den Exponenten des kritischen Gleichgewichts und die der
Energieeinspeisung zugeordnete Länge bestimmt. Wir untersuchen
außerdem den Einﬂuss von anisotropen Dämpfungstermen auf die
spektrale Dichte. Hierbei stellt sich heraus, dass insbesondere die
Elektronentemperatur maßgeblich für den Einsatz der Dämpfung ist.
Wir verwenden das Modell um zu überprüfen, ob bestimmte Beob-
achtungen im Sonnenwind in Übereinstimmung mit einer turbulenten
Kaskade im kritischen Gleichgewicht sind. Mittels unserer neuartigen
Modellierungsmethode reproduzieren wir qualitativ den gemessenen
spektralen Index als Funktion des Winkels θ auf MHD und kineti-
schen Skalen und zeigen damit, dass die Ergebnisse tatsächlich in der
verwendeten Form interpretiert werden können. Wir stellen fest, dass
der Einﬂuss der Dämpfung erheblich dazu beiträgt einen langsamen
Verlauf der spektralen Anisotropie zu erhalten.
Um unsere im ersten Teil getätigte Interpretation der Magnetfeld-
ﬂuktuationen in Saturn’s Magnetosphäre zu erhärten, modellieren
wir eine spektrale Energiedichte, welche im Rahmen der Fallstudie
besprochen wurde. Die Form des Spektrums - sowohl spektrale Indi-
zes als auch der spektrale Bruch - kann qualitativ erfolgreich unter
Verwendung der im ersten Teil verwendeten Plasmaparameter repro-
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duziert werden. Weiterhin modellieren wir die radiale Verteilung der
spektralen Indizes, wobei sich herausstellt, dass sich die Veränderung
innerhalb von 9Rs unter Umständen mittels Dämpfung auf heißen
Elektronenskalen erklären lässt. Diese Ergebnisse legen den Verdacht
Nahe, dass hauptsächlich die heiße Elektronenpopulation in Saturn’s
Magnetosphäre durch turbulente Fluktuationen geheizt wird.
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CHAPTER 1
Introduction
Turbulence is an apparently chaotic ﬂow of ﬂuids that transfers energy from
large to small scales. It stems from the Latin word for rotate, perturb, or
entangle, all of which illustrate the ﬂow patterns in a turbulent ﬂow. Everyone
has already seen or experienced the characteristic turbulent whirls or eddies, e.g.,
in water behind a bridge head, during a horrible transatlantic ﬂight or - to cite
the turbulence scientists’ most popular example - when you pour milk in your
coﬀee. Because of such common presence in our daily lives, it is surprising that
a renowned physicist such as Richard Feynman (1918-1988) called turbulence a
central unsolved problem of physics (Feynman et al., 2010, Ch. 3). The problem
that he is referring to is the inability to exactly describe the particle motions
of the ﬂuid when it behaves turbulent, even though we know the underlying
equation of motion, namely the Navier-Stokes equation for hydrodynamic ﬂow.
What we can do, however, is describe the motion of the ﬂuid in a statistical
sense. If we observe fully developed turbulence on the right scales, i.e., in the
inertial range, we ﬁnd that the averaged velocity ﬂuctuation of the particles is
constant in time and independent of location. More importantly, the statistical
moments at diﬀerent scales are related to each other in a way that is universal for
all hydrodynamic ﬂuids, regardless of how the energy is injected into the system
on large scales. This important result was discovered by A. N. Kolmogorov
(1907-1987) and is in detail explained in the book Turbulence by Frisch. This
universal scale invariance of the statistical moments stems from the self-similar
decay of large eddies to smaller ones. Nonlinear interactions between eddies of
comparable size transfer energy along a so-called turbulent cascade from large
to small scales. In this thesis, it is this turbulent cascade and the energy transfer
along it that we are most interested in.
With the beginning of the space era and the ability to conduct in-situ mea-
surements in the solar wind, it became clear that not only ﬂuids on Earth are
turbulent, but also the plasmas commonly found in space. Similar to velocity
ﬂuctuations in hydrodynamic turbulence, power spectral densities of magnetic
ﬂuctuations in the solar wind were found to scale with a power-law of slope 5/3.
However, there are important diﬀerences in the governing equations describ-
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ing plasma and hydrodynamic turbulence. First of all, plasma as an ensemble of
quasi-neutral ions and electrons is subject to far reaching electromagnetic forces,
which leads to a complex collective behavior and the emergence of wave modes
that change the energy transfer substantially. It also has characteristic ion and
electron scales. On scales much larger than ion scales, the plasma can be de-
scribed as a ﬂuid in the framework of magnetohydrodynamics (MHD). However,
on smaller scales, so-called kinetic scales, the characteristics of the turbulent
cascade change considerably. Lastly, plasma turbulence is inherently anisotropic
with regards to a background magnetic ﬁeld. One approach to explain the ob-
served Kolmogorov-like scaling in the presence of anisotropic plasma waves is
the concept of a critically balanced turbulent cascade, which we follow in this
thesis. It describes the nonlinear interactions of Alfvén waves and their kinetic
counterparts, the kinetic Alfvén waves, as most important for the turbulent cas-
cade of energy. The relevant turbulence theories - starting from hydrodynamic
turbulence - are presented in Chapter 2.
The best laboratory we have for plasma turbulence so far is the solar wind.
Here, the Reynolds number, which quantiﬁes the turbulent ﬂow of a ﬂuid, is
orders of magnitudes larger than that of any artiﬁcially produced plasma. Solar
wind turbulence has been analyzed since more than 30 years and several charac-
teristic features have been found that seem to be universal for plasma turbulence.
Here, magnetic ﬁeld ﬂuctuations have been analyzed most extensively, because
they can be determined with high time resolution and accuracy compared to the
measurement of other plasma parameters such as the electric ﬁeld or the plasma
velocity. For the same reason, we restrict our analysis to magnetic ﬂuctuations
in this thesis. Characteristic features of turbulence in the solar wind include
a Kolmogorov-like spectral index of 5/3 on MHD scales and a spectral break
around ion scales followed by a steeper slope on kinetic scales. It is believed
that turbulent interactions are important to explain the acceleration of ener-
getic particles the solar wind and that the dissipation of turbulent ﬂuctuations
substantially heats the plasma. Turbulence is therefore essential to describe the
dynamical evolution of the solar wind.
As turbulence is an ubiquitous phenomenon, it is interesting to ask where
else, besides in the solar wind, we may encounter turbulent ﬂuctuations. Can
planetary magnetospheres be turbulent, as Saur et al. (2002) suggest for the
case of Jupiter? Is magnetospheric plasma heated by turbulent interactions?
And how would that aﬀect the planetary energy budget? In order to answer
these questions, we conduct for the ﬁrst time a turbulence analysis for Saturn’s
magnetosphere. In contrast to the eﬀectively inﬁnite size of the heliosphere,
this planetary system is bounded by the magnetopause and the magnetic ﬁeld
geometry. It is also characterized by a strong planetary magnetic ﬁeld. Alfvén
waves that are launched inside the magnetosphere through large scale instabil-
ities travel along planetary magnetic ﬁeld lines and are reﬂected at the density
gradients close to the planet. Hence, we may conjecture the magnetosphere as
a bath of plasma waves that interact nonlinearly and form a turbulent cascade.
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The measurement in this new laboratory is facilitated by the spacecraft Cassini,
which orbits around Saturn since 2004. Therefore, we have a vast data set pub-
licly available through the Planetary Data System1. Despite of this large data
set, there are several unanswered questions. One of these questions regards the
puzzling high plasma temperatures in the magnetosphere. Although the plasma
is produced close to Saturn by the moon Enceladus and expands nearly adiabat-
ically as it is transported radially outward, it does not cool down accordingly.
In contrast, the temperature is found to increase with distance to Saturn. This
temperature proﬁle can only be explained by a local heating mechanism (Bagenal
and Delamere, 2011). In this thesis, we elaborate on the idea that the dissipation
of turbulent magnetic ﬂuctuations provides the energy that is required to heat
the plasma to the observed temperatures.
In Chapter 3, we conduct a spectral analysis of magnetic ﬁeld data obtained
in Saturn’s magnetosphere, part of which has already been published in von Pa-
pen et al. (2014). In Section 3.1, we introduce the second largest magnetosphere
of the solar system, which is primarily internally controlled, i.e., the magneto-
spheric dynamics are mostly fueled by internal sources and by the rapid rotation
of the planet. The analysis in the framework of turbulence is thus complicated
by large scale plasma processes in Saturn’s magnetosphere. After we present
the most relevant plasma dynamics of Saturn’s magnetosphere in Section 3.2,
we analyze in detail the magnetic ﬁeld data and the power spectral densities in
a case study in Section 3.3. We observe a turbulent cascade that is constantly
present on kinetic scales and conduct a statistical study in Section 3.4. Here,
we estimate the energy that is transferred along the cascade and is ultimately
dissipated as heat. The results indicate that turbulent heating is indeed substan-
tial for the magnetospheric energy budget and might help to explain the high
plasma temperatures. In Section 3.5, we further analyze the spatial asymmetries
in Saturn’s magnetosphere with regards to local time and planetary longitude.
We show that the turbulent heating rate correlates with planetary longitude and
maximizes at longitudes where a higher plasma density is detected.
The results in Saturn’s magnetosphere can be interpreted in terms of a crit-
ically balanced turbulent cascade formed by kinetic Alfvén waves. This theory
of strong turbulence has been proposed to explain the observations in the inter-
stellar medium and the solar wind in the presence of anisotropy (Goldreich and
Sridhar , 1995). It is based on the conjecture of a critical balance between wave
period and nonlinear time and can be deﬁned by the energy distribution in wave
vector space. For this theory, power spectra can be calculated analytically only
for the extreme cases of a background magnetic ﬁeld parallel or perpendicular
with respect to the plasma ﬂow. However, the ﬁeld-to-ﬂow angles during in-situ
measurements are generally variable and the magnetic ﬁeld is therefore never
perfectly parallel or perpendicular to the ﬂow. Still, it is currently unknown
how exactly power spectra scale for such intermediate ﬁeld-to-ﬂow angles. For
1http://ppi.pds.nasa.gov
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that matter, we developed a method to numerically calculate spectral densities
in frequency space from a given energy distribution in three-dimensional wave
vector space for arbitrary measurement geometries. With this method, we can
construct for the ﬁrst time power spectral densities of critically balanced turbu-
lence from MHD to electron scales.
We present this method and the associated analysis in Chapter 4. After
we introduce the theoretical framework for this tool in Section 4.1, we test the
synthetic models in detail. Interestingly, we ﬁnd in Section 4.2 that certain
assumptions that are implicitly made in the literature, e.g., the constancy of
the spectral index with frequency, are not in agreement with a critically bal-
anced cascade. We also show that damping eﬀects are more important than
previously thought, which has important consequences for the interpretation of
turbulent ﬂuctuations. As the tool proves to be useful for the interpretation
of recent solar wind observations in Section 4.3, we also apply it to our results
in Saturn’s magnetosphere in Section 4.4. This forward modeling method cor-
roborates our former interpretation in terms of critically balanced turbulence in
Saturn’s magnetosphere and indicates that the energy of the turbulent magnetic
ﬁeld interactions is primarily deposited into the hot electron population at Sat-
urn. In the ﬁnal Chapter 5, we summarize the results of the analyses and draw
our conclusions.
4
CHAPTER 2
Turbulence Theory
In this chapter, we introduce the main concept of this thesis, namely the energy
transfer controlled by nonlinear interactions that form a turbulent cascade. We
begin with the description of hydrodynamic (HD) turbulence in Section 2.1 using
a dimensional analysis. This analysis leads to a universal scaling law for velocity
ﬂuctuations. Then we proceed to plasma turbulence in Section 2.2, in which
we introduce magnetohydrodynamics (MHD) and present the most important
MHD wave modes. We show that a dimensional analysis for MHD results in non-
universal scalings and discuss several MHD turbulence theories, where we focus
on critically balanced turbulence after Goldreich and Sridhar (1995). On scales
smaller than typical MHD scales, kinetic eﬀects change the turbulent cascade and
diﬀerent wave modes emerge. The critically balanced cascade is extended into
the kinetic range and we shortly debate the ambiguity of dimensional analysis.
Further, we discuss the dissipation range of the turbulent cascade and potential
damping mechanisms. The applicability of the introduced turbulence theories is
described at the end of this chapter in Section 2.3. Here, we present the solar
wind observations that are most relevant for our further analysis of magnetic
ﬁeld ﬂuctuations in Saturn’s magnetosphere.
2.1 Hydrodynamic Turbulence
Turbulence is an ubiquitous phenomenon, which is observed in all kinds of ﬂuids.
It is characterized by an apparent chaotic ﬂow on a wide range of scales. Obser-
vations of turbulent ﬂow patterns date back to Leonardo da Vinci (1452-1519),
who not only drew the turbulent ﬂow of water with characteristic eddies, but also
described the self-similarity of the vortices (see e.g. Frisch, 1995). Around three
hundred years later, the now-called Navier-Stokes equation of motion was de-
rived, which allows for a mathematical description of the phenomenon. Indeed,
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the equations
∂tv + (v · ∇)v = −1
̺
∇p+ ν∆v + f (2.1)
∇ · v = 0 (2.2)
probably describe everything we need to know about incompressible turbulence
as long as we are not interested in quantum scales (Frisch, 1995). Theoretically,
the problem is solved: We could insert the complete set of parameters for the
ﬂuid elements as there are velocity v, density ̺, pressure p, kinematic viscosity
ν, and external force density f that may act on the ﬂuid at an instant t0 and
calculate their dynamical evolution. Practically, however, this is impossible.
Therefore, a statistical approach seems more promising to describe the mean
properties of an ensemble of particles.
To quantify the turbulence of a ﬂow, one can estimate the ratio of the non-
linear term to the dissipation or viscous term in Equation (2.1), which is called
the Reynolds number:
Re ∼ (v · ∇)v
ν∆v
∼ vL
ν
. (2.3)
Here, we used a dimensional analysis to derive the last term. In this context
and throughout this thesis, ’∼’ means ’on the same order of magnitude’. The
parameter L comes from the gradient of the velocity and is a characteristic
length of the system, on which a signiﬁcant change in velocity is observed. It
is usually interpreted as the scale on which energy is injected into the system.
In the case of a ﬂuid ﬂowing past an obstacle, this so-called outer scale may be
the diameter of the obstacle. For Re≪ 1, we speak of a laminar ﬂow, i.e., there
is no turbulent mixing and neighboring stream lines stay next to each other
at all times. At slightly higher Reynolds numbers Re ∼ 10, the ﬂow begins
to develop stationary eddies behind the obstacle and at even higher numbers,
Re ∼ 100, the so-called Kármán vortex street emerges (Frisch, 1995). The
Reynolds number that marks the transition from laminar to turbulent ﬂow is
called the critical Reynolds number, Recrit. For Reynolds numbers Re≫ Recrit
the ﬂow will evolve to fully developed turbulence, a term coined by Sir William
Thomson, Lord Kelvin (Thomson, 1887). Figure 2.1 shows an example of such
a hydrodynamic turbulent ﬂow behind a grid.
2.1.1 Symmetries and Stationarity
From Figure 2.1 it is fairly clear that the motion of a single ﬂuid particle behind
the grid is chaotic and asymmetric and also diﬀers at every location. However,
if we look at the mean velocity ﬂuctuations 〈v(r, t)〉, averaged over a suﬃciently
large region around location r or over a suﬃciently large time interval around
time t, we will ﬁnd that the mean velocity of such a group of particles is in-
dependent of the location as long as it is far away from the grid and from the
6
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Figure 2.1: Example of an homogeneous isotropic turbulent flow behind
a grid (with permission of H. Nagib, FDRC-IIT).
system’s boundaries. Hence, in a statistical sense, the ﬂow’s velocity ﬂuctuations
are homogeneous in fully developed turbulence.
As long as we have a non-vanishing mean ﬂow, V = 〈v(r, t)〉, the ﬂow has a
preferred direction and the turbulence seems anisotropic. However, to describe
the statistics of a ﬂuid in the framework of turbulence, it is best to look at
the ﬂuctuations in the rest frame of the ﬂuid. This perspective can be easily
achieved as the governing Navier-Stokes Equation is invariant under Galileo
transformations, (r′,v′)→ (r+V·t,v+V). We can thus subtract any mean ﬂow
V and only consider the centered variable, v(r, t) = v′(r, t) −V, which we call
the ﬂuctuation. Now, there is no preferred direction anymore and it can be shown
that the ﬂuctuations are in fact statistically isotropic. Therefore, it suﬃces to
use a scalar value v(r, t) as random variable to describe the statistics without loss
of information. If the rate of energy injected into the system is constant or, in
the case of grid turbulence, if the incident ﬂuid ﬂow is constant, we can expect
the turbulent motions behind the grid to be quasi-stationary in a statistical
sense. This means that the statistical properties are also invariant under time
translation and thus are constant in time. In a stationary, homogeneous and
isotropic ﬂow, we may therefore measure the velocity ﬂuctuation v(r, t) at any
location, time and in any direction without eﬀect on the resulting statistics.
According to Frisch (1995), we may write this as
v(r, t)
law
= v(r+ r′, t+ t′) , (2.4)
which he calls equality in law. This means that the statistical properties of the
variables on both sides of Equation (2.4) are the same.
However, in real measurements we usually obtain ﬁnite time series and, thus,
we can only estimate the ﬂuctuations’ statistical moments. The shorter the time
series, the larger is the error of such an estimation. The real statistics of a
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random variable v is given by its probability density function (PDF) p(v). The
PDF deﬁnes the probability to measure a certain velocity v and contains all
information on the statistical moments
〈vn〉 =
∫
dv vnp(v) (2.5)
of order n. The ergodicity theorem now states that the estimated time average
of the ﬂuctuating quantity v will be equal to the real ensemble average over the
PDF if the time interval T is suﬃciently large (Frisch, 1995)
〈vn〉 =
∫
dv vnp(v) ≈ 1
T
T∫
0
vndt . (2.6)
This result is an important basis for our further analysis. It shows that we can
make assumptions about the statistics of the system under consideration based
on ﬁnite time measurements. These measurements can be conducted at any time
and location if the turbulence is fully developed, homogeneous, and stationary. It
can be shown that the time interval T needed to correctly estimate the statistical
moments 〈vn〉, grows rapidly with order n (Frisch, 1995). The same holds for
the corresponding sample size N = T/∆t for a given time resolution ∆t. This
means that we need very long time series to resolve the tails of the PDF, which
describe rare extreme events. We therefore restrict our later estimations to the
normalized fourth order statistical moment, which is the ﬂatness.
2.1.2 Kolmogorov Spectrum of Hydrodynamic Turbulence
In 1941, A. N. Kolmogorov published four papers on hydrodynamic turbulence,
which can be seen as the beginning of modern turbulence research (Kolmogorov ,
1941a,b,c,d). A major contribution of his work was the derivation of the famous
four-ﬁfths law (Kolmogorov , 1941c), which is a mathematically exact result and
describes the dissipation of energy. However, we restrict ourselves to a phe-
nomenological derivation. For a detailed review of Kolmogorov’s theory, we
refer the reader to the book Turbulence by Frisch.
If energy is injected into a system on a length scale L, eddies of diameter
d ∼ L will be generated, which have a typical velocity ﬂuctuation vL. Here, vL ∼√
〈δv2〉 is the root-mean-square (RMS) of the velocity ﬂuctuations’ increment,
δv(r, L) = v(r + L)− v(r) , (2.7)
and can be thought of as the average velocity diﬀerence on the corresponding
scale L. The eddies will nonlinearly interact with each other and decay to form
smaller eddies on a scale ℓ < L with mean velocity diﬀerence vℓ on scale ℓ.
The time, in which an eddy of size ℓ is signiﬁcantly distorted, is denoted by the
8
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Figure 2.2: Richardson cascade of hydrodynamic turbulence (Frisch,
1995).
characteristic nonlinear time
τnl ∼ ℓ
vℓ
. (2.8)
It is also called eddy-turnover time. The smaller eddies may ﬁll the whole
system space, so that despite of less kinetic energy per eddy, v2ℓ , the total energy
ﬂux is conserved. This decay will go on to smaller scales until a dissipation
scale ηd is reached, where the ﬂuctuations’ energy is converted into heat. This
evolution is pictured in the so-called Richardson cascade, which is schematically
shown in Figure 2.2. Here, we separate the cascade into three regions: (1) the
energy injection range on scales ℓ ∼ L, (2) the inertial range on scales ℓ, where
L ≫ ℓ ≫ ηd, and (3) the dissipation range on scales ℓ ∼ ηd. In hydrodynamic
turbulence, the inertial and dissipation ranges, where the energy is nonlinearly
transported from large to small scales and ﬁnally dissipated as heat, behave in
a universal way independent of the type of ﬂuid.
In a stationary turbulent cascade, the energy injection rate is equal to the
dissipation rate. As a result, the kinetic energy E ∼ v2L of the largest eddies on
scale L per unit time is also equal to the energy ﬂux through scale ℓ
E˙ ∼ v
2
ℓ
τtr
∼ ǫ , (2.9)
where ǫ denotes the dissipation rate. In the inertial range, the energy is trans-
ferred to smaller scales within a characteristic transfer time τtr = τtr(ℓ), which
is a function of scale ℓ. In hydrodynamics, the transfer time is equal to the non-
linear or eddy-turnover time τtr ∼ τnl. Inserting this relation in Equation (2.9)
leads to
ǫ ∼ v
3
ℓ
ℓ
⇔ vℓ ∼ (ǫℓ)1/3 , (2.10)
9
Turbulence Theory
which we can use to estimate the one-dimensional energy or power spectrum
Ek = Ek(k) as a function of wave number k ∼ ℓ−1. The energy spectrum is
related to the total energy by v2ℓ ∼ Ek k and can be written as
Ek ∼ v2ℓ k−1 ∼ ǫ2/3k−5/3 . (2.11)
Equation (2.11) determines the Kolmogorov spectrum and shows that the power
spectra P (k) in the inertial range follow a power-law k−κ with spectral index κ =
5/3. This is experimentally veriﬁed for various ﬂuids (e.g. Gibson and Schwarz ,
1963). The inertial range reaches to the so-called Kolmogorov dissipation scale
ηd ∼
(
ν3
ǫ
)1/4
. (2.12)
Here, dissipation caused by particle collisions sets in and ultimately leads to
heating of the ﬂuid (Kolmogorov , 1941a; Frisch, 1995). It is interesting to note,
that the dissipation scale does not depend on the energy injection mechanism.
2.1.3 Intermittency
The Richardson cascade as shown in Figure 2.2, consists of eddies that decay
to smaller self-similar eddies, which ﬁll the whole space. This is also a crucial
point in the hypotheses leading to the derivation of Kolmogorov’s four-ﬁfths law
(Frisch, 1995, Ch. 6). Space ﬁlling eddies lead to a turbulent signal that shows
consistent statistical properties at all times and at all scales according to
δv(r, λℓ)
law
= λhδv(r, ℓ) . (2.13)
Therefore, the statistics are scale invariant under an associated transformation.
Kolmogorov suggested that the scaling exponent h = 1/3 is unique and universal
for all kinds of ﬂuids. However, Batchelor and Townsend (1949) discovered that
the signal at wave numbers close to the dissipation scale gets increasingly bursty.
These extreme events happen only at a fraction of the time while the ﬂow seemed
inactive during the rest of the time. Such a behavior violates Equation (2.13)
and a function displaying this characteristic is said to be intermittent (Frisch,
1995; Wan et al., 2012).
To measure the intermittency, one often uses so-called structure functions,
Sn(ℓ) ≡ 〈(v(r + ℓ)− v(r))n〉 = 〈δv(r, ℓ)n〉 , (2.14)
which can be estimated with the help of increments. The variable n deﬁnes the
order of the structure function. In the following, we drop the dependence on
location r assuming that the average is taken over a large enough area or time
to assume homogeneity. The structure functions are known to follow power-
laws in the inertial range, Sn(τ) ∝ τ ξ(n), where ξ(n) is called scaling exponent
(Frisch, 1995). For self-similar ﬂuctuations, the scaling exponent varies with
10
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Figure 2.3: Probability density function p(x) of a normal distributed
centered variable x (Gaussian, black line) with flatness F = 3 and near-
Gaussian PDF with increased tails and flatness F = 4 (red line). Both
PDF are normed at x = 0 and normalized by their standard deviation σ.
The left panel shows a linear plot while the right panel shows the same plot
with logarithmic y-axis. Here, the increased tails are much clearer.
order n as ξ(n) = h ·n, where h is the Hurst exponent (e.g. Carbone et al., 1995;
Kiyani et al., 2009; Salem et al., 2009; Mangeney , 2012). Deviation from this
simple linear law is generally called multifractality. Indeed, a straight forward
application of Equation (2.13) with h = 1/3 to the structure functions yields
Sn(ℓ) ∝ ℓn/3. Yet, measurements have shown that the scaling exponent of the
structure functions is not linear in n but rather a nonlinear function ξn (see e.g.
Burlaga, 1992; Sorriso-Valvo et al., 2001; Kiyani et al., 2009; Salem et al., 2009,
for measurements in the solar wind). We may therefore write
Sn(ℓ) ∝ ℓξn . (2.15)
Physically, this may be understood as a correction to the Richardson cascade.
Wind tunnel measurements conducted by Argoul et al. (1989) indicate that a
large scale eddy may decay asymmetrically into two smaller eddies of diﬀerent
energies. If this asymmetric decay is repeated across all scales, energetic ﬂuctua-
tions will concentrate in certain locations forming intermittent or bursty signals.
This process might further be scale dependent, which is then equivalent to a
multifractal formalism (Meneveau and Sreenivasan , 1991; Burlaga, 1992; Muzy
et al., 1993; Kiyani et al., 2013).
At this point it is instructive to envision the probability density function
p(δv) of the random variable δv as it is shown in Figure 2.3. If the random
variable is normal and centered, its PDF will be a Gaussian as shown by the
black line. On the other hand, if extreme events are more likely to happen,
which is the case for intermittent signals, the so-called tails of the probability
density function will be increased. This is shown by the red line in Figure 2.3.
This feature is much easier to detect when the y-axis is scaled logarithmically
as shown in the right panel. The increase of the tails can be quantiﬁed by the
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normalized fourth order statistic moment or ﬂatness of the centered variable δv
F =
〈
δv4
〉
〈δv2〉 , (2.16)
which is a function of scale ℓ. A normal distribution yields a ﬂatness of F = 3. A
larger ﬂatness, F > 3, means that the tails are enhanced and therefore extreme
events are observed more often. The ﬂatness can also be expressed in terms of
structure functions
F (ℓ) =
S4
S22
∝ ℓξ4−2ξ2 . (2.17)
This shows that the ﬂatness for strictly self-similar decay is constant at all scales,
because the exponent vanishes for a function ξn that is linear in n. The ﬂat-
ness can thus be used to estimate if the scaling exponent is nonlinear. Indeed,
turbulence measurements in the solar wind and planetary magnetospheres have
shown that the ﬂatness of magnetic ﬁeld ﬂuctuations increases as a power-law for
decreasing scales, which is in accordance with intermittent ﬂuctuations (Bruno
et al., 2003; Vörös et al., 2002; Alexandrova et al., 2008a) and implies the forma-
tion of coherent structures (Mangeney , 2012). This method has the advantage of
measuring only moments of fourth order instead of several higher order structure
functions, which would be needed to verify the nonlinearity of ξ(n). However,
in order to reliably measure the higher order structure functions, one needs an
increasing amount of data. This means, that if we estimate the intermittency
with the scale dependent ﬂatness F (ℓ), we can use shorter time intervals for our
analysis.
2.2 Plasma Turbulence
So far, we have described the principles of hydrodynamic turbulence, where the
energy is transferred to smaller scales by interaction of structures such as eddies.
But what happens if we consider a plasma? Plasma is a quasi-neutral ensemble
of ions and electrons and therefore it is subject to electromagnetic forces
F = qs(E+ vs ×B) , (2.18)
where qs is the charge of particle s, E the electric ﬁeld, vs the mean velocity
of particle s and B the magnetic ﬁeld. If we add this force to Equation (2.1),
we will get two equations of motion: one for ions with number density ni and
one for electrons with number density ne. Adding the two equations for an
inviscid plasma (ν = 0) and using quasi-neutrality, ni ≈ ne, we can derive the
magnetohydrodynamic (MHD) equation of motion
̺ (∂tv + (v · ∇)v) = −∇p+ j×B . (2.19)
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In MHD, the plasma is treated as a ﬂuid. This treatment is valid for scales much
larger than the ion gyro radius
ρi =
√
2mikBTi,⊥
eB0
(2.20)
with ion mass mi, Boltzmann constant kB , perpendicular ion temperature Ti,⊥,
elementary charge e and background magnetic ﬁeld B0. The frequencies under
consideration in MHD must be much lower than the ion cyclotron frequency
Ωic =
eB0
mi
, (2.21)
Using Ampére’s law, where displacement currents can be neglected because of
the low-frequency approximation, the Lorenz force term can be written as
j×B = −∇pB + 1
µ0
(B · ∇)B . (2.22)
Here, pB = B2/(2µ0) describes the magnetic pressure and the second term on
the right hand side of Equation (2.22) describes the magnetic convection. For
a complete description of the ﬂuid motion of the plasma on MHD scales, we
further need the induction equation
∂tB = −∇×E (2.23)
and the generalized Ohm’s law
E+ v ×B = ηj , (2.24)
where η = (µσ)−1 is the magnetic diﬀusivity that depends on the magnetic per-
meability µ and the electric conductivity σ of the plasma. For the derivation of
Equation (2.24), we have further dropped the terms describing anisotropic elec-
tron pressure, electron inertia and the Hall term (Baumjohann and Treumann,
1997, Eq. 7.53). For the plasmas considered in this thesis, the conductivities
are very high, so that we may simplify Equation (2.24) to E = −v × B. This
means that the plasma is frozen-in to the magnetic ﬁeld lines and if we insert
this relation into Equation (2.23), we will see that
∂tB = ∇× (v ×B) . (2.25)
If the frozen-in theorem applies, we may identify velocity and magnetic ﬁeld
ﬂuctuations: δv ∼ δb.
With the help of Elsässer’s variables z± = v ± B/(µ0̺), one can simplify
Equations (2.19) and (2.25) into a form similar to the Navier-Stokes equation
(Elsässer , 1950). While any mean velocity V can be subtracted with Galileo
transformations, this is not possible for a mean magnetic ﬁeld B0 = 〈B〉. There-
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fore, we can transform into the rest frame of the plasma and use z± = ±VA+δz±
with the Alfvén velocity VA = B0/(µ0̺) and the ﬂuctuation ﬁeld 〈δz±〉 = 0.
Consequently, Equations (2.19) and (2.25) can be written together as(
∂t ± VA∂‖
)
δz± + δz∓∇δz± = −̺−1∇pT , (2.26)
where the diﬀerentiation ∂‖ is parallel to the background magnetic ﬁeld B0,
pT = p + pB is the total pressure and we used both ∇ · v = 0 and ∇ · B = 0.
It is illustrative to write the MHD equations with Elsässer’s variables because
it reduces the MHD equations to a set of equations that look almost identical
to the Navier-Stokes equation. This implies that we may use a similar dimen-
sional derivation for plasma turbulence to the one we applied for hydrodynamic
turbulence.
2.2.1 MHD Waves
One important diﬀerence between HD and MHD turbulence is the inﬂuence of
waves on the turbulent cascade, which can be neglected for hydrodynamic tur-
bulence. Although HD waves play an important role in weak or wave turbulence
(see, e.g., Nazarenko, 2011), they are only a minor contributor to the strong HD
turbulence described in Section 2.1.2. This is because the energy in strong HD
turbulence is cascaded by eddies and not weakly interacting waves. However,
waves play an important role for the turbulent cascade in plasmas. We will
show in this section, what kind of waves are obtained from the MHD equations,
i.e., Equations (2.19) and (2.23), and discuss their importance for the cascading
process. For a detailed derivation of the MHD dispersion relation the reader is
referred to Baumjohann and Treumann (1997, Ch. 9.4).
Alfvén Waves
The linearized MHD equations combined with the continuity equation and the
assumption of adiabatic pressure ﬂuctuations can be solved by transverse Alfvén
waves, whose dispersion relation is given by
ω = ±k‖VA . (2.27)
The group velocity of Alfvén waves is the Alfvén velocity VA, which is strictly
parallel or antiparallel to the magnetic ﬁeld and describes the propagation of a
wave packet. The wave fronts, on the other hand, travel in oblique angles to the
magnetic ﬁeld with phase velocity
vph,A = ω/k = VA cos θkB . (2.28)
Here, θkB is the angle between wave vector k and background magnetic ﬁeld B0.
The Alfvén wave is a purely transverse wave and most of the plasma ﬂuctuations
in the solar wind on MHD scales are observed to be of Alfvénic nature (Belcher
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and Davis, 1971; Matthaeus and Goldstein, 1982; Tu et al., 1984). The nonlin-
early interacting ﬂuctuations of Alfvén waves are thus the main contributor to
the turbulent cascade.
Note, that Equation (2.27) can also be obtained from the linearized Equa-
tion (2.26), resulting in Alfvén waves δz+ and δz− traveling along and antipar-
allel to the background magnetic ﬁeld B0, respectively (see also Sridhar , 2011).
Here, the structure of the nonlinear term, δz∓∇δz±, shows an inherent property
of Alfvénic turbulence: if there are only Alfvén waves propagating in one direc-
tion, e.g., δz+ 6= 0 and δz− = 0, the nonlinear term will vanish. This means,
that only Alfvén waves propagating in opposite direction can nonlinearly interact
with each other.
Compressible Modes
In the compressible case, two additional MHD waves arise, the fast and slow
mode. The fast mode, where velocity and density ﬂuctuations are positively
correlated, is supposed to be decoupled from the turbulent cascade (Lithwick
and Goldreich, 2001; Cho and Lazarian, 2005). Measurements in the solar wind
suggest that fast modes are only a minor constituent of the ﬂuctuations (Howes
et al., 2012; Klein et al., 2012; TenBarge et al., 2012). Further, fast modes are
expected to be strongly damped in high β plasmas, where β = p/pB is the ratio
of plasma to magnetic pressure, and dissipated after they steepen into shocks
(Schekochihin et al., 2009).
The slow mode seems to be more interesting for the turbulent cascade. It
is estimated that around 10% of the ﬂuctuations in the solar wind are caused
by the pressure-balanced slow mode, i.e., the compressible component in the
solar wind is almost entirely generated by the slow mode (Howes et al., 2012;
Klein et al., 2012; TenBarge et al., 2012). The slow modes are also decoupled
from the Alfvénic cascade, but their damping rate is proportional to k‖, which
- for wave vectors k⊥ ≫ k‖ - is slow enough to allow for passive mixing by
Alfvénic ﬂuctuations (Howes et al., 2006). Here, k⊥ and k‖ are the wave vectors
perpendicular and parallel to the background magnetic ﬁeld B0. Therefore,
although they do not develop a cascade on their own, compressible ﬂuctuations
are assumed to have a similar scaling as the purely transverse Alfvénic turbulent
cascade (Lithwick and Goldreich, 2001; Schekochihin et al., 2009). However,
recent observations show that this is not entirely true (Forman et al., 2011;
Wicks et al., 2012).
Non-linear Alfvén Wave Collisions
As can be seen from Equation (2.26), only counter-propagating Alfvén waves
interact which each other. In a purely linear framework, which we adapted for
the derivation of the MHD waves, wave fronts do not interact at all. They may
interfere positively or negatively, but there is no energy transfer between the
waves. Wave-wave interactions are therefore nonlinear interactions and these
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nonlinear interactions are responsible for the energy transfer from large to small
scales. Despite of the importance for the turbulent cascade, it is not well known
what actually happens during a nonlinear collision of wave fronts.
Howes and Nielson (2013) analyzed the collision of Alfvén waves in weak
turbulence and could show that two counter propagating primary waves with
the same frequency ω1 and wave vectors k
+
1 and k
−
1 ﬁrst undergo a non resonant
three wave interaction satisfying
k+1 + k
−
1 = k2 and ω1 + ω1 = ω2 , (2.29)
thus forming a secondary wave with wave vector k2 and frequency ω2. As the dis-
persion relation for Alfvén waves is ω = |k‖|vA and as only counter-propagating
waves can interact, the Equations (2.29) necessarily lead to k‖2 = 0. This means
that the secondary wave is not an Alfvén wave but a purely nonlinear wave.
Figure 2.4 shows schematically, where the involved waves are located in wave
vector space. The two primary counter-propagating waves with wave vectors
k±1 , denoted by the red circles, interact nonlinearly to form the secondary wave
with wave vector k2 (green triangle). After Howes and Nielson (2013), this in-
trinsically nonlinear secondary wave further interacts with each primary wave,
which eﬀectively transfers energy to tertiary waves with frequency ω3 = ω1 and
wave vectors k±3 (blue squares). During these interactions energy is cascaded in
perpendicular direction only, i.e., the tertiary waves have the same parallel wave
number as the primary waves k±‖1 = k
±
‖3. This result has been numerically vali-
dated in Nielson et al. (2013) and indicates that the turbulent cascading process
is predominantly perpendicular to the background magnetic ﬁeld.
2.2.2 Weak Isotropic Alfvén Wave Turbulence
The idea that Alfvén waves take the role of the nonlinearly interacting eddies
in plasma turbulence led Iroshnikov (1964) and Kraichnan (1965) (IK) to the
derivation of a phenomenological spectrum based on the linear wave period of
Alfvén waves. Due to the weak interaction of these linear waves, the theory
describes weak or wave turbulence. They deﬁned a new interaction time, the
Alfvén time
τA ∼ (kVA)−1 . (2.30)
The ﬂuctuations are expressed as magnetic ﬂuctuations δb and the plasma is
frozen-in to the magnetic ﬁeld. The emergence of another characteristic time
necessarily leads to ambiguity in the phenomenological derivation, which we
discuss in more detail in Section 2.2.7. It is important to note here, that despite
of the presence of a background magnetic ﬁeld B0 Iroshnikov and Kraichnan
assumed isotropic interactions - a fact for which this theory is often criticized
(Montgomery and Turner , 1981; Sridhar and Goldreich, 1994).
The Alfvén time can be interpreted as the duration of the interaction of two
Alfvén waves of comparable wave length ℓ ∼ k−1, which is much smaller than the
nonlinear time τA ≪ τnl. This means that during an interaction of two Alfvén
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Figure 2.4: Nonlinear interactions during a collision of two primary
Alfvén waves with wave vectors k±1 (red circles) in a plane perpendicular to
the background magnetic field. The parallel wave number is given in gray.
The two counter-propagating primary waves interact to form a purely non-
linear secondary wave with wave vector k2 (green triangle). This secondary
wave then interacts with the primary waves to form the tertiary waves with
wave vectors k±3 (blue squares). Figure from (Howes and Nielson, 2013)
wave packets only a small amount of energy can be exchanged:
δE ∼ δb2 τA
τnl
. (2.31)
Therefore, multiple interactions are needed to exchange energy of order unity.
These interactions are randomly phased, so that N ∼ τnl/τA interactions transfer
only an amount of energy
√
N δE. This means a total amount of N2 interactions
are needed to transfer energy of order unity. This leads to a transfer time given
by
τtr ∼ N2τA ∼
τ2nl
τA
, (2.32)
which can be interpreted in the sense that the energy transfer rate controlled by
weak Alfvénic interactions is slower than in the hydrodynamic case. Using this
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transfer time in Equation (2.9) results in
ǫ ∼ δb
2τA
τ2nl
⇔ δb ∼ VA (ǫℓ)1/4 , (2.33)
which further leads to the so-called IK spectrum of isotropic Alfvén turbulence
Ek ∼ δb2k−1 ∼ V 2Aǫ1/2k−3/2 . (2.34)
The IK spectrum has a spectral index of 3/2 and is thus less steep than the
Kolmogorov spectrum. However, it is not always possible to clearly distinguish
between Kolmogorov and IK spectral scaling due to measurement uncertainties
(Bruno and Carbone, 2005; Podesta, 2009).
2.2.3 Weak Anisotropic Alfvén Wave Turbulence
There is an apparent contradiction between the isotropic phenomenology of the
IK spectrum and the anisotropic nature of plasma turbulence. Due to the pre-
ferred direction deﬁned by the background magnetic ﬁeld and the symmetry of
Equation (2.26), the turbulence is expected to be axisymmetric with regards to
the magnetic ﬁeld. This assumption is backed by several observations in the
solar wind (Matthaeus et al., 1990; Bieber et al., 1996; Horbury et al., 2008;
Turner et al., 2011; Wicks et al., 2012), some of which we also discuss at the
end of this chapter in Section 2.3. Therefore, theories for weak Alfvénic tur-
bulence were developed that take into account the probable axisymmetry of
the problem (Montgomery and Turner , 1981). In this section, we present the
anisotropic expansion of the IK theory in the presence of a strong background
magnetic ﬁeld B0 (Sridhar and Goldreich, 1994; Goldreich and Sridhar , 1997;
Ng and Bhattacharjee, 1997). The scalings can be derived by dimensional analy-
sis under assumption of two diﬀerent scales along (ℓ‖ ∼ k−1‖ ) and perpendicular
(ℓ⊥ ∼ k−1⊥ ) to the background magnetic ﬁeld.
Let us assume an anisotropic Alfvén wave packet with characteristic sizes
k−1⊥ and k
−1
‖ perpendicular and along the magnetic ﬁeld, respectively. We may
write the linear Alfvén wave period as τA ∼ (k‖VA)−1 and the nonlinear time as
τnl ∼ (k⊥δb)−1. Here, δb = δB/√µ0̺ is the magnetic ﬂuctuation or RMS, δB,
in velocity units. Note, that from dimensional considerations the nonlinear time
is not unique if we assume diﬀerent scales k−1⊥ and k
−1
‖ to be present (see also
Section 2.2.7). Inserting these times in Equation (2.33) results in
δb ∼ (ǫk‖VA)1/4k−1/2⊥ . (2.35)
As the turbulence cascades in perpendicular direction we look at the energy
given by E ∼ E⊥k⊥ which leads to a spectrum
E⊥ ∼
√
ǫk‖VA k
−2
⊥ (2.36)
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with spectral index κ = 2. Galtier et al. (2000) note that there is no energy
transfer between planes of diﬀerent k‖ for weak turbulence. Hence, the energy in
each plane is preserved and cascades perpendicular to the background ﬁeld only.
This has been shown using a system of kinetic equations, which could be closed
under the assumption of randomly phased Alfvén waves (Galtier et al., 2000).
A weak anisotropic turbulent cascade according to Equation (2.36) has been
observed in Jupiter’s magnetosphere by Saur et al. (2002), where the condition
τA ≪ τnl was experimentally veriﬁed.
2.2.4 Critically Balanced Turbulence
Observations of ﬂuctuations in the interstellar medium indicate a Kolmogorov
scaling of 5/3 and fail to comply with the IK spectrum (see Sridhar and Goldre-
ich, 1994; Armstrong and Rickett , 1995, and references therein). However, due
to its hydrodynamic nature the Kolmogorov theory of strong turbulence cannot
describe plasma turbulence correctly. As weak turbulence after IK was neither in
accordance with observations nor did it respect the inherent anisotropy of plasma
turbulence, Goldreich and Sridhar (1995) developed a theory of strong plasma
turbulence taking into account the background magnetic ﬁeld. They deduced
a critically balanced turbulence based on the thoughts of Higdon (1984). Here,
the Alfvénic ﬂuctuations δb interact perpendicular to the background magnetic
ﬁeld like eddies with the nonlinear time
τnl ∼ (k⊥δb)−1 . (2.37)
Parallel to the magnetic ﬁeld, the characteristic time scale for interactions be-
tween wave packets is assumed to be the linear Alfvén wave period
τA ∼ (k‖VA)−1 . (2.38)
Goldreich and Sridhar (1995) assume that these two characteristic times are
critically balanced:
τnl ∼ τA ⇔ k⊥δb ∼ k‖VA . (2.39)
Due to the equality of the nonlinear (eddy turnover) and linear (Alfvén) time
scales, the turbulence described by critical balance is strong. The linear term
in Equation (2.26) is now of comparable size as the nonlinear term and we may
use both characteristic times τnl and τA as transfer time. This generates two
equations for δb, namely
ǫ ∼ δb2(k⊥δb) ⇔ δb ∼ ǫ1/3k−1/3⊥ (2.40)
ǫ ∼ δb2(k‖VA) ⇔ δb ∼ ǫ1/2V −1/2A k−1‖ . (2.41)
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These equations lead to diﬀerent scalings if ﬂuctuations are measured along or
perpendicular to the magnetic ﬁeld:
E⊥ ∼ δb
2
k⊥
∼ ǫ2/3k−5/3⊥ and E‖ ∼
δb2
k‖
∼ V −1A ǫk−2‖ . (2.42)
In the perpendicular case, we thus observe a power spectrum with a spectral
index of 5/3, similar to the Kolmogorov scaling. In the parallel direction, on the
other hand, the energy is cascaded diﬀerently. Here, a steeper spectrum with
spectral index 2 is expected and the cascade is controlled by the characteristic
Alfvén time τA. It is generally not possible to determine the orientation of the
ﬂuctuations with respect to the background magnetic ﬁeld because it requires
information on the underlying wave vector directions. However, in case Taylor’s
hypothesis is valid, we may estimate the direction with the ﬁeld-to-ﬂow angle θ,
which is the angle between background magnetic ﬁeld and the direction of plasma
ﬂow (Mangeney et al., 2006; Bourouaine et al., 2012; Howes et al., 2014a). In
Section 3.3.4, we further elaborate on this consideration for the case of Saturn’s
magnetosphere.
In the turbulence theories discussed so far, we have neglected the outer scale
L, on which energy is injected into the system. However, for a critically bal-
anced cascade, this outer scale is important because it determines the energy
distribution in wave vector space. At the outer scale L, the energy is assumed
to be isotropically injected, so that the ﬂuctuation amplitude on this scale can
be written as δb ∼ VA. Using the right hand side of Equation (2.42) this leads
to
V 2A ∼ ǫ
L
VA
⇔ ǫ ∼ V
3
A
L
. (2.43)
Inserting this in equations Equation (2.40) and Equation (2.41), we can derive
a relation between parallel and perpendicular scales
k‖ ∼ L−1/3k2/3⊥ , (2.44)
which was also found by Higdon (1984). This relation is schematically shown in
Figure 2.5 and basically shows that the cascade is preferentially in perpendic-
ular direction: The eddies/waves will decay in such a way, that this relation is
fulﬁlled. In the case of eddies, this leads to an elongation along the magnetic
ﬁeld as ℓ‖ ≫ ℓ⊥.
It is a matter of debate if the energy in k-space is distributed along the path
given by Equation (2.44) or if this relation only gives an upper boundary for k‖.
In the original paper of Goldreich and Sridhar (1995), the latter is not excluded.
Oughton et al. (2004) describe all modes with k‖VA ≤ k⊥δb as hydrolike and
explicitly allow standing, non-propagating modes with k‖ = 0 noting that it
is not useful to think of these modes as wave-like. In contrast, Schekochihin
et al. (2009) doubt that a state with k‖VA ≪ k⊥δb can exist. They argue as
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Figure 2.5: Schematic of different paths of a critically balanced cascade
in a double logarithmic plot of k-space with most energy residing in gray
shaded area, where turbulence is strong. a) Strong isotropic energy injec-
tion, b) Weak energy injection, c) Anisotropic energy injection. The filled
circles show location of energy injection. In case of c, the outer scale can
be defined at location of empty circle, where critical balance path reaches
isotropy.
follows: Given two planes perpendicular to the background ﬁeld B0 separated
by a distance ℓ‖. Fluctuations in these two planes can only stay correlated, if an
Alfvén wave can propagate between the two planes in less than the decorrelation
time τc. This leads to the relation
τc ∼ λc
δb
>
ℓ‖
VA
∼ τA
⇔ k‖ >
δb
VAλc
, (2.45)
where we used the correlation length λc. Equation (2.45) gives a minimal bound-
ary to k‖ ∼ ℓ−1‖ under the assumption that Alfvén waves control the energy
transfer parallel to the background magnetic ﬁeld. In the schematic of Figure
2.5 we thus pictured the energy containing range in gray with a lower limit.
The outer scale L deﬁned in Equation (2.43) is the scale where isotropic
energy injection occurs. If the excitation is initially strong, the critical balance
will be reached from the beginning (path a in Figure 2.5). However, even if the
energy injection is weak, the cascade will eventually reach the critically balanced
state given by Equation (2.44). This is because for weak turbulence, the energy
cascades entirely in perpendicular direction, i.e., k⊥ increases while k‖ remains
constant (Galtier et al., 2000) (path b in Figure 2.5). In case of anisotropic or
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weak energy injection, the outer scale L can be deﬁned as the scale, where the
path of critical balance reaches an isotropic state E⊥ ∼ E‖ (Howes et al., 2008).
Such a cascade is shown by path c in Figure 2.5, where the energy injection
actually happens at the location of the ﬁlled circle but the outer scale is deﬁned
by the location of the open circle.
Due to the phenomenological nature of the derivation, there are numerous
analytical possibilities to formulate the critical balance, some of which include
non-vanishing energy at k‖ = 0 (Cho et al., 2002; Forman et al., 2011). We
will present some of these formulations in Section 4.2. However, all of these
formulations show the scalings given in Equation (2.42) and ultimately lead to
a cascade preferentially perpendicular (k⊥ ≫ k‖) to the background magnetic
ﬁeld. Several measurements in the solar wind indicate that the turbulent cascade
in the solar wind is indeed critically balanced, which we discuss in Section 2.3.
2.2.5 Turbulence on Kinetic Scales
In hydrodynamic turbulence the cascade consists of three regions: the energy in-
jection range, inertial range and dissipation range. For plasma turbulence the sit-
uation is more complicated because there are characteristic length scales within
the inertial range, where the statistics of the nonlinear interactions change. The
phenomenological derivation discussed in Section 2.2.4 is therefore restricted to
MHD scales, where the dominant plasma waves are Alfvén waves. As MHD de-
scribes the plasma as a ﬂuid, the approach is only valid for scales ℓ≫ ℓi. Here,
ℓi denotes the controlling ion kinetic scale that may be given, e.g., by the ion
gyro radius ρi. Another important kinetic scale that might control the onset of
kinetic turbulence is the ion inertial length
λi =
ωpi
c
=
√
nie2
ε0mic2
, (2.46)
where c is the speed of light, ωpi is the ion plasma frequency, ni is the ion
number density and ε0 is the vacuum permittivity or electric constant. The
same characteristic length scales ℓe can also be deﬁned for electrons instead of
ions. To describe the plasma at kinetic scales, the electrons may still be regarded
as a ﬂuid but the description of the ions needs a kinetic approach.
On scales ℓi ≫ ℓ ≫ ℓe - henceforth denoted as (ion) kinetic scales - the
Alfvén, slow and fast wave branches develop new characteristics and split up
into kinetic wave modes. These modes can be derived as linear solutions to
the Vlasow-Maxwell equations or from the warm and cold plasma dispersion
relations (see, e.g., Lysak and Lotko, 1996; Baumjohann and Treumann, 1997;
Sahraoui et al., 2012). The wave vector k determines which kind of waves develop
in the kinetic range. On the one hand, Alfvén waves transition into ion cyclotron
waves for k‖λi & 1 and into left-hand polarized kinetic Alfvén waves for k⊥ρi ≫
1 and k⊥ℓi < 1 (Sahraoui et al., 2012; Howes et al., 2014a). On the other
hand, fast mode waves transition into ion Bernstein waves for k‖λi ≪ 1 and
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k⊥ρi & 1 and into right-hand polarized whistler waves for k‖λi & 1 (Stawicki
et al., 2001; Sahraoui et al., 2012; Howes et al., 2014a). The kinetic slow mode
is less well studied because it is believed that the slow mode is strongly damped
in collisionless plasmas with Ti ∼ Te (Klein et al., 2012).
Especially two waves that arise on these scales play an important role for
turbulent ﬂuctuations at ion kinetic scales: the kinetic Alfvén wave (KAW) and
the whistler wave. In Section 2.2.6, we present a phenomenological derivation
of the KAW turbulent cascade after Howes et al. (2008). We also interpret our
results in Saturn’s magnetosphere in the framework of KAW turbulence. This
has several reasons: ﬁrst, recent observations and simulations indicate that solar
wind ﬂuctuations on kinetic scales are indeed predominantly kinetic Alfvén waves
(Chen et al., 2013; Sahraoui et al., 2010; Podesta and TenBarge, 2012; TenBarge
et al., 2012; Podesta, 2013; TenBarge et al., 2013), and second, our observa-
tions in Saturn’s magnetosphere (Chapter 3) and our synthetic PSD (Chapter
4) cannot be interpreted by whistler turbulence. This is because whistler waves
violate Taylor’s hypothesis of frozen-in ﬂow, which is a prerequisite for our later
analyses (see Howes et al., 2014a, the validity in the solar wind).
2.2.6 Kinetic Alfvén Wave Turbulence
In order to describe the turbulence controlled by kinetic Alfvén waves, we present
a phenomenological derivation based on gyrokinetics (Howes et al., 2006, 2008;
Schekochihin et al., 2009). The easiest way to write the dispersion relation for
kinetic Alfvén waves is
ω2 ∼ k2⊥ρ2i k2‖V 2A (2.47)
⇔ τKAW ∼
(
k⊥ρik‖VA
)−1
, (2.48)
where we neglected additional functional dependencies on temperature and plasma
β, which simplify to a factor close to unity for the plasmas under consideration
in this thesis (Hasegawa, 1976; Baumjohann and Treumann, 1997; Howes et al.,
2006). Equation (2.47) is valid under the condition of k⊥ρi ≫ 1 and results in
a phase velocity for kinetic Alfvén waves comparable to that of Alfvén waves,
namely vph,KAW ∝ cos(θ).
On MHD scales, the plasma is frozen-in to the magnetic ﬁeld, so that we could
identify velocity and magnetic ﬂuctuations: δv ∼ δb. However, the correlation
of magnetic and velocity ﬂuctuations is not perfect on kinetic scales. In fact,
the velocity ﬂuctuation δv corresponds to a magnetic ﬂuctuation δb according
to (Howes et al., 2006)
δv ∼ k⊥ρiδb . (2.49)
Thus, the nonlinear time becomes
τnl ∼
(
k2⊥ρiδb
)−1
. (2.50)
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To derive the scalings of the critically balanced KAW cascade, we proceed in
the same way as in Section 2.2.4. The only additional information that we put
into the derivation are Equations (2.48) and (2.49). The energy ﬂux along the
cascade, or dissipation rate ǫ, and the magnetic ﬁeld ﬂuctuation δb can then be
estimated as
ǫ ∼ δb
2
τnl
⇔ δb ∼ ǫ1/3ρ−1/3i k−2/3⊥ (2.51)
for the perpendicular cascade and as
ǫ ∼ δb
2
τkaw
⇔ δb ∼ ǫρ−1i V −2A k−2‖ (2.52)
for the parallel cascade. For the magnetic ﬁeld power spectra, those relations
result in
E⊥ ∼ ǫ2/3ρ−2/3i k−7/3⊥ and E‖ ∼ ǫ2ρ−2i V −4A k−5‖ . (2.53)
The power spectra of magnetic ﬁeld ﬂuctuations in the ion kinetic range are
therefore steeper than their counterparts in the MHD regime. At the transi-
tion between the two regimes, a sharp spectral break is observed, which has
been analyzed in various studies (e.g. Leamon et al., 1999; Smith et al., 2006;
Markovskii et al., 2008; Alexandrova et al., 2012; Bourouaine et al., 2012). For a
purely perpendicular spectrum with ﬁeld-to-ﬂow angle θvB = 90◦, this spectral
break is observed around kρi ∼ 1 and kλi ∼ 1. However, for KAW turbulence
the controlling parameter is believed to be the gyro radius (Howes et al., 2008;
Schekochihin et al., 2009). A recent observation of a critically balanced KAW
cascade in the solar wind by Chen et al. (2010a) is presented in Section 2.3.
The associated relation of the wave vectors due to the critical balance can
be derived by Equations (2.51), (2.52) and (2.43), which yields
k‖ ∼ L−1/3ρ−1/3i k1/3⊥ . (2.54)
A more sophisticated version of Equation (2.54) has been derived by Howes et al.
(2008), which has an additional factor (βi + 2/(1 + Te/Ti))
1/6 on the right hand
side. However, this factor is of order unity both in the solar wind and in Saturn’s
magnetosphere and we therefore neglect it here.
The same derivation for the spectral power can be made under the assump-
tion of weak turbulence with transfer time τtr ∼ τ2nl/τkaw (Howes et al., 2011a).
Straightforward application according to Section 2.2.3 then leads to a scaling of
E⊥ ∝ k−5/2⊥ . (2.55)
Again, there is no spectral transfer of energy along k‖ (Howes et al., 2011a).
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2.2.7 On the Ambiguity of Dimensional Analyses
The advantage of the dimensional or phenomenological analysis, which has been
used so far, lies in its potential to predict scalings of turbulent spectra with-
out having to cope with complicated analytical formulations of the underlying
equations or their approximations. However, as we have already noted in Sec-
tions 2.2.2 and 2.2.3, a certain ambiguity arises because it is impossible to ﬁnd an
exact solution with dimensional analysis alone. This ambiguity stems from the
emergence of characteristic times for plasma waves in addition to the nonlinear
time and from the inability to discriminate between anisotropic scales k−1⊥ and
k−1
‖
. Therefore, the scalings for plasma turbulence introduced so far represent
only some possibilities amongst others.
For the MHD regime governed by Alfvén waves, Galtier et al. (2005) pre-
sented a more general formulation of the dimensional analysis. Their derivations
emanate from an anisotropic spectrum of the form
E ∝ k−α⊥ k−β‖ , (2.56)
where α and β are unknown parameters. Assuming a constant ratio τA/τnl
along the cascade, they deduced a linear relationship between those parameters,
namely
3α+ 2β = 7 . (2.57)
Based on this relation the well known solutions for the critically balanced Kol-
mogorov spectrum (α = 5/3, b = 1) and the anisotropic Iroshnikov-Kraichnan
spectrum (α = 2, β = 1/2) can be reproduced (Goldreich and Sridhar , 1995,
1997; Ng and Bhattacharjee, 1997). Interestingly, the relation k‖ ∝ k2/3⊥ arises
as a universal scaling, which results from the assumption of a constant ratio
τA/τnl (Galtier et al., 2005).
Within the kinetic range the problem of ambiguity is even greater. While the
dominance of Alfvén waves on scales kρi ≪ 1 is agreed upon in the solar wind,
the dominant wave mode on kinetic scales is yet to be identiﬁed. As discussed in
Section 2.2.5, the most probable candidates are kinetic Alfvén waves and whistler
waves, but it is experimentally very diﬃcult to distinguish between them. The
dispersion relation has to be measured and the observations are inconclusive so
far because of the large measurement uncertainties (Sahraoui et al., 2010; Narita
et al., 2011; Perschke et al., 2013; Roberts et al., 2013). However, all measure-
ments coincide to such a degree as they detect predominantly ﬂuctuations with
wave vectors perpendicular to the background magnetic ﬁeld, k⊥ ≫ k‖. Note,
that other phenomena such as ion-Bernstein waves or simply convected struc-
tures may also play important roles in the turbulent cascade at kinetic scales
(Perschke et al., 2013; Roberts et al., 2013). From a dimensional point of view,
the diﬀerence between kinetic Alfvén waves and whistler waves is negligible be-
cause both linear wave periods scale as τw ∝ (k‖k⊥)−1. Therefore, the linear
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relationship in the kinetic range amounts to
3α+ β = 8 (2.58)
for both waves, which shows that it is impossible to determine the wave mode
from the estimation of the spectral index alone (Galtier et al., 2005). Other
theories that are in accordance with Equation (2.58) include weak whistler tur-
bulence with a spectral index of 2.5 (Galtier and Bhattacharjee, 2005; Narita
and Gary , 2010) as well as strong KAW turbulence (Boldyrev and Perez , 2012)
and strong whistler turbulence when the parallel cascade is weak (Galtier et al.,
2005) both with a slope of 8/3.
2.2.8 Estimation of the Background Magnetic Field
It is generally agreed upon that the background magnetic ﬁeld introduces an
anisotropy for the turbulent ﬂuctuations in space plasmas (Montgomery and
Turner , 1981; Matthaeus et al., 1990; Wicks et al., 2012). However, there are
currently two schools of thought regarding the deﬁnition of this background
magnetic ﬁeld. The traditional approach is to deﬁne the background magnetic
ﬁeld by the arithmetic average over the complete time series:
B0 =
1
N
N∑
i=1
Bi , (2.59)
where N is the number of samples. This is the global mean magnetic ﬁeld. We
will almost exclusively apply this method throughout Chapter 3 and refer to
it simply as the mean magnetic ﬁeld. The advantage of this method is that
it allows us to work with discrete data blocks of arbitrary length, e.g., 10min
time series, for which the parameters of interest - ﬁeld-to-ﬂow angle θ, RMS δB,
spectral index κ, etc. - can be calculated.
The second school of thought propagates the so-called local mean magnetic
ﬁeld. The idea behind this approach is schematically visualized in Figure 2.6.
Here, a large scale ﬂuctuation (wave 1) experiences a background magnetic ﬁeld
B0 that is close to the global ﬁeld. In contrast, a small scale and high frequency
wave packet (wave 2) on top of the large wave primarily experiences a magnetic
ﬁeld that is a superposition of the large scale ﬂuctuation of wave 1 and the global
ﬁeld. This magnetic ﬁeld is the local magnetic ﬁeld Bloc(f, t) and it depends
explicitly on the size or frequency of the wave packet and its location or, in
case of a time series, the time of observation (Cho et al., 2002). For large scales
and low frequencies, the local magnetic ﬁeld should asymptotically approach the
global magnetic ﬁeld but there is no unique way to describe a local background
ﬁeld.
Horbury et al. (2008) introduced a construction formula based on a wavelet
transformation, which sorts the wavelet coeﬃcients into discrete ﬁeld-to-ﬂow
angle bins. The subsequent averaging is then carried out not over a continuous
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Bloc
B0
wave 1
wave 2
Figure 2.6: Schematic of the global magnetic field B0 and the local mag-
netic field Bloc (dashed lines). The large wave 1 (gray) experiences a large
scale magnetic field equal to the global magnetic field. In contrast, the
small scale and high frequency wave 2 (black) experiences the magnetic
field modified by the fluctuation of wave 1. This local magnetic field Bloc
depends on the size and the location of wave packet 2.
time interval, but over separate instances in time, during which a similar ﬁeld-
to-ﬂow angle is observed. Thus, it yields an angle dependent power spectrum,
P (f, θ). This method has since been used in several other studies (Podesta,
2009; Osman and Horbury , 2009; Chen et al., 2010a; Wicks et al., 2010). Recent
observations in the solar wind indicate that only in such a local magnetic ﬁeld
frame, it is possible to resolve the spectral anisotropy κ(θ), i.e., the change of
the spectral index as a function of the ﬁeld-to-ﬂow angle (Tessein et al., 2009;
Chen et al., 2011). Note, however, that the application of a local magnetic ﬁeld
analysis after Horbury et al. (2008) requires much longer time intervals than the
global ﬁeld analysis in order to obtain enough coverage in each ﬁeld-to-ﬂow angle
bin.
In Saturn’s magnetosphere, the magnetic ﬁeld, the plasma parameters and
the observed spectral densities change considerably during an orbit of Cassini.
This is unlike the solar wind, where a measurement under nearly homogeneous
conditions can last several days. The spectral anisotropy, which can be observed
in a local frame, is most likely only measurable for very small angles, say θ . 20◦
(see Chapter 4). However, due to the near corotation of the plasma in Saturn’s
plasma sheet, most of the ﬁeld-to-ﬂow angles are much greater than 20◦ despite
of a general sweepback of the magnetic ﬁeld (Wilson et al., 2009). Therefore, we
expect the eﬀect of spectral anisotropy to be negligible compared to the potential
variations caused by inhomogeneous plasma conditions. In this thesis, we focus
on the analysis of inhomogeneities of the Saturnian system with respect to local
time and longitudinal asymmetries. Therefore, we prefer the global magnetic
ﬁeld, because it allows us to easily analyze the spatial distribution of parameters
that are obtained at discrete times at locations.
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2.2.9 Dissipation
The dissipation of plasma turbulence is still hardly understood. In contrast
to hydrodynamic turbulence, where collisions between particles are the main
dissipation mechanism, the mean free path of particles in astrophysical or space
plasmas often exceeds the size of the system. This means that the plasma
is eﬀectively collisionless, which applies to the solar wind (Belcher and Davis,
1971) and also in a lesser extent to plasma in Saturn’s middle magnetosphere
(Delamere et al., 2007; Fleshman et al., 2013). Thus, the main contributor to
dissipation are believed to be wave-particle interactions. However, due to the
limited resolution of the instruments used for in-situ turbulence measurements,
which only reach to the beginning of the dissipation range, there is no broadly
accepted theory on the dissipation mechanisms in space plasmas.
Although the interactions of the ﬂuctuations are nonlinear, a promising
ansatz for the estimation of the dissipation rate are linear wave damping rates
(Howes et al., 2014b). Linear wave damping has been the subject of several
recent studies (Stawicki et al., 2001; Howes et al., 2006; Sahraoui et al., 2010;
Podesta et al., 2010). A substantial damping of the wave is expected when the
damping rate becomes comparable to the wave frequency ω. In the case of ki-
netic Alfvén turbulence damping in the inertial or MHD range is negligible but
gets important close to k⊥ρi ∼ 1, where the Alfvén mode transforms into the
kinetic Alfvén mode (Howes et al., 2006). The exponential decay in the power
spectra, which was found to ﬁt recent observations in the high frequency solar
wind, is believed to be caused by such a linear wave damping (Alexandrova et al.,
2009, 2012).
The potential damping mechanisms include cyclotron and Landau damp-
ing and describe how energy is transferred from the wave to the particle, i.e.,
wave-particle interactions. The resonant condition for ion cyclotron and Landau
damping is given by
ω − k‖v‖ ∼ nΩic , (2.60)
where v‖ denotes the resonant particle’s speed parallel to the magnetic ﬁeld. In
Equation (2.60), n ≥ 1 represents the ion cyclotron resonance and n = 0 the
Landau resonance. The ion cyclotron resonance takes place when the Doppler-
shifted wave electric ﬁeld, which a particle experiences, becomes comparable to
multiples of the ion cyclotron frequency (Chen, 1990; Matthaeus et al., 1990).
This type of resonance leads to perpendicular heating of the resonant particle
(Howes et al., 2008; Cranmer and van Ballegooijen, 2012).
In the case of n = 0, Landau damping takes place. Nonlinear Landau damp-
ing can be interpreted as the trapping of particles with a velocity close to the
wave phase speed by the wave potential (Chen, 1990). When the wave amplitude
is small, particles with a velocity close to the phase speed of the wave experience
linear Landau damping. If the particle’s speed is lower than the phase speed,
it will gain energy from the wave, while a particle faster than the phase speed
will loose energy to the wave. However, plasmas with a velocity distribution
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close to a Maxwellian hold more slower than faster particles and thus the Lan-
dau resonance eﬀectively drains energy from the waves and therefore from the
turbulent cascade (Chen, 1990). After Schekochihin et al. (2009) Alfvén waves
are aﬀected by ion Landau damping at scales close to the ion gyro radius, while
kinetic Alfvén waves are subject to electron Landau damping. Consequently,
KAW turbulence ultimately leads to heating of electrons.
The damping rates at the respective resonances for ion cyclotron and Lan-
dau damping are anisotropic with respect to the wave vector. Ion cyclotron
damping is strong when the wave frequency is close to the ion cyclotron fre-
quency, ω ∼ Ωci, which happens for large k‖, while Landau damping is strong
for large k⊥ (Leamon et al., 1999; Howes et al., 2006, 2008; Cranmer and van
Ballegooijen, 2012). For a critically balanced cascade with k⊥ ≫ k‖, it can be
shown that strong ion cyclotron damping is reached only far in the dissipation
range. However, electron Landau damping of kinetic Alfvén waves already domi-
nates the dissipation process at the associated large perpendicular wave numbers
(Schekochihin et al., 2009).
In order to estimate the dissipated energy per unit time from our observa-
tions, we assume a stationary turbulent cascade. Based on this simple principle
one can estimate the dissipation rate by the energy transfer rate along the cas-
cade within the inertial range. Although we can extract information on the
total amount of energy with this method, it is not clear how exactly the en-
ergy is dissipated. Dissipation through wave-particle interactions may lead to
anisotropic heating or the formation of current sheets that can accelerate parti-
cles through reconnection and thus generate a strongly non-Maxwellian velocity
proﬁle (Leamon et al., 2000; Dmitruk et al., 2004; Chian and Muñoz , 2011; Perri
et al., 2012). However, it is not the aim of this thesis to analyze the damping
mechanisms of plasma turbulence. Instead, we are interested in the total energy
carried by turbulent ﬂuctuations to estimate the impact on the energy budget of
Saturn’s magnetosphere. For that matter, we derive a heating rate for magnetic
ﬂuctuations in Section 3.4.5, where we assume the energy ﬂux along the cascade
to be completely and isotropically deposited into the system as heat. In Section
4.2.3, we examine the eﬀects of anisotropic damping in k-space on the measured
power spectral densities.
2.3 Observations in the Solar Wind
Before we focus on observations in Saturn’s magnetosphere in the next chapter,
we shortly present some important and characteristic observations in the solar
wind that support the theory of a critically balanced (kinetic) Alfvén wave cas-
cade as a natural process in plasma turbulence. This is of particular interest
because we compare our results in Saturn’s magnetosphere with those in the so-
lar wind. In Chapter 4, we carefully check if the observations presented here are
in accordance with a critically balanced cascade, an interpretation often made
without exact knowledge of the spectral anisotropy that is determined by the
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Figure 2.7: PSD of magnetic fluctuations in the solar wind measured with
CLUSTER from MHD to electron scales. Left: Results from Alexandrova
et al. (2012), where an exponential model, P ∝ k−8/3⊥ exp(−k⊥ρe), leads
to the best fit in the kinetic range. Right: PSD of magnetic fluctuations
parallel (black line) and perpendicular (black line) to the magnetic field
from Sahraoui et al. (2010). After the first spectral break at the ion gyro
radius, a steeper transition range is observed before the spectra flatten out
in the ion kinetic range. At electron scales there is another spectral break
followed by a power-law with spectral index 3.53.
theory.
2.3.1 Magnetic Power Spectral Densities
Power spectral densities (PSD) in the solar wind have been measured since more
than 30 years (Matthaeus and Goldstein, 1982; Tu et al., 1984). Since then,
modern technology has dramatically increased the measurements’ accuracy and
resolution. Recent observations of magnetic ﬁeld ﬂuctuations cover not only
MHD and ion kinetic scales (k > ρ−1i ) but also electron kinetic scales with
k > ρ−1e .
Figure 2.7 (left) shows latest results obtained by Alexandrova et al. (2012)
from observations in the solar wind by the CLUSTER spacecraft. The PSD were
transformed into wave number space assuming Taylor’s frozen-in hypothesis and
the spectral energy was normalized so that all spectra ﬁt nicely on top of each
other. It is clearly visible that the MHD range exhibits a Kolmogorov like
spectral slope of around 5/3. At kinetic scales close to both ion gyro radius
and ion inertial length, the Alfvén waves evolve to kinetic Alfvén waves and a
spectral break is observed. After the break the PSD steepens toward a slope of
approximately 8/3. This is somewhat steeper than the 7/3 slope presented in
Section 2.2.6, but we will later see in Chapter 4 that this discrepancy might be
explained by damping of the ﬂuctuations. Alexandrova et al. (2012) ﬁnd that an
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exponential model
P (k⊥) ∝ k−8/3⊥ exp(−k⊥ρe) (2.61)
best ﬁts the data. The change of the spectral index around electron scales is
explained by damping leading to an exponential decay as it is observed for the
dissipation range of hydrodynamic turbulence.
Sahraoui et al. (2010) made similar observations with CLUSTER in the solar
wind and interpret the change of the spectral index as a second spectral break.
They used a power-law of spectral slope ∼3.5 to ﬁt this electron kinetic range.
An example PSD of their results is shown in Figure 2.7 (right), where the black
line shows the energy of ﬂuctuations parallel to the magnetic ﬁeld, P‖, and
the red line the energy of ﬂuctuations perpendicular to the magnetic ﬁeld, P⊥.
The power anisotropy is large in the MHD range, P⊥/P‖ ≥ 10, which is a
common observation in the solar wind (Belcher and Davis, 1971; Osman and
Horbury , 2009; Wicks et al., 2010; TenBarge et al., 2012). The steep power-law
range with a slope of 3.96 is interpreted as a transition range from MHD to
kinetic scales associated with ion dissipation (Sahraoui et al., 2010; Smith et al.,
2012). Although both results yield slightly diﬀerent spectral indices and the
electron scale observation is interpreted diﬀerently, both PSD show the same
characteristics. In Chapter 3, we show that these characteristics of the power
spectra, namely spectral breaks at ion scales and steep slopes in the kinetic range
of ∼2.6, similarly apply to ﬂuctuations in Saturn’s magnetosphere.
2.3.2 Observations of Intermittent Fluctuations
The statistics of the ﬂuctuations in the solar wind has been analyzed extensively
with experimentally derived probability density functions (PDF) and structure
functions (Burlaga, 1992; Sorriso-Valvo et al., 1999, 2001; Hnat et al., 2003;
Kiyani et al., 2009; Salem et al., 2009; Zimbardo et al., 2010). The ﬂatness, i.e.,
the normalized fourth order statistical moment, is found to increase drastically
starting from a value close to 3 on MHD scales (Bruno et al., 2003; Alexandrova
et al., 2008a). This has also been observed in simulations of MHD turbulence
(Cho and Lazarian, 2009;Wan et al., 2009) and is characteristic of intermittency
and also of the dissipation range in HD turbulence (Frisch, 1995).
Figure 2.8 shows the ﬂatness obtained from HELIOS and CLUSTER mea-
surements in the solar wind using a scale dependent wavelet estimation (Alexan-
drova et al., 2008a). At large scales the ﬂatness of ∼3 indicates that the PDF
is close to Gaussian. The power-law like increase of the ﬂatness with frequency
shows that the scaling exponent is not a linear function of statistical order n
(see Equation (2.17)), which indicates multifractal ﬂuctuations (Kiyani et al.,
2013). This increase is drastically enhanced in the kinetic range. The intermit-
tency can be estimated with the local intermittency measure presented by Farge
(1992) as shown in the inset in Figure 2.8. The increasing ﬂatness is thus in
accordance with an increased intermittency and may indicate the formation of
current sheets (Perri et al., 2012).
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Figure 2.8: Flatness as a function of frequency in spacecraft frame from
Alexandrova et al. (2008a). The solid line shows HELIOS data and the
dashed line data from CLUSTER. At frequencies higher than the ion cy-
clotron frequency, fci, the flatness increases like a power-law.The inset
shows the intermittency of the fluctuations.
2.3.3 Spectral Anisotropy
The critically balanced cascade predicts that the spectral index κ is a function
of the ﬁeld-to-ﬂow angle θ. The ﬁrst analysis of such a spectral anisotropy, κ(θ),
was made by Horbury et al. (2008) using 30 days of magnetic ﬁeld data from
Ulysses in the high speed solar wind. Their results are shown in Figure 2.9 (left).
Here, the spectral anisotropy κ(θ) is shown for 10◦ angle bins. The spectral index
has been obtained in a frequency range of f = 15−98mHz which corresponds to
MHD scales. Horbury et al. (2008) used a wavelet based method to construct
spectra in a local mean magnetic ﬁeld frame. Similar results were later reported
by several other authors (Podesta, 2009; Osman and Horbury , 2009;Wicks et al.,
2010). The choice of the reference frame seems to be particularly important for
the spectral anisotropy, as Tessein et al. (2009) found no such anisotropy in
a global magnetic ﬁeld frame. Spectral anisotropy in a local magnetic ﬁeld
frame has also been measured in the kinetic range, k⊥ρi > 1, by Chen et al.
(2010a). They used CLUSTER data from 2002 to obtain the spectral indices
from second order structure functions. Their results are shown in Figure 2.9
(right) for ﬂuctuations parallel (red) and perpendicular (blue) to the local mean
magnetic ﬁeld. The results have been presented as indicative for a critically
balanced cascade.
Both results - a monotonically decreasing spectral index from 2 to 5/3 and
∼3.5 to 8/3 - are interpreted as consistent with a critically balanced cascade on
MHD and kinetic scales, respectively. For the MHD range Forman et al. (2011)
showed that the results of Horbury et al. (2008) are in agreement with a critically
balanced cascade, but they used a mathematical transformation that forbid them
to analyze the function κ(θ) or the PSD directly. An attempt to reconstruct the
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Figure 2.9: Left: spectral anisotropy κ(θ) calculated in the range f =
15−98mHz for 10◦ angle bins as measured by Horbury et al. (2008) on
MHD scales. Right: spectral anisotropy for fluctuations parallel (red) and
perpendicular (blue) to the local mean magnetic field as obtained by Chen
et al. (2010a).
energy distribution in k-space has recently been published by He et al. (2013),
which indicates that the measured spectral anisotropy may indeed be caused by
an anisotropy in wave vector space corresponding to the critical balance theory
by Goldreich and Sridhar (1995). Also there are numerical simulations indicating
that a critically balanced cascade is formed by Alfvén (Cho and Vishniac, 2000;
Maron and Goldreich, 2001; Cho et al., 2002) and kinetic Alfvén turbulence
(TenBarge and Howes, 2012).
Despite of these recent ﬁndings that support the critically balanced (kinetic)
Alfvén wave conjecture, the results presented here lack a complete explanation.
Although the observed spectral indices at θ ∼ 0◦ and θ ∼ 90◦ are close to what
is expected for KAW turbulence, the exact functional dependence of the spectral
index on the ﬁeld-to-ﬂow angle on MHD and kinetic scales is unknown. There
are no theoretical considerations on how a critically balanced cascade might look
like for intermediate angles 0◦ < θ < 90◦ in the measured PSD. We will therefore
analyze the functional dependence, κ(θ), of these critically balanced cascades in
Chapter 4. There, we show that the critically balanced KAW turbulence leads to
a surprising spectral shape of the PSD and is unlikely to be the only cause of the
observed spectral anisotropy. Instead, the anisotropic damping term presented
in Equation (2.61) is substantial for a smooth variation of the spectral index
from small to large angles.
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CHAPTER 3
Turbulence at Saturn
In this Chapter, we explore Saturn’s magnetosphere, present its structure and
dynamics, and analyze magnetic ﬁeld data of in-situ measurements obtained by
the spacecraft Cassini in the years from 2004 to 2009. We present one of the two
major results of this thesis, namely the existence of a kinetic range turbulent
cascade in Saturn’s magnetosphere and its implications on the magnetospheric
energy budget. We also show that the turbulence exhibits several asymmetries
with respect to local time and planetary longitude.
We begin this chapter with a review of the general characteristics of Saturn’s
magnetosphere obtained from measurements in the Cassini era. First, we dis-
cuss the general structure of the planet and its magnetosphere in Section 3.1.
We show that the magnetosphere of the second largest planet of our solar sys-
tem is to a major degree internally controlled and explain some of the dynamic
magnetospheric processes in more detail in Section 3.2. Then, we come to the
analysis of turbulent magnetic ﬁeld ﬂuctuations, which has been carried out in
the framework of this thesis. In Section 3.3, we investigate in detail the magnetic
ﬂuctuations in a case study of Cassini’s second orbit. As described in Section
3.4, the energy that is ultimately injected into the magnetosphere through the
fast rotation of the planet is nonlinearly transferred to smaller scales, where
the magnetic ﬂuctuations form a consistent turbulent cascade. The cascade has
important implications for the energy budget of the system and is shown to
substantially heat the magnetospheric plasma. The dependence of the derived
parameters on local time and planetary longitude is discussed in Section 3.5. For
a presentation of the Cassini mission and the instruments that are important for
our observations, the reader is referred to Appendix A. An extensive review of
Cassini observations at Saturn is given by Dougherty et al. (2009). The most
parts of Sections 3.3 and 3.4 have been published in von Papen et al. (2014).
3.1 Planetary Properties of Saturn
Saturn is the second largest planet of our solar system and is named after the
roman god of agriculture. It is particularly famous for its rings, which were ﬁrst
35
Turbulence at Saturn
Figure 3.1: Historical drawings illustrating the discovery of Saturn’s
rings. Galilei mistook them for two moons (top), while C. Huygens cor-
rectly interpreted them as rings in the equatorial plane (middle). G. D.
Cassini later recognized the division of the rings (bottom). Figure from
Harland (2007).
discovered by Galileo Galilei (1564-1641) in 1610. However, Galilei mistook the
rings for two moons as can be seen in his drawing shown in Figure 3.1 (top).
Later, Christiaan Huygens (1629–1695) recognized the ring structure in 1659
(Figure 3.1, middle), followed by the discovery of a dark division between the
rings by G. D. Cassini (1625–1712) shown in Figure 3.1 (bottom).
The planet Saturn is a gas giant located at an average distance of 9.54AU
from the Sun with a mass of 95 times that of Earth and an equatorial radius
of 1Rs = 60268 km (deﬁned at 1bar atmospheric pressure). The ﬂattening
f = (a − c)/a, which quantiﬁes the relation between equatorial radius a and
polar radius c, is 0.09796 for Saturn. This is almost 30 times larger than Earth’s
ﬂattening (NASA, 2014). Table 3.1 summarizes the most relevant parameters
in comparison with those of Earth. Saturn’s atmosphere consists primarily of
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Saturn Earth
Planetary Parameters
Equatorial radius [km] 1Rs = 60268 1RE = 6378
Mass [1024 kg] 568.36 5.9726
Mean density [kgm−3] 687 5514
Flattening 0.09796 0.00335
Equatorial magnetic ﬁeld [nT] 20000 31000
Magnetic dipole moment [T/m−3] 4.6 · 1018 7.75 · 1015
Average IMF magnitude [nT] 0.5 4
Magnetopause standoﬀ distance 25Rs 10RE
Dipole tilt < 1◦ 10.5◦
Orbital Parameters
Semi major axis [AU] 9.54 1
Sidereal orbit period [days] 10759.22 365.256
Sidereal rotation period [h] ∼10.7 23.9345
Obliquity 26.73◦ 23.44◦
Table 3.1: Basic parameters of Saturn compared to those of Earth
(NASA, 2014; Gombosi et al., 2009; Achilleos et al., 2008).
molecular hydrogen (H2, 96%) and helium (He, 3%) (NASA, 2014). The plan-
etary mass is - even more than at Jupiter - centrally concentrated in a core of
15−20 Earth masses (Dougherty et al., 2009, Ch. 4). The visible surface, i.e., the
atmospheric cloud top, is in constant motion and rotates diﬀerentially. Figure
3.2 shows a photograph of the largest storm since 1990 which was detected in
December, 2010, taken by the spacecraft Cassini. One can clearly see band pat-
terns of clouds and the turbulent storm tail, which ultimately encircles the whole
planet. It takes Saturn 29.4 years to orbit around the Sun. The obliquity of Sat-
urn, i.e., the maximal angle between its equatorial plane and the solar ecliptic,
is 26.7◦ (NASA, 2014). Therefore, strong annual changes are expected, caused
by asymmetric heating of the hemispheres. The spacecraft Cassini arrived at
Saturn on July 2004 during southern summer, which lasted until equinox on 11
August 2009.
3.1.1 Saturn’s Moons
More than 60moons orbit the planet most of which have diameters below 200 km.
The largest moon is Titan, located at 20.3Rs, with a radius of 2575 km. Titan’s
dense atmosphere consists of mostly nitrogen and has been investigated in many
Cassini ﬂybys and also by the probe Huygens (Harland , 2007). The most im-
portant moon for magnetospheric dynamics, however, is located at 3.9Rs. It is
the moon Enceladus and despite of its small size, with a radius of just 250 km, it
is the main source of the magnetospheric plasma. Other moons with mean radii
of more than 100 km include Mimas (radius 199 km, distance to Saturn 3.1Rs),
37
Turbulence at Saturn
Figure 3.2: Evolution of the greatest storm observed on Saturn since
1990. The Feb. 25 and Aug. 12 images are true color [NASA/JPL-
Caltech/Space Science Institute].
Tethys (531 km, 4.9Rs), Dione (562 km, 6.3Rs), Rhea (763 km, 8.7Rs), Hype-
rion (139 km, 24.6Rs), Iapetus (735 km, 59.1Rs) and Phoebe (107 km, 215Rs)
(NASA, 2014). Mimas, Enceladus, Tethys, Dione and Rhea are often referred
to as the icy moons because of their surface of water ice.
The main source of neutrals inside Saturn’s magnetosphere is the moon Ence-
ladus. Several ﬂybys found plumes near the south pole in the region of the
characteristic tiger stripes emitting water group neutrals (H3O, H2O, OH, O)
into the magnetosphere (Dougherty et al., 2009, Ch. 21, and references therein).
A photograph of these plumes taken by Cassini is shown in Figure 3.3. The
amount of neutrals emitted through water jets from Enceladus’ plumes to the
magnetosphere is found to vary with time (Saur et al., 2008). Estimations for
the mass loss rate reach from 200 kg/s up to 1600 kg/s (Saur et al., 2008; Sittler
et al., 2008; Gombosi et al., 2009; Bagenal and Delamere, 2011). The neutrals
form a large torus centered at Enceladus’ orbit and eventually get ionized by
electron impact, charge exchange and photo ionization (Cassidy and Johnson,
2010; Fleshman et al., 2013). However, neutrals remain the main constituent of
particles in the magnetosphere and outweigh ions by a factor of ∼12 (Bagenal
and Delamere, 2011).
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Figure 3.3: Plumes at Enceladus’ south pole emitting water group
neutrals captured by Cassini’s narrow angle camera on Nov 21, 2009
[NASA/JPL/Space Science Institute]. These plumes are the main source
of neutrals in Saturn’s magnetosphere.
3.1.2 Magnetospheric Structure
The magnetosphere of Saturn is after Jupiter’s the second largest of the solar
system. It acts as an obstacle to the solar wind because the planetary magnetic
ﬁeld generally inhibits the solar wind plasma from entering the magnetosphere.
The characteristic shape is caused by the incident solar wind, which leads to
compression on the day side and to the formation of an elongated tail on the
night side. A schematic of the magnetosphere is shown in Figure 3.4. The re-
gion, where the supersonic solar wind decelerates to subsonic speeds is called
the bow shock. Past the bow shock is the magnetosheath, which is character-
ized by anisotropic heating and turbulent plasma (Bavassano Cattaneo et al.,
2000; Alexandrova and Saur , 2008). The magnetopause is deﬁned by the area
on which the solar wind pressure equals the planetary magnetic ﬁeld pressure.
Hence, it bounds the region which is mainly controlled by the planetary magnetic
ﬁeld. The magnetopause standoﬀ distance, which is the shortest radial distance
from Saturn to the magnetopause at the subsolar point, is found at 22−27Rs
depending on solar wind pressure (Achilleos et al., 2008, 2010).
Due to the high conductivity and nearly collisionless nature of the plasma,
the frozen-ﬁeld theorem given by Equation (2.25) can be used to describe the
plasma motions on large scales. Accordingly, the plasma stays on its magnetic
ﬁeld line and corotates around the planet. Because the rotation of the planet is
very fast (∼11h), strong centrifugal forces act on the plasma and conﬁne it in the
magnetic equator, where it forms a plasma sheet and leads to radially stretched
ﬁeld lines. It is found that the plasma sheet is distorted by the solar wind into a
bowl-shaped structure, which is shown in Figure 3.5 (Arridge et al., 2008a). In
the beginning of the Cassini observations, southern summer conditions led to a
northward displacement of the plasma sheet. The vertical displacement of the
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Figure 3.4: Illustration of Saturn’s magnetosphere with the moon Ti-
tan for reference. The neutral cloud is shown as red ring around Saturn
while the plasma is shown in green and gets more tenuous along the tail.
The incident solar wind is decelerated at the bow shock and is deflected
around the magnetopause in the highly turbulent magnetosheath (blue col-
ors) [NASA/JPL/JHUAPL].
plasma sheet above the rotational equator can be approximated by
zcs =
[
r −RH tanh
(
r
RH
)]
tan(θSUN) , (3.1)
where r is the equatorial distance to Saturn in units of Rs, RH is the so-called
hinging distance and θSUN the angle of Saturn’s obliquity (Arridge et al., 2008a).
It is found that RH ∼ 25Rs, i.e., the hinging can be observed on the day side only
during low solar wind pressure when the magnetopause standoﬀ distance is larger
than 25Rs. However, ∼60% of the time the magnetopause is situated closer to
the planet (Achilleos et al., 2008). In the range 6−20Rs, where we analyze the
magnetic ﬁeld ﬂuctuations, this vertical distortion of the plasma sheet is less
than 1.5Rs. The lobes, which are characterized by hot and tenuous plasma,
are located on higher latitudes than the plasma sheet. Magnetic ﬂuctuations in
these lobes are very low in the frequency range covered by the magnetometer so
that spectra from this region may even be used to test the spectral noise level
of the magnetometer (Cornilleau-Wehrlin et al., 2003).
Plasma Properties in the Plasma Sheet
The plasma in Saturn’s magnetosphere consists mainly of water group ions with
a mean ion mass of 18 amu stemming from Enceladus’ neutral cloud (Krimigis
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Figure 3.5: Schematic of Saturn’s magnetosphere configuration: the
plasma is concentrated on elongated magnetic field lines in the magnetic
equator. Due to the solar wind pressure the plasma sheet is displaced north-
ward during southern summer, characterized by the hinging distance RH.
(modified from Arridge et al., 2008a).
et al., 2005; Sittler et al., 2008). Minor sources are the solar wind, Saturn’s
ionosphere and sputtering from the rings and moons. However, only the input
from the solar wind may amount to a substantial fraction of the plasma produced
from Enceladus. Bagenal and Delamere (2011) estimate that 0.1% of solar wind
plasma is able to enter the magnetosphere, which leads to a production rate of
only 3 kg/s. This is much less than the production estimates for Enceladus.
The thermal or cold ion and electron population with temperatures of
10−100 eV are predominantly found close to the magnetic equator (Sittler et al.,
2008; Thomsen et al., 2010). Their energetic counterparts, on the other hand,
are much more dispersed. Although their density is signiﬁcantly less, e.g., a
factor of around 100 for electrons in the middle magnetosphere, their contribu-
tion to plasma pressure exceeds that of the thermal plasma population outside
of 9 Rs (Sergis et al., 2010; Schippers et al., 2008).Thomsen et al. (2010) ana-
lyzed the two main constituents of this thermal magnetospheric plasma, namely
water group ions, W+, and protons, H+, using data from the Cassini Plasma
Spectrometer (CAPS, Young et al. (2004)). For times when the CAPS ﬁeld of
view was pointing in corotation direction, they showed that the densities in a
range 6−17Rs could well be ﬁtted by a power-law (see also Thomsen et al.,
2014). Figure 3.6 (bottom) shows the derived densities for the respective ion
populations as a function of radial distance. They also measured the densities
as a function of latitude from which they were able to derive the scale heights
of the associated plasma species. The coeﬃcients of their best ﬁtted models are
given in Table 3.2. The coeﬃcients for the scale height given in Table 3.2 are
taken from a ﬁt in the range 6 ≤ L ≤ 7, where L is the L shell in units of
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Figure 3.6: Scale height (top), equatorial temperature (middle) and equa-
torial density (bottom) of total ions, water group W+, hydrogen H+ and
molecular hydrogen H+2 ions in Saturn’s magnetosphere as a function of
radial distance to Saturn. Models derived after Thomsen et al. (2010).
Saturn radii. Figure 3.6 (top) shows the calculated scale heights for the total
ions, water group ions, protons, and molecular hydrogen. The such derived scale
heights, however, should only be seen as a rough estimate because the derivation
is based on a dipole magnetic ﬁeld, which is not well justiﬁed at larger distances
to Saturn.
The centrifugal force concentrates the ions along the magnetic ﬁeld line to-
ward the magnetic equator. The thermal energy of the ions, in particular the
ion temperature parallel to the background magnetic ﬁeld T‖, opposes this force
and leads to a spread of the plasma sheet in vertical direction. Hill and Michel
(1976) showed for the case of Jupiter that the scale height may be thought of
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Parameter H+ W+ Total Ions
C 1.01 · 104 8.72 · 106 1.38 · 106
m 4.28 6.62 5.68
A 3.19 22.9 23.8
B 1.6 8.7 4.56
Table 3.2: Coefficients for plasma density models in units of cm−3 after
Thomsen et al. (2010). A power-law model (n = CLm) describes the radial
dependence and an exponential model (n = A exp(−Bx)) the latitudinal
dependence, where x = 1− cos6 θ, for a given L shell.
as a centrifugal scale height Hc of a spin aligned dipole (see also Bagenal and
Sullivan, 1981), which is deﬁned by the ratio of thermal energy per mass to the
centrifugal force,
Hc =
√
2kBTi
3miΩ2
, (3.2)
where Ω is the rotation frequency of the plasma. After Thomsen et al. (2010),
the mean corotational frequency of the plasma is Ω = 0.6 · ΩS, where we use
ΩS = 10.8h as the planetary rotation period (Gurnett et al., 2011). Solving
Equation (3.2) for T , we are thus able to estimate the equatorial temperatures
of the ions. Figure 3.6 (middle) shows the such derived equatorial temperatures
of the ion populations for a 60% corotating magnetosphere. These results have
recently been validated using a more extensive data set (Thomsen et al., 2014).
It is interesting to note the increase of ion temperature with radial distance
to Saturn. It is reasonable to believe that the plasma ﬂux at Saturn is stationary,
i.e., production, transport and loss rates are equal on large time scales. As the
plasma is produced deep inside the magnetosphere near Enceladus, it has to
be transported radially outward to get lost along the magnetotail. During this
transport the plasma expands, which is expected to happen almost adiabatically
because the plasma is nearly collisionless. In conclusion, the temperatures of
the ion populations are expected to decrease with radial distance. However, the
opposite is observed, as can be seen in Figure 3.6 (middle). A similar increase of
temperatures has been found by Sittler et al. (2008) for the ions and by Schippers
et al. (2008) for the cold (< 1 keV) and hot electron populations.
The increase of thermal ion temperatures in combination with the radially
increasing energetic ion pressure (Sergis et al., 2009), suggests that energy is
deposited into the system as the plasma moves radially outward. Bagenal and
Delamere (2011) estimate that a total of 75−630GW are needed to heat the
thermal and suprathermal plasma populations to their observed temperatures.
It is currently an open question, how exactly this plasma heating occurs. Part
of it may come from the pickup gyrational energy of newly born ions (Thomsen
et al., 2010). However, we show in the later analysis of magnetic ﬁeld data in
Section 3.4, that the dissipated energy carried by turbulent ﬂuctuations amounts
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to a substantial part of the required energy.
3.1.3 Rotation Period
Due to the diﬀerential rotation of the visible and measurable atmosphere, Sat-
urn’s rotation period cannot be accurately estimated from observations of the
surface. A good estimator for the rotation period was found in the so-called
Saturn kilometric radiation (SKR), which is a modulation of auroral kilometric
radio emissions at around 500 kHz. A similar observation was made at Jupiter,
where a decametric radiation is modulated with the planet’s magnetic ﬁeld rota-
tion period (Carr et al., 1983). Because the source of the magnetic ﬁeld is likely
in the deep interior of the planet, the derived period is believed to reﬂect the
internal rotation (Kurth et al., 2007). Before Cassini arrived at Saturn in July,
2004, the planet had already been visited by the spacecraft Pioneer 11 as well
as Voyager 1 and 2 in 1979-1981. From that era, a very fast planetary rotation
period of 10h39m24s had been detected by Desch and Kaiser (1981). However,
ongoing observations of the SKR by the spacecraft Ulysses and later with Cassini
led to diﬀerences of the derived period of ∼1% from the one measured by Voy-
ager (Galopeau and Lecacheux , 2000; Gurnett et al., 2005), which cannot reﬂect
an actual change in Saturn’s rotation. The real rotation period of Saturn is still
subject of debate (see, e.g., Carbary and Mitchell , 2013, and references therein).
Saturn Longitude System
The ﬁrst Saturn Longitude System (SLS) was based on the SKR periodicities
found by Desch and Kaiser (1981). The changes in the modulation period,
however, were so big that a series of longitude systems were proposed to account
for the variations in time. The SKR signal itself has no longitudinal variation,
i.e., it is detected independent of the location of the observer. It is believed that
the SKR emissions are triggered when a certain orientation of the magnetic ﬁeld
with regards to a position ﬁxed in local time is reached (Desch and Kaiser , 1981;
Warwick et al., 1981).
The basic approach in the derivation of the new longitude systems SLS2 and
SLS3 was to measure the SKR periodicities during Cassini’s orbits with its Radio
and Plasma Wave Science (RPWS) instrument (Gurnett et al., 2004) and ﬁt a
polynomial of 3rd and 5th order, respectively, to the obtained data (Kurth et al.,
2007, 2008). Kurth et al. (2008) deﬁne the SLS3 system as follows: Let λsun be
Saturn’s subsolar longitude, i.e., the longitude of the planet that points toward
the Sun. Additional to a ﬁxed sidereal rotation period of 2π/ω = 10.7928h,
Kurth et al. add a phase correction term Φ(T ) which is time dependent. The
subsolar longitude then takes the form
λsun = C0 + ωT − Φ(T ) , (3.3)
where the constant C0 = 100◦. This stems from Voyager observations in the
original SLS system: Warwick et al. (1981) found that the SKR brightens when
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Value Std. dev. Units
C1 86.6681 ±20.7 ◦
C2 −2.7537 ±0.31 ◦ d−1
C3 4.7730 · 10−3 ±1.50 · 10−3 ◦ d−2
C4 −4.8755 · 10−6 ±2.96 · 10−6 ◦ d−3
C5 3.5653 · 10−9 ±2.48 · 10−9 ◦ d−4
C6 −9.1485 · 10−13 ±7.51 · 10−13 ◦ d−5
Table 3.3: Coefficients and their respective standard deviations for the
phase correction term in Equation (3.4) as given by Kurth et al. (2008).
Saturn is thus oriented with regards to the Sun. The phase correction term Φ(T )
is given as a polynomial of 5th order
Φ(T ) = C1 + C2T + C3T
2 + C4T
3 + C5T
4 + C6T
5 , (3.4)
where T = t − T0 − R(t)/c in days with T0 being January 1, 2004, and R(t)/c
is the one-way light time correction, which is the time that the signal takes to
travel to Cassini’s position R(t) with light speed c. The coeﬃcients Ci are given
in Table 3.3 together with their uncertainties.
In their presentation of the SLS3 longitude system Kurth et al. (2008) also
mention the occurrence of a second SKR signal, which was found to have a
slightly shorter period. In further analyses it became clear that this second
period was connected to a SKR signal, which originated from the northern polar
region, while the ﬁrst SKR signal was appointed to a source in the southern polar
region (Gurnett et al., 2009). The fact that the southern signal is much stronger
than the northern signal may be explained by asymmetric solar illumination of
the poles. Before equinox in 2009, the southern hemisphere experienced summer
and was constantly illuminated by the Sun. The solar irradiance leads to an
increased ionization of the atmosphere, which in turn enhances the Pedersen
conductivity. This may lead to stronger ﬁeld-aligned currents that increase the
coupling to the plasma sheet relative to the northern signal (Gurnett et al.,
2009). Indeed, the variations shown as a function of time in Figure 3.7 clearly
reﬂect the importance of equinox at Saturn (Gurnett et al., 2011).
Based on these ﬁndings, a new longitude system, SLS4, has been derived
which includes both modulation periods and is valid until October, 2009 (Gur-
nett et al., 2011)1. Similar results have been found by Lamy (2011)2, who pro-
vides SKR derived periods that are valid until July, 2010. For our analysis in
this chapter, we apply the SLS4 system after Lamy (2011) as it allows us to
investigate a larger data set. Both SLS4 systems lack veriﬁcation through a peer
reviewed process, so that we compare our results with the older SLS3 system
1Accessible under http://www-pw.physics.uiowa.edu/sls4/.
2Accessible under http://www.lesia.obspm.fr/kronos/.
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Figure 3.7: Variation of SKR periodicities originating from the northern
(SLS-N) and southern (SLS-S) hemispheres. With equinox approaching
the two periods change more quickly and eventually reach equal periods.
Red and green lines give running averages. Figure from Gurnett et al.
(2011).
where necessary. However, using data from the respective valid time intervals
we ﬁnd that our results are robust with respect to the chosen longitude system.
After convergence of the signals in 2010, the SKR periods became much harder
to detect. In magnetic ﬁeld data, the northern signal was found to dominate but
abrupt variations were detected unlike the steady changes before (Provan et al.,
2013). Interesting insights are to be expected from ongoing measurements.
Periodicities in Saturn’s Magnetic Field
The tilt of the magnetic dipole axis with respect to Saturn’s spin axis is less
than 1◦ and the planetary magnetic ﬁeld is found to be nearly axisymmetric
with an equatorial magnetic ﬁeld strength of 20000nT (Dougherty et al., 2005;
Burton et al., 2010). In contrast to Jupiter where the magnetic dipole axis is
tilted with respect to the rotation axis, the rotation period should therefore not
be detectable in magnetic ﬁeld data. However, Espinosa et al. (2003) found a
modulation in Voyager data with a period close to the one derived from SKR.
They explained this modulation in terms of a camshaft : an equatorial magnetic
anomaly that rotates at a ﬁxed longitude around the planet and generates a
compressional fast mode wave. The availability of better quality data provided
by Cassini allowed the improvement of this model. It has been shown that the
magnetic ﬁeld oscillations are coupled to the SKR signals and both northern
and southern periods can be seen in the data (e.g. Gurnett et al., 2007; Andrews
et al., 2010, 2012; Provan et al., 2013; Southwood and Cowley , 2014).
The measured signal can be explained by two magnetic ﬁeld patterns that ro-
tate around the planet with the respective northern and southern SKR periods.
They are thought of as perturbative ﬁelds imposed on Saturn’s internal axisym-
metric magnetic ﬁeld (Dougherty et al., 2005; Bunce et al., 2007). Figure 3.8
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Figure 3.8: Field lines of perturbative magnetic field pattern for south-
ern SKR signal. (a) quasi-uniform perturbation field (blue arrows) in the
equatorial plane and (b) in the meridional plane; (c) noon-midnight merid-
ional plane with Sun to the right and red arrows indicating the quasi-dipolar
perturbation field. The blue vector pointing out of the plane indicates di-
rection of underlying current. (d) Current system shown as blue lines in
a plane orthogonal to c) that may cause the magnetic field perturbations.
Red vector out of the plane indicates direction of quasi-dipolar perturbation.
Figures modified from Andrews et al. (2010).
shows an example of the perturbative magnetic ﬁeld (a,b,c) and the associated
current system (d) from southern SKR source (Andrews et al., 2010). When this
pattern rotates around the planet it causes a sinusoidal perturbation, where Br
is in phase with Bθ (b) and the azimuthal component Bφ has a phase diﬀerence
of 90◦ with respect to Br (a). Here, we used KRTP coordinates, where er is
directed radially away from Saturn, eφ in corotation direction, and eθ = eφ× er
completes the right-handed system.
The red lines in Figure 3.8 (c) show the perturbative magnetic ﬁeld lines
in the noon-midnight meridional plane with the Sun located to the right. The
gray shaded area denotes the closed magnetic ﬁeld region, where for times before
equinox the southern signal is dominant. This pattern can be explained by the
currents in the dusk-dawn meridional plane shown by blue lines in Figure 3.8 (d).
The currents ﬂow from left to right in the plane and close along the magnetic
equator. This system was advanced to include surface currents along the open
closed magnetic ﬁeld boundary, which act to partly shield the signal emanating
from the northern polar cap. Thus, the dominance of the southern signal in the
closed ﬁeld line region and a fractional leakage of the signals to the opposite
hemispheres could be explained (Andrews et al., 2012; Southwood and Cowley ,
2014).
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The maximum SKR intensity is found when the magnetic ﬁeld of the rotating
pattern shown in Figure 3.8 is directed roughly tailwards toward 2h local time
(Andrews et al., 2010). It can be shown that the perturbations of Br cause the
magnetic equator to rock up and down, while the variation of Bθ causes the
magnetic pressure to oscillate with the planetary period (Arridge et al., 2011;
Andrews et al., 2010). We discuss these observations in terms of potential energy
injections later in Section 3.2.3.
3.2 Plasma Dynamics in Saturn’s Magnetosphere
Saturn’s magnetosphere is a very dynamic environment. In this section we
present important observations from the Cassini era that are crucial to under-
stand for the interpretation of magnetic ﬁeld measurements in Saturn’s plasma
sheet. The observed phenomena cover a large range of scales and are in part
related to plasma production and transport processes as well as current sheet
dynamics induced by the varying solar wind conditions. In the aspect of plasma
turbulence it is of speciﬁc interest if these dynamics inject energy into the sys-
tem, which may then be nonlinearly cascaded to smaller scales. Also, some of
the observed phenomena may aﬀect our spectral analysis of magnetic ﬁeld data
and therefore have to be thoroughly investigated.
3.2.1 Plasma Production: Ion Cyclotron Waves
Neutrals emanating from Enceladus’ plumes rotate around Saturn on Kepler
orbits and form an extended neutral cloud (Fleshman et al., 2013; Cassidy and
Johnson, 2010). The plasma, which nearly corotates with the planet, has a
much higher azimuthal velocity and therefore constantly overtakes the neutrals.
Hence, when a neutral collides with an ion and charge exchange takes place, the
newly formed ion is much slower than surrounding plasma and the corotating
magnetic ﬁeld lines. Hence, it experiences an electric ﬁeld E = −v ×B0 in ra-
dial direction away from Saturn perpendicular to the background magnetic ﬁeld
B0. The electric ﬁeld generates a radial current, which is closed in the iono-
sphere by ﬁeld-aligned Birkeland currents, and accelerates the plasma via j×B0
forces. Thus, the rotational torque to accelerate the plasma in azimuthal direc-
tion comes ultimately from the planetary rotation (Vasyliunas, 1983). As the
ion moves with respect to the magnetic ﬁeld, it starts to gyrate perpendicular to
the magnetic ﬁeld with the ion cyclotron frequency Ωi. This leads to an unstable
ring distribution of energy, which may trigger ion cyclotron waves propagating
parallel to the magnetic ﬁeld (Leisner et al., 2006) and non-propagating mirror
mode waves (Russell et al., 2006). These waves are thus an indicator of pickup
processes. Such ion cyclotron waves have been frequently observed in Saturn’s
inner magnetosphere (< 6Rs) (Russell et al., 2006; Leisner et al., 2006, 2011).
They can be easily identiﬁed in power spectra of magnetic ﬁeld measurements,
where they lead to elevated energy of the perpendicular magnetic ﬁeld compo-
nents at the respective ion cyclotron frequency. As we analyze power spectra
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in terms of turbulent cascading processes, the dominance of ion cyclotron waves
inside 6Rs inhibits us from an investigation of this region. Therefore, we conﬁne
our analysis to distances greater than 6Rs.
3.2.2 Plasma Transport: Interchange Instability
The plasma is produced deep inside Saturn’s magnetosphere close to Enceladus’
orbit from where it is slowly transported outward. The density is found to
peak at ∼4Rs and drops with distance to Saturn close to a power-law as has
been found by Thomsen et al. (2010) (see Figure 3.6). Combined with the
centrifugal force acting on the nearly corotating plasma, this leads to a large scale
instability, which drives so-called ﬂux-tube interchanges (Hill and Michel , 1976).
This instability is conceptually equivalent to a Rayleigh-Taylor instability of a
dense ﬂuid on top of a lesser dense ﬂuid with a centrifugal instead of gravitational
force. Here, ﬂux-tubes that contain dense and cold plasma are radially displaced
outward in interchange with ﬂux-tubes containing hot and tenuous plasma from
farther out.
These interchange processes are usually observed as sharp diamagnetic cavi-
ties, i.e., a strong decrease of magnetic pressure, in Saturn’s magnetosphere in a
range of approximately 6−10Rs (Leisner and Russell , 2005; André et al., 2005,
2007). However, sometimes the opposite is observed: interchange processes as-
sociated with an increase of magnetic pressure (see, e.g., event E in André et al.,
2007). The ﬂux-tube interchanges can also be seen in CAPS and MIMI (Mag-
netospheric Imaging Instrument, Krimigis et al. (2004)) data as characteristic
signatures of energetic (> 1 keV) ions and electrons (Mauk et al., 2005; Burch
et al., 2005; André et al., 2007; Hill et al., 2005; Müller et al., 2010) and have
been simulated in numerical models of Saturn’s magnetosphere (Liu et al., 2010).
Figure 3.9 shows measurements of magnetic ﬁeld pressure and electron energies
during several interchange events observed in the outbound leg of Cassini’s Rev-
olution A around Saturn (Rev A) and the results of numerical simulations of
Saturn’s middle magnetosphere in the left and right panel, respectively. During
the outbound leg of Rev A (see also Section 3.3.5 for a spectral analysis of MAG
data) the CAPS data (lower panel) show a signiﬁcant increase in hot (> 1 keV)
electrons inside the regions of increased pressure, e.g., around 19:05UT and
19:30UT. At the same time the cold electron population with energies ∼10 eV
vanishes.
The azimuthal cross section of the ﬂux-tubes has been estimated from the
length of the observed diamagnetic depression and the corotation velocity at the
respective location as less than 1Rs (Leisner and Russell , 2005). However, the
radial extent of the ﬂux-tubes may be much larger (Burch et al., 2005; Liu et al.,
2010). It is interesting to note that in the vicinity of ﬂux-tube interchanges, an
enhanced wave activity has been detected. These include transverse broadband
ultra low frequency waves (Leisner and Russell , 2005), narrow banded electron
cyclotron waves and whistler mode chorus emissions (Hospodarsky et al., 2008;
Menietti et al., 2008). It is also reasonable to expect the generation of Alfvén
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Figure 3.9: Left: observations of magnetic pressure (MAG) and electron
energies (CAPS) from André et al. (2007) during a period of several flux-
tube interchanges, right: quasi steady state of numerical simulation of the
interchange instability in Saturn’s magnetosphere from Liu et al. (2010),
where the color represents flux-tube ion content in ions/Wb.
waves from such strong magnetic disturbances. Flux-tube interchanges may
therefore be seen as a means of energy injection for turbulent ﬂuctuations.
There is another class of interchange events that arise from reconnection in
the magnetotail and usually last much longer (up to 20h) and contain even
more energetic plasma of hundreds of keV (Thomsen et al., 2013). These par-
ticle injections from the magnetotail can also create large corotating clouds of
energetic neutral atoms (ENA) when the hot plasma reaches the inner magne-
tosphere and charge exchange with atoms from the neutral cloud takes place
(Mitchell et al., 2009; Krupp et al., 2009). Mitchell et al. (2009) argue that
the azimuthal pressure gradient caused by the energetic particle injections may
produce ﬁeld-aligned currents that are linked to SKR generation.
3.2.3 Current Sheet Dynamics
Cassini data showed the presence of an azimuthally directed ring current in
Saturn’s magnetic equator ranging from 6Rs up to the magnetopause on the
day side at 20Rs (Krimigis et al., 2007; Sergis et al., 2010). The region of
strong current signatures in the plasma sheet is therefore also-called the current
sheet. The main drivers of this current are the plasma pressure gradient inside
∼18Rs and the centrifugal force outside of this distance, which act to balance
the radially inward directed curvature stress of magnetic ﬁeld lines (Arridge
et al., 2007; Kellett et al., 2010). The induced magnetic ﬁeld is opposed to
the background planetary magnetic ﬁeld at the inner edge of the current sheet.
Kellett et al. (2009) ﬁnd that the current sheet on the day side has a mean
half-thickness of ∼1.5Rs.
Due to the strong centrifugal force, the magnetic ﬁeld is stretched into a
50
3.3 Turbulent Magnetic Field Fluctuations
magnetodisc conﬁguration, whose extent on the day side is controlled by the
dynamic solar wind pressure. In a highly compressed state, when the mag-
netopause standoﬀ distance is found inside Titan’s orbit, the current sheet is
less strong and the magnetic ﬁeld adopts a quasi-dipolar conﬁguration (Arridge
et al., 2008b; Achilleos et al., 2010; Jia et al., 2012a). The solar wind also dis-
torts the current sheet into a bowl shape away from the equator. This eﬀect is
strongest at solstice, when the inclination of Saturn with regards to the solar
wind direction and therefore the exerted force on the current sheet is maximal
(Arridge et al., 2008a). The dynamical state of the current sheet can also be
seen in ﬂapping motions of the magnetic equator, which is deﬁned at Br = 0
(Jia et al., 2012b). Several crossings of the equator are often observed in a short
period of order 10−20min (Arridge et al., 2007). Radial currents in the cur-
rent sheet close ﬁeld aligned currents that enforce corotational acceleration of
the plasma (Vasyliunas, 1983). It has also been shown that patterns of radial
currents rotate around Saturn with the SKR periods of northern and southern
sources (Andrews et al., 2010, 2012; Provan et al., 2013; Southwood and Cowley ,
2014). These patterns are shown in Figure 3.8 and constantly stir the plasma
sheet, thus transferring energy from the planet into the magnetosphere.
In summary, the current sheet is a dynamic structure driven from internal
(planetary) as well as external (solar wind) sources. It is reasonable to assume
that internal sources lead to a potential longitude dependence of magnetospheric
parameters while external sources are reﬂected in potential local time asymme-
tries. As the current sheet is host of a substantial part of Saturn’s magneto-
spheric plasma, approximately 106 kg of plasma are expected in the magnetodisc
(Arridge et al., 2008b), its dynamics are a major contribution to the turbulent
magnetic ﬁeld ﬂuctuations.
3.3 Turbulent Magnetic Field Fluctuations
In the preceding Sections we have presented the general properties of Saturn’s
magnetosphere as they have been previously found by several authors. After
some basic considerations for plasma turbulence at Saturn, we present the data
for our analysis of magnetic ﬁeld ﬂuctuations at Saturn. We discuss these ﬂuc-
tuations in detail in a case study of Cassini’s second orbit and show that a
turbulent cascade is able to develop in Saturn’s magnetosphere. We also ana-
lyze the statistical properties and compare them to solar wind observations.
3.3.1 Basic Considerations for Magnetospheric Turbulence
In this section, we shortly summarize the magnetospheric dynamics originating
from internal and external sources in order to discuss them in the framework
turbulence. We consider these dynamics as potential energy injection mecha-
nisms, which work on a large range of scales. Let us ﬁrst discuss the external
sources: energy injection on large scales is caused by varying solar wind con-
ditions, which compress the magnetosphere on the day side and severely alter
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Figure 3.10: Alfvén speed VA as a function of height over magnetic equa-
tor z. Solid line: Alfvén speed calculated from measured background mag-
netic field B0 and density model ̺ from Thomsen et al. (2010); dashed
line: exponential fit used to estimate a transit time of τH ∼ 2.3 h.
the structure of the day side current sheet (Achilleos et al., 2010). The mag-
netopause moves several Saturn radii inwards during high pressure periods and
compresses the plasma in the magnetosphere. The solar wind pressure varies on
time scales of days, although corotating interaction regions can lead to faster
variations driving additional dynamics in the magnetotail and cusps (Jackman
et al., 2004; Kimura et al., 2013). The eﬀect of external sources are strongest in
the outer magnetosphere, where the magnetodisc develops during low pressure
states.
The potential energy injections due to internal sources are directly or indi-
rectly connected to Saturn’s fast rotation: the rotating pattern of radial currents,
which leads to a rocking of the current sheet on time scales of Saturn’s rotation
period (Andrews et al., 2010); ﬂux-tube interchanges, which are sporadically ob-
served inside 10Rs on scales less than 1Rs and which are linked to plasma wave
generation (Leisner and Russell , 2005); plasma shear ﬂow as the observations of
Thomsen et al. (2010) indicate; and current systems that accelerate newly born
ions to corotation speeds. Due to the large extent of the neutral cloud the lat-
ter should happen regularly over a region of roughly 4−9Rs (Mauk et al., 2005;
Fleshman et al., 2013; Cassidy and Johnson, 2010). The temperature anisotropy
which goes along with ion pickup further leads to instabilities favoring the gen-
eration of ion cyclotron and mirror mode waves (Russell et al., 2006). Lastly, we
note large scale convection patterns needed to shed oﬀ the internally produced
plasma. It is believed that a mixture of Dungey and Vasyliunas cycle control the
magnetospheric plasma transport. Although these processes have not yet been
observed directly, there are indicators for their existence, e.g., plasmoid forma-
tion or auroral activity in the midnight to dawn sector (Cowley et al., 2005;
Jackman et al., 2008; Jia et al., 2012a).
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In conclusion, Saturn’s magnetosphere can be seen as rich in instabilities on
several time and length scales, which cause magnetic ﬁeld perturbations. But
how are these phenomena linked to our analysis and why should a turbulent
cascade develop in Saturn’s magnetosphere? Most of the energy injection mech-
anisms have characteristic length scales much larger than an ion gyro radius and
frequencies much lower that the ion cyclotron frequency. Therefore, the mag-
netic perturbations associated to the energy injections happen on MHD scales
and generate Alfvén waves. These waves propagate along magnetic ﬁeld lines
until they are reﬂected at density gradients, e.g., close to the ionosphere. Thus,
the Alfvén waves travel back and forth and are able to nonlinearly interact with
counter-propagating waves. Most of these interactions happen in the plasma
sheet.
This can be seen in Figure 3.10, where we show the Alfvén speed as a function
of height over magnetic equator z (solid line) obtained during a high inclination
orbit of Cassini in December, 2006. Cassini crossed the magnetic equator at
10Rs, where the scale height is H = 2.7Rs. The measured velocity proﬁle,
VA(z), can well be ﬁtted by an exponential function (dashed line). Here, we
used the density proﬁle given by Thomsen et al. (2010) to estimate the transit
time, i.e., the time it takes for an Alfvén wave to travel from one hemisphere to
another, as
τH(r) =
N∫
S
1
VA(z, r)
ds , (3.5)
where the integration is from southern to northern ionosphere along the mag-
netic ﬁeld line. However, the Alfvén speed VA increases dramatically in the
lobes because of the low plasma density. As a rough estimation, we may sim-
plify Equation (3.5) and integrate the ﬁtted exponential function along the high
inclination orbit, which is approximately in vertical direction.
This estimation results in a transit time of ∼2.3h using inﬁnite integration
boundaries. More than half of that time, namely 1.4h, is spent inside ±3Rs
so that we can assume a major part of the interactions to happen inside the
plasma sheet. Note, that the density gradient between plasma sheet and lobe
may already be strong enough to partially reﬂect the Alfvén waves so that part
of the wave packet does not leave the plasma sheet at all (see Wright , 1987;
Jacobsen et al., 2007, for Alfvén wave reﬂection in Jupiter’s plasma sheet). We
can therefore expect the excited Alfvén waves to be able to travel numerous
times along the magnetic ﬁeld lines, so that many interactions between counter-
propagating wave packets will take place in the plasma sheet. These interactions
are the necessary condition for a turbulent cascade to develop.
We have now laid the cornerstone for our turbulence analysis: We have shown
that a suﬃcient number of energy injection mechanisms exist in Saturn’s mag-
netosphere. These injection mechanisms create Alfvén waves which travel along
the magnetic ﬁeld lines, are reﬂected and interact with each other predominantly
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in the plasma sheet. In the absence of strong dissipation, which is the case in the
nearly collisionless magnetospheric plasma at Saturn, these are the requirements
for plasma turbulence. We may therefore begin with our analysis of turbulent
magnetic ﬁeld ﬂuctuations in the following sections.
3.3.2 Processing of Magnetic Field Data
We analyze magnetic ﬁeld data from Cassini’s ﬂux-gate magnetometer (FGM)
of the MAG experiment (Dougherty et al., 2004) measured in Saturn’s plasma
sheet. The magnetic ﬁeld data is obtained from the Planetary Data System
(PSD3) in KRTP (Kronocentric Radial Theta Phi) coordinates, which is a Saturn
centered spherical coordinate system. Here, er points from Saturn to Cassini,
eφ = es × er points in the direction of corotation from dawn to dusk (es is
aligned with Saturn’s spin axis) and eθ = eφ × er points in latitudinal direction
from north to south, thus forming a right handed coordinate system. We also
use a magnetic ﬁeld-aligned Cartesian coordinate system (x, y, z), where ez =
B0/B0 is aligned with the global mean magnetic ﬁeld B0 = 〈B〉 (where 〈∗〉
means temporal average), ey = ev × ez is perpendicular to the plasma velocity
and the mean magnetic ﬁeld and ex = ey × ez is quasi-parallel to the plasma
velocity, thus completing the right handed system. Here, we use the plasma
velocity relative to the Cassini spacecraft, v = vpl − vcas, where we assume vpl
to be purely azimuthal with 60% of strict corotation speed (Thomsen et al.,
2010). The magnetic ﬁeld data is interpolated onto a temporal equidistant grid
of ∆t = 0.14 s. The maximal sampling frequency of the FGM is 32Hz.
Power spectral densities (PSD) of 10min time series are estimated in ﬁeld-
aligned coordinates using a wavelet transform
Wi(t, p) =
N∑
j=1
bi(t,∆t) Ψ
(
tj − t
p
)
, i = x, y, z (3.6)
where Ψ is a Morlet mother wavelet and p the wavelet period with the equivalent
Fourier frequency f = (1.03p)−1 (Farge, 1992; Torrence and Compo, 1998). We
use increment time series
bi(t, τ) = Bi(t+ τ)−Bi(t) (3.7)
with time separation τ = ∆t to suppress the slowly varying background ﬁeld
of Saturn (i.e., we prewhiten the data according to Bieber et al. (1993)). This
leads to wavelet coeﬃcients
W 2‖ = |Wz|2, W 2⊥ = |Wx|2 + |Wy|2 (3.8)
for ﬂuctuations parallel and perpendicular to the mean magnetic ﬁeld, respec-
3http://ppi.pds.nasa.gov
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tively. Note, that these ﬂuctuations are deﬁned with respect to the global mag-
netic ﬁeld. For spectra of time series longer than 10min the ﬁeld-aligned system
is less accurate due to variations of the background magnetic ﬁeld. Therefore,
we calculate wavelet coeﬃcients
W 2‖ = |W|B||2 (3.9)
from the magnetic ﬁeld strength |B(t)| and use
W 2⊥ =
∑
i=x,y,z
|Wi|2 −W 2‖ . (3.10)
This allows us to determine the energy of the ﬂuctuations and their orientation
with respect to a local mean magnetic ﬁeld (Alexandrova et al., 2008b; Horbury
et al., 2008). Compressible ﬂuctuations will be well approximated by ﬂuctua-
tions of the magnetic ﬁeld strength according to Equation (3.9), if the relative
ﬂuctuation is small, δB/B0 ≪ 1. This condition is usually well satisﬁed within
Saturn’s middle magnetosphere. The PSD of a component i of the magnetic
ﬁeld is calculated as
Pi(f) =
1
4 sin2(πf∆t)
2∆t
N
N∑
j=1
|Wi(tj , f)|2 , (3.11)
where the factor
(
4 sin2(πf∆t)
)−1
ensures energy conservation (i.e., post-darke-
ning according to Bieber et al. (1993)). Note, that when we refer to the cor-
responding wavelet spectra as parallel or perpendicular, we are referring to the
diagonal components of the spectral tensor and not to the direction of wave
vector k or relative plasma ﬂow v with respect to the global magnetic ﬁeld B0.
To analyze the statistical nature of the ﬂuctuations and to estimate the in-
termittency, we calculate the ﬂatness F . This can be done directly from centered
increment time series b′i(t, τ) = bi(t, τ)− 〈bi(t, τ)〉 for diﬀerent temporal separa-
tions τ = n ·∆t:
Fi(τ) =
〈
b′i(t, τ)
4
〉
〈b′i(t, τ)2〉2
. (3.12)
A Gaussian distribution results in a value of F = 3. The scale dependent
ﬂatness can be used to test the ﬂuctuations for intermittency. We note, that it
is also possible to estimate the ﬂatness from wavelet coeﬃcients (Alexandrova
et al., 2008a). However, this method yields qualitatively the same results and,
therefore, we restrict our analysis to the ﬂatness calculated with Equation (3.12).
3.3.3 Measured Parameters of the Magnetic Field
In this section, we provide a basic overview on the data used for the analysis
and present characteristic parameters derived from the magnetic ﬁeld data. To
gain a basic understanding of the system, we present in Figure 3.11 parameters
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derived from the magnetic ﬁeld measurements: a) background magnetic ﬁeld
B0, b) gyro radius, ρW , and inertial length, λW , of the dominant water group
ion species, c) thermal ion plasma βi = p/pB , i.e., we neglect the pressure of the
suprathermal population and d) the Alfvén velocity VA. The results are obtained
from 10min time series during the equatorial orbits of Cassini from 2004-2009
(see also Section 3.5.1). The parameters denoted with a red line in Figure 3.11
(b,d) (λw, vco) are derived solely from the basic magnetospheric model given by
Thomsen et al. (2010) and thus show no scatter. For the analyses in this thesis,
we use the density of water group ions calculated with the power-law model
given in Table 3.2 according to
nW = 8.72 · 1012 r−6.62 · e−
|z−zcs|
HW , (3.13)
where r is in units of Saturn radii and z is the height of the spacecraft over
the geographic equator. This density is further corrected according to the scale
height of water group ions, HW , with respect to the center of the plasma sheet
(Equation (3.1)). The temperature of the plasma is derived according to Equa-
tion (3.2). In Figure 3.11, we only show data deep inside the plasma sheet with
|z|/H < 0.1, where H is the plasma scale height of total ions.
From Figure 3.11a, it is visible that the magnetospheric magnetic ﬁeld in the
equatorial region inside 12Rs is close to a dipole ﬁeld (red line, ∝ r−3). However,
beyond that distance the magnetic ﬁeld decreases less strong due to the radially
stretched magnetic ﬁeld lines in magnetodisc conﬁguration. Compared to the
solar wind, the magnetic ﬁeld is strong as it reaches almost 100 nT at 6Rs. The
gyro radius and inertial length generally increase with distance to Saturn and
diﬀer signiﬁcantly only inside 10Rs. In the outer magnetosphere, they reach
values of more than 1000 km, which is about ten times larger than the average
gyro radius at 1AU. The thermal ion plasma βi, which can be expressed in
terms of gyro radius and inertial length as βi = ρ2w/λ
2
w, is generally less than
or around unity with a maximum reached at ∼13Rs. Inside 8Rs the plasma βi
even drops to 0.1. This states the importance of the planetary magnetic ﬁeld for
the magnetospheric plasma dynamics. In the solar wind, where the ion plasma
is usually on the order of unity (Bruno and Carbone, 2005, Ch. 12), such low
values are only found sporadically.
In Figure 3.11d, we can see that the Alfvén speed VA is generally comparable
to the plasma velocity vpl. This is unlike the solar wind, where usually VA ≪ vpl.
The speed of the spacecraft is negligible compared to the plasma speed, which
nearly triples in the middle magnetosphere from 6−20Rs. This strong change
in the velocity proﬁle is reﬂected in the measurement: dependent on the dis-
tance to Saturn, a structure of ﬁxed size that is convected over the spacecraft
would appear at diﬀerent frequencies in the spacecraft frame. To compare mea-
surements at diﬀerent locations, we therefore have to transform our observation
in spacecraft frame into the rest frame of the plasma. However, the fact that
VA ∼ vpl complicates this transformation, which we discuss in Section 3.3.4.
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Figure 3.11: Basic parameters in Saturn’s magnetosphere derived from
magnetic field data of 10min time series: a) background magnetic field B0
(black dots) and dipole field (red line), b) gyro radius ρw (black dots) and
inertial length λw (red line) of water group ions, c) thermal ion plasma
βi and d) Alfvén speed VA (black dots) and mean plasma corotation speed
vpl = 0.6 · Ωsr (red line).
We estimate the energy of the ﬂuctuations in Saturn’s magnetosphere with
the average root-mean-square of the components i = x, y, z of the 10min time
series according to
δB =
√
δB2x + δB
2
y + δB
2
z , (3.14)
where δBi = σi is the standard deviation of the ith component. The RMS
generally reﬂects the energy of low frequencies because they contain most of
the energy of the time series. This can be seen in the power spectral densities,
which usually follow a negative power-law with most power in the lowest resolved
frequencies. To minimize the inﬂuence of the varying internal magnetic ﬁeld over
the 10min time range, we subtract a linear mean before we compute the RMS.
This has proven to be more eﬃcient than subtraction of an internal magnetic
ﬁeld model based on Cassini measurements (Dougherty et al., 2005; Bunce et al.,
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Figure 3.12: Top: RMS of fluctuations perpendicular to the mean mag-
netic field δB⊥, middle: RMS of fluctuations parallel to the magnetic field
δB‖, and bottom: relative fluctuation energy δB/B0. The relative fluctua-
tion energy shows a clear radial dependence, while the RMS of perpendic-
ular and parallel fluctuations are rather constant. Parallel fluctuations are
slightly increased close to Saturn indicating stronger compressional fluctu-
ations.
2007). The results are shown in Figure 3.12 for |z|/H < 0.1, where the top panel
shows the energy of ﬂuctuations perpendicular to the magnetic ﬁeld, δB⊥ =√
δB2x + δB
2
y , the middle panel shows the ﬂuctuations parallel to the magnetic
ﬁeld, δB‖ = δBz , and the bottom panel shows the relative ﬂuctuation energy
δB/B0.
From the radial proﬁles in Figure 3.12, it can be seen that the ﬂuctuations
δB⊥ are quite constant and homogeneous throughout Saturn’s magnetosphere.
The RMS δB‖ is slightly increased at 8Rs close to Saturn, which indicates
that compressible ﬂuctuations are enhanced at this distance. Still, also the
parallel ﬂuctuations vary only slightly in the analyzed range of 6−20Rs. The
relative ﬂuctuation level δB/B0 is generally weak with δB/B0 < 0.1 inside 9Rs
but increasing with distance. Such small relative ﬂuctuations may lead to the
assumption of a weak turbulent cascade close to Saturn. However, later we
see that the large scale ﬂuctuations are primarily controlled by magnetospheric
processes and the RMS may therefore be misleading in the interpretation of
the turbulence characteristics. In general, the absence of systematic changes of
the RMS within the equatorial region of the plasma sheet indicates a certain
homogeneity of the magnetosphere.
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3.3.4 On the Geometry of the Observations
An important aspect for the analysis of the ﬂuctuations’ spectral densities as
a function of frequency in spacecraft frame is the measurement geometry. The
important question we have to answer is: what is the corresponding wave vector
direction of the magnetic ﬂuctuations, which Cassini measures? The relative
velocity of the plasma bulk ﬂow with respect to Cassini in Saturn’s magneto-
sphere is on the order of the Alfvén velocity (see Figure 3.11), which means
that Taylor’s hypothesis cannot be applied as straight-forward as, e.g., in the
solar wind. To apply Taylor’s frozen-in approximation we have to show that
1) the ﬂuctuation velocity is much smaller than the bulk ﬂow velocity and 2)
the wave frequency in the plasma frame, ω, is much smaller than the Doppler
shift in frequency created by the waves propagating past the spacecraft (Taylor ,
1938). From the measured data, we can show that the Alfvén velocity ﬂuctua-
tions δVA = δB/
√
µ0̺ are indeed much smaller than the relative plasma velocity
(〈δb/v〉 = 0.05) and the Alfvén velocity (〈δb/VA〉 = 0.07). However, to show the
second point, we have to make certain assumptions that we now explain in detail.
Turbulent ﬂuctuations are known to cascade preferentially perpendicular to
the background magnetic ﬁeld (e.g. Matthaeus et al., 1990; Bieber et al., 1996;
Sahraoui et al., 2010), which results in wave numbers k⊥ ≫ k‖. This allows us to
express the angle Φkv between wave-vector k and relative plasma ﬂow velocity v
through the angle θ between B0 and v, namely cos Φkv ≃ sin θ (e.g. Mangeney
et al., 2006; Bourouaine et al., 2012). In Saturn’s magnetosphere, the plasma
ﬂow is nearly perpendicular to the mean magnetic ﬁeld (θ ∼ 90◦). Thus, the
frequency measured in spacecraft frame can be written as
2πf = k · v + ω
≃ k⊥v sin(θ) + ω (3.15)
and we are left to show that k⊥v sin(θ)≫ ω. In the case of kinetic Alfvén waves
the linear wave frequency according to Equation (2.47) is ω ∼ k‖VAk⊥ρi. Hence,
Taylor’s hypothesis is applicable if
k⊥v ≫ k‖VAk⊥ρi
⇔ v
VA
≫ k‖ρi . (3.16)
The left-hand side of Equation (3.16) is approximately unity because vrel ∼ VA
and we already used θ ∼ 90◦. This means that k‖ρi ≪ 1 must be fulﬁlled.
However, kinetic Alfvén waves only exist in this regime. Therefore, Taylor’s
hypothesis can be applied in case of turbulence with k⊥ ≫ k‖ and ﬂuctuations
caused by kinetic Alfvén waves or convected structures with ω = 0 (see also
Howes et al., 2014a). For Alfvén waves with ω ∼ k‖VA, Equation (3.16) reduces
to 1 ≫ k‖/k⊥, which is given according to our basic assumption of a primarily
perpendicular cascade.
It is also possible to argue with the phase velocity of KAW, vph = ω/k ∼
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VA cos(θkB), where θkB is the angle between wave vector k and magnetic ﬁeld
B0 (Baumjohann and Treumann, 1997, Eq. (10.181)). Dividing Equation (3.15)
by k⊥ ∼ k (since k⊥ ≫ k‖), we ﬁnd that vrel ≫ VA cos(θkB) must be fulﬁlled.
For turbulence with wave vectors k⊥ ≫ k‖ this is true because the perpendic-
ular phase velocity for θkB ∼ 90◦ is very low and thus much smaller than the
plasma bulk ﬂow in Saturn’s magnetosphere. Fluctuations due to whistler waves,
however, violate Taylor’s hypothesis because vph(θ∼90◦) ≥ VA and their wave
vectors are not restricted to k‖ρi ≪ 1 (Howes et al., 2014a). Therefore, we can
only interpret our results in terms of KAW turbulence.
Using thermal ion temperatures T and densities ̺ corrected for the height
over the plasma sheet (Achilleos et al., 2008; Thomsen et al., 2010), we can
calculate the ion gyro radius ρi (with T⊥ ≈ T ) and the ion inertial length λi to
transform the observed frequency f to normalized perpendicular wave numbers
k⊥s =
2πf
v sin(θ)
s , (3.17)
where s = ρi, λi denotes the ion gyro radius or the ion inertial length, respec-
tively. Accordingly, power spectra P (f) are transformed to the corresponding
normalized wave number spectra
E(k⊥s) =
v sin(θ)
2πs
P (f) , (3.18)
which assures energy conservation:
∫
Es dk⊥ =
∫
P df . Alternatively, we use a
frequency normalization, f → f/fci, with respect to the ion cyclotron frequency.
3.3.5 Case Study of Cassini’s Second Orbit
In this section, we discuss the second orbit (Rev A) of Cassini around Saturn from
26 to 28 October 2004, where we analyze in detail the magnetic ﬁeld ﬂuctuations
found in Saturn’s magnetosphere and the inherent magnetospheric dynamics.
We show that magnetic ﬂuctuations cover all measured frequencies and turbulent
spectra with well-deﬁned power-laws are observed. At MHD scales the shape of
the spectra and the nature of ﬂuctuations are controlled by large scale processes
in the magnetosphere, while at kinetic scales (k⊥ρW > 1) all spectra are similar.
Figure 3.13 shows the trajectory of Cassini during its second orbit around Saturn
in Kronocentric Solar Magnetic (KSM) coordinates. In this coordinate system
the x-axis points to the Sun, the y-axis to dawn and the z-axis lies in the
plane spanned by the x-axis and Saturn’s spin axis. During the whole orbit
Cassini stays inside the scale height of the plasma sheet reaching a maximum of
|z|/H = 0.9 at 7Rs.
The magnetic ﬁeld data measured during the inbound leg of Rev A is shown
in Figure 3.14 in KRTP coordinates. The given time is relative to midnight on
26 October 2006. In the beginning of the interval shown, shortly after Cassini’s
Titan ﬂyby, the spacecraft is in the northern geographic hemisphere (z > 0) but
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Figure 3.13: Trajectory of Cassini’s second orbit around Saturn (Rev
A) in KSM coordinates. During the whole orbit Cassini stays inside the
plasma sheet with |z|/H < 1.
in the southern magnetic hemisphere. This is by deﬁnition the region where the
radial magnetic ﬁeld is negative. It crosses the magnetic equator from south
to north not until t ∼ 31h. The magnetopause during this orbit was found at
around 22Rs (Arridge et al., 2008a). The turbulent magnetic ﬁeld in interval A
and the multiple crossings of Br = 0 indicate that Cassini is inside the current
sheet and that the current sheet is in motion. After the crossing, Cassini enters
a region of less activity before the magnetic ﬁeld increases dipolar-like and three
distinct ﬂux-tube interchanges are observed.
During the whole inbound leg, the Bφ component exhibits a long period os-
cillation. The period with roughly 12h in spacecraft frame is a little longer than
Saturn’s rotation period due to the orbit of Cassini. During the ﬁrst minimum in
Bφ at r ∼ 15Rs, Cassini is at longitude ∼90◦ (SLS4) and local time 11.5h. This
is close to the subsolar longitude of ∼100◦, which means that the SKR is near
maximum at that time (Kurth et al., 2007). During SKR maxima, the radial
quasi-uniform perturbation ﬁeld points to a local time of 2h leading to minima
in Bφ at 5h and 11h local time (see also Fig. 1 of Andrews et al., 2010). Thus,
the oscillations in Bφ can be explained with the proposed quasi-uniform pertur-
bation ﬁeld caused by the rotating patterns shown in Figure 3.8 and the plasma
cam as described in Section 3.1.3. We now turn to look at the power spectral
densities during Rev A to see if these large scale ﬂuctuations may cascade to
smaller scales.
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Figure 3.14: Magnetic field strength |B| and magnetic field components
in KRTP coordinates during inbound leg of Rev A (starting at 22 h on
October 26, 2004). Cassini flies through the turbulent ring current plasma
(22.5−32 h), crosses the magnetic equator at ∼31 h from south to north and
then enters a more quiet region. Three discrete flux-tube interchange events
can be identified as decreases in magnetic field strength from 41.3−44.5 h.
Intervals A-C indicated with color.
Figure 3.15 shows, for the same time interval as in Figure 3.14, the scalo-
grams of compressibleW‖(t, p)
2 and AlfvénicW⊥(t, p)2 ﬂuctuations using Morlet
wavelets, as deﬁned in Section 3.3.2 (Equations (3.9) and (3.10)). Ion gyro pe-
riods of H+ and W+ are marked as white lines on top of the scalograms. It is
fairly visible that the low frequency ﬂuctuations change considerably along the
orbit. After Cassini leaves the turbulent current sheet at about 32h, the spec-
tral energy at large scales drops signiﬁcantly. In the ﬁrst step of the analysis,
we present results from four distinct intervals A-D, which reﬂect approximately
homogeneous regions according to the scalogram in Figure 3.15. The intervals
from the inbound leg of Rev A at distances r > 9Rs represent the planetary
ring current (A), the quiet magnetosphere (B) and the magnetosphere during
isolated ﬂux-tube interchanges (C). Interval D from the outbound leg of Rev A
(Figure 3.16) represents a region of radial plasma transport with mirror mode
waves and a series of interchange events. We show that the diﬀerence in the
governing physics in these regions only aﬀects low frequency ﬂuctuations, while
the statistical features of high frequency ﬂuctuations are consistent throughout
the whole orbit.
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Figure 3.15: Scalograms of fluctuations parallel (above) and perpendic-
ular (below) to the local mean magnetic field during inbound leg of Rev A
(same time interval as in Figure 3.14). Intervals A-C are marked with hor-
izontal bars and energies are given are in nT2/Hz. Data gaps are visible as
black arcs and white lines indicate ion gyro periods of H+ and W+. During
interval B there is significantly less energy in low frequency fluctuations.
Flux-tube interchange events during interval C can be clearly identified in
W⊥ by enhanced energies on time periods between ∼200 s and ∼700 s.
Interval A, t = [22.5, 32]h
During this time interval, Cassini crosses the plasma sheet from south to north at
a radial distance of ∼15Rs, determined by the location where Br = 0 (called zero
crossing). The magnetic ﬁeld ﬂuctuates strongly throughout the whole interval
with 〈δB/B0〉 = 0.14 averaged over the whole interval. Multiple zero crossings
of Br indicate that the current sheet is in motion, ﬂapping up and down over the
spacecraft. This ﬂapping motion with periods of around 15min has also been
observed by Arridge et al. (2008a).
Figure 3.17 A shows the power spectral density of magnetic ﬂuctuations
parallel P‖ = Pzz to the mean ﬁeld B0 = B0ez (black line) and the spectrum of
Alfvénic ﬂuctuations P⊥ = Pxx + Pyy (yellow line) as a function of frequency f
in the spacecraft frame. The maximal resolved frequency fmax of our spectral
analysis is not only deﬁned by the Nyquist frequency fN = 3.6Hz, but also
by instrumental and quantization noise levels as well as aliasing noise. The
FGM instrument as described by Dougherty et al. (2004) has a noise level of
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Figure 3.16: Data from interval D on October 28, 2004 (outbound section
of Rev A). Magnetic field component Bθ shows characteristic mirror mode
oscillations from 18−19 h (Russell et al., 2006) followed by a series of
flux-tube interchanges (André et al., 2007).
ni = 25pT
2/Hz (which we assume to vary with 1/f) and a resolution of ∆B =
4.9pT in a ±40nT range and ∆B = 48.8pT in a ±400nT range. We model the
resulting quantization noise after Russell (1972) as
nq =
∆B2
12fN
. (3.19)
The aliasing noise na is estimated according to Podesta et al. (2006) as
na =
∞∑
n=1
(f2∆t)κ
(2n− f2∆t)κ · P (f) , (3.20)
where κ is the spectral index of the underlying power-law. We assume the to-
tal noise to be the sum of instrumental, quantization and aliasing noise. This
provides a very conservative estimation and likely upper limit on the real com-
bined error. Thus, we deﬁne fmax as the frequency where the signal to noise
ratio (SNR) is equal to 5. Any measurements below this ratio are considered
as aﬀected by noise. As far as the observed spectra are power-laws with neg-
ative spectral indices, the range of frequencies f < fmax are characterized by
SNR > 5. The dashed line in Figure 3.17 depicts the noise level for P‖. In the
case of interval A, we ﬁnd that fmax = 0.4Hz.
In Figure 3.17A, at low frequencies [4, 100] · 10−4Hz, which correspond to
the MHD scales, one observes a power-law spectrum with a slope close to 5/3.
This is consistent with a Kolmogorov cascade of strong turbulence. At around
10−2Hz, close to the Doppler-shifted gyro radius of water group ions f(ρW ), a
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Figure 3.17: Power spectra of intervals A-D. Mean ion cyclotron frequen-
cies fc,H and fc,W (dash-dotted), and Doppler shifted gyro radii ρW and
inertial lengths λW (dashed) marked with vertical lines. The noise level of
P‖ is shown as a dashed line with slope 1/f . Also shown are linear fits
to power-law spectral ranges. Fluctuations perpendicular to the magnetic
field P⊥ are generally stronger than those parallel to it P‖ with exception
of interval D, where mirror mode activity is observed at low frequencies.
spectral break is observed, which we denote with break frequency fb. At higher
frequencies, f > fb, there is another power-law with spectral index 2.63 for both
compressible and Alfvénic ﬂuctuations. In the following, we call this range of
scales the kinetic range. One may also note that the Alfvénic ﬂuctuations, P⊥,
dominate the compressible ﬂuctuations, P‖, both at MHD and kinetic scales.
On MHD scales, the variance anisotropy is P⊥/P‖ ≃ 4 and on kinetic scales,
ﬂuctuations become even more strongly anisotropic with P⊥/P‖ ≃ 8. In terms
of compressibility, we observe P‖/|P | = 0.2 within the MHD range and P‖/|P | =
0.11 within the kinetic range.
The PSD only give information on the second order statistical moment. Infor-
mation of higher order moments can be extracted from the probability density
functions (PDF) of the incremental magnetic ﬂuctuations b(t, τ). Figure 3.18
(left) shows the PDF of three components of magnetic ﬂuctuations in KRTP
coordinates for time interval A. The black line corresponds to a scale of τ = 2 s,
the green PDF represents τ = 9 s and the red line shows the τ = 100 s time scale.
The ﬂatness is calculated using Equation (3.12) and is given in the legends of
Figure 3.18. One observes a clear deviation from a Gaussian distribution as
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Figure 3.18: PDF of increment time series of intervals A-C for different
lags and components in KRTP coordinates. Vertical shifts (green line ×10,
red line ×100) are applied for visualization purposes. The tails of the PDF
are growing with frequency rendering the PDF increasingly non-Gaussian
as reflected by increasing flatness values F (τ) shown in upper left corner.
the time scale decreases, which is usually observed for a turbulent cascade (see
e.g. Bruno and Carbone, 2005). The ﬂatness as a function of temporal separa-
tion τ for each magnetic ﬁeld component is shown in Figure 3.19. To compute
the ﬂatness without strong inﬂuence of the planetary magnetic ﬁeld, we have
subtracted the internal ﬁeld beforehand (Dougherty et al., 2005; Burton et al.,
2010). Colored arrows indicate the break frequencies fb as estimated from Figure
3.17. Here, we can also directly compare the results of the diﬀerent intervals.
For interval A, the ﬂatnesses generally increase smoothly like a power-law from
a near Gaussian distribution (F = 3) at τ ∼ 1h to F = 10 at τ = 10 s. This
indicates the presence of a developed turbulent cascade. The lesser increase of
ﬂatness for τ < 10 s is most-likely caused by a decreasing signal-to-noise ratio.
As the noise is nearly Gaussian this would ultimately lead to a ﬂatness of F = 3.
Interval B, t = [35.2, 40]h
After the last zero crossing of Br at 32h, Cassini enters a more quiet region
(〈δB/B0〉 = 0.07), where the mean magnetic ﬁeld is beginning to increase
dipole-like. In the spectrum of magnetic ﬂuctuations (Figure 3.17 B), we ob-
serve signiﬁcantly less activity in low frequencies compared to interval A. The
power-law range is reduced and follows a ﬂatter power-law than during time in-
terval A, which suggests that other physical processes control the low frequency
range than during interval A. The characteristic anisotropy, P⊥/P‖ > 1, is not
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Figure 3.19: Flatness as a function of τ calculated with Equation (3.12)
for intervals A-D and for magnetic field components BR (top), Bφ (mid-
dle) and Bθ (bottom). Colored arrows indicate the break frequency fb as
estimated from Figure 3.17. For all intervals there is a power-law increase
in flatness at frequencies f > 10−3Hz.
observed for frequencies less than 10−3Hz. If we assume this frequency as an up-
per bound for the energy injection scale, we will get L ∼ v/(2πf) ∼ 0.1Rs. This
indicates the lack of large scale magnetic perturbations in that interval, which
might be the reason why the cascade is not developed at lower frequencies.
The spectral break frequency fb ≃ 2 · 10−2 Hz stays in the same range as
within interval A and remains close to the Doppler-shifted gyro radius of water
group ions: f(ρW ) = 0.021Hz. On smaller scales, f > fb, there is a power-law
range with a slope similar to the one in interval A. The total spectral energy
is slightly higher than during interval A and the maximal resolved frequency
is fmax = 0.51Hz. The PDF of magnetic ﬂuctuations during interval B shown
in Figure 3.18 (middle) have similar characteristics as those of interval A. This
can be veriﬁed in Figure 3.19, where the increase of the ﬂatness with frequency
1/τ is almost identical to interval A. This is an interesting result as the time
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series in Figure 3.14 look rather diﬀerent in intervals A and B. As the ﬂatness
is characteristic of the near dissipation range, the similarity might indicate a
common dissipation process on comparable scales in both intervals.
Interval C, t = [40, 45.5]h
During interval C, there are three isolated ﬂux-tube interchange events (at
t = [41.3, 42.2, 44.5]h, best visible in Br, see Figure 3.14), which have been previ-
ously identiﬁed by André et al. (2007). During these events, ﬂux-tubes contain-
ing hot tenuous plasma from farther out interchange with ﬂux-tubes containing
cold dense plasma from farther inside (Hill et al., 2005; Mauk et al., 2005). This
usually causes a decrease in magnetic pressure. These events are often linked
with plasma wave activity and increased ﬂux of hot electrons (Gombosi et al.,
2009). During all three events, an increased hot electron ﬂux (20−100 keV)
was detected. This could be veriﬁed from data taken by LEMMS (Low Energy
Magnetospheric Measurement System), which is part of the MIMI instrument
onboard Cassini (Krimigis et al., 2004).
Figure 3.17 C shows a low frequency power-law range comparable to the
one in interval A. However, the slope is considerably shallower with values of
1.2 and 1.4 for ﬂuctuations perpendicular and parallel to the mean magnetic
ﬁeld, respectively. From the scalograms in Figure 3.15, it is clear that the low
frequency energy is signiﬁcantly enhanced during the ﬂux-tube interchanges.
The small peak at around f ∼ 3 · 10−4Hz corresponds to a length of ∼0.5Rs
and reﬂects the size of the largest ﬂux-tube interchange. There is a clear spectral
break at around fb ∼ f(ρW ) ∼ 0.03Hz and again a power-law for high frequency
ﬂuctuations with a slope ∼2.6 as seen in the other intervals. As is the case
for interval A, the variance anisotropy P⊥/P‖ is increased for f > fb. This
corresponds to a decrease of the level of compressibility with P‖/|P | ≃ 0.2 within
the MHD range and P‖/|P | ≃ 0.07 within the kinetic range. Usually, in the solar
wind the inverse situation is observed, i.e., an increase of the compressibility
across the ion spectral break (Alexandrova et al., 2008a; Kiyani et al., 2013).
This suggests that large scale magnetospheric processes control the turbulence
at MHD scales in Saturn’s magnetosphere.
The PDF of the magnetic ﬂuctuations during interval C in Figure 3.18 (right)
have elongated tails, which is reﬂected by large ﬂatness values of F ∼ 10 at rela-
tively large periods of τ ∼ 100 s. The larger ﬂatness can be clearly seen in Figure
3.19, where interval C clearly shows an enhanced intermittency compared to the
intervals A and B. The ﬂatness increases strongly in the Bθ and Bφ component
and deviates from the other observed ﬂatnesses at a frequency of f ∼ 10−3Hz,
reaching values of F = 20 at τ = 100 s in case of Bφ. It is reasonable to believe
that this strong increase is caused by the ﬂux-tube interchanges observed in this
interval. A detailed analysis of this feature is beyond the scope of this thesis, but
it is highly recommended as it might lead to further insight on the dissipation
mechanisms of plasma turbulence. Here, we restrict our interpretation to the
general trend seen in the data, which is in accordance with observations of in
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the solar wind.
Interval D, t = [66, 67.9]h
Very close to Saturn, the ﬂuctuations are more compressible. The magnetic ﬁeld
data of interval D can be seen in Figure 3.16. Russell et al. (2006) describe the
oscillations in the beginning of the interval (18−18.5h of October 28, 2004) as
mirror mode waves with “less sharp sides” than the series of ﬂux-tube interchange
events that follow later (see Figure 3.9 (left) and Fig. 9.36 of Gombosi et al.
(2009) for a multi-instrument analysis of this interval). These mirror mode
waves are best visible in the Bθ component.
In the turbulent spectra in Figure 3.17 D one observes PSD with P‖ > P⊥
at frequencies lower than the ion cyclotron frequency of water group ions, which
is characteristic of mirror modes. The mean amplitude of these mirror modes is
δB‖ ≃ 3nT and the relative parallel ﬂuctuation is δB‖/B0 ≃ 0.12. The spectra
have a double kink shape (Voitenko and De Keyser , 2011) with two spectral
breaks at 0.02Hz and 0.08Hz. The steeper part in between these two spectral
breaks might correspond to the ion dissipation range as described in Smith et al.
(2012). At frequencies higher than the second break frequency, the spectrum
is again a well deﬁned power-law with spectral indices 2.5 for perpendicular
ﬂuctuations and 2.7 for compressible ones.
In Figure 3.19, the ﬂatness for interval D is a little higher in the BR com-
ponent than for intervals A and B. Interestingly, there is no diﬀerence in the
ﬂatness for the Bθ component, where the compressible mirror modes are ob-
served. There is a local maximum in the ﬂatness of the BR component between
the break frequencies, at 1/τ ∼ 0.04 s−1, which is characteristic of the presence
of coherent structures. However, despite of these slight diﬀerences, the general
behavior still shows a power-law like increase, thus indicating intermittency.
Conclusions of Case Study
During Rev A, Cassini encountered regions dominated by the planetary ring
current, a quiet interval in the plasma sheet, ﬂux-tube interchanges characteristic
of the middle magnetosphere and mirror mode wave activity close to Saturn. Ion
cyclotron waves, which frequently occur in the inner magnetosphere (Leisner
et al., 2006), are not observed in the analyzed intervals. The intervals reﬂect
quite well the dynamic nature of Saturn’s middle magnetosphere. Although
magnetic ﬁeld data show distinct behavior in all subintervals, there are certain
statistical similarities of the ﬂuctuations, which are omnipresent. We can resume
that:
1. During all intervals, magnetic ﬂuctuations have power-law spectra with
ﬂatter spectra at MHD scales and steeper spectra within the kinetic range.
The limit between these two spectral ranges, i.e., the spectral break fb, is
observed within the frequency range fb ∈ [1, 8] · 10−2Hz, which is in the
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vicinity of the Doppler-shifted water group ion gyro radius and inertial
length.
2. At MHD scales, the spectral index varies between 0.8 and 1.7 with a less
developed power-law in interval B. The spectral shape and power are likely
controlled by large scale magnetospheric processes.
3. Within the kinetic range the spectral slope is always close to 2.6.
4. Fluctuations in the frequency range f > fb are mainly perpendicular to
the mean magnetic ﬁeld resulting in a variance anisotropy P⊥/P‖ ≥ 4
corresponding to a compressibility level of P‖/|P | ≤ 0.2.
5. The ﬂatness of each interval increases like a power-law with frequency from
a near normal distribution to values F ≥ 10, thus showing more bursty or
intermittent behavior. There seems to be no signiﬁcant change of ﬂatness
around the break frequency.
The ﬁndings listed above are characteristic of turbulence in a magnetized plasma.
In the solar wind, power spectra with a break in the vicinity of ion scales are
usually observed. The important diﬀerence is that the low frequency range is
controlled by large scale magnetospheric processes such as current sheet ﬂapping,
mirror modes or ﬂux-tube interchanges. However, at high frequencies, i.e., within
the kinetic range of scales, the turbulent spectrum is very similar to what is
observed in the solar wind (see Section 2.3). In the next section, therefore, we
perform a large statistical study of the kinetic range turbulent spectra within
the magnetosphere of Saturn using the ﬁrst seven orbits of Cassini.
3.4 Statistical Analysis of Kinetic Range Turbulent
Cascade
In the previous section we considered magnetic spectra taken over 2−10 hours
in order to describe both, MHD and kinetic range scales. Here, we use data
from the ﬁrst seven orbits of Cassini around Saturn divided into 10min blocks,
for which we calculate power spectral densities. These 10min time intervals
are well suited for the analysis of the kinetic range (Alexandrova et al., 2012).
On the one hand, the interval is long enough to study ﬂuctuations shortly after
the spectral break at f ∼ 10−2Hz, and on the other hand, the shortness of the
time series ensures a nearly homogeneous background.We restrict the analysis to
data obtained between 6.5−17Rs to avoid time series dominated by ion cyclotron
waves usually found in Saturn’s inner magnetosphere (Leisner et al., 2006) and
to make sure we are far enough from the magnetopause at r ∼ 20Rs (Arridge
et al., 2008b). Further, we discard all data with gaps exceeding 0.14 s and data
with δB < 0.1nT or δB > 3nT to avoid lobe regions and unphysical spikes in
the data, respectively. With these restrictions, 270 blocks are discarded and we
70
3.4 Statistical Analysis of Kinetic Range Turbulent Cascade
work with 1180 blocks. Another 44 blocks inside 7.5Rs are removed by hand
because of visible ion cyclotron resonances in the spectra.
Figure 3.20 shows the total PSD (|P | = P⊥ + P‖) without separation into
parallel and perpendicular components as was done in Figure 3.17 for the case
study. In Figure 3.20a all 1136 measured spectra are shown, calculated with
a Morlet wavelet transform as deﬁned in Section 3.3.2. The red lines (one for
resolution ∆B = 4.9pT and one for ∆B = 48.8pT) indicate the noise levels of
the MAG instrument, determined as explained in Section 3.3.5. We calculate
the relative power of the spectra, 〈P/P0〉, with respect to a reference spectrum
P0 measured at 13.5Rs. This relative power can also be used as an estimator
of the relative turbulence level. Here, the average 〈∗〉 is taken in the range
0.1Hz < f < min(fmax, 0.6)Hz corresponding to the kinetic range. As discussed
in Section 3.3.5, fmax is calculated for SNR > 5. The relative power is quite vari-
able throughout the magnetosphere and needs to be studies further. Figure 3.21
(left column) shows the correlation of 〈P/P0〉 with radial distance, thermal pres-
sure of water group ions, magnetic pressure and ion plasma βi. The correlations
with radial distance and thermal pressure are particularly good (c = ∓0.7). The
strong correlation with radial distance indicates that the relative spectral power
rather reﬂects the magnetospheric structure than the turbulence characteristics
that we are interested in.
Therefore, in Figure 3.20b, we use the transformation to a normalized wave
number k⊥ρW and calculate a similar relative spectral power 〈E/E0〉 for the
normalized spectra E(k⊥ρW ). Here, the average 〈∗〉 is taken in the kinetic range
k⊥ρW = [2, 50]. E0 is the reference spectrum according to P0. The right column
of Figure 3.21 shows the relative spectral power 〈E/E0〉 as a function of radial
distance, thermal and magnetic pressure and ion plasma βi. As the normalized
spectra E(k⊥ρW ) reﬂect the scales in the plasma frame, they are not aﬀected by
the variation of the plasma speed with radial distance to Saturn. Consequently,
with exception of ion plasma βi, the correlations for normalized spectra are less
than those for raw frequency spectra.
In Jupiter’s magnetosphere, the relative spectral power was found to peak at
radial distances, where the corotation of the magnetosphere breaks down (Saur
et al., 2002, 2003) and similar correlations of relative power of frequency-spectra
with plasma parameters such as temperature, magnetic and kinetic energy have
been observed in the solar wind (Grappin et al., 1990; Alexandrova et al., 2009,
2013), although the radial evolution of the solar wind is likely controlled by diﬀer-
ent processes. In Saturn’s magnetosphere, we ﬁnd that only the observed power
of frequency-spectra, P (f), as well as k-spectra, P (k), depend on radial distance,
thermal pressure nWkTW of water group ions and magnetic pressure B2/(2µ0).
The normalized spectra, E(k⊥ρW ) as well as E(f/fc,W ) and E(k⊥λW ), seem to
be independent of radial distance. This aﬃrms that not only the plasma velocity,
but also the background magnetic ﬁeld strongly inﬂuences the spectral analy-
sis. We conclude that normalized frames are more suitable for our turbulence
analysis in Saturn’s magnetosphere than raw frequency spectra.
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Figure 3.20: a) Measured spectra P (f) of all 1136 analyzed 10min blocks.
Dashed lines show noise levels of MAG instrument. b) Normalized power
spectra E/ 〈E/E0〉 as a function of k⊥ρW , where 〈E/E0〉 is averaged power
in range k⊥ρW = [2, 50] with respect to a reference spectrum E0. The
spectral break is found at k⊥ρW ∼ 2. The black line shows a slope of 2.6.
In Figure 3.20b, we show the spectra E(k⊥ρW ) normalized by their respective
spectral power in the kinetic range, 〈E/E0〉. We cut frequencies f < 0.02Hz
and f > fmax because of strong oscillations at low frequencies and ﬂattening of
the PSD at high frequencies due to noise. The similar spectral shape of all PSD
indicates that the underlying turbulent cascade is consistent in the analyzed
data set.
3.4.1 Spectral Index within the Kinetic Range
One of the important characteristics of turbulence is the spectral index within
the inertial range, where a turbulent cascade takes place. Determination of
its value can help to choose a good model to describe the turbulence. First
of all, we determine the range of scales, in which the spectral index is nearly
constant. For diﬀerent radial distances r, we calculate the spectral slope for
frequency spectra P (f), for spectra normalized by water group ion cyclotron
frequency E(f/fc,W ), and for spectra as a function of k⊥ρW and k⊥λW . To
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Figure 3.21: Relative spectral power 〈P/P0〉 (left column) for raw fre-
quency spectra and 〈E/E0〉 (right column) for k⊥ρW -spectra as a function
of radial distance from Saturn, thermal and magnetic pressure and ion
plasma βi. Double logarithmic correlations c given in the respective pan-
els.
determine the range of constant spectral slope, we perform a sliding window
ﬁt: For frequency spectra P (f) observed in spacecraft frame, we calculate the
spectral slope in a window [f ′, 5f ′] with left corner frequency f ′ increasing from
fb ≃ 0.01Hz. As discussed in Section 3.3.5 we only take into account data with
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Figure 3.22: Average spectral indices for 1Rs-bins obtained in a sliding
window fit. The x-axis values indicate the start of the fit and the window
size is given in the title of the plots. The spectral break is reflected by a
rapid change of slope at low frequencies. Convergence toward a constant
slope (2.6 shown as horizontal black dashed line) depends on radial distance
for fits in spacecraft frame (top left) but is independent of radial distance
in normalized frames. A distinct behavior is observed for r < 8Rs.
SNR > 5. The such obtained results are then averaged within radial bins of
1Rs to account for possible changes with radial distance from Saturn. In Figure
3.22 (top left), we see that the such estimated spectral indices, κ(f, r), decrease
rapidly at low frequencies, which results from the sliding window moving over
the spectral break fb. They converge toward approximately 2.6 (shown as black
dashed line) within the frequency range f ′ = [0.05, 0.3]Hz for radial distances
r > 13Rs. This means that the spectral indices are nearly constant in the
range f = [0.05, 1.5]Hz. However, the convergence toward a spectral index of
2.6 depends strongly on radial distance. An ever shorter frequency range of
constant spectral indices for r < 13Rs indicates that the spectral break is found
at higher frequencies closer to Saturn.
In contrast, using normalizations f → k⊥s according to Equation (3.15) with
s = ρW , λW or f → f/fc,W , we obtain the other results shown in Figure 3.22.
Here, the convergence toward a spectral index of 2.6 is consistent for all radial
distances (with exception of r ≤ 8Rs, where we observe a distinct convergence
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κkρ κkλ κfc
r < 8Rs 2.30 ± 0.39 2.26 ± 0.26 2.31 ± 0.31
r > 9Rs 2.58 ± 0.25 2.52 ± 0.23 2.55 ± 0.22
Table 3.4: Mean and standard deviation of spectral indices. The ranges,
over which the spectral indices are determined, are k⊥ρW = [2, 50],
k⊥λW = [5, 100], and f/fc,W = [5, 100].
behavior toward a shallower spectral index of ∼7/3). This indicates a strong
correlation of the spectral break with these characteristic scales and frequencies
and shows that the turbulent cascade in Saturn’s magnetosphere is controlled by
characteristic length scales in the rest frame of the corotating plasma. A range
of constant spectral indices is observed for k⊥ρW = [2, 50], k⊥λW = [5, 100], and
f/fc,W = [5, 100].
Figure 3.23 shows the radial distributions of spectral indices κkρ (top), κkλ
(middle) and κfc (bottom), calculated within the range, where the spectral in-
dices are observed to be nearly constant, k⊥ρW = [2, 50], k⊥λW = [5, 100],
f/fc,W = [5, 100], respectively. The error bars of the spectral indices are ob-
tained from the least-squares ﬁt to the PSD. It can be seen that the spectral
indices κkρ are fairly constant outside 9Rs and change toward shallower spectra
farther inside. This result is robust as it is also observed for κkλ and κfc. Thus,
it is independent of the speciﬁc method of normalization. Interestingly, the dis-
tance of 9Rs coincides with a boundary found by Schippers et al. (2008, 2012),
where the electron temperature maximizes and the pitch angle distribution of
suprathermal electrons changes from pancake-like inside 9Rs to ﬁeld-aligned out-
side 9Rs. This change has also been observed by Saur et al. (2006). Figure 3.24
shows a histogram of the observed spectral indices for radial distances r < 8Rs
and r > 9Rs. Here, we show the histogram of the spectral indices κkρ with a
red line, the blue line gives the histogram of κkλ, calculated for k⊥λW -spectra,
and the green line indicates the histogram of κfc, determined from the f/fc,W -
spectra. The vertical lines show spectral indices of 8/3 and 7/3. The weighted
averages and the corresponding standard deviations of the spectral indices for
r < 8Rs and r > 9Rs are given in Table 3.4. Outside 9Rs, the histogram in
Figure 3.24 has a nearly Gaussian distribution, which indicates that the mag-
netosphere is nearly homogeneous and the cascade is consistent. In contrast,
the distribution of spectral indices inside 8Rs is skewed toward shallower slopes.
This may be explained from Figure 3.23, where it can be seen that the slopes
are increasingly ﬂatter the closer to Saturn they are observed.
Our results are close to what is found in the solar wind within the kinetic
range of scales (Alexandrova et al., 2009; Sahraoui et al., 2010; Alexandrova
et al., 2012; Bourouaine et al., 2012) and can be explained in the framework
of diﬀerent turbulent models. The shallower slope, which we observe close to
Saturn, namely 〈κ(r<8Rs)〉 = 2.3±0.3 is close to 7/3, which characterizes strong
KAW turbulence (Howes et al., 2006; Schekochihin et al., 2009). Outside 9Rs our
75
Turbulence at Saturn
6 7 8 9 10 11 12 13 14 15 16 17
−4
−3
−2
−1
Distance [RS]
κ
kρ
6 7 8 9 10 11 12 13 14 15 16 17
−4
−3
−2
−1
Distance [RS]
κ
kλ
6 7 8 9 10 11 12 13 14 15 16 17
−4
−3
−2
−1
Distance [RS]
κ
fc
Figure 3.23: Radial profile of spectral indices κkρ (top), κkλ (middle)
and κfc (bottom) obtained by least squares fit in the range k⊥ρW = [2, 50],
k⊥λW = [5, 100], f/fc,W = [5, 100], respectively, for SNR > 5. All radial
profiles show similar results with a generally shallower slope inside 9Rs.
results are consistent with strong KAW turbulence (Howes et al., 2006; Boldyrev
and Perez , 2012) and strong whistler turbulence (Galtier et al., 2005) with slopes
of 7/3 and 8/3 as well as strong compressible Hall turbulence as proposed by
Alexandrova et al. (2008a). The spectral index of 2.58±0.25 is also in agreement
with 2.5 for weak whistler wave turbulence (Narita and Gary , 2010), weak KAW
turbulence (Howes et al., 2011a) and weak incompressible Hall-MHD turbulence
(Galtier , 2006). However, as we show in Section 4.2.3, the measured spectral
index κ is not identical with the spectral index of the underlying turbulence
theory. Especially in the kinetic range, damping on electron scales can steepen
the spectra signiﬁcantly. Note also, that for electron temperatures Te ∼ Ti, the
electron gyro radius is only a factor of ∼50 smaller than the ion gyro radius.
Therefore, we cannot exclude that the ﬁt range reaches up to electron scales,
where a steeper slope is expected. In summary and according to our later results
in Section 4.4, we conclude that our results may best be explained by strong
KAW turbulence after Howes et al. (2006), which proposes a slightly shallower
slope of 7/3.
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Figure 3.24: Histogram of spectral indices κkρ, κkd and κfc for distances
r < 8Rs (upper panel) and r > 9Rs (lower panel). Vertical dashed lines
indicate slopes of 8/3 and 7/3. Outside 9Rs, a nearly Gaussian distribu-
tion is observed while the distribution inside 8Rs is skewed with larger tail
toward shallower slopes.
3.4.2 Intermittency of Fluctuations
Another general statistical property of turbulent ﬂows is intermittency, which
is observed as deviation from Gaussianity of the PDF of turbulent ﬂuctuations.
This deviation is scale dependent, as we have already seen in Section 2.3.2.
Intermittency is observed in the solar wind on MHD scales (e.g. Burlaga, 1992;
Sorriso-Valvo et al., 2001; Salem et al., 2009) and on kinetic scales (Alexandrova
et al., 2008a; Kiyani et al., 2009; Perri et al., 2012). To check if this intermittency
depends on radial distance to Saturn, we calculate the mean ﬂatness F = (Fx +
Fy + Fz)/3 in radial bins of 1Rs. Figure 3.25 shows the such averaged ﬂatness
calculated from Equation (3.12) as a function of 1/τ . As expected from our
case study in Section 3.3.5, the ﬂatness increases with frequency as a power-
law independent of distance to Saturn. The power-law increase of the ﬂatness
with frequency indicates that the ﬂuctuations are increasingly intermittent and
demand a multifractal description. However, the slope of the power-law is quite
shallow. It is comparable to what is observed by Alexandrova et al. (2008a) in
the inertial range of solar wind ﬂuctuations. In the kinetic range they observe
a steeper slope. We note, that the mean ﬂatness shown here can only represent
the general trend in the data. As we have seen in Figure 3.19, the details of
the ﬂatness during diﬀerent intervals can be rather diﬀerent. The calculation
of the ﬂatness using a wavelet based method as described in Alexandrova et al.
(2008a), yields the same power-law increase as presented in Figure 3.25.
A power-law increase of ﬂatness indicates intermittency and the formation
of coherent structures (Mangeney , 2012) and is therefore characteristic of strong
turbulence. This narrows down the models, that can explain our results, to
strong KAW turbulence (Schekochihin et al., 2009; Boldyrev and Perez , 2012),
77
Turbulence at Saturn
10−2 10−1 100
100
101
1/τ [s−1]
Fl
at
ne
ss
 F
 
 
7 R
s
9 R
s
11 R
s
13 R
s
15 R
s
0.3
Figure 3.25: Mean flatness F = (Fx + Fy + Fz)/3 averaged within ra-
dial bins of 1Rs calculated with Equation (3.12) as functions of 1/τ . The
power-law increase indicates intermittency of the fluctuations. The de-
crease of flatness values for f > 0.5Hz is caused by a decreasing SNR at
the corresponding high frequencies.
strong whistler turbulence after Galtier et al. (2005), and strong compress-
ible Hall-MHD turbulence after Alexandrova et al. (2008a). At smaller scales,
f > 0.5Hz, the ﬂatness begins to decrease again because of a decreasing sig-
nal to noise ratio in the corresponding high frequency range. As the noise is
approximately Gaussian, this leads to decreasing values ultimately approaching
the ﬂatness value for Gaussian white noise: F = 3.
Interestingly, the averaged ﬂatness functions at diﬀerent radial distances
shown in Figure 3.25 match very well in the frequency frame of the spacecraft. In
contrast, the spectral indices in Figure 3.22 are best represented in a normalized
rest frame of the plasma. This contradictions may indicate either inﬂuence of
the instruments onboard Cassini or eﬀects caused by waves that violate Taylor’s
hypothesis. Here, we must leave a more detailed analysis of this phenomenon to
future studies. However, understanding of the ﬂatness may yield further insight
on the dissipation of the ﬂuctuations.
3.4.3 Correlation of Spectral Indices with Field-to-Flow Angle
Here, we examine if the variance of spectral indices κ can be explained with
a critically balanced cascade. Originally proposed by Goldreich and Sridhar
(1995) for strong Alfvén wave turbulence, critical balance leads to a dependence
of the spectral index on the ﬁeld-to-ﬂow angle θ (see Section 2.3). This arises
as a consequence of anisotropy in k-space and the fact, that a one-dimensional
measurement only reﬂects a slice of the three-dimensional k-space depending on
the geometry of the measurement. If critical balance holds, the spectral slope
will be much steeper for small angles θ. With a critical balance of k‖ ∼ k1/3 and
scaling of k−7/3⊥ for θ = 90
◦ in case of strong KAW turbulence (Schekochihin
et al., 2008, 2009), this leads to a scaling of k−5‖ for θ = 0
◦ (Cho and Lazarian,
2004).
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However, in our results, we do not see a correlation of κ with θ. This may
be explained by the fact that 90% of our data have angles θ > 74◦ and the
dependence of spectral index on θ is not linear (see Section 4.2). Therefore, our
analysis cannot rule out that the turbulence inside Saturn’s magnetosphere is
critically balanced. Note, that we applied a global background magnetic ﬁeld for
this analysis and that a spectral anisotropy can most likely only be observed in
the local magnetic ﬁeld (Cho et al., 2002; Horbury et al., 2008). Analyses in the
solar wind have shown that global magnetic ﬁeld methods do not to reproduce
the spectral anisotropy of a critically balanced cascade (Tessein et al., 2009).
Still, even local magnetic ﬁeld methods may not show a spectral anisotropy for
angles θ > 74◦, which can be seen from our study in Section 4.3.2. Only at
signiﬁcantly lower angles, a measurable change of the spectral slope might be
observed. We propose to conduct a local magnetic ﬁeld analysis in the future
to verify our assumptions. Here, a study in the outer magnetosphere, where the
background magnetic ﬁeld is more variable and the relative ﬂuctuation δB/B0
stronger than close to Saturn, should yield the best results.
3.4.4 Compressibility Level
Analyzing the compressibility level
〈
E‖/E
〉
of the ﬂuctuations, where brack-
ets mean ensemble average with geometrical mean4, can yield information on
the type of waves involved in the turbulent cascade. TenBarge et al. (2012)
showed by evaluating the collisionless Vlasov-Maxwell equations that the vari-
ance anisotropy (and so the compressibility) depends strongly on plasma pa-
rameters such as the ion plasma βi or on the angle between wave vector and
magnetic ﬁeld. The compressibility level is equivalent in information to the
variance anisotropy E⊥/E‖ according to
E‖
E
=
(
1 +
E⊥
E‖
)−1
. (3.21)
Similar to what has been reported for solar wind data (Leamon et al., 1998; Chen
et al., 2010a), the compressibility in our data is generally below E‖/E = 1/3,
which is the compressibility of isotropic ﬂuctuations. This means that trans-
verse ﬂuctuations are generally more energetic than compressible ﬂuctuations.
Figure 3.26 shows the compressibility level as a function of k⊥ρW averaged within
radial bins of 1Rs for frequencies 10−2Hz < f < 0.6Hz. The diﬀerences between
diﬀerent radial bins are rather small so that the results can be considered con-
sistent throughout the magnetosphere. A similar result is produced from the
normalizations k⊥λW and f/fc,W .
4We use the geometrical mean because the distribution of the logarithms of the parameter
are close to Gaussian while for the normal parameter it is strongly non-Gaussian. Therefore,
a geometrical mean better reflects the average value, see also Appendix B.
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Figure 3.26: Compressibility level
〈
E‖/E
〉
averaged within radial bins of
1Rs. The compressibility decreases from isotropy (E‖/E = 1/3) observed
close to Saturn to
〈
E‖/E
〉 ≃ 0.1. The minimum is reached for frequencies
higher than the spectral break at k⊥ρW ≃ 2. For k⊥ρW ≥ 18 (k⊥ρH ≥ 1)
the compressibility is found to increase again.
For k⊥ρW < 2 and inside ∼11Rs the ﬂuctuations are found to be increasingly
compressible. Unfortunately, our measurements at large distances to Saturn do
not cover such small scales. Therefore, it is unclear if the increased compress-
ibility reﬂects physical processes that only happen close to Saturn or if the same
would be observed farther out for much lower frequencies. Generally, the com-
pressibility decreases with k⊥ρW to
〈
E‖/E
〉 ≃ 1/8, i.e., the anisotropy increases
with k⊥ρW to
〈
E⊥/E‖
〉 ≃ 7, reaching its minimum at scales slightly smaller
than the spectral break, which was found at k⊥ρW ≃ 2 (Figure 3.20). For
k⊥ρW ≥ 16, which is approximately k⊥ρH ≥ 1, we ﬁnd that the compressibil-
ity increases again. Similar observations have been made at 1AU in the solar
wind (Alexandrova et al., 2008a; Podesta and TenBarge, 2012; Salem et al.,
2012). Podesta and TenBarge (2012) and Salem et al. (2012) show that this is
in agreement with KAW turbulence as derived from the Vlasov-Maxwell disper-
sion relation. However, the increase of compressibility in our observations could
also be explained by a decreasing signal to noise ratio, which ultimately leads to
the isotropic value of compressibility. We note, that the application of a local
magnetic ﬁeld might yield slightly diﬀerent results. However, the results of the
case study, which is analyzed in a local magnetic ﬁeld frame, are in accordance
with the observations presented in Figure 3.26.
3.4.5 Turbulent Plasma Heating Rates
The continuous presence of a turbulent cascade has consequences for the energy
budget of magnetospheric plasma as has been shown in the case of Jupiter’s
magnetosphere by Saur (2004). As the temperature proﬁle measured in Sat-
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urn’s magnetosphere shows a non-adiabatic increase with distance from Saturn,
there is need for a plasma heating mechanism. Here, we test if the dissipation of
the ﬂuctuations’ energy can account for the 75−630GW needed to heat an adi-
abatically expanding plasma to the temperatures measured in Saturn’s plasma
sheet (Bagenal and Delamere, 2011). The phenomenological approach we follow
here is unable to tell how exactly the energy is dissipated. Therefore, we don’t
know if the energy goes into ion or electron heating and which dissipation mech-
anism is at work. Schekochihin et al. (2009) suggests, however, that the cascaded
energy splits at the spectral break corresponding to the ion gyro radius, where
it is decided how much energy goes into ion heating. A KAW cascade beyond
the spectral break then ultimately leads to electron heating. We note that this
process may be asymmetric with regards to the background magnetic ﬁeld or
lead to non-Maxwellian velocity proﬁles. However, for the sake of simplicity and
because we expect the energy to be converted into heat eventually, we discuss
the transferred energy in terms of a heating rate.
In the framework of turbulence, the energy of the ﬂuctuations at low fre-
quencies is transported without energy loss through the inertial range until it
reaches the dissipation range, where the energy is converted into heat. Assuming
a quasi-steady state process, the energy transport rate ǫ is constant at any scale
and therefore also equal to the dissipation rate. For the estimation of the plasma
heating rate density q, we use methods based on Leamon et al. (1999) (qL) and
Saur (2004) (qS). We assume a turbulent cascade of kinetic Alfvén waves accord-
ing to the gyrokinetic approach of Howes et al. (2006) and Schekochihin et al.
(2009) because this theory is suited to explain our observations. The energy
transport rate in terms of the total energy Etot is
ǫ ∼ Etot
τtr
∼ Etot τKAW
τ2nl
, (3.22)
where we use a transfer time τtr ∼ τ2nl/τKAW. According to our derivations in Sec-
tion 2.2.6, τKAW ∼ (k⊥ρik‖b)−1 is the linear wave period of kinetic Alfvén waves
and τnl ∼ (k⊥δb)−1 is the nonlinear time with ﬂuctuation δb = k⊥ρiδB/√µ0̺
in velocity units. Inserting this in Equation (3.22) and using Etot ∼ δB2/(µ0̺),
we ﬁnd
ǫ ∼ δB
4
µ20̺
2
k3⊥ρi
k‖VA
. (3.23)
Comparing the characteristic time scales, we can estimate if the turbulence at
Saturn is weak (τKAW < τnl) or strong (τKAW ∼ τnl for a critically balanced
cascade). For that matter, we use as characteristic parallel scale of the system
the total ion scale height of the plasma sheet, H ∼ k−1‖ ∼ 2−5Rs, with values
from Thomsen et al. (2010) and for the characteristic perpendicular scales ℓ⊥ ∼
k−1⊥ ∼ v · τc. Here, we estimate the correlation time τc by the time, where
the auto-correlation function reaches a value of 1/e, for each component of the
10min time series and subsequently average the components’ correlation times
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Figure 3.27: Left: Nonlinear time τnl and kinetic Alfvén time τKAW
averaged in 1Rs-bins as a function of radial distance to Saturn. Right:
Ratio of characteristic times τKAW/τnl of all 10min time series. Generally,
we estimate that τnl < τKAW, which indicates strong turbulence.
τi according to τc = (τx + τy + τz)/3. The such calculated τc is on average 50 s
in the plasma sheet. This leads to characteristic length scales perpendicular to
the magnetic ﬁeld of ℓ⊥ ∼ 1000−5000 km. In Saturn’s middle magnetosphere,
we generally ﬁnd that τnl < τKAW. The results of our observations are shown in
Figure 3.27, where the characteristic times, averaged in radial bins of 1Rs, are
shown in the left panel and the ratio of the two times, τKAW/τnl, for all analyzed
10min (of the extended data set, see Section 3.5.1) is shown in the right panel.
Only inside 9Rs, the nonlinear time is comparable or even larger than the kinetic
Alfvén time: τnl & τKAW. This further corroborates our interpretation that we
are observing strong turbulence. Therefore, we further use τKAW ∼ τnl, which
can be expressed as k⊥δB/
√
µ0̺ ∼ k‖VA.
Having chosen a turbulence model, we can calculate the heating rate density
q ∼ ǫ̺ in Wm−3. After Leamon et al. (1999), using conservation of energy
δB2 = P (f)f with the observed power spectra P (f) in spacecraft frame and
k⊥ ≃ 2πf/ (v sin(θ)), Equation (3.23) gives
qL(f) ∼ P (f)
3/2f7/2√
µ30̺
(
2π
v sin(θ)
)2
ρW (3.24)
for strong KAW turbulence. As this heating rate is a function of frequency,
we average the heating rate density qL(f) in the kinetic range of the spectrum
(k⊥ρW = [2, 50]), where it is approximately constant. Another way to estimate
the heating rate density is according to Saur (2004). He estimates the energy
not from the power spectral densities but from the RMS δB of the time series.
For strong KAW turbulence this approach yields
qS ∼ δB
3√
µ30̺
ρW
v2τ2c
. (3.25)
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Figure 3.28: Plasma heating rate densities qL (left) and qS (right) as
functions of radial distance from Saturn for strong KAW turbulence.
The resulting proﬁles of dissipated energy are shown in Figure 3.28 and are fairly
similar. After Leamon et al. (1999), the strongest heating occurs at ∼9Rs, i.e.,
near the orbit of Rhea, whereas the heating rate density after Saur (2004) slightly
increases with distance from Saturn. Integrating the heating rate densities over
the volume of the plasma sheet from 6Rs to 17Rs, where we use 2H as thickness
of the plasma sheet, we arrive at total heating rates of QS ∼ 120 · 109W and
QL ∼ 150 ·109 W provided by dissipation of turbulent ﬂuctuations in the middle
magnetosphere. Note, that we restrict our calculation to the analyzed region and
that the plasma sheet is larger than the integration volume. In the next section,
we apply an extended data set that reaches up to 20Rs, which is close to the
magnetopause standoﬀ distance. This data set yields the similar radial proﬁles
as shown in Figure 3.28, i.e., there is no further increase of heating rates beyond
17Rs. However, due to the larger integration volume, the total dissipation rate
amount to 140− 160GW for the extended data set.
The obtained heating rates are in agreement with estimations by Bagenal and
Delamere (2011) (75−630GW) of how much power is needed to heat the plasma
to the observed temperatures. However, the estimated values depend strongly
on the underlying plasma and/or turbulence models. The results indicate that
turbulent dissipation in general plays a substantial role for the energy budget
and may help to explain the puzzling high plasma temperatures in Saturn’s
magnetosphere.
3.5 Asymmetries of Magnetospheric Turbulence
Various parameters in Saturn’s magnetosphere, e.g., the magnetic ﬁeld and the
plasma density (Espinosa et al., 2003; Burch et al., 2009; Andrews et al., 2010),
as well as transient magnetospheric phenomena like injection events, energetic
neutral atoms and ﬂux-tube interchanges (Krimigis et al., 2005; Müller et al.,
2010; Kennelly et al., 2013) have been found to depend on longitude and/or local
time (see e.g. Carbary and Mitchell , 2013, for a review on periodicities found at
Saturn). In this section, we analyze if the derived parameters from our observa-
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Figure 3.29: Height over geographic equator, |z|/H, normalized by the
scale height of the plasma sheet for each analyzed orbit. Shown are the
maximal heights during the analyzed intervals. The polar phases of Cassini
span from late 2006 to early 2007 and from 2008 to mid 2009. Names
of revolutions given for orbits at the beginning and end of the equatorial
phases.
tions and the associated turbulent heating rate also show such variations with
respect to local time or planetary longitude. The aim is to link the turbulence
to observed magnetospheric phenomena and to ﬁnd out if and how the existence
of a turbulent cascade physically aﬀects magnetospheric processes or is itself
aﬀected.
3.5.1 Extended Data Set
To research the asymmetries in Saturn’s magnetosphere, we use an extended data
set, which covers 43 orbits mostly from the equatorial phases of Cassini: SOI,
Rev’s A-C, 3-6, 15-28, 35-37, 45-54, 73, 81, and 118-123. Figure 3.29 shows the
maximal normalized height |z|/H over the equator during the analyzed interval
of each of the 43 orbits. The polar phases of Cassini were excluded from the
analysis because Cassini is located in the plasma lobes during the largest part of
the respective orbits. The polar phases include some higher inclination orbits in
mid 2005 (Rev’s 7-14), Rev’s 29-44 from late 2006 to early 2007 and Rev’s 55-117
from 2008 to mid 2009. The two orbits (Rev’s 73 & 81) during the second polar
phase are only analyzed over a short interval around the center of the plasma
sheet, so that the height shown in Figure 3.29 does not reﬂect the true orbit.
The orbits covered in the extended data set projected onto the equatorial
plane as a function of distance and local time are shown in the left panel of
Figure 3.30. We show only those parts where |z| ≤ H, which is why some orbits
have only short arcs. The middle and right panel of Figure 3.30 show the coverage
as a function of local time and longitude, respectively. Here, we use radial bins of
1Rs, local time bins of 1h and SLS4 bins of 5◦. Dark blue colors show bins with
two or less data points and thus represent sparsely sampled locations. The local
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Figure 3.30: Left panel: Cassini’s orbits projected onto the equatorial
plane. Middle and right panel: coverage of data as a function of local
time and longitude (SLS4), respectively. The colors show the number of
blocks falling into each bin. Dark blue colors represent low coverage (< 4).
Circles are drawn every 5Rs for r = 5−20Rs.
time coverage is limited around post-noon (∼14h), midnight (0h), and post-
dawn (6−9h) in the outer part (r > 10Rs) of the magnetosphere and, therefore,
some white spaces appear in the middle panel of Figure 3.30. However, there is
very good coverage around pre-noon (∼10h) and in the middle magnetosphere
(r = 6−15Rs) of the night side. As a function of longitude, the coverage is
suﬃcient to compute reasonable averages throughout the whole analyzed area.
For the extended data set, we use the following thresholds to make sure
that Cassini is located in the plasma sheet and not in the lobes or even outside
the magnetopause. Additional to the threshold of the RMS (0.1 nT < δB <
3nT), which was already used in the statistical study in Section 3.4, we also
use restrictions on the maximum increment, ∆b < 1nT, to ﬁlter out spikes in
the data. We further restrict the normalized height over the magnetic equator,
|z| ≤ H, to be smaller than or equal to the scale height H of total ions and
restrict the background magnetic ﬁeld to B ≥ 2nT. The latter condition is to
make sure that Cassini is inside the magnetopause. A larger and much more
conservative threshold of B ≥ 5nT had been applied to the data for testing
purposes, which yielded similar results to those presented here. This aﬃrms that
magnetopause eﬀects are minimal if not absent in our results. The magnetopause
crossings can be identiﬁed by a sudden drop of magnetic pressure and the onset of
strongly turbulent magnetosheath ﬂuctuations (see, e.g., Arridge et al., 2008a).
To exclude moon plasma interactions, we only use data where Cassini is at a
distance of at least 2Rs from any of the icy moons or Titan. Finally, we remain
with 9505 10min time series for the analysis in this section.
Longitude Systems There are currently two SLS4 systems publicly available,
one from Lamy (2011) (valid until July 2010) and one from Gurnett et al. (2011)
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Figure 3.31: Phase difference ∆Φ for the southern period of SLS2, SLS3
(Kurth et al., 2007, 2008), and SLS4 (Gurnett et al., 2011) with regards
to SLS4 according to Lamy (2011). With exception of the last two covered
orbits the difference to SLS4 (Gurnett et al., 2011) is less than 50◦. Note,
that SLS2 and SLS3 are only for valid until day 788 and day 1135.
(valid from 12 September 2004 until 16 October 2009). Although both lack
veriﬁcation through a peer review process, we decided to use the SLS4 system
because we would be unable to analyze all our data with the SLS3 system,
which is only deﬁned until day of year (DOY) 222 of 2007. Here, we use the
SLS4 system according to Lamy (2011) because it covers the whole time interval
of our data set. However, we cross checked our results presented in this section
with those obtained from longitudes given by Gurnett et al. (2011) and the older
SLS3 system using data from the respective valid time intervals, which yielded
no signiﬁcant diﬀerences. Therefore, we only present results from SLS4 (Lamy ,
2011) in this thesis.
A comparison of the used longitude system with the SLS4 system given by
Gurnett et al. (2007) and the former systems SLS2 and SLS3 (Kurth et al.,
2007, 2008) is visualized in Figure 3.31, which shows the phase diﬀerences ∆Φ
with regards to SLS4 by Lamy (2011). 750d and 1200d after Saturn Orbit
Insertion (SOI, counting from DOY182 2004 onward) the SLS2 and SLS3 phases,
respectively, start to deviate by more than 50◦ from SLS4. This is in accordance
with the range up to which these systems are valid, namely DOY240 2006 (788d)
for SLS2 and DOY222 2007 (1135d) for SLS3. The diﬀerence to SLS4 given by
Gurnett et al. (2011) is usually < 50◦ with exception of the latest orbits after
Cassini’s polar phase from ∼1500d−1900d.
3.5.2 Root Mean Square of Fluctuations
We begin the analysis of our observations with the root-mean-square or standard
deviation of the magnetic ﬂuctuations, δB, from 10min time series in units of
nT. The RMS mainly reﬂects the energy of low frequency ﬂuctuations because
they contain most of the power in the time series. The contribution of high
frequency or kinetic range ﬂuctuations to the RMS is negligible. To minimize
the inﬂuence of the background magnetic ﬁeld, we subtracted a linear ﬁt from the
86
3.5 Asymmetries of Magnetospheric Turbulence
8
20
10
22
12
0
14
2
16
4
18 6
Local Time [h]
240
60
210
30
180
0
150
330
120
300
90 270
SLS4−S [°]
240
60
210
30
180
0
150
330
120
300
90 270
SLS4−S [°]
240
60
210
30
180
0
150
330
120
300
90 270
SLS4−S [°]
 
 
−0.8 −0.6 −0.4 −0.2 0 0.2
day side night side
log10(δB)
RMS Magnetic Field δB
Figure 3.32: Root-mean-square δB of 10min time series with subtracted
linear fit as a function of local time (top left) and longitude SLS4 (top
right). The bottom row shows the longitude distribution on the day side
(6−18 h) and on the night side (18−6 h) of the magnetosphere. Concentric
circles are drawn every 5Rs for r = 5−20Rs.
10min time series before computing the RMS. The result is shown in Figure 3.32
as a function of local time (top left), longitude (top right), and as a function
of longitude for data obtained on the day side (6 h < LT < 18h) and night
side (LT < 6 h and LT > 18h) of the magnetosphere (bottom left and right,
respectively). Concentric black circles denote the distance at every 5Rs starting
from 5Rs distance from Saturn to the outermost circle at 20Rs. The data in
each bin is averaged geometrically because of the near log-normal distribution
of the parameter (see Appendix B for an analysis of the statistical distribution
of δB).
From the local time distribution it seems that there are two local maxima:
one around pre-noon in the outer part of the analyzed area (r > 15Rs) and
one around midnight in the inner magnetosphere (r < 10Rs). In the longitude
distribution (top right) the energy is more homogeneously distributed. However,
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before interpreting these ﬁndings, it is worth while to look at the averages of δB
and their standard deviations, e.g., inside 10Rs and outside 15Rs, as a function
of local time in Figure 3.33. Here, we see that the spread of the parameters is
actually very large and the error bars overlap at all times. This indicates that
the parameter - even though it seems to be ordered in local time - is primarily
controlled by other processes that account for the large scatter. Hence, we have
to be cautious when interpreting the data shown in the color coded distribution
maps because the respective conﬁdence bounds are not indicated.
In Figure 3.33 it seems that there are two opposite patterns in the data inside
10Rs and outside 15Rs: the former peaks around midnight and the latter peaks
at pre-noon at ∼8h. However, the coverage in the morning sector and post-noon
is not very good, which complicates the exact localization and interpretation of
the pre-noon peak. The increased activity of the ﬂuctuations may be due to
waves generated by an oscillating magnetopause (Clarke et al., 2006), which
would trigger ﬂuctuations peaking around noon. A peak at dawn, on the other
hand, would be consistent with a modulation of ﬁeld-aligned currents (FAC)
as proposed by Southwood and Kivelson (2009). They argue that corotating
plasma from the outer magnetosphere is being compressed as it enters the dawn
side and a modulation of the swept back ﬁeld lines (Bφ > 0 in the southern
hemisphere) appears, which is caused by the corotating magnetic ﬁeld pattern
shown in Figure 3.8. This modulation is believed to be linked to the generation
of SKR. MHD Simulations by Jia et al. (2012b) indicate that the FAC are
strongest at 6−12h local time. It is reasonable to believe that these ﬁeld-aligned
currents are linked to increased magnetic ﬁeld ﬂuctuations. It is also interesting
to note that Mitchell et al. (2009) found periodic enhancements of energetic
neutral atoms (ENA) in the dawn sector at distances 15−20Rs linked to auroral
brightenings and SKR activity. They suspect the azimuthal pressure gradients
corresponding to the ENA enhancements to drive ﬁeld-aligned currents and thus
to be responsible for the generation of SKR and auroral brightening.
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Around midnight, where we also observe strong ﬂuctuations (Figure 3.32),
DeJong et al. (2011) found an increased ﬂux of trapped electrons at 8Rs and
Kennelly et al. (2013) observed an increased occurrence rate of young inter-
change events. The latter are usually linked to magnetic ﬁeld depressions, high-
frequency waves seen in RPWS data, and/or energetic particles that show dis-
persion signatures in MIMI and CAPS data (André et al., 2007; Mauk et al.,
2005; Chen et al., 2010b). Müller et al. (2010) ﬁnd that these injection events
occur mostly in the midnight-to-dawn sector and Chen et al. (2010b) ﬁnd most
events around at a distance of ∼7.5Rs, which is roughly consistent with our
observation in Figure 3.33. A careful check of the time series corresponding to
the most energetic ﬂuctuations in this section showed that the high RMS val-
ues are predominantly caused by ﬂuctuations δBz parallel to the magnetic ﬁeld.
The interpretation of an increased occurrence of interchanges may therefore be
a reasonable explanation for our observations.
The day side longitude distribution of the RMS in Figure 3.32 (bottom left)
shows that the local maximum found at pre-noon for r > 15Rs is not restricted
to a certain longitude as it leads to increased ﬂuctuations observed at all lon-
gitudes at the corresponding distances. Neither are the energetic ﬂuctuations
inside 10Rs around midnight restricted to a certain longitude range (bottom
right). Although the day side seems to host more energetic ﬂuctuations, a sep-
arate integration of the RMS over day and night side plasma sheet yields an
energy diﬀerence of only 4%. On the night side there seems to be a longitudinal
asymmetry with more energy around 300◦ longitude, which we discuss in detail
in the next sections.
3.5.3 Relative Spectral Power on Kinetic Scales
To examine in more detail the ﬂuctuations’ energy in the kinetic range, we now
analyze the relative spectral power 〈E/E0〉 of the turbulent cascade as introduced
in Section 3.4. In contrast to the RMS of the time series, which mostly reﬂects
low frequency energy, 〈E/E0〉 represents the spectral power on kinetic scales as
it is averaged in the range 2 < k⊥ρW < 50. Therefore, it is a better estimate
for the turbulence intensity of the considered KAW cascade (Alexandrova et al.,
2009).
Figure 3.34 shows that the local time and longitude distribution of the rel-
ative spectral power 〈E/E0〉 has basically the same characteristics as the RMS
in Figure 3.32. However, the power at pre-midnight close to Saturn (< 10Rs) is
not as strongly enhanced as in the RMS. This is consistent with our hypothesis
that the midnight peak in RMS is mainly caused by compressional ﬂuctuations.
As has been shown in our case study in Section 3.3.5, compressible ﬂuctuations
caused by mirror mode waves or interchange events predominantly aﬀect the low
frequency spectral power (see Figure 3.17d). However, the elevated energy of
the compressional component does not reach into the kinetic range, where we
estimate the relative spectral power.
The longitudinal distribution indicates an elevated energy at around 300◦,
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Figure 3.34: Relative spectral power 〈E/E0〉 of 10min time series as a
function of local time (top left) and longitude SLS4 (top right). The bottom
row shows the longitude distribution on the day side (6−18 h) and on the
night side (18−6 h) of the magnetosphere. Circles are drawn every 5Rs for
r = 5−20Rs.
which is best visible on the night side. This asymmetry can also be seen in the
RMS, although less clearly. It seems to be strongest at radial distances 10−15Rs
and, indeed, examining the relative spectral power in that range (Figure 3.35)
we see a sinusoidal variation with peak energy at 294◦ and 300◦ for the day and
night side, respectively. However, the spread of the relative spectral power is
larger than the amplitude of the sinusoid. This indicates that the inﬂuence of
other magnetospheric processes that are independent of longitude. Note, that
the longitude range of elevated energy is in accordance with ﬁndings of increased
plasma density for electrons by Gurnett et al. (2007) and ions by Burch et al.
(2009). In the next section, we analyze if the change of spectral power also
changes the turbulence characteristics, namely the spectral index of the cascade.
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Figure 3.35: Relative spectral power 〈E/E0〉 of 10min time series for
distances 10−15Rs. Blue dots indicate observations on the day side and
black dots observations on the night side magnetosphere. The red dashed
line shows a least-squares sinusoid fit to the data with peak phase at 300◦.
3.5.4 Spectral Index
We discuss the distribution of spectral indices κkρ to study how the asymmetries
in the energy of the time series may aﬀect the turbulent cascade. From the
theory laid out in Chapter 2, we expect the spectral index to be constant and
independent of the RMS or spectral power. However, the ﬁtting range over which
we determine the spectral slope does depend on the spectral power because a
large spectral energy in the kinetic range results in a larger signal-to-noise ratio
and thus a longer ﬁtting range. Therefore, in case the spectral index changes
with growing frequency, we might see a variation of the slope that correlates
with the relative spectral power.
Figure 3.36 shows the distribution of the spectral index as a function of local
time and longitude. From the local time distribution (top left) it is evident
that the enhanced RMS at pre-noon coincides with steeper spectral slopes. The
variation is strongest outside 15Rs: between 8−12h local time the mean spectral
slope is 2.63 ± 0.23 compared to 2.49 ± 0.28 at local times 20−24h for r >
15Rs. Further analyses reveal that the spectral index is weakly correlated (c =
−0.33) with the relative spectral power in the kinetic range, 〈E/E0〉, such that a
higher spectral energy correlates with steeper slopes. This correlation is shown in
Figure 3.37 and might be explained by power spectra steepening with frequency.
Such steepening may be caused by damping on electron scales, which is already
detectable in the ion kinetic range (see Section 4.2.3) and has been observed in
the solar wind (Alexandrova et al., 2012). In Figure 3.37, it can also be seen
that the spread of spectral indices is greater at lower energies and we that the
error of the ﬁt is weakly correlated (c = −0.33) with the spectral power 〈E/E0〉.
However, this can be understood by the fact that the ﬁtting range is longer and
the signal-to-noise ratio is larger for higher spectral energy, which consequently
leads to a smaller error for the ﬁt of the spectral slope.
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Figure 3.36: Spectral index κkρ of 10min time series as a function of
local time (top left) and longitude SLS4 (top right). The bottom row shows
the longitude distribution on the day side (6−18 h) and on the night side
(18−6 h) of the magnetosphere. Circles are drawn every 5Rs for r =
5−20Rs.
The longitudinal variation (Figure 3.36, top right) of the spectral index is
very weak. Slightly steeper spectra are found around ∼300◦ caused by the cor-
relation with the relative spectral power 〈E/E0〉. However, the spectral indices
are more uniformly distributed than the relative spectral power, although the
day side (bottom left) spectra are a little steeper than the night side (bottom
right) spectra outside 9Rs (κday − κnight = 0.05). This can be seen in the bot-
tom row of Figure 3.36 and is mainly the result of the higher energy on the day
side. The shallower spectra inside 9Rs are generally visible by red colors close to
Saturn in all distributions. This indicates that the shallower slopes are caused
by a process independent of local time and longitude. In summary, the slight
changes of the spectral index with local time and longitude are generally very
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Figure 3.37: Spectral index κkρ for distances r > 9Rs as a function of
relative spectral power 〈E/E0〉. Both the spectral index κ and its error ∆κ
(obtained from least-squares fit to the PSD) are weakly correlated with the
spectral energy. The spread of the spectral indices is much less at higher
energies.
small and, thus, do not indicate a change in the nature of the turbulent cascade.
The averaged spectral index for distances r > 9Rs in the extended data set is〈
κkρ
〉
= 2.54±0.33. This is in accordance with our result of 2.58±0.25 obtained
in Section 3.4.1.
3.5.5 Turbulent Heating Rates
After ﬁnding systematic changes in the energy of the ﬂuctuations with regards
to local time and slight variation of the spectral index toward somewhat steeper
slopes on the day side, we now analyze the turbulent heating rate densities. We
discuss the energy transfered along the kinetic range turbulent cascade and an-
alyze its asymmetric dissipation in the magnetosphere. In Section 3.4.5 we have
estimated the heating rate using two diﬀerent methods given by equations Equa-
tion (3.24) and Equation (3.25), which we now apply to the extended data set.
Figure 3.38 shows the local time and longitude distribution of the local turbulent
heating rate density qL after Leamon et al. (1999) and Figure 3.39 the heating
rate qS after Saur (2004). Three features are clearly visible in both distributions:
(1) The dissipation rate shows an enhanced heating at pre-noon similar to the
RMS and relative spectral energy, (2) The day side is heated more strongly than
the night side, and (3) the turbulent heating seems to be ordered in longitude
with increased heating at around 300◦.
From the local time distributions (Figure 3.38 and 3.39, top left), it is visible
that the heating is much stronger in the pre-noon sector. This shows that the
strong large scale ﬂuctuations observed in the RMS are cascaded to smaller
scales, where they heat the plasma. The midnight peak close to the planet,
however, is not as pronounced because the compressible energy of the mirror
mode waves and the injection events is not transferred to smaller scales in the
same way as the Alfvénic ﬂuctuations. The longitude distributions of the heating
rates qL and qS shown in Figure 3.38 and 3.39 (top right), respectively, indicate
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Figure 3.38: Turbulent heating rate density qL from 10min time series
as a function of local time (top left) and longitude SLS4 (top right). The
bottom row shows the longitude distribution on the day side (6−18 h) and
on the night side (18−6 h) of the magnetosphere. Circles are drawn every
5Rs for r = 5−20Rs.
an intensiﬁed heating at around 300◦. This asymmetry strongly correlates with
the relative spectral power, c > 0.93, on both day and night side. This aﬃrms
that the strong turbulent heating can be explained by an increased ﬂux of energy
along the cascade. The outer region of the magnetosphere (r > 15Rs) is heated
more strongly on the day side, which stems from the increased heating in the
pre-noon sector. This feature is not ordered in longitude and, hence, obscures
any longitudinal dependence that might be present outside 15Rs. In contrast,
the night side has a visibly distinct peak at ∼300◦ in the outer magnetosphere.
The longitudinal variation in the distribution of qS is less clear than the one
obtained from qL. Compared to qL, the heating rates qS are generally lower and
show a stronger radial increase with distance to Saturn. The radial dependence
of qS is in part controlled by the correlation time τc, which causes a positive cor-
relation (c = 0.55) with radial distance. However, errors of τc may be caused by
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Figure 3.39: Turbulent heating rate density qS from 10min time series
as a function of local time (top left) and longitude SLS4 (top right). The
bottom row shows the longitude distribution on the day side (6−18 h) and
on the night side (18−6 h) of the magnetosphere. Circles are drawn every
5Rs for r = 5−20Rs.
large scale magnetospheric processes, which strongly aﬀect the auto-correlation
function of the magnetic ﬁeld time series. These errors may thus explain the dif-
ference between the two heating rates. Integration of the heating rate densities
from 6-20Rs over the plasma sheet using the scale height of water group ions
according to Equations (3.24) and (3.25) yields a total of 140-160GW. Using the
total ion scale height, according to the estimation in Section 3.4.5, we ﬁnd an
even stronger heating of 190−220GW. Both estimations are in agreement with
our prior ones and the slightly larger values are primarily caused by the larger
integration volume (6-20Rs compared to formerly 6-17Rs).
Looking in particular at the heating rates at distances 10 < r < 15Rs in
Figure 3.40, we further analyze the longitudinal variation of both qL (top) and
qS (bottom). The Figure shows the heating rates for each 10min time series on
both day and night side. The red line depicts a sinusoid (yˆ), which was ﬁtted
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Figure 3.40: Turbulent heating rate densities qL and qS from 10min time
series as a function of longitude for radial distances 10Rs < r < 15Rs.
Red line shows a sinusoid with peak at 296◦ for qL in the top panel and
312◦ for qS in the bottom panel.
to the data peaking at ∼300◦ for both heating rates. It is clear that the spread
of the parameters is much larger than the amplitude of the sinusoids. Indeed, if
we subtract the model yˆ from the data y, the mean sum of squares
σ2y−yˆ =
∑ (y − yˆ)2
n− 3 (3.26)
with respect to the sinusoidal model will be only marginally lower than the
variance
σ2y =
∑ (y − y¯)2
n− 1 (3.27)
with respect to the mean y¯ = 〈y〉. Percentually, the decrease is 4% in the case of
qL and 1% in the case of qS. This gives an idea of how much of the spread can be
explained by the model. Despite of this small decrease, the ﬁt yˆ may still be an
improvement compared to the simple mean of the heating rate y¯. The statistical
signiﬁcance of such an improvement is tested in the following paragraph.
Significance Test
To estimate the signiﬁcance of the sinusoidal ﬁt, we use the statistical F -test
(see e.g. Bevington and Robinson, 2003, chapter 11.4). Here, we test the null
hypothesis that the data y can be explained by a simple model with one degree
of freedom, i.e., a constant mean value y¯ = 〈y〉, against the hypothesis that the
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data is best ﬁtted by a model yˆ with three degrees of freedom (p = 3). This
model is given by
yˆ = c0 + c1 · sin(m · x− c2) , (3.28)
where x is the longitude and m = 1 the order of the sinusoid. The parameters
ci are determined by a least squares ﬁt to the logarithmic heating rate densities.
First, we compute the sum of squares associated to the simple model, S1, and the
sum of squares associated to the extended model with three degrees of freedom,
S3:
S1 =
n∑
i=1
(y − y¯)2 S3 =
n∑
i=1
(y − yˆ)2 , (3.29)
where n is the number of data points. According to Bevington and Robinson
(2003) the key parameter F of this test can be considered as the improvement
due to the extended model divided by the sum of squares of the extended model.
This parameter is further normalized with the number of data points n and the
associated degrees of freedom p, which yields
F =
(S1 − S3)
S3
· (n− p)
(p− 1) . (3.30)
The test statistic F follows a Fisher F p−1n−p -distribution, for which we can calculate
a critical value Fc given a percentual certainty that we want to exceed (Wishart ,
1947; David , 1949). Here, we use a 95% certainty, which means that the prob-
ability of the improvement from the sinusoidal model to happen by chance is
5%. Hence, if F > Fc, the null hypothesis needs to be rejected and the extended
model will be a signiﬁcant improvement to the data. In the case of Figure 3.40,
we ﬁnd that the ﬁt leads to a signiﬁcant improvement with F/Fc = 25.5 for
qL and F/Fc = 8.4 for qS. Using the SLS3 system for data up to DOY222
2007, we ﬁnd a similarly signiﬁcant improvement with F/Fc = 24.5 for qL and
F/Fc = 10.0 for qS. This again indicates the accuracy of the SLS4 system.
However, we also want to mention the limits of the applied signiﬁcance test.
The F -test as shown in Equation (3.30) is only valid for variables y, which are
normally distributed. Therefore, we work with the logarithms of the heating
rates since qL and qS are approximately log-normal distributed. However, the
variables y also need to be statistically independent. Strictly speaking, this
is not the case for the present data set: it is unreasonable to believe that a
measurement 10min later is completely independent of the measurement before
because the plasma conditions and the magnetospheric environment change on
time scales much longer than 10min. Hence, the results of this signiﬁcance test
have to be treated with caution and we thus proceed with a further and more
detailed study, where we analyze the single orbits of Cassini separately.
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Figure 3.41: Turbulent heating rates qL of 10min time series during in-
and outbound legs of Rev 5 (top row) and Rev 23 (bottom row) as functions
of longitude (black crosses) and their respective sinusoidal fits (red line).
Unlike Figure 3.40, no additional restrictions on radial distance r have
been applied here.
Analysis of Single Orbits
A careful analysis of the in- and outbound legs of single orbits shows that the
heating rates of some orbits strongly depend on longitude, whereas others com-
pletely lack this correlation. As an example for this on and oﬀ correlation, we
show in Figure 3.41 the heating rates during Rev 5 (top row) and Rev 23 (bot-
tom row) as black crosses. It is interesting to see how strongly the results diﬀer
between the in- and outbound legs although less than 24h have passed. The
values of the F -test are given in the legend of the plots and show that both
outbounds are well described by a sinusoidal variation (red line). Their mean
sum of squares σ2y−yˆ with respect to the model yˆ is decreased by more than 31%
compared to the variances σ2y . Another aspect is the phase of the sinusoid, which
is not constant but varies from 316◦ during Rev 5 to 360◦ during Rev 23.
In total, we ﬁnd that 65% of all orbits exhibit a signiﬁcant (F/Fc > 1)
longitude dependence described by a simple sinusoidal variation. This percentage
can even be increased if we restrict our analysis to shorter vertical distances from
the plasma sheet center. The correlation between heating rate and longitude
stems mostly from the power of the ﬂuctuations in the kinetic range, P (f)3/2
in Equation (3.24), and therefore reﬂects real energetic changes instead of mere
geometric variations that arise, e.g., from the density model ̺(r, z) controlled by
the location of the spacecraft. The same results are found from the analysis in
the SLS3 system, which could be expected because the phase drift between the
98
3.5 Asymmetries of Magnetospheric Turbulence
2 6 10 14 18 22
0
5
10
15
20
25
Local Time [h]
N
um
be
r o
f i
n−
 a
nd
 o
ut
bo
un
d 
le
gs
 
 
2 6 10 14 18 22
0
0.2
0.4
0.6
0.8
1
Local Time [h]
O
cc
ur
en
ce
 ra
te
 P
/(N
+P
)
 
 Insignificant (N)
Significant (P)
Figure 3.42: Left: Histogram of in- and outbounds showing a significant
correlation of heating rate with longitude (P ) in white and those without
significant correlation (N) in black as a function of local time in 4 h bins.
Right: Occurrence rate of significant correlations (P/(N +P )) showing an
increased probability of significant correlations in the pre-midnight sector
(16− 4 h).
two systems is so slow that it is negligible during a single orbit. However, we
might expect a diﬀerence in the absolute peak phases of the models. The average
peak phases for qL are quite variable and peak at a mean longitude of 295◦, 305◦
and 312◦ for SLS4 after Lamy (2011), SLS4 after Gurnett et al. (2011), and SLS3
(Kurth et al., 2008), respectively, but the uncertainty in all systems is very large
with ±80◦. A seasonal change of the phase cannot be veriﬁed from the data. For
the statistically signiﬁcant ﬁts, the relative improvement of the variance is on
average
〈
(σ2y − σ2y−yˆ)/σ2y
〉
= 20% for SLS4 (Lamy , 2011) when the ﬁtted model
is subtracted from the data.
Figure 3.42 (left) shows the total number of in- and outbounds during which
a signiﬁcant (F/Fc > 1) correlation was found (positive) in black and those
where no correlation was found (negative) in white. The data is shown as a
function of local time in 4h bins, which is approximately the local time range
covered during a single in- or outbound leg. On the right hand side of Figure
3.42, we show the occurrence rate, which we estimate as the number of positive
orbits (P ) divided by the total number of orbits (N + P ) in that bin. It can be
seen that the occurrence rate increases strongly from 10h, where it is minimal, to
22h local time. Thus, the chance to ﬁnd a signiﬁcant correlation of the heating
rate with longitude is highest in the pre-midnight sector.
3.5.6 Discussion and Comparison with Recent Observations
The fact that a sinusoidal model signiﬁcantly improves the ﬁt of the turbulent
heating rate in 65% of all cases shows that the magnetic ﬂuctuations and their
associated turbulent dissipation are controlled by an asymmetry in the magneto-
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sphere rotating with the planetary period. This asymmetry is more pronounced
in the pre-midnight sector. Numerical simulations indicate that the plasma in
this sector, in contrast to the dawn-to-noon sector, experiences less pressure and
is generally slower because it is not compressed by the asymmetric shape of the
magnetosphere (see, e.g., Jia et al., 2012a; Chané et al., 2013, for Saturn’s and
Jupiter’s magnetosphere, respectively). This compression may mask or dominate
any longitudinal correlation of plasma parameters. Note, that the asymmetry
discussed here is not ﬁxed in the plasma frame, which sub-corotates around the
planet (Wilson et al., 2008; Thomsen et al., 2010).
We observe that them = 1 correlation with longitude can get lost in less than
24h, which shows that eventually other processes may dominate or disturb the
longitudinal dependence. We cannot determine with suﬃcient certainty if the
longitude dependence is lost completely or if it moves to higher order (m > 1)
models. A test with m = 2 still yields a signiﬁcant ﬁt for 35% of the orbits
although with a much lesser improvement of the variance of only 9%. Also, the
mean test value of all signiﬁcant ﬁts is much smaller: 〈F/Fc〉 = 2.0 for m = 2
compared to 〈F/Fc〉 = 6.0 for m = 1. All analyses have been carried out in
SLS3 and the two SLS4 longitude systems using data in the respective valid
time intervals leading to robust results with respect to the applied longitude
system. The fact that the extended data sets (up to December 2009) of the
SLS4 systems lead to the same results (e.g., maximum turbulent heating at
∼300◦) as the shorter data set in SLS3 (valid until August 2007) indicates that
both SLS4 systems map the phase drift of Saturn’s rotation appropriately.
There may be a transient process that disturbs the magnetosphere and thus
destroys the correlation of the heating rate with longitude. The time scale
of such a process would have to be at least on the order of hours. On the
one hand, if its duration was much shorter, it should not be able to aﬀect the
correlation of a complete in- or outbound section. On the other hand, the change
from disturbed to undisturbed state has to be quick enough for the eﬀect to
vanish in less than 24h as has been observed for the examples in Figure 3.41.
Also, large areas of the magnetosphere are aﬀected as the in- and outbounds
usually cover ∼4h of local time. Such variations can only be caused by large
scale processes. Achilleos et al. (2010) showed that the solar wind pressure can
dramatically change the magnetospheric conﬁguration. It is therefore reasonable
to believe that a contracting magnetosphere during the onset of strong solar
wind pressure may lead to a decorrelation of our m = 1 model especially around
dawn and noon, where the plasma is compressed by the magnetopause boundary.
Strong substorm activity as it is observed by Jackman et al. (2008) on the
time scales of hours may also be causing such decorrelations. Although such
reconnection events usually happen outside 20Rs, the inﬂowing plasma, which
has been indirectly observed by huge corotating ENA clouds, may travel farther
inside and disturb the magnetospheric plasma (Mitchell et al., 2005).
It is interesting to compare our results with recent m = 1 models proposed
in the literature. The increased turbulent heating at ∼300◦ is consistent with a
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maximum electron density found by Gurnett et al. (2007) around 330◦ and an
increased ion density found by Burch et al. (2009) between 270◦ and 50◦. In the
frame of the rotating magnetic ﬁeld pattern proposed by Andrews et al. (2010),
the positive Bφ perturbation maximizes at 340◦. This rotating perturbation is
connected to a rotating ﬁeld-aligned current system, which is believed to drive
the SKR signal (Southwood and Kivelson, 2009). It is interesting to note that
during SKR maximum, when the subsolar longitude is 100◦, the maximum heat-
ing rate at 300◦±80◦, points to local times of 17−4h. This is exactly the sector,
where most of the signiﬁcant correlations are found. The correlation between
longitude and heating rate may thus by explained by an increased heating of the
night side during SKR maximum.
There may also be correlations with auroral activity at Saturn. Auroras have
been extensively analyzed with regards to asymmetries in local time and longi-
tude (Lamy et al., 2009; Nichols et al., 2010; Carbary and Mitchell , 2013; Lamy
et al., 2013; Bunce et al., 2014). In a statistical study Nichols et al. (2010) showed
that the aurora brightness is modulated with the SKR period. Carbary (2013)
ﬁnd that the aurora intensity peaks between longitudes of 140◦ − 280◦ and that
the poleward displacement of the southern auroral arc is maximal around 340◦.
The latter is in accordance with the location of the plasma cam (Burch et al.,
2009; Gurnett et al., 2007) and our turbulent heating rate maximum. However,
Lamy et al. (2009) ﬁnd that the auroral UV power and the SKR intensity both
peak at local times 7−9h, which is exactly opposite to the pre-midnight sector,
where we observe maximal correlation of turbulent heating rate with longitude.
We can only speculate what the cause of the increased heating rate is. Given
our results, it seems plausible that it is connected to the plasma cam and the
increased plasma density at these longitudes. A possible scenario is that the
dissipation of turbulent ﬂuctuations leads to increased electron temperatures
(after Schekochihin et al. (2009), the kinetic cascade heats electrons only), which
in turn causes an increased ionization rate of the neutral cloud and thus leads
to a higher plasma density (Delamere and Bagenal , 2008). However, another
scenario in contrast to the preceding argument is that the heating is caused by
the denser plasma. The higher density of the plasma results in an increased
kinetic energy per volume ̺δb2 which is equal (on MHD scales) or nearly equal
(on kinetic scales) to the magnetic energy of the ﬂuctuations δB2/µ0.
Unfortunately and despite of clear correlation of our results with previously
observed phenomena by other authors, this thesis can not provide a physical
explanation to link together all magnetospheric phenomena, such as increased
turbulent heating, plasma density, SKR activity and auroral brightenings. In
contrast, we may even ﬁnd contradicting arguments when we try to separate
cause and eﬀect. Is strong turbulent heating caused by a rotating convection cell
or does the turbulent heating contribute to it? Do ﬁeld aligned currents drive
turbulence or are electrons accelerated by turbulent dissipation. It is beyond
the scope of this thesis to answer these questions. Therefore, we have to settle
for having presented new interesting results of asymmetric turbulent heating in
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Saturn’s magnetosphere that will hopefully help to ﬁnd a joint interpretation of
all phenomena.
3.6 Conclusion
In this chapter, we have presented for the ﬁrst time a statistical analysis of mag-
netic ﬁeld ﬂuctuations in the plasma sheet of Saturn’s middle magnetosphere
in the framework of turbulence. The turbulent spectra are characterized by a
spectral break at characteristic water group ion scales and frequencies, fb, which
separates the MHD and kinetic range of scales. This spectral break is found at
varying frequencies in spacecraft frame but appears at a ﬁxed position indepen-
dent of radial distance from Saturn for spectra normalized by the water group
ion gyro radius ρW , the ion inertial length λW or the ion cyclotron frequency
fc,W . The relative power density of raw frequency spectra is found to depend
on the ion thermal (nkT ) and magnetic pressure (B2/(2µ0)) as well as on radial
distance from Saturn. The normalized spectra do not show such correlations
anymore. Instead, for kρW - and f/fc,W -spectra, only a weak correlation is ob-
served with ion plasma βi. This indicates that these normalized frame is best
suited for our analysis.
Power law spectral ranges at MHD scales show variable slopes of 0.8 up
to 1.7 and are likely controlled by large scale magnetospheric processes, such as
current sheet ﬂapping, mirror mode activity and ﬂux-tube interchanges. At high
frequencies, f > fb, there is a continuously present power-law spectral range. In
this kinetic range, the spectral index of the trace of the spectral tensor is κ< =
−2.3±0.3 inside 8Rs and κ> = −2.6±0.3 for distances r > 9Rs. These observed
spectral slopes might be explained with theoretical spectral indices for strong
and weak turbulence of KAW and whistler waves. Note, that the measured
slopes may be steeper than the theoretical values due to additional damping on
electron scales, which we discuss in the next chapter. Strong KAW turbulence
(Howes et al., 2011a) gives a slope of 7/3, whereas weak KAW turbulence after
Howes et al. (2011a), weak Hall-MHD turbulence after Galtier (2006), and weak
whistler turbulence after Narita and Gary (2010) lead to a slope of 2.5. Weak
turbulence has also been observed in Jupiter’s middle magnetosphere by Saur
et al. (2002) in the inertial range. Strong KAW and whistler turbulence with
a slope of 8/3 as proposed by Boldyrev and Perez (2012) and Galtier et al.
(2005), respectively, and compressible Hall-MHD turbulence as described by
Alexandrova et al. (2008a) equally well explain our results.
The observed compressibility level E‖/E is qualitatively in agreement with
observations in the solar wind (Leamon et al., 1998; Chen et al., 2010a). The
observation of an increasing E‖/E for k⊥ρH > 1 is in accordance with the ex-
pected behavior of KAW as predicted by linear Vlasov-Maxwell theory (Podesta
and TenBarge, 2012; Salem et al., 2012). However, it might as well be explained
with an increasing contribution of noise. We ﬁnd that large scale ﬂuctuations
closer to Saturn (< 11Rs) are increasingly compressible. It is unclear if the
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same would be observed farther away from Saturn for corresponding low fre-
quencies, which are outside the coverage of our data. The ﬂuctuations are found
to have increasingly non-Gaussian statistics for smaller scales. The observation
of a power-law increase of the ﬂatness indicates a multifractal nature of the
ﬂuctuations. It is also indicative for the build up of coherent structures and in-
termittency (Mangeney , 2012) and therefore strong turbulence. Similar results
have been obtained in the solar wind (Alexandrova et al., 2008a; Salem et al.,
2009).
We ﬁnd that for radial distances r < 9Rs, the nonlinear time τnl is on the
order of the kinetic Alfvén time τKAW. Outside this distance, we ﬁnd τnl < τKAW,
which further corroborates that we observe strong turbulence. This narrows
down the list of applicable models to describe the turbulence inside the plasma
sheet of Saturn to strong KAW and whistler turbulence. However, whistler
turbulence violates Taylor’s hypothesis and thus cannot be explained from our
analysis. Therefore, only strong KAW turbulence after Howes et al. (2006) is
in agreement with the complete range of measured spectral slopes. We showed
that the existence of such a turbulent kinetic Alfvén wave cascade substantially
inﬂuences the magnetospheric energy budget. An estimated 140−160GW is
dissipated by turbulent magnetic ﬁeld ﬂuctuations in case of a critically balanced
cascade. These estimates are on the same order of magnitude as 75−630GW as
estimated by Bagenal and Delamere (2011) which are needed to heat the plasma
to the measured temperatures. This indicates that turbulent ﬂuctuations also
have important implications for overall properties of Saturn’s magnetosphere
and need to be taken into account to describe the energy budget in Saturn’s
magnetosphere.
We have further shown that the magnetic ﬂuctuations show increased activity
at distances r > 15Rs in the pre-noon sector and close to the planet inside 10Rs
near midnight. The latter activity seems to be mostly caused by compressible low
frequency ﬂuctuations connected to interchange events. The increased activity
around pre-noon in particular and a higher spectral energy E(kρ) in general
weakly correlate with observations of slightly steeper spectra. This may indicate
that the spectral index is not constant along the PSD but slowly steepens toward
higher wave numbers. Such a behavior is in agreement with a near dissipation
range at electron scales.
The heating rate that we have estimated from the turbulent cascade on ki-
netic scales shows strong asymmetries in local time and longitude (SLS4 south).
This asymmetry strongly correlates with the spectral energy and thus reﬂects an
increased energy ﬂux along the cascade. It peaks at pre-noon and shows a sig-
niﬁcant longitudinal m = 1 variation for 65% of all orbits in our extended data
set covering 43 orbits from July 2004 to December 2009. The turbulent heating
rate peaks at a longitude of 300◦ ± 80◦, which coincides with increased plasma
density (Gurnett et al., 2007; Burch et al., 2009), a maximum Bφ perturbation of
a rotating magnetic ﬁeld pattern (Andrews et al., 2010) and poleward displace-
ment of the southern auroral arc (Carbary , 2013). The longitudinal modulation
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is especially pronounced in the pre-midnight sector, which coincides with the lo-
cal time range of 300◦± 80◦ when the subsolar longitude is 100◦. This indicates
that turbulent dissipation rate in the pre-midnight sector is signiﬁcantly higher
during SKR maximum.
As the energy transferred along the kinetic turbulent cascade is ultimately
deposited into electrons (Schekochihin et al., 2008), it would be interesting to
look for longitudinal anomalies in the electron temperature. Such an analysis
could shed more light on the actual dissipation mechanism of the cascade of
kinetic Alfvén waves and the subsequent energy transport to other populations
in Saturn’s magnetosphere. In the next chapter, we present a numerical tool
to calculate reduced PSD, which we apply to the measurements presented in
this chapter. The successful qualitative reproduction of the observed features,
namely the radial distribution of spectral indices, further corroborates that the
magnetic ﬁeld ﬂuctuations can indeed be explained by a critically balanced KAW
cascade. Also it indicates that the turbulent energy is primarily deposited into
the hot electron population.
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CHAPTER 4
Modeling Turbulent Spectra
Power spectral densities from in-situ measurements of single spacecraft are gen-
erally obtained in a one-dimensional reduced form. This means, that actually
many diﬀerent waves of diﬀerent wavelengths and with diﬀerent propagation
directions are observed at the same frequency in spacecraft frame. Therefore,
many waves contribute to the spectral density P (f) at a certain frequency f .
However, the turbulence models we have discussed in Chapter 2 are formulated
in three-dimensional wave vector space. In this three-dimensional k-space, each
wave vector k is assigned a certain energy. The measurement geometry deter-
mines, which of these wave vectors map to a certain frequency in spacecraft
frame. Although this fact is very well known, there are to date no numerical
tools to perform such a forward calculation. Hence, we derive in this chapter a
numerical scheme to forward calculate reduced spectra from three-dimensional
energy distributions determined by theoretical considerations for turbulence.
The idea behind this is two-fold: on the one hand we want to test the impli-
cations of certain turbulence theories on the reduced power spectra by forward
calculation from a given energy density in k-space. Thus, we can explicitly an-
alyze functional dependencies, e.g., the spectral index κ(f, θ, L) as a function
of frequency f , ﬁeld-to-ﬂow angle θ, and outer scale L for a critically balanced
cascade. On the other hand, the tool enables us to construct synthetic power
spectra, which we can compare to measurements, e.g., our observations at Sat-
urn. This forward modeling can be used as a new interpretation method, as
it allows for the ﬁrst time to analyze from ﬁrst principles if observations are
in accordance with a certain theory. Thus, we gain further insight into the
mechanisms of the turbulent cascade.
Before we introduce our model, we examine the general form of the under-
lying correlation tensor in Section 4.1, which is closely related to the spectral
tensor. Using symmetry arguments, we show that the diagonal elements of the
spectral tensor consist of only two independent scalar functions that describe
the transverse and the compressional ﬂuctuations. These functions deﬁne the
energy or power as a function of the three-dimensional wave vector k and can be
expressed analytically for certain turbulence theories, such as critically balanced
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or 2D+slab turbulence. The energy distribution or model in k-space can be used
to compute the power spectral tensor for given measurement geometries and en-
ables us to analyze the integral characteristics of diﬀerent turbulence theories
from MHD to dissipation scales. In Section 4.2, we study the characteristics of
a critically balanced cascade of (kinetic) Alfvén waves. We add empirical and
anisotropic damping terms and analyze their contributions to the reduced spec-
tra. We show that the PSD develop toward a quasi-perpendicular shape, i.e.,
the spectral index is not constant with growing frequency in spacecraft frame.
In Section 4.3, we compare the modeled spectra with real measurements in
the solar wind and conﬁrm the applicability of the model and the interpretation
of the results in terms of critical balance. We further move on to our observa-
tions in Saturn’s magnetosphere in Section 4.4. Here, we successfully reproduce
some of the results obtained in the previous chapter, which corroborates our
former interpretation. Also, we show that the change of spectral indices inside
9Rs might be explained by damping at scales controlled by the hot electron
population.
4.1 General Form of the Spectral Tensor
Here, we derive the general form of the correlation tensor Rij(x, r) of incom-
pressible magnetic ﬂuctuations after Matthaeus and Smith (1981). This tensor
is directly related to the spectral tensor, which can be obtained from the corre-
lation tensor by Fourier transformation. Let Bi(x) denote the i’th component
of the magnetic ﬁeld, then
Rij(x, r) = 〈Bi(x)Bj(x+ r)〉 (4.1)
is the correlation tensor of the magnetic ﬁeld. The vector x denotes the location
of the measurement and vector r the spatial displacement. If we further demand
homogeneity of the problem, the tensor will be independent of the location, so
that we may drop the variable x. Experimentally, Rij(r) can be considered as a
two-dimensional matrix Rij(r) ∈ R3×3 according to the three components of the
magnetic ﬁeld. It can be shown that the correlation tensor can be decomposed
as
Rij(r) = R
S
ij(r) +R
A
ij(r) , (4.2)
where RSij = R
S
ji is a symmetric proper tensor and R
A
ij = −RAji is an antisymmet-
ric proper tensor (see e.g. Oughton et al., 1997). With regards to these tensors,
Matthaeus and Smith (1981) reach the following conclusions:
(1) The diagonal of the correlation tensor is always symmetric: Rii = RSii.
(2) Based on the work of Robertson (1940): If Rij(r) is assumed to be invariant
under rotation about a given vector b, the correlation tensor can be written
as the sum of the vectors fundamental to the problem and the fundamental
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invariants δij and ǫijk each multiplied with a scalar function dependent on
r · b and/or r · r.
(3) RSij and R
A
ij are separately solenoidal: ∂riR
S
ij = ∂rjR
S
ij = 0 and ∂riR
A
ij =
∂rjR
A
ij = 0.
Based on these conclusions, it is possible to construct a general form of the
correlation tensor, which we may later use to describe turbulent ﬂuctuations.
4.1.1 Rotational Symmetry Along Mean Magnetic Field
In plasma turbulence, one expects the statistical characteristics of the ﬂuctu-
ations to be symmetric with regards to the mean magnetic ﬁeld b = B0/B0.
Therefore, we assume the correlation tensor to be invariant under rotations
about b so that the decomposition according to point (2) can be applied. It
should be noted that this is a strong assumption and although this feature has
not been proven, we use it in this derivation because it severely simpliﬁes the
general form of the tensor. However, there are strong indications that the ﬂuc-
tuations are indeed rotational symmetric (Wicks et al., 2012). Together with
the results of (1) and (3), the correlation tensor can be written as
Rij(r) = R
S
ij(r) +R
A
ij(r) (4.3)
RSij(r) = Aδij +Brirj + C(birj + bjri) +Dbibj
+E(riǫjklbkrl + rjǫiklbkrl)
+F (biǫjklbkrl + bjǫiklbkrl) (4.4)
RAij(r) = Gǫijkrk +Kǫijkbk , (4.5)
where A,B,D,E and G are functions of even power of r and r ·b, and C,F and
K are odd functions in r · b and even in r (Matthaeus and Smith, 1981). Note,
that the scalar functions A . . . K are not all independent of each other. This
general form is still too complex to work with but it can be further simpliﬁed.
4.1.2 Fourier Transform of the Correlation Tensor
As we are primarily interested in computing the power spectral densities, we
now turn to the spectral tensor
Sij(k) =
1
(2π)3
∫
drRij(r)e
−kr , (4.6)
which is the Fourier transform of the correlation matrix. The conclusions (1)-
(3) apply equally in k-space, so that we can immediately write down the general
form of the spectral density matrix in case of axisymmetry with respect to the
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mean magnetic ﬁeld:
Sij(k) = A˜δij + B˜kikj + C˜(bikj + bjki) + D˜bibj
+E˜(kiǫjklbkkl + kjǫiklbkkl)
+F˜ (biǫjklbkkl + bjǫiklbkkl)
+G˜ǫijlkl . (4.7)
As stated earlier, the scalar functions are not independent of each other. Based
on the ansatz of Montgomery and Turner (1981), the spectral tensor may be
decomposed as
S(k) =
2∑
i,j=1
Aijeiej (4.8)
with the basis vectors
e3 =
k
k
, e2 =
k× b
|k× b| and e1 = e2 × e3 . (4.9)
Now, we are left with four independent scalar functions A11, A22, AS and AA with
A12 = A
S + iAA that completely describe the spectral tensor. Contributions
from i, j = 3 to Equation (4.8) vanish because the magnetic ﬁeld is assumed
to be solenoidal (Montgomery and Turner , 1981). Using b = e3 = ez so that
k · b = kz, the functions Aij , AS and AA can be identiﬁed with the functions of
Equation (4.7) as follows
A˜ = A22 (4.10)
B˜ = −k
2A22 − k2zA11
k2(k2 − k2z)
(4.11)
C˜ =
kz
k2 − k2z
(A22 −A11) (4.12)
D˜ =
k2
k2 − k2z
(A11 −A22) (4.13)
E˜ = − kz
k(k2 − k2z)
AS (4.14)
F˜ =
k
k2 − k2z
AS (4.15)
G˜ =
i
k
AA . (4.16)
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This leads to the general form of the spectral tensor
Sij = A22δij − k
2A22 − k2zA11
k2k2⊥
kikj
+
kz
k2⊥
(A22 −A11)(bikj + bjki)
+
k2
k2⊥
(A11 −A22)bibj
− kz
kk2⊥
AS(kiǫjklbkkl + kjǫiklbkkl)
+
k
k2⊥
AS(biǫjklbkkl + bjǫiklbkkl) +
i
k
AAǫijlkl , (4.17)
where k2⊥ = k
2−k2z and ǫijk denotes the totally antisymmetric Levi-Civita tensor.
4.1.3 Diagonal Elements of the Spectral Tensor
The power spectral densities Pi that we derived from measurements in Saturn’s
magnetosphere are auto spectra, which means that they are given by the diagonal
elements Sii of the spectral tensor. The interpretation of turbulent spectra
observed in the solar wind is in most cases also restricted to the diagonal elements
or even only the trace of the spectral tensor. As these elements are the simplest
to describe because they do not involve the helicities of the respective plasma
parameter, we drop the oﬀ-diagonal elements in Equation (4.17) and write:
Sii(k) = A22 − k
2A22 − k2zA11
k2k2⊥
k2i
+2
kz
k2⊥
(A22 −A11)biki
− k
2
k2⊥
(A22 −A11)b2i − 2
kz
kk2⊥
ASkiǫiklbkkl︸ ︷︷ ︸
χ
, (4.18)
which is equivalent to Equation (20) of Oughton et al. (1997). Here, we may
set the function χ to zero, which is equivalent to the assumption of mirror
symmetry and leads to a vanishing magnetic helicity. While it severely simpliﬁes
the general form of the spectral tensor, this assumption is only valid in case of
balanced turbulence. Here, balanced means that the same amount of energy is
transported parallel and anti-parallel to the mean magnetic ﬁeld. Although this
is also a prerequisite for critically balanced turbulence and a commonly used
approximation, it is strictly not the case for solar wind turbulence (Wicks et al.,
2010; Forman et al., 2011; Turner et al., 2012). However, we set χ = 0 and
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further use T = A22, P = A11, so that we arrive at (Wicks et al., 2012)
Sxx(k) =
(
1− k
2
x
k2⊥
)
T +
k2xk
2
z
k2⊥k
2
P (4.19)
Syy(k) =
(
1− k
2
y
k2⊥
)
T +
k2yk
2
z
k2⊥k
2
P (4.20)
Szz(k) =
k2⊥
k2
P . (4.21)
This set of equations describe the ﬁnal and most simplest form of the diagonal
components of the spectral tensor. The trace of the tensor is tr (S(k)) = T +P ,
where T is a scalar function that describes the energy distribution of toroidal, i.e.,
shear-Alfvénic, ﬂuctuations while the scalar function P describes the poloidal,
i.e., pseudo-Alfvénic, ﬂuctuations. The latter are the incompressible limit of the
slow mode (Goldreich and Sridhar , 1995; Cho and Lazarian, 2005). Cho et al.
(2002) ﬁnd from their simulation of driven incompressible MHD turbulence that
the power in shear- and pseudo-Alfvén modes are approximately equal (T ∼ P ),
which would further reduce Equations (4.19)-(4.21) to
Sii(k) =
(
1− k
2
i
k2
)
T . (4.22)
If pseudo-Alfvén modes were absent (P = 0), Equations (4.19)-(4.21) would
reduce to
Sii(k) =
(
1− k
2
i
k2⊥
)
T , if i = x, y (4.23)
and there would be no energy in ﬂuctuations along the background magnetic ﬁeld
(Szz = 0). However, from solar wind measurements, it can be seen that generally
P 6= T and P 6= 0. At this point, we need to propose reasonable estimates for
the scalar functions T and P . In case of a critically balanced turbulent cascade,
we can deduce the energy distribution for T from the derivations presented in
Section 2.2.4, which describe the Alfvénic ﬂuctuations. Moreover, according
to Lithwick and Goldreich (2001), slow mode waves are passively cascaded by
Alfvén waves, which means that the same scaling can be expected for the poloidal
ﬂuctuations P (Schekochihin et al., 2009). Due to the fact that k⊥ ≫ k‖ for a
critically balanced cascade, we can estimate the proportionality between the two
functions from the measured variance anisotropy
P⊥
P‖
=
k2
k4⊥
T
P
+
k2k2z
k4⊥
T
P
+
k2z
k2⊥
≈ T
P
. (4.24)
Observations in the solar wind show that usually T ≫ P (Bieber et al., 1996;
Hamilton et al., 2008; TenBarge et al., 2012), which means the error of this
approximation should be rather small. However, we note that the inﬂuence
of poloidal ﬂuctuations increase in the kinetic range and that recent ﬁndings
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indicate a slightly diﬀerent scaling of the poloidal ﬂuctuations (Podesta and
TenBarge, 2012; Forman et al., 2013; Chen et al., 2010a).
As we are able to estimate the scalar function P according to Equation (4.24),
we can now proceed to describe the diagonal elements of the spectral tensor with
a single scalar function T . This function depends on the three-dimensional wave
vector k but since we assume axisymmetry along the mean magnetic ﬁeld, this
dependence further reduces to T (k) = T (k⊥, k‖). Each wave vector represents a
ﬂuctuation with a certain wavelength along a certain direction in space. These
ﬂuctuations are non-propagating, completely uncorrelated to each other and also
have a constant angle to the mean magnetic ﬁeld, i.e., global and local mean
magnetic ﬁeld are identical in our model. For magnetic power spectral densities,
the scalar function T is in units nT2m3. In the next section, we describe a
possible energy distribution for Alfvénic turbulence based on the theoretical
considerations of Goldreich and Sridhar (1995).
4.2 Numerical Results of Critical Balance Model
Here, we introduce and discuss our turbulence model ranging from MHD to
electron scales, which allows us to calculate one-dimensional reduced PSD for
arbitrary measurement geometries. We focus on the theory of a strong critically
balanced turbulent cascade as originally proposed by Goldreich and Sridhar
(1995) for Alfvénic turbulence. It has been further developed to include ion
kinetic range of scales (Howes et al., 2008; Schekochihin et al., 2009) and the
electron range of scales (TenBarge et al., 2013). Observations indicate that it
correctly describes solar wind turbulence (Horbury et al., 2008; Podesta, 2009;
Chen et al., 2010a), although these observations could not be tested explicitly.
However, with the forward model derived in this section, we are able to check if
the observations are, in fact, in agreement with critical balance. According to
Goldreich and Sridhar (1995), the energy distribution on MHD scales is given
by
E(k) ∼ B
2
0
k
10/3
⊥ L
1/3
f
(
L1/3
k‖
k
2/3
⊥
)
, (4.25)
where “f(u) is a positive, symmetric function of u, that becomes negligibly small,
when |u| ≫ 1”. It is this function f(u), which contains the critical balance
relation on MHD scales
k‖ ∼ L−1/3k2/3⊥ , (4.26)
where L denotes the outer scale on which the energy is isotropically injected
into the system. It is also this term, which leads to spectra anisotropy, i.e.,
diﬀerent scalings depending on the ﬁeld-to-ﬂow angle θ between plasma velocity
v (relative to the observing spacecraft) and background magnetic ﬁeld B0. Cho
et al. (2002) ﬁnd that the function, which explains their simulation results of
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incompressible MHD turbulence best, is
EMHD(k⊥, k‖) =
(
B20
L1/3
)
k
−10/3
⊥ exp
(
−L1/3 |k‖|
k
2/3
⊥
)
. (4.27)
This distribution describes the Alfvénic ﬂuctuations, which means we can use
T = EMHD on MHD scales. According to Equation (4.24), this also deﬁnes the
poloidal function P =
P‖
P⊥
T . Besides the exponential function used in Equa-
tion (4.27), there are several diﬀerent possibilities to describe f(u), e.g., Dirac
Delta, Heaviside or Gauss functions. Whichever function one chooses, it results
in a similar spectral anisotropy depending on the ﬁeld-to-ﬂow angle θ (Forman
et al., 2011; Turner et al., 2012), which is also shown in Figure C.1 in Appendix
C for the case of our forward calculation. For θ = 90◦ the one-dimensional PSD
scales as P (f) ∝ k−5/3 and for θ = 0◦ as P (f) ∝ k−2 in the inertial range. The
power-law behavior can be shown analytically only for these two extreme cases.
In the literature, however, it is often implicitly assumed that the spectra in the
intermediate range 0◦ < θ < 90◦ also follow power-laws and that the spectral
index κ is independent of frequency. Later, we see that this latter assumption is
indeed incorrect.
4.2.1 Power Spectral Density in Frequency Space
If we want to compare theoretical considerations for energy densities in three-
dimensional k-space with measured PSD, we need to calculate the reduced one-
dimensional spectrum in frequency space P (f) from the spectral tensor given
in Equations (Equation (4.19))-(4.21). Generally, this is not possible. However,
we may assume a frozen-in ﬂux and apply Taylor’s hypothesis. This, of course,
needs to be veriﬁed with k · v ≫ ω, where k · v is the frequency of structures
or ﬂuctuations being convected over the spacecraft with velocity v and ω is the
frequency of the corresponding wave in the plasma frame. If Taylor’s hypothesis
is applicable, the diagonal elements of the reduced spectral tensor in frequency
space Pii(f) can be obtained by integrating the three-dimensional energy den-
sities Sii(k) over a plane perpendicular to the ﬂow direction v (Fredricks and
Coroniti , 1976):
Pii(f) =
∫ ∞
−∞
dt ei2πft
∫ ∞
−∞
dk3 Sii(k) e
−ik·vt
=
∫ ∞
−∞
d3k Sii(k) δ(2πf−kxv sin(θ)−kzv cos(θ)) . (4.28)
Here, we assumed that the z-axis is parallel to the background magnetic ﬁeld
(ez ‖ B0) and ey = ez × v, so that ex lies in the plane spanned by B0 and v,
which is sometimes called the quasi-parallel direction (Bieber et al., 1996). If we
rotate this coordinate system by the ﬁeld-to-ﬂow angle θ about the y-axis such
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that
k′x = kx sin(θ) + kz cos(θ) (4.29)
k′y = ky (4.30)
k′z = −kx cos(θ) + kz sin(θ) , (4.31)
then k′x will be aligned with v and the plane of integration lies in the y
′−z′
plane. Hence, Equation (4.28) becomes
Pii(f) =
1
v
∫ ∞
−∞
d3k′ Sii(k
′) δ
(
2πf
v
−k′x
)
. (4.32)
The Delta function can be evaluated, which reduces the dimensions of the inte-
gration volume from three to two, and we use k∗x =
2πf
v . This wave number is
determined by the frequency f in spacecraft frame and the plasma speed v rela-
tive to the spacecraft. Note, that several diﬀerent wave vectors map to the same
frequency in spacecraft frame. In fact, the power spectral density Pii(f) is deter-
mined by integration over a plane with normal vector k = (kx sin(θ), 0, kz cos(θ)).
This two-dimensional integration over the energy distribution in k-space can be
evaluated numerically.
In the rotated frame k′, the diagonal components of the spectral tensor S′ii(k
′)
takes on a lengthy form, which is given in Appendix C. Here, we only show the
form of Equation (4.27) in the rotated frame, which can be written as
E′MHD =
(
B20
L1/3
)(
(k∗x sin(θ)−k′z cos(θ))2+k′2y
)−5/3
· exp
(
−L1/3 |k
∗
x cos(θ)+k
′
z sin(θ)|(
(k∗x sin(θ)−k′z cos(θ))2+k′2y
)1/3
)
. (4.33)
The scalar functions T ′ and P ′ can be inserted in Equation (4.32) using Equa-
tions (4.19)-(4.21) in the rotated form. Thus, we are able to numerically cal-
culate the power spectral densities Pii(f) in spacecraft frame. For the sake of
completeness, we describe in Appendix C the complete set of applied equations
in the rotated frame and also give the MATLAB code used for the numerical
evaluation.
4.2.2 Transition from MHD to Kinetic Scales
When the observed Doppler-shifted frequencies reach scales close to the charac-
teristic ion scales, such as the gyro radius ρi or the ion inertial length λi, the
MHD approximation breaks down and one needs to take into account kinetic
equations to describe the plasma dynamics. For the remainder of this paper we
use the gyro radius as the controlling kinetic scale and argue with the deriva-
tion of Howes et al. (2008) for kinetic Alfvén waves (KAW). However, similar
results can be obtained with a Hall-MHD approach and the inertial length as
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the controlling scale. The associated critical balance on ion kinetic scales is
k‖ ∼ L−1/3ρ−1/3i k1/3⊥ (4.34)
as has been derived in Section 2.2.6. This relation must be incorporated into
the function of Equation (4.25) to describe the critical balance on kinetic scales.
We model the transition from MHD to kinetic scales as an abrupt change in
the function EMHD(k) at k⊥ρi = 1. Let us denote the function EMHD, given in
Equation (4.33), as the one applicable for k⊥ρi ≤ 1 and EKAW as the one appli-
cable for k⊥ρi ≥ 1. At k⊥ρi = 1, both energy distributions must be equal, i.e.,
EMHD(k⊥ρi=1) = EKAW(k⊥ρi=1). Also, the kinetic energy distribution EKAW
must scale as P ∝ k−7/3⊥ for θ = 90◦ (Howes et al., 2008) and should be struc-
turally equivalent to the distribution on MHD scales given by Equation (4.27).
These requirements are fulﬁlled in the expression
EKAW =
(
B20
L1/3ρ
1/3
i
)
k
−11/3
⊥ exp
(
−L1/3ρ1/3i
|kz |
k
1/3
⊥
)
, (4.35)
which we have written in unprimed coordinates for the sake of brevity. At
even smaller scales, we approach the electron gyro radius ρe and the energy
distribution changes once again from EKAW to EED. Here, Landau damping
is supposed to weaken the cascade so that there is no more parallel transfer
of energy (Sridhar and Goldreich, 1994; Howes et al., 2008). The electron or
dissipation range ﬂuctuations are modeled as a function EED with a critical
balance according to k‖ ∝ k0⊥ (TenBarge et al., 2013). A functional form that
satisﬁes equality at k⊥ρe = 1 of EKAW and EED can be given by
EED =
(
B20
L1/3ρ
1/3
i
)
k
−11/3
⊥ exp
(
−L1/3ρ1/3i ρ1/3e |kz |
)
(4.36)
with an associated critical balance of
k‖ ∼ L−1/3ρ−1/3i ρ−1/3e . (4.37)
It can be shown that this leads to a scaling of P⊥ ∝ k−8/3⊥ for the perpendicular
cascade (θ = 90◦) and an exponential decay P‖ ∝ exp(−k‖) for the parallel
cascade (θ = 0◦). Note, that this exponential decay for the parallel cascade is
not associated to the exponential damping observed by Alexandrova et al. (2012)
and given in Equation (2.61). As we show in the next section, it is also unlikely
that a spectral slope much steeper than the perpendicular slope can be observed
at all for a critically balanced KAW cascade at such small scales.
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Cascade toward Quasi-Perpendicular Spectra
While Equation (4.32) can be integrated analytically for angles θ = 0◦ and θ =
90◦, it can only be numerically evaluated for intermediate angles 0◦ < θ < 90◦.
Such a numeric integration is carried out for the ﬁrst time and the results are
shown in Figure 4.1. The expected spectral slopes are inserted as black lines
to guide the eye. For this example, we restricted the calculation of the PSD to
Equations (4.27) and (4.35), i.e., the change of the cascade at electron scales,
k⊥ρe > 1, is not included. We use plasma parameters characteristic of the solar
wind at 1AU, namely v = 600 km/s, ρi = 100 km, B = 1nT and L = 109m
(Schekochihin et al., 2009; Chen et al., 2010a) and plot the resulting PSD for
several ﬁeld-to-ﬂow angles as a function of normalized wave number kρi.
We note two interesting features in this plot: (1) the spectral break moves
to lower frequencies for smaller angles, e.g., it is found already at kρi ∼ 0.1
for θ = 5◦. It is also increasingly smeared out at lower frequencies. Tests have
shown that the onset of the spectral break can well be estimated by kρi ∼ sin(θ).
Note, that this corresponds to k⊥ρi, the same normalization that we applied in
Chapter 3. (2) The spectra for non-zero angles are steepened in a short range
around the break and then ﬂatten out to a slope of 7/3 at higher frequencies.
The smaller the angle θ, the longer the range, where PSD are steeper than
7/3. A similar result is shown in Figure 5 of Forman et al. (2011) but is not
discussed there. We emphasize the importance of this result as it contradicts
the commonly assumed constancy of the spectral index with frequency. In the
following of this section, we will focus on this second feature and explain it as a
geometrical or sampling eﬀect.
To analyze the change of the spectral index in detail, we show in Figure 4.2
the spectral slope as a function of kρi for the PSD shown in Figure 4.1. The
spectral indices for the extreme cases θ = 0◦ and θ = 90◦ behave as expected and
change to steeper slopes of κ = 5 and κ = 7/3, respectively, after their respective
spectral breaks. Interestingly, the slopes for angles 0◦ < θ < 90◦ steepen at their
respective spectral breaks toward a value larger than 7/3 but then ﬂatten out
again. Eventually, all of these spectra reach a spectral index of 7/3 according to
the perpendicular slope.
The ﬂattening of the PSD, although puzzling at ﬁrst, can be explained with
the anisotropic distribution of power in k-space. Figure 4.3 shows logarithmically
equidistant iso-contours of power in a double-logarithmic plot of kx vs. kz. We
see the characteristic slopes of the critical balance relations 2/3 and 1/3 in the
MHD and KAW regime, respectively. Recall, that the reduced one-dimensional
spectrum is calculated by integrating over a plane given by
kx sin(θ) =
2πf
v
− kz cos(θ) . (4.38)
Projections of these planes into the kx−kz plane are shown as dashed lines
in Figure 4.3 for an angle θ = 1◦ at logarithmically equidistant frequencies
f = 10−4−10Hz. For θ = 0◦, these dashed lines would be horizontal and
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Figure 4.1: PSD for different angles θ as a function of kρi with
plasma parameters characteristic of solar wind turbulence (L = 109 m,
v = 600 km/s, ρi = 10
5m). The vertical dashed line shows the Doppler-
shifted gyro-radius ρi for θ = 90
◦. The spectral break for small θ is observed
at significantly lower frequencies. At high frequencies all spectra tend to-
ward a slope of 7/3.
parallel to the kx-axis and for θ = 90◦ they would be vertical and parallel to
the kz-axis. However, due to the double-logarithmic nature of the plot, the
dashed lines for intermediate angles θ are curved. Due to the linear relation of
kx and kz in equation 4.38, the point of maximum curvature grows as kz ∼ kx.
This means it grows faster than both critical balance relations k‖ ∼ kγ⊥ for the
MHD (γ = 2/3) and kinetic (γ = 1/3) range of scales. Hence, for increasing
frequencies f , the plane of integration given by Equation (4.38) eﬀectively has
only contributions from the part seemingly perpendicular to the kx-axis in the
double-logarithmic plot. It is this feature that causes the spectral slope of the
PSD to asymptotically approach its perpendicular value at high frequencies.
An analytic estimation for this argument may be derived assuming a two-
dimensional k-space (k‖, k⊥) and a critically balanced cascade controlled by
a Dirac Delta function instead of the exponential function in Equation (4.27).
This seems to be a very strong assumption but it has been shown that there are
only minor diﬀerences between the spectral anisotropy of PSD controlled by an
exponential and a Dirac Delta function (Forman et al., 2011; Turner et al., 2012).
On the other hand, the implications of a two-dimensional wave vector space need
a more detailed discussion. Here, it is important to clarify the three-dimensional
geometry of the problem. In Figure 4.3, we see a slice along the kx-kz plane.
While the plane of integration is two-dimensional and expands straight in ky
direction, the energy distribution is three-dimensional and axisymmetric with
respect to kz. This means that the plane of integration intersects with the Dirac
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Figure 4.2: Spectral index as a function of kρi for different field-to-flow
angles θ. The change of spectral slope toward the perpendicular slope of
7/3 is clearly visible for all angles θ > 0◦. Only for exactly parallel spectra
θ = 0◦ a spectral index of 5 is obtained. The decrease of the respective
spectral index at kρi > 2 is due to numerical reasons.
Delta planes for kz > 0 and kz < 0 in a complicated curve, which is given by a
cubic equation and depends on the ﬁeld-to-ﬂow angle θ. However, most of the
energy on the plane of integration given by Equation (4.38) resides at ky = 0
and decreases strongly with growing wave number in y-direction. Also, the two-
dimensional approximation leads to a very good ﬁt of our three-dimensional
model results. Therefore, we assume that the eﬀect of a merely two-dimensional
wave vector space is negligible for our following derivation.
In two dimensions, the energy distribution of critical balance controlled by
a Dirac Delta function can be written as
E2(k⊥, k‖) ∝ k−κ⊥ δ
(
|k‖| − L−1/3ργ−2/3i kγ⊥
)
, (4.39)
where κ = [5/3, 7/3] are the one-dimensional spectral indices and γ = [2/3, 1/3]
the critical balance exponents on MHD and kinetic scales, respectively (see also
Grappin and Müller , 2010). The intersection of these two planes (|±k‖| ∼ k2/3⊥ )
with the plane of integration given by Equation (4.38), where kx = k⊥ and
kz = k‖, are two points, positive k‖,1(k⊥,1) and negative −k‖,2(k⊥,2), whose
locations are depicted in Figure 4.4. Field-to-ﬂow angles smaller than 90◦ yield
k⊥,1 < k⊥,0 < k⊥,2, where
k⊥,0 =
2πf
v sin(θ)
(4.40)
is the wave number corresponding to k‖ = 0. Note, that we do not need to make
any assumptions regarding the energy at zero parallel wave number. The two
locations k⊥,1/2 are uniquely deﬁned by the critical balance conditions, Equations
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Figure 4.3: Logarithmically equidistant iso-contours of energy distribu-
tion in k-space in arbitrary units calculated with Equations (4.27) and
(4.35) for a fixed field-to-flow angle θ = 1◦. Thin dashed white lines show
integration planes after Equation (4.38) for logarithmically equidistant fre-
quencies f = 10−4−10Hz. Due to the double-logarithmic plot these planes
appear as curved lines. Thick white lines denote power-laws according to
the critical balance exponents on MHD and kinetic scales.
(4.26) and (4.34), and the integration plane, Equation (4.38). It follows that
k⊥,1/2 =
2πf
v sin(θ)
∓ k‖,1/2 cot(θ)
=
2πf
v sin(θ)
∓ L−1/3ργ−2/3i kγ⊥,1/2 cot(θ) . (4.41)
This equation can be written as a cubic polynomial to ﬁnd its solution k⊥(θ).
Let us now look at the energy E2 in k-space that contributes to the integra-
tion over a plane with angle θ:
E2 ∝ k−κ⊥,1 + k−κ⊥,2 , (4.42)
which is essentially the summation over both critical balance branches. In the
following, we show that this energy asymptotically approaches E0 ∝ 2k−κ⊥,0 with
increasing frequency, which corresponds to a scaling according to θ = 90◦. At
a certain frequency fmax, the measurement uncertainty will be greater than the
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diﬀerence between the energies E2 and E0 and, therefore, the corresponding PSD
will scale like the perpendicular cascade. To show this, we make the ansatz that
the ratio E2/E0 be almost unity for all f > fmax. Because we are working in
logarithmic space, we demand
log
[
k−κ⊥,1 + k
−κ
⊥,2
2k−κ⊥,0
]
< ǫ , (4.43)
where ǫ > 0 is arbitrary small. Later, we choose an ǫ according to typical
measurement uncertainties for spectral slopes in solar wind observations. To
proceed further, we approximate
k‖,1/2 ≈ L−1/3ργ−2/3i kγ⊥,0 . (4.44)
The error of this approximation is less than 2.2% for frequencies f ≥ 0.1Hz,
θ ≥ 5◦, and γ = 1/3, which we calculated by comparing it to the real solution
of the cubic polynomial using Cardano’s method. For solar wind data, this
corresponds to the frequency range after the ﬁrst spectral break. Now, we can
write Equation (4.41) as
k⊥,1/2 ≈ k⊥,0 ∓ L−1/3ργ−2/3i kγ⊥,0 cot(θ) = k⊥,0 ∓∆ . (4.45)
Inserting this in Equation (4.43), we get(
1− ∆
k⊥,0
)−κ
+
(
1 +
∆
k⊥,0
)−κ
< 2eǫ . (4.46)
If we expand Equation (4.46) to second order around ∆/k⊥,0 = 0, we ﬁnd that
∆
k⊥,0
<
√
2eǫ − 2
κ(κ + 1)
. (4.47)
Inserting ∆ = L−1/3ργ−2/3i k
γ
⊥,0 cot(θ) and k⊥,0 = 2πf/ (v sin(θ)) into this equa-
tion ﬁnally yields
fmax =
v sin(θ)
2π
L
1
3γ−3 ρ
2−3γ
3γ−3
i
(
2eǫ − 2
κ(κ + 1)
) 1
2γ−2
cot
1
1−γ (θ) . (4.48)
For an appropriately chosen ǫ, the diﬀerence between energies E2 and E0 for
all frequencies f > fmax is so small that the scaling will be quasi-perpendicular
within measurement errors. We ﬁnd that ǫ = 0.05 in Equation (4.48) represents
an uncertainty of the spectral index of ∆κ = ±0.1 in the kinetic range and
∆κ = ±0.02 in the MHD range. Note, that the change of slope is a pure sampling
eﬀect and does not mean that the nature of the turbulent cascade is changing
at this frequency. This estimation can now tested with our three-dimensional
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Figure 4.4: Double-logarithmic plot of energy distribution given by Equa-
tion (4.39) (thick black line) in k-space with thin black line showing plane
of integration for a field-to-flow angle θ = 1◦. Black dashed lines indicate
positions of k⊥,1/2.
model.
In Figure 4.5, we show how fmax varies with critical balance values γ =
[2/3, 1/3] as a function of ﬁeld-to-ﬂow angles 0◦ < θ < 90◦. Naturally, for
θ = 90◦ the corresponding spectral index is reached from the beginning of the
cascade, while for θ = 0◦ the spectral index of the perpendicular cascade can
never be reached. To test our estimation of fmax, we calculate the PSD without a
break at k⊥ρi ∼ 1, i.e., for Equations (4.33) and (4.35) separately, each extending
over the whole range of wave vectors. From the such modeled PSD, we estimate
a frequency f ′max for MHD and KAW turbulence deﬁned by the frequency, where
the spectral slope between two consecutive data points (fn+1/fn ≈ 1.3) diﬀers
less than ∆κ = ±0.1 from the spectral index 7/3 and less than ∆κ = ±0.02
from 5/3. For the kinetic range, this is on the order of the usual measurement
error in solar wind observations. The crosses in Figure 4.5 show the modeled
results of the such determined f ′max and agree well with the estimation from
Equation (4.48) for ǫ = 0.05 (black and red lines for MHD and KAW, respec-
tively).
The spectra in Figure 4.5 are computed for typical solar wind conditions of
v = 600 km/s, ρi = 100 km and L = 109m, where the spectral break is found at
a frequency f . 1Hz for the perpendicular cascade (see Figure 2.7). However,
we ﬁnd that the transition toward a quasi-perpendicular cascade for almost all
ﬁeld-to-ﬂow angles (θ > 4◦) happens already below 1Hz. We conclude that
spectra of a critically balanced KAW cascade without damping on kinetic scales
will almost exclusively be observed with a spectral index close to 7/3. Only for
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Figure 4.5: Maximal frequency fmax as a function of θ for critical balance
values γ = [1/3, 2/3] using ǫ = 0.05, outer scale L = 109m and gyro radius
ρi = 10
5m. Black dots show f ′max obtained numerically from modeled PSD
for ∆κ = 0.02 on MHD and ∆κ = 0.1 on kinetic scales.
small angles and in a short frequency range between the ﬁrst spectral break and
1Hz a measurably steeper slope might be observed in the solar wind.
We stress the importance of this result: we have shown that the spectral index
in a critically balanced cascade for intermediate ﬁeld-to-ﬂow angles 0◦ < θ < 90◦
is not constant with growing frequency. Instead, it evolves toward a quasi-
perpendicular slope. Therefore, we cannot expect to observe signiﬁcantly steeper
slopes than 7/3 over a broad frequency range in the solar wind in case of a
critically balanced KAW cascade alone. Indeed, we see in Section 4.2.3 that
such slopes only appear if the ﬂuctuations are additionally subject to damping.
This is a new result and has never been discussed in the literature, where it is
often implicitly assumed that the PSD have a power-law shape with a constant
spectral index that only depends on the ﬁeld-to-ﬂow angle. Although Figure 5
of Forman et al. (2011) implies that these authors calculated the same result, it
is not discussed in their paper.
It is interesting to note, that a three-dimensional direct numerical simulation
with strong guide ﬁeld by Grappin and Müller (2010) produced a qualitatively
similar transition toward a perpendicular cascade with a θ-independent slope,
although the ﬂattening of their spectra does not follow Equation (4.48). Also,
the change of slope before kρi ∼ 1 for small angles, e.g., P (θ=5◦) in Figure 4.1,
slightly resembles the transition range (Sahraoui et al., 2010) or ion dissipation
range (Smith et al., 2012), where the slopes are steeper than those in the MHD
and kinetic range. Voitenko and De Keyser (2011) describe these double kink
spectra as due to weakly dispersive ﬂuctuations. PSD with this characteristic
form have been observed by Kiyani et al. (2009), Sahraoui et al. (2010) and
Chen et al. (2010a). However, their measured ﬁeld-to-ﬂow angles are much
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greater than 5◦ (in the case of Sahraoui et al. (2010) 60◦, not given for others).
It is currently still under debate, which physical eﬀect controls this range. At
least for a critically balanced cascade with small ﬁeld to ﬂow angle, a possible
explanation might be the eﬀect presented here.
4.2.3 Anisotropic Damping
Several mechanisms have been proposed to dampen ﬂuctuations on dissipative
scales, e.g., ion-cyclotron damping, Landau damping and current sheet forma-
tion (Matthaeus et al., 1990; Leamon et al., 1999; Dmitruk et al., 2004; Howes,
2009; Schekochihin et al., 2009; TenBarge et al., 2013). Most of the proposed
mechanisms are anisotropic with regards to the background magnetic ﬁeld, i.e.,
they aﬀect wave numbers with certain direction to the mean magnetic ﬁeld. In
this section, we analyze how potential anisotropic damping terms that act on
the energy distribution in three-dimensional k-space change the characteristics
of reduced one-dimensional spectra. In k-space, damping may lead to a cut-oﬀ
or exponential decay of the energy associated to the damped wave vector. In
case of ion cyclotron resonance, the damping rate is low for k‖VA ≪ Ωci and in-
creases rapidly as k‖VA/Ωci approaches unity (Howes et al., 2008; Cranmer and
van Ballegooijen, 2012). We may therefore model the ion cyclotron damping as
a cut-oﬀ at wave number k‖ = Ωci/VA, which can be seen as an upper bound of
the eﬀect of ion cyclotron damping. Recently, is has been found that reduced
power spectra measured in the solar wind can empirically be described by
P (k⊥) ∝ k−κ⊥ exp(−k⊥ρe) (4.49)
as proposed by Alexandrova et al. (2012), who used a spectral index of κ =
8/3. This result could be reproduced by numerical gyrokinetic simulations that
capture only electron Landau damping (Howes et al., 2011b; TenBarge et al.,
2013). Hence, we might treat the exponential damping term of Equation (4.49)
as a proxy for electron Landau damping.
Let us now investigate how these anisotropic damping terms, cut-oﬀ for par-
allel and exponential decay for perpendicular wave vectors in k-space, aﬀect the
PSD and the associated spectral anisotropy κ(θ). We will ion and electron gyro
radii throughout this section as the controlling parameters for the onset of dis-
sipation. However, the model can also be used to test other dissipative length
scales, such as the inertial length. Note, that we apply the damping term of
Equation (4.49) to three-dimensional k-space according to
Edamp(k) = E(k) · exp(−k⊥ρe) . (4.50)
As we have seen in Section 4.2.1, the power at a certain frequency is obtained
by integration over a two-dimensional plane. In contrast, the damping term
depends on k⊥ and is therefore axisymmetric with respect to kz. This means
that the integration along ky includes perpendicular wave numbers larger than
k⊥ = 2πf/(v sin θ) corresponding to ky = 0. Consequently, the eﬀect of the
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Figure 4.6: Percentual difference (P0−Picr)/P0 of PSD with and without
energy constrained to k‖ < Ωci/VA as a function of frequency for several
field-to-flow angles θ.
exponential damping term is stronger when applied to three-dimensional k-space
compared to a reduced one-dimensional spectrum. Therefore, we are able to
produce similar results to those of Equation (4.49), although we apply a less
steep spectral index of only 7/3 (see Figure 4.7).
From our assumption of critical balance, k‖ ∼ L−1/3ργ−2/3kγ⊥ with γ < 1,
it follows that usually k⊥ ≫ k‖ and, thus, that damping of perpendicular wave
vectors is likely to be more eﬀective than damping of wave vectors parallel to
the mean magnetic ﬁeld. It has been argued that the ion cyclotron resonance
at k‖ ∼ Ωci/VA has only minor inﬂuence on a critically balanced cascade as it is
reached only at very high perpendicular wave numbers k⊥, where Landau damp-
ing already dominates (Howes et al., 2008; Schekochihin et al., 2009; Cranmer
and van Ballegooijen, 2012). With our synthetic spectra we are now able to test
this argument quantitatively.
In fact, if we model the ion cyclotron resonance with a cut-oﬀ at k‖ = Ωc,i/VA,
i.e., all energy residing in wave vectors with a parallel component exceeding
this threshold is set to zero, we ﬁnd only minor changes in the corresponding
spectra Picr compared to their undamped counterparts P0. To quantify this
eﬀect, we show the relative diﬀerence (P0 − Picr)/P0 in percent as a function of
frequency for several angles θ in Figure 4.6. Only for quasi-parallel spectra, a
detectable diﬀerence is observed. For θ = 1◦, the ion cyclotron damping starts
to show at f ∼ 1Hz and increases to 67% at f = 100Hz. Power spectra Picr
for frequencies f ≤ 100Hz and ﬁeld-to-ﬂow angles θ ≥ 10◦ diﬀer less than 5%
from PSD without damping. However, one might think of systems, in which
the ion-cyclotron resonance does change the form of the PSD signiﬁcantly. Such
systems must either be characterized by a critical balance exponent γ close to
unity, or have a much smaller energy injection scale than the L ∼ 109−1010m
found in the solar wind (Howes et al., 2008; Schekochihin et al., 2009), so that
high k‖ values are reached earlier in the cascade.
The damping of perpendicular wave vectors is much more eﬀective. Figure
4.7 shows PSD with the same plasma parameters as in Figure 4.1 but addition-
ally with extension to electron scales according to Equation (4.36), where we
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Figure 4.7: PSD subject to damping according to Equation (4.50) as a
function of kρi, for several angles θ and an outer scale L = 10
9 m. The
dashed line shows the PSD for θ = 90◦ without damping.
use Ti/Te = 1. Also, we applied the damping factor exp(−k⊥ρe) acting on the
energy distribution in k-space. As expected, the high frequency part is strongly
aﬀected and the damping leads to a characteristic exponential decay. The damp-
ing term dominates the eﬀect of the energy distribution EED on electron scales
and is found to be generally more eﬀective at small angles θ. The latter can be
understood considering the plane of integration given by Equation (4.38). The
power at a certain frequency primarily stems from perpendicular wave num-
bers k⊥ ∼ 2πf/(v sin θ). For small angles θ, this involves larger k⊥, which are
more strongly damped, than a corresponding spectrum with angles close to 90◦.
Therefore, PSD for small angles are more aﬀected by the damping term.
Although the damping sets in not before electron scales in wave vector space,
the kinetic range of the PSD, ρ−1i < k⊥ < ρ
−1
e , is already aﬀected: Figure
4.7 shows the undamped spectrum for θ = 90◦ as black dashed line and it
is fairly visible, that the spectra subject to damping are steeper. In fact, we
measure a spectral slope of ∼8/3 in the kinetic range for P (θ=90◦) although the
energy in k-space scales with 7/3. As Ti/Te decreases or the electron gyro radius
increases, the exponential decay moves to lower frequencies and further steepens
the spectra. The two opposed mechanisms, ﬂattening toward perpendicular
slope and damping, can cancel each other out and lead to a range of seemingly
constant slope. This shows that a close to power-law behavior of the measured
PSD is not indicative of the absence of damping. Further, it shows that the
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observed spectral slope is not necessarily the spectral index predicted by the
underlying theory. Note, that we used this argument in Chapter 3 to explain
the agreement of our observations in Saturn magnetosphere (κ = 2.6) with the
KAW theory that predicts 7/3.
4.3 Application to Solar Wind Observations
By numerically evaluating Equation (4.32), it is possible to calculate power spec-
tral densities Pii(f) for any component i = x, y, z and any given plasma param-
eters. Here, we compare our results to in-situ measurements in the solar wind
made by Horbury et al. (2008) in the MHD range and Chen et al. (2010a) in the
kinetic range. Podesta (2009) has presented similar results, which are consistent
with those from Horbury et al. (2008). We show that the measured spectral
anisotropies are in accordance with our model and can thus be described by a
critically balanced cascade. However, the inﬂuence of damping turns out to be
more important than previously thought.
4.3.1 MHD Turbulence
From the assumption of critical balance, it follows that the trace of the PSD
scales as P ∼ k−5/3⊥ for θ = 90◦ and P ∼ k−2‖ for θ = 0◦. Figure 4.8 shows that
the transition between these two scalings is controlled by the outer scale L. It
strongly aﬀects the spectral anisotropy κ(θ) and it can be seen that the transition
from parallel scaling 2 to perpendicular scaling 5/3 is much slower for small L.
This reﬂects the evolution of the turbulent cascade along the critical balance
path. While the energy is isotropic at the outer scale, it grows increasingly
anisotropic as it cascades to smaller scales.
We can use this functional dependence of the spectral anisotropy to determine
the value L, which best ﬁts the observations of Horbury et al. (2008). They
who used magnetic ﬁeld data from the Ulysses spacecraft at 1.4AU in the solar
wind. For several outer scales L, we calculate the spectral anisotropy and ﬁt the
spectral indices κ(L, θ) to the results of Horbury et al. (2008). To evaluate the
critically balanced power spectra, we use the complete set of energy distributions,
EMHD, EKAW and EED, together with the anisotropic damping, i.e, a cut-oﬀ at
the ion cyclotron resonance and exponential damping at electron scales according
to Equation (4.50). From McComas et al. (2000), we estimate the proton gyro
radius as ρi = 1.9 · 105m. Due to lack of a better estimate, we assume Ti = Te
to calculate the electron gyro radius. For comparison, we also calculate the best
ﬁt for a slab+2-D turbulence model, where we use a spectral index of 2 for the
slab component and 5/3 for the 2-D component (see, e.g., Horbury et al., 2011,
Eq. (3)). To quantify the goodness of ﬁt we use a reduced error
χ =
√√√√ 1
N
N∑
i=1
(κHi − κMi )2
σ2i
, (4.51)
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Figure 4.8: Spectral anisotropy in the inertial range for different values
of the outer scale L given in the legend. A smaller outer scale results in a
slower transition of the spectral index from 2 to 5/3.
where κHi and σi are the spectral indices and their corresponding errors, respec-
tively, taken from Horbury et al. (2008), N is the number of angle bins, and κMi
the modeled spectral indices, which are obtained in the same frequency range,
15−98mHz, as those derived by Horbury et al. (2008). In general, the ﬁt is much
better for the critically balanced turbulence models (χ = 2.8−3.0) than for the
slab+2-D model (χ = 4.6). We ﬁnd that an outer scale of L ∼ 109m in the
undamped case and L = 1010m for the damped cascade give the best results.
Using the empirical formula
L
ρi
∝ R0.13 (4.52)
found byWicks et al. (2010), where R is the radial distance to the Sun in units of
AU, these outer scales map to L = 6 · 108 m and L = 6 · 109 m for the undamped
and damped case, respectively. These values are in accordance with observations
of the transition from k−1-spectra to k−5/3-spectra in the solar wind, which is
believed to mark the end of the energy injection scale (Schekochihin et al., 2009).
The spectra at small angles θ are found to be steeper than κ = 2. This is
because the spectral break at ion scales is found at lower frequencies for small
angles and eventually falls into the ﬁt range, i.e., the ﬁt includes the steeper
kinetic range cascade. For slab+2-D turbulence, we ﬁnd the best ﬁt has 30%
slab and 70% 2-D turbulence, which is also in accordance with results obtained
in the solar wind (Bieber et al., 1996). Note, however, that we use two diﬀerent
spectral indices for slab and 2-D turbulence while Bieber et al. (1996) used the
same slope for both slab and 2-D. The anisotropy of the power, P (θ)/P (θ=5◦),
measured at a ﬁxed frequency of f = 61mHz is shown in Figure 4.10. The
results of the damped critically balanced cascade well reproduce the anisotropy
found by Horbury et al. (2008) for angles θ < 40◦ but overestimate the power
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Figure 4.9: Spectral anisotropy found by Horbury et al. (2008) (black
crosses), as obtained from our model with an outer scale of L = 109 m
for undamped (black line) and L = 109 m for damped (red line) critical
balance, as well as for slab+2-D turbulence with 30% slab (blue line).
at larger angles. The undamped cascade generally shows a lesser anisotropy but
is in agreement with the measurements at θ ∼ 90◦. Similar to what has been
found for the spectral index, a critically balanced cascade ﬁts the data much
better than slab+2-D turbulence.
Given the simplicity of our parameters, we ﬁnd that the presented ﬁts to
the results of Horbury et al. (2008) can be regarded as qualitatively successful
reproduction of the observed data. Although Forman et al. (2011) showed that
the observed spectral anisotropy is in agreement with a critical balance on MHD
scales, this is the ﬁrst time that these results have been analyzed with a model
including a diﬀerent kinetic range scaling and damping terms. The positive
result of the ﬁt indicates that the spectral anisotropy observed by Horbury et al.
(2008) is indeed in accordance with a critically balanced cascade. Conversely,
the successful ﬁt with reasonable values for the outer scale proves that our model
is applicable to measured data.
4.3.2 Kinetic Range Turbulence
For their analysis of kinetic range magnetic ﬁeld ﬂuctuations, Chen et al. (2010a)
used data from CLUSTER during fast solar wind conditions with moderate
plasma βi ∼ 1. They calculated the spectral index for perpendicular ﬂuctuations
using the wavelet method described by Horbury et al. (2008). For the modeled
spectra, we choose outer scales L = 109m for the undamped and L = 1010m for
the damped cascade according to the ﬁt to the Horbury et al. (2008) data. Ion
and electron gyro radii as well as the bulk plasma velocity are given in Table 1
of Chen et al. (2010a) and the power anisotropy has been measured. The spec-
tral anisotropy is given separately for parallel and perpendicular ﬂuctuations.
Accordingly, we use these values to calculate the PSD of perpendicular ﬂuctu-
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Figure 4.10: Power spectral anisotropy P (θ)/P (θ=5◦) at frequency
f = 61mHz. The results of damped and undamped critical balance are
close to the results of Horbury et al. (2008) while slab+2-D turbulence
underestimates the anisotropy.
ations P⊥ from which the spectral indices are derived. The spectral anisotropy
of parallel ﬂuctuations can not be successfully reproduced.
In Figure 4.11, we show the results obtained from our modeling and those
presented in Chen et al. (2010a). Although both results for damped and un-
damped modeled spectra do not ﬁt the data very well, the damped cascade
shows at least a qualitatively similar functional dependence of the spectral slope
on angle θ, i.e., the variation from θ = 0◦ to θ = 90◦ is smooth and not as
abrupt as in the undamped case. The undamped cascade, in contrast, leads to
spectral slopes of ∼7/3 at almost all angles. Even at θ = 5◦, where the observed
spectral index is ∼3.25, the spectral index of the undamped cascade is still 2.43.
This is the consequence of the transition toward a quasi-perpendicular slope as
was elaborated in Section 4.2.2. The spectral index of the damped cascade on
the other hand is 3.20 at θ = 5◦, and thus much closer to the observation. This
shows that the observations of Chen et al. (2010a) are not in accordance with
an undamped critically balanced KAW turbulent cascade.
The fact that an undamped cascade leads to a sharp increase of the spectral
index at small ﬁeld-to-ﬂow angles, which appears rather step-like, has important
implications for the interpretation of critically balanced plasma turbulence. It is
often assumed that a critically balanced cascade can lead to any spectral slope,
7/3 ≤ κ ≤ 5, between the extreme values at θ = 90◦ and θ = 0◦. However, we
have shown in Equation (4.48) that the spectral index is ∼7/3 for most angles
and a smooth or slow variation of the spectral index, as seen in the results
of Chen et al. (2010a), can therefore not be caused by critical balance alone.
Instead, the eﬀect of damping is essential to obtain steeper spectra at non-zero
angles, which means that the measured functional dependence of the spectral
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Figure 4.11: Spectral anisotropy of fluctuations perpendicular to the lo-
cal magnetic field derived by Chen et al. (2010a) (black crosses) for kinetic
scales kρi = [1.5, 6] and numerically determined results for a critically bal-
anced KAW cascade. While the spectral anisotropy of the damped cascade
(red line) is similar to the measured data, the undamped cascade (black
line) produces clearly different results.
slope on angle, κ(θ), is to a large degree determined by the damping mechanism.
4.4 Modeling Spectral Densities at Saturn
In this section, we aim to reproduce the observed spectra in Saturn’s magneto-
sphere with our synthetic spectra based on a critically balanced KAW turbulence.
As we have shown in Section 3.3.4, Taylor’s frozen-in approximation is valid in
the case of nearly perpendicular kinetic Alfvén waves in Saturn’s magnetosphere,
which is a prerequisite for the application of our model. Although we are not able
to validate that our observations are caused by KAW turbulence, we can check if
they are in agreement with such a theory. Consistency between modeled and ob-
served spectra, is thus at least indicative of the presence of a critically balanced
KAW cascade in Saturn’ magnetosphere. Further, we analyze on which scales
the energy that is transferred along the cascade is dissipated. This may help to
understand which electron population is energized by the turbulent ﬂuctuations.
First, we model the spectrum of interval A from the second orbit of Cassini
(see the case study in Section 3.3.5) to show which spectral characteristics of
Saturn’s magnetosphere our model is able to capture. Then, we proceed to
model our complete data set of spectra from 10min time series to analyze the
radial distribution of spectral indices. We focus on the change of spectral slopes
inside 9Rs, which so far could not be explained suﬃciently. To model synthetic
spectra in Saturn’s magnetosphere, we use the parameters listed in Table 4.1.
For the basic plasma parameters at Saturn - namely velocity, scale height, ion
temperature and density - the same models as described in Section 3.1.2 are
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Parameter Description
B Magnetic ﬁeld
θ Field-to-ﬂow angle
v Plasma velocity
L ∼ 2H Outer scale
ρW Water group ion gyro radii
ρe Electron gyro radii
VA Alfvén velocity
T/P ∼ P⊥/P‖ Power anisotropy
Table 4.1: List of model input parameters needed to calculate synthetic
spectra. We estimate the outer scale as twice the scale height and the ratio
of toroidal to poloidal fluctuations from the measured power anisotropy.
applied, which are based on observations by Thomsen et al. (2010). To calculate
the electron gyro radius, which controls the onset of the empirical damping term
in Equation (4.50), we use the electron temperature model given by Schippers
et al. (2008, Table 1) derived from CAPS/MIMI measurements (Young et al.,
2004; Krimigis et al., 2004). The ﬁeld-to-ﬂow angle θ is calculated assuming
the plasma ﬂow to be in azimuthal direction only. We further use the power
anisotropy P⊥/P‖ to estimate the ratio T/P between toroidal and poloidal ﬂuc-
tuations’ energy. The slopes of the modeled spectra are calculated from the trace
of the synthetic spectral tensor.
4.4.1 Synthetic Power Spectral Densities for Rev A
The observed power spectral density during interval A of Rev A as shown in
Figure 3.17a is an average over ∼10h of data. During that time, the magneto-
spheric plasma parameters such as magnetic ﬁeld direction, plasma velocity, and
gyro radii change considerably. Because we cannot calculate synthetic spectra
for time varying model parameters, we use hourly averages of the parameters
instead. Figure 4.12 shows the variations of the mean magnetic ﬁeld B0, ﬁeld-to-
ﬂow angle θvB , gyro radius ρw, and power anisotropy P⊥/P‖ during interval A as
black crosses and the corresponding mean parameters used for modeling as red
dots. It can be seen that the variations are well captured by the hourly averages.
The synthetic spectral densities for each hour long interval k and component i
are averaged to obtain the the spectra
P‖ =
10∑
k=1
1
10
Pz,k P⊥ =
10∑
k=1
1
10
(Px,k + Py,k) (4.53)
for ﬂuctuations parallel and perpendicular to the mean magnetic ﬁeld of the
whole interval A. In the model, all wave vectors are deﬁned with respect to a
constant magnetic ﬁeld direction, i.e., for the modeled spectra the local and
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Figure 4.12: Mean magnetic field B0 (top left), field-to-flow angle θ (top
right), gyro radius ρw (bottom left), and power anisotropy P⊥/P‖ (bottom
right) obtained from 10min time series during interval A of Rev A shown
as black crosses and corresponding mean parameters used for modeling
shown as red dots.
global magnetic ﬁeld frame are identical.
Equatorial temperatures have been derived by Schippers et al. (2008) for
the cold or thermal (< 100 eV) and hot (> 100 eV) electron populations. These
temperatures are needed for the calculation of the electron gyro radii, which con-
trol the empirical damping term in Equation (4.50). Here, we compare results
for electron gyro radii derived from temperatures of the cold electron population
with those derived for the hot population. The radial proﬁles of the temperatures
and densities are shown in the left and right panel of Figure 4.13, respectively,
together with the water group ion temperatures and densities for comparison.
The model for the hot electrons is valid for distances up to 18Rs. The tempera-
ture of the cold population is more variable outside 15Rs and thus only deﬁned
inside of that distance. However, due to the lack of a better estimate, we use
the cold electron model also outside 15Rs. Both temperatures similarly peak at
around 9Rs.
The density of the hot electron population nh is signiﬁcantly less than the
density of the cold or thermal population nc. The ratio of cold to hot electron
densities is around 25 at 10Rs decreasing to ∼7 at 20Rs. However, due to
the much higher temperature of the hot electrons, the total energy residing in
the population is a factor 5−10 higher than for the cold electrons (Bagenal
and Delamere, 2011). With respect to the derived turbulent heating rates, we
estimate how long it takes to heat each of the populations to their observed
temperature. If we assume our derived turbulent heating rates, qL and qS, as
the only energy source and neglect any energy sink, we may approximate this
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Figure 4.13: Equatorial electron temperatures (left) and densities (right)
for the hot (red) and cold (blue) electron populations after Schippers et al.
(2008). For comparison, we also show the equatorial temperatures and den-
sities of water group ions (black) as obtained from Thomsen et al. (2010).
characteristic heating period according to Saur (2004) as
qτheat ∼ 3
2
nkBT , (4.54)
where the left-hand-side describes the energy dissipated by turbulent ﬂuctua-
tions and the right-hand-side the total energy of the electron or ion population.
Solving for time, we can calculate a characteristic heating period τheat. Figure
4.14 shows the radial proﬁles of 〈τheat〉 averaged in 1Rs bins for hot and cold
electrons as well as for water group ions and for both turbulent heating rates
in units of days. Our estimation shows that it generally takes more than a day
to heat the hot electron population to its observed temperature by turbulent
dissipation. The cold electron and water group ion populations are heated more
quickly and only inside ∼14Rs, it takes more than a day to reach the observed
temperatures. Interestingly, both of these heating periods show a similar radial
proﬁle.
Although Equation (4.54) is only a rough approximation, it is illustrative
in how much energy can be deposited into each population. We can see that
Saturn’s magnetosphere responds more robust to heating of the hot electrons
because their energy reservoir is larger. The relatively short periods of less than
a day for cold electrons and water group ions may be problematic in the sense
that these populations would need to get rid of their energy very fast to keep
the system stationary. In comparison, Saur (2004) derived turbulent heating
periods for the middle magnetosphere of Jupiter and found that it takes ∼4
days to heat the ion population to the observed temperatures. At least for the
hot electron population, this is comparable to what we observe here. It would
be interesting to estimate corresponding heating periods for the suprathermal
ions as well, but there is currently no model available. In general, heating by
turbulent dissipation seems to be more eﬀective at large distances to Saturn,
where the characteristic heating periods are shorter.
In Figure 4.15, we compare the observed spectra of interval A with our
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Figure 4.14: Characteristic heating period τheat ∼ 3nekBTe/(2q) in days
as a function of radial distance for the hot (red) and cold (blue) electron
population as well as for water group ions (black). Periods for qL are
denoted by solid lines and those for qS by dashed lines. Generally, it takes
longer to heat the population of hot electrons than the populations of cold
electrons and water group ions.
modeled results. In the left panel, we only show the modeled spectra, Phot and
Pcold, which are calculated for hot and cold electron gyro radii, respectively. The
gyro radii are given by
ρe,c/h =
√
2mekBTe,c/h
eB
, (4.55)
where Tec and Teh denote the cold and hot electron temperatures, respectively.
The perpendicular and parallel ﬂuctuations are shown in black and red colors,
the spectra with damping at ρec as dashed lines and those with damping at ρeh
as dotted lines. The synthetic spectra are the output of our complete model
with damping, i.e., Equations (4.27), (4.35), (4.36) and (4.50), using the hourly
averaged parameters. The energy of the model is overestimated with respect to
the observed spectra by a factor of ∼10 and, naturally, it lacks the ﬂattening at
higher frequencies, which is caused by noise. Clearly, the larger electron gyro
radius of the hot electron population leads to an earlier onset of damping, which
is visible as a slightly steeper slope for Phot.
To better compare the results with the observation we apply an empirical
energy correction factor of 1/10 and add noise to the synthetic spectra. The
noise levels are computed according to Section 3.3.5 as the sum of magnetometer
noise, quantization noise (Equation (3.19)), and aliasing estimated according to
Podesta et al. (2006). The instrumental noise is actually measured and therefore
must be added to the spectrum before calculating the aliasing. This leads to a
synthetic spectrum given by
P ′i (f) = Pi(f)/cE+25·10−6/f+
1
6
∆B2∆t+A·(P (f)/cE + 25 · 10−6/f) , (4.56)
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Figure 4.15: Left: modeled spectra of fluctuations parallel (red) and per-
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averages during interval A of Rev A for hot and cold electron gyro radii
(dashed and dotted lines, resp.). Right: modeled spectra with empirical
energy correction (divided by 10) and added noise together with observed
spectra (solid lines).
where Pi is the synthetic spectrum without noise, cE = 10 is the energy cor-
rection and the aliasing factor A is determined according to Equation (3.20)
for a power-law of κ = 7/3. The second term on the right-hand-side of Equa-
tion (4.56) is the instrument noise (25pT2 at 1Hz, ∝ f−1) and the third term
is the quantization noise according to Russell (1972), where we use the quanti-
zation of the magnetic ﬁeld data, e.g., ∆B = 4.9nT in FGM range 1 (see Table
A.2). The resulting spectra of Equation (4.56) are shown in the right panel of
Figure 4.15. The spectra ﬁt the observations qualitatively well, which shows
that (1) the observations can generally be explained by a critically balanced tur-
bulent cascade from MHD to electron scales formed by colliding (kinetic) Alfvén
waves and (2) the basic plasma model (velocity, density, temperature) is appro-
priate to describe the measurements. The latter conclusion can be drawn from
the coincidence of the spectral break for both synthetic and observed spectra
at f ∼ 10−2 Hz. However, the ﬁt is not perfect and we also need to discuss
the discrepancies between model and observation. Also, the MHD ranges of the
other intervals B-D of the case study do not ﬁt the model at all as they show no
characteristic Kolmogorov-like power-law.
We have already mentioned the energies of the modeled spectra, which do
not correspond to the measurement. Hence, we need to normalize the synthetic
spectra with measured spectral energies. Also, the model ﬁts the perpendicular
ﬂuctuations better than those parallel to the magnetic ﬁeld, which shows the
limits of our simple approximation P ∝ T . Further, it can be seen that the
spectral slopes of the models in the kinetic range are somewhat shallower than
the slope of the measured PSD. The spectra controlled by the hot electron pop-
ulation ﬁt the observations generally better than those controlled by the cold
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population. This may indicate that damping happens on scales ρeh rather than
ρec and thus a preferential heating of the hot electron population. However,
the radial proﬁles of both electron temperatures are nearly identical so that the
diﬀerence between the two gyro radii can be compensated by a simple factor in
the damping term, e.g., exp(−10 · k⊥ρec). It may also indicate that the spec-
tral index of 7/3 is not correct to describe the problem. Boldyrev and Perez
(2012) propose a steeper slope of 8/3, which might better ﬁt the observations
if damping is negligible. However, the results in Figure 4.15 indicate that the
turbulent spectra in Saturn’s magnetosphere can be qualitatively modeled. An
interpretation of the observations with the help of synthetic spectra based on
KAW turbulence may thus yield further insight into what is controlling the tur-
bulence characteristics in the magnetosphere. Therefore, we proceed to analyze
the distribution of kinetic range spectral indices for our complete data set in the
next section.
4.4.2 Reproduction of Distribution of Spectral Indices
In this section, we model the spectra of 10min time series using the measured
magnetic ﬁeld data in the plasma sheet, the magnetospheric plasma model by
Thomsen et al. (2010) and electron temperatures derived by Schippers et al.
(2008). The aim is to analyze the radial proﬁle of the spectral indices (see
Figure 3.23) and to verify if the observations are in accordance with our inter-
pretation in terms of a critically balanced cascade. As the basic plasma model
that we use for Saturn’s magnetosphere cannot reﬂect the exact plasma con-
ditions during the measurement, we can only expect a qualitative ﬁt to the
data. As we did in the preceding section, we calculate spectra Pcold and Phot
for damping controlled by the cold and hot electron population, respectively.
A systematic diﬀerence between the modeled results and the observed spectral
indices may help to determine on which scales the dissipation occurs and which
electron population is primarily heated by the turbulent cascade. However, such
a conclusion may only be appropriate if a critically balanced KAW cascade with
damping on electron scales is the proper model to describe the cascade, which
is observed in Saturn’s magnetosphere.
To compare the synthetic results with our observations, we carry out a
forward modeling for each time series and compute the spectral slopes in the
same frequency ranges as determined for the observed data, i.e., in the range
2 < k⊥ρW < 50 and for SNR < 5 of the respective measurement. As we
have seen in the preceding section, our model does not suﬃciently reproduce
the spectral energy and must therefore be normalized. For that matter, we use
the geometrical mean of the spectral power 〈P 〉 in the respective ﬁtting range.
Noise is added to the spectra in a last step according to Equation (4.56). An
example of a single 10min time series spectrum and its corresponding synthetic
spectra is shown in Figure 4.16. Inside the ﬁtting range, depicted by two vertical
lines, the three spectra are very similar. Their spectral indices are given in the
legend of the Figure and the modeled results are close to the observed slope.
135
Modeling Turbulent Spectra
10−2 10−1 100
10−4
10−3
10−2
10−1
100
101
Comparison of observed and modeled PSD at r=9.5R
s
f [Hz]
PS
D 
[nT
2 /H
z]
 
 
P
obs, κ=−2.46
P
cold, κ=−2.26
Phot, κ=−2.53
Figure 4.16: Power spectral density of 10min time series measured at a
radial distance of 9.5Rs (black line). The blue and red lines show synthetic
PSD Pcold and Phot, respectively, for damping controlled by the gyro radius
of the corresponding electron population. Vertical dashed lines show the
fitting range in which the spectral index is calculated. The determined
value is given in the legend.
The spectrum controlled by the hot electrons’ gyro radius ﬁts the observation
slightly better. At frequencies higher than the ﬁtting range, the noise level leads
to a ﬂattening, which is overestimated for both synthetic spectra. This may be
due to our rather conservative estimation of the diﬀerent noise sources to be
uncorrelated (see Section 3.3.5).
Figure 4.17 shows the radial proﬁle of spectral indices observed in Saturn’s
equatorial plasma sheet as black crosses (see also Figure 3.23). The spectral
slopes for damping on cold electron scales (blue dots) are generally lower than
the observations and close to the undamped spectral index of 7/3. This shows
that the corresponding synthetic spectra have not yet reached dissipation scales,
where the spectral energy decreases signiﬁcantly. Damping on hot electron
scales, on the other hand, leads to steeper spectra that agree much better with
the observations. Clearly, the decrease of the electron temperature inside 9Rs
leads to shallower spectra because the damping is reduced for smaller electron
gyro radii. This indicates that the change of slopes inside 9Rs can be explained
by damping eﬀects. However, for larger distances (> 12Rs) the spectral indices
κhot become shallower than the observations, which may indicate the presence of
additional eﬀects on the turbulent cascade that are not captured by our simple
model.
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Figure 4.17: Observed spectral indices obtained in Section 3.4.1 (see also
Figure 3.23) shown as black crosses. Spectral indices of synthetic spectra
are shown as dots for damping on cold (blue) and hot (red) electron scales.
Damping on hot electron scales allows for a qualitative reproduction of the
changing slopes inside 9Rs.
In summary, the forward modeling of kinetic range spectra has provided a
possible explanation for the changing spectral slopes inside 9Rs, which is solely
based on ﬁrst principles of a KAW cascade and an empirical term to describe
damping on electron scales. Combined with our estimations of the characteristic
heating period, our results indicate that the energy transferred along the kinetic
range cascade is preferably deposited into the hot electron population. This may
have important consequences for the pitch angle distribution and temperature
anisotropy of that population and it would be interesting to analyze in more
detail how exactly the energy is deposited into the electrons.
4.5 Conclusion
We present a numerical model to evaluate one-dimensional reduced PSD from a
given energy distribution in k-space for arbitrary measurement geometries. Such
a forward calculation for turbulent spectra from MHD to dissipation scales has
been applied for the ﬁrst time. Given a critically balanced k-space distribution of
energy, we investigate the functional dependence on several plasma parameters
such as the angle between plasma velocity and background magnetic ﬁeld θ in the
inertial, kinetic and dissipation range of scales. We show that the spectral slope
of a critically balanced cascade is not constant but evolves with frequency toward
a quasi-perpendicular slope. This new eﬀect, which is caused by the anisotropic
distribution in k-space, has not been described before. The PSD in this quasi-
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perpendicular cascade range have a spectral slope corresponding to the spectral
index of the perpendicular cascade κ(θ=90◦). The maximal frequency, fmax,
where the transition to κ(θ=90◦) is reached, is given in Equation (4.48). Under
typical solar wind conditions, fmax is smaller than or on the same magnitude
as the observed spectral break frequency. Therefore, signiﬁcantly steeper slopes
than the perpendicular spectra can only be explained by additional damping
eﬀects or by nearly parallel plasma ﬂow (θ . 5◦). Inclusion of an empirical
damping term exp(−k⊥ρe) based on observations by Alexandrova et al. (2012),
showed that the spectral index in the ion kinetic range ρ−1i < k⊥ < ρ
−1
e can
steepen measurably.
We validated our model with in-situ measured data, which show that tur-
bulent ﬂuctuations measured by Horbury et al. (2008) are in good agreement
with a critically balanced cascade and less so with slab+2-D turbulence. In
the kinetic range, we ﬁnd qualitative agreement of the results of Chen et al.
(2010a) with a damped critically balanced KAW cascade. While the spectral
break and damping terms have only minor inﬂuence on the ﬁt to the observa-
tions of Horbury et al. (2008), the inclusion of a damping term is essential to
explain the results in the kinetic range. Indeed, spectral slopes for an undamped
cascade diﬀer strongly from the Chen et al. (2010a) results and are nearly con-
stantly ∼ 7/3, which is caused by the transition toward a quasi-perpendicular
slope. This means that for a critically balanced KAW cascade, damping is an
important contribution in the kinetic range. The measured spectral anisotropy,
κ(θ), in this frequency range is to a large degree controlled by the nature of the
damping mechanism.
The model is successfully applied to qualitatively reproduce power spectral
densities measured in Saturn’s magnetosphere. We have shown that a critically
balanced KAW cascade is qualitatively in agreement with our observations in
Saturn’s magnetosphere and we are able to reproduce the location of the spec-
tral break, which shows that the applied plasma model for the magnetosphere
is appropriate. This indicates that our prior interpretation (Section 3.6) of a
turbulent cascade formed by critically balanced kinetic Alfvén waves is correct.
Forward modeling of each 10min time series allows us to calculate synthetic
spectral slopes, which can be compared to the measured radial proﬁle of spec-
tral indices. Here, the empirical damping term is an important factor as it
steepens the synthetic spectra toward the observed slopes of generally κ > 7/3.
Only for gyro radii of the hot electron population, damping becomes important
and the ﬁt to the data is suﬃciently well. The change of spectral indices toward
shallower slopes inside 9Rs can thus be qualitatively explained by the eﬀect of
damping controlled by the underlying electron temperature proﬁle. In contrast,
spectral slopes for damping at ρec (cold population) are too shallow to explain
the observations and do not show a signiﬁcant change at 9Rs.
These results indicate that the energy transferred along the turbulent cascade
is predominantly deposited into the hot electron population. However, it must
be noted that the applied damping term is an experimental ﬁt to reduced spectra
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in the solar wind (Alexandrova et al., 2012) and there is so far no theoretical
basis for its applicability in three-dimensional k-space. Also, it is not a priori
clear that it can be used in a multi-species plasma with a high neutral fraction
as it is found in Saturn’ magnetosphere. As the radial proﬁles of both cold
and hot electron populations are very similar, the diﬀerence between the eﬀects
of damping reduces to a simple constant factor in the exponential damping
term. Therefore, the interpretation that the hot electron population controls the
damping of the turbulent cascade is strictly inconclusive. Still, it has been shown
that the application of our forward turbulence model generally leads to further
insight into the system and it is an important step toward validating theories for
turbulent magnetic ﬂuctuations. A further development of the numerical model
regarding the computation of the correct energy level and the inclusion of more
turbulence models is therefore highly recommended.
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CHAPTER 5
Summary
In the present thesis, we analyzed for the ﬁrst time the statistics of magnetic
ﬁeld ﬂuctuations inside Saturn’s magnetosphere in the framework of turbulence.
In Chapter 3, we showed that these ﬂuctuations form a turbulent cascade on ki-
netic scales, which is constantly observed throughout the middle magnetosphere.
Thus, a new laboratory for turbulence studies was introduced, which allows to
observe turbulence in a system of low plasma β and strong background magnetic
ﬁeld B0. A motivation for this study was to explain the large plasma temper-
atures that are measured in Saturn’s magnetosphere. Although the plasma ex-
pands nearly adiabatically on its way out from deep inside the magnetosphere,
where it is produced, the temperatures are found to increase with distance, which
indicates a local heating mechanism (Bagenal and Delamere, 2011). Thus, we
elaborated on the conjecture that turbulent dissipation is responsible for that
heating.
Due to the pickup processes and the associated encounters of ion-cyclotron
waves close to the planet and the inﬂuence of the magnetopause at large dis-
tances, we restricted our analysis to the plasma sheet in a range of 6.5 − 20Rs
(Leisner et al., 2006; Achilleos et al., 2008). A wavelet based case study of the
second orbit of Cassini revealed power spectral densities characterized by a vari-
able low-frequency power-law, a spectral break at frequencies fb associated to
characteristic ion scales and a steeper power-law range on kinetic scales. The
low frequency ﬂuctuations corresponding to MHD scales are characterized by
large scale magnetospheric processes, such as current sheet ﬂapping and ﬂux
tube interchanges. The spectrograms showed intermittent power enhancements
and potential energy injections on the associated large scales. This might ex-
plain why a Kolmogorov-like power-law, indicating a strong turbulent cascade
on MHD scales, was only sporadically observed, e.g., during the current sheet
crossing of Cassini. However, the case study indicated that the spectral charac-
teristics on kinetic scales are nearly homogeneous and quasi-stationary. Further,
the obtained spectral indices of κ ∼ 2.6 in the kinetic range and the increasing
intermittency of the ﬂuctuations matched characteristic observations of turbu-
lence in the solar wind (Alexandrova et al., 2013). Therefore, it was concluded
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that a turbulent cascade is formed by magnetic ﬂuctuations on kinetic scales in
Saturn’s magnetosphere.
The turbulent cascade on kinetic scales was analyzed with a data set cov-
ering a time interval from July 2004 up to December 2009. We used a simple
plasma model (Thomsen et al., 2010) to calculate the parameters needed to
transform the measured frequency spectra into normalized wave vector spectra.
This allowed us to compare spectra observed at diﬀerent locations in Saturn’s
magnetosphere. It was found that the spectral break is best described in rest
frame of the plasma normalized to the background magnetic ﬁeld. At frequen-
cies f > fb, a consistent power-law range was detected in which the spectral
indices were determined for a ﬁxed range of normalized scales. The distribution
of spectral indices as a function of radial distance revealed a systematic change
at 9Rs. Inside that distance, the spectral slopes get shallower with decreasing
distance to Saturn resulting in an average of α< = 2.3 ± 0.3. Outside that dis-
tance, the spectral index shows no systematic changes leading to an average of
α> = 2.6 ± 0.3. These values are in agreement with predictions, amongst other
theories, for a critically balanced KAW cascade (Howes et al., 2006). This inter-
pretation could be further substantiated in Chapter 4 through forward modeling
of synthetic power spectra using the numerical tool developed in the framework
of this thesis.
We further estimated how this turbulent cascade aﬀects the energy budget
of the planetary magnetosphere. The identiﬁcation of a theoretical model to
explain the observed magnetic ﬁeld ﬂuctuations in Saturn’s magnetosphere per-
mitted us to estimate the energy that is transferred along the turbulent cascade
to smaller scales (Leamon et al., 1999; Saur , 2004). For that matter, we assumed
a stationary critically balanced KAW cascade, which yielded a total energy ﬂux
of 140-160GW. According to Schekochihin et al. (2009), the energy transfered
along this KAW cascade ultimately leads to electron heating. Therefore, the
energy ﬂux along the cascade can be interpreted as a turbulent heating or dis-
sipation rate. A comparison with the energy needed to heat the plasma to its
observed values, namely 75-630GW, showed that turbulence plays a substantial
role for the energy budget of Saturn’s magnetosphere and may help to explain
the puzzling high plasma temperatures measured in the magnetosphere. How-
ever, it remains an open question, which is beyond the scope of this thesis, how
the dissipated energy is further transported in the Saturnian system.
In addition, the obtained results in Saturn’s magnetosphere were examined
for local time and longitudinal asymmetries. Here, we found stronger ﬂuctu-
ations and an increased heating rate at pre-noon and a signiﬁcant sinusoidal
(m = 1) variation with longitude for 65% of the analyzed orbits. Here, the dis-
sipation rate was found to peak in a longitude sector 300◦ ± 80◦ in both SLS4
systems (Gurnett et al., 2011; Lamy , 2011). Tests showed that this increased
heating rate density is primarily caused by an increased spectral power in the
kinetic range and a larger RMS of the magnetic ﬁeld ﬂuctuations. Thus, the
variation of the turbulent heating rate reﬂects an increased energy ﬂux along
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the cascade. Slight longitudinal changes of the spectral index may be explained
by damping eﬀects. Our results of a longitudinally asymmetric turbulent heating
are in accordance with observations by Gurnett et al. (2007) and Burch et al.
(2009), who found increased electron and ion densities, respectively, in the same
longitude range. The sinusoidal variation of the heating rate is most pronounced
in the local time sector of 17−4h, which may indicate that the night side is more
strongly heated during SKR maximum. However, it remains unclear what ex-
actly causes the asymmetry and how it is physically connected to the various
asymmetries observed in Saturn’s magnetosphere.
In Chapter 4 of this thesis, we presented a newly developed numerical tool to
calculate reduced power spectral densities from given energy densities in three-
dimensional wave vector space. Such a forward calculation of turbulent spectra
could be applied for the ﬁrst time. Here, we focused on critically balanced
turbulence (Goldreich and Sridhar , 1995) and were able to evaluate PSD for
arbitrary measurement geometries covering a range from MHD (k⊥ρi < 1) to
dissipation scales (k⊥ρe > 1) (Howes et al., 2008; Cho et al., 2002; TenBarge
et al., 2013). We assumed the turbulent ﬂuctuations to be axisymmetric around
the local mean magnetic ﬁeld and estimated the pseudo-Alfvénic ﬂuctuations to
be passively cascaded by (kinetic) Alfvén waves. As a result, both poloidal and
toroidal ﬂuctuations follow the same scaling (Lithwick and Goldreich, 2001).
Extensive tests of the functional dependence of the PSD on ﬁeld-to-ﬂow
angle θ, outer scale L, relative plasma velocity v and critical balance exponent γ,
amongst others, have been carried out. It could be shown that the spectral index
observed in one-dimensional reduced spectra is not constant along the cascade
but is an explicit function of frequency in the spacecraft frame. We could show
that the spectral slope of the PSD changes toward the value of the perpendicular
cascade, κ(θ=90◦), for all non-zero ﬁeld-to-ﬂow angles. The frequency, fmax,
where this perpendicular slope is reached, was analytically estimated and the
result checked with our model. For typical solar wind conditions at 1AU, we
ﬁnd that fmax . 1Hz. This change toward a quasi-perpendicular cascade is a
pure sampling eﬀect and has not been discussed in the literature so far, although
Forman et al. (2011) seem to come to a similar result. For the solar wind, this
result has important implications. It follows that if the cascade is not damped,
only in a short frequency range after the spectral break and only in case of small
ﬁeld-to-ﬂow angles, a signiﬁcantly steeper slope may be observed. For most ﬁeld-
to-ﬂow angles, θ & 10◦, the observed slope will be quasi-perpendicular. This
eﬀect manifests in a shape that resembles the double kink spectra or transition
range, which is sporadically observed (Kiyani et al., 2009; Sahraoui et al., 2010).
Our analytical estimation suggests that this transition may be observed over a
broad frequency range in case of small scale energy injection, i.e., small outer
scales L.
To model potential anisotropic wave damping, e.g., ion cyclotron or Lan-
dau damping, we included a cut-oﬀ of energy acting on parallel wave vectors
and an exponential decay acting on perpendicular wave vectors (Schekochihin
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et al., 2009; Alexandrova et al., 2012). We showed that the parallel cut-oﬀ only
aﬀects PSD with very small ﬁeld-to-ﬂow angles. For θ = 10◦, only 2% of the
energy is drained by the cut-oﬀ at a frequency of 10Hz and even less at lower
frequencies. Thus, a damping mechanism dependent on parallel wave numbers
is generally not eﬀective for a critically balanced KAW cascade. On the other
hand, an empirically derived damping term acting on perpendicular wave vec-
tors controlled by the electron gyro radius proved to be highly eﬀective. The
eﬀect of this damping term is already detectable in the ion kinetic range of the
reduced spectra and may even mask the transition toward a quasi-perpendicular
cascade. It leads to a frequency range in the PSD that appears as a power-law
with steeper spectral slopes. In the case of our solar wind model, we ﬁnd that
for θ = 90◦ a spectral index of 8/3 is observed in the kinetic range, although the
energy scales as k−7/3⊥ . This shows that the measured spectral slope should not
be confused with the spectral index of the underlying turbulence theory.
Our synthetic PSD were successfully applied to qualitative reproduce the
results obtained by Horbury et al. (2008). This shows that they are in agreement
with a critically balanced cascade and that damping is negligible for the observed
spectral anisotropy. As the outer scale L is a controlling factor of the functional
dependence κ(θ), we used the ﬁt to their data to determine this parameter.
This method resulted in a reasonable value for the energy injection scale of
L ∼ 109m (Schekochihin et al., 2009). This outer scale was further applied
to analyze if recent observations on kinetic scales are also in agreement with
a critically balanced KAW cascade (Chen et al., 2010a). Here, the model ﬁts
the measurements only qualitatively but we ﬁnd that the perpendicular damping
term is substantial to generate a smooth transition of spectral indices from steep
slopes at θ ∼ 0◦ to shallow slopes at θ ∼ 90◦. However, we propose to incorporate
other theories into the model, e.g., KAW turbulence including intermittency
eﬀects (Boldyrev and Perez , 2012) with a slope of 8/3, that might better explain
the data.
We applied the forward modeling of synthetic spectra to qualitatively repro-
duce the turbulent spectra measured in Saturn’s magnetosphere. This substan-
tiated our former interpretation that the magnetic ﬂuctuations form a critically
balanced turbulent cascade of kinetic Alfvén waves. We could derive a synthetic
radial distribution of spectral indices to compare with our measurements. The
change of spectral slopes inside 9Rs was found to be qualitatively in accor-
dance with damping on electron scales. As the temperatures of both thermal
and hot electron population decrease inside of that distance, this leads to less
strong damping and therefore shallower slopes. Damping at the hot electron gyro
radii matches our observations best and indicates that the energy carried along
the turbulent cascade primarily heats the hot electron population. This is fur-
ther corroborated by our estimation of characteristic heating time scales, which
yielded reasonable heating periods for the hot electron population comparable
to those derived by Saur (2004) for Jupiter’s magnetosphere. We note, however,
the qualitative nature of these results as they are based on simple plasma models
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and an empirically derived damping term.
Saturn’s magnetosphere remains an interesting subject to future analyses as
many questions have been raised that are still unanswered. Our spectral analyses
indicate that the plasma in the magnetosphere is highly turbulent on kinetic
scales and energy is transfered from large scale magnetospheric processes to
electron scales. The forward calculation of synthetic power spectra based on ﬁrst
principles corroborates this interpretation and proved to be a valuable tool for the
study of turbulent systems. We have further shown that dissipation of turbulent
energy is substantial for the planetary energy budget and happens longitudinally
asymmetric across the plasma sheet in accordance with observations of increased
plasma density. From energy considerations, this turbulent heating may explain
the non-adiabatic radial proﬁle of plasma temperatures. Analyses on the eﬀect of
damping indicate that primarily the hot electron population is heated. Although
the exact transfer of energy between electron and other plasma populations in
the magnetosphere is still not well understood and, therefore, we cannot directly
explain the high ion temperatures in Saturn’s magnetosphere, we have presented
in this thesis a new ansatz to solve this problem. We hope that our observations,
together with our new forward modeling technique, will help to shed light on
the complex and turbulent plasma dynamics in Saturn’s magnetosphere.
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APPENDIX A
Cassini: Mission and Instruments
The spacecraft Cassini was launched on the 15th of October, 1997, together with
the Probe Huygens, which was deployed on 14th of January, 2004, during the
third ﬂyby of Saturn’s moon Titan to analyze its atmosphere. A very detailed
description of the mission and its instruments can be found in Russell (2003,
2004a,b). Figure A.1 shows a schematical drawing of the Cassini spacecraft and
highlights its instruments. A complete list of the instruments onboard Cassini
can be found in Table A.1.
After the launch of the spacecraft, a cruise phase of almost seven years fol-
lowed, in which Cassini made swing-by’s at Venus and Jupiter for gravitational
assists. It entered Saturn’s orbit (SOI) in July of 2004. The trajectory of the
spacecraft is shown schematically in Figure A.2. Due to small changes in the
beginning of the mission, the second to fourth orbits or revolutions are named
Rev A, Rev B, Rev C, respectively, while the concurrent orbits are numbered.
These numbered orbits begin with Rev 3, which is actually the ﬁfth orbit and
had its perigee in February, 2005 (Seal , 2005).
The MAG experiment, which we present in this chapter, consists of a scalar
and vector helium magnetometer (S/VHM) and a three axis ﬂuxgate magne-
tometer (FGM). Both magnetometer systems are mounted on an 11m boom to
minimize noise caused by the spacecraft. The technical characteristics and the
general functionality of the two magnetometers described here are taken from
Dougherty et al. (2004), where the experiment and its scientiﬁc goals are pre-
sented in detail. The data of the magnetometers is publicly available and was
provided by the planetary data system (PDS).
A.1 Helium Magnetometer
The Helium magnetometer, which is mounted at the end of the magnetometer
boom of the Cassini spacecraft, can be operated in a scalar and vector mode.
The magnetic ﬁeld strength is indirectly measured by a photo detector, which
measures the light intensity behind a helium absorption cell. The instrument is
shown in Figure A.3. Due to the presence of an ambient background magnetic
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Figure A.1: Drawing of the spacecraft Cassini and its instruments (Seal,
2005).
ﬁeld, the degenerate energy levels of the helium atoms are slit up, which is called
the Zeeman eﬀect. With circularly polarized radiation of 1083nm it is possible
to optically pump the helium, which is energized into a 2S1 metastable state
by radio frequency discharges. In a suﬃciently pumped state, absorption of the
circularly polarized light reaches a minimum.
The split up of the energy levels by the Zeeman eﬀect is proportional to
the background magnetic ﬁeld strength. Using a frequency-modulated high-
frequency sweep ﬁeld, a transition between neighboring Zeeman levels can be
induced. This happens at the Larmor frequency. The induced transition changes
the spin of the electron and ﬁlls up the energy level that was emptied by optical
pumping. Hence, the circularly polarized radiation of 1083nm can be absorbed
again and the resonance is measured by a decrease of light intensity behind
the helium absorption cell. As the Larmor frequency is proportional to the
background magnetic ﬁeld, this method allows for the measurement of the mag-
netic ﬁeld strength. The magnetic ﬁeld strength can be measured in a range
of 256 − 16384nT with very high precision. This allows highly accurate mea-
surements very close to Saturn, which is important to characterize the internal
magnetic ﬁeld.
In the vector mode, it is possible to extract the vectorial magnetic ﬁeld. The
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A.1 Helium Magnetometer
Instrument Acronym PI
Cassini Plasma Spectrometer CAPS Young
Cosmic Dust Analyzer CDA Srama
Composite Infrared Spectrometer CIRS Flasar
Ion and Neutral Mass Spectrometer INMS Waite
Imaging Science Subsystem ISS Porco
Magnetometer MAG Dougherty
Magnetospheric Imaging Instrument MIMI Krimigis
Cassini Radar RADAR Elachi
Radio and Plasma Wave Science RPWS Gurnett
Radio Science Subsystem RSS French
Ultraviolet Imaging Spectrograph UVIS Esposito
Visible and Infrared Mapping Spectrometer VIMS Brown
Table A.1: List of Instruments onboard the Cassini Orbiter, their
Acronyms and respective Principal Investigators (PI) (Seal, 2005)
SHM VHM FGM
Sampling Rate 1Hz 2Hz 32Hz
Dynamic Range, 256−16384nT, 39pT ±32nT, 3.9pT ±40nT, 4.9pT
Resolution ±256nT, 31.2pT ±400nT, 48.8pT
±10000nT, 1.2nT
±44000nT, 5.4nT
Table A.2: Technical properties of the instruments of the MAG experi-
ment (Dougherty et al., 2004).
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Figure A.2: Trajectory of the Cassini-Huygens Mission from its launch
in October, 1997, until Saturn Orbit Insertion (SOI) in July, 2004 (Seal,
2005).
magnetic ﬁeld direction inﬂuences the eﬀectivity of the optical pumping by a
factor cos2 θ, where θ is the angle between optical axis and background magnetic
ﬁeld. A set of three Helmholtz coils mounted around the absorption cell rotates
a low frequency sweep ﬁeld, which allows the detection of the single vector
components of the magnetic ﬁeld strength. The vector helium magnetometers
can be operated in two diﬀerent ranges as shown in Table A.2.
A.2 Fluxgate Magnetometer
The ﬂuxgate magnetometer (FGM), shown in Figure A.4, is mounted halfway
along the magnetometer boom. It consists of three high-permeability ring cores,
which are winded by drive coils. Sense coils surround these cores and the drive
coils. The three cores are mounted orthogonally on a ceramic platform. The
drive coils are fed with an alternating current of 15.625 kHz and drive the cores
into saturation. In the absence of an background magnetic ﬁeld, the induced
magnetic ﬁelds cancel out and there is no current induced in the sense coil.
However, if a background magnetic ﬁeld is present, the induced ﬁelds are asym-
metric, which in turn induces a second harmonic of the drive frequency in the
sense coil. This signal is proportional to the background magnetic ﬁeld.
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A.2 Fluxgate Magnetometer
Figure A.3: Picture of the scalar/vector helium magnetometer (bottom)
and its electronics (top) (Dougherty et al., 2004).
The ﬂuxgate magnetometer allows for the best sampling of the presented
magnetometers. It can reach sampling rates of up to 32Hz. However, usually a
lower sampling rate of ∼10Hz is used, because the bandwidth to transmit data
from Cassini to Earth is limited. The advantage of having a second system of
magnetometers onboard Cassini is that the precision of the absolute measure-
ment of the magnetic ﬁeld can be enhanced. This is achieved through calibration
of the FGM to the scalar helium magnetometer measurements. The noise of the
FGM is given as 5pT/
√
Hz at 1Hz and goes as f−1 in the respective power
spectra (Russell , 1972). Dependent on the strength of the background magnetic
ﬁeld, the FGM works in diﬀerent ranges with speciﬁc resolution given in Table
A.2.
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Figure A.4: Picture of the fluxgate magnetometer (top) and its electron-
ics (bottom) (Dougherty et al., 2004).
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APPENDIX B
Probability Density Functions of Mea-
sured Parameters
Any random variable x can be characterized by its probability density function
(PDF). This function gives the probability p that the random variable x takes
on a certain value xi. Hence, the integral∫
dx p(x) = 1 (B.1)
is normalized because the probability that x takes an arbitrary value is 100%.
If the PDF is given, one can calculate the statistical moments of the variable x.
The ﬁrst statistical moment
〈x〉 =
∫
dxx p(x) (B.2)
is the average value of the random variable. However, the mean value alone is
not very meaningful. We also want to know about the spread of the random
variable around the mean, i.e., the error of the mean. The general equation for
statistical moments of order n is
〈xn〉 =
∫
dxxnp(x) . (B.3)
For a centered variable x = x′ − 〈x′〉, Equation (B.3) gives the variance of the
mean, σ2 =
〈
x2
〉
, for n = 2. The standard deviation σ, which is often used as an
error estimate, is simply the square root of the variance. The statistical moments
can be calculated for any order n and for a strictly stationary process, all of these
moments must be time independent. We speak of a quasi-stationary process if
the ﬁrst two orders, mean and variance, are time independent. However, not all
of the higher order moments are easily interpreted in a physical sense. In this
153
Probability Density Functions of Measured Parameters
thesis, we deal with the normalized third order moment, i.e., the skewness
S =
〈
x3
〉
〈x2〉3/2
, (B.4)
which describes the asymmetry of the PDF with regards to the mean value, and
the ﬂatness
F =
〈
x4
〉
〈x2〉2 , (B.5)
which is the normalized fourth order moment describing the tails of the PDF.
For a Gaussian or normal distribution with PDF
p(x) = e−
(x−µ)2
2σ2 , (B.6)
the mean µ and variance σ2 give the center and the width of the function.
Further, it can be shown that for a Gaussian distribution the skewness vanishes,
S = 0, because the function is symmetric around the mean, and the ﬂatness
F = 3. Sometimes, the ﬂatness is also called kurtosis or the excess kurtosis,
K = F − 3, is used instead of the ﬂatness. In case of a normal distribution we
can use the following estimators for the mean µ and the variance σ2:
µ =
1
N
N∑
i=1
xi σ
2 =
1
N − 1
N∑
i=1
(xi − µ)2 . (B.7)
However, if the random variable is not normal distributed the such estimated
mean value and variance might give misleading results. Here, a large skewness
will mostly aﬀect the estimate of the mean while the ﬂatness leads to a wrong
variance estimation. It is therefore strongly advised to check the PDF of the
variable before using Equation (B.7).
A good approach is to compute the approximate PDF from the variable in
form of a histogram. Figure B.1 (left) shows such histograms for the root mean
square (RMS), δB, of magnetic ﬂuctuations obtained in Saturn’s magnetosphere
from 10min time series. The dotted line shows the Gaussian PDF, the blue line
the distribution of the RMS and the black line the distribution of the logarithm of
the RMS. We ﬁtted a Gaussian to each distribution to compute their respective
mean values and variances. Thus, we plot the normalized variables (x−µ)/σ so
that the distributions can be compared to each other. From Figure B.1 (left), it
can be seen that both distributions are non-Gaussian. However, comparing the
values for skewness and ﬂatness, we ﬁnd that the logarithmic variable RMSlog
is much closer to a Gaussian than the variable RMS as shown in Table B.1.
This shows that we can characterize the statistics of the random variable much
better if we use Equation (B.7) with the logarithmically scaled variable, RMSlog,
instead of the unscaled variable RMS.
Another way to visually inspect the PDF of the data is shown in Figure B.1
(right). These are so-called quantile-quantile plots (qq-plots) of the unscaled
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Figure B.1: Left: Probability density functions of root mean square
(RMS) of 10min time series (blue line), the logarithm of the RMS (black
line), and a Gaussian distribution (dotted line). Right: Quantile-quantile
plots of the RMS (top) and the logarithm of the RMS (bottom) to visual-
ize the difference to a normal distribution. A Gaussian distribution would
result in a straight line depicted by the dash-dotted red line.
RMS RMSlog Gaussian
Skewness 2.3 0.5 0
Kurtosis 11.9 3.0 3
Table B.1: Skewness and flatness for variable RMS and logarithmic vari-
able RMSlog as compared to values for a normal distribution.
variable RMS (top) and the logarithmic variable RMSlog (bottom). To construct
such a plot, the samples x1, x2, . . . , xn of the random process are sorted by
ascending value and then plotted next to each other at locations [1, 2, . . . , n].
With the x-axis scaled such that the spacings between two successive points is
inversely related to a Gaussian, any normal distribution results in a straight line
as depicted by the red line in Figure B.1 (right). Clearly, the visual inspection
of the qq-plots leads to the same result as the values in Table B.1 indicate.
For the data obtained in Saturn’s magnetosphere, we ﬁnd that the spectral
power at a certain normalized wavenumber, E(k⊥ρ), is also nearly log-normal
distributed. The same holds for the derived heating rates qL and qS or the
magnetic ﬁeld pressure at a ﬁxed distance r to Saturn PB(r) = B(r)2/(2µ0). In
general, the ﬂatness of the measured variables is slightly increased with respect
to a normal distribution so that the error estimates, i.e., standard deviations, can
be seen as conservative estimations. Therefore, we use geometrical averaging,
i.e., computation of the mean and variance from logarithmically scaled variables,
for these parameters in this thesis.
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APPENDIX C
Numerical Evaluation of Power Spec-
tral Density
In Chapter 4, we present and apply a numerical model to evaluate power spectral
densities in frequency space, P (f), from a given distribution of energy in k-space.
Here, we explain in detail the numerical scheme that we use for the calculation:
Let us assume that we have an analytical expression E(k), which deﬁnes the
energy E for a wave vector k. The wave vector is given in a coordinate system
with the z-axis parallel to the background magnetic ﬁeld B0, the x-axis in the
plane spanned by the direction of the bulk plasma velocity v and B0, and the y-
axis completing the right handed system. In case of critical balance, the energy
distribution might, e.g., be given by Equations (4.27), (4.35), and (4.36):
EMHD(k⊥, kz) =
(
B20
L1/3
)
k
−10/3
⊥ exp
(
−L1/3 |kz|
k
2/3
⊥
)
(C.1)
EKAW(k⊥, kz) =
(
B20
L1/3ρ
1/3
i
)
k
−11/3
⊥ exp
(
−L1/3ρ1/3i
|kz |
k
1/3
⊥
)
(C.2)
EED(k⊥, kz) =
(
B20
L1/3ρ
1/3
i
)
k
−11/3
⊥ exp
(
−L1/3ρ1/3i ρ1/3e |kz |
)
. (C.3)
These equations are already normalized so that EMHD = EKAW at k⊥ρi = 1
and EKAW = EED at k⊥ρe = 1, where ρi is the gyro radius of the ions under
consideration (e.g. water group ions at Saturn) and ρe is the gyro radius of
electrons.
The basic assumption for the applicability of the numerical evaluation is the
validity of Taylor’s frozen-in theorem, so that we can calculate the power spectral
density in frequency space as
Pii(f) =
1
v
∫ ∞
−∞
d3k′ Sii(k
′) δ
(
2πf
v
−k′x
)
. (C.4)
157
Numerical Evaluation of Power Spectral Density
Here, we use a primed coordinate system, where k′x is parallel to the bulk plasma
velocity v. With respect to the familiar ﬁeld-aligned coordinate system, in which
ez‖B0, ey perpendicular to both background magnetic ﬁeld B0 and bulk plasma
velocity v, and ex = ey × ez, the primed system is rotated about the y-axis by
the angle θ and its components are given by
k′x = kx sin(θ) + kz cos(θ) (C.5)
k′y = ky (C.6)
k′z = −kx cos(θ) + kz sin(θ) . (C.7)
Sii is the spectral tensor with diagonal components
Sxx(k) =
(
1− k
2
x
k2⊥
)
T +
k2xk
2
z
k2⊥k
2
P (C.8)
Syy(k) =
(
1− k
2
y
k2⊥
)
T +
k2yk
2
z
k2⊥k
2
P (C.9)
Szz(k) =
k2⊥
k2
P . (C.10)
The scalar functions T and P describe the toroidal and poloidal ﬂuctuations,
respectively. Here, we assume that
T = E and P = γE , (C.11)
where γ = P‖/P⊥ is the power anisotropy of the PSD. Inserting Equations
(C.8)-(C.10) and (C.11) in Equation (C.4) we get
Pxx(f) =
1
v
∫ ∞
−∞
dk′ydk
′
z
[(
1− k
2
x
k2⊥
)
EMHD +
k2xk
2
z
k2⊥k
2
γEMHD
]
k′x=
2pif
v
(C.12)
Pyy(f) =
1
v
∫ ∞
−∞
dk′ydk
′
z
[(
1− k
2
y
k2⊥
)
EMHD +
k2yk
2
z
k2⊥k
2
γEMHD
]
k′x=
2pif
v
(C.13)
Pzz(f) =
1
v
∫ ∞
−∞
dk′ydk
′
z
k2⊥
k2
γEMHD|k′x= 2pifv . (C.14)
For the sake of brevity, we used the unprimed coordinates in Equations (C.12)-
(C.14). To include the empirical damping term according to Equation (4.50)
(Alexandrova et al., 2012), Equations (C.12)-(C.14) are simply multipled with
exp(−k⊥ρe). To numerically integrate these equations for the computation of
power at a given frequency f , we now deﬁne a two dimensional grid in the
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y′ − z′-plane. This grid should be logarithmically spaced so that we deﬁne
k′x =
2πf
v
(C.15)
k′y,i = 10
kmin+(i−1)·
kmax−kmin
N (C.16)
k′z,j =
{
−k′y,N+1−j forj ≤ N
k′y,j−N forj > N
, (C.17)
where i ∈ {1 . . . N}, j ∈ {−N . . .−1, 1 . . . N} and kmin and kmax determine the
logarithmical boundaries of the integration. The unprimed coordinates may thus
be written as
kx,j = k
′
x sin(θ)− k′z,j cos(θ) (C.18)
ky,i = k
′
y,i (C.19)
kz,j = k
′
x cos(θ) + k
′
z,j cos(θ) . (C.20)
The integration is subsequently computed as a simple (left) Riemann summation
using dk′l = ∆k
′
l,n = k
′
l,n − k′l,n−1, so that we may write
Pxx(f) =
B20
vL1/3
N−1∑
i=1
N−1∑
j=−N
∆k′y,i∆k
′
z,j (C.21)
·
[
k′2y[
(k′x sin(θ)−k′z cos(θ))2+k′2y
]2 + γ k′2x (k∗x cos(θ)+k′z sin(θ))2(
(k′x sin(θ)−k′z cos(θ))2+k′2y
)2
k′2
]
· exp (− [(k′x sin(θ)−k′z cos(θ))2+k′2y ] ρe)


E′MHD if k⊥ < ρ
−1
i ∧ k⊥ > L−1
E′KAW if ρ
−1
i < k⊥ < ρ
−1
e
E′ED if k⊥ > ρ
−1
e
Pyy(f) =
B20
vL1/3
N−1∑
i=1
N−1∑
j=−N
∆k′y,i∆k
′
z,j (C.22)
·
[
k′2x[
(k′x sin(θ)−k′z cos(θ))2+k′2y
]2 + γ k′2y (k∗x cos(θ)+k′z sin(θ))2[
(k′x sin(θ)−k′z cos(θ))2+k′2y
]2
k′2
]
· exp (− [(k′x sin(θ)−k′z cos(θ))2+k′2y ] ρe)


E′MHD if k⊥ < ρ
−1
i ∧ k⊥ > L−1
E′KAW if ρ
−1
i < k⊥ < ρ
−1
e
E′ED if k⊥ > ρ
−1
e
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and
Pzz(f) =
B20
vL1/3
N−1∑
i=1
N−1∑
j=−N
∆k′y,i∆k
′
z,j · γ
[
(k′x sin(θ)−k′z cos(θ))2+k′2y
]
k′2
(C.23)
· exp (− [(k′x sin(θ)−k′z cos(θ))2+k′2y ] ρe)


E′MHD if k⊥ < ρ
−1
i ∧ k⊥ > L−1
E′KAW if ρ
−1
i < k⊥ < ρ
−1
e
E′ED if k⊥ > ρ
−1
e
where
E′MHD =
[
(k′x sin(θ)−k′z cos(θ))2+k′2y
]−5/3
· exp
(
−L1/3 |k
′
x cos(θ)+k
′
z sin(θ)|(
(k′x sin(θ)−k′z cos(θ))2+k′2y
)1/3
)
(C.24)
E′KAW = ρ
−1/3
i
[
(k′x sin(θ)−k′z cos(θ))2+k′2y
]−11/6
· exp
(
−L1/3ρ1/3i
|k′x cos(θ)+k′z sin(θ)|(
(k′x sin(θ)−k′z cos(θ))2+k′2y
)1/6
)
(C.25)
E′ED = ρ
−1/3
i
[
(k′x sin(θ)−k′z cos(θ))2+k′2y
]−11/6
· exp
(
−L1/3ρ1/3i ρ1/3e · |k′x cos(θ)+k′z sin(θ)|
)
(C.26)
are the energy distributions in the rotated frame.
The results of this integration were veriﬁed by computation of the integral
using the Simpson rule, which yielded only negligible higher accuracy but needed
much more CPU time. To calculate a PSD in the solar wind from 10−3Hz up
to 1Hz Equations (C.21)-(C.23) are evaluated for each frequency fi. As suitable
parameters we use kmin = −10, kmax = −1 and N = 1000 to get a smooth
spectral shape. For plasmas with outer scales L, velocities v, and gyro radii ρ
on diﬀerent orders of magnitudes than those found in the solar wind, the values
of these parameters will diﬀer accordingly. The higher the resolution N , the
more accurate is the numerical integration. Artefacts are usually observed as
oscillations in the highest resolved frequencies.
For the sake of completeness we also provide the Matlab code, which was
used to numerically calculate the reduced spectra. Here, the user has the choice
between diﬀerent functions to describe the critically balanced cascade. Besides
the exponential function used in the derivation in this section, the user may
choose a Gaussian distribution around the critical balance or a Heviside func-
tion that cuts all parallel wave vectors larger than those given by the critical
balance. All these functions lead to the same scaling as is shown in Figure C.1.
Here, we show the resulting PSD for ﬁeld-to-ﬂow angles θ = [0◦, 1◦, 5◦, 20◦, 90◦]
based on an exponential function (solid lines), a Gaussian (dot-dashed lines),
and a Heaviside function (dashed lines). Besides a visible diﬀerence between the
spectra for θ = 0◦ and θ = 1◦], all spectra have a similar scaling and show the
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Figure C.1: Comparison of spectra controlled by different functions con-
taining the critical balance for several field-to-flow angles θ. Solid lines
show the results for an exponential function, dot-dashed lines the results
for a Gaussian and dashed lines the results for a Heaviside function.
same characteristics discussed for the case of the exponential function.
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1 %% Numerically integrates P_i(f,\theta)=\int dk^3 E_i(k) ...
\∆(2\pi f - k*v) for given kx(=2pi f/v, kx is in rotated ...
frame with kx||v) and \theta under assumption of Taylor's ...
hypothesis. Model of P_i(k) is critically balanced with ...
k_para¬L^(1/3)k_perp^(2/3) in inertial range and ...
k_\para¬L^(1/3)\rho^(1/3)k_\perp^(1/3) in kinetic range. ...
This code is introduced and discussed in detail in: von ...
Papen, 2014, PhD thesis, Cologne, Germany. More info on the ...
topic can be found in Cho et al., 2002 (ApJ), Forman et ...
al., 2011 (ApJ), or Wicks et al., 2012 (ApJ)
2 %%
3 %%
4 %% Input:
5 %% f Frequncy in Hz
6 %% theta Field-to-flow angle in degrees
7 %% n Number of nodes in one dimension
8 %% fun function to evaluate ( 1=exp, 2=expdamp, ... )
9 %% L Outer scale in m
10 %% rho Gyro radius (or else) in m
11 %% v Plasma bulk velocity in m/s
12 %% va Alfven velocity in m/s
13 %% B Magnetic field strength in nT
14 %% bounds Boundary in log10 for integration ( bounds = ...
[kmin kmax] )
15 %% ratioTP Ratio between toroidal T and poloidal P ...
fluctuations
16 %% rhoe Electron gyro radius (or else)
17 %% si_in Spectral index in [MHD kinetic] range
18 %% cb_in Critical balance exponent in [MHD kinetic] range
19 %%
20 %% Output:
21 %% P PSD in nT^2/Hz
22 %%
23 %% Author: Michael von Papen
24 %% Date: 04.08.2014
25 %%
26 %% Notice: Please acknowledge the use of this code in any ...
publications:
27 %% Reference: von Papen, M., 2014: Turbulence in Saturn's ...
Magnetosphere and Forward Modeling of Reduced Spectra from ...
Three-Dimensional Wave Vector Space, PhD thesis, Cologne
28 %%
29 %% I would be pleased to receive a copy of such publications ...
under:
30 %% Michael von Papen
31 %% Institute of Geophysics
32 %% Pohligstr. 3
33 %% 50969 Cologne, Germany
34 %% E-mail: vonpapen@geo.uni-koeln.de
35 %% -----------------------------------------------
36
37 function [ P ] = cbspec ( f, theta, n, fun, L, rho, v, va, B, ...
bounds, ratioTP, rhoe, si_in, cb_in)
38
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39
40 %% Check Input
41 if nargin<14; cb_in=[2/3 1/3]; end
42 if nargin<13; si_in=[-10/3 -11/3]; end
43 if nargin<11; ratioTP=0; end
44 if nargin<10; bounds=[-10 -2]; end
45 if nargin<9; B=1; end
46 if nargin<8; va=60e3; end
47 if nargin<7; v=600e3; end
48 if nargin<6; rho=1e5; end
49 if nargin<5; L0=1e10; end
50 if nargin<4; fun=1; end
51 if nargin<3; n=500; end
52 if nargin<2; theta=[0 90]; end
53 if nargin<12; rhoe=rho/42.85; end
54
55
56 %% Wave vector in rotated coordinate system
57 kix=2*pi*f/v;
58
59 %% Basic Parameter
60 si=si_in(1); %-10/3->k^{-5/3}
61 si2=si_in(2); %-11/3->k^{-7/3}
62 cb=cb_in(1); % 2/3->alfven
63 cb2=cb_in(2); %1/3->KAW
64
65
66 %% K-space gridpoints
67 % Set boundaries a little bit wider than kmin,kmax for ...
numerical reasons.
68 % Later everything outside [kmin,kmax] will be disregarded
69 kmin=bounds(1);
70 kmax=bounds(2);
71
72
73 ky=10.^[kmin+(0:n-1)*(kmax-kmin)/(n)];
74 dky=[ky(2:end) 2*10^kmax]-ky;
75 %nz log verteilt auf pos UND neg Achse
76 kiz=repmat([-ky(end:-1:1) ky],n,1);
77 dkiz=repmat([dky(end:-1:1) dky],n,1);
78 ky=ky(ones(1,2*n),:)'; % ≤> ky=repmat(ky',1,2*n);
79 dky=dky(ones(1,2*n),:)';
80
81 %% Ion-cyclotron frequency (wic) cut-off. All k_para ¬ ...
w_ic/V_A are subject to ion-cyclotron damping. Thus, ...
parallel scales cannot reach k_para >> w_ic/V_A
82 wic=1.6e-19*B/1.67e-27; %wic for protons
83
84 %% Set output variable
85 if ratioTP 6=0
86 if isopol==1
87 P=zeros(6,length(kix),length(theta));
88 else
89 P=zeros(4,length(kix),length(theta));
90 end
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91 else
92 P=zeros(length(kix),length(theta));
93 end
94
95 %% Begin with loop over theta
96 for k=1:length(theta)
97
98
99 %% Begin loop over frequency
100 for i=1:length(kix)
101
102 %% Calculate PSD at z
103 if theta(k)==0
104 kx=kix(i)*sind(theta(k))-kiz.*cosd(theta(k)); %=kx in ...
unrotated system
105 %ky=kiy in unrotated system
106 kz=kix(i)*cosd(theta(k))+kiz.*sind(theta(k)); %=kz in ...
unrotated system
107 else
108 kx=kix(i)*sind(theta(k)) - kiz.*cosd(theta(k)) + ...
kix(i).*cosd(theta(k))^2/sind(theta(k)); %=kx in ...
unrotated system with kiz=0 on x-axis
109 %ky=kiy in unrotated system
110 kz=kiz.*sind(theta(k)); %=kz in unrotated system with ...
kiz=0 on x-axis
111 end
112
113 kern=zeros(n,2*n);
114
115 kp2=ky.^2+kx.^2; % k_perp^2
116 kabs2=kp2+kz.^2; % |k|
117
118 %% Equations written in unprimed coordinates for the sake ...
of brevity, but integration is done over primed ...
variables, which is why dkiy and dkiz is used.
119
120 %% Single components Alfven cascade
121 i1=find(kp2 ≤ 1/rho^2 & kp2 > 1/L^2 & kabs2 ≤ ...
10^(2*kmax)); % take out '& kp2 > 1/L^2' when checking ...
for fmax
122 switch fun
123 case 1 %'exp'
124 kern( i1 ) = kp2(i1).^(si/2) .* exp(-L^(1-cb) .* abs( ...
kz(i1) ) ./ kp2(i1).^(cb/2) ) .* dky(i1).*dkiz(i1);
125 case 2 %'expdamp' for Ti=Te => rho_e = sqrt(me/mi) * rho_i
126 kern( i1 ) = kp2(i1).^(si/2) .* exp( - L^(1-cb) .* abs( ...
kz(i1) ./ kp2(i1).^(cb/2) ) - sqrt( kp2(i1) ) * rhoe ...
- abs(kz(i1)) * va / wic ) .* dky(i1) .* dkiz(i1);
127 case 3 %'gauss'
128 kern( i1 ) = kp2(i1).^(si/2) .* exp( - (L^(1-cb) * abs( ...
kz(i1) ) ./ kp2(i1).^(cb/2) - 1 ).^2 ) .* dky(i1) .* ...
dkiz(i1) / sqrt(pi);
129 case 4 %'gaussdamp'
130 kern( i1 ) = kp2(i1).^(si/2) .* exp( - ( L^(1-cb) * ...
abs(kz(i1)) ./ kp2(i1).^(cb/2) - 1 ).^2 - ...
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sqrt(kp2(i1)) * rhoe - abs(kz(i1)) * va / wic ) .* ...
dky(i1) .* dkiz(i1) / sqrt(pi);
131 case 5 %'heavi'
132 i2 = find( L^(1-cb) * abs(kz(i1) ./ kp2(i1).^(cb/2) ) ≤ ...
1 );
133 kern( i1(i2) ) = kp2(i1(i2)).^(si/2) .* dky(i1(i2)) .* ...
dkiz(i1(i2));
134 end
135
136
137 %% Single components KAW cascade
138 i1=find(kp2 > 1/rho^2 & kp2 > 1/L^2 & kabs2 ≤ 10^(2*kmax) ...
& kp2 ≤ 1/rhoe^2);
139 switch fun
140 case 1 %'exp'
141 kern( i1 ) = rho^(si2-si) .* kp2(i1).^(si2/2) .* exp( ...
-L^(1-cb) * rho^(cb-cb2) * abs(kz(i1)) ./ ...
kp2(i1).^(cb2/2) ) .* dky(i1) .* dkiz(i1);
142 case 2 %'expdamp' for Ti=Te => rho_e=sqrt(me/mi)*rho_i
143 kern( i1 ) = rho^(si2-si) .* kp2(i1).^(si2/2) .* exp( ...
-L^(1-cb) * rho^(cb-cb2) * abs(kz(i1)) ./ ...
kp2(i1).^(cb2/2) - sqrt(kp2(i1)) * rhoe - abs(kz(i1)) ...
* va / wic ) .* dky(i1) .* dkiz(i1);
144 case 3 %'gauss'
145 kern( i1 ) = rho^(si2-si) .* kp2(i1).^(si2/2) .* exp( ...
-(L^(1-cb) * rho^(cb-cb2) * abs(kz(i1)) ./ ...
kp2(i1).^(cb2/2) - 1 ).^2 ) .* dky(i1) .* dkiz(i1) / ...
sqrt(pi);
146 case 4 %'gaussdamp'
147 kern( i1 ) = rho^(si2-si) .* kp2(i1).^(si2/2) .* exp( ...
-(L^(1-cb) * rho^(cb-cb2) * abs(kz(i1)) ./ ...
kp2(i1).^(cb2/2) - 1 ).^2 - sqrt(kp2(i1)) * rhoe - ...
abs(kz(i1)) * va / wic ) .* dky(i1) .* dkiz(i1) / ...
sqrt(pi);
148 case 5 %'heavi'
149 i2 = find( L^(1-cb) * rho^(cb-cb2) * abs(kz(i1)) ./ ...
kp2(i1).^(cb2/2) ≤ 1 );
150 kern( i1(i2) ) = rho^(si2-si) .* kp2(i1(i2)).^(si2/2) .* ...
dky(i1(i2)) .* dkiz(i1(i2));
151 end
152
153 %% Single components of cascade at electron scales
154 i1=find(kp2 > 1/rhoe^2 & kabs2 ≤ 10^(2*kmax));
155 switch fun
156 case 1 %'exp'
157 kern( i1 ) = rho^(si2-si) .* kp2(i1).^(si2/2) .* exp( ...
-L^(1-cb) * rho^(cb-cb2) * abs(kz(i1)) * rhoe^cb2 ) ...
.* dky(i1) .* dkiz(i1);
158 case 2 %'expdamp' for Ti=Te => rho_e=sqrt(me/mi)*rho_i
159 kern( i1 ) = rho^(si2-si) .* kp2(i1).^(si2/2) .* exp( ...
-L^(1-cb) * rho^(cb-cb2) * abs(kz(i1)) * rhoe^cb2 - ...
sqrt(kp2(i1)) * rhoe - abs(kz(i1)) * va / wic) .* ...
dky(i1) .* dkiz(i1);
160 case 3 %'gauss'
161 kern( i1 ) = rho^(si2-si) .* kp2(i1).^(si2/2) .* exp( ...
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-(L^(1-cb) * rho^(cb-cb2) * abs(kz(i1)) * rhoe^cb2 - ...
1 ).^2 ) .* dky(i1) .* dkiz(i1) / sqrt(pi);
162 case 4 %'gaussdamp'
163 kern( i1 ) = rho^(si2-si) .* kp2(i1).^(si2/2) .* exp( ...
-(L^(1-cb) * rho^(cb-cb2) * abs(kz(i1)) * rhoe^cb2 - ...
1 ).^2 - sqrt(kp2(i1)) * rhoe - abs(kz(i1)) * va / ...
wic ) .* dky(i1) .* dkiz(i1) / sqrt(pi);
164 case 5 %'heavi'
165 i2 = find( L^(1-cb) * rho^(cb-cb2) * abs(kz(i1)) * ...
rhoe^cb2 ≤ 1 );
166 kern( i1(i2) ) = rho^(si2-si) .* kp2(i1(i2)).^(si2/2) .* ...
dky(i1(i2)) .* dkiz(i1(i2));
167 end
168
169
170 %% Full version with Toroidal and Poloidal parts
171 % Sum up to get power for one ky value
172 if ratioTP 6= 0
173 Tor = ratioTP / (1+ratioTP) * kern ./ kp2;
174
175 %% Add Spectra to PSD
176 P(1,i,k)=sum(sum( ky.^2.*Tor + (kx.*kz).^2 ./ kp2 .* Pol ));
177 P(2,i,k)=sum(sum( kx.^2.*Tor + (ky.*kz).^2 ./ kp2 .* Pol ));
178 P(3,i,k)=sum(sum( kp2 .* Pol ));
179 P(4,i,k)=sum(P(1:3,i,k));
180 else
181 P(i,k)=sum(sum(2*kern));
182 end
183 end
184 end
185
186 %% Multiply with B^2/v/L^(1-cb_in(1)) for PSD in nT^2/Hz
187 P=B^2/v/L^(1-cb_in(1)).*P;
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