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ABSTRACT
A new portmanteau test statistic is proposed for detecting nonlinearity in time series data.
In this paper, we elaborate on the Toeplitz autocorrelation matrix to the autocorrelation and
cross-correlation of residuals and squared residuals block matrix. We derive a new portmanteau
test statistic using the log of the determinant of the mth autocorrelations and cross-correlations
block matrix. The asymptotic distribution of the proposed test statistic is derived as a linear
combination of chi-squared distributions and can be approximated by a gamma distribution.
This test is applied to identify the linearity and nonlinearity dependency of some stationary time
series models. It is shown that the convergence of the new test to its asymptotic distribution is
reasonable with higher power than other tests in many situations. We demonstrate the efficiency
of the proposed test by investigating linear and nonlinear effects in Vodafone Qatar and Nikkei-
300 daily returns.
Key Words: armamodels; Autocorrelation; Cross-correlation; garchmodels, Nonlinearity de-
pendency; Toeplitz autocorrelation matrix.
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1 Introduction
The arma (p, q) model for n observations z1, z2, · · · , zn of a stationary mean µ time series can
be written
φp(B)(zt − µ) = θq(B)t, (1)
where
φp(B) = 1− φ1B − φ2B2 − · · · − φpBp,
θp(B) = 1 + θ1B + θ2B
2 + · · ·+ θqBq,
where B is the backshift operator in t. The polynomials φp(B) and θp(B) are assumed to
have all roots outside the unit circle and to have no common roots. The innovations t are
assumed to be independent and identically distributed where E(t) < ∞ and Var(t) = σ2.
Let β = (φ1, φ2, · · · , φp, θ1, θ2, · · · , θq, µ, σ2) denote the true parameter values and let βˆ =
(φˆ1, φˆ2, · · · , φˆp, θˆ1, θˆ2, · · · , θˆq, µˆ, σˆ2) denote the estimated values, so that the residuals ˆi denote
the estimated va;ues of i, i = 1, · · · , 1.
If the model in (1) is correctly identified, then, for all non zero lags time, the residual auto-
correlation function and the squared-residual/absolute-residual autocorrelation function should
show no specific pattern and the correlation coefficient values should be approximately equal to
zero. In addition, the cross-correlation function between the residuals and their squares should
be approximately uncorrelated with zero values. On the other hand, if the model is nonlinear and
the residuals are not independent, then this feature can appear in the autocorrelation function
of the squared (or the absolute) residuals. The case for absolute residuals is beyond the scope of
this article and we focus our attention to the squared-residuals case.
Many nonlinear models have been proposed and could be used for analyzing the nonlinear
time series [Penˇa et al., 2001, Ch. 10]. For example, when the model is linear in mean but
nonlinear in variance, Engle [1982] proposed the Autoregressive Conditional Heteroscedasticity,
arch , that is widely used for analyzing financial time series. This model has been generalized
to the Generalized Autoregressive Conditional Heteroscedasticity, garch , model, introduced by
Bollerslev [1986]. The innovation t in (1) follows a garch (b, a) model if
t = ξtσt, σ
2
t = ω +
b∑
i=1
αi
2
t−i +
a∑
j=1
βjσ
2
t−j, (2)
where ξt is a sequence of iid random variables with a mean value of 0 and variance value of 1,
ω > 0, αi ≥ 0, βj ≥ 0, and
∑max(b,a)
i=1 (αi + βi) < 1. A wide spectrum of garchmodels has been
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proposed to model the dynamic behavior of conditional heteroscedasticity in real time series.
Tsay [2005], Carmona [2014] provided nice reviews of these models.
Many authors have proposed portmanteau tests to check the adequacy of the fitted armamodel
where the innovations have no arch structure. The commonly employed test statistics are those
proposed by Box and Pierce [1970], Ljung and Box [1978], Monti [1994], Penˇa and Rodr´ıguez
[2002, 2006], and Fisher and Gallagher [2012]. Motivated by the fact that the armamodel
in (1) can be transformed to a linear model presented by an infinite moving average form
zt − µ = Ψ(B)t, where Ψ(B) = θq(B)/φp(B) =
∑∞
i=0 ψiB
i, McLeod and Li [1983] proposed
a portmanteau test for detecting nonlinearity (presence of arch ) based on the squared-residuals
autocorrelations. Several authors have proposed improved portmanteau statistics to test for
neglected nonlinearity in time series based on the squared-residuals (or absolute-residuals) au-
tocorrelations of a fitted armamodel (see Li and Mak [1994], Penˇa and Rodr´ıguez [2002, 2006],
Rodr´ıguez and Ruiz [2005], Fisher and Gallagher [2012]). Simulation studies show that these
statistics respond well to archmodels but tend to lack power compared to other types of non-
linear models that do not have the arch effects. One possible reason for the lack of powers
of these tests is due to neglected the cross-correlations between the residuals at different pow-
ers (generalized correlations between ˆit and ˆ
j
t+k, where k is the lag time and i, j are positive
integers).
Lawrance and Lewis [1985, 1987] introduced the idea of using the empirical generalized corre-
lations to inspect the nonlinear dependency in time series models without considering the effects
of the parameter estimation. Under the arma assumptions in (1), Psaradakis and Va´vra [2019]
proposed portmanteau tests based on the generalized correlations and suggested that the test
based on the cross-correlation between the residuals and their squares is more powerful than the
McLeod and Li [1983], which is based on the autocorrelation of the squared-residuals.
This article proposes a new portmanteau test, based on the block matrix of autocorrelations
and cross-correlations of residuals and squared-residuals, and is organized as follows. In Section
(2) we give a brief literature review for some popular portmanteau test statistics that have
been used for detecting linear and nonlinear dependency in time series models. In Section 3, we
propose a new portmanteau test statistic. In Section 4, we derive the test asymptotic distribution
as a linear combination of chi-squared distributions and discuss some of its main properties. We
show that this test can be approximated by a gamma distribution. In Section 5, we conduct a
Monte Carlo study comparing the theoretical quantile with the empirical quantile of this test. A
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simulation study demonstrates that the empirical significance level of the proposed test statistic
is accurately estimated by the percentiles of its asymptomatic distribution and the power of
the test is often higher than the other test statistics. Two Illustrative applications are given in
Section 6 to demonstrate the usefulness of the proposed test for a real world data. We end this
article in Section 7 by discussing some advantages and limitations of the new statistic.
2 Autocorrelations, Cross-Correlations and Portmanteau
Statistics
In this section, we review some well known portmanteau test statistics that have been used to
detect the linearity and nonlinearity dependency in time series models. In this article, we define
ρˆij(k) to be the correlation coefficient at lag time k between ˆ
i
t and ˆ
j
t+k, where we focus our
attention on i, j = 1, 2. Therefore, at lag time k, ρˆ11(k) denotes the autocorrelation coefficient of
the residual, ρˆ22(k) denotes the autocorrelation coefficient of the squared-residual, and ρˆ12(k) (or
ρˆ21(k)) are the cross-correlation between the residual and their squares at positive (or negative)
lag. Thus, ρˆij(k) is given by
ρˆij(k) =
γˆij(k)√
γˆii(0)
√
γˆjj(0)
, k = 0,±1,±2, · · · ,±m (3)
where γˆij(k) = n
−1∑n−k
t=1 fi(ˆt)fj(ˆt+k) for k ≥ 0, γij(k) = γji(−k) for k < 0, is the autocovariance
(cross-covariance), at lag time k, between the residuals to the power i and the residuals to the
power j for i, j = 1, 2, and fr(xt) = x
r
t − n−1
∑n
t=1 x
r
t , for r = 1, 2.
Under the assumption that the time series has been generated from an arma process, Box
and Pierce [1970] proposed to time series literature the portmanteau test in order to check the
adequacy of the fitted model. Their test statistic is given by
QBP = n
m∑
k=1
ρˆ211(k), (4)
where 0 < m < n
2
is the maximum lag considered for significant autocorrelation. They showed
that the asymptotic distribution of the QBP statistic is χ
2
m−p−q. Ljung and Box [1978] improved
QBP by proposing the portmanteau test
Q11 = n(n+ 2)
m∑
k=1
(n− k)−1ρˆ211(k), (5)
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and they showed that this test has the same asymptotic distribution of the QBP but with a
higher power.
If the assumptions in (1) are satisfied, McLeod and Li [1983] proposed a portmanteau test, for
detecting the presence of the arch effects, based on the autocorrelations of the squared-residuals.
Their test statistic is given by
Q22 = n(n+ 2)
m∑
k=1
(n− k)−1ρˆ222(k). (6)
The Q22 statistic is not the same as the Q11 test given by (5) in the sense that the limiting
distribution of Q22 test does not depend on the order of the fitted armamodel. In this regard,
McLeod and Li [1983] showed that the limiting distribution of Q22 can be approximated by a
chi-squared distribution with m degrees of freedom.
Penˇa and Rodr´ıguez [2002] proposed a portmanteau test to check the adequacy of the fitted
armamodel based on the mth root of the determinant of the mth sample residual autocorre-
lations matrix. They extended this statistic to test for nonlinearity by replacing the sample
residual autocorrelations by the squared-residual autocorrelations in the mth autocorrelation
matrix. The two test statistics are, respectively, given by
Dii = n[1− |Rˆii(m)|1/m], (i = 1, 2) (7)
where Rˆ11(m) is the mth residual autocorrelations matrix and Rˆ22(m) is the mth squared-
residual autocorrelations matrix, and both matrices can be seen as a special case (when i = j =
1, 2) of the following mth cross-correlation matrix
Rˆij(m) =

ρˆij(0) ρˆij(1) . . . ρˆij(m)
ρˆij(−1) ρˆij(0) . . . ρˆij(m− 1)
... . . .
...
...
ρˆij(−m) ρˆij(−m+ 1) . . . ρˆij(0)
 , (8)
where ρˆij(k), (i, j = 1, 2) as given by (3). Note that ρˆij(0) = 1 for i = j = 1, 2 but ρˆij(0)
is not necessarily equal to one if i 6= j. The asymptotic distributions of the two statistics
Dii (i = 1, 2) are a linear combination of chi-squared distributions and can be approximated
by gamma distributions. Penˇa and Rodr´ıguez [2002] showed that Dii can be improved if the
autocorrelation coefficients in (8) are replaced with their standardized values
ρ˜ij(k) =
√
n+ 2
n− |k| ρˆij(k), (i = j = 1, 2), k = ±1, · · · ,±m. (9)
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Penˇa and Rodr´ıguez [2002] also showed that the D11 and D22 statistics are more powerful than
the corresponding Q11 and Q22 tests in detecting the linear and nonlinear dependency in several
time series models.
Other authors have proposed portmanteau test statistics based on the log of |R˜ii(m)|, where
|.| denotes the determinant of the matrix, and R˜ii(m) is defined by (8), replacing ρˆij(k) by ρ˜ij(k),
where i = j = 1, 2. Penˇa and Rodr´ıguez [2006] showed that the asymptotic distribution of the
two test statistics
D˜ii = − n
m+ 1
log |R˜ii(m)|, i = 1, 2 (10)
can be approximated by using the Gamma and the Normal distributions and the empirical sig-
nificant levels of D˜ii are better than Dii for i = 1, 2. Penˇa and Rodr´ıguez [2002, 2006] showed
that their tests can be written as a function of the first m partial autocorrelation coefficients,
providing more power compared to the extended version of the test statistic proposed by Monti
[1994]. The Monti [1994] test statistic is built based on the partial autocorrelations of the resid-
uals, pˆi1,k, whereas the extended version of this test is built based on the partial autocorrelations
of the squared-residuals, pˆi2,k, and both are given by
Mii = n(n+ 2)
m∑
k=1
(n− k)−1pˆi2i,k, (i = 1, 2) (11)
where
pˆii,k =
ρˆii(k)− r′(k−1)Rˆ−1ii (k − 1)r?(k−1)
1− r′(k−1)Rˆ−1ii (k − 1)r(k−1)
, k = 1, · · · ,m, (12)
and r(m) = (ρˆii(1), ρˆii(2), · · · , ρˆii(m))′ and r?(k) = (ρˆii(k), ρˆii(k − 1), · · · , ρˆii(1))′.
Under the assumption that the time series has been generated by an arma , the asymptotic
distributions of M11 and M22 can be approximated by χ
2
m−(p+q) and χ
2
m respectively.
Fisher and Gallagher [2012] proposed the following two weighted portmanteau tests based on
the trace of the square of the matrices Rˆ2ii(m), i = 1, 2,
Qwii = n(n+ 2)
m∑
k=1
(m− k + 1)
m
ρˆ2ii(k)
n− k , (i = 1, 2) (13)
and
Mwii = n(n+ 2)
m∑
k=1
(m− k + 1)
m
pˆi2i,k
n− k , (i = 1, 2) (14)
where Qw11, Q
w
22,M
w
11, and M
w
22 can be considered, respectively, as weighted tests of the Ljung-Box
Q11, McLeod-Li Q22, Monti M11, and extended Monti M22 tests. Fisher and Gallagher [2012]
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showed that the asymptotic distributions of Qwii and M
w
ii behave as a linear combination of chi-
squared random variables that can be approximated by gamma distributions. It is worth noting
that the test statistics Mwii are similar in spirit to the Penˇa and Rodr´ıguez [2006] statistics,
D˜ii (i = j = 1, 2), but the simulation study conducted by Fisher and Gallagher [2012] have
suggested that the test statistics Mwii have more powers than D˜ii in many cases.
In addition, Fisher and Gallagher [2012] suggested a weighted test, to check the adequacy of
the fitted arch (b) models, modifying the Li and Mak [1994] statistic, which is given by
Lb = n
m∑
k=1
ρˆ?222(k), (15)
where ρˆ?22(k) is the standardized squared-residual autocorrelation for a fitted garchmodel that
is given by
ρˆ?22(k) =
∑n
t=k+1(ˆ
2
t/σˆt − ¯)(ˆ2t−k/σˆt−k − ¯)∑n
t=1(ˆ
2
t/σˆt − ¯)2
,
where ¯ = n−1
∑
ˆ2t/σˆt and σˆt are the estimated sample conditional variances of the garch (b, a)
model that is given by (2). The modified Li and Mak [1994] weighted test suggested by Fisher
and Gallagher [2012] is given by
Lwb = n
m∑
k=1
m− k + (b+ 1)
m
ρˆ?222(k), (16)
where both of Lb and L
w
b statistics are asymptotically distributed as χ
2
m−(b+a).
Several simulation studies show that the portmanteau statistics, Q22, Q
w
22, D22, D˜22, Lb, and
Lwb , based on the squared-residuals autocorrelations, respond well to archmodels but tend to
lack power compared to other types of nonlinear models that do not have the arch structure.
One possible reason for the lack of power could be the fact that these statistics ignore the
generalized correlation between the residuals to different powers. In this respect, Lawrance and
Lewis [1985, 1987] introduced the idea of testing for nonlinearity in time series models using
the cross-correlation between the residuals and squared residuals. Psaradakis and Va´vra [2019]
used this idea to develop portmanteau tests to detect nonlinearity from stationary linear models,
based on the generalized correlation. Their test statistics, based on the cross-correlation between
the residuals to the power i and the residuals to the power j, where i, j are natural numbers, are
given by
Q˜ij = n
m∑
k=1
ρˆ2ij(k), (17)
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and
Qij = n(n+ 2)
m∑
k=1
(n− k)−1ρˆ2ij(k), (18)
where Q˜ij and Qij (when i, j = 1, 2, i 6= j) can be seen as modified versions of the Box and
Pierce [1970] and McLeod and Li [1983] tests and can be used to identify the cross-correlation
between the residuals and their square. Psaradakis and Va´vra [2019] approximated the cross-
correlation tests by χ2m and suggested that the tests based on the cross-correlations tend to be
more powerful against many types of nonlinearity compared to other statistics based on squared-
residual autocorrelations.
Motivated by the ideas of Lawrance and Lewis [1985, 1987], Psaradakis and Va´vra [2019], and
Penˇa and Rodr´ıguez [2002, 2006], we propose in Section (3) a new test for detecting dependency
in time series.
3 The Proposed Test Statistic
For stationary time series data, we introduce the block matrix of autocorrelations and cross-
correlations of residuals and squared-residual, Rˆ(m),
Rˆ(m) =
 Rˆ11(m) Rˆ12(m)
Rˆ′12(m) Rˆ22(m)

2(m+1)×2(m+1)
(19)
where Rˆij(m) (i, j = 1, 2) is given by (8). Note that Rˆ
′
12(m) = Rˆ21(m) is the matrix of cross-
correlations between residuals and their squares, Rˆ11(m) is the residual autocorrelations Toeplitz
matrix as defined in Penˇa and Rodr´ıguez [2002], and Rˆ22(m) is the matrix of the autocorrelation
coefficients of the squared-residuals. The extended form of the matrix in (19) can be rewritten
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as follows:
Rˆ(m) =

1 ρˆ11(1) . . . ρˆ11(m) ρˆ12(0) ρˆ12(1) . . . ρˆ12(m)
ρˆ11(−1) 1 . . . ρˆ11(m− 1) ρˆ12(−1) ρˆ12(0) . . . ρˆ12(m− 1)
...
...
...
...
... . . .
...
...
ρˆ11(−m) ρˆ11(1−m) . . . 1 ρˆ12(−m) ρˆ12(1−m) . . . ρˆ12(0)
ρˆ21(0) ρˆ21(1) . . . ρˆ21(m) 1 ρˆ22(1) . . . ρˆ22(m)
ρˆ21(−1) ρˆ21(0) . . . ρˆ21(m− 1) ρˆ22(−1) 1 . . . ρˆ22(m− 1)
...
...
...
...
... . . .
...
...
ρˆ21(−m) ρˆ21(1−m) . . . ρˆ21(0) ρˆ22(−m) ρˆ22(1−m) . . . 1

.
(20)
This block matrix is a positive definite matrix and it will be reasonable to derive a new port-
manteau test based on the logarithm of its determinant. Therefore, the proposed portmanteau
test statistic is
Cm = − n
m+ 1
log |Rˆ(m)|, (21)
where | · | denotes the determinant of the matrix.
Under the null hypothesis, H0 : R(m) = I2(m+1), where I2(m+1) is the identity matrix of
dimension 2(m+1), the sample autocorrelations of the residuals/squared residuals and the sample
cross-correlations between the residuals and their squares will not significantly differ from zero.
That is, ρˆij(k) ≈ 0, (i, j = 1, 2) for k = 1, 2, · · · ,m and ρˆij(0) = 1 for i, j = 1, 2. Thus, for
large values of Cm, where |Rˆ(m)| is close to zero, the linearity hypothesis will be rejected and
the fitted model is not adequate due to the existence of autocorrelation and cross-correlations
between residuals and their squares. On the other hand, for small values of Cm, where |Rˆ(m)|
is close to one, we conclude that neither correlations nor cross-correlations in the residuals and
their squares are detected and thus the fitted model is adequate.
Theorem 1. If the assumptions in (1) are held, the asymptotic distribution of Cm can be ap-
proximated by gamma distribution, Γ(α, β), where
α =
3(m+ 1)(2m+ 5− (p+ q))2
8(m+ 2)(2m+ 3) + 6(m+ 1)− 6(m+ 1)(p+ q) ,
and
β =
8(m+ 2)(2m+ 3) + 6(m+ 1)− 6(m+ 1)(p+ q)
3(m+ 1)[2m+ 5− (p+ q)] ,
and the distribution has a mean of αβ = 2m + 5 − (p + q) and a variance of αβ2 = (8/3)(m +
2)(2m+ 3)/(m+ 1) + 2(1− (p+ q)).
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Proof. The proof in details is given in the Appendix.
4 The Asymptotic Distribution of the New Test Statistic
In this section we present some lemmas and theorems that are useful to derive the asymptotic
distribution of the proposed statistic Cm.
The determinant of the block matrix defined in (19) is
|Rˆ(m)| = |Rˆ11(m)| × |Rˆ22(m)− Rˆ′12(m)Rˆ−111 (m)Rˆ12(m)|.
Take the natural logarithm of the determinant and note that log(|A|) = tr (log(A)), where tr (.)
denotes the trace of a matrix, to get
log |Rˆ(m)| = log |Rˆ11(m)|+ tr (log(Rˆ22(m)
− Rˆ′12(m)Rˆ−111 (m)Rˆ12(m))).
(22)
Use Taylor expansion of log(Rˆ22(m)− Rˆ′12(m)Rˆ−111 (m)Rˆ12(m)), and note that
− tr (Rˆ22(m)) < tr (Rˆ′12(m)Rˆ−111 (m)Rˆ12(m)) < tr (Rˆ22(m)),
to get
log |Rˆ(m)| = log |Rˆ11(m)|+ log |Rˆ22(m)|−
tr (Rˆ′12(m)Rˆ
−1
11 (m)Rˆ12(m)) +Op(1/n).
(23)
Recall the fact tr (Z ′BZC) = ( vecZ)′(C ′ ⊗B) vecZ, where vec (Z) = [Z.1 : Z.2 : · · · : Z.m]′
is a column vector with a length of m2 formed by stacking the columns, Z.j, j = 1, 2, · · · ,m of
the matrix Z of the dimension m×m, and ⊗ is the Kronecker product of matrices [Neudecker,
1969]. Thus (23) will be
log|Rˆ(m)| = log |Rˆ11(m)|+ log |Rˆ22(m)|
− ( vec Rˆ12(m))′(Rˆ−122 (m)⊗ Rˆ−111 (m)) vec Rˆ12(m)
+Op(1/n).
(24)
Multiply (24) by −n and a part of the negligible reminder, the proposed test statistic can be
decompose into three components
−n log |Rˆ(m)| = −n log |Rˆ11(m)| − n log |Rˆ22(m)|
+ n( vec Rˆ12(m))
′(Rˆ−122 (m)⊗ Rˆ−111 (m)) vec Rˆ12(m).
(25)
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Lemma 2. The third component in (25) is given by
n( vec Rˆ12(m))
′(Rˆ−122 (m)⊗ Rˆ−111 (m)) vec Rˆ12(m)
= n tr (Rˆ′12(m)Rˆ12(m)).
The proof of this lemma is given in the Appendix.
Substitute the results from Lemma (2) in (25) and multiply the results by the normalizing
term 1/(m+ 1); the proposed test statistic is given by
− n
m+ 1
log |Rˆ(m)| =− n
m+ 1
log |Rˆ11(m)|
− n
m+ 1
log |Rˆ22(m)|
+
n
m+ 1
tr (Rˆ′12(m)Rˆ12(m)).
(26)
The new test statistic has an interesting interpretation as it can be seen as a linear combination
of three tests. The first component is asymptotically equivalent to the test statistics proposed by
Penˇa and Rodr´ıguez [2006], D˜11, which can be used to test for linear autocorrelation in the esti-
mated residuals. The second is also asymptotically equivalent to the test statistics proposed by
Penˇa and Rodr´ıguez [2006], D˜22, which can be used to test for the nonlinearity in heteroscedastic
models (uncorrelated but not independent). The third is asymptotically equivalent to the tests
discussed by Psaradakis and Va´vra [2019], Q12, which can be used to detect whether the cross
correlations between the residuals and their squared values are zeros or not.
Lemma 3. The first and the second components in (26) are given by
− n log |Rˆii(m)|
m+ 1
= −n
m∑
k=1
m+ 1− k
m+ 1
log(1− pˆi2i,k), i = 1, 2 (27)
where pˆi1,k is the kth partial autocorrelation of residuals and pˆi2,k is the kth partial autocorrelation
of the squared residuals that are given in (12).
The proof of this lemma is similar to those obtained in Penˇa and Rodr´ıguez [2002] and
Rodr´ıguez and Ruiz [2005].
Lemma 4. The third component in (26) can be written as sum squares of cross-correlation
between residuals and their squares.
n
m+ 1
tr (Rˆ′12(m)Rˆ12(m)) =
n
m+ 1
m∑
k=−m
(m+ 1− |k|)ρˆ212(k). (28)
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The proof of this lemma is given in the Appendix.
From Lemmas (2-4), we rewrite the new test statistic as a linear combination of tests based
on the partial autocorrelations of the residuals, partial autocorrelations of squared-residuals,
cross-correlation between the residuals and their squares at positive lags, and cross-correlation
between the residuals and their squares at negative lags as follows
− n
m+ 1
log |Rˆ(m)| = − n
m+ 1
m∑
k=1
(m+ 1− k) log(1− pˆi21,k)
− n
m+ 1
m∑
k=1
(m+ 1− k) log(1− pˆi22,k)
+
n
m+ 1
m∑
k=1
(m+ 1− k)ρˆ212(−k)
+
n
m+ 1
m∑
k=1
(m+ 1− k)ρˆ212(k)
+ nρˆ212(0).
(29)
Lemma 5. If the assumptions in (1) are held, then the distributions of (27) in Lemma 3 for
i = 1, 2 are asymptotically approximated
−n
m∑
k=1
m+ 1− k
m+ 1
log(1− pˆi2i,k) D−→ npˆi′i(m)Wpˆii(m)
D−→
m∑
`=1
λ`χ
2
1,`,
(30)
where
D−→ stands for convergence in distribution, W is a diagonal matrix with elements w` =
(m + 1 − `)/(m + 1), χ21,` (` = 1, 2, · · · ,m) are independent χ21 random variables,
√
npˆi1(m) =
(
√
npˆi1,1, · · · ,
√
npˆi1,m)
′ is asymptotically distributed as N (0, Im−Qm), where Qm = XmV −1X ′m
is an idempotent matrix with rank p + q, V is the information matrix for the parameters φ, θ
and Xm is an m × (p + q) matrix, with coefficients φ′i and θ′i defined by 1/φ(B) =
∑∞
i=0 φ
′
iB
i
and 1/θ(B) =
∑∞
i=0 θ
′
iB
i (see [Brockwell and Davis, 1991, pp. 296-304]). The coefficients
φ′i and θ
′
i can be computed using the recursive procedure of Box and Jenkins [1976], so that
λ` (` = 1, 2, . . . ,m) are the eigenvalues of (Im − Qm)W , and the asymptotic distribution of
√
npˆi2(m) = (
√
npˆi2,1, · · · ,
√
npˆi2,m)
′ is N (0, Im), so that λ` (` = 1, 2, . . . ,m) are the eigenvalues
of W (see McLeod and Li [1983]).
The proof of this lemma is given in Penˇa and Rodr´ıguez [2002] and Rodr´ıguez and Ruiz
[2005].
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Theorem 6. If the assumptions in (1) are held, then, for any integer m < n, the asymptotic
distribution of
√
n(ρˆ12(±1), ρˆ12(±2), · · · , ρˆ12(±m)), n → ∞ is Gaussian with zero mean vector
and identity covariance matrix.
The proof of this theorem is given in the Appendix.
From the results of Lemmas 4, 5, and Theorem 6, we obtain an equivalent expression to (29)
as na′mWam, where am is a linear combination of standard normal random variables. Thus, we
approximate the distribution in (29) from the theorem on quadratic forms given by Box [1954],
Satterthwaite [1941, 1946] as
∑m
i=1 λiχ
2
1,i where χ
2
1,i (i = 1, · · · ,m) are independent χ21 random
variables and λi (i = 1, · · · ,m) are the eigenvalues of (4Im−Qm)W + 1, where W is a diagonal
matrix with elements wi = (m+ 1− i)/(m+ 1) (i = 1, · · · ,m).
Note that the distribution of the form
∑m
i=1 λiχ
2
1,i can be approximated to aχ
2
b , where a =∑
λ2i /
∑
λi and b = (
∑
λi)
2/
∑
λ2i . Thus a similar argument to Penˇa and Rodr´ıguez [2002], for
large m, one can easily show that
m∑
i=1
λi = tr ((4Im −Qm)W ) + 1 = 2m+ 5− (p+ q),
and
m∑
i=1
λ2i = tr ((4Im −Qm)W (4Im −Qm)W ) + 1
=
4(m+ 2)(2m+ 3)
3(m+ 1)
+ 1− (p+ q).
Furthermore, we approximate the proposed distribution of Cm by gamma distribution, Γ(α =
b/2, β = 2a), where
α =
3(m+ 1)(2m+ 5− (p+ q))2
8(m+ 2)(2m+ 3) + 6(m+ 1)− 6(m+ 1)(p+ q) ,
and
β =
8(m+ 2)(2m+ 3) + 6(m+ 1)− 6(m+ 1)(p+ q)
3(m+ 1)[2m+ 5− (p+ q)] ,
and the distribution has a mean of αβ = 2m + 5 − (p + q) and a variance of αβ2 = (8/3)(m +
2)(2m+ 3)/(m+ 1) + 2(1− (p+ q)).
5 Computational Study
In this section we conduct a simulation study to investigate the asymptotic distribution of the
proposed test for different sample sizes. We focus our attention on testing the adequacy of
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the fitted ar (p, q)-garch (b, a) models based on the proposed statistic Cm defined in (21), the
cross-correlation test statistics (Q˜12, Q˜21), (Q12, Q21) defined in (13), (14), the tests based on the
autocorrelation of the residuals Q11, Q
w
11,M
w
11, D˜11 defined in (5), (13), (14), (10), and the tests
based on the autocorrelation of the square-residuals Q22, Q
w
22,M
w
22, D˜22, Lb, L
w
b defined in (6),
(13), (14), (10), (15), (16). In addition, we study the effective power of the proposed statistic
in detecting linearity in several time series models. We perform a comparison study comparing
the power of the proposed test with the powers of the other portmanteau test statistics available
for testing the adequacy of linear and nonlinear time series models. We use R software [R Core
Team, 2020], where the source code can be downloaded in the supplementary document provided
with this article, so that the reader can replicate the simulation results and use it for further
simulations.
5.1 Size Studies
First, we evaluate the type one error probability of thirteen test statistics, Cm, Q˜12, Q˜21, Q12,
Q21, Q11, Q
w
11,M
w
11, D˜11, Q22, Q
w
22,M
w
22, and D˜22, by calculating the rejection frequencies of the
tests out of 103 replications when a true model fits to a series of different sample sizes n =
50, 100, 200, 300, 500 and 1000 generated by Gaussian ar (1) and ma (1) processes. We only
report the case of Gaussian ar (1) with parameters of φ1 = 0.1, 0.3, 0.6, and 0.9 at lags m = 10, 20
when n = 100 to save space but the other results, which are similar to this case, are available
from the supplementary document of this article. In general, as seen in Table 1, the type I error
probabilities of the tests (except Q˜ij (i, j = 1, 2)) are quite close to the corresponding nominal
levels .01, .05, and .10. We also notice that the asymptotic distributions of Qw11 and M
w
11 tend
to understate the empirical level in many cases. In addition, we check the sensitivity of these
statistics with respect to the non-Gaussianity of the innovation series. In particular, we examine
the type one error probability, based on the first nine statistics, when the innovations follow a
t-distribution with 5 degrees of freedom and a skewed-normal distribution with a parameter 1.5.
The plot (left) in Figure 1 shows the empirical significance error corresponds to a nominal 5%
level (straight dashed line) at lags m = 5, 10, 15, 20, 25, and 30 based on 104 simulations when
a true ar (1) model is fitted to a series of a length of 200 generated by ar (1) process with a
parameter φ1 = 0.5, innovations have t-distribution with 5 degrees of freedom. The right plot in
Figure 1 shows the empirical significance error corresponds to a nominal 5% level (straight dashed
line) at lags m = 5, 10, 15, 20, 25, and 30 based on 104 simulations when a true ar (1) model is
14
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Figure 1: Empirical size, under 104 simulations of AR(1) model with a parameter φ1 = .5,
corresponds to a nominal α = .05 at lags m = 5, 10, 15, 20, 25, and 30. A noise series of size
n = 200 is generated by a t-distribution with 5 degrees of freedom (left) and a noise series of size
n = 100 is generated by a skewed-normal distribution with a skewness coefficient 1.5 (right).
fitted to a series of a length of 200 generated by ar (1) process with a parameter φ1 = 0.5,
innovations have skewed-normal distribution with a skewness coefficient equal to 1.5. As seen in
the two plots of this figure, the results, in general, indicate that the level of the tests (except for
the statistics D˜11, Q˜ij (i, j = 1, 2)) are generally insensitive with respect to the departure from
the normality assumption, especially, when m is large.
After that, we estimate the empirical significant levels, under some Gaussian and non-
Gaussian garchmodels, of the test statistics Cm, Q˜12, Q˜21, Q12, Q21, Q22, Q
w
22,M
w
22, Lb, L
w
b , and
D˜22, where the tests Lb and L
w
b are given in (15) and (16) respectively. Table 2 shows the re-
jection frequencies of these tests out of 104 replications when a true model fits to a series of a
sample size n = 100 generated by the four garchmodels with parameters (ω, α1) = (.10, .60),
(ω, α1) = (.20, .20), (ω, α1, α2) = (1.21, .404, .153), and (ω, α1, β1) = (1, .15, .80) at lags m =
10, 20. The values shown in the table confirm that the asymptotic distributions of the proposed
statistic and the tests Q12, Q21 estimate the size of 5% significance test accurately, whereas the
asymptotic distributions of the statistics Q˜12, Q˜21, Q
w
22,M
w
22, Lb and L
w
b give reasonable estimates
only for large lags. To evaluate the asymptotic distribution at larger samples, we generate 104
series, of sample sizes n = 100, 200, 400 and 800, from an ar (1)-arch (1) model with parameters
(φ1, ω, α1) = (0.2, 0.2, 0.2) and the true model is fitted at lags m = 5, 10, 15, 20, 25 and 30 (see
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Table 1: Empirical sizes, for 1%, 5% and 10% significance tests, of
Cm, Q˜12, Q˜21, Q12, Q21, Q11, Q
w
11,M
w
11, D˜11, Q22, Q
w
22,M
w
22, and D˜22 under a Gaussian ar (1)
model with n = 100 and m = 10, 20.
m φ1
Based on ρˆ12 (or ρˆ21) Based on ρˆ11 Based on ρˆ22
Cm Q˜12 Q˜21 Q12 Q21 Q11 Q
w
11 M
w
11 D˜11 Q22 Q
w
22 M
w
22 D˜22
α = .01
10 .1 .017 .006 .006 .010 .005 .017 .010 .011 .017 .021 013 .008 .013
.3 .017 .007 .007 .010 .006 .015 .009 .009 .015 .020 .014 .008 .011
.6 .016 .006 .006 .009 .007 .015 .010 .007 .016 .021 .013 .009 .011
.9 .013 .005 .006 .011 .007 .018 .019 .015 .026 .019 .016 .010 .015
20 .1 .016 .001 .003 .007 .013 .014 .013 .008 .015 .024 .024 .011 .016
.3 .016 .002 .003 .007 .013 .014 .014 .007 .013 .024 .020 .012 .016
.6 .013 .002 .002 .008 .014 .023 .016 .007 .010 .025 .021 .012 .017
.9 .011 .002 .002 .008 .014 .027 .017 .010 .015 .025 .023 .011 .016
α = .05
10 .1 .048 .033 .017 .051 .049 .039 .031 .031 .055 .051 .052 .046 .049
.3 .050 .033 .017 .050 .048 .040 .029 .028 .059 .050 .050 .043 .050
.6 .047 .028 .019 .050 .049 .051 .030 .030 .060 .047 .050 .039 .048
.9 .045 .033 .017 .052 .053 .055 .045 .041 .079 .047 .046 .041 .047
20 .1 .048 .017 .023 .054 .058 .051 .035 .029 .061 .062 .062 .044 .058
.3 .047 .021 .023 .049 .058 .053 .034 .030 .059 .064 .059 .044 .052
.6 .046 .018 .020 .054 .059 .057 .040 .026 .058 .067 .058 .042 .059
.9 .040 .016 .026 .057 .060 .063 .049 .033 .068 .065 .058 .044 .053
α = .10
10 .1 .084 .063 .037 .106 .094 .078 .050 .049 .102 .081 .080 .088 .093
.3 .084 0.064 .037 .104 .092 .083 .054 .049 .106 .083 .082 .080 .089
.6 .081 .070 .036 .101 .097 .081 .064 .056 .109 .085 .079 .080 .088
.9 .076 .072 .036 .109 .096 .096 .084 .070 .149 .084 .087 .081 .092
20 .1 .094 .041 .049 .115 .106 .090 .051 .061 .104 .112 .092 .091 .111
.3 .090 .042 .049 .105 .107 .093 .059 .060 .099 .113 .091 .094 .108
.6 .094 .043 .046 .109 .102 .093 .063 .060 .101 .111 .094 .090 .105
.9 .089 .046 .046 .114 .101 .109 .077 .068 .116 .118 .093 .090 .107
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Figure 2: Empirical size corresponds to a nominal α = .05, at lags m = 5, 10, 15, 20, 25, 30,
for Lb, Q22, Cm, D˜22, Q12, L
w
b , Q
w
22, and M
w
22 tests when an ar (1)-arch (1) is properly fitted to
a series of lengths n = 100, 200, 400, 800 generated by ar (1)-arch (1) process with parameters
(φ1, ω, α1) = (0.2, 0.2, 0.2).
Figure 2). We see in Figure 2 that the observed significance level estimated by the proposed
test is close to the corresponding nominal level α = .05, whereas the asymptotic distributions of
Qw22,M
w
22 and Q12, tend to distort the empirical size.
In most of our simulation results, we notice that the asymptotic distributions of the test
statistics Q˜21, Q˜12 can substantially distort the size of the level. On the other hand, the empirical
sizes, for the tests Q12 and Q21, are close to the corresponding nominal levels and both tests have
almost identical results. Therefore, we decide to exclude the three tests Q˜21, Q˜12, and Q21 from
our power comparative study.
5.2 Power Studies
In this section, we study the effective power of the proposed test statistic for small and large
samples. First, we consider the case of small samples by simulating 10, 000 series, each of a
length of n = 50, from twelve arma (2,2)-arch (1) models. For each simulation, we fit an ar (1)
model and then we calculate the rejection relative frequencies based on %5 nominal level of the
test statistics Cm, Q12, Q11, Q
w
11,M
w
11, D˜11, Q22, Q
w
22,M
w
22, and D˜22. For each case, the test statistic
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Table 2: Empirical sizes of Cm, Q˜12, Q˜21, Q12, Q21, Q22, Q
w
22,M
w
22, D˜22, Lb and L
w
b , for significance
1%, 5% and 10% tests, when the true garch (b, a) model is fitted to a series of length n = 100
generated by a garch (b, a) process, m = 10.
m ω α1 α2 β1
Based on ρˆ12 (or ρˆ21) Based on ρˆ22
Cm Q˜12 Q˜21 Q12 Q21 Q22 Qw22 M
w
22 D˜22 Lb L
w
b
α = .01
10 .10 .60 − − .016 .004 .002 .008 .008 .007 .005 .004 .006 .006 .007
.20 .20 − − .018 .004 .002 .008 .008 .008 .004 .004 .006 .006 .007
1.21 .404 .153 − .011 .002 .003 .006 .011 .010 .010 .009 .011 .006 .008
1 .15 − .80 .019 .006 .002 .012 .012 .014 .016 .014 .017 .008 .009
20 .10 .60 − − .011 .0013 .002 .011 .010 .010 .009 .005 .008 .004 .006
.20 .20 − − .012 .001 .002 .010 .010 .010 .007 .004 .008 .004 .007
1.21 .404 .153 − .014 .001 .000 .010 .012 .011 .011 .008 .010 .006 .008
1 .15 − .80 .014 .003 .003 .013 .013 .015 .016 .011 .015 .006 .007
α = .05
10 .10 .60 − − .052 .029 .016 .047 .050 .030 .022 .021 .024 .027 .028
.20 .20 − − .051 .028 .015 .045 .049 .029 .020 .021 .024 .028 .028
1.21 .404 .153 − .046 .030 .013 .042 .047 .027 .026 .021 .026 .024 .024
1 .15 − .80 .057 .038 .017 .057 .060 .049 .049 .046 .052 .034 .038
20 .10 .60 − − .047 .016 .016 .050 .051 .039 .030 .025 .033 .018 .024
.20 .20 − − .047 .015 .014 .048 .049 .035 .027 .024 .031 .018 .025
1.21 .404 .153 − .036 .012 .014 .040 .049 .039 .027 .020 .030 .016 .020
1 .15 − .80 .054 .021 .021 .059 .058 .051 .051 .041 .050 .022 .029
α = .10
10 .10 .60 − − .089 .064 .038 .095 .099 .059 .044 .045 .052 .054 .054
.20 .20 − − .088 .063 .037 .096 .094 .055 .036 .040 .045 .052 .057
1.21 .404 .153 − .084 .063 .026 .104 .096 .051 .039 .044 .046 .040 .048
1 .15 − .80 .104 .079 .042 .114 .117 .088 .083 .080 .088 .067 .069
20 .10 .60 − − .089 .039 .039 .10 .102 .068 .055 .052 .065 .037 .046
.20 .20 − − .087 .037 .038 .097 .101 .064 .049 .049 .062 .036 .045
1.21 .404 .153 − .079 .030 .030 .101 .117 .071 .050 .051 .061 .034 .035
1 .15 − .80 .102 .048 .047 .112 .117 .084 .086 .079 .095 .042 .054
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with the largest power is put in boldface to assist the reader. The parameters of the arma (2,2)
in these twelve models are the same parameters given by Monti [1994, Table 2, models 1-12]
which were also studied by Penˇa and Rodr´ıguez [2002, 2006] and Fisher and Gallagher [2012];
and the parameters of the arch (1) model are taken from the M12 model which was studied by
Psaradakis and Va´vra [2019]. We also consider the case of fitting a ma (1) model for these twelve
models (for n = 100) but the results of this case are given in the supplementary document. Table
3 displays the powers of these tests at lags m = 10 and 20. We see in Table 3 that the proposed
test is comparable to the test statistics D˜11 and Q
22
22 proposed by Penˇa and Rodr´ıguez [2006] and
Fisher and Gallagher [2012] based on the autocorrelation of the residual and the squared-residual
respectively, and these three tests tend to outperform the other tests.
To analyze the performance of the test statistics for a small sample size, Table 4 shows the
same power study with n = 200 and lags m = 10 and 20. We see in Table 4 that the proposed
test is the most powerful test ties with the test D˜11 as the most powerful. On the other hand,
we note that the test statistic Q12, in small and large samples, is conservative with a very weak
power. We also note that the test statistics Q22, Q
w
22,M
w
22 and D˜22 based on the autocorrelation
of the squared-residuals, ρˆ22, tend to lack powers to detect the arch structure in the arma -
archmodels compared to those tests Q11, Q
w
11,M
w
11 and D˜11 based on the autocorrelation of the
residuals, ρˆ11.
The class of nonlinearity has a wide range of different structures that the time series data
can take, and the test for the linearity assumption in time series models has seen a revived
interest in recent years, see [Penˇa et al., 2001, Ch. 10]. Although several tests exist to detect
the nonlinearity in time series, none of these tests is considered a dominating one that can be
used to pin down the exact structure of nonlinearity. In general, the tests to check the neglected
nonlinearity in time series literature can be classified into two groups. The first group is based on
the autocorrelations of the squared (or absolute) values of the residuals, where the portmanteau
tests have been proposed to detect the nonlinearity as we discussed before (see McLeod and
Li [1983], Penˇa and Rodr´ıguez [2002], Rodr´ıguez and Ruiz [2005], Penˇa and Rodr´ıguez [2006],
Fisher and Gallagher [2012], and Li and Mak [1994]). The second group of tests is based on the
form of a nonlinear stationary process that is referred to as a Volterra expansion [Wiener, 1953,
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Table 3: Empirical powers, based on 5% nominal, of Cm, Q12, Q11, Q
w
11,M
w
11, D˜11, Q22, Q
w
22,M
w
22,
and D˜22 when a ar (1) erroneously fits data from arma (2,2)-arch (1) models of sample size
200 at lags 10 and 20. The arch (1) parameters in each model are (ω, α1) = (.1, .6) and the
arma (2,2) parameters are the twelve models given in [Monti, 1994, Table 2].
φ1 φ2 θ1 θ2 m
Based on ρˆ11 Based on ρˆ22
Cm Q12 Q11 Q
w
11 M
w
11 D˜11 Q22 Q
w
22 M
w
22 D˜22
− − −.5 − 10 .912 .133 .573 .674 .721 .793 .840 .921 .909 .911
20 .868 .082 .449 .595 .642 .705 .779 .872 .857 .865
− − −.8 − 10 .996 .102 .990 .999 1.00 1.00 .750 .844 .816 .819
20 .991 .052 .926 .988 .999 1.00 .658 .778 .746 .752
− − −.6 .30 10 .872 .201 .437 .487 .485 .579 .844 .922 .919 .923
20 .824 .161 .345 .435 .414 .489 .760 .878 .859 .868
.10 .30 − − 10 .927 .292 .777 .855 .849 .895 .849 .922 .920 .923
20 .877 .260 .645 .789 .783 .827 .760 .869 .848 .852
1.30 −.35 − − 10 .964 .416 .881 .930 .930 .951 .851 .927 .921 .923
20 .939 .410 .835 .896 .893 .912 .778 .882 .872 .879
.70 − −.40 − 10 .850 .209 .241 .297 .303 .394 .848 .922 .917 .919
20 .789 .180 .194 .244 .226 .299 .762 .878 .866 .874
.70 − −.90 − 10 .885 .175 .401 .481 .634 .738 .838 .906 .900 .904
20 .847 .121 .302 .380 .616 .719 .757 .857 .842 .849
.40 − −.60 .30 10 .872 .294 .501 .592 .602 .686 .844 .916 .912 .915
20 .814 .266 .406 .499 .506 .587 .763 .869 .852 .859
.70 − .70 −.15 10 1.00 .245 .999 1.00 1.00 1.00 .657 .771 .763 .766
20 1.00 .224 .992 .999 1.00 1.00 .547 .695 .664 .674
.70 .20 .50 − 10 .932 .289 .689 .804 .857 .893 .849 .916 .910 .913
20 .889 .262 .563 .711 .771 .813 .749 .879 .854 .862
.70 .20 −.50 − 10 .996 .261 .981 .991 .995 .995 .794 .878 .861 .867
20 .995 .222 .952 .980 .986 .993 .686 .820 .803 .807
.90 −.40 1.20 −.30 10 1.00 .283 1.00 1.00 1.00 1.00 .797 .872 .857 .861
20 1.00 .213 1.00 1.00 1.00 1.00 .697 .829 .785 .792
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Table 4: Empirical powers, based on 5% nominal, of Cm, Q12, Q11, Q
w
11,M
w
11, D˜11, Q22, Q
w
22,M
w
22,
and D˜22 when an ar (1) erroneously fits data from arma (2,2)-arch (1) models of sample size
50 at lags 10 and 20. The arch (1) parameters in each model are (ω, α1) = (.1, .6) and the
arma (2,2) parameters are the twelve models given in [Monti, 1994, Table 2].
φ1 φ2 θ1 θ2 m
Based on ρˆ11 Based on ρˆ22
Cm Q12 Q11 Q
w
11 M
w
11 D˜11 Q22 Q
w
22 M
w
22 D˜22
− − −.5 − 10 .367 .042 .158 .176 .236 .366 .199 .313 .313 .342
20 .344 .035 .127 .152 .168 .291 .144 .237 .212 .275
− − −.8 − 10 .443 .041 .350 .466 .723 .850 .155 .254 .237 .272
20 .425 .029 .289 .365 .623 .797 .100 .175 .153 .212
− − −.6 .30 10 .362 .061 .145 .171 .155 .256 .208 .311 .323 .354
20 .337 .052 .124 .135 .106 .210 .158 .240 .228 .287
.10 .30 − − 10 .388 .091 .135 .177 .161 .260 .178 .275 .264 .297
20 .360 .073 .134 .135 .111 .210 .146 .209 .194 .248
1.30 −.35 − − 10 .449 .199 .362 .478 .487 .574 .213 .337 .344 .381
20 .441 .189 .351 .414 .363 .488 .151 .261 .240 .307
.70 − −.40 − 10 .345 .069 .043 .044 .045 .088 .197 .306 .301 .333
20 .316 .054 .041 .040 .032 .085 .152 .236 .216 .284
.70 − −.90 − 10 .320 .062 .086 .080 .125 .239 .202 .303 .304 .333
20 .311 .057 .068 .078 .099 .245 .144 .230 .206 .292
.40 − −.60 .30 10 .362 .083 .070 .074 .083 .160 .202 .290 .289 .314
20 .332 .059 .086 .074 .057 .141 .143 .222 .204 .254
.70 − .70 −.15 10 .598 .112 .530 .701 .933 .967 .106 .185 .186 .216
20 .572 .083 .403 .549 .863 .938 .078 .124 .112 .154
.70 .20 .50 − 10 .400 .128 .211 .277 .348 .463 .186 .305 .302 .339
20 .385 .112 .174 .228 .246 .377 .138 .220 .204 .279
.70 .20 −.50 − 10 .469 .079 .300 .389 .382 .520 .143 .222 .231 .257
20 .440 .064 .251 .294 .253 .427 .096 .159 .161 .222
.90 −.40 1.20 −.30 10 .824 .122 .921 .974 .989 .994 .141 .231 .227 .256
20 .763 .094 .828 .931 .979 .987 .095 .155 .148 .206
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lecture 10]. These models are
zt = µ+
∞∑
i=−∞
ait−i +
∞∑
i,j=−∞
aijt−it−j
+
∞∑
i,j,k=−∞
aijkt−it−jt−k + · · · ,
(31)
where µ is the mean level of zt and {t, − ∞ < t < ∞} is a strictly stationary process of
independent and identically distributed random variables. It is clear that zt is nonlinear if any
of the higher order coefficients, {ai}, {aij}, · · · is nonzero.
We compare the powers of the statistics Cm, Q12, Q22, Q
w
22,M
w
22, and D˜22 that are given by
(21), (18), (6), (13), (14) and (10), respectively, for testing for linearity of eight nonlinear models.
Model 1, zt = t − .4t−1 + .3t−2 + .5tt−2,
Model 2, zt = t − .3t−1 + .2t−2 + .4tt−2 − .252t−2,
Model 3, zt = .4zt−1 − .3zt−2 + .5zt−1t−1 + t,
Model 4, zt = .4zt−1 − .3zt−2 + .5zt−1t−1 + .8t−1 + t, (32)
Model 5, zt = .4zt−1 − .3zt−2 + (.8 + .5zt−1)t−1 + t,
Model 6, zt = .5− (.4− .4t−1)zt−1 + t,
Model 7, zt = .8
2
t−2 + t,
Model 8, zt = t + .3t−1 + (.2 + .4t−1 − .25t−2)t−2.
where t’s are independent N (0, 1). The first four models are analyzed by Keenan [1985] (see also
Penˇa and Rodr´ıguez [2002, 2006]), whereas the other models are the M15-M18 models studied by
Psaradakis and Va´vra [2019]. For each model, 10, 000 replications of several sample sizes are gen-
erated and an ar (p) model was fitted to the data, where p ∈ {1, 2, 3, 4} is selected by the Akaike
information criterion (AIC) [Akaike, 1974]. The powers of the statistics Cm, Q12, Q22, Q
w
22,M
w
22,
and D˜22 are calculated at several lag values m. In Table 5, we report the results based on sample
sizes n = 100, 300 and m = 7, 14, and 24. As seen in the table, the power of the proposed
statistics is, always, much larger than the other statistics and in many models (see models 1, 6,
7, and 8 at sample size 100 and lag 7), the increase in power of Cm with respect to the best of
the other tests can exceed 600% (Model 7, n = 100,m = 24).
We also analyze the performance of the proposed test statistic in detecting nonlinearity in
Threshold Autoregressive (tar ) models [Tong, 1978, 1983, 1990, Tsay, 1989]. The two-regime
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ar (1) model is defined as
zt =
φ
(1)
0 + φ
(1)
1 zt−1 + 1t, if zt−1 ≤ c,
φ
(2)
0 + φ
(2)
1 zt−1 + 2t, if zt−1 > c,
(33)
where c is the threshold variable that separates the two-regimes and it, (i = 1, 2) are iid N (0, 1).
Table 6 compares the powers of the tests based on Cm, Q12, Q22, Q
w
22,M
w
22, and D˜22, corresponding
to nominal level 5% at lags m = 10, 20, 30 when data are generated with sample sizes 100 and
300 from three tar (1) models and an ar (1) is fitted to each one. The first and the second
models are the M6 and M7 models studied by Psaradakis and Va´vra [2019] and the third one is
the model given by [Tsay, 2005, Eq. 4.8]. In contrast to the lack of power of the test statistics
Q12, Q22, Q
w
22,M
w
22, D˜22 for detecting the threshold nonlinear structure, the proposed statistic is
always a powerful test to detect such a structure and, in many cases, the increase in power can
be substantially 10 times higher than the best among the other statistics. For example, when an
ar (1) model is fitted to a simulated series with a length of 100 from a tar (1) with parameters
(φ
(1)
0 , φ
(1)
1 ) = (0,−1.5), (φ(2)0 , φ(2)1 ) = (0, .5), c = 0, we find that the power of the proposed test
is 1, whereas, the best power of the other statistics is 0.093, which was achieved by D˜22.
Further more, we compare the power of these tests when data of size 200 are generated from
Smooth Transition ar (star ) and Square ar (sqar ) models.
Model i, zt = −.5zt−1(1− F (zt−1)) + .4zt−1F (zt−1) + t−2,
Model ii, zt = .8zt−1(1− F (zt−1))− .8zt−1F (zt−1) + t−2,
Model iii, zt = y
2
t + t, yt = .6yt−1 + νt,
where {t} and {νt} are i.i.d. standard normal random variables independent of each other, and
F (z) = 1/(1 + e−z) is the logistic distribution function.
The models i and ii are the M8 and M9 starmodels studied by Psaradakis and Va´vra [2019]
which variants of the M6 and M7 models and the model iii is the M11 sqarmodel from same
article. Figure 3 clearly shows that the proposed test is the most powerful test.
Most of financial time series have leptokurtic and heavy tail distribution due to garch structure;
hence the normal innovation distribution cannot fully capture the leptokurtosis and skewness.
One way to overcome such a problem is to consider the ar -garchmodel under Gaussianity of
innovation. In this regard, we finish our simulation study by conducting a power study anal-
ogous to that in Li and Mak [1994], Fisher and Gallagher [2012]. More simulation results are
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Figure 3: Powers of Q22, Cm, D˜22, Q12, Q
w
22, and M
w
22 for a 5% test when data of size 200 are
generated from star and sqarmodels.
provided in the supplementary document. We compare the power of the test statistics Cm, Lb, L
w
b
and Q12 for ar -garchmodels. A thousand replicates were performed on data with four differ-
ent sample (n = 100, 200, 300, and 400) that are generated from three ar (1)-arch (3) models,
zt = φ1zt−1 + t, where t = σtξt, ξt ∼ N (0, 1), σ2t = ω + α12t−1 + α22t−2 + α32t−3, with param-
eters (φ1, ω, α1, α2) = (.2, .2, .2, .2), (φ1, ω, α1, α2, α3) = (.2, .2, .2, .2, .2), and (φ1, ω, α1, α2, α3) =
(.2, .2, .1, .05, .05). Table 7 displays the power of the four statistics Cm, Lb, L
w
b and Q12 when an
ar (1)-arch (1) model is fitted to a series generated from the first and the second processes and
when ar (1)-arch (2) and arch (3) models are fitted to data generated from the third process.
The power of the proposed statistic, Cm, is broadly between 13% (ar (1)-arch (1) fitted to model
1 with n = 400 and m = 6) and 519% (arch (3) fitted to model 3 with n = 400 and m = 6)
higher than the power of the best of the other tests. We notice that the values corresponding
to the third model are close to the nominal level, %5, suggesting that the statistics Lb, L
w
b and
Q12 tend to be conservative with a lack of powers to detect ar -archmodels with small values
of archparameters. On the other hand, the power of the proposed test increases as n increases.
6 Illustrative Applications
In this section, we demonstrate the usefulness of the proposed test for detecting the nonlinear
process in two return series. We consider the log daily closing return of Vodafone Qatar on the
market working days from July 16, 2017, through January 30, 2020 (see Figure 4). This period
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Table 7: Powers of the tests based on Cm, Lb, L
w
b , and Q12 for ar (1)-arch (2), ar (1)-arch (2),
and ar (1)-arch (3), α = .05. The best performing test statistic is noted by bold.
n
m = 6 m = 12
Cm Lb L
w
b Q12 Cm Lb L
w
b Q12
ar (1)-arch (1) is fitted to ar (1)-arch (2)
100 .728 .498 .484 .117 .824 .452 .508 .141
200 .937 .765 .762 .285 .982 .797 .803 .375
300 .963 .829 .833 .325 .982 .869 .869 .478
400 .975 .863 .857 .393 .987 .889 .893 .562
ar (1)-arch (1) is fitted to ar (1)-arch (3)
100 .175 .054 .067 .027 .154 .037 .052 .024
200 .151 .136 .147 .067 .165 .114 .137 .062
300 .205 .136 .147 .067 .232 .114 .137 .062
400 .215 .136 .147 .067 .243 .114 .137 .062
AR(1)-arch (2) is fitted to ar (1)-arch (3)
100 .088 .032 .036 .035 .070 .024 .024 .022
200 .068 .038 .046 .044 .056 .040 .039 .041
300 .073 .057 .058 .041 .050 .044 .049 .034
400 .078 .065 .068 .047 .058 .043 .050 .038
arch (3) is fitted to ar (1)-arch (3)
100 .089 .052 .027 .029 .069 .052 .019 .022
200 .117 .052 .035 .036 .094 .070 .045 .044
300 .206 .053 .029 .032 .169 .052 .047 .045
400 .328 .053 .050 .053 .286 .043 .047 .051
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essentially accounts for the years of the blockade that has been imposed on Qatar since June 5,
2017. We also consider the log daily closing return of Nikkei-300 index (N300) from May 1, 2006
to October 31, 2007 (see Figure 5). The Nikkei-300 index data has been examined by Fisher and
Gallagher [2012] which accounts for the sixteen months before the volatile recession that began
late in 2017.
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Figure 4: Log daily closing return of Vodafone Qatar from July 16, 2017 to January 30, 2020.
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Figure 5: Log daily closing return of Nikkei-300 index from May 1, 2006 to October 31, 2007.
When analyzing the Vodafone returns, we use the ar (1) model to fit the daily log returns
based on the AIC criteria [Akaike, 1974]. Although the tests Q12, D˜11, Q11, Q
w
11,M
w
11 fail to detect
any linear correlations (up to lag 15) in the residuals series, all of these tests suggest that the
ar (1) is under-fitted the data at lags m ≥ 15. On the other hand, the proposed test Cm is highly
significant at all lags suggesting that the ar (1) is inadequate. In addition, the proposed test Cm
28
Table 8: The p-values in detecting the nonlinear effects in the square standardized residuals of
the model ar (1)-garch (1,1) fitted to Vodafone Qatar daily log returns.
m Cm Q12 D˜22 Q22 Q
w
22 M
w
22 Lb L
w
b
5 . 0424 .0937 .0868 .4680 .3154 .3092 .7143 .7543
10 .1249 .1501 .4576 .8432 .6251 .6269 .9657 .9581
15 .1717 .1450 .4509 .1100 .5840 .5882 .1473 .6653
20 .1893 .3139 .3054 .1647 .3691 .4197 .2201 .4691
30 .2190 .3087 .3114 .3937 .3139 .4048 .4931 .4414
40 .2246 .3765 .4059 .6614 .4046 .4920 .7617 .5583
50 .2779 .5757 .5052 .7563 .5129 .5830 .8486 .6688
and the tests Q12, D˜22, Q22, Q
w
22,M
w
22 clearly detect the dependency in the residuals, suggesting
the presence of an arch effect. Thus, we estimate the model by an ar (1)-garch (1,1), where we
consider the skewed t-distribution for the conditional distribution with a moderate skewness and
high kurtosis kurtosis parameters set to be 1 and 7, respectively. Table 8 provides the p-values of
the tests Cm, D˜22, Q22, Q
w
22,M
w
22, Lb, L
w
b based on the square values of the standardized residuals.
As seen in Table 8, the proposed statistic is the only significant test at lag 5, suggesting that the
ar (1)-garch (1,1) is inadequate at 5% level of significance.
We also demonstrate the efficiency of the proposed test statistic by examining the Nikkei-300
index series. Following the analysis done by Fisher and Gallagher [2012], we refit an arch (3)
model to the Nikkei-300 daily log returns and obtain the p-values of the proposed test Cm and
the other portmanteau tests Q12, D˜22, Q22, Q
w
22,M
w
22Lb, L
w
b . As seen in Table 9, the proposed
test is the only test detecting the inadequacy of the fitted model at all lags including m = 5.
Although Fisher and Gallagher [2012] reported that ”Even at m = 50 when the weighted statistic
of Li-Mak is insignificant, it still suggests weak significance while that of Li-Mak has a p-value
greater than .3”, we clearly see that the proposed test tends to have more stable p-value as the
lag m increases. On the other hand, the other tests tend to have unstable p-values for rejecting
the null hypothesis as the lag m increases.
29
Table 9: The p-values of the portmanteau tests for the arch (3) fitted to Nikkei daily log returns.
m Cm Q12 D˜22 Q22 Q
w
22 M
w
22 Lb L
w
b
5 .0016 .0796 .4456 .2684 .6902 .6962 .0544 .0709
10 .0006 .0150 .1695 .0325 .2831 .3143 .0092 .0222
15 .0007 .0644 .0745 .0598 .1179 .1450 .0265 .0191
20 .0010 .2205 .0758 .1251 .0915 .1343 .0736 .0251
30 .0013 .2820 .0640 .0281 .0470 .1055 .0219 .0145
40 .0017 .3893 .0660 .1673 .0504 .1028 .1569 .0279
50 .0041 .5593 .0892 .2897 .0812 .1308 .3108 .0591
7 Discussion
The proposed test statistic has several interesting properties. It can be seen as a linear combina-
tion of four weighted tests. The first test is based on the partial autocorrelation of the residuals
that can be used to test for linearity in time series models. The second is based on the partial au-
tocorrelation of the squared-residuals that can be used to test for nonlinearity. The third and the
fourth tests are based on the cross-correlation between the residuals and their squares at negative
and positive lags, respectively. Each test is scaled by (m− i+ 1)/(m+ 1), which implies that the
lower-order autocorrelations and cross-correlations will be weighted more than the larger order
ones. In contrast to other portmanteau tests, the proposed test responds well to nonlinear models
that do not have the arch effects. In particular, the proposed test responds very well to time
series where the residuals and their squares are cross correlated. Although, the simulation results
show that the power of the proposed test is low when, erroneously, a false ar (1) or ma (1) model
is fitted to the arma (2,2) models, it is almost always more powerful than the other nonlinear
tests studied by McLeod and Li [1983], Li and Mak [1994], Penˇa and Rodr´ıguez [2002], Rodr´ıguez
and Ruiz [2005], Penˇa and Rodr´ıguez [2006], and Fisher and Gallagher [2012], Psaradakis and
Va´vra [2019]. This test shows less sensitivity to Gaussian assumptions compared to the other
portmanteau tests. One possible extension to this article is to calculate the p-value based on the
Monte Carlo significance test of the asymptotic distribution of the proposed test based on the
determinant autocorrelation and cross-correlation matrix. The Monte Carlo test was suggested
by Lin and McLeod [2006] and Mahdi and McLeod [2012] to obtain the asymptotic p-value of
30
the portmanteau test statistic based on the determinant autocorrelation matrix. This method is
considered to be computationally expensive as the determinant of a 2(m+ 1)× 2(m+ 1) matrix
required on the order of O(4(m + 1)2) operations, but with modern computers and high-level
computing environments such as R, this can be quite practical. Another extension to this article
could be done by deriving a new test based on extending the block matrix given by (8) to the
generalized-correlation case.
*
A Proof of Theorems and lemmas
A.1 Proof of Lemma 2
We use the result of the direct matrix product vec (ABC) = (C ′ ⊗ A) vecB and the fact
( vecZ)′(A′ ⊗B) = tr (AZ ′BZ), and we note that Rˆ12(m) = D11Cˆ12(m)D22, where D11 and
D22 are diagonal matrices with ith diagonal elements (γˆ11ii(0))
−1/2 and (γˆ22ii(0))
−1/2, respectively.
We now write the third component in (25) as follows
n( vec Rˆ12(m))
′(Rˆ−122 (m)⊗ Rˆ−111 (m)) vec Rˆ12(m)
= n( vec Cˆ12(m))
T (D22 ⊗D11)(Rˆ−122 (m)⊗ Rˆ−111 (m))(D22 ⊗D11) vec Cˆ12(m)
= n( vec Cˆ12(m))
′
[
D22Rˆ
−1
22 (m)D22 ⊗D11Rˆ−111 (m)D11
]
vec Cˆ12(m)
= n( vec Cˆ12(m))
′(Cˆ−122 (m)⊗ Cˆ−111 (m)) vec Cˆ12(m)
= n tr (Cˆ−122 (m)Cˆ
T
12(m)Cˆ
−1
11 (m)Cˆ12(m))
= n tr (Cˆ
−1/2
22 (m)Cˆ
T
12(m)Cˆ
−1/2
11 (m)Cˆ
−1/2
11 (m)Cˆ12(m)Cˆ
−1/2
22 (m))
= n tr (Rˆ′12(m)Rˆ12(m)).
A.2 Proof of Lemma 4
n
m+ 1
tr (Rˆ′12(m)Rˆ12(m)) =
n
m+ 1
( vec Rˆ12(m))
′ vec Rˆ12(m)
=
n
m+ 1
[
(m+ 1)ρˆ212(0) +m[ρˆ
2
12(−1) + ρˆ212(1)]
+ (m− 1)[ρˆ212(−2) + ρˆ212(2)] + · · ·+ [ρˆ212(−m) + ρˆ212(m)]
]
=
n
m+ 1
m∑
k=−m
(m+ 1− |k|)ρˆ212(k).
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A.3 Proof of Theorem 6
Here, we prove the lemma for the case where m is positive. The proof for the case where m is
negative is the same. Therefore, for 0 < m < n, Taylor series of γˆ12(k) about β = βˆ leads to
γˆ12(k) = γ˜12(k) +
∑
i
(βˆi − βi)∂γ˜12(k)/∂βi
+Op(1/n), k = 0, 1, · · · ,m
If the model is correctly identified, βi − βi = Op(1/
√
n), γ12(k) = 0 for all k 6= 0, and
∂γ˜12(k)/∂βi = Op(1/
√
n), it follows that
γˆ12(k) = γ˜12(k) +Op(1/n), k = 0, 1, · · · ,m.
Hence, the distribution of
√
n(γˆ12(1)−γ12(1), · · · , γˆ12(m)−γ12(m)) is asymptotically the same as
the distribution of
√
n(γ˜12(1)−γ12(1), · · · , γ˜12(m)−γ12(m)). Recall that if fi(t) = it−E(i0) and
n−1
∑n
t=1 fi(t) = Op(1/
√
n) for i ∈ {1, 2}, one can easily show that γ˜12(k)−n−1
∑n
t=1 f1(t)f2(t+k) =
Op(1/
√
n) for 0 ≤ k ≤ m. Expanding γˆii(0) about γ˜ii(0), (i = 1, 2) to get γˆii(0) = γ˜ii(0) +
Op(n
−1) = γii(0)+Op(1) and noting that γ12(k) = 0 for all k 6= 0, we may apply the central limit
theorem to the normalized partial sum n−1/2
∑n
t=1(f1(t)f2(t+1), · · · , f1(t)f2(t+m)) to conclude
that as n→∞, √
n√
γˆ11(0)γˆ22(0)
(γˆ12(1), · · · , γˆ12(m)) D−→ N (0, Im).
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