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Abstract. Background: The sensitivity of Requirements Engineering
(RE) to the context makes it difficult to efficiently control problems
therein, thus, hampering an effective risk management devoted to allow
for early corrective or even preventive measures.
Problem: There is still little empirical knowledge about context-specific
RE phenomena which would be necessary for an effective context-
sensitive risk management in RE.
Goal: We propose and validate an evidence-based approach to assess
risks in RE using cross-company data about problems, causes and effects.
Research Method: We use survey data from 228 companies and build
a probabilistic network that supports the forecast of context-specific RE
phenomena. We implement this approach using spreadsheets to support
a light-weight risk assessment.
Results: Our results from an initial validation in 6 companies strengthen
our confidence that the approach increases the awareness for individual
risk factors in RE, and the feedback further allows for disseminating our
approach into practice.
Key words: Requirements Engineering, Risk Management, Evidence-
based Research
1 Introduction
Requirements Engineering (RE) has received much attention in research and
practice due to its importance to software project success. Precise and consis-
tent requirements directly contribute to appropriateness and cost-effectiveness in
the development of a system [1] whereby RE is a critical determinant of produc-
tivity and software (process) quality [2]. Yet, RE remains an inherently complex
discipline due to the various individual socio-economic and process-related influ-
ences in the industrial environments. In contrast to many other disciplines, RE
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is largely characterised by the particularities of the application domain, and it
is largely driven by uncertainty and also by human factors. All this influences
the way of working in individual contexts including the choice of methods, ap-
proaches, and tools in RE. In fact, what might work very well in one project
setting might be completely alien to the needs and the culture of the next [3].
The lack of possibilities to standardise the discipline with universal solutions
renders it consequently difficult to efficiently control and optimise the quality of
RE as an appropriate means to an end.
In consequence, the individual particularities of the contexts hamper an ef-
fective risk management devoted to allow for early corrective or even preventive
measures. Hence, it is not surprising that despite the importance of excellence in
RE, we can still observe various problems in industrial environments rooted all
in insufficient RE [4, 5]. Requirements Engineering risk factors which might be
typical for one project setting, might not be valid for others; for instance, while
one project might be characterised by frequent changes in the requirements, the
requirements in another project might be stable. Another factor to be considered
is the currently weak state of empirical evidence in RE [4, 5]. The lack of proper
empirical figures that would demonstrate what phenomena occur in practical
settings, what problems practitioners face, and what success factors we can in-
fer for the various contexts makes it impossible for available risk management
approaches to consider context-sensitive risk factors and related corrective and
even preventive measures for RE.
To efficiently consider the particularities of RE in risk management ap-
proaches, we postulate that we first need knowledge about the current state
of practice in industrial environments and problems faced therein. Motivated
by this situation, we initiated the Naming the Pain in Requirements Engineer-
ing (NaPiRE) initiative (see Sect. 2). NaPiRE constitutes a globally distributed
family of bi-yearly replicated surveys on the industrial status quo and problems
in RE. This allows to steer research in RE in a problem-driven manner and the
establishment of proper solutions based on a better understanding of the needs
of the various industrial contexts.
In this paper, we contribute the first steps towards a holistic evidence-based
RE risk management approach that explicitly takes into account the particular-
ities in RE as described above. We concentrate on assessing risk factors in RE.
In particular, we use the cross-company data from NaPiRE to build a holistic
model of context-sensitive problems, causes, and effects. We use this knowledge
to implement a probabilistic network that allows to calculate the posterior prob-
ability of certain risk factors based on knowledge about the current situation. We
use this to propose a first evidence-based RE risk assessment approach which we
validate in 6 companies. We conclude by outlining current work on integrating
guidelines to mitigate and correct problems in RE to make the consequential
next step from a RE risk assessment approach to a holistic, evidence-based RE
risk management approach.
Our contribution and the feedback by the practitioners supports us and other
researchers already in proposing further solutions to requirements engineering
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that need to rely on cross-company data. Further, our proposed risk assessment
approach already allows practitioners to reflect on their current situation by
increasing their awareness for potential problems in RE.
The remainder of this paper is organised as follows: In Sect. 2 we introduce
the background and related work. In Sect. 3, we elaborate on the research design.
In Sect. 4, we describe our overall risk assessment approach and in Sect. 5, we
report on a validation conducted in 6 companies, before concluding our paper in
Sect. 6.
2 Background and Related Work
Software risk management constitutes means to efficiently assess and control risk
factors affecting the overall software development activities [6] (planned ones
and deviations) and is often associated with “project management for adults”
as baptised by deMarco et al [7]. The importance of risk management for soft-
ware engineering in general and requirements engineering in particular has been
addressed in several risk management approaches tailored to software engineer-
ing processes [8]. Already the spiral model of Boehm [9] explicitly includes risk
management within software development. The Riskit method [10] provides a
sound theoretical foundation of risk management with a focus on the qualitative
understanding of risks before their possible quantification. Karolak [11] proposes
a risk management process for software engineering that contains the activities
risk identification, risk strategy, risk assessment, risk mitigation, and risk pre-
diction. With ISO 31000 [12], which was released in 2009, there is even a family
of standards for risk management available that can also be instantiated in soft-
ware engineering and its subareas like testing, where ISO 31000 has already been
applied in the context of risk-based testing [13], or requirements engineering.
A recent study on industrial development practices [14] shows that practi-
tioners see the need to explicitly include traditional risk management approaches
into RE that tends to be done rather agile. This further strengthens our con-
fidence in the need to tailor risk management approaches to the particularities
of RE actively taking into account the volatility therein (as discussed in our
introduction).
In fact, most work on risk management in the context of requirements en-
gineering focuses on identifying risks in a bottom-up approach and analysing
risks during the requirements engineering process. For instance, Asnar et al. [15]
provide a goal-driven approach for risk assessment in requirements engineering,
and Haisjackl et al. [16] provide an estimation approach and respective tool sup-
port [16]. For risk management within requirements engineering itself, Lawrence
et al. [17] provide a list of top risks in requirements engineering, which includes
overlooking a crucial requirement, inadequate customer representation, mod-
elling only functional requirements, not inspecting requirements, attempting to
perfect requirements before beginning construction as well as representing re-
quirements in the form of designs. However, evidence-based approaches to risk
management in requirements engineering as proposed in this paper are so far not
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available. For such an approach, we need a proper empirical basis on require-
ments engineering which has been recently established by the NaPiRE (Naming
the Pain in Requirements Engineering) initiative.
The NaPiRE initiative was started in 2012 in response to the lack of proper
empirical figures in RE research. The idea was to establish a broad survey inves-
tigating the status quo of RE in practices together with contemporary problems
practitioners encounter. This should lead to the identification of interesting fur-
ther research areas as well as success factors for RE. We created NaPiRE as a
means to collaborate with researchers from all over the world to conduct the
survey in different countries. This allows us to investigate RE in various cultural
environments and increase the overall sample size. Furthermore, we decided to
run the survey every two years so that we can cover slightly different areas
over time and have the possibility to observe trends. NaPiRE aims to be open,
transparent and anonymous while yielding accurate and valid results.
At present, the NaPiRE initiative has over 50 members from more than 20
countries mostly from Europe, North-America, South-America, and Asia. There
have been two runs of the survey so far. The first was the test run performed only
in Germany and in the Netherlands in 2012/13. The second run was performed
in 10 countries in 2014/15. All up-to-date information on NaPiRE together with
links to instruments used, the data, and all publications is available on the web
site http://www.re-survey.org. The first run in Germany together with the
overall study design was published in [4]. It already covered the spectrum of
status quo and problems. Overall, we were able to get full responses from 58
companies to test a proposed theory on the status quo in RE. We also made a
detailed qualitative analysis of the experienced problems and how they manifest
themselves. For the second run, we have published several papers [18, 19, 20, 21]
concentrating on specific aspects and the data from only one or two countries
and one paper [5] focusing on RE problems, causes and effects based on the
complete data set covering data reported by 228 companies. An analysis of the
data with a focus on risk management and evidence-based risk management in
RE has not been published so far.
3 Research Design
Our overall goal is to provide first steps towards a holistic evidence-based RE
risk management approach that allows to steer a context-sensitive risk manage-
ment based on empirical cross-company data and, thus, bridges shortcomings
of currently available approaches. Our research, therefore, needs to rely on data
reflecting practical problems in RE that are typical for certain context factors.
The scope of validity (and relevance) of the proposed solution consequently de-
pends on the practical contexts from which the data was obtained and where we
applied our approach.
Our research design is therefore strongly inspired by the (design science)
engineering cycle as exemplary described by Wieringa et al. in [22]. That is,
we follow a cyclic development approach which is initially based on idealised
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assumptions, solution design, and validation as well as evaluation in practice,
before revising our assumptions. With each iteration, we can make more real-
istic assumptions and scale our solution proposal and its effects up to practice.
However, in contrast to classical design science research aimed at practical prob-
lem solving, where we develop individual solutions to practical problems, our
aim is not to solely understand the effects of such solution proposals. Instead,
our aim is also to better understand the particularities of contexts and phenom-
ena involved and to actively incorporate them in our solution. That is, we begin
with understanding which problems practitioners experience in certain contexts,
develop our evidence-based RE Risk Assessment approach and – by transfer into
practice – we can use the observations to make our context assumptions more
reliable and precise for the next iteration.
The resulting methodological approach reflects the basic notion of knowledge
transfer. Our model is therefore structured in analogy to the technology transfer
model as described by Gorschek et al. [23] and sketched in Fig. 1 to visualise the
cyclic nature.
Industry
Academia
Problem 
Analysis Validation
Solution 
Concept
Prototypical 
Implementation
Large-
scale 
Evaluation
Empirical data
Concepts
ToolFeedback
Field study
Context-
specific 
insights
Fig. 1. Overall research design. The last step including a field study as part of a
large-scale evaluation is in scope of current activities and out of scope of this paper.
Starting with a problem analysis based on cross-company data emerging from
the NaPiRE initiative, we develop a first solution proposal, which we transfer into
a prototypical tool implementation. We use this prototype for a first validation
with industry participants as a preparation for a large-scale evaluation. At the
end of the iteration, we use the observations from the large-scale evaluation to
increase our empirical data set with additional context factors before entering
the next development iteration.
In this paper, we report on the first iteration where we develop and vali-
date our initial approach to evidence-based RE Risk Assessment and outline
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the next steps of a continuous evaluation and refinement towards a holistic Risk
Management approach which is in scope of current work.
In the following, we introduce the single steps to the extent necessary in
context of our contribution at hands.
3.1 Problem Analysis
Our data for the initial problem analysis is largely based on the last replication
of the NaPiRE initiative (see Sect. 2), including cross-company data from 228
companies located in 10 countries. There, we investigated the status quo on
the practices applied in requirements engineering as well as problems, causes,
and effects as experienced and reported by practitioners from various domains.
Table 1 exemplarily illustrates the most frequently cited top 10 problems as
reported by the respondents starting with an accumulation of the problems and
the summary of the single (top 5) ranks of the problems.
Table 1. Most cited top 10 RE problems as reported in [5].
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Incomplete and / or hidden requirements 109 (48%) 43 34 25 23 17 10
Communication flaws between project team and customer 93 (41%) 45 36 22 15 9 11
Moving targets (changing goals, business processes and / or
requirements)
76 (33%) 39 23 16 13 12 12
Underspecified requirements that are too abstract 76 (33%) 28 10 17 18 19 12
Time boxing / Not enough time in general 72 (32%) 24 16 11 14 17 14
Communication flaws within the project team 62 (27%) 25 19 13 11 9 10
Stakeholders with difficulties in separating requirements
from known solution designs
56 (25%) 10 13 13 12 9 9
Insufficient support by customer 45 (20%) 24 6 13 12 6 8
Inconsistent requirements 44 (19%) 15 8 9 6 9 12
Weak access to customer needs and / or business information 42 (18%) 16 7 10 8 8 9
We can see, for instance, that incomplete requirements dominate the list
of top 10 problems in RE directly followed by communication flaws between
the project team and the customer. To elaborate on risk factors and how they
propagate in a project ecosystem, we need, however, knowledge going beyond
single problems.
From Problems to Cause-Effect Chains. For each of the problems reported, we
further analyse the data on the causes and the effects to increase our under-
standing about the criticality of the problems and their root causes. The latter is
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important to understand possibilities for corrective or even preventive measures.
For instance, the main causes for communication flaws between the project team
and the customer are of organisational nature, including causes such as language
barriers, missing engagement by the customer, or missing direct communication
with the customer. Effects of the problem include, inter alia, a poorer product
quality by incorrect or missing features. A richer introduction into the problems,
causes, and effects in RE can be taken from our previously published material [5].
Figure 2 illustrates the full-scale model of the causes and the effects of the
problems as distilled from the NaPiRE data set. Visualising the full-scale model
serves two purposes: It shall demonstrate that (1) the model includes complex
cross-dependencies and single phenomena can lead to several problems, and that
(2) despite the complexity of the model, it already supports a basic understand-
ing of the phenomena involved in software development projects and how they
propagate through the different phases. Yet, such a model still does not help un-
derstanding context-sensitive conditional dependencies which renders it nearly
useless for operationalisation as a risk assessment approach. That is, for an effec-
Communication flaws within the project team
Communication flaws between us and the customer
Terminological problems
Unclear responsibilities
Incomplete and / or hidden requirements
Insufficient support by project lead
Insufficient support by customer
Stakeholders with difficulties in separating requirements from previously known solution designs
Inconsistent requirements
Missing traceability
Moving targets (changing goals, business processes and / or requirements)
Gold plating (implementation of features without corresponding requirements)
Weak access to customer needs and / or (internal) business information
Weak knowledge of customer's application domain
Weak relationship to customer
Time boxing / Not enough time in general
Discrepancy between high degree of innovation and need for formal acceptance of (potentially wrong / incomplete / unknown) requirements
Technically unfeasible requirements
Underspecified requirements that are too abstract and allow for various interpretations
Unclear / unmeasurable non-functional requirements
Volatile customer's business domain regarding, e.g., changing points of contact, business processes or requirements
Insufficient agility
Gold plating
Changing business needs
Team fluctuation
Stakeholder fluctuation
Language barriers
Complexity of domain
Complexity of project
Complexity of RE
Documentation overhead
Process doesn't allow for innovation
Conflict of interests at customer side
Conflict of interests at management level
Customer does not formally approve the requirements
Customer does not know what he wants
Unfeasible goals
Conflicting stakeholder viewpoints
Insufficient resource plan
Too high team distribution
Strict time schedule by customer
Demotivation
High workload
Communication flaws between team and customer
Insufficient information
Unclear roles and responsonsibilities at customer side
Insufficient planning of RE
Missing knowledge transfer
Insufficient resources
Insufficient stakeholder analysis
Policy restrictions
Lack of a well-defined RE process
Inability to specify measurable non-functional requirements Lack of change management at customer side
Lack of discipline
Lack of experience of RE team members
Lack of interst about customers domain
Missing domain knowledge
Weak management at customer side
Unclear terminology
Lack of time
Missing RE awareness at customer side
Missing RE awareness at team side
Missing willingless to change
Missing company wide standard
Missing completeness check of requirements
Missing concentration on business needs
Missing access to business needs
Missing customer involvement
Missing direct communication to customer
Missing engagement by customer
Lack of creativity
Missing involvement of developers
Weak qualification of stakeholders
Missing knowledge about development framework
Missing of a global view of the system
Missing prioritization by customer
Weak qualification of RE team members
Missing requirements specification template
Missing solution approach
Missing tool supportRequirements remain too abstract
Non functional requirements unclear
Not following the communication plan
Oversized portfolio planning
Poor project management
Poor requirements elicitation techniquesPressure to not exceed priminarily defined resources
Insufficient collaboration in process
Unfeasible requirements
Volatile requirements
Stakeholders lack business vision and understanding
Solution orientration
Subjective interpretations
Thinking in legacy systems
Unclear business needs
Unclear project scope
Unexpected changes in requirements
Volatile industry segment that leads to changes
Unavailability of requirements engineer
Workload of customer
Missing IT project experience at customer side
Inappropriate definition of contract
High quality expectation of customer
Insufficient analysis at the beginnging of the project
Lack of trust
High complexity in overall project setting
Incomplete requirements
Requirements engineer has no influence on customer
Lack of teamwork skills
Lack of requirements management
Many customers
Solution orientation
Customer dissatisfaction
Decreased efficiency (overall)
Decreased manageability
Decreased test efficiency
Decreased user acceptance
Delayed detection of bugs and failures
Delayed detection of missing functions
Inefficient development
Increased difficulty of requirements elicitation
Overall demotivation
Increased difficulty of impact analyses
Implementation of irrelevant requirements Incomplete Requirements
Increased complexity in RE
Increased maintenance costs
Increased number of change requests
Increased number of failures / bugs
Increased number of requirements changes
Increased communication
Information gets lost
Late decision
Less time left for RE
Misunderstanding (overall)
Missing traceability
Need for support by a more experienced developer
Need for post implementation
Poor documentation of requirements
Weak knowledge transfer
Poor product quality
Decreased business value
Poor requirements quality (general)
Poor (system) design quality
Project scope becomes unclear
Solution becomes more complex
Solution becomes difficult to maintain
Tests are of low qualityUntestable requirements
Validation of requirements becomes difficult Wrong estimates
Wrong sizing of hardware
Time overrun
Budget overrun
Effort overrun
Missing functionality of product
Lack of innovationConflicts within the team
Difficulties in project management
Fig. 2. Full-scale cause-effect visualisation of the RE problems, causes and effects. Not
intended to be read in detail (but we cordially invite the reader to zoom in).
tive evidence-based RE risk assessment, we need data that allows us to infer, at
least with a certain level of confidence, those effects certain problems have based
on a selection of specific context-specific conditions that characterise a project
situation at any point in time.
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From Cause-Effect Chains to Conditional Probabilistic Distributions. Finally, to
lay the foundation for an evidence-based risk assessment which includes oper-
ationalisable conditional dependencies, we analyse the data by making use of
Bayesian networks. We already made positive experiences in using Bayesian net-
works in defect causal analyses [24]. Here, we use Netica 1 to implement the
cause-effect information in dependency to context factors such as company size,
team distribution or software process model used (agile or plan-driven). Such
an implementation allows us to quantify the conditional probabilistic distribu-
tions of all phenomena involved. More precisely, it allows us to, based on the
NaPiRE data used as learning set, use the Bayesian network inferences to obtain
the posterior probabilities of certain phenomena to occur when specific causes
are known. Figure 3 shows such an exemplary inference for the consequences
and their probabilities of the phenomena missing direct communication to the
customer (highlighted in grey).
Fig. 3. Predictive inference for effects of missing direct communication to the customer.
We use this analytically curated data as a basis for the proposal of our
evidence-based risk assessment approach.
3.2 Solution Concept and Prototypical Implementation
Once understanding the data and its potential, we elaborate the design of our
initial evidence-based RE Risk Assessment approach. This approach shall, in a
first step, serve the purpose of providing means to assess risk factors in a light-
weight manner based on knowledge about a current project situation – while still
offering anchor points for extensions to a holistic risk management approach.
1 https://www.norsys.com/
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To this end, we conceptualise the elements and constructs necessary for RE
risk management via a meta model. This meta model captures the elements
necessary for a holistic risk management in RE. Figure 4 visualises a simplified
resulting model, while highlighting those elements in scope of the initial approach
for a risk assessment, i.e. the approach used for our first iteration presented in
this paper. In centre of our attention are events. Events are phenomena that
materialise in a measurable manner as well as their causes and effects. Those
events either impact tasks carried out in a project or artefacts created / modified
in the course of such tasks and can occur with various impacts at a certain
probability (i.e. risks).
SW Design SW Testing …
SW Requirements
Risk Management
Requirement Product
Artefact
Event Task
Risk Management 
ReportRisk
probability
impactOnTime
impactOnQuality
impactOnFuntionality
Measure
Fallback
Reduce
Avoid
TransferAccept
Strategy
Customer
Company
companySize
country
sector
processModel
Project Team
distribution
teamSize
cause
impact
Project Context
Product Development
Fig. 4. Strongly simplified meta model for evidence-based RE risk management. Darker
elements encompass entities relevant for risk assessment which is in scope of first de-
velopment iteration. Elements in light grey encompass entities necessary for extension
to a holistic risk management approach.
Of further interest are the context factors used to characterise the develop-
ment project, such as team characteristics or company characteristics. Please
note that the meta model is intentionally incomplete and simplified and shall
serve the sole purpose of highlighting those elements in scope of risk assessment.
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Out of scope, yet necessary for a holistic risk management are the implementa-
tion of measures used to, e.g., avoid certain risks.
To apply our approach in practical settings, we implement it via a light-
weight prototype. To this end, we rely on spreadsheets realised via MS Excel for
the presentation and reporting of risk factors and interactive calculation of the
probabilities to encounter those factors based on a current situation (as learnt
based on the data analysis described above). We further implement a graphical
visualisation of all RE phenomena to increase the awareness of a current project
situation using NodeXL. Details on the outcome can be taken from Sect. 4 where
we introduce the resulting approach.
3.3 Validation
While the prototypical implementation already serves as an initial proof of con-
cept, we want to better understand the suitability of the approach to practical
contexts. This helps us preparing for the large-scale evaluation depicted at the
upper part of Fig. 1. To this end, we conduct structured interviews with prac-
titioners in face to face meetings using their answers to potentially revise the
proposed (candidate) approach for a broader evaluation. In those interviews,
we use the instrument summarised in Tab. 2 and developed from scratch in a
curiosity-driven manner. Further details on the validation can be taken from
Sect. 5.
3.4 Large-scale Evaluation and Next Steps
Once we understand the practitioners’ perceptions of our light-weight approach
allowing for last modifications of our risk assessment approach, we can scale up
to practice by applying it in a longitudinal field study. Based on the outcome of
the large-scale evaluation, we intend to gather knowledge about further barriers
and limitations in context of risk management in RE. Further, such an evaluation
will allow us to further scaling up by integrating proper measures for mitigating
potential risks, thus, it allows us for a problem-driven (methodological) transition
from risk assessment to risk management. These last steps are in scope of current
activities at the time of writing this paper.
3.5 Validity Procedures
It is noteworthy that the proposed approach relies on some assumptions on the
NaPiRE data, which could represent threats to validity. The most important
one concerns the accuracy of the coding process used to analyse the answers
to the open questions RE problems, causes, and effects (used as a basis for
the described risk assessment quantification). Coding is essentially a creative
task with subjective facets of coders like experience, expertise and expectations.
This threat was minimised by peer-reviewing the coding process. Concerning the
NaPiRE survey itself, it was built on the basis of a theory induced from available
studies and went through several validation cycles and pilot trials. Further details
on the research methods employed can be taken from our previous publication [5]
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Table 2. Summary of the interview questions (structure: M=metadata, A=approach,
T=tool; type: FT=open free text, SC=closed single choice, LI=Likert scale rating).
ID Question Type
M 1 What is the size of your company? FT
M 2 Please briefly describe the main sector of your company and the application domain
of the software you build.
FT
M 3 How would you characterise the projects that you typically work in? FT
M 4 What is your role in those projects? FT
M 5a Is there already a methodology to manage risks in your company? SC
M 5b How do you manage risks in your company? FT
M 6 Which characteristic values would you consider for risk assessment? FT
M 7 Does this risk management also address risks in Requirements Engineering? FT
M 8 How important is it to address RE Risks in Risk Management? LI
M 9 Do you think it makes sense to distinguish RE Risk Management from the overall
Risk Management?
LI
A 10 Do you think the approach is more precise than other risk assessment approaches? SC
A 11a Do you think it makes sense to assess the risks based on phenomena? SC
A 11b Why? FT
A 12 What are the benefits the approach? FT
A 13 What do you dislike about the approach? FT
A 14 What are the barriers for the approach? FT
A 15 What should we do to improve the approach? FT
T 16 How appropriate do you think of criticality as a parameter for risk assessment? LI
T 17 Do you think using the tool would improve your performance in doing your job? LI
T 18 Do you think using the tool at work would improve your productivity? LI
T 19 Do you think using the tool would enhance your effectiveness in your job? LI
T 20 Would you find the tool useful in your job? LI
T 21 Do you think learning to operate the tool would be easy for you? LI
T 22 Would you find it easy to get the tool to do what you want to do? LI
T 23 Do you think it would be easy for you to become skilful in the use of the tool? LI
T 24 Do you find the tool easy to use? LI
T 25a Would you use such a tool for RE risk assessment? LI
T 25b Why? FT
T 26 What would be necessary for using the tool? LI
T 27a How would you rate the tool in total? LI
T 27b Why? FT
T 28 How would you rate the risk assessments provided by the tool in total? LI
T 29 Would you rather adopt a pre-implemented tool or implement it with the risks that
applied in your company?
SC
30 Do you have further remarks? FT
4 Evidence-based RE Risk Assessment Approach
This section presents the synthesised evidence-based risk management approach.
Section 4.1 introduces into the overall approach from a conceptual level, and
Sect. 4.2 presents the prototypical implementation.
4.1 Overall Approach to evidence-based RE Risk Assessment
The risk assessment is integrated with an overall project-based risk management.
Figure 5 provides the approach’s concept. Right in a Project, we integrate the
RE risk assessment with the overall project’s risk management and expect a
continuous implementation, i.e. we assume that a company implements its own
risk management as a continuous task performed throughout the whole project.
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ProjectSet up and maintenance
Data 
preparation
State of the 
art analysis
Risk 
assessment
Data 
interpretation
Risk handlingReporting
Fig. 5. Elementary concepts of the RE Risk Assessment approach.
Key to the approach presented is the data used for the (initial) risk assess-
ment (Fig. 5; left). The required data can either taken from an external data
pool, in our case NaPiRE data (see Sect. 3), or from historical company data.
Eventually, the company has to decide whether or not grounding the risk assess-
ment in internal or external data. Using internal data brings in the opportunity
to learn from past projects, i.e. to improve the company-specific risk manage-
ment approach based on lessons learnt. Using external data instead, however,
provides advantages, too. We postulate that by using cross-company data, risks
that might have not materialised so far in own project settings can be captured
based on third-party experience. Once the data source(s) has been selected,
data needs to be prepared in order to carry out the risk assessment. Specifically,
cause-effect models need to be developed (e.g., using Netica; Fig. 3) to provide
processable input for the analysis tool (Sect. 4.2). In a project, five tasks are
carried out:
1. In a state-of-the-art analysis, the current project status is evaluated, possible
risks, and already materialising risks are analysed—usually by looking for
phenomena that “announce” an upcoming problem.
2. In the assessment, based on the input data, the phenomena and associated
risk (cause and effects) are calculated and the impact is estimated.
3. In the interpretation, the risks are analysed and prioritised based on the
computed probabilities and expected impact (e.g., using a risk classification
matrix as used in PRINCE2 or a self-defined criticality index; see Sect. 4.2).
4. Based on the prioritisation, defined actions to adequately respond to the
risks identified are initiated.
5. Eventually, the analysis results and the actions initiated are reported. Re-
porting is used to complete the cycle and prepare the next assessment iter-
ation, i.e. updated reporting data complement the general data basis. Also,
reporting helps to evolve the general data basis, such that further projects
can benefit from the reported findings.
4.2 Prototypical Implementation
The overall approach was developed using a variety of tools. Besides the tools
used for the analysis, i.e. the modelling of the dependency networks and the
probability graphs (Fig. 3, Netica), a prototypical support tool was realised
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using Microsoft Excel. The tool is applied to a given project setup in two steps.
Figure 6 shows the first step—the configuration. In the configuration, the user
is asked to characterise the project of interest in terms of the context factors
company size, distributed work, and use of agile software development. The
second part of the configuration aims at selecting all phenomena (see Sect. 3.1)
of interest.
1
2
Fig. 6. Exemplary configuration of the risk assessment tool (basis: NaPiRE data).
Based on the selection, in the second step, the tool generates a report (Fig. 7)
that comprises two parts: first, a risk assessment report is generated, which
includes the risks and the known context-related causes associated with the
phenomena chosen. The assessment report further present the criticality index
and an estimate visualising the likelihood of a risk materialising in the current
context. In the prototypical implementation, we use a custom criticality index,
which is calculated as follows:
pi
n
· pij
nj
·
(
1 +
ciTRUE
ci
)
The index is calculated with the sum of the weighted phenomena ci, the sum
of the weighted phenomena ciTRUE that apply in the current context, the size n
of the data set used and the subset nj used for the phenomena that apply, the
frequency of an identified problem in the whole data set pi, and the frequency
of a problem pij in the subset under consideration.
The second part of the report visualises the the cause-effect graph in which
the selected phenomena are highlighted and embedded in the overall network.
This allows for inspecting the phenomena and finding orientation in the complex
model.
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Fig. 7. Example of a risk assessment report based on the the configuration from Fig. 6.
5 Validation
Our overall objective in our validation is to better understand the current prac-
titioners’ views and acceptance of our solution proposal and get first feedback
on potential barriers and limitations they see in the presented approach and the
proposed tool. This shall help us in preparing for the large-scale evaluation in
practice and the dissemination of our solution proposal. To this end, we con-
duct interviews with 6 practitioners from different companies and formulate the
research questions listed in Tab. 3.
RQ 1 How are requirements engineering risks assessed in projects?
RQ 2 What are the benefits and drawbacks of the presented approach?
RQ 3 What are the barriers for using the presented approach?
RQ 4 Could practitioners imagine to use the presented tool in practice?
RQ 5 What changes would be necessary to employ it in project settings?
Table 3. Research questions for the interview study.
After exploring what the state of practice in risk assessment is in the respec-
tive project environments, we are first interested in the general perception of the
benefits and drawbacks in the presented approach. To actively prepare for the
evaluation and give us the chance for last improvements, we further want to know
barriers practitioner see in using our approach, whether they can imagine using
the tool, and what changes would be necessary for using our solution proposal.
As a preparation for the questions on the tool (RQ 4 and RQ 5), we simulated
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a given scenario to show the respondents the functionality of the tool in a live
demo. The detailed instrument used for the interviews is shown in Sect. 3.3.
Please note that for reasons of confidentiality, but also because the answers
were all recorded in German, we have to refrain from disclosing the raw data. In
the following, we briefly introduce into the demographics before addressing each
of the presented research questions.
5.1 Demographics
Our six respondents represent companies which differ in the sector and con-
straints attached, thus, covering a broader demographical spectrum. All six re-
spondents are situated in Germany and their contextual information are sum-
marised in Tab. 4.
ID Company
size
Main com-
pany sector
Role in
projects
Project size Process model Project distri-
bution
1 300 IT consulting Business analyst 4-10 Scrum Nationally dis-
tributed
2 100 Quality man-
agement, testing
External consul-
tant for RE and
Testing
Medium and
large
Agile: Scrum,
Kanban
Internationally
distributed
3 6000-6500 Software de-
velopment and
consulting
Internal consul-
tant
20-40 Scrum, RUP Internationally
distributed
4 20000 Accounting, IT-
consulting
IT (Risk)-
consultant
N/A N/A N/A
5 30000 Insurance Project man-
ager
2-120 Agile and
traditional
approaches
Mostly national
distributed
6 180000 Software con-
sulting, cus-
tomer solution
development
Requirements
engineer
35 Waterfall, agile
approaches
Internationally
distributed
Table 4. Respondents overview (anonymised).
In the following, we introduce the interview results. Where reasonable and
possible, we provide original statements. Please note, however, that these state-
ments are translated from Germany and in parts slightly paraphrased for the
sake of understandability.
5.2 RQ 1: State of Practice in RE Risk Assessment
The state of practice in RE risk assessment is as diverse as the respondents’ en-
vironments. Some have already defined a risk management approach, others are
currently establishing one. The most mature risk assessment approach we en-
countered was by respondent 3 who reports that at the beginning of each project,
a cost estimation is conducted that includes the assessment of the relative risk
of the project by means of a predefined checklist.
As for the characteristics valued most important in context of risk assessment
(Q 8), following statement seems most representative for the respondents:
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“Probability of the risks and the potential monetary impact (including
damages to the reputation)”
When asked if their current risk assessment approach also addresses risks
in RE (Q 7), only 2 respondents stated that requirements-related aspects were
considered.
As for the importance to address RE risks in Risk Management (Q 8), the
respondents had overall an agreement attitude:
“[...] the sooner [risk management] starts, the better” as it enables to
identify problems at the beginning.
On a scale from one to five, the respondents from two companies rate it with the
highest importance, three with four and only one makes the rating dependent
from the contract type. In case of a fixed price contract, he rates it with 4-5; for
time and material contracts, he rates the importance with 1-2 only.
5.3 RQ 2: Benefits and Drawbacks of the Approach
When asked on the benefits and drawbacks of the presented approach, the an-
swers provided a rich and diverse picture. 3 of 6 respondents clearly stated that
the presented approach would be more precise for RE than available approaches
(Q 10) while only 1 stated it would be not. Further, 4 of 6 respondents stated it
would make sense to assess risks based on the empirically grounded RE phenom-
ena (Q 11a), while, again, only 1 did not agree. When asked for their rationale
(Q 11b), most respondents stated that such an evidence-based view would in-
crease the awareness for risks in RE. A further positive aspect highlighted was
that the approach would rely on previously made experiences in same or similar
environments:
“Embarrassing to repeat the same mistakes.”
Challenges associated with the approach included:
“It makes sense, but it seems difficult to realise in our company” as
well as “Projects are not very comparable and, thus, we would need
larger amounts of data. Sizing the clusters [sets of context factors] is
challenging.”
When asked directly for the benefits of the approach (Q 12), our respondents
stated that it would offer an experience-based continuous learning including risks
one might not be fully aware of, and it would offer the possibility to compare
different project situations based on common risk factors. This would improve
the situation for project leads by gaining more control.
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When asked for what they disliked (Q 13), respondents stated, in one form or
the other, that transparency on risk factors experienced by other projects with
similar characteristics might lead to more insecurity of the project team:
“Too much data may lead to confusion.”
Our respondents further stated that the maintainability of such an approach
would constitute another challenge:
“Keeping the data up-to-date is an elaborate task [as we need to] ensure
high data quality.”
5.4 RQ 3: Barriers for using the Approach
As the main barriers for using the presented approach (Q 14), our respondents
stated, in tune with the previous statement, the need to maintain large amounts
of data. A further statement included that a strong focus on risks related to
RE might lead to pessimism. A further perceived barrier affected the fear for
projects giving up their individual characteristics when being compared with
other projects:
“Single projects would have the impression their individual
characteristics would be neglected.”
When asked what we could do to improve the approach (Q 15), we encoun-
tered mainly two aspects: Inclusion of time as a dimension into the phenomena
that would allow to calculate the time until risks may manifests as real events,
and a better visualisation for especially large amounts of data.
5.5 RQ 4: Usability of the Tool
As for the usability of the tool presented via a live demo, we asked our respon-
dents the questions from Tab. 2 and visualise the results in Fig. 8. While the
focus of our validation was on qualitative feedback, it is still noteworthy that
the prototypical implementation yielded overall a reasonably good acceptance
while acknowledging that—although the tool offers a light-weight mechanism to
assess the risks—it still requires effort for the data maintenance and curation
(reflected in a mixed rating in the performance and productivity).
5.6 RQ 5: Necessary Changes
When asked for the necessary changes we would need to apply to the whole
approach and to the corresponding prototypical tool (Q 26), two major aspects
were prominent:
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1 2 3 4 5 6
Q17: Performance
Q18: Productivity
Q19: Effectiveness
Q20: Usefulness
Q21: Tool Learnability
Q22: Tool Appropriatness
Q23: Tool skilful use
Q24: Tool ease of use
Q25: Intention to use
Q27: Evaluation tool
1 2 3 4 5
Fig. 8. Evaluation of the concept and the tool prototype with the six practitioners.
The figure summarises the number of responses as stacked bar charts, ordered by their
agreement on Likert scales from 1 (low/no agreement) to 5 (high agreement).
“Support in the data collection and [possibilities to better] compare
company data with the data of other companies” as well as “Improved
reliability of the data”.
Those statements are, in fact, in tune with our expectations from the current
stage of development were we could only use the context factors known from the
baseline data in NaPiRE. Overall, our respondents concluded along that line,
which can be summarised by this exemplary statement:
“Detailed project characteristics need to be included [as context
factors]”
as well as by the need to further scale up from risk assessment to a holistic risk
management as exemplarily reflected in this statement:
“Countermeasures should be included”
In summary, the need to increase the precision and reliability of the data
by adding more data points as well as context factors, and the need to extend
the approach with context-sensitive recommendations in form of guidelines is in
tune with our hopes and expectations expressed in Sect. 3. This strengthens our
confidence in the suitability to release our approach for a large-scale evaluation
which is in scope of current activities.
6 Conclusion
In this paper, we elaborated on the need for an evidence-based risk management
approach that considers the particularities of RE. We argued that for such an
approach, we would need a proper empirical basis on practical problems, root
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causes and effects in industrial RE. To lay a first foundation for such a risk
management approach, we presented a cyclic research design that makes use
of empirical data gathered from the NaPiRE project yielding a first approach
for an evidence-based RE risk assessment. We implemented this risk assessment
approach and conducted a first validation by interviewing 6 respondents from
different companies.
The results of the validation have shown potential for improvement, but it
also strengthens our confidence in the maturity of our solution proposal and its
suitability to be transferred into practice and applied in a large-scale evalua-
tion. In particular, the feedback from the practitioners indicate an increase of
awareness for individual risk factors in RE which so far could not be provided
by existing traditional risk management approaches. They also strengthened our
confidence in continuing the envisioned future work. This work includes running
a field study which is currently in preparation and enriching our approach with
a set of recommendations associated with context-sensitive risk factors as shown
in previous work on guidelines to prevent RE problems [20, 25].
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