In this paper, an improved bounce-back boundary treatment for fluid systems in the lattice Boltzmann method [Yin, X.; Zhang J. J. Comput. Phys. 2012, 231, 4295-4303] is extended to handle the electrokinetic flows with complex boundary shapes and conditions. Several numerical simulations are performed to validate the electric boundary treatment.
Introduction
With growing interest in bio-Micro Electro Mechanical Systems (MEMS) and bio-Nano Electro Mechanical Systems (NEMS) applications and fuel cell technologies, electrokinetic flows have become one of the most important non-mechanical techniques in the application of microfluidics and
Macroscopic Governing Equations for EOF
For incompressible EOF in microfluidic channel, the governing equations including the continuity equation and the momentum equation can be described as follows: 
where u is the velocity vector, ρ is the density of solution, P is the pressure, υ is the kinetic viscosity of the flow, F represents the external force and is given as:
where e ρ is the net charge density, and E is the external electric field.
The drive force of the EOF is indicated by the body force term ( e ρ E ) in the momentum equation and is caused by the action of the induced electrical field on the net charge density in the EDL region. EDL theory [40] related the electrostatic potential and the ion distribution in the bulk solution can be well approximated by the Poisson equation as follows: 
where ψ is the electrical potential, ε and 0 ε are the dimensionless dielectric constant and permittivity of vacuum, respectively. For the flows over a non-conducting stationary surface, the ion distribution can be well approximated by the Boltzmann distribution:
, sinh
where i n is the ionic number concentration of the i -th species, , i n ∞ is the ion concentration in the bulk solution, i z is the valence of type-i ions, e is the charge of an electron, b k is the Boltzmann constant and T is the absolute temperature. For a symmetric electrolyte ( i z z = and , i n n ∞ ∞ = ) considered in the present study, the net charge density is given as follows:
Combining Equations (4) and (6) yields the nonlinear Poisson-Boltzmann distribution for the EDL potential in the dilute electrolyte solution:
For the surfaces with low surface electric potentials, the Debye-Hückel approximation
can be applied and the Poisson-Boltzmann equation can be linearized to: 
and its reciprocal 1 κ − , the so-called Debye length, is usually used as a measure of the EDL thickness in Debye-Hückel theory.
Numerical Method
The numerical method adopted in this work requires the solution of the Navier-Stokes equations for fluid flow and the Poisson-Boltzmann equation for electric potential distribution. A lattice structure D2Q9 with complex boundary conditions is proposed to solve the governing equations using two LBM model, corresponding to the fluid flow and electric potential, respectively. It is necessary to introduce the LB evolution equations and the boundary treatments in this section.
Lattice Boltzmann Model for the NS Equations
The evolution equation corresponding to the NS equations with external force is given as:
where
is the distribution function for the flow fields at location x and time t and the subscript α indicates the lattice direction. t Δ is the time step. The parameter f τ is the relaxation time for the density distribution function. F α is the forcing term corresponding to the applied external electric field.
In order to recover the correct NS equation, the density equilibrium distribution in this work can be typically expressed as:
where c is the lattice speed defined as x t Δ Δ , x Δ the lattice grid size. For the D2Q9 lattice model, the lattice weight factors depends on the length of the corresponding lattice vector, and is given by The relaxation time for fluid flow is related with the fluid viscosity by:
The forcing term caused by the interaction of the EDL field with the externally applied electrical field is incorporated into the discrete Boltzmann equation by following the method described:
The Chapman-Enskog expansion can be used to recover the macroscopic NS equations, and Macroscopic quantities such as the density and fluid velocity can then be evaluated from the distribution functions as:
Lattice Boltzmann Model for Poisson-Boltzmann Equation
Here, to solve the Poisson-Boltzmann equation, we adopt an LBM algorithm proposed by Oulaid et al. [41] because of its good numerical accuracy. The Poisson-Boltzmann equation can be considered as a convection-diffusion equation at the steady state. A lattice distribution function g α is introduced, and its evolution is described by the following lattice Boltzmann equation:
is the distribution function for electric potential. g τ is the relaxation time for the electric potential distribution function. G α is related to the net charge term in Equation (4) as a parameter for different schemes. Both the minimum and maximum values of θ (0 and 1) have been tested with diffusion and convection-diffusion systems, and no significant influence on the solution accuracy is found. In this work we use a forward scheme for the temporal derivative with 1 θ = for simplicity:
The electric potential ψ can be calculated from the distribution functions by:
and the equilibrium distribution eq g α of electrical potential evolution function is:
Following the spirit for the fluid flow, the following differential equation through the Chapman-Enskog analysis can be derived: 
and the solution to the Poisson Equation (4) can be obtained at the steady state of the simulation when the partial differential term on the left-hand side approaches zero. The potential diffusivity in Equation (21) is defined as:
Boundary Conditions
As with any other numerical methods, correct and accurate boundary treatments play a crucial role in LBM simulation. Many useful schemes for boundary condition have been developed for solving different physical problems. To model the fluid-solid interaction on the complex geometries, the mid-point bounce-back scheme [30] is used for the flow field. As shown in Figure 1 As we known, the evolution equations consist of two computational steps:
Streaming: 
where e e α α = − , m u is the midpoint velocity at the point m x to be determined.
For 1 2 Δ ≤
, the midpoint m x locates between b x and f x , and the midpoint velocity m u can be readily obtained with a linear interpolation:
where b u is the imposed boundary velocity at the intersection point b x , and f u is the flow velocity calculated at the fluid node f x . For 1 2 Δ > , the midpoint m x is in the solid domain and therefore an extrapolation is needed to obtain velocity m u :
where ff u is the velocity at the fluid point ff x .
Following the above velocity boundary treatment, here, we use the electric potential m ψ at the midpoint to calculate the electric potential distribution function at the bounce-back nodes: 
with the midpoint electric potential m ψ obtained via:
where b ψ is the imposed boundary electric potential at the intersection point b
x , f ψ is the electric potential calculated at the fluid node f x , and ff ψ is the electric potential at the fluid point ff x .
Validation and Discussions

Electric Potential with Flat Surface
First, we apply the improved bounce-back scheme to calculate the potential profile between two parallel plates, both of constant potential, immersed in an electrolyte solution. Near the charged surfaces, ions in the electrolyte solution will be redistributed and the electric diffuse layer will be established. The ion charge density can be related to the local potential via the Boltzmann distribution. For surfaces with low surface potentials, the Debye-Huckel approximation can be applied and the Poisson-Boltzmann equation can be solved by Equation (8) profile is plotted in Figure 2 . The symbols are results from LBM simulations, and the black lines are theoretical solutions predicted from Equation (29) . Excellent agreement can be seen with different channel height between the simulation results and theory. ; green symbol =0.2 Δ ).
As for typical LBM boundary models, the numerical accuracy is studied. We choose different channel heigh 16, 32, 64, 128 H = and calculate the error between the LBM results and theoretical solutions.
The errors are plotted in Figure 4 , and linear fitting are conducted in the logarithmic graph. The fitting slope is usually considered as the accuracy order of a numerical model. As show in Figure 5 , the accuracy order is 1.97, about 2, indicating a second-order for this system by the improved bounce-back treatment. 
Electric Potential with Complex Geometry
Next, to examine the performance of our method for more complex boundary shapes and conditions, we consider the electric field between two coaxial circular surfaces with inner and outer radii in R and out R , respectively. With no net charge, the general solution is given as:
where the constants 1 C and 2 C can be determined by the boundary conditions on the surfaces. For the Dirichlet boundary conditions, the electric potential on both surfaces are The corresponding exact solution for this case is:
In the simulation, we set 40
ψ . The domain size is 201 201 × and the surfaces are put at the center of the domain. Simulation result for this system is plotted in Figure 3 . We also find that the results agree well with analytical solution.
Application in Electro-Osmotic Flows
In this section, a charged spherical particle immersed in an electrolyte solution is considered with a side length of 2 μm. A 100 100 100 × × uniform grid is used and the particle center ( ) 
where r is the distance to the spherical center. We use 0 10 mV ψ = and 500 V/ m x E = in our simulation. The particle has a radius of R = 0.6 μm. Figure 6a shows the electric potential as a function of the distance to the particle center. The red circles are from our LBM calculation and the black curve is the theory solution according to Equation (32) . Good agreement can be observed between them. The potential distribution at c y y = is presented in Figure 6b . The distribution appears circularly symmetric and isotropic, and this is confirmed by the fact that all the simulated ψ~r data points fall approximately on a single curve in Figure 6a .
When an external electric field is applied, an electric force F will be generated in the electrolyte solution near the surface due to non-zero charge in that region, and the electrostatic force can thus induce fluid flows along the electric field direction. This phenomenon is called the electro-osmosis. This is similar to the typical plug-like velocity profile of electro-osmotic flows in straight channels, since the electric force only exists in the thin EDL near the surface. Away from this particular location, the cross-sectional area for the flow passage increases, and therefore the flow velocity decreases due to the mass conservation. The electro-osmotic flow streamlines in the 
Conclusions
In this paper, we have extended the improved bounce-back boundary treatment for LBM flow simulations to electric field simulations. Several simulations have also been performed to examine our boundary methods in term of ability to deal with complex boundary situations. An example simulation of electro-osmotic flow with a charge sphere particle immersed in an electrolyte solution has also been presented. Comparisons with theoretical predictions show excellent agreement for all simulations, and our method therefore could be useful for future electrokinetic simulations with complex boundary geometries. Furthermore, the boundary treatment in this work can be applied to LBM simulations for other processes and phenomena that can be described by similar differential equations.
