In this paper we propose a new segmentation approach applied to Arabic handwriting, which 
Introduction
Historically, the character recognition in general and handwriting in particular has continued to attract the attention of researchers and consume budgets, given the very important development that has been made to security systems, and human-machine interfaces. Such systems usually consist of several stages. We begin by acquiring a raw image, its binarization and its coding. The images of the writing go then through a phase of analysis to extract the essential features of the writing. The recognition system requires a learning phase where the user must introduce a set of data types that will be used through a classifier to create a model for making decisions during the use phase.
In the first phase, a raw image is acquired. This image is then subjected to a pre-processing, followed by a segmentation method and then a method of features extraction and finally a phase of classification by an SVM classifier. The SVM classifier will find a hyperplan in the features space that separates better these vectors into two classes. A hyperplan must be found for each character. Thus, each new found character will be exposed to each of the possible classes (characters) to find the most appropriate class. Once the character is detected, it is passed to a manager of words that can reconstruct the word using a dictionary.
Works proposed in the literature in this direction [4, 5, 6, 7, 8] generally suffer from low recognition rate especially composed characters (punctuation) and the analysis time (see results in the end of the paper). In this paper, we will describe methods and algorithms used in each phase and finally the obtained results.
Approach
The goal of our system is the recognition of Arabic handwriting, to do this, it goes through a sequence of operations: acquisition, segmentation and feature extraction, learning and classification, and finally synthesis of results (structure files: XML , representation files: HTML DOC, PDF, etc ....). Figure 1 shows the general system diagram:
Acquisition
In this phase, the original image is obtained using a procurement tool (scanner, camera, etc ....) and recorded with a known image format JPEG, GIF, BMP ... etc.
Pre-processing
This step allows filtering the raw image using the following algorithm:
1. Image binairization, 2. Replace each black pixel surrounded by white pixels by a white pixel, 3. Replace each black pixel between two white pixels, either vertically or horizontally, by a black pixel. The filtered image is then segmented to extract the areas that have a similarity of color i.e a continuous path. 
Features extraction
To separate the characters, we must follow the traces and extract the lines and their characteristics (direction, intersections,...). We thus follow a line until it changes direction. We consider at this time, the beginning of a new segment and a point of division if the segment is emerging; or a fusion point if the segment is entering. This phase uses a method of monitoring (tracking) in order to:
1. Segmentation of the rest of the word (PAW: Peace of Arabic Word ), and 2. Extraction of the features of each character.
By defining two types of segments, as follows:
1. Segment type 1 : is a segment that starts with a vector of pixels that do not have connections with other segments. 2. Segment type 2 : is a segment that starts with a vector of pixels connected to another segment. Seg_Type: the type of segment, Marker: A marker that will contain the description and characteristics of the segment, Num_Seq: the sequence number of the segment Seg_Prec: the number of the segment preceding that segment.
With both of the following operations:
In addition, there will be three types of points as following ( Figure 5 The extraction of a character features is done by calculating the characteristics of its segments. Each segment is characterized by its length, angle, and shape (Figure 12 ). These characteristics are obtained from level to level (Figure 7) . The technique is based on the detection for each column of pixels: the point of beginning, middle and end of the tracing of writing (Figure 13 ).
Figure 13. Used semi-skeletonization technique
Extracted points of medium are used to calculate during the scan, length and angle of deflection of the segment being processed, while the endpoints are used to extract information about the shape of the segment.
Markers features extraction
Each marker will contain the description of the following features:
 Direction, 
.Direction
The direction is defined using the 03 descriptors: 1. Direction on the X axis, 2. Direction on the Y axis, 3. General direction, results from the composition of the two previous. 
Relative size of segments
Before discussing how to calculate the relative size, we must first calculate the size of each segment separately using the following function: Now and after calculating the size of each segment, it is easy to calculate the relative size between segments by dividing the segment sizes.
Number of loops
The number of loops is calculated by incrementing the loop counter each time we make a fusion. A loop is detected if there is a coincidence between the departure point and end point of the two segments to merge.
Form of loop
The form of the loop is defined using 04 control points. Calculating the distance and the angle between these points allows to get a description of the form of the loop. 
Deflection angle
The deflection angle of each segment is calculated each time we make a fusion between two segments to extract the characteristics of the form of a loop. To calculate it, the following function is used: 
Angles sectors
The sectors are used to describe the relationship between the deflection angles of segments 
Segment image size
It's the size of the portion of image containing the segment (high and width) and it is easily calculated by the functions:  getWidth(): Image width,  getHeight():Image height.
Type of loop points
It is obtained while doing the operations of division or fusion or both simultaneously. This step is done using a Java class called Tracker (Image_name), which will take each image and follow up to obtain the features vector (size, nb_Cycles Branch ... etc.) for each character.
At the end of this stage, we have a vector of coefficients that characterize a real character. In the next step, the SVM method is used to use these coefficients to recognize the character.
Support vector machine (SVM)
After extracting the vectors of features, these vectors are used as input for the classification component (SVM), which will search for a separating hyperplan that separates the examples in the learning stage and takes a classification decision in the identification phase.
In the SVM module, there are two phases: one for learning and one for classification. Where Xi represents the characteristic vector of a given character, and Yi its label (class). In our work, we used the libsvm code available in [11] , with a Gaussian kernel.
Results
To validate the proposed model, we took samples of each class of characters: simple, compound and ambiguous. These examples are scanned using a scanner EPSON CX3400 and with a resolution between 150 and 300 dpi. The characters (early forms) are chosen in number of 07 and can be used to generate up to 07 other compound characters.
It is noteworthy that generated characters (compounds) have no effect on recognition rates because they are only a management of the classification result of primitive forms.
The used characters, their numbers, and the obtained results in term of recognition rate, are presented in the following 
Comparison with other AOCR techniques
The results of our system are compared with those of other Arabic OCR systems proposed in the literature. In general, our results are good and can be enhanced in future works.
Somaya Alma'adeed and all proposed a recognition system based on MMC which allowed having recognition rate of around 45.0% without post-treatment [3] , and is very much lower than the results obtained here.
The system AOCR proposed in [4] , based on wavelet compression, gave a recognition rate of 80.0% at the expense of analysis time.
The system AHTR described in [5] , based on DWT achieved a recognition rate of about 90.0% with a relatively low rate for the characters of the middle. These results are also at the expense of system speed due to the use of wavelets.
In [6] , we found a system called ASCA combined with an already existing system: RECAM (ASCA-RECAM), based on morphological analysis of the edges of the word. The topological features of the text are used to extract morphological rules. The segmentation results are presented in the following table: The use of morphological analysis of edges in the RECAM ASCA system has dramatically reduced its speed and the achieved recognition rates are similar to those of our system. However, our method was unable to segment written words with discontinuous lines, and words written with attached characters.
In summary, our system could achieve high recognition rates, without sacrificing much of the simplicity of the system or running time. 
Conclusion
We propose, in this paper an approach for analyzing images of Arabic handwritten characters based on structural segmentation of characters. The method begins by preprocessing the images, then determine the segments constituting the characters of the word. The segments are analyzed to detect the characters and their characteristics using a semi-skeletonization technique. The obtained vectors are used in the learning phase to construct the decision model by SVM classifier. This model is used to classify new characters in the use phase.
The results are encouraging comparing them to several works in the literature. We intend in the remainder of this work to study the different kernel of the SVM method, in order to choose the best learning parameters and their tuning and their influence on scores.
