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We prove the uniqueness of the coset of highest weight for the simplex code, and that there is 
no full-rank coset of weight one less if the dimension is 5 or more. We have nonexistence 
results for some codes with parameters close to the Griesmer bound. We derive several facts 
about the cosets of weight half the minimum distance of the code; and we classify all those 
cosets, their associated ‘leader codes’ and the cosets of weight 13 for the [31, 5, 161 simplex 
code. 
1. Introduction and notation 
Although the problem of finding the distribution of weights of and within cosets 
is important, there are not many results on it in print. In this paper we study that 
problem for the simplex dode S,,,.’ Through the ‘leader codes’ (Section 2), the 
question is the same as that of finding all projective codes of dimension m or less 
and maximum weight at most 2m-2. The equivalence class of leader codes and 
cosets are the orbits under the action of the automorphism group GL, of S,,,. The 
natural correspondence ‘coset leader E coset’ induces a correspondence from 
orbits of leader codes to orbits of cosets; it is not known whether it is injective. 
That is, does some coset of S,,, have two inequivalent leaders? 
The cosets of high weight are approached through the Griesmer bound, cosets 
of midweight 2”-2 through a variety of methods. The leader codes of lengths 8 
and 13 for S5 are classified with the help of elementary group theory. 
The cosets of the Reed-Muller code R5 are classified in [9] into 48 orbits. 
Although S, and R, have the same number of cosets, S, has many more orbits 
because its automorphism group is smaller. 
Thus if n = 2”, then R, = (l)@ S,, 0. Also, for the code C, *g(C) = C. And 
GL, = Aut(S,), AF, = Aut(R,). 
An important convention: We shall often identify n-vectors with their supports. 
For example, in Zz let us name the coordinate-places by the columns of the 
‘The used notations are listed in the appendix. 
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matrix G,, where 
Then the vector (1 1 0 0 0 0 0) is identified with the set {c,, cz} of colums, where 
c1 = (001)’ and c2 = (010)‘. Then the weight of any vector x is denoted (xl, which is 
also the cardinality of its support. Addition x + y of vectors considered as subsets 
of coordinate-places is then the symmetric difference of the sets x and y : 
xAyt,x+y 
2. On the high-weight cosets of S,,, 
Lemma 1. Let m > 2, and let A, be any binary linear code of [2”, 1+ m, d], where 
d 2 2”-‘. Then A,,, is the first-order Reed-Muller code. 
(Lemma 1 is the special case of [3, Theorem 2.31 for k = m + 1, u = m.) 
One would of course like to know much more than is presently known about 
the cosets of the simplex code. Questions of minimum and maximum weights in 
cosets, of weight distributions of cosets, are hard to answer. In Theorems 2 and 3 
we begin an attack on such questions. 
Weight-distributions of all the cosets of the [ 15, 4, 81 simplex code are in Table 
1. Only one coset of (the maximum) weight 7 appears, that of the all-l vector. 
That this situation obtains in general is the content of Theorem 2. 
Table 1. Cosets of the length 15 simplex code” 
Weights 
Number 0 1 2 3 4 5 6 1 8 9 10 11 12 13 14 15 SC(Y) 
1 1 15 
15 1 8 I 6 
105 1 4 8 3 (00) 
420 1 2 6 6 1 (000) 
35 1 12 3 (000,111) 
420 2 4 6 4 (0000) 
28 6 10 (00000.11111) 
28 10 6 
420 4 6 4 2 
35 3 12 1 
420 1 6 6 2 1 
105 3 8 4 1 
15 7 8 1 
1 15 1 
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The simplex code S,,, is ‘the’ [2” - 1, m, 2”‘-‘I code with generator matrix 
consisting of all 2” - 1 nonzero columns from ZT. It has covering radius 2”-’ [2, 
p. 1731; that is the weight of a coset of greatest weight. The notation is more 
convenient if we extend the code by an overall parity check, a procedure which 
always increases the covering radius by 1. The generator matrix becomes all 
columns from ZT. Thus we shall work with the extended simplex code S, in which 
each nonzero codeword has support consisting of the complement of a hyperplane 
of ZF. As noted in Section 1, we identify the coordinate-places of S with the 
columns of the generator matrix G, of S. Thus, for example, when m = 3 the 
generator matrix is the matrix G3, with a column of 3 zero’s appended. 
Theorem 2. The coset of the all-l vector of the extended code S of type 
[2”, m, 2”-l ] is the only coset of S of maximum weight (here 2m-1). It follows that 
the same result holds for the simplex code of type [2” - 1, m, 2”-‘I. 
Proof. Let n = 2”. Let x be an n-vector at distance 2”-’ from S. Then (x + S) U S 
is a code of type [ rt, 1 + m, 2”-‘I, SO it is R,. Thus 1” must be in x + S, which 
therefore is the coset 1” + S. 0 
Lemma 3. Let x be a vector of length 2” = n. Thus x s ZT by our convention. Then 
x is a coset leader for S if and only if 
VCES, Ixflc/~2”-2. (1) 
Proof. x is a coset leader iff Ix + clt 1x1 for all c in S. But Ix +cl = 
jxl+lcl-2Ixncl and Icj=O or 2”-‘. q 
Notice that the same holds if we replace n by n - 1 and S by S,,,. 
Descendants. Let x and y be n-vectors. Recall that we say “x is a descendant 
of y” if and only if x E y. We know that if y is a coset leader for the code A, then 
every descendant of y is also a coset leader for A. We extend this idea to cosets as 
follows: 
Definition. The coset C of the code A is a descendant of the coset C’ of A if and 
only if some leader of C is a descendant of some leader of C’. 
One sees that C is a descendant of C’ if and only if every leader of C is a 
descendant of a leader of C’, for if x, y are as above, and we set u = x + y, then 
C = u + C’. Thus every leader of C has the form u + z for some z in C’. Now 
~z~-~u~~~u+z~=~x~=~y~-_Iu~~~z~-_1u~, showing that Izl=lyl, and u, hence u+z, 
is a descendant of z. 
In Fig. 1 we show the descendance relations among the equivalence classes of 
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Fig. 1. Descendance relations for the cosets of the simplex code S,. @Ill stands for the cosets of 
weight 4 in row 11 of Table 1, - - denotes a change in rank. 
the cosets of S,. This involves another extension of the idea of descendance. We 
say that the class of C is a descendant of the class of C’ if and only if some coset 
in the first is a descendant of some coset in the second; it follows that every coset 
in the first class is a descendant of some coset in the second class. 
We define an urcoset of the code A to be a coset of A which is not the 
descendant of any other coset of A. According to Fig. 1, S, has 3 equivalence 
classes of urcosets. 
The union of an urcoset of weight 5 with its complement, an urcoset of weight 
6, is, on extension, a coset of maximum weight 6 for Rd. For m > 4 however, the 
complement of an urcoset is not necessarily an urcoset, even if we ignore the 
urcoset of the all-l vector (see Table 9). 
We define for any n-vector x, where n = 2” - 1, the code *x as the rowspace of 
the support of x under the identification of coordinate-places with the columns of 
a fixed generator matrix g(S,). As we said in Section 1, we count the weight- 
distribution of *x with multiplicity. That is, if the matrix of the columns of x has 
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rank i, (in which case we say x has rank j) then every vector in the rowspace of x 
is counted 2”-’ times. 
Proposition 4. For any coset of S,,, all coset leaders have the same rank. 
Proof. Because S, is projective, every coset leader of rank m - 2 or less is the 
unique leader in its coset. Thus it suffices to show that no coset has a leader of 
rank m - 1 and one of rank m. But if the n-vector x has rank m - 1, then it is a 
descendant of some hyperplane h in Zy. By our remark just after the definition 
of descendance for cosets, it follows that every leader of x + S, is a descendant of 
some leader of h + S, = 1” + S,. But every leader is a hyperplane, and conversely. 
So x + S, has no leaders of rank m. IJ 
We thus define the rank of a coset as the rank of any leader of that coset. 
Lemma 5 ([4]). Let x be any n-vector and let *x have, for each i, n(i) vectors of 
weight i, counted with multiplicity. Let the coset x + S, have N(w) vectors of weight 
w for each w. If we set 
w + 2i = Ix I+ 2m-1, 
then n(i) = N(w) unless 
w = 0, then n(0) = N(lxj+2”-‘)+ 1, 
or 
w = 2”-*, then n(2”-‘) = N(lxl)- 1. 
Definition ([6]). If x is a leader of the coset x + S,, we call *X a leader code of 
that coset. 
We may characterize the leader codes of urcosets as follows: 
- The projective [w, m] code is a leader code of an urcoset of S,,, if and only if it 
has maximum weight 2”-* but any extension to a projective [w + 1, m] code 
increases the maximum weight; 
_ The anticode is a [2” - 1 - w, m, 2”-*I projective code for which puncturing on 
any coordinate reduces the minimum distance. 
We now study the cosets of S,,, of weight one less than the maximum weight 
P=2”-‘- 1. If we look at Sq, where p = 7, Table 1 lists 15 cosets of weight 6, 
each with a single vector of weight 14, and 28 cosets of weight 6, each with 
maximum weight 10. The first of these two classes consists of descendants of the 
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unique coset of weight 7, and the second of these is obviously composed of 
urcosets. 
The next theorem implies that there are no urcosets of weight p - 1 for larger 
m. 
Theorem 6. Let k 2 5. There is no projective [2k-‘-2, k] code A with maximum 
weight at most 2k-2. 
First proof. (k 2 6). Code A exists if and only if its anticode [ 51 C, a projective 
[2kP1 + 1, k, d] code with d 2 2k-2, exists. We disprove the existence of C by the 
following series of results, which may also be of wider interest. 
Lemma 7. Let C be a [2kp1+ 1, k, 2k-2] code. If C has a codeword of weight w >O, 
then 
Proof. Let c E C be a nonzero codeword of weight w ~2~~~. Then there exist 
unique integers oI, . . . , a, such that 
w = 2k-2+ i 2s, k-2>cY,> . .>a,z=O. 
i=l 
The parameters of Res(C; c) are 
[2k-’ + 1 - w, k - 1, 2k-2- [w/2] 1. 
By definition 
=2k-*-W+2k--2+t=2k--1-W+t. 
Applying the Griesmer bound to Res(C; c) we obtain 
2k-l+1-w*2k-l-w+t 
and therefore t =c 1. We conclude that the only possible nonzero weights occurring 
among the codewords of C are the ones stated in the lemma. 0 
Lemma 8. Let C be a [2k-1 + 1, k, 2k-2] code for which k 2 6. If C has a codeword 
of weight w > 0, then 
w E{2k-2}U{2k-2+ 1}U{2k-2+2}U{2k-1}U{2k-1+ l}. 
Proof. Let c E C be a nonzero codeword of weight w = 2k-2+ 2’, 2 s i < k - 2. 
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Then Res (C; c) has parameters 
[2k-2+ I _ 2i, k _ I, 2k-3_ 2i-11. 
We observe that Res(C; c) meets the Griesmer bound with equality. In Helleseth 
[7] such codes have been classified. If we let u1 = k -2 and u2= i it is a 
consequence of [7, Theorem 1.31 that a code with the same parameters as 
Res(C; c) exists if and only if 
u,+u,<k-1, or u1=3,u2=2, or u1=2,u2=1. 
which is not the case here since u1 = k - 2 2 4 and u2 = i 2 2. We conclude that C 
does not contain any codeword of weight w = 2k-2 + 2’, 2 < i < k - 2. Hence By 
Lemma 7 the proof is complete. •i 
Theorem 9. Let C be a [2k-1+ 1, k, 2k-2] code for which k 3 6. Then C has a 
codeword of weight at least 2k-‘. 
Proof. Suppose that C has no codeword of weight ~2~-l, then Lemma 7 implies 
that the only possible nonzero weights occurring among the codewords of C are 
2k-2, 2k-2+ 1, and 2k-2+2. 
Let c E C have weight 2k-2+ 1. Then Res(C; c) has parameters [2kP2, 
k - 1, 2k-3]. According to van Tilborg [3, Theorem 2.31 Res(C; c) is the unique 
Reed-Muller code. Let c1 E C be a codeword whose restriction to Res(C; c) has 
weight 2k-2. Then c or c + c1 has weight at least (2k-2+ 1)/2+ 2k-2, which 
contradicts that 2k-2 + 2 is the maximum weight of a codeword of C. Therefore C 
does not contain a codeword of weight 2k-2+ 1. 
Let CE C have weight 2kP2+2. Then Res(C; c) has parameters [2k-2- 1, 
k - 1, 2k-3- 11. From [3, Theorem 2.31 this is a shortened Reed-Muller code. 
Therefore C has a codeword c1 whose restriction to Res(C; c) has weight at least 
Zk-‘- 1. Then c or cfcl has weight at least (2k-2+2)/2+2k-2- 1 which again 
Table 2. Cosets of the length 16 first order Reed-Muller code” 
Weights 
Number 0 I 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 1 30 1 
16 1 15 15 1 
120 1 7 16 7 1 
560 1 3 12 12 3 1 
840 2 8 12 8 2 
35 4 24 4 
448 6 10 10 6 
28 16 16 
a The rows of the table give the weight distribution of the cosets. 
Tables 1 and 2 [4] are reprinted with the permission of IEEE, @ IEEE 1971. 
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contradicts that 2k-2 + 2 is the maximum weight of a codeword of C. Hence, C 
has no codeword of weight 2k-2+ 2. 
We have therefore proved that all nonzero codewords of C have weight 2k-2. 
Let Ai, Bi denote the number of codewords of weight i in C and in its dual 
code respectively. From the MacWilliams identities we obtain 
2k-I+1 
c (2k-1+ 1 - 2i)Ai = 2kB1. 
i=O 
Since A, = 1, AZkmz = 2k - 1, and Ai = 0 otherwise, we get 8, = 312; a contradic- 
tion. 
We have therefore shown that the assumption that all codewords in C have 
weight less than 2k-1 is impossible whenever k >6, and the proof of Theorem 9 
is complete. Cl 
Theorem 6 for k > 6 is a corollary of Theorem 9, for the latter implies that the 
code A has rank less than k, a contradiction. 
Theorem 9 remains true for k = 2 or 3, as one easily sees. It is however false for 
k = 4 and for k = 5, with parameters [9, 4, 41 and [17, 5, 81, respectively. To 
anticipate a bit, we can find a [9, 4, 41 code with maximum weight 6 ‘in’ a coset of 
weight 5 of Sq, according to Lemma 5 and Table 1. There is a [ 17, 5, 81 code with 
maximum weight 12 derivable by puncturing the [24, 12, 81 Golay code on 7 
coordinates not contained in a codeword of weight 8; one can argue that it is not 
projective. 
Second proof of Theorem 6. We identify the leader code attached to the coset 
B = 1” + x + S,, where x is a coset leader of weight 2”-’ - 2 and rank m. It must 
be a code with parameters [2d + 1, m, d] having maximum weight at most 2”-‘. 
This is so because, from Lemma 5, the maximum weight in the coset attached to a 
[w, m, d] leader code is w - 2d +2”-‘. Setting this equal to 2”’ - 1- (2”-l-2) 
forces w to be 2d + 1. We may here restrict d to be at most 2”-‘- 2, because then 
2d + 1 is at most 2”-’ - 3, by Theorem 2 the highest possible weight of any odd 
coset, such as B, not equal to 1” + S,. 
Therefore, once we prove the following result, we will have proved the 
theorem. 
Proposition 10. For all m 35 there is no [2d+ 1, m, d] code with d ~2”~‘-2. 
Proof. Recall the ‘Griesmer function’ g(k, e) and notice that if e <2k-2, then 
k-2 
g(k, e)zl+e c 2-‘= l+2e-e/2kP2; 
i =O 
therefore g(k, e)* 2e + 1. It follows that if the code of the proposition exists, its 
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parameters meet the Griesmer bound exactly. But Logacev [8] has proved that 
the length of any [t, m, d] code with d s 2m-2- 2 satisfies t 2 1 + g(m, d). 0 
Notice that our proof did not use the fact that the maximum weight in a leader 
code is at most 2”-2. Also notice that such codes exist for m = 3 and m = 4; 
[3, 3, 1 J and [5, 4, 21 are the parameters, and they correspond to cosets of weight 
2 of S3 and 6 of S,. 
Theorem 11. The [2” - 1, m ] simplex code has no urcosets of weight 2”-’ - 2 for 
any m 2 5, and none of weight 2”-l- 3 for any m 27. 
Proof. The first part of this result is an immediate consequence of Theorem 6 and 
Lemma 3. We prove the second part as follows. 
As in the second proof of Theorem 6, it suffices to prove 
Proposition 12. For m ~7 there is no [2d +2, m, d] code C with d 2 2mP2-2 for 
which all vectors have weight at most 2”-2. 
Proof. Let 
d = 2”-2_ i 2=,-l, m -2>aI>*. ->a,2 1. 
i=l 
Then 
g(m,d)=2”-l- i (2-x-1)=2”-‘-2 2”,+t=2d+r. 
i=l 
Thus t ~2. 
If t = 2 then C has parameters 
which contradicts Logacev’s bound whenever m > 6. 
We therefore have shown that t = 1, i.e., that d = 2m-2-2CI-1, m -22-1. 
Let c E C be a codeword of weight w s 2mP2, then 
[y--1 + 2 - 25 - 23, m, y-2 - y-1 - 2V-1], 
w = 2-2 _ y-1 + 2 28,-l, cX>/3,>*.*>&~1. 
i=l 
Then Res(C; w) has parameters 
[2m--2_ 2--l+ 2 _ C 20,-l, m _ 1,2m-3_ 2”-2_ LC p,-2~ I, 
and we get 
g(m - 1, 2m-3- 2”-2- ]C 2V’]) = 2”_2- 2--i+ 1 -c (2P,-‘- 1) 
= 2”_2- 2”-1+ I- c 20,-l + 1. 
Thus 1~1. 
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If 1 = 1, then Res(C; c) has parameters 
[2”-2_2a-1+2-2P,-1,,_I,2”~3_20L-2_128,~2]], 
which contradicts Logacev’s bound whenever m 3 7. 
We have therefore proved that the only possible nonzero weights in C are 
2”-2- 2”-’ and 2mP2. From the MacWilliams identities we get as the matrix of 
coefficients 
A2”_2L2”..! A2rn-Z 1 
1 1 (=) 2”-1 
2 -2”+2 (=) -2m-1_+.2”-2 
(2m-r _ 2m)(2m--2- 2”-1+ 2) 2m-1(2m-2 - 2” +2) (=) 2”(2”-1;2” +2) 
since B1 = B2 = 0. The first two lead to A2P”~2_2=~1 = 2” - 5 - 2m-‘-a, and Azm-z= 
5 . 2”-1-a- 1, but then the third identity does not hold. 0 
3. Cosets of weight 2”-2 
Every vector of weight 2m-2 in Z!$ is a coset leader for S,. For each equivalence 
class of cosets of weight 2”-* there is at least one equivalence class of projective 
[ 2”-‘, k ] codes C, with k necessarily m - 1 or m. Of these, the [2”‘-‘, m - l] 
codes correspond to the vectors of weight 2”-2 in cosets of S,,-i, as explained 
below for m = 5. 
Any coset of weight 2m-2 of S,,, has 1, 2, or 3 leaders. It has a unique leader if 
and only if the leader code has no vector of weight 2”-2. This can happen both at 
rank m - 1 and at rank m if m 2 5 (but not for rank 4 when m = 4). If the coset 
x + S, does have more than one leader, then it has exactly 3 leaders if x has rank 
m - 1, for the equation 
yx = 1” (where w = 2”-2 and y is an m-vector) (2) 
has exactly two solutions y. This class if unique, because Rm--2 is the only 
projective [ 2m-2, m - l] code containing the all-l vector. If, however, x has rank 
m, then there is at most one solution to (2), so the number of leaders in x + S,,, is 
1 or 2. 
Each coset of weight 2”-2 and rank m - 1 has a unique vector of maximum 
weight 2”-‘+ 2”-2; it is the complement of a coset of weight 2”-‘- 1 of rank 
m-l. 
The codewords of S,,, generate Reed-Muller codes R,_1. Here we mean, as 
usual, that the submatrix of the generator matrix of S,, the columns of which are 
identified with the support of the codewords, generates R,_l. Any two such codes 
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are equivalent under the general linear group, if only because under a cyclic 
presentation of S,,, any two nonzero codewords of S,,, are cyclic shifts of each 
other. 
We now classify the cosets of weight 8 of S,. There are 21 equivalence classes, 
with their weight-distributions given in Table 9. We first find the 6 or rank 4, a 
task made easy by Table 1. We can go directly from the weight-distribution of the 
coset x + S, of weight 8 to that of the coset x”+ Sg, where x” as a matrix is the 
matrix for x bordered by a row of 8 zeros. The reason is that Lemma 5 
determines the relation between the weight-distribution of the coset v + S, and 
that of *v, the set with repetition of all 2” row-sums of ‘u. The result for our case 
is this: If Ix] = 8, and x + S4 has n(2i) vectors of weight 2i, for 0~ i~7, then 
x”+ S, has 2n(2i) vectors of weight 2i +8 if if 0, 4; and x”+S5 has 1+2n(O) 
vectors of weight 8, 2n(8)-2 vectors of weight 16, and 1 of weight 24. The 6 
classes of cosets of S, with vectors of weight 8 in Table 1 thus give rise to the first 
6 rows of Table 9. 
To see that this list of 6 classes is indeed complete, we need to verify that within 
each such coset of S, all the vectors of weight 8 lie in only one orbit of the 
stabilizer group of the coset; otherwise there would be inequivalent [S, 41 codes 
*x-hence cosets x”+ &-with the same weight-distributions. We have verified 
this with direct hand-computations, not included here, of the stabilizers of leaders 
and vectors of weight 8. (For larger m, the opposite can happen. See [lo].) 
We list the weight-distributions of these 6 codes on the left-, and of the dual 
codes on the right-hand side of Table 3. 
Table 3. Weight-distributions of all projective [8,4] codes and their dual codes 
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 
1 1 14 1 1 14 1 
2 1 3 7 4 1 1 3 7 4 1 
3 1 4 5 4 2 1 4 5 4 2 
4 1 1 11 3 1 4 6 4 1 
5 1 12 561 1 5 5221 
6 1 1 7 7 1 7 I 1 
4. [8, 51 leader codes C 
The remaining cosets of weight 8 have rank 5. We classify their [S, 51 leader 
codes C by classifying the [S, 3, d] orthogonal codes C’ with d 2 3. The latter 
codes are not projective, because g(C) has at most 8 distinct columns; if none is 
0, then two are the same. Thus C has minimum weight 1 or 2, and the associated 
coset of S, maximum weight 22 or 20. 
Proposition. There are exactly 15 equivalence classes of [S, 3, d] codes C’ with 
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Table 4. Weight-distributions of all projective [8, 51 codes and their dual codes 
0123 4 5678 0 1 2345678 
1 1 1 10 11 4 3 2 1 3 4 
2 1 1 7 14 7 1 1 1 7 
3 1 2 1 4 11 10 3 1 4 3 
4 1 1 1 7 11 7 3 1 1 2 3 2 
5 1 3 8 7 85 1 2 1 2 2 
6 1 2 8 10 8 2 1 1 5 2 
7 1 2 9 9 6 4 1 1 1 2 3 1 
8 1 4 5 9 10 2 1 1 2 2 1 1 1 
9 1 3 6 11 8 1 2 1 1 3 2 1 
10 1 3 8 7 85 1 2 1 2 2 
11 1 1 2 6 9 9 4 1 3 2 1 1 
12 1 4 22 4 I 1 6 1 
13 1 5 19 7 1 2 2 2 1 
14 1 1 3 3 11 11 1 1 1 3 3 1 
15 1 5 4 7 12 3 1 3 1 2 1 
d 3 3. The weight distributions of the 15 pairs of codes C and C’ are presented 
Table 4, in the rows marked 1 to 15. 
in 
Proof. We approach the code C’ via its ‘projective core’, which is the p-set 
(naturally without repetitions) of nonzero columns of a generator matrix g(C). 
We first note that 4~ p ~7: If p were 3 we could assume g(C) were 13, D, where 
D consists of 5 columns either 0 or taken from 13. But then some row of g(C) 
would have weight less than 3. For the rest of this proof we denote g(C) by G. 
Below we list the 15 equivalence classes of [S, 3, d ] codes C’ with d 2 3. For 
p 3 5 we do not list the projective core but only the S-p columns of G which are 
0 or are also in the projective core. Thus under p = 6 the entry ‘G is core 6, r, r’ 
stands for the code C’ with G = abcder rr where {a. , e, r} is the projective core 
6. The projective cores of a given size p are all equivalent (for p 2 5) because GLS 
is 2-transitive on the set of all 7 nonzero columns. For the same reason all codes 
of the type ‘core 6, r, r’ above are equivalent. 
We denote the nonzero columns of Z: not in the projective core by 1, or 1, and 
p = 7: G1 is core 7, r, 
G2 is core 7, 0; 
p = 6: G3 is core 6, O,O, 
G4 is core 6, 0, r, 
G5 is core 6, r, r, 
G6 is core 6, r, s, rf s and r+s = 1, 
G, is core 6, r, s, rfs and r+s#l; 
p = 5: The projective core 5 is {a, b, h, x, y}, where a + b = x + y = 1, + 1, = h, 
G8 is core 5, a, x, a, 
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G, is core 5, a, x, b, 
GIO is core 5, a, x, h, 
G,, is core 5, a, x, 0; 
p = 4: There are two possible projective cores, those with 1111 or 1110 as 
check matrices. The former yields the three codes, 
G12 is 13, (111)‘. I,, (ill)‘, 
G13 is I,, (ill)‘, I,, (OOl)‘, 
G14 is 13, (ill)‘, 13, (000)‘. 
The latter yields 
G15 is 13, (IlO)‘, (OOl)‘, (OOl)‘, (loo)‘, (010)‘. 
We omit the proofs except for the case p = 5. The sum of the two omitted 
columns is h, in the projective core; the remaining four columns split into pairs 
{a, b} and {x, y} such that a + b = x + y = 1, + l2 = h, where l1 and l2 are the two 
omitted columns. To insure d 3 3 we must repeat one of a, b and one of x, y. The 
automorphism group Aut of the projective core is the stabilizer of {E,, &} in GL,; 
it has order 8. The action of Aut on the 3-subsets having one point in common 
with each of {a, b} and {x, y} determines the classes of [8, 3, d] codes with p = 5. 
Firstly, Aut is transivitive on {{a, x}, {a, y}, {b, y}, {b, x}}. Thus we repeat a and x 
in each case. Then there are only four choices for the 8th column: 0, a, b, or h, 
because {a, x, a} goes to {a, x, x} under Aut, and {a, x, b} to {a, x, y}. 
In Table 4, the left-hand half of row i is the weight-distribution of the [8,5] 
code “Gt; the other half is that of *G,. The weight-distribution of the coset of S, 
of which *GT is the leader code appears in the row marked i of Table 9. Notice 
that the same distribution appears in both rows 5 and 10, although the codes *G, 
and *Glo are not equivalent. The corresponding cosets have unique leaders so are 
certainly inequivalent. 
One easily sees which cosets have two leaders; they are those for which the sum 
of the columns of Gi is 0. Since the sum of the columns of core 7 is 0, one finds 
that the codes (*GJ+, (*GJ+, and (*GIJC are the only ones of these 15 with 
vectors of weight 8. From our remarks at the beginning of this section, the cosets 
having these as leader codes are the only cosets of weight 8 with two leaders. Cl 
5. The cosets of weight 13, rank 5 
These urcosets are complements of certain cosets of weights 6 and 10, a fact we 
derive from the procedure of the second proof of Theorem 6. That is, let x be a 
coset leader of weight t and rank m for the code S. If the leader code *x has n(i) 
vectors of weight i, for each i, then from Lemma 5 we find that the complemen- 
tary coset has n(i) vectors of v&ight 2 m-1 + 2i - t - 1 for each i 3 1, and also has 
one more vector of weight 2”’ - 1- t. Thus the minimum weight d in the leader 
code determines the minimum weight 2”-l + 2d - t - 1 in the complementary 
coset. 
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Table 5. Weight-distribution of leader codes and their dual codes for all rank-5 cosets of S, of 
weight 13 
01 23 4 5 6 7 8 9 10 0123 4 5 6 7 8 910 
1 15 15 1 1 1 
1 16 12 3 1 2 7 12 7 2 1 
1 10 16 5 1 10 16 5 
Setting this quantity to 13 for m = 5 yields the condition 2d = t - 2. Thus 
we consider projective codes of type [6, 5, 21, [S, 5, 31, [lo, 5, 41, [12, 5, 51, 
[14, 5, 61, etc., all with maximum weight 8 or less. There are no [S, 5, 31 or 
[12, 5, 51 codes, and Theorem 6 tells us that there are no cosets of S5 of rank 
5 having weight 14 or more. Therefore we need look only at the [6, 5, 21 and 
[lo, 5, 41 codes. 
The [6, 5, 21 code is unique up to equivalence. There are only two equivalence 
classes of projective [ 10,5,4] codes with maximum weight 8 or less. The 
weight-distributions of these codes C(6), C(10, l), and C(10,2) are listed, with 
those of their dual codes, in Table 5. The weight-distributions of the related 
cosets of weight 13 are listed in the same order at the end of Table 9. 
In the rest of this section we establish this claim about the codes of length 10 
and classify some other codes of length 10 as well. 
Case 1. The even [ 10,5,4] projective codes C have check matrices which are 
submatrices g(C) of the ‘standard’ generator matrix of R,, i.e., g(R,) is g(S,) 
with a row of 16 one’s appended. This is so because d(C) = 4, making C’ also 
projective. (The even [lo, 5,2] projective codes, those for which C’ is not 
projective, are interesting to study. They are included below, for completeness, in 
Case 3.) 
The easiest way to classify such codes C’ is to look at their ‘anticodes’ A’ in 
g(RJ, i.e., the [6, k] codes generated by g(R,) - g(C) which have k s 5 and 
maximum weight 6. To study A+ we study instead A, the [6, j, d] even codes with 
d 24. Up to equivalence there are just three such codes: The [6,1,6], the 
[6,1,4], and the [6,2,4]. The three equivalence classes of the codes A+ corres- 
pond to the three classes of cosets of R4 having vectors of weight 6. See Table 2. 
Figure 2 diagrams the generator matrices of these codes. 
Case la. The [6,1,6] code A does not correspond to a coset leader of weight 10 
for S,, because A has a vector of weight 6. Thus the sum of the 6 columns of 
g(A+) is 0, hence the same for the 10 columns of g(C); hence C has a vector of 
weight 10. The [6,1,6] code A has automorphism group Sym(6) of order 6!, so 
there are IAF,(/6! = 16 . 28 vectors of weight 10 in the orbit. Thus these corres- 
pond to the class of 28 cosets of R, of highest weight 6, having 16 vectors of 
weight 10 per coset. 
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Fig. 2. 
Case lb. The [6,1,4] code A does correspond to a coset of weight 10 of S,, 
because C = C(10, 1) has maximum weight 8. The automorphism group of A has 
order 2! 4!, so the orbit of vectors of weight 10 has size ]AF,]/2! 4! = 8.840. It 
corresponds to the class of 840 cosets of R, of weight 4 having 8 vectors of weight 
10 per coset. 
Case lc. The [6,2,4] code A also does not correspond to a coset of weight 10 of 
Sg, because d(C) = 2; thus C is not projective. To prove this claim we note that 
since the matrix g(A+) has rank 4, there is a nonzero 5-vector y for which 
yg(A+) = 06. Thus yg(C+) has weight 8. Since 11’ is in C’ this code has a vector zi 
of weight 2. The coset u +R, contains the vector o + 116+ yg(R,), which is just 
the vector of weight 6 with support g(A+). Thus in this case there are 7. 120 
different codes A’, one for each of the 7 vectors of weight 6 in the 120 cosets of 
weight 2 of Rd. 
We can also identify this case solely via the automorphism groups: Aut(A) has 
order 8 . 3!, but AF, acts on the [6,4,2] code A’ with a kerneal of order 8; thus 
there are ]AF,)/64. 3! = 7 - 120 such codes A’. 
Case 2. The [lo, 5,4] projective codes having vectors of odd weight, and max- 
imum weight at most 8. If such a code C has for each i exactly n(i) vectors of 
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weight i, then the MacWilliams relations [2, p. 1311 can be expressed in the form 
M=45 i 
. 10 10 1 15 
01 01 0 16 
67 8 160 
16 25 36 49 64 880 
5 2.5 1 0.25 0 90+ I t, 
This means that M(n(4), . . . , n(8), -l)‘= (05)‘, where t is the number of vectors of 
weight 3 in C’. Solving these equations for 0 < t yields only the given nonnegative 
integral solutions for (n(4), . . . , n(8)) in Table 6. 
Table 6 
t 4 5 6 7 8 
0 10 16 0 0 5 
1 12 12 0 4 3 
2 14 8 0 8 1 
The code C = C(10,2) with t = 0 exists and is unique. Since any two codewords 
of weight 8 have 6 one’s in common, we may choose g(C) as 
‘1 1 1 1 1 1 1 10 0 
1111110011 
1111001111 
1100111111 
_l010101010 
where the fifth row, a codeword of weight 5, must be as shown for projectivity. 
This matrix does indeed generate a [ 10,5,4] code with the weight-distribution of 
row 1, and any such code must have such a generator matrix. 
For the rest of the weight-distributions, there are no codes giving rise to them. 
Because n(6) = 0 the subcode of even-weight vectors is a [ 10,4,4] code in which 
each two vectors are orthogonal to each other. For any codeword u of weight 8 
there are at most 4 codewords x of weight 4 not entirely contained in U, and x + IJ 
is another vector of weight 8. Thus there are at least 8x in C, Ix\= 4, contained in 
u, since n(4)> 12. These 8 vectors must have rank 4 and therefore span R,. So 
the code is not projective, because a generator matrix has the form g(R,), 00 
together with a fifth row u (any codeword of odd weight). One of the last two 
columns is 0 or both ar the same. 
We have now found all the cosets of weight 13, rank 5. 
Case 3. The even [lo, 5,2] projective codes with maximum weight at most 8. 
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This case yields leader codes for cosets of maximum weight 20, so that the 
complementary cosets have weight 11. It is close to Case 1, and it is interesting to 
analyze, so we include it here. 
Let C be any of the codes under consideration. Then C’ is a [lo, 5, 3, or 41 
code. Since 0, 4, 6, and 10 are the only even weights in C+, it has exactly 
7 vectors of each weight 4 and 6. It turns out that there are two inequivalent 
[lo, 4, 41 codes E, and E2 with n(4) = n(6) = 7 and n(lO) = 1. El is the direct sum 
of S, with 3 zero’s appended and the [lo, 1, l] code. E, is the code with g(E,) 
given as 
We determine that these are the only two by considering a linearly independent 
set S of 3 codewords of weight 4 in E, the even-weight subcode of Cf. Now the 
mutal distances between pairs of distinct elements of S are 4,4,4 or 4,4,6 or 
4,6,6 or 6,6,6. If the values are 4,4,4 , then a moment’s reflections shows that S 
must span S3, 000. If the values are 6,6,6, then one sees that up to equivalence 
there is only one generator matrix for E with rows equal to 11’ and the vectors of 
S. Moreover, it is easy to produce triples of codewords of weight 4 with the mutual 
distances 4,4,6 and 4,6,6 from this generator matrix. Therefore this is the only 
other case. It is easier to work with an equivalent generator matrix g(E,), easily 
derived from the generator matrix just described. 
To both g(E,) and g(E,) we append one more row, of weight 3 or 4, not 
already in the code, and ask how many inequivalent nonprojective [ 10, 5,3 or 41 
codes we can obtain by all such choices of a fifth row, which we call z. 
We first consider E,. There is no [ 10,_5,4] code containing E,, for if there 
were, then z +E, would be a coset of weight 4 of E,, and we now show that E, 
has covering radius 3: g(E,) is a generator matrix of the Hamming [7,4,3] code 
H with three parity checks appended, all of them (1000)‘. H has covering radius 
1. Now let x and y be arbitrary 7- and 3-vectors, respectively. Consider the coset 
(x, y)+ El. There is a vector (u, V) in this coset for which u has weight 0 or 1. If 
(u, u) has weight 4, then it is (u, 111). But one sees that the coset of the latter 
vector has weight 2. 
Now we find the two inequivalent codes of distance 3 containing E,. It is easy 
to see that the choice of z as (x, 000), where x and S, span the Hamming code H, 
yields one such code. And the only other choice is, say, 10’11. One can use the 
fact that Aut(E,) is the direct product of GL, with Sym(3) to verify these claims. 
The weight-distributions of these two codes and of their [lo, 5,2] dual codes are 
in rows 1 and 2 of Table 7. 
We now examine EZ. The automorphism group of E2 is the direct product of 
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Table 7. Weight-distributions of all projective [lo, 5,2] codes of maximum weight 8 and their dual 
codes 
0123 45 6 7 8 9 10 012345 6 7 8 9 10 
1 3 7 21 1 8 7 7 8 1 
1 1 13 15 2 1 4 7 8 7 4 1 
1 2 10 18 1 1 6 7 4 7 6 1 
1 1 13 15 2 1 4 7 8 7 4 1 
Sym(4) and 22. We name the columns of g(E,) 1,2,. . . , 10. Sym(4) is rep- 
resented as the 4-group generated by the permutations (1,3)(2,4) and (1,2)(3,4), 
and as, typically, the elements 
a! = (1,2,3,4)(7,9)(8, 10). 
a’=(L2,3)(5,7,9)(6,8,10), 
a!“= (1,2)(5,9)(6, 10). 
Zz is the group generated by (5,6), (7, S), and (9,lO). 
The only [lo, 5,4] code containing E, is projective, hence ruled out by 
hypothesis. We see this by letting x and y be any 4- and 6-vectors, respectively. 
Then the lo-vector (x, y) is the coset of (u, u), where (u\ G 1 because E2 on its first 
4 places is the [4,3,2] code, and (u( G 3 by use of row 4 of g(E,) if needed. Now if 
the one’s of u are distributed one to each pair of equal columns, then (u, u) and 
E, span a projective code B with weight-distribution B. = Blo = 1, B, = B6 = 15. 
Since the all-l vector is in both B and B’, neither code arises as a leader code for 
SF 
If, however, the one’s of 0 are not so distributed, then move the 1 of u to place 
4, and notice that the subgroup fixing 4 moves u to all 12 possible vectors like 
110100 on the last 6 places; two one’s on equal columns and one more 1. Thus it 
is enough to remark that this one vector 0001, 110100 is at distance 2 from row 1 
of g(E,). 
There are two classes of [ 10,5,3] nonprojective codes containing EZ. 
Class I consists of 6 codes, having 6 vectors of weight 3. One of these codes is 
spanned by E2 and zl= 1100105. 
Class II consists of 12 codes; one is spanned by E2 and z2 = 03110103. There 
are 4 vectors of weight 3 per code. 
Our procedure is to determine the orbits of Aut(E,) on the lo-vectors of 
weight 3. Choices of z from the same orbit yield equivalent codes (but we will see 
two orbits yielding equivalent codes also). Thus notice first that we achieve a 
supercode of minimum weight 3 whenever we choose z as a vector of weight 3 
not included in any vector of weight 4 in E,. There are 28 lo-vectors of weight 3 
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contained in some vector of weight 4 of EZ, leaving a set T of 92 lo-vectors of 
weight 3 to be classified. Set L = {1,2,3,4} and R ={5,6,7,8,9, 10). Define 
Class I as all 24 vectors z in T such that )z nL( = 2. Now z1 is in Class I, and the 
stabilizer of z1 in Aut(E,) has order 8. Thus the orbit of z1 has size 8 . 24/8 = 24 
and consists of all of Class I. A listing of the weight-4 vectors in the code spanned 
by E2 and zi shows that there are 4 of Class I and 2 in Class II: These are the z in 
T which are 0 on L and have two one’s on a pair of equal columns in R. The 6 
codes in this orbit thus contain all the vectors in both Classes I and II. 
Class II is the 48 set of all z in T having one point in L and two points in R not 
on a pair of equal columns. The stabilizer of z2 has order 4; it is generated by 
(2,3)(5,7)(6,8) and (9,lO). Class II is thus the orbit of z2. The code spanned by 
z2 and E, has exactly 4 vectors of weight 4, all in Class II, so there are 12 codes in 
the orbit. 
The remaining 8 vectors of T are those with a single 1 on each of the three 
pairs of equal columns. These yields projective codes C(10, 1)’ and are ruled out. 
The weight-distributions of these two classes and their dual [ 10,5,2] codes are 
rows 3 and 4 of Table 7. Notice that the second code for E, and that for E,, 
though not equivalent, have the same weight-distributions. Here we much check 
whether the corresponding vectors of weight 10 might belong to the same coset. 
We did this by calculating directly the three coset leaders x, y, z of weight 10 in 
the coset having the second code for El as leader code. We calculated the other 
two matrices x+ and y+ and found that both entailed three vectors of weight 4 at 
mutual distances 4,4,4. Therefore the orbits of the corresponding cosets (rows 2 
and 4 in Table 7) are disjoint. 
We have explained the tables, except for the codes 
Wt. 13 15 17 29 
No. 7 16 8 1. 
This is the weight-distribution of the coset of weight 13 descended from the 
rank-4 coset of highest weight. Using Lemma 5 we can deduce from this and 
Table 9 the weight-distributions of all projective [13, k] codes with k = 4 or 5 
having maximum weight at most 8. (See Table 8.) The last row corresponds to the 
rank-4 coset mentioned above; the actual code has half the number of vectors 
indicated. It is Sq, punctured on two coordinates. The other three codes have no 
such obvious genesis. 
Table 8 
024 6 7 8 
1 1 1 15 0 14 
1 0 4 12 0 15 
1 0 6 0 16 9 
2 0 0 8 16 6 
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Table 9. Weight-distributions of all cosets of weights 8 and 13, rand 5, for S, 
8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
1 1 
2 2 
3 1 
4 1 
5 1 
6 2 
7 1 
8 1 
9 1 
10 1 
11 1 
12 2 
13 1 
14 1 
15 1 
28 
8 14 6 
4 8 10 8 
6 22 
2 12 10 4 
14 14 
3 4 11 10 
7 14 7 
3 10 11 4 
3 7 11 7 
5 8 7 8 
2 8 10 8 
4 6 9 9 
2 10 9 5 
1 8 11 6 
5 8 7 8 
4 9 9 6 
4 22 
I 19 
1 11 11 3 
3 12 7 4 
15 15 
16 12 
16 16 
1 Rank 4 
1 
1 
2 1 
2 1 
2 1 
1 Rank 5 
1 
1 2 
1 1 
3 
2 
2 
4 
3 
3 
2 1 
4 
5 
3 1 
5 
1 1 
4 
6 
Appendix 
We use the following notation. All codes considered here are linear and binary. 
%I [2” - 1, m, 2”-r] simplex code. 
& ]2”, m + 1,2”-‘] lst-order Reed-Muller code. 
n-vector A vector of length n over 2,. 
0”; [l”] The n-vector of weight 0; [n]. 
]n, k, dl Parameters of code C of length n. 
d(C) Dimension k, and minimum distance d = d(C). 
g(C) A generator matrix for the code C. 
*X If x is a k x n matrix, *x is the set of 2k linear combinations of 
the rows of x, counted with multiplicity. 
I, The n x n identity matrix. 
I 
L(C) 
The transpose of U. 
The automorphism group of the code C. Aut(C) is the group of 
all permutations of the coordinate-places of C which leave C 
fixed as a set. 
GL 
AFm 
Support 
1x1 
A, b 
g(k, 4 
[:I 
Res(C; c) 
Descendance 
Urcoset 
Rank of coset 
Leader code 
C+ 
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The general linear group of all m x m nonsingular matrices 
over ZZ. 
The affine group; all mappings x : I-+ Ax + I3 where A E GL,, I3 
and x are m-vectors (as columns). 
of a vector: the set of coordinate-places where the vector has 
its ones. 
Cardinality of the set x or weight of the vector x. 
A is the set of n-vectors, b is a t-vector. A, b ={(x, b): x EA}, 
the set of all vectors of A with b appended (catenated). 
C;Z; [d/2’]. 
Smallest integer 3x. 
Greatest ingeger dx. 
Restriction of C to the positions where c has a zero entry 
See Section 2. 
One not the descendant of any other (see Section 2). 
Rank of any leader (see Section 2). 
*x for coset leader x (see Section 2). 
Another notatior: for Cl, the orthogonal, or dual code to C. 
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