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Abstract
Multi-focus noisy image fusion represents an important task in the field of image fusion which generates a single, clear and focused
image from all source images. In this paper, we propose a novel multi-focus noisy image fusion method based on low-rank
representation (LRR) which is a powerful tool in representation learning. A multi-scale transform framework is adopted in which
source images are decomposed into low frequency and high frequency coefficients, respectively. For low frequency coefficients, the
fused low frequency coefficients are determined by a spatial frequency strategy, while the high frequency coefficients are fused by
the LRR-based fusion strategy. Finally, the fused image is reconstructed by inverse multi-scale transforms with fused coefficients.
Experimental results demonstrate that the proposed algorithm offers state-of-the-art performance even when the source images
contain noise. The Code of our fusion method is available at https://github.com/hli1221/imagefusion_noisy_lrr.
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1. Introduction
Multi-focus image fusion is an important technique in image
processing field. The main purpose of multi-focus image fusion
is to obtain a single all focus image by fusing clear and focused
information from source images [1].
Image fusion methods may be classified into two categories:
representation learning based methods and non-representation
learning based methods. In representation learning-based meth-
ods, the source images are mapped into another domain which
makes the features more salient. Adaptive strategies are then
utilized to fuse salient features or generate weight maps to
determine the parts that will be combined into the fused im-
ages. Finally, the fused images are reconstructed using the
fused features or weight maps. In contrast with representation
learning-based methods, other fusion methods are often called
non-representation learning-based methods.
In non-representation learning based fusion methods, multi-
scale transforms are the most commonly fusion methods,
such as discrete wavelet transform(DWT) [2], contourlet [3]
and shearlet [4]. As the wavelet transform does not have
enough detail preservation ability, contourlet transform and
non-subsampled contourlet transform(NSCT) are applied to im-
age fusion task [5][6]. Moreover, non-subsampled shearlet
transform(NSST) is also utilized to improve the fusion perfor-
mance [7][8][9].
In addition, morphology which is also a non-representation
learning technique has been applied to the multi-focus image
fusion task. Zhang et al. [10] proposed a fusion method based
on the morphological gradient. Detailed information (texture
∗Corresponding author email: wu xiaojun@jiangnan.edu.cn
and edge) is obtained by different morphological gradient oper-
ators. Then the boundaries of focus and defocus regions are ex-
tracted from these features. Finally, the fused image is obtained
by an appropriate fusion strategy which combines all focus re-
gions into a single image.
Among representation learning-based fusion methods, the
convolutional neural network(CNN) [11], low-rank representa-
tion(LRR) [12] and sparse representation(SR) [13] techniques
have various applications in the image fusion tasks. Liu et al.
[14] proposed the CNN-based image fusion methods. A deci-
sion map is obtained by the output of CNN which is trained
by image patches and different blurred areas. Then, the fused
image is reconstructed by a decision map and source images.
Zhao et al. [15] proposed a joint multi-level deeply supervised
CNN framework for clean multi-focus image fusion. In addi-
tion, generative adversarial network (GAN) [16] have also been
applied in multi-focus image fusion task. To preserve more de-
tailed information, Guo et al. [17] proposed a modified GAN-
based fusion network which is an end-to-end framework to gen-
erate an all-focus image.
The sparse representation(SR) method [18][19] is a classical
technique in representation learning-based methods. SR-based
image fusion methods [20][21][22][23] have good performance
in some image fusion tasks, but these methods still suffer from
two drawbacks: (1) It is difficult to learn an appropriate dic-
tionary in an offline manner; (2) The SR-based image fusion
method cannot capture the global structure of an image.
To address these drawbacks, for the first time, LRR has been
applied to multi-focus image fusion task by Li et al. [24]. In
their algorithm, K-singular value decomposition (K-SVD) is
used to calculate a global dictionary which is utilized to ob-
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Figure 1: The procedure of DWT operation. The decomposition level is set as 2.
Figure 2: The procedure of NSST operation. The pyramidal level is set as 2. For each level, it has 4 directional filter bank components. The top-left is the source
image which focus on right; (a) the low frequency coefficients which are obtained by NSST; (b) the high frequency coefficients at level 1; (b) the high frequency
coefficients at level 2.
tain low-rank coefficients from source images. Then, l1-norm
and choose-max strategy are used to fuse these coefficients. Fi-
nally, a fused image is reconstructed by global dictionary and
fused low-rank coefficients. However, the LRR methods based
on dictionary learning have very poor computational efficiency.
When the source images contain noise, the dictionary learning
operation also learns the features of noise, which causes fusion
performance degradation.
In order to solve these problems, we propose a novel multi-
focus noisy image fusion method based on LRR and multi-
scale transform framework. In this algorithm, the frequency
coefficients (low and high) are extracted by a multi-scale trans-
form framework, such as DWT, contourlet transform, shearlet
transform, NSCT and NSST. The spatial frequency operation is
utilized to fuse low frequency coefficients which contain more
brightness information. Then, the high frequency coefficients
are fused by LRR-based fusion strategy which is the main op-
eration in our fusion method. Finally, the fused image is recon-
structed by fused coefficients and inverse operation of multi-
scale transform framework.
The rest of this paper is organized as follows. In Section
2, we introduce the LRR theory briefly. In Section 3, the pro-
posed LRR-based image fusion method will be introduced in
detail. The experimental setting and fusion results are provided
in Section 4. Section 5 draws the conclusions.
2. Preliminaries
2.1. Multi-scale Transform Framework
In image fusion tasks, multi-scale transforms are classical
and useful techniques, such as DWT [2], contourlet [3], shear-
let [4], non-subsampled contourlet transform(NSCT)[25] and
non-subsampled shearlet transform(NSST) [26].
In a multi-scale transform framework, source images are de-
composed into several coefficient matrices which represent low
frequencies and high frequencies. Note, the size of coefficient
matrices reduces as the decomposition level increases in DWT,
contourlet and shearlet. The procedure of DWT is shown in
Fig.1.
In NSCT and NSST domain, due to the non-subsampled op-
eration, the frequency bands and source images have the same
size. The low frequency coefficients and high frequency coeffi-
cients of NSST are shown in Fig. 2.
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Figure 3: The framework of the proposed method. L1 and L2 indicate low frequency coefficients; HN1 and H
N
2 denote the high frequency coefficients; L f and H
N
f
are the fused low frequency coefficients and the high frequency coefficients. N is the number of high frequency coefficient matrices. Φ indicates the input high
frequency coefficients.
In Fig.1, the decomposition level of DWT is 2. After DWT
operation, seven matrices are obtained. “wavelet level 1” con-
tains three high frequency matrices (upper right: feature of hor-
izontal; bottom left: feature of vertical; bottom right: feature
of diagonal). “wavelet level 2” contains one low frequency ma-
trix (upper left) and three high frequency matrices, in which the
feature orientations are the same as “wavelet level 1”. For con-
tourlet and shearlet, the size of coefficient matrices also depends
on the decomposition level.
For NSCT and NSST, the coefficient matrices have the same
size with source image, as shown in Fig.2. The pyramidal level
is 2 and each level has 4 directional filter bank components. In
this instance, one low frequency coefficient matrix (Fig.2 a) and
eight high frequency coefficient matrices (Fig.2 b, Fig.2 c) are
obtained by NSST.
In our fusion methods, for low frequency coefficients and
high frequency coefficients, different fusion strategies are uti-
lized.
2.2. Low-rank Representation(LRR)
In order to capture the global structure of data, Liu et al. [12]
proposed a novel representation method, namely LRR.
In [12], authors apply self-expression model to avoid training
a dictionary and the LRR is solved by the following optimiza-
tion problem,
min
Z,E
||Z||∗ + λ||E||2,1 (1)
s.t., X = XZ + E
where X denotes the observed data matrix, E indicates the noise
matrix, || · ||∗ denotes the nuclear norm which is the sum of the
singular values of matrix. ||E||2,1 = ∑nj=1 √∑ni=1[E]2i j is called
as l2,1-norm, λ > 0 is the balance coefficient.
Eq.1 can be solved by the inexact Augmented Lagrange Mul-
tiplier (ALM) and the detail of ALM is shown in [12]. Then,
the LRR coefficients matrix Z for X is obtained by solve Eq.1.
In our paper, X is a patch of coefficient matrix and Z is the
low-rank coefficient. The nuclear-norm of Z is utilized to deter-
mine the patch is focus or defocus.
3. The Proposed Image Fusion Method
In this section, we propose a novel fusion method based on
LRR in the multi-scale transform domain. In this paper, the
source images are denoted as I1 and I2. Note that the fusion
strategy is the same when the number of input images is more
than 2. The indices (1, 2) are irrelevant with the focus type. The
system diagram of our proposed method is shown in Fig.3.
Firstly, the source images I1 and I2 are decomposed using the
multi-scale transform method. Then, the spatial frequency(SF)
and choose-max strategy are utilized to fuse the low frequency
coefficients since the low frequency coefficients correspond to
the smooth variations of source images.
The high frequency coefficients include more detail and
structure information of source image, the LRR is used to get a
low rank matrix, and the nuclear norm and choose-max scheme
are utilized to fuse the high frequency coefficients.
3
Figure 4: The framework of the fusion strategy for high frequency coefficients. || · ||∗ denotes the nuclear-norm.
Finally, the fused image is obtained by fused coefficients and
inverse multi-scale transform operation.
3.1. Fusion of Low Frequency Coefficients
The low frequency coefficients contain more contour infor-
mation and less detail texture information. Thus, the spatial
frequency(SF) [14] is used to fuse low frequency coefficients.
The SF is calculated by Eq. 2 - 4,
S F =
√
f 2x + f 2y (2)
fx =
√
1
PQ
∑P−1
i=0
∑Q−1
j=1 [ f (i, j) − f (i, j − 1)]2 (3)
fy =
√
1
PQ
∑P−1
i=1
∑Q−1
j=0 [ f (i, j) − f (i − 1, j)]2 (4)
where fx and fy are spatial frequency of x and y directions, P
and Q are the row and column numbers of the image.
Using the sliding window technique (window size is u × u),
the low frequency coefficient matrices are divided into Mlow
patches, Mlow = bwu × hu c, where w and h indicate the size of
coefficient matrix. Then the SF value of adjacent coefficient
patches are obtained by Eq. 2 - 4. Finally, we use the choose-
max scheme to get the fused low frequency coefficients.
Let S FrK denote the S F value of each patch, where K ∈ {1, 2}
denotes the index of source images, and r ∈ {1, · · · ,Mlow} de-
notes r-th patch in source image. Thus, the fused low frequency
coefficients L f is obtained by Eq. 5.
Lrf =
{
Lr1 S F
r
1 > S F
r
1
Lr2 otherwise
(5)
3.2. Fusion of high frequency coefficients
Let HNK denote the high frequency coefficient matrices which
are obtained by the multi-scale transform method, where K ∈
{1, 2} indicates the index of source images. And N indicates the
number of high frequency coefficient matrices, where N = l×d,
l is the decomposition level and d is decomposition direction for
each level. HnK denotes n-th high frequency coefficient matrix,
n ∈ {1, · · · ,N}. The fusion strategy for high frequency coeffi-
cients is shown in Fig.4.
Using the sliding window technique (window size is u × u),
each high frequency coefficients matrix is divided into Mhigh
patches, Mhigh = bwu × hu c, where w and h indicate the size
of coefficient matrix. Hn,iK denotes one coefficient patch, i ∈{1, · · · ,Mhigh} denotes i-th patch.
Suppose the local high frequency coefficients matrix is de-
noted by Φn,iK (K ∈ {1, 2}). Applying the self-expression model,
Φ
n,i
K is used to be the dictionary. The Eq. 6 is utilized to calcu-
late the low-rank matrix Zn,iK .
min
Zn,iK ,E
||Zn,iK ||∗ + λ||En,iK ||2,1 (6)
s.t.Φn,iK = Φ
n,i
K Z
n,i
K + E
n,i
K
We choose the inexact ALM to solve Eq.6. Then, the low-
rank coefficients matrix Zn,iK and the noise matrix E
n,i
K are ob-
tained. Note that En,iK is noise matrix, so E
n,i
K is ignored in fusion
strategy. The parameter λ will be discussed in Experimental
section.
The nuclear norm ||Zn,iK ||∗ is obtained by computing the sum
of the singular values of the matrix Zn,iK . Finally, the fused high
frequency coefficients matrices are calculated by Eq. 7,
Hn,if =
{
Φ
n,i
1 Z
n,i
1 ||Zn,i1 ||∗ > ||Zn,i2 ||∗
Φ
n,i
2 Z
n,i
2 otherwise
(7)
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where Φn,iK = Φ
n,i
K Z
n,i
K denotes the low-rank representation coef-
ficients of Hn,iK .
3.3. Reconstruction of Fused Image
Having the fused coefficients L f and HNf , the fused image I f
is reconstructed by inverse multi-scale transform method.
I f = Inverse(L f ,HNf ) (8)
In Eq.8, Inverse(·) indicates the inverse multi-scale trans-
form operation.
The procedure of our method is described as follows:
(1) The source images are decomposed by multi-scale trans-
form framework. Then the low frequency coefficients LK and
the high frequency coefficients HNK are obtained, where K ∈{1, 2}(source images), N indicates the number of high frequency
coefficient matrices.
(2) From sliding window technique, the low frequency coef-
ficients are divided into Mlow patches and each high frequency
coefficient matrix is divided into Mhigh patches.
(3) For low frequency coefficients, we use the Spatial Fre-
quency and choose-max scheme to fuse them.
(4) For high frequency coefficients, LRR is used to compute
the low-rank matrix Z. Then, nuclear-norm and choose-max
scheme are utilized to obtain the fused high frequency coeffi-
cients.
(5) Finally, with the fused low frequency coefficients and the
high frequency coefficients, the fused image is obtained by in-
verse multi-scale transform.
4. Experimental results
In this section we first introduce our experimental database,
and then explain how to choose the LRR parameter (λ); image
patch size and multi-scale transform decomposition level in dif-
ferent situations (different noise levels) are explained in Section
4.2.1 and 4.2.2.
Next we introduce the detail experimental settings and ana-
lyze the fused results. Finally, the fusion results are shown in
the last section.
4.1. Experimental data
In our experiment, we choose ten images from ImageNet in
sport [27], as shown in Fig.5 and Fig. 6. Gaussian smoothing
filter with size 3 and σ = 7 is used to blur these images, which
generates multi-focus images.
In image processing field, Gaussian noise is very common.
To evaluate the fusion performance of our fusion method, Gaus-
sian noise is selected in our experiments. Furthermore, the salt
& pepper noise and Poisson noise are also added to source im-
ages to test the robustness of our fusion method. These noise
levels are set as follows: the Gaussian noise (µ = 0, σ =
0.0005, 0.001, 0.005, 0.01), salt & pepper (the noise density is
0.01 and 0.02) and the noise of Poisson are utilized to process
these blurred version images.
Then we use these images to determine the parameter(λ) in
different situations and compare the results of fusion methods.
Figure 5: Ten images form ImageNet(image 1-5).
Figure 6: Ten images form ImageNet(image 6-10).
The multi-focus image(“image1”) contains three different
types of noise, which are shown in Fig.7.
In order to evaluate the proposed method and other fusion
methods, five quality metrics were chosen. These are: Av-
erage Gradient (AG) [28], Entropy (EN) [29], Peak Signal to
Noise Ratio (PSNR), Structural Similarity (SSIM) [30] and
Edge Preservation Index (EPI) [31]. In particular, PSNR, SSIM
and EPI are based on reference image. The fused image is bet-
ter when the values of these metrics are larger.
4.2. Ablation Study
Our ablation study section contains three parts:
(1) the parameter(λ) in LRR;
(2) the different settings of patch size and decomposition
level;
(3) multi-sceal transform methods.
In the following section, we will analyze the influence based
on these three parts.
4.2.1. Effects of parameter in LRR
In Eq.6, the parameter λ > 0 is used to balance the effects
of the low rank part(Z) and noise part(E). In this section, we
choose image1-5 (Fig.5) and their blurry versions which con-
tain three different types of noise as the source images, to de-
termine the parameter λ in our fusion framework.
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Figure 7: Example for different noise (image1).
Table 1: The average values of PSNR and SSIM with different patch size and wavelet levels.
Noise - Metrics level 1 level 2 level 34 × 4 8 × 8 16 × 16 32 × 32 4 × 4 8 × 8 16 × 16 32 × 32 4 × 4 8 × 8 16 × 16 32 × 32
Gaussian
noise
σ = 0.0005 PSNR 26.48348 26.48923 26.44441 26.37138 30.59645 31.98071 32.72188 29.64172 18.47811 18.57138 18.60120 18.35893SSIM 0.81914 0.82137 0.81838 0.81049 0.87445 0.90230 0.91120 0.86410 0.81078 0.84021 0.84660 0.80616
σ = 0.001 PSNR 26.24008 26.26435 26.21773 26.11500 28.89271 30.21484 30.99987 28.72740 18.28901 18.44223 18.49942 18.27654SSIM 0.78905 0.79368 0.79110 0.78133 0.83254 0.86378 0.87428 0.82320 0.76709 0.80377 0.81196 0.76728
σ = 0.005 PSNR 24.53899 24.66591 24.70275 24.64929 24.22779 25.13552 26.02700 25.78012 17.30404 17.60930 11.92927 17.76885SSIM 0.63780 0.64995 0.65484 0.65078 0.66772 0.70601 0.73387 0.70366 0.58684 0.64162 0.52215 0.64186
σ = 0.01 PSNR 23.10186 23.26629 23.25991 22.98052 23.83543 24.62688 24.92995 23.66065 17.27658 17.55954 11.96730 17.46202SSIM 0.54179 0.55403 0.55536 0.53552 0.63020 0.66433 0.64582 0.55248 0.58010 0.62457 0.46971 0.51068
Salt & pepper
noise
d = 0.01 PSNR 24.54166 24.78140 24.91218 24.91224 25.07708 25.77278 26.28470 25.62336 17.62857 17.84646 17.95766 17.82983SSIM 0.71254 0.73231 0.74354 0.74463 0.70838 0.73976 0.76127 0.74540 0.63481 0.67707 0.69568 0.68313
d = 0.02 PSNR 23.42172 23.78491 23.95458 23.90851 23.94129 24.63398 25.10640 24.52367 17.26762 17.53855 17.66385 17.55841SSIM 0.63032 0.66192 0.67632 0.67273 0.65153 0.68369 0.69728 0.66568 0.57734 0.62144 0.63058 0.60254
Poisson noise – PSNR 25.94134 25.99243 25.96176 25.86175 27.09106 28.33552 29.28811 27.86859 18.00680 18.22849 18.34065 18.17565SSIM 0.76342 0.76972 0.76891 0.76051 0.78243 0.81914 0.83724 0.79547 0.71025 0.75717 0.77362 0.73820
In this section, the image patch size and wavelet level are set
as 16 × 16 and 2, respectively. The settings for patch size and
multi-scale transform level are only temporary, we will discuss
how to choose the size of image patch and the decomposition
level of multi-scale transform in next section. In this experi-
ment, the multi-scale transform is DWT.
The range of λ is set as [1,50] for Gaussian noise(µ = 0, σ =
0.0005, 0.001, 0.005, 0.01) and salt & pepper noise(noise den-
sity is 0.01 and 0.02). For Poisson noise, the range of λ is set as
[1,20].
The different situations include Gaussian noise, Salt & pep-
per noise and Poisson noise. We choose the average SSIM value
to determine the parameter λ in low-rank representation.
As shown in Fig.8, when the source images contain Gaussian
noise(a), SSIM will get maximum value at λ = 4.5, 3, 1, 1 when
σ = 0.0005, 0.001, 0.005, 0.01, respectively.
The trend is the same for Salt & pepper noise in which the
noise density is set as 0.01 and 0.02. SSIM will get maximum
value at λ = 1.5, 1 when d = 0.01, 0.02, respectively.
When source images contain Poisson noise, λ is set as 2 to
get the maximum SSIM value.
Therefore, we choose λ = 4.5, 3, 1, 1 for containing Gaussian
noise in whichσ = 0.0005, 0.001, 0.005, 0.01, respectively. λ =
1.5, 1 when the source images contain salt & pepper noise(d =
0.01, 0.02), and λ = 2 for Poisson noise.
4.2.2. Patch size and wavelet level
Once the parameter λ is fixed for different noises, we change
the patch size (in high frequency coefficients) and the decom-
position level of multi-scale transform to choose the best patch
size and level in our fusion method. The sliding window tech-
nique is utilized to decompose high frequency coefficients into
patches.
In this section, we calculate the average values of PSNR and
SSIM for ten pairs of source images. We choose three levels of
multi-scale transform, namely level 1, level 2, level 3; and four
types of images patch size(4 × 4, 8 × 8, 16 × 16, 32 × 32). The
average values of PSNR and SSIM are shown in Table 1. The
best values are denoted in bold and the second-best values are
indicated in red.
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Figure 8: Average SSIM values with different noise. (a) Gaussian noise with different σ; (b) Salt & pepper noise with different density; (c) Poisson noise.
When the window size is too small, the coefficient patches
contain less structure information which means the values of
nuclear-norm for corresponding coefficient patches are very
close. This will render our LRR-based fusion strategy unable to
recognize which one is focus. However, when the window size
is large, the coefficient patch will contain more noise which will
influence the fusion performance.
Thus, appropriate window size for sliding window technique
is important. From Table 1, when the patch size and wavelet
level are set as 16 × 16 and 2, we obtain the best values in
different noises.
So, in our method, the decomposition level and image patch
size are set as 2 and 16 × 16, respectively.
4.2.3. Multi-scale transform methods
In this section, we evaluate influence of our LRR-based fu-
sion strategy in different transform domains. We choose DWT,
contourlet, shearlet, NSCT and NSST to extract frequency co-
efficients.
For low frequency coefficients, the strategy is the same as
our fusion method which is again the spatial frequency strat-
egy (Section 3.1). For comparison, the fusion strategy for high
frequency coefficients is different, the choose-max strategy and
LRR-based strategy are utilized to fuse these coefficients in dif-
ferent domains, respectively. The choose-max strategy is a very
common fusion strategy for multi-scale transform based fusion
methods [2][5], where the maximum values of corresponding
position in high frequency coefficients are chosen.
In Table 2 the fusion results in the first five columns are
evaluated by using five transform methods and the choose-max
strategy, and the others are obtained by the LRR-based strategy.
The best values are indicated in bold and the second-best values
are denoted in red.
In PSNR, SSIM and EPI, the LRR-based methods offer the
best values. These results indicate that LRR-based strategy can
preserve more structural information from source images and
reduces the noise and outliers in different transform domains.
Although, in the shearlet domain, the fusion performance is not
good when source images contain less noise, we still obtain
better performance when the noise level increases.
Thus, the LRR-based fusion strategy is an efficient strategy
for multi-focus noisy image fusion task. And in our next ex-
periments, DWT and NSST are chosen to decompose source
images into low frequency coefficients and high frequency co-
efficients.
4.3. Fusion results
In this section, ten pairs of images (contain different noise
types for source images) are used to assess the performance of
the fusion methods numerically.
The fusion performance of the proposed method is evaluated
against other base line methods, we choose nine existing fu-
sion methods, including: cross bilateral filter fusion method
(CBF) [32], discrete cosine harmonic wavelet transform fu-
sion method(DCHWT) [33], multi-scale weighted gradient-
based fusion method(MWGF) [34], convolutional sparse rep-
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Table 2: The average values of AG, En, PSNR, SSIM and EPI for ten fused images which obtained by multi-scale transform methods and LRR + multi-scale
transform methods(first five columns use choose-max, and LRR-based fusion strategy for others).
Noise – Metrics DWT contourlet shearlet NSCT NSST LRRDWT contourlet shearlet NSCT NSST
Gaussian
noise
σ = 0.0005
AG 0.10148 0.10107 0.08571 0.08107 0.08033 0.10665 0.10408 0.07533 0.09405 0.09131
EN 7.49616 7.49591 7.45711 7.44591 7.44326 7.44922 7.44678 7.39841 7.41115 7.40322
PSNR 28.08303 27.80864 30.71015 30.21031 30.32203 33.24990 33.12157 28.46416 32.11869 31.70902
SSIM 0.80028 0.78794 0.87761 0.88357 0.88630 0.91495 0.91351 0.84721 0.91280 0.90468
EPI 0.64967 0.62192 0.84606 0.84104 0.85227 0.91655 0.92034 0.78262 0.90482 0.89551
σ = 0.001
AG 0.11125 0.11048 0.09156 0.08513 0.08423 0.10408 0.09965 0.06872 0.09003 0.08575
EN 7.53407 7.53313 7.49002 7.47549 7.47262 7.45633 7.45293 7.40481 7.41688 7.40752
PSNR 26.83496 26.59115 29.44852 29.34024 29.45517 31.32777 31.14636 27.26614 30.61496 30.18589
SSIM 0.72379 0.71237 0.82045 0.83755 0.84127 0.87749 0.87538 0.81566 0.88206 0.87387
EPI 0.58162 0.55174 0.77265 0.78054 0.79172 0.87323 0.87721 0.71753 0.86597 0.85491
σ = 0.005
AG 0.16753 0.16459 0.12765 0.11132 0.10969 0.07971 0.07031 0.05474 0.06682 0.06083
EN 7.65896 7.65625 7.61025 7.58370 7.58054 7.45351 7.45527 7.43861 7.43424 7.43069
PSNR 22.25580 22.09783 24.80386 25.51510 25.64657 26.10682 25.71428 24.81085 26.30679 25.82764
SSIM 0.47992 0.47258 0.59693 0.63828 0.64450 0.73610 0.72688 0.71107 0.75939 0.74519
EPI 0.36935 0.34425 0.51413 0.54303 0.55303 0.63825 0.63987 0.51330 0.68850 0.64558
σ = 0.01
AG 0.21572 0.21089 0.16054 0.13639 0.13400 0.09464 0.08394 0.05605 0.07653 0.06331
EN 7.71162 7.70563 7.67587 7.64655 7.64320 7.51463 7.50572 7.46089 7.47547 7.45225
PSNR 19.79272 19.67820 22.29665 23.21926 23.36157 24.95722 24.82391 24.30724 25.36214 25.25196
SSIM 0.37331 0.36821 0.48199 0.52625 0.53301 0.64626 0.64769 0.66638 0.69041 0.70383
EPI 0.28390 0.26417 0.39941 0.42765 0.43651 0.56659 0.56062 0.50125 0.58798 0.62323
Salt & pepper
noise
d = 0.01
AG 0.14331 0.14221 0.11402 0.10178 0.09896 0.10681 0.09102 0.05858 0.09499 0.07282
EN 7.52125 7.55085 7.44688 7.44164 7.43677 7.45006 7.44996 7.41091 7.43280 7.41270
PSNR 23.60661 23.66526 26.08237 26.48261 26.82872 26.36778 26.88092 25.48725 26.08833 27.02934
SSIM 0.68796 0.63972 0.76663 0.77918 0.78497 0.76402 0.76779 0.74762 0.74885 0.78689
EPI 0.43581 0.41491 0.58669 0.60740 0.63029 0.61897 0.66515 0.58228 0.55048 0.69685
d = 0.02
AG 0.18186 0.17869 0.14021 0.12156 0.11731 0.09388 0.07879 0.05483 0.08496 0.06251
EN 7.58628 7.60301 7.48826 7.48285 7.47494 7.45593 7.45373 7.43019 7.44660 7.42649
PSNR 21.16353 21.28117 23.62890 24.28109 24.66848 25.16654 25.24322 24.59464 25.04845 25.52129
SSIM 0.54526 0.50191 0.64094 0.66625 0.67497 0.69986 0.69975 0.69642 0.69853 0.72778
EPI 0.33683 0.31928 0.46112 0.48536 0.50722 0.54309 0.57033 0.50774 0.48489 0.61773
Poisson
noise –
AG 0.12191 0.12079 0.09812 0.08982 0.08873 0.09734 0.09046 0.06228 0.08292 0.07712
EN 7.57196 7.57369 7.51952 7.50240 7.49862 7.45915 7.45660 7.41538 7.42259 7.41407
PSNR 25.71498 25.48509 28.31276 28.45390 28.57970 29.48834 29.12638 26.23505 29.03304 28.53878
SSIM 0.67988 0.66739 0.78010 0.80190 0.80604 0.84027 0.83266 0.78378 0.84753 0.83690
EPI 0.52530 0.49506 0.70733 0.72281 0.73451 0.81169 0.81139 0.64203 0.81470 0.79793
resentation(ConvSR) [22], a deep convolutional neural net-
work based fusion method(CNN) [14], multi-layers fusion
method(MLVGG) [35], LRR with dictionary learning based
fusion method(DLLRR) [24], multi-focus noisy image fusion
based on contourlet transform(MNIF) [5] and an end-to-end
deep learning fusion method(IFCNN) [36].
In the proposed fusion method, two multi-scale transform
methods(DWT [2] and NSST [26]) are selected to extract low
frequency coefficients and high frequency coefficients, as we
discussed in section 4.2.3. The example of our fused results are
shown in Fig.9.
In Fig.9 (a)-(c), the source images contain Gaussian
noise(µ = 0, σ = 0.001), this just shows an example for our
fused results intuitively.
As shown in Fig.9 (d)-(n), the fused images obtained by CBF,
ConvSR, CNN, MLVGG and DLLRR contain some noise, ob-
viously. In ConvSR and DLLRR, the noise levels are learned
by the dictionary learning operation, and the noises are recon-
structed to fuse images by this operation. For CNN, MLVGG
and IFCNN, these fusion methods are not suitable for fusion
noisy images as the network is trained by clear images only.
So, for these fusion methods, the subjective evaluation of fu-
sion performance is not so good.
Comparing with DCHWT, MWGF and MNIF, the fused im-
ages(Fig.9 (m), (n)) obtained by our method contain less noise
and are more similar to reference image, which means our fu-
sion method can achieve better fusion performance.
Moreover, in different transform domain(DWT and NSST),
the proposed fusion method exhibits different fusion perfor-
mance when the source images contain different types of noise.
To discuss this in detail, the average values of AG, En, PSNR,
SSIM and EPI for ten fused images which were obtained by ex-
isting methods and our fusion framework are shown in Table 3.
The best values are indicated in bold.
In Table 3, when processing clean source images(without
noise), our fusion method have comparable advantages(not sig-
nificant) on objective evaluation since the comparison fusion
methods (except MNIF[5]) were implemented based on clean
images. However, compared with MNIF [5] which was pro-
posed to fuse noisy images, our method achieves almost best
values among five metrics(except En).
To process noisy images, the proposed fusion method has no
advantages on AG and EN. The reason is that AG and EN are
sensitive to noise, the values of AG and EN will become larger
if the fused images contain more noise, which are also shown in
Fig.9. So, when the values of AG and EN increase, we cannot
claim that the fusion methods have better performance in multi-
focus noisy image fusion task.
However, with the increase in noise, the proposed fusion
method delivers almost the best values on PSNR, SSIM and
EPI. This situation indicates that our proposed fusion method
can preserve much more structural information from source im-
ages, while generating more clear images.
As we discussed before, PSNR, SSIM and EPI are based on
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Figure 9: The reference image and source images which contain Gaussian noise(σ = 0.001). (a) Reference image(image 5); (b) Source image(focus on right); (c)
Source image(focus on left); (d) CBF; (e) DCHWT; (f) MWGF; (g) ConvSR; (h) CNN; (i) MLVGG; (j) DLLRR; (k) MNIF; (l) IFCNN; (m) proposed(DWT); (n)
proposed(NSST).
the reference image, this means the proposed fusion framework
can reconstruct more structural and edge information from
source images. Meanwhile, with the LRR-based fusion strat-
egy, the fused images contain less noise compared with other
fused images which are obtained by existing fusion methods.
5. Conclusions
In this paper, a novel noisy image fusion method based on
low-rank representation has been proposed. Firstly, the low
frequency coefficients and high frequency coefficients are ex-
tracted by multi-scale transform framework, respectively. Spa-
tial frequency(SF) and choose-max scheme are utilized to fuse
low frequency coefficients. As the high frequency coefficients
contain more structural information and saliency features, the
fusion strategy for high frequency coefficients should be chosen
carefully. Hence the LRR-based fusion strategy is proposed to
fuse these coefficients. In this fusion strategy, LRR and nuclear-
norm are used to extract the low-rank coefficients and fuse high
frequency coefficients. With the fused low frequency and high
frequency coefficients, the fused image is reconstructed by an
inverse multi-scale transform framework.
The experimental results show that the proposed method is
more reasonable and more similar to reference image. From
subjective and objective evaluations (PSNR, SSIM and EPI),
our method has better fusion performance compared with exist-
ing methods when source images contain noises.
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Table 3: The average values of AG, En, PSNR, SSIM and EPI for ten fused images(Salt & pepper noise and Poisson noise) which obtained by nine existing fusion
methods and the proposed fusion framework(LRR + multi-scale transform).
Noise para Metrics CBF [32] DCHWT [33] MWGF [34] ConvSR [22] CNN [14] MLVGG [35] DLLRR [24] MNIF [5] IFCNN [36] LRRDWT NSST
without
noise –
AG 0.09607 0.10220 0.10812 0.10522 0.10739 0.07808 0.10847 0.09087 0.11008 0.10309 0.09005
EN 7.40336 7.41509 7.41907 7.40295 7.41846 7.37055 7.42381 7.42141 7.44554 7.40682 7.38151
PSNR 4.49307 37.22060 44.44079 39.01964 47.50275 32.83881 39.12054 29.94698 38.65517 35.33346 32.13501
SSIM 0.97665 0.97882 0.99564 0.98259 0.99783 0.95886 0.98782 0.90990 0.98446 0.94908 0.91354
EPI 0.95688 0.97855 0.99364 0.97921 0.99517 0.97053 0.97851 0.82046 0.98037 0.94456 0.90353
Gaussian
noise
σ = 0.0005
AG 0.10071 0.10606 0.11815 0.11313 0.11745 0.08395 0.11378 0.10144 0.11949 0.10665 0.09131
EN 7.46207 7.47178 7.50203 7.48326 7.50255 7.43900 7.49300 7.49448 7.53686 7.44922 7.40322
PSNR 31.93089 32.58992 32.74183 33.06375 32.79989 31.02855 31.51909 28.09964 31.40785 33.24990 31.70902
SSIM 0.89162 0.88547 0.87179 0.89293 0.87405 0.88661 0.85858 0.79277 0.84487 0.91495 0.90468
EPI 0.87704 0.89350 0.90544 0.90800 0.90253 0.86694 0.86691 0.70970 0.86603 0.91655 0.89551
σ = 0.001
AG 0.10533 0.11054 0.12628 0.12019 0.12538 0.08941 0.12038 0.11091 0.12826 0.10408 0.08575
EN 7.49385 7.50442 7.53875 7.52340 7.53675 7.47151 7.52983 7.53281 7.57688 7.45633 7.40752
PSNR 30.35320 30.52164 29.92970 30.46610 30.06572 29.81845 29.12999 26.84589 28.86114 31.32777 30.18589
SSIM 0.83131 0.82113 0.79239 0.81877 0.79725 0.83239 0.77930 0.71751 0.76147 0.87749 0.87387
EPI 0.81434 0.82658 0.83833 0.84388 0.83795 0.79363 0.78901 0.63767 0.78573 0.87323 0.85491
σ = 0.005
AG 0.13784 0.14480 0.17457 0.16512 0.17235 0.12338 0.17185 0.16578 0.18159 0.07971 0.06083
EN 7.61284 7.62589 7.65028 7.65807 7.64042 7.58692 7.65237 7.66450 7.70200 7.45351 7.43069
PSNR 25.04502 24.66211 23.20208 23.77792 23.43194 25.27746 23.23508 22.22920 22.38591 26.10682 25.82764
SSIM 0.59962 0.58219 0.53231 0.55600 0.54500 0.61366 0.52955 0.47629 0.50657 0.73610 0.74519
EPI 0.55848 0.55416 0.57435 0.58208 0.58483 0.52928 0.54816 0.40993 0.51007 0.63825 0.64558
σ = 0.01
AG 0.17016 0.17933 0.21918 0.20660 0.21472 0.15468 0.21539 0.21345 0.22925 0.09464 0.06331
EN 7.67793 7.69055 7.69614 7.72500 7.67978 7.65029 7.70229 7.72476 7.74913 7.51463 7.45225
PSNR 22.37396 21.93746 20.28483 20.86844 20.59205 22.79417 20.40204 19.73823 19.55960 24.95722 25.25196
SSIM 0.48149 0.46482 0.41124 0.43372 0.42838 0.49764 0.41158 0.36945 0.39661 0.64626 0.70383
EPI 0.43201 0.42368 0.44220 0.45114 0.46140 0.41015 0.41989 0.31584 0.39228 0.56659 0.62323
Salt & pepper
noise
d = 0.01
AG 0.16835 0.16065 0.15451 0.15694 0.15469 0.11154 0.16961 0.14316 0.17846 0.10681 0.07282
EN 7.44319 7.48985 7.41968 7.44339 7.43674 7.39355 7.43244 7.47202 7.53526 7.45006 7.41270
PSNR 22.73372 23.88697 24.12445 24.43670 25.10832 26.52406 23.22975 23.76843 22.50425 26.36778 27.02934
SSIM 0.69094 0.70344 0.76767 0.76205 0.80460 0.77917 0.71655 0.73018 0.69156 0.76402 0.78689
EPI 0.46830 0.52991 0.56033 0.59777 0.65495 0.59800 0.53831 0.47807 0.53405 0.61897 0.69685
d = 0.02
AG 0.20886 0.19236 0.18751 0.19204 0.18772 0.13638 0.20787 0.18023 0.22530 0.09388 0.06251
EN 7.46729 7.53286 7.41335 7.47721 7.44676 7.41507 7.44134 7.50612 7.59062 7.45593 7.42649
PSNR 20.25157 21.52925 21.47467 21.62228 22.18351 24.11548 20.66027 21.36288 19.61463 25.16654 25.52129
SSIM 0.53728 0.56410 0.63543 0.62258 0.66816 0.65694 0.57302 0.60224 0.52763 0.69986 0.72778
EPI 0.35747 0.41483 0.41676 0.46606 0.52172 0.47039 0.41971 0.37374 0.41004 0.54309 0.61773
Poisson
noise –
AG 0.11085 0.11617 0.13501 0.12839 0.13400 0.09552 0.13003 0.12111 0.13828 0.09734 0.07712
EN 7.51871 7.53162 7.57122 7.55325 7.56487 7.49604 7.56376 7.56703 7.61641 7.45915 7.41407
PSNR 29.06021 28.94820 27.94211 28.55098 28.15376 28.72500 27.53885 25.72952 27.01132 29.48834 28.53878
SSIM 0.78986 0.77762 0.74238 0.77032 0.75138 0.79366 0.73287 0.67309 0.71413 0.84027 0.83690
EPI 0.75644 0.76278 0.77053 0.78099 0.77728 0.72773 0.73147 0.57745 0.71415 0.81169 0.79793
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