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A comprehensive investigation into the measurement uncertainty in polarization produced by Dynamic
Nuclear Polarization is outlined. The polarization data taken during Jefferson Lab experiment E08-007 is
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polarization and corresponding uncertainties for E08-007 are reported. The resulting relative uncertainty
found in the target polarization is determined to be less than or equal to 3.9%.
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Nuclear and particle physics experiments using solid polarized
targets attempt to extract a number of polarized observables,
frequently an asymmetry associated with the target polarization.
As a result, a large contribution to the observables systematic
uncertainty can come from the limited precision in the Nuclear
Magnetic Resonance (NMR) measurement of polarization.
The uncertainty in the calibration of the polarization measure-
ment primarily comes from measurement limitation of area of the
NMR signal and temperature of the target material at thermal
equilibrium. There is also an uncertainty in the polarization caused
by changes in the experimental environment that can affect the
NMR signal or the coupling of the target material to the NMR
circuit. In order to accurately represent and minimize the experi-
mental error, it is important to determine when such changes have
and have not occurred.
There are several contributions to polarization uncertainty that
depend on the experimental conﬁguration such as target length,
beam intensity, and target material type. For the error analysis
presented here the focus is on proton targets using 14NH3 at the
electron beam intensity of (∼100 nA) which is of most interest for
past and future Thomas Jefferson National Accelerator Facility
(TJNAF) Hall A and Hall C polarized target experiments. Therer B.V. Open access under CC BY licensehave already been multiple experiments with similar beam
intensity such as E93-026, E01-006, E08-027, E07-003, and E06-
014 at Jefferson Lab and E143, E155, and E155x at SLAC. High
intensity beams lead to quicker polarization decay and can also
lead to more frequent changes in the materials ability to polarize
and hold polarization. The effects on systematics from these
changes can be taken into account with frequent NMR target
calibration measurements and careful control of the beam size on
the target face.
During an experiment, the number of target calibration
measurements may be limited due to time constraints resulting
in a larger uncertainty in the target data that is not well deﬁned.
Here a systematic procedure is outlined to obtain the integ-
rated systematic uncertainty associated with a single calibration
measurement over a section of physics data. A minimization can
then occur with multiple target calibrations on consecutively used
material. A χ2minimization technique is used weighting each
calibration by its combined total uncertainty. To illustrate these
details a full target data analysis for TJNAF Hall A experiment E08-
007 is completed obtaining the ﬁnal polarization for each produc-
tion run and the associated polarization uncertainties. Though a
proton target is used the procedure presented is readily applied to
any polarized target material which uses a thermal equilibrium
calibrated NMR to probe polarization during nuclear physics
experiments.
The goal of experiment E08-007 was to study the proton elastic
form factor ratio μGE=GM in the range Q
2 ¼ 0:01–0:7 GeV2. The
experiment was carried out with the hope of improving the
knowledge of the ratio at low Q2. In this low Q2 range, substantial
deviations of the ratio from unity have been observed [1–3], and.
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that structures might be present in the individual form factors, and
in the ratio. Experiment E08-007 made precise measurements of
the polarized beam–polarized target asymmetry which can be
used in an attempt to resolve these possible structures.
The experiment took place using the TJNAF Continuous Elec-
tron Beam Accelerator Facility (CEBAF) in Hall A with the beam
energy between 1.1–2.2 GeV at a beam current of 100 nA.Fig. 1. Polarized target system for NH3/ND3 at 5 T used to achieve a temperature of
∼1 K.2. The solid polarized target
A solid polarized target has the advantage over gaseous targets
of being high in nucleon density. In addition the nucleon density
can also be made very stable within the temperature control of the
cryostat. Combined with high beam current solid polarized targets
provide the highest luminosity experiments that can be done to
extract polarized target observables.
Dynamic Nuclear Polarization (DNP) of the solid material used
in nuclear experiments can be achieved at ∼1 K using a homo-
geneous magnetic holding ﬁeld and a microwave ﬁeld to transfer
the polarization to the nuclear spins. For materials of interest DNP
is not well described by the solid-state effect in which the
interaction between paramagnetic spins can be neglected. The
equal spin temperature theory is required to address dipolar
interactions between electrons seen in materials with high elec-
tron density. The spin–spin interaction between electrons produce
a separate energy reservoir dependent on the Zeeman and lattice
energies only through the characteristics of transverse relaxation
and diffusion. The nuclei become polarized by the coupling of the
nuclear spin and the paramagnetic spin systems. Microwaves are
used to change the spin temperature, which in turn interacts with
the proton Zeeman system. Nuclear spin relaxation must be orders
of magnitude slower than the relaxation of the paramagnetic
centers so that the rate of polarization is higher than the rate of
depolarization allowing polarization to be built and maintained by
the microwaves. Depending on the tuning of the microwave
frequency the proton spins become polarized parallel or antipar-
allel to the magnetic ﬁeld. As an example using microwaves of
slightly less than the Zeeman energy leads to the spin system
emitting energy resulting in transitions that lead to positive spin
temperature corresponding to positive polarization. The contrary
is true to achieve negative polarization.
For experiment E08-007 the target polarization performance
was optimized by the use of irradiated ammonia target material
and a high power EIO microwave tube characterized to oscillate in
a range around ∼140 GHz. The solid polarized target system, see
Fig. 1, used a 4He evaporation refrigerator with sufﬁciently high
cooling power to minimize the heating effects of the microwave
and high beam current. A 5 T super conducting magnet was used
to polarize and maintain polarization of the target during the
experiment.
The following includes some introductory discussion on the
target material preparation, radiation damage, and performance.2.1. Preparation of material
Experiment E08-007 required the fabrication of ammonia
14NH3 beads to serve as target material. This fabrication was done
by the University of Virginia (UVA) polarized target lab [4].
Ammonia gas is condensed by sealing it in a Teﬂon coated
stainless steel tube under a liquid nitrogen (LN2) bath. This freezes
the ammonia into a solid. Once in the solid form, the ammonia is
crushed through mesh screens to form beads approximately 2 mm
in diameter.The ammonia beads for the experiment were then irradiated to
introduce paramagnetic radicals to optimize polarization perfor-
mance [5,6]. The preparation technique used was ﬁrst developed
and implemented with NH3 in 1979 [7,8]. A high-intensity beam
from a traveling-wave electron linac was used to irradiate the
ammonia approximately 1017 e=cm2 (120 min). The irradiation
leads to protons being knocked-out of the NH3 molecule to form
NH2 paramagnetic centers. The irradiation took place at the
Medical Industrial Radiation Facility (MIRF) at the National Insti-
tute of Standards and Technology (NIST) in Gaithersburg, MD,
using the MIRF 14 MeV electron beam at ∼10 μA to strike the
material under a ∼87 K liquid argon (LA) bath. The prepared
material was then stored in liquid nitrogen until installed into
the experiment target insert at Jefferson Labs.2.2. Material radiation damage
Radiation damage to the target material happens when addi-
tional radicals in the target materials are created during the
experiment. The radiation-produced radicals populate the NH3
distorting the DNP process. As radical density increases, it affects
the relaxation processes, shortening relaxation time and reducing
nucleon polarization.
The polarization reduction from radiation damage can be
almost completely recovered by heating or annealing the target
material, not to exceed about 20 K below the devitriﬁcation
temperature [9,10]. The amount of radiation damage sustained
with the same dose increases after each anneal until the material
must be changed. The radiation damage over the course of the
experiment can be seen by studying polarization changes with
respect to dose on the material from the CEBAF electron beam. The
beam dose is measured as electrons pass into the circular area of
the target cell. The charge accumulation is obtained using the Hall
A beam current monitors (BCMs) [11]. The polarization as a
function of dose is shown in Fig. 2. The same ammonia sample
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Fig. 2. Polarization with respect to beam dose for the top target cell on the left and the bottom target cell on the right. The large points indicate positively polarized data
while the small points indicate negatively polarized data. The solid vertical lines indicate when the anneals took place.
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Fig. 3. The temperature and duration for the second anneal (left) and third anneal (right). The temperature of the top target cell is indicated by the thick line and the
temperature of the bottom target cell is indicated by the thin line.
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E08-007.
2.3. Material performance and anneals
The material placed in the top target cell was irradiated at NIST for
140 minwhile thematerial placed in the bottom cell was irradiated for
120 min. The maximum absolute polarization during the commission-
ing runs were about 70% for the top cell and 60% for the bottom. The
response in polarization of the top cell is an indication of slight over
population of paramagnetic radicals present from the NIST irradiation.
On the other hand the bottom cell performance tends to increase
initially with additional beam dose. After the ﬁrst anneal, at 5:4
1015 e=cm2 (3:1 1015 e=cm2) for the top (bottom) cell in Fig. 2,
the material performance improved reaching over 90% polarized. The
ﬁrst anneal had an average temperature of about 75 K for 15 min. Over
the course of the experiment the anneals require a longer duration at a
greater temperature but still less than 100 K. The other two anneals on
the target materials are shown in Fig. 3. The solid vertical lines seen in
Fig. 2 indicate when the anneals took place.
2.4. Systematic effects of polarization changes
The systematic effect of the reversal of the target polarization is
checked by comparing the evolution of the polarization decay in
Fig. 2. As seen in the top cell, Fig. 2 (left), the points from positive
polarization match with the points from negative polarization in
the decay trend. In the bottom cup, Fig. 2 (right), this is less
evident because the electron beam was turned on while still
attempting to maximize the negative polarization with the micro-
wave. After the cold irradiation of ammonia negative polarization
enhancement has a much slower growth than the positive [6]. Nouncertainty is added based on positive and negative polarization
differences. This serves only as a systematic check.
The electron beam dose history is necessary to charge average
polarization over a data run to make the polarized target data
available to use in physics analysis. Faster polarization decay due
to radiation damage can lead to larger spread in polarization over a
data run. This is discussed further in Section 6.
2.5. Homogeneity
High intensity beams have a greater chance of leading to
inhomogeneous low temperature irradiation resulting in false
polarization sampling of the NMR loop. If the incident electron
beam spot size changes or moves inside the target cup over a
period of time the NMR will report only an accurate value for the
polarization average surrounding the NMR loop. A large polariza-
tion differential can develop in the material in just a few hours
leading to greater uncertainty in polarization data. When it has
been determined that a large polarization differential has devel-
oped in the material and the same material is required for
additional data collection the best procedure is to remove the
material and repack the cup to re-homogenize the material. In
general all of these issues are avoided with the careful use of the
fast and slow raster beam spreading.
The fast raster system uses two air-core magnets to spread the
beam spot from less than 100 μm to 2 mm. Triangle waveforms are
used to drive the magnet currents to produce a uniform square
beam spot. The slow raster takes the 2 mm square beam and
renders a beam spot that nearly ﬁlls the target cups of 2.4 cm
diameter. Three waveform generators were used to drive the slow
raster magnets. The angular velocity of the beam and amplitude
modulation was used to uniformly draw the beam through a spiral
to form a circular spot.
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beam spot size (2.25 cm) and re-center throughout the various
transitions of the experiment. No additional error from material
polarization inhomogeneity is added.Fig. 5. Drawing of the target insert showing the top (right) and bottom (left) cups
with a single loop NMR coil.3. Polarized target data analysis
The polarized target data is collected during the experiment in
a data stream of all NMR and cryogenic control system variables.
The polarized target data analysis checks the conditions of the
target calibrations, NMR baselines and target data as well as
reintegration of the NMR signal to ensure the highest quality of
the resulting polarization. Measurement precision of the devices
in the NMR system and all other aspects of polarization uncer-
tainty must also be considered. Adjustments to the polarization
and total uncertainties are then acquired. The following section
discusses the NMR system, the uncertainty in NMR polarization,
instrumental contributions from the NMR system devices, and the
NMR signal ﬁtting and integration.
3.1. The NMR system
The nuclear spin polarization was measured with a continuous-
wave NMR coil and Liverpool Q-meter [12]. The Q-meter works as
part of a circuit with phase sensitivity designed to respond to the
change of the impedance in the NMR coil. The radiofrequent (RF)
susceptibility of the material was inductively coupled to the NMR
coil which was part of a series LCR circuit, tuned to the Larmor
frequency of the nuclei being probed. The output, consisting of a
DC level subtracted by a post Q-meter conditioning card (Yale gain
card), was then digitized and recorded as a target event [13].
The polarized target NMR and data acquisition included the
software control system, the Rohde & Schwarz RF generator (R&S),
the Q-meter enclosure, and the target cavity insert, see Fig. 4. The
Q-meter enclosure contained two separate Q-meters and Yale gain
cards which were used for different target cup cells during the
experiment. The target material and NMR coil are held in poly-
chlorotriﬂuorethylene (Kel-F) cells with the whole target insert
cryogenically cooled to 1 K. Kel-F is used because it contains no
free protons.
The R&S generator produced a RF used to drive a triangle wave
providing a sweep over the frequency range of interest. The R&S
responded to an external modulation sweeping linearly from
400 kHz below to 400 kHz above the Larmor frequency. The signalFig. 4. Schematic diagram depicting the RF generator, the Q-meter, and the target
cavity.from the R&S was connected to the NMR coils within the target
material. To avoid degrading reﬂections in the long connection
from the NMR coil to the electronics a standing wave can be
created in the transmission cable by selecting a length of cable that
is an integer multiple of the half-wavelength of the resonant
frequency. This specialized connection cable is known as the λ=2
cable and is a semi-rigid cable with a Teﬂon dielectric. The NMR
coil contains a single loop made of 70/30 copper–nickel tube,
which minimizes interaction with the electron beam. The NMR
loop opens up into an oval shape spanning approximately 2 cm
inside the 2.4 cm diameter cup. The loop is located about halfway
down in the center of the cup. Fig. 5 shows the top and bottom
cups with NMR coils. It is possible to enhance signal to noise
information through the software control system by making
multiple frequency sweeps and averaging the signals. A comple-
tion of the set number of sweeps resulted in a single target event
with a time stamp. The averaged signal was integrated to obtain a
NMR polarization area for that event. Each target event written
contained all NMR system parameters and the target environment
variables needed to calculate the ﬁnal polarization. The on-line
target data and conditions were analyzed over the experiments set
of target events to return a ﬁnal polarization and associated
uncertainty for each run.
3.2. Uncertainty in NMR polarization
A target NMR calibration measurement or Thermal Equilibrium
(TE) measurement was used to ﬁnd a proportionality relation to
determine the enhanced polarization under a range of thermal
conditions given the area of the “Q-curve” NMR signal at the same
magnetic ﬁeld. The magnetic moment in the external ﬁeld results
in a set of 2J+1 energy sublevels through Zeeman interaction,
where J is the particle spin. The TE natural polarization for a spin-
1/2 particle is given by
PTE ¼ tanh
μB
kT
 
ð1Þ
coming from Curie's Law [14], where μ is the magnetic moment in
the external ﬁeld of strength B, k is the Boltzmann constant, and T
the temperature. Measuring PTE at low temperature increases
stability and the polarization signal. This is favorable being that
the uncertainty in the NMR signal increases as the area of the
signal decreases. In fact much of the target uncertainty comes
from error in the calibration. The goal temperature used is ∼1 K.
The dynamic polarization value is derived by comparing the
enhanced signal SE integrated over the driving frequency ω with
that of the (TE) signal
PE ¼ G
R
SEðωÞ dωR
STEðωÞ dω
PTE ¼ GCTEAE ð2Þ
and calibration constant deﬁned as
CTE ¼
PTE
ATE
ð3Þ
where PE (AE) is the polarization (area) of the enhanced signal and
PTE (ATE) is the polarization (area) from the thermal equilibrium
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δCTE=CTE , can easily be calculated using the fractional error from
PTE and ATE. The ratio of gains from the Yale card used during the
thermal equilibrium measurement to the enhanced signal is
represented as G. For experiment E08-007 the same gain setting
was used for both but since the input voltage is slightly different at
thermal equilibrium than for the enhanced signal, G deviates
from unity.
The ﬁnal uncertainty calculation for δPE=PE can be expressed as
δPE
PE
¼ δG
G
 2
þ δPTE
PTE
 2
þ δATE
ATE
 2
þ δAE
AE
 2
þ δSTE
STE
 2
þ δSE
SE
 2" #1=2
:
ð4Þ
The term δSTE represents the uncertainties acquired during the
thermal equilibrium calibration measurements that are based on
measurement limitations. The last term δSE comes from the
uncertainty estimates due to the systematic effects over time.
These effects can be thought of as variation seen in the enhanced
signal over the course of the experiment. The variation in
enhanced signal area at ﬁxed polarization and temperature on
the time scale of a single experimental run is negligible. For a
single experimental run the thermal ﬂuctuations set the upper
limit of δSE which is measured to be smaller than 0.02% in
enhanced signal area. However, over the time scale of the experi-
ment ﬂuctuation in the NMR probing system or environmental
changes leads to signiﬁcant contributions to uncertainty.
3.3. Yale card characteristics
The NMR signal from the Q-meter can be ampliﬁed by
approximately 1, 20 or 50 times using the Yale card gains. There
were two complete NMR circuits used in the experimental setup,
one for the top target cup and the other for the bottom target cup.
Both of the Yale cards were characterized to ﬁnd a set of gains as a
function of input voltage. These results enabled accurate calcula-
tion of the ﬁnal polarization used in data analysis. These gain
parameters were determined by sweeping the input voltage over a
positive and negative range large enough to determine a clear
trend. Fig. 6 shows the trend for the Yale card used for the bottom
target cup NMR conﬁguration. The results shown are for the
ampliﬁcation of 1.
The Q-meter output voltage includes a DC offset of ∼3 V
whereas the change from TE to enhanced signal prior to gain
ampliﬁcation is on the order of ∼100 mV. The Yale gain ampliﬁes
this processed signal after which the DC offset is subtracted out.
The ratio of gains form the Yale card used during the thermalInput (V)
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Fig. 6. Yale card gains as a function of input voltage. The normal operating range of
the output voltage of the Liverpool Q-meter is ∼3 V.equilibrium measurement to the enhanced signal is obtained by
dividing the gain from an averaged enhanced signal input voltage
by the gain from an averaged TE signal input voltage leading
to G¼0.999213. This gain is used in the polarization calculation
in Eq. (2). Because the gain is polarization dependent there is an
uncertainty associated with using the average. This uncertainty is
calculated to be ΔG=G∼0:1%.3.4. NMR and Q-meter
The Q-meter uses the NMR coil as a sensing probe. This probe
couples inductively with the magnetic moments of the nuclei in
the material leading to a linear relation between the coil impe-
dance and the complex magnetic susceptibility of the target
material. The dispersion near resonance changes sign and has
largest values near the Larmor frequency. The absorption, imagi-
nary part, describes the spectral distribution of the precession
frequencies of the spins near the NMR Larmor frequency and its
integral is proportional to the nuclear polarization.
The Q-meter can be used outside experimental conditions to
achieve relative polarization that can be measured to an accuracy
of better than 1%. During an experiment, calibration, environ-
mental changes, NMR sampling non-uniformity and inhomoge-
neous radiation damage to the material can all play an important
role in adding uncertainties.
Changes in Q-meter output voltage as a function of holding
ﬁeld have been measured to be smaller than 4:3 104 over a
range of 0–5 T. Under ideal experimental operating conditions of
the cryostat the Q-meter circuit tune does not shift and only small
changes, ΔV=Vo1 104, in the offset of the Q-meter output
voltage are seen with respect to the NMR coil coaxial cable
temperature.
There are known non-linearities in the Q-meter seen by
measuring the power dissipated in the LCR circuit that can arise
from changes in the ambient temperature of the Q-meter. The
modulator output signal has a small temperature dependence that
can be seen with constant input voltage and phase difference. This
dependence was studied by measuring the Q-meter output voltage
(or absolute polarization) in response to changes of the Q-meter
circuit temperature. The relative deviation can change with
respect to input signal, but not to a large degree. Several tests
were performed at UVA to quantify this deviation. An example
using polarized ammonia is shown in Fig. 7. The sample was
polarized to 95.05% holding the Q-meter at 21.5 1C. The tempera-
ture of the Q-meter was then varied to obtain a trend in polariza-
tion with respect to temperature of the Q-meter circuit. The
temperature of the Q-meter was measured with an external
thermistor adhered to a gold plated copper enclosure around theTemperature (C)
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Fig. 7. Polarization dependence on Q-meter temperature using ammonia polarized
to 95.05% with Q-meter circuit held at 21.5 1C.
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experiment E08-007. No changes are made in the polarized target
analysis from these results but the uncertainty is considered.
The experimental data indicated an average temperature of
21.271.2 1C, which at a polarization of 95% using a range of
2.4 1C results in an uncertainty less than 0.54%. However, the
uncertainty changes slightly depending on the polarization or
output voltage of the Q-meter.
The estimated uncertainty in polarization from the Q-meter
temperature dependence and NMR circuit issues mentioned is
ΔP=P∼0:75%, which is an estimation based on the effects seen over
the course of the experiment. With continuous data on the Q-
meter temperature a small correction can be made to the polar-
ization as a function of temperature. For experiment E08-007
there were only a few temperature readings obtained so only an
uncertainty is achievable.
3.5. NMR signal ﬁtting and integration
The TE measurements were carried out after thermalizing during
the experiment, without beam and without microwaves. A baseline
spectrum was taken by adjusting the magnetic ﬁeld to be off-
resonance. During the TE measurement, data is collected using the
NMR baseline with the TE signal spectrum. To compensate for drifts,
the ﬁrst and last 50 channels of the TE spectrum were used for a
second degree polynomial ﬁt to the background which was thenFrequency (Hz)
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Fig. 8. The TE signal with a polynomial background ﬁt to the baseline.
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Fig. 9. The TE and enhanced signals aftersubtracted to give the ﬁnal TE spectrum. The ﬁnal TE spectrum is then
integrated. Each of these preceding steps can contribute uncertainty to
the ﬁnal TE area. The signal is of an unknown line shape and so it is
integrated using a Riemann sum to obtain the signal area. An error
estimate is achieved by combining the variance from the polynomial
background ﬁt and the error in the Riemann sum. A TE signal on top of
a standard baseline is shown in Fig. 8.
Enhanced signals were large enough that the uncertainty from
the ﬁt and Riemann sum became negligible (δAE=AE50:1%). In
order to obtain an estimate in the TE Riemann sum, a Gaussian
signal of average TE amplitude was generated on a standard
baseline and the Riemann sum with background ﬁt was used to
obtain an area. It was found that the uncertainty is very much
correlated with the slope of the polynomial ﬁt where the signal
sits. Accurate baseline and polynomial ﬁt are critical for TE
measurements. Depending on the shape of the background the
uncertainty in the TE area can be as much as 2%. For the TE
measurements in experiment E08-007 the uncertainty in TE area
from the Riemann sum δATE=ATE is smaller than or equal to 1.61%.
During the polarized target data analysis, the polynomial ﬁt is
checked to ensure a realistic background in relation to the signal
location and to minimize ﬁt errors using χ2minimization. After
the quality of the baselines is checked and the ﬁt errors are
minimized the area of the TE and enhanced signals is calculated. In
most cases, a quality baseline is ascertained using the one closest
to the TE measurement applied for that section of data. If the NMR
tune is adjusted or ﬂuctuates due to environmental conditions, the
change will not be represented in a baseline taken earlier.
Normally 3000 sweeps were used when taking a baseline as to
reduce statistical uncertainty. During TE data taking the number of
sweeps is kept at 2000 or more to minimize the noise to signal.
The uncertainty from the background ﬁt ΔAfit=Afit is calculated as
the percent change in area using the various parameterizations of
the polynomial during the χ2minimization. The χ2minimization
requires at least two steps of iteration resulting in at least two sets
of polynomial parameters. The extremal set of parameters is used
to ﬁnd the variation in area due to the ﬁt. For experiment E08-007
this value is smaller than or equal to 0.75%. Fig. 9 shows the TE and
enhanced signal after baseline and background subtraction.4. Integrated polarization uncertainties
The total uncertainty from the calibration constant contains
error from the TE area (see Section 3.5) as well as error from the TEFrequency (MHz)
212.6 212.8 213 213.2 213.4
Vo
lts
 (V
)
-0.25
-0.2
-0.15
-0.1
-0.05
0
baseline and background subtraction.
Table 1
The relative uncertainties acquired during the thermal equilibrium that are based
on area (ATE) and measurement limitations (STE). Additionally the relative uncer-
tainty estimates due to the systematic effects in the enhanced signal over time SE
and gain (G) are listed. Also included is an error estimate from charge averaging
over each experimental run.
(#) Type Source Error (%)
(1) STE ΔT 1.45
(2) ATE ΔATE 1.61
(3) ATE ΔAfit 0.75
(4) SE RB 0.50
(5) SE ΔVQ 0.75
(6) SE NMR-tune 0.47
(7) SE ΔBdrift 0.25
(8) G ΔVYale 0.10
(9) – ΔPrun 0.50
ΔP=P 2.60
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dance with Eq. (3). These uncertainties must be combined with the
system's instrumental and systematic components. The latter is
regulated through a TE ﬁtting algorithm.
4.1. Thermal equilibrium polarization
For TE signals of protons, it is important to reduce the quality
factor Q of the NMR circuit to minimize the modulation and the
non-linearities. The temperature during the TE was necessarily
very regular and only exhibits thermal ﬂuctuations, ∼1:52% in area
at 1.5 K. Thermalization can take several hours depending on the
material's previous polarization state. The most accurate tempera-
ture of the material was measured with a liquid helium vapor
pressure sensor connected to a Baratron 690A manometer. The
standard accuracy of the manometer is about 0.12% with a 106
full scale resolution. The relation used to convert 4He liquid helium
vapor pressure p in Pascal to temperature in Kelvin is [15]
T ¼ ∑
9
i ¼ 0
ai
ln pb
c
 i
ð5Þ
where the constants ai, b, and c are a set of parameters which
depend on the state and temperature scale of the helium. A 3He
bulb and manometer were used to check the temperature results.
There was very good agreement between the 4He and 3He
temperatures, which on average were equivalent within
713 mK with helium covering the bulb during the calibration
runs. The position of the 3He bulb was ∼3 cm above the top cup,
while the 4He probe sat more than 5 cm above the full 4He liquid
level. The temperature difference maybe due to the distance or
calibration variation between the two probes. The difference in the
probes, ΔT , is used as the uncertainty in the temperature of the
target material and used to calculate the uncertainty in polariza-
tion, ∼1:45%, during the TE measurements. The uncertainty from
ΔT is accounted for in the next section.
The uncertainty in using the 4He vapor pressure probe and
manometer is Δp=p∼0:53% which is purely from instrumental
precision. This instrumental uncertainty is combined with the
error estimate for each pressure reading. The uncertainty in
temperature as a function of pressure is expressed as
δT ¼ ∑
8
i ¼ 1
ai
ln pb
c
 i δp
pc
: ð6Þ
In addition to pressure, the magnetic ﬁeld strength is required
to calculate the TE polarization. The instrumental uncertainty in
the magnetic ﬁeld strength is 0.01%. This value represents the
setability of the superconducting magnet power supply. In addi-
tion there is an uncertainty associated with the ﬁeld strength
through the target material. Assuming homogeneity in material
the LCR circuit is tuned to the Larmor frequency of the proton,
213 MHz, in a 5 T ﬁeld. Centering the Q-curve by changing the
power supply current accurately locates the magnetic ﬁeld setting
to within a deﬁned error. The total estimate of the uncertainty
including setability is δB∼0:022%. Though quite small, this error is
used in the full error propagation of the TE polarization for
completeness. Each component of statistical and ﬁt uncertainty
as well as the measurements instrumental uncertainty are added
together. The ﬁnal value of TE polarization uncertainty is calcu-
lated using the following expression:
δPTE ¼
μB
KT
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
δB
B
 2
þ δT
T
 2s
sech2
μB
KT
 
: ð7Þ
The total uncertainty is established after the ﬁt over a set of
measured pressures and areas, see Section 4.3. Because these
measurement instrumental uncertainties, δp and δB, are part ofthe integrated TE polarization uncertainty, δPTE , they are not used
as part of the cumulative signal uncertainties listed in the next
section.4.2. Cumulative signal uncertainties
It is necessary to consider all instrumental uncertainties that
affect the quality of the polarization. In general, the NMR Q-circuit
is susceptible to changes over time such as changes in coil material
coupling, coil orientation, vibration, and nuclear chemical changes
in material as a function of dose. All of these types of contributions
are expected to be negligible and could only be seen over multiple
TE measurements. As mentioned the major contributions to the
uncertainty in the evaluation of the calibration constant is the
uncertainty in the TE signal area and in the temperature of the
material while taking the TE measurement. The determination of
the TE signal area has errors associated with it from the Riemann
sum ΔATE and the background ﬁt ΔAfit . Another component of
polarization uncertainty is the non-linearities of the Q-meter
circuit and changes in the electronic length of the λ/2-cable as a
function of temperature of the circuit itself denoted as ΔVQ .
Additional sources of uncertainty come from tuning changes due
to magnetoresistance of the coils and cables inside the cryostat, RB.
It is worth noting that using a cold NMR can greatly reduce the
uncertainty associated with the NMR tune, see Ref. [16].
Also considered are the shifts in NMR tune during data taking,
the uncertainty in the gain voltage ΔVYale, and the effect of the
magnetic ﬁeld drift in persistent mode during an experimental run
ΔBdrift . The uncertainty value from the shifts in the NMR tune is a
result of averaged effects on polarization seen when the NMR
Q-curve changed in time. The magnetic ﬁeld drifts are taken into
account because these changes in ﬁeld deviate from the ﬁeld used
during the TE measurement resulting in polarization uncertainty.
The uncertainties acquired during the thermal equilibrium that
are based on area (ATE), measurement limitations (STE), the
uncertainty estimates due to the systematic effects in the
enhanced signal over time (SE), and gain (G) are all listed in
Table 1. The uncertainty associated with averaging the polarization
over each run, ΔPrun, is not strictly expressed in Eq. (4) but is an
important contributor and is discussed later in Section 6.
The total uncertainty found in polarization is 2.60%. This
uncertainty is prior to the systematics involved in using the data
to ﬁnd the optimal calibration constant as well as the optimization
through the use of multiple TE measurements for the same
consecutive usage of target material. The value for ΔP=P from
Table 1 contains all errors from Eq. (4) not including δPTE=PTE
deﬁned in Eq. (7).
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A systematic procedure to extract the most information from
the data was established to obtain each calibration constant for a
given time period. An algorithm was developed to systematically
evaluate the quality of the area and pressure data taken during a
TE and determine whether the TE was usable. The algorithm also
designates the set of points to be used in the ﬁt to obtain the
optimal area with respect to pressure and vice versa.
At thermal equilibrium, the NMR signal area over a region of
controlled pressure should exhibit only small thermal ﬂuctuations.
To quantify the allowance of thermal ﬂuctuation a limit is set on
the deviation in area of 2% at 1.5 K. The limit comes directly from
measurements of the maximum point to point spread from
ﬂuctuations seen at true thermal equilibrium. The system is only
considered at thermal equilibrium with changes in area at this
limit or smaller. Both the area and pressure should be ﬂat over the
series of points used in the TE measurement. Additional con-
straints are used to dismiss data that has not had an appropriate
relaxation time or not reached equilibrium due to changes in the
cryostat. These constraints are deﬁned using a two parameter line
ﬁt to study the slope of the line coming in and going out of the
ﬂattest range in the localized set of data points in which a TE has
been taken. A limit can then be set and used as a safe bound to ﬂag
the range of TE points as usable. This quantiﬁcation can then be
used to judge the quality of TE data.4.3.1. TE ﬁtting procedure
The procedure checks over the full range of the TE area and
pressure measurements selecting the data with the smallest slope
over the largest set of points. The criteria for being usable was a
requirement of at least six points in area (pressure) spanning the
time range in which a ﬁt to a two parameter line returns a slope
less than 0.0035 area/min (Torr/min). The slope limit comes fromt  (min)
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Fig. 10. Example of ﬁts in area and pressure analysis for TE. The top left (right) shows th
(right) shows the ﬁnal one parameter ﬁt to a one parameter line for area (pressure).an allowance of 2% change from point to point in TE area under a
one parameter line hypothesis over six points. If this condition was
met, the TE was classiﬁed as usable. All ﬁts require the same
degrees of freedom and same time range in the area and pressure.
The starting points are a contiguous collection of six with the
smallest slope from the two parameter line ﬁt in the TE data. The
number of contiguous points in the ﬁnal one parameter line ﬁt is
increased until the two parameter line ﬁt slope condition was no
longer met or the uncertainty in the one parameter line ﬁt
increases with the addition rather than decreases. The TE data
points in the time sequence are increased one at a time, alternat-
ing from before the ﬂat most region to after, under the given
constraints. The one parameter line ﬁt is then used to obtain the
ﬁnal area and pressure and associated uncertainties in these
values. Fit examples of both the one and two parameter line ﬁts
are shown in Fig. 10. The error bar associated with each point in
the ﬁt is the standard error from multiple sweeps resulting in a
statistical uncertainty associated with the N number of sweeps
(1=
ﬃﬃﬃﬃ
N
p
relative) combined with the instrumental uncertainties
discussed in Section 3.5 for area and Section 4.1 for pressure.
The ﬁt results from pressure are transformed to temperature to
ﬁnd the PTE. The uncertainty from pressure line ﬁt is used in Eq. (6)
to ﬁnd the uncertainty in temperature which is then used in Eq.
(7) to acquire the uncertainty in δPTE . The area and uncertainty
from the line ﬁt are then used to obtain the ﬁnal calibration
constant and associated uncertainty.
In the procedure described, the same maximal slope limit is
used in both pressure and area, which is reasonable at thermal
equilibrium. Area and pressure can both approach thermal equili-
brium from vastly different trends depending on the initial
conditions and state of the cryostat. An alternative usability
criterion that is more sensitive to separate changes in area and
pressure would be to use a limit based on relative percentage of
the quantities in the ﬁt. Using 0.2% of the one parameter line ﬁt
result leads to the same TE usability set as the mentioned ﬁx slopet  (min)
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Fig. 12. Calibration constants with 3% error taken during the experiment commis-
sioning phase with ammonia that had not been disturbed. This results in an
uncertainty of 2.4% after a linear ﬁt. All calibration constants are negative so the
absolute value is plotted.
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testing the changes in area and pressure slightly before or after
actual thermal equilibrium.
4.3.2. Uncertainty in procedure
The value in the one parameter line ﬁt results in the ﬁnal ﬁt is
compared to the ﬁt using only the initial six points. This variation
is used as a systematic uncertainty in the procedure. If the initial
six points are the only points that pass all constraints for that TE
then the largest residual in the ﬁt is used as the systematic
uncertainty. A systematic uncertainty is found for each area and
pressure ﬁt. This systematic component reﬂects the quality of the
TE data for area and pressure within procedural constraints over
the ﬁnal range of points separate from the ﬁt and statistical
components. The error is added to the resulting error for each ﬁt
to obtain δT used in Eq. (7) and the error in area δATE used to ﬁnd
the error in Eq. (4).
Finally, if there are multiple TE measurements taken over the
same consecutive usage of material, the set of calibration con-
stants are used in a one parameter line ﬁt. Each TE must pass the
criteria for being usable. The ﬁnal ﬁt was performed using a
χ2minimization weighting each calibration in the ﬁt by its
combined total uncertainty. The minimized uncertainty from the
ﬁt was then used as the ﬁnal error for that calibration constant.
These details are outlined in the next section.5. Calibration uncertainty minimization
The cumulative uncertainty in the calibration constant consists
of the combined error of all terms in Eq. (4) with subscript TE. The
calibration constants and uncertainties for experiment E08-007
are shown in Fig. 11. The x-axis indicates the sequence order in
which the measurement was taken in the experiment. Calibration
measurements taken on consecutively used material are indicated
at the half-way points in the sequence. The open points indicate
the calibration constants for the top cup and the other are for the
bottom cup. All calibration constants are negative so the absolute
value is shown. During experiment E08-007 there was no time to
acquire any more than two TE calibrations for each consecutively
used material after which the material was removed from the cup
for experimental conﬁguration changes. Most often one of the two
TE calibrations was of poor quality not passing the usable criteria.
This was due to the calibration data being taken prior to trueCalibration Sequence
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Fig. 11. All calibration constants for experiment E08-007 with the cumulative TE
uncertainty. The x-axis indicates that the sequence order the measurement was
taken in the experiment. Calibration measurements taken on consecutively used
material are indicated at the half-way points in the sequence. The open data points
represent the top cup data and the closed data points represent data for the bottom
cup. All calibration constants are negative so the absolute value is plotted.thermal equilibrium. It is not expected that all values of the
calibration constants should be the same being that every time
the material is removed and put back into the cell a new material
coupling is made to the NMR loop. Radiation damage and anneal-
ing as well as material packing and slight changes to the NMR loop
orientation with respect to the magnet ﬁeld can all lead to shifts in
the calibration constant. What is expected is that the calibration
constant stays the same for material not yet removed from the
target insert. If multiple high quality calibration measurements are
taken on consecutively used undisturbed ammonia then all values
of the calibration constant should be the same within the error
bars deﬁned by the contributions to Eq. (4) with subscript TE. In
this case, multiple TE measurements can reduce the overall
uncertainty by using a linear hypothesis encompassing more
information to obtain an optimal calibration constant. Fig. 12
shows an example of calibration constants from TE measurements
taken during the experiment commissioning. The ammonia had
not been disturbed and three high quality TE measurements had
been performed several days apart. In this example each measure-
ment resulted in an uncertainty around 3%, after the linear ﬁt the
uncertainty was reduced to 2.4%.
It is also possible that the TE measurement was not good
according to the algorithm's criteria or that a larger systematic
change has occurred. Such changes include displacement of the
NMR coil, large shifts in target material (target coil coupling
changes), or large NMR tune changes which are all possible over
the course of an experiment. If determined that such an effect has
occurred and can be seen in the resulting calibration constant then
the uncertainty must include the new systematic effect over that
set of runs. That systematic effect would be determined by the
residual of the calibration constants for that set of data. Fortu-
nately there is no indication of this in the E08-007 data. Greater
reduction in uncertainty is always possible with additional quality
TE measurements that can go into the ﬁnal ﬁt of the calibration
constants. The results of this minimization are discussed for
experiment E08-007 in the next section.
5.1. Final calibration errors
Table 2 shows a summary of the calibration constants and
corresponding uncertainties for experiment E08-007. For all pro-
duction data a 5.0 T ﬁeld oriented at 61 off the beam axis was used.
The Cup column indicates the results for the top (T) or bottom
(B) target cups if both were used during the experiment. Some of
the TE measurements were not used due to poor quality TE
Table 2
The date in which the target material was installed and then removed is listed
along with the electron beam energy, label for top (T) or bottom (B) cup, the ﬁnal
calculated calibration constant, whether the TE was ﬂagged as usable or not, and
ﬁnally the TE start time from the experimental record used to ﬁnd the TE data.
Date EBeam (GeV) Cup CTE Usable TE start
3/10–3/12 2.2 T 1.299 (3.05%) Yes 3–10 16:21:50
1.422 (2.97%) No 3–12 16:42:00
3/10–3/12 2.2 B 1.349 (3.06%) Yes 3–10 16:56:55
1.477 (6.20%) Yes 3–12 17:30:20
4/17–4/19 1.7 B 2.724 (3.02%) No 4–17 09:08:20
1.823 (3.01%) Yes 4–17 17:36:05
4/17–4/19 1.7 T 3.020 (3.58%) No 4–26 13:10:00
1.424 (2.94%) Yes 4–30 01:30:25
4/30–5/5 1.1 B 3.711 (3.12%) No 4–26 13:40:25
1.799 (3.28%) Yes 4–30 03:00:35
4/30–5/5 1.1 B 1.731 (3.18%) Yes 5–2 20:30:00
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Fig. 13. Calibration constants from E08-007 taken with ammonia that had not been
disturbed. This results in an uncertainty of 3.76% after a linear ﬁt.
Table 3
The relative uncertainty over applied experimental run range with respect to the
data taken on the left or right arm, with the top or bottom cups over the all runs for
experiment E08-007.
Run Range Arm Cup CTE
3061–3070 Left T 1.299 (3.05%)
3071–3084 Left B 1.371 (3.76%)
3085–3130 Left T 1.299 (3.05%)
4599–4695 Left B 1.823 (3.01%)
5339–5344 Left T 1.424 (2.87%)
5345–5346 Left B 1.799 (3.28%)
5347–5484 Left B 1.731 (3.18%)
22146–22155 Right T 1.299 (3.05%)
22156–22172 Right B 1.371 (3.76%)
22173–22217 Right T 1.299 (3.05%)
23540–23618 Right B 1.823 (3.01%)
24113–24118 Right T 1.424 (2.87%)
24120–24121 Right B 1.799 (3.28%)
24122–24258 Right B 1.731 (3.18%)
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algorithms criteria indicated in the Usable column. Also listed is
the TE start time which was used to locate the TE in the
polarization data. For conﬁgurations with multiple TE data, a ﬁnal
ﬁt is used to produce the result used. As mentioned the ﬁnal step
of uncertainty minimization is to use a linear hypothesis to ﬁt the
set of calibration constants from multiple TE measurements on
consecutively used material. This step is an essential part of the
uncertainty minimization associated with the TE measurements
but is only possible when there have been no changes to the
calibration constant within error bars and all TE measurements
pass the quality constraints in the algorithm. This implies that
there have been negligible changes to the NMR coil material
coupling from measurement to measurement. Naturally, a greater
error reduction can be made using more TE measurements. From
Table 2 one can see that there is only one set of TE measurements
where both have been ﬂagged as good. The ﬁnal ﬁt using 1.477
(6.20%) and 1.349 (3.06%) leads to a calibration constant of
1.371 (3.76%). The plot in Fig. 13 shows the two calibration
constants and linear ﬁt. Because the error from the TE measure-
ment was quite large for one of the points the uncertainty
minimization is not to the degree as previously seen in Fig. 12.
A summary of calibration constants and uncertainties over the
sets of E08-007 runs are listed in Table 3. The Hall A conﬁguration
consisted of two detector arms collecting data simultaneously.
Both right and left arm data acquisition runs are listed along with
the appropriate cup used for that set of runs.6. Polarization data
Once the calibration constant is obtained along with the
enhanced NMR signal integration, the Yale card gains and uncer-
tainties, it is possible to calculate the ﬁnal polarization which can
be used in experimental analysis.
6.1. Charge averaging
Each target event is stamped with time but to be useful each
target event must be associated with a particular data acquisition
run which recorded the physics data. All the events written to the
target data ﬁles are broken down and conﬁgured into runs based
on the run start and stop time. The polarizations measured over
time are charge averaged using the dose on the target material, see
Fig. 2. The BCM currents are averaged over time between target
events leading to a dose which can be associated with a polariza-
tion for a given duration. The BCM currents are then used to
calculate the dose on the target material for that run and charge
average the polarizations. The method of weighting each polariza-
tion measurement with charge in the average eliminates uncer-
tainty associated with jumps in polarization due to beam trips. The
charge averaged polarization for a single run is given by
Prun ¼ ∑
n
i
Q iPi ð8Þ
where Pi is the ith polarization measurement in the total n for that
run. The weight Qi is the beam dose averaged from target event
i1 to i and normalized to the total dose the target received for
that run. The charge averaged polarization for each run is what is
required for the physics analysis of the scattering asymmetry
which is also calculated for each run.
The uncertainty in the charge weighted average of polarization
must also be calculated for each run. The error estimate for the
charge averaged polarization in Eq. (8) is deﬁned as
ΔPrun ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑
n
i
Q2i ðPrunPiÞ2
s
: ð9Þ
The quantity ΔPrun represents the dispersion from the weighted
average of the uncorrelated polarization measurements over a
single run. The use of the average implies that the polarization
data follows a linear trend over the course of a run. This neglects
the true exponential line shape of the polarization decay with
beam dose. The uncertainty ΔPrun encompasses the error in using
a linear approximation as well as polarization ﬂuctuations due to
cryogenic changes or manual adjustments due to the microwave
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Fig. 14. The ﬁnal charge averaged polarization and uncertainty per run.
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microwave frequency in experiment E08-007 the uncertainty in
the weighted average is ΔPrun=Pruno0:1%. But the aforemen-
tioned changes can lead to sudden drops or increases in polariza-
tion increasing the uncertainty in the average. A quality constraint
is imposed at 0.5% which is on the level of moderate adjustments
to the microwave frequency. Any run with a ΔPrun=Prun40:5% is
excluded from the physics analysis.
6.2. Polarization results
The ﬁnal polarization and uncertainty per run is shown in
Fig. 14. The largest of these uncertainties is 3.90% relative.7. Conclusion and further reduction
The uncertainties introduced by TE area ΔATE , background ﬁt
ΔAfit , Q-meter ΔQT , Yale card ΔVYale, magnetic ﬁeld variation
ΔBdrift , and variation in polarization over a run ΔPrun all have
additional dependence that makes the uncertainty change over
the course of the experiment. Some of the dependence are simply
changing conditions in the experiment and some change as a
function of polarization. In the present results the uncertainty in
ΔATE and ΔAfit is estimated based on extremal conditions through-
out the entire experiment. This is done to avoid underestimating
an essential component of error. The values used for ΔT , ΔVQ , and
RB are estimates based on averages over the experiment. The value
used in ΔT is based on a median temperature difference seen in
the 4He vapor pressure and 3He bulb during TE measurements.
The average difference is consistent over the set of TE measure-
ments. The error ΔPrun was calculated for each production run and
a maximum of 0.5% is used as the expected limit from changes due
to microwave pumping adjustments and polarization decay. The
value ΔPrun can be much higher for runs started while the target
was still polarizing or non-optimum microwave adjustments.
Further uncertainty reduction for certain runs can be made by
implementing a run dependence to each of the listed components
of uncertainty. Because these uncertainties are small an additional
run dependence will not have a large effect.For future experiments there are several key points that can be
used to keep the acquired error to a minimum. It is possible to reduce
the uncertainties introduced by TE area ΔATE , and background ﬁt ΔAfit
by making sure that the TE peak is centered with a good baseline
takenwith at least three thousand sweeps. If the Q-meter temperature
is regulated with a chiller, the deviation in temperature is reduced as is
ΔQT . It is also important to have QT as part of the data stream so a
simple correction to the polarization can be made as a function of
Q-meter temperature. Checking the position of the NMR signal
frequently can reduce the effects of the uncertainty in magnetic ﬁeld
variation ΔBdrift . The only reason why ΔBdrift has a non-zero value for
experiment E08-007 was a malfunction in the quench protector in the
power supply. Checking the stability of the NMR signal during Hall
access and after the NMR tune can reduce unexpected changes once
the experimental Hall goes to beam permit.
The largest reduction of uncertainty comes from having multi-
ple TE measurements over the same consecutive use of a target
material and using a χ2minimization with a one parameter line
hypothesis to ﬁt the multiple calibration constants. The more
quality TE measurements that are taken the more the uncertainty
can be reduced. Many TE measurements in the present study did
not pass the constraints in the algorithm. This implies that the
measurements were taken when the system did not fully reach
thermal equilibrium or that enough points were not recorded once
thermal equilibrium was reached.
During experiments, time for TE measurements can frequently be
limited. Obtaining multiple quality TE measurements can help to
signiﬁcantly reduce uncertainty using the procedure outlined here,
however multiple TE measurements that cannot pass the quality
constraints are not useful. For the sake of polarization uncertainty
reduction it is critical to prioritize blocks of time speciﬁcally for
waiting for true thermal equilibrium for multiple TE measurements.Acknowledgments
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