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Abstract
Spatial noncommutativity is similar and can even be related to the non-Abelian nature
of multiple D-branes. But they have so far seemed independent of each other. Reflecting
this decoupling, the algebra of matrix valued fields on noncommutative space is thought to
be the simple tensor product of constant matrix algebra and the Moyal-Weyl deformation.
We propose scenarios in which the two become intertwined and inseparable. Therefore
the usual separation of ordinary or noncommutative space from the internal discrete space
responsible for non-Abelian symmetry is really the exceptional case of an unified structure.
We call it non-Abelian geometry. This general structure emerges when multiple D-branes
are configured suitably in a flat but varying B field background, or in the presence of
non-Abelian gauge field background. It can also occur in connection with Taub-NUT
geometry. We compute the deformed product of matrix valued functions using the lattice
string quantum mechanical model developed earlier. The result is a new type of associative
algebra defining non-Abelian geometry. Possible supergravity dual is also discussed.
November 2000
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1. Introduction
This paper is devoted to the search and study of certain unusual and hitherto unknown
facets of noncommutative space from string and field theories and quantum mechanics.
Introducing noncommutativity as a way of perturbing a known field theory has received
much interest recently (see [1,2,3] and the references therein), and hence we shall refrain
from repeating the usual motivations and excuses for doing it. Another reason lies in string
theory itself. The antisymmetric tensor field B in the Neveu-Schwarz − Neveu-Schwarz
sector of string theory, while simpler than it cousins in the Ramond − Ramond sector, is
still shrouded in mystery and surprisingly resistant to an unified understanding. One of
its many features is its relation to spatial noncommutativity. Let us recall it briefly.
Open strings interact by joining and splitting. This lends naturally to the picture
of a geometrical product of open string wave functionals that is clearly noncommutative.
One may formulate a field theory of open strings based on this noncommutative product
the same way as conventional field theory is formulated on products of wave function
fields[4]. But the string wave functional is unwieldy and its product is enormously complex.
Noncommutativity certainly does not help. To learn more we have to do with less. One
way is to truncate the theory to a low energy effective theory of the small set of massless
fields. Another is to approximate the string by a minimal “lattice” of two points. This is
especially well suited to mimicking the geometric product of open strings. It emerges from
both approximations that, at least using some choice of variables, the natural product of
wave function fields is the following noncommutative deformation of the usual one:
(Ψ ∗ Φ)(x) = exp
(
ı
2
∂
∂x′µ
Ωµν
∂
∂x′′ν
)
Ψ(x′)Φ(x′′)
∣∣∣∣∣
x′=x′′=x
. (1.1)
The parameter of noncommutativity Ω is expressed in terms of the spacetime metric1 G
and B by
Ω = −(2πα′)2G−1BG−1 (1− (2πα′)2BG−1BG−1)−1 . (1.2)
It should be noted that noncommutativity is not a consequence of B being nonvanishing
or large. It is intrinsic to the geometry of smooth string junctions that a canonical product
exists for the functions on the space of open paths in the target space manifold with the ap-
propriate boundary condition, and that product is noncommutative. The approximations
mentioned above induces noncommutativity in the algebra of functions on the submanifold
1 Note that G in this paper and in [5]is the same as the “closed string metric” g in[3], and the
noncommutativity parameter Ω here is the same as Θ there.
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to which the end points are restricted, namely the D-brane. The algebra actually becomes
commutative in the limit of very large B!
It is a glaring deficiency of the present understanding from string theory that one knew
only how to deal with constant and flat B field. Introducing curvature for B takes string
theory away from the usual sigma model to a rather different realm, so understanding
it fully seems to call for drastic conceptual advance. On the other hand, varying but
flat B field should be accessible by the available technology but is hampered by technical
difficulties. For example, a formal construction of a noncommutative product using an
arbitrary Poisson structure in place of the constant Ω has been given by Kontsevich[6].
The construction made essential use of a degenerate limit of sigma model [7]. But the
result employs some very abstruse mathematics and its convergence properties essentially
unknown. Behind the complication must lie some interesting and novel structures that
needs to be deciphered.
We propose, as a first step toward understanding such situation from string theory,
probing it with multiple parallel D-branes configured in a way such that each D-brane
only senses a constant but respectively different B field. On each D-brane the usual
noncommutative algebra incorporates the effect of the locally constant B field without
knowing that B is actually varying. The latter is revealed in the communication among
different D-branes via the open strings that start and end on different D-branes. We
study the wave functions associated with such “cross” strings and find that their product
is deformed in a new and intriguing way that retains associativity. Along the same line
of the reasoning as in [3], one expects that it is in terms of this product that the effect
of B field is best described at the zero slope limit. As D-branes are dynamical objects
inclined to fluctuate, this picture is necessarily an idealization, describing the limit where
the effect of such fluctuation is very small. It would be worthwhile to study quantitatively
the corrections due to such fluctuation.
One can better appreciate the import of this new deformation of algebra by recalling
another player. It is an essential feature of a D-brane that it has a gauge symmetry and an
associated gauge connection. Let us briefly recollect some of the well known facts relevant
here. In the simplest and most common circumstances, a single D-brane has an U(1)
symmetry, and a multiplet of N D-branes on top of each other collectively have an U(N)
symmetry, with fields that are N ×N matrices transforming in the adjoint representation
of this U(N). When the algebra of functions on the D-brane submanifold is deformed, so
is the gauge symmetry. For U(1), the new Lie algebra is given by the commutator of the
deformed product and is no longer trivial. For U(N), the product of the matrix valued
functions becomes
(M ∗N)ik (x) =
∑
j
(
M ij ∗N jk
)
(x). (1.3)
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And the deformed Lie algebra originates from the commutator of this new matrix algebra.
In this deformation the noncommutativity of spacetime and the non-Abelian property of
multiple D-branes are simply and independently tensored together and do not affect each
other, yet.
It has long been known that the U(1) (trace) part of the field strength F always
appear together with B as (B − FU(1)). A certain gauge symmetry actually connects the
two. Therefore F also contributes to noncommutativity and appears in the expression for Ω
by replacing B with (B−trF/N). What about the non-Abelian part of F? Let us consider
a constant background for F , as varying F is again too difficult. For this constraint to
make sense it has to be U(N) covariant, i.e. it should be covariantly constant. Hence we
also choose F so that different spatial components of F are in some Cartan subalgebra of
N × N matrices. By a choice of basis we can make them all diagonal. Such background
generically breaks U(N) down to U(1)N and it is meaningful to talk about N distinct
branes, each with a constant field strength of its own unbroken U(1). This poses the same
problem as the early configuration of multiple D-branes probing transversally varying B
field but with a different interpretation2. Now we consider a intrinsically non-Abelian
deformation of the matrix product on the D-branes. As it turns out, this new product is
no longer the simple tensoring of the star product (eq. 1.1) and the usual matrix algebra.
The noncommutative “real” space and the non-Abelian internal space mix and become
inseparable. We call this non-Abelian geometry, and give a general formulation and the
underlying philosophy at the end of section 3.
In this work, we have found a large class of examples of this new geometry by consid-
ering non-trivial D-branes configurations with non-Abelian field content and/or under the
influence of non-flat B field. The concrete form of the product are derived from a lattice
approximation of string theory in section 2 and 3, and presented here. There are different
ways to express the product, corresponding to different choices of operator ordering. With
the “symmetric” ordering defined and used throughout section 2, the geometry is defined
by an algebra with the following product.
(Ψ ∗ Φ)ij(x) ≡
∑
l
exp
(
ı
2
∂
∂x′µ
Ωµνil;lk
∂
∂x′′ν
)
Ψil(x
′)Φlk(x
′′)
∣∣∣∣∣
x′=Sikij x
x′′=Sik
jk
x
. (1.4)
2 One difference is that in the configuration with varying flat B field, an open string stretching
between two D-branes would have a mass offset proportional to the separation between them. It’s
possible to take a special limit for the components of the close string metric along the separation
of the D-branes to make the offset vanish. However, here we are only studying the kinematics
encoded in the algebra connecting all the the (i, j) strings and this offset is irrelevant.
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with S and Ω satisfying (section 2.2)
Sj3j4j1j2 = S
k1k2
j1j2
Sj3j4k1k2 ;
Sj3j4j1j2Ωj3j4;j5j6 = Ωj1j2;j5j6 = Ωj1j2;j3j4S
j3j4
j5j6
⊤
.
(1.5)
Here no summation over Latin (Yang-Mills) indices takes place, but summation over re-
peated suppressed Greek (space-time) indices does take place. With the split ordering
introduced in section 3, the product takes the form
(Ψ× Φ)ij (ea, eA) ≡
∑
k,l
Ψik(e
a,MA) exp
(
ı
∂
∂MA
ΩˆAa
∂
∂Ma
)
kl
Φlj(M
a, eA)
∣∣∣∣∣
MA=0=Ma
,
(1.6)
Here ΩˆAa is a matrix with Latin indices k and l the exponential is the usual exponential
of a matrix. In this paper we shall derive (eq. 1.4) and (eq. 1.6) from certain physical
backgrounds in string theory, so they appear in concrete and specific context with moti-
vation from string theory. However, we should emphasize here that with the forms of the
products now known, we can and should consider them independently and abstractly as
examples of non-Abelian geometry, and look for their appearance in other contexts as well.
In deriving (eq. 1.4) the parameters S and Ω takes on values determined by the physical
background in our setup. However, (eq. 1.4) stands as a valid definition of an associative
product as long as (eq. 1.5) holds. Similarly, we have derived (eq. 1.6) in section 3 for
the case of SU(2), but these forms of product apply more generally for arbitrary ΩˆAakl .
Unlike the symmetric ordering, here Ωˆ is already “gauge fixed” and associativity imposes
no constraint on them. The two form should be related to each other by a change of
ordering. This is clear in the examples discussed in this paper, though we have not worked
out the general and explicit transformation relating the two in this paper. Finally we note
that even in such general forms, they only represent a certain class of non-Abelian geome-
try. The explicit forms of non-Abelian geometry in its full generality is a very interesting
problem still under investigation.
At this point one may well consider other approaches to generalizing D-brane geome-
try. One very interesting approach in recent time has been the efforts to study the geometry
of D-branes with vector bundles in Calabi-Yau manifolds ([8]and the references therein).
There one takes the D-brane wrapping supersymmetric cycles in Calabi-Yau manifolds
and the vector bundle on the D-branes as a whole and study their properties in relation
to target space supersymmetry and mirror symmetry. It would be very relevant to fully
reconcile these two facets of D-branes: the vector bundle aspects of D-branes steeped in
conventional commutative geometry as one, and the non-commutative geometry that the
4
open string fields see as the other. However, non-commutativity introduces such tremen-
dous technical challenges in curve space that novel and powerful methods and concepts
seems necessary to tackle it. This paper provides one possibility in dealing with curvature
in the antisymmetric tensor B field (section 2.2). It might prove helpful in dealing with
curvature in the metric through various correspondences such as T-duality, which relates
the metric and the B-field.
Here is an outline of the paper. The non-Abelian noncommutative product is explicitly
constructed in section two. It turns out a two point lattice approximation to quantum
mechanics is perfectly suited for this purpose. A systematic methodology of computing
product was developed in [5]. We review and elaborate it in section 2.1. In section 2.2
we apply it to the most general case of non-Abelian noncommutativity and obtain the
main result of the paper (eq. 2.55). In section 3 we then turn to the specific case of the
deformation parameter being in the adjoint of SU(2) and use a variation of the method
presented in section two. The result is a surprisingly compact and highly suggestive form
of the new product (eq. 3.16). The situation of multiple noncommutativity parameters
also makes an appearance in connection with Taub-NUT geometry3. We shall discuss in
section four how a whole class of Lorentz non-invariant theories governed by the B field
dynamics can be studied in an unified way. We conclude with a discussion on the possible
gravity dual for the system we study as well as some other related issues.
2. Construction of the non-Abelian noncommutative product
2.1. Review and elaboration
The origin of noncommutativity
A classic and salient feature of string theory is its geometric appeal. For example,
strings interact by smoothly joining and splitting. In conventional field theories, one
can visualize an interaction of particles as a vertex of intersection by propagators in a
Feynman diagram. The well known rule from perturbation theory states that each term
in the interaction Lagrangian gives rise to a distinct kind of such vertex. Interaction at
a point corresponds to product of fields at the same point. The rule of string theory
perturbation is entirely analogous. However, the algebra of the product, besides being
obviously much more complicated, has a new twist. Consider the joining of two or more
3 For branes near a conifold, non-Abelian noncommutativity makes an appearance in the frac-
tional brane setup [9].
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open strings into one. It should be apparent that this process is not commutative though
still clearly associative. The multiplication between the wave functionals of the open string,
also known as the open string fields, share the same property4.
Intuitively, the product seems easy to define. Let Ψ[γ] and Φ[γ] be two string wave
functionals, where the argument γ is an open path in the target space with the proper
boundary conditions. The geometric product defined above can be written as
(Ψ ∪ Φ) [γ] =
∫
D[γ1]D[γ2] δ[γ = γ1 ⊎ γ2] Ψ[γ1] Φ[γ2], (2.1)
The operation ⊎ is just the geometric process of “joining” defined above, with a refining
sensitivity to sign and orientation so that a segment that backtracks itself also erases itself.
This “definition” manifests noncommutativity5 and associativity, but it is also horribly
divergent and ill defined. One can remedy this with an elaborate procedure [4]but there is
an alternative way to make sense of this product, if one is willing to forgo the bulk of the
data encoded in the string field in exchange for a better understanding of what remains.
Before we do this first recall that the standard string action is
S =
1
4πα′
∫
Σ
d2σ
[
Gµν
(
X˙µX˙ν −X ′µX ′ν
)]
+
∫
∂2Σ
dτ Aµ(X)X˙µ −
∫
∂1Σ
dτ Aµ(X)X˙µ.
(2.2)
Here the subscripts “2” and “1” on ∂Σ label the “left” and “right” boundaries of the open
string worldsheet. G is the background closed string metric and assumed to be constant.
Usually there would also be a term 1
4piα′
Bµν
(
X˙µX ′
ν −X ′µX˙ν
)
in the action. However
we would only be dealing with flat B field, and in RD flat B is exact and equal to dA′ for
some A′. We henceforth include −A′ implicitly in A so that dA = F −B ≡ F .
Let us be careful with boundary conditions from now on. To solve the equation of
motion we need to impose one for each boundary component. We want the two ends of
the strings to move only within two possibly distinct but parallel D-branes of the same
dimensions. For the purpose at hand, we will only be concerned with coordinates that
parameterize the D-branes’ worldvolume under the influence of a nondegenerate F and
ignore from now on all the other coordinates, including those along which the D-branes
4 This observation was made clear in [4], where one can also find relevant graphic illustrations.
5 Even though we have made no mention of B!
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separate. We shall only consider situations for which this space is RD. The boundary
condition for the relevant coordinate fields is
1
2πα′
GµνX
′ν = FµνX˙ν . (2.3)
For the problem to be tractable using the method in this paper, we also require F to
be constant. Note that since F is evaluated only at the ends of the strings, confined to
the D-branes, this requirement only enforces the constancy of the pull-back of B to the
D-branes. B may vary in directions transverse to the D-branes, or have components not
entirely parallel to the D-branes that vary. Indeed the flatness of B correlate the last two
kinds of variations. In this subsection let us consider the case of a single D-brane, so there
is only one constant F . We will return to the general case in the next subsection.
Now we approximate the spatial extent of the open string by the coarsest “lattice” of
two points, namely the two ends, labeled by 1 and 2. Let the width of the string be 2/ω.
The action (eq. 2.2) is approximated by6
S =
∫
dτ
[
1
4πωα′
(
X˙21 + X˙
2
2 −
ω2
2
(X2 −X1)2
)]
+
∫
dτ
(
Aµ(X2)X˙
µ
2 −Aµ(X1)X˙µ1
)
.
(2.4)
We shall call this system lattice string quantum mechanics (LSQM). The boundary condi-
tions now become[5]
D1µ ≡ [G(X1 −X2)]µ +
4πα′
ω
[FX˙1]µ ∼ 0;
D2µ ≡ [G(X2 −X1)]µ −
4πα′
ω
[FX˙2]µ ∼ 0.
(2.5)
The result of canonical quantization with constraints is 7
[Xµ2 , X
ν
2 ] =− ı(2πα′)2
[
G−1FG−1 (1− (2πα′)2FG−1FG−1)−1]µν
≡ ıΩµν = − [Xµ1 , Xν1 ] ;
[Xµ1 , X
ν
2 ] = 0.
(2.6)
6 A similar but different model appeared in [10].
7 In comparing the results summarized here with [5] one should note that Di defined here
is equal to GµνC
ν
i in [5], and that there is a typographical error of a missing (−1) in front the
expression on the third line in (eq. 2.12) of [5], and another (−1) on the exponent of the second
parenthesis in the same expression.
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These are precisely the commutation relations for the ends of the string found in [11].
Matrix, Chan-Paton Factor, and Noncommutative Product
We are now only one step from the deformed product (eq. 1.1) . It is here that the
LSQM approach distinguishes itself for its conceptual and technical advantage. Now that
the entire continuum of the open string is distilled down to two points, the above mentioned
∪ joining of two oriented paths into one reduces to the merging of two ordered pairs of
points, with the second (end) of the first pair coinciding with and “cancelling” the first
(start) of the second pair: (x1, m) ⊎ (m, x2) = (x1, x2). This induces a product ∗ of two
wave functions of the lattice string, entirely analogous to (eq. 2.1) :
(Ψ ∗ Φ) (x1, x2) =
∫
dm1dm2 δ(m1 −m2)Ψ(x1, m2)Φ(m1, x2). (2.7)
If this seems reminiscent of ordinary matrix product, it is no illusion. One can think of
an index on a matrix as a coordinate parameterizing some discrete space8. Since a matrix
carries two indices it is the wave function of a lattice string moving on this discrete space
and its ∗ product would simply be the standard matrix multiplication. Distinguishing
between the contravariant and covariant indices corresponding to distinguishing the two
ends of the (lattice) string by a choice of orientation. On the other hand, attaching discrete
indices to string ends is none other than introducing Chan-Paton factors. In this light, the
noncommutativity of open string field and of non-Abelian gauge symmetry are not just
similar in their failure to commute but have a shared geometric origin and interpretation!
Now we return to LSQM (lattice string quantum mechanics). Its salient feature, re-
viewed shortly, is the truncation of the noncommutative string field algebra down to a
closed noncommutative algebra of (wave) functions on the target space. The latter is
something much simpler and easier to study than the full open string algebra and still
carries nontrivial information, especially the effects of the B field. The known noncom-
mutative algebra found this way is a deformation of the “classical” commutative algebra
of functions. It modifies the U(1) gauge symmetry of a single D-brane experiencing this
B field into a deformed one corresponding to the group of unitary transformations in a
certain Hilbert space. When multiple D-branes are present so that U(1) is replaced by the
non-Abelian U(N), the U(N) group as well as the N × N matrix algebra is also modi-
fied. The new algebra is just the tensor product of the matrix algebra and the deformed
8 The precise connection is the discrete “fuzzy” torus explained later in footnote (13) in section
3.
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noncommutative algebra of the scalar functions. No essential difference in the noncom-
mutativity of the space is introduced by having non-Abelian gauge symmetry. This then
begs the question: is there some other deformation in which the discrete internal space can
become fully entangled with the (noncommutative) “real” space so that it is impossible to
separate them. The answer, we shall propose, is yes. The condition, we shall show, is that
the background parameter for noncommutativity is in an appropriate sense non-Abelian.
This can be due to a non-U(1) background for the gauge field or a varying flat B configured
in the manner prescribed above.
Defining the product
The (eq. 2.7) almost entirely defines the rule for making product. We still have the
trivial freedom of changing the overall normalization by a constant factor, which we will
fix later. Yet that equation would seem to be applicable to functions on the square of
RD rather than RD itself. Fortunately, (eq. 2.6) says that although we start from 2D
canonical coordinates in the LSQM, constraint (eq. 2.5) reduces the size of a complete set
of commuting observables to only D, the right number for a wave function to be defined
on RD itself. At each of the two ends, there are only D/2 commuting observables. Let
us make some choice and call them Ea1 and E
a
2 , a = 1 . . .D/2, where the subscript labels
boundary components. Together they form a complete set of commuting observables. We
shall call it the “aa” representation which diagonalizes simultaneously Ea1 and E
a
2 with
eigenvalues ea1 and e
a
2 respectively. For wave functions Ψaa(e
a
1 , e
a
2) and Φaa(e
a
1 , e
a
2) in this
representation, the adaptation of (eq. 2.7) is immediate and obvious:
(Ψ ∗ Φ)aa (ea1 , ea2) ∝
∫
dma1dm
a
2 δ(m1 −m2)Ψaa(ea1 , ma2)Φaa(ma1 , ea2). (2.8)
The proportionality sign here signifies that we have yet to specify the overall normalization,
which scales the right hand side of (eq. 2.8) by a constant factor. We will fix it later by
relating to the usual commutative product.
This product is natural also from the point of view of the LSQM. X1 and X2 commute
with each other. Therefore the left and right ends decouple and the Hilbert space for the
LSQM is the tensor product of the Hilbert spaces H1 and H2 of two ends respectively9.
Furthermore, the operator algebra in H1 and H2 are generated by the same set of observ-
ables Xµ, but from (eq. 2.6) their commutator is exactly opposite in sign. This canonically
9 Subtlety might arise for other topology but at least for RD this factorization holds.
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correlates them as complex conjugate pair of representations of the same operator algebra.
To see this, choose a basis of RD so that Ω is brought to the canonical form:
J =
(
0 I
−I 0
)
. (2.9)
Let a, b, . . . enumerate the first D/2 coordinates and A,B, . . . the rest. Then (eq. 2.9) can
be written more compactly as:
JaA = δa+
D
2
,A = −JAa,
Jab = 0 = JAB.
(2.10)
In the aa representation the Ea’s are simultaneously diagonalized while the EA’s are
implemented as differentiations:
EA1 = −ıJaA
(
∂
∂ea1
+ ı
∂
∂a
α1(e
a
1)
)
,
EA2 = ıJ
aA
(
∂
∂ea2
+ ı
∂
∂a
α2(e
a
2)
)
.
(2.11)
Here α1 and α2 are just the usual phase ambiguity in canonical quantization. We can
naturally identify e1 and e2 by identifying the wave functions in H2 to H1 after complex
conjugation, and requiring α1 = −α2. Thus a ket in H2 is a bra in H1 and vice versa. The
product (eq. 2.8) can be rewritten as
(|α〉 ⊗ 〈β|) ∗ (|θ〉 ⊗ 〈ρ|) ∝ (〈β||θ〉)(|α〉 ⊗ 〈ρ|). (2.12)
Although this product has manifest noncommutativity and associativity, the wave
functions are not functions on the target space and there is no parameter visible that
controls the noncommutativity. This is a fitting time to remember that an associative
algebra has both additive and multiplicative structures but (eq. 2.8) defines only the
latter. We want our algebra to be a deformation, in its multiplicative structure, of the
algebra of functions on RD, so it should be identified with the set of functions on RD as a
vector space. Wave functions in the aa representation clearly does not suit this purpose.
We need to find an “aA” representation in which a set of D observables that can pass as
coordinates on RD are simultaneously diagonalized. That is tantamount to requiring the
action of translation generator P on them should be what is expected of RD coordinates.
We call them geometric observables.
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For example, in the LSQM above P = Ω−1(X1−X2). A particularly symmetric choice
for the geometric observables is simply the center of mass coordinates Xµc of the lattice
string system:
Xµc =
1
2
(Xµ1 +X
µ
2 ) (2.13)
such that
[Xµc , Pν ] = ıδ
µ
ν . (2.14)
We can rewrite the product (eq. 2.8) in terms of functions of the eigenvalue x of Xc by
using the change of basis function10
〈x||ea1 , ea2〉 = δ
(
xa − 1
2
(e1 + e2)
a
)
exp
(
− ı
4
xAJAa(e2 − e1)a
)
(2.15)
and find that, in terms of Ω, (eq. 2.8) is explicitly given by
(Ψ ∗ Φ)(x) = exp
(
ı
2
Ωµν
∂
∂x′µ
∂
∂x′′ν
)
Ψ(x′)Φ(x′′)
∣∣∣∣∣
x′=x′′=x
. (2.16)
Here we have fixed the overall normalization mentioned before by requiring it to reproduce
the usual commutative product when Ω = 0.
2.2. Non-Abelian Deformation
Now we come to the main task of this paper and consider the possibility of more than
one noncommutativity parameter. For each of such parameter we can define the ∗ product
above and have a distinct algebra. Let us assign labels ranging from 1 to N to this group
of parameters Ωi. We denote elements of the i-th algebra by functions labeled such as Ψ
i
i,
satisfying
(Ψii ∗ Φii)(x) = exp
(
ı
2
Ωµν
∂
∂x′µ
∂
∂x′′ν
)
Ψii(x
′)Φii(x
′′)
∣∣∣∣∣
x′′=x′=x
. (2.17)
The reductionist view of what we want to do is to find a way to glue these algebras together
cogently into one unified algebra. For that we now return to string theory for intuition.
In string theory the above situation can arise in a configuration of N D-branes with
different but constant F on each of them. From the discussion of the last subsection, this
can happen in an arbitrary combination of two scenarios. The first, already explained
10 |x〉 is an eigenstate of Xc and |e
a
1 , e
a
2〉 (shorthand for |e
a
1〉⊗〈e
a
2 |) that for E
a
1 and E
a
2 . We have
also made a convenient choice for the phase for the basis wave function of these representations.
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before, is a background of flat but varying B field configured in such a way that (only) the
pull-back of B to each D-brane is constant through it. The second scenario is a background
gauge field that is constant but breaks the U(N) gauge symmetry. It is not in general
meaningful to talk about constant non-Abelian curvature because it would normally not
satisfy the equation of motion or the Bianchi identity, but if all the spatial components
of the curvatures are in some Cartan subalgebra than everything is fine. For U(N) this
amounts to being able to diagonalize all spatial components of the curvature as N × N
matrices. This breaks U(N) down to U(1)N and gives the interpretation of N D-branes
each with a distinct and constant U(1) background. The (i, i) strings on each of the D-
branes are now complemented by (i, j) strings, which start on the i-th brane and end on
the j-th D-brane11.
Consider wave functions Ψij in the lattice string quantum mechanics approximating
to the (i, j) string. The Hilbert space is a tensor product of Hi⊗H∗j and the product rule
of the whole algebra is generated by
(|α〉i ⊗ 〈β|j) ∗ (|θ〉j ⊗ 〈ρ|k) = (〈β|j|θ〉j)(|α〉i ⊗ 〈ρ|k). (2.18)
Written in terms of matrix valued functions Ψ and Φ on RD, this is
(Ψ× Φ)ik (x) ≡
∑
j
(
Ψij ∗ijk Φjk
)
(x). (2.19)
Note that in (eq. 2.18) the product seems to depend only on j, but one has to write the
final form (eq. 2.19) in the aA representation. In general that would mean ∗ijk depends
on all three indices. Our goal is to calculate ∗ijk.
Preparation and Notations
Again each brane is labeled by index i, j, . . .. let us denote the F on the i-th D-brane
by F i. One repeats the same procedure of constrained quantization. This time one finds
the Poisson brackets of the constraint D’s are{
D1µ, D
1
ν
}
= −4(2πα′)2 [Fi (1− (2πα′)2FiG−1FiG−1)]µν ,{
D2µ, D
2
ν
}
= 4(2πα′)2
[Fj (1− (2πα′)2FjG−1FjG−1)]µν ,{
D1µ, D
2
ν
}
= 2(2πα′)2 [Fi −Fj ]µν .
(2.20)
11 In [3]a system of D0-D4 was studied with the 0−4 strings having mixed boundary conditions.
These strings complement the 0− 0 strings and the 4− 4 strings to produce a bigger algebra.
12
For i 6= j, D1 and D2 no longer commute. This would translate to X1 and X2
not commuting with each other and would impede the program we have developed for
constructing the product. However, we can take the zero slope limit employed in [3], in
which α′ → 0 while F and (2πα′)2G−1 remain finite.
After taking the limit, one finds that
[Xµ1 , X
ν
1 ] = −ıΩµνi ,
[Xµ2 , X
ν
2 ] = ıΩ
µν
j ,
[Xµ1 , X
ν
2 ] = 0,
(2.21)
where
Ωi = (F i)−1. (2.22)
We can always, through a congruence transformation, turn an F into the following
canonical form:
Ωi = TiJT
⊤
i , (2.23)
where
J =
(
0 I
−I 0
)
. (2.24)
It shall become convenient to use the following symbols:
(1) Uij ≡ TiT−1j ;
(2) M j1j2 ≡ T−1j1 + T−1j2 ;
(3) F j1j2;j3j4 ≡ −(M
j1j2)⊤JM j3j4
4
;
(4) Ωj1j2;j3j4 ≡
(F j3j4;j1j2)−1 ;
(5) Sj3j4j1j2 ≡ (M j1j2)−1M j3j4
(2.25)
They are related to each other and Ωj by
(1) F j1j2;j3j4⊤ = −F j3j4;j1j2 ;
(2) F j = F jj;jj;
(3) Ωj = Ωjj;jj ;
(4) Sj3j4j1j2 = Ωj1j2;k1k2Fk1k2;j3j4 = Sk1k2j1j2 Sj3j4k1k2 ;
(5) Sj3j4j1j2Ωj3j4;j5j6 = Ωj1j2;j5j6 = Ωj1j2;j3j4S
j3j4
j5j6
⊤
.
(2.26)
Note that because we will deal with a plethora of indices we shall suppress spatial indices
unless doing so will cause confusion. Repeated gauge indices i, j are not summed over
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unless stated otherwise explicitly, but repeated spatial indices are always summed over
implicitly. The situation should be obvious from the context. Coordinates are arranged
into column vector, or row vectors after transposition.
In search of a center
In this subsection we figure out the geometric observables for the (i, j) dipole. That
is, we want operators Xµc such that
[Xµc , Pν ] = ıδ
µ
ν , (2.27)
where the translation generator Pµ for the dipole system described by (eq. 2.4) is
P = F iX1 − F jX2 (2.28)
in the zero slope limit taken earlier. P satisfies the property
[Pµ, Pν ] = −ı(F iµν − F jµν) ≡ −ı∆µν . (2.29)
Therefore they are like covariant derivatives and we require them to be as such:
P ≡ Π+ A˜, (2.30)
where
Πµ = −ı ∂
∂Xµc
, (2.31)
and
∂µA˜ν − ∂νA˜µ = ∆µν . (2.32)
The definition of A˜ suffers the usual phase ambiguity and we choose a linear gauge
A˜ = −1
2
(∆ + Θ)Xc, (2.33)
where Θ is a symmetric matrix and pure gauge. It will be fixed later for convenience.
There are an infinite number of choices for operators satisfying (eq. 2.27) . Let us for
now look for one as close to the center of mass
X1/2 =
1
2
(X1 +X2) (2.34)
as possible. Alas [
Xµ1/2, X
ν
1/2
]
= − ı
4
(Ωµνi − Ωµνj ) ≡ ı∇µν , (2.35)
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so X1/2 itself does not suffice. Therefore we define Xc indirectly so that
X1/2 = ΛXc + ΓΠ. (2.36)
Then Λ and Γ can be found by substituting (eq. 2.31) and (eq. 2.36) into the commutation
relation known for X1/2 and P :
ıδµν =
[
Xµ1/2, Pν
]
= ı
(
Λ− 1
2
Γ (∆−Θ)
)
(2.37)
and
ı∇µν =
[
Xµ1/2, X
ν
1/2
]
= ı(ΛΓ⊤ − ΓΛ⊤). (2.38)
It thus follows that Λ is related to Γ by
Λ = I+
1
2
Γ (∆−Θ) (2.39)
So
Γ⊤ − Γ + Γ∆Γ⊤ = ∇. (2.40)
Γ is thus related to a matrix γ satisfying
γ∆γ⊤ = ∆−∆∇∆ (2.41)
through
γ = 1 +∆Γ. (2.42)
One can then solve for Xc and find that
Xc = (1 + Γ∆)
−1 (
X1/2 − ΓP
)
= (1 + Γ∆)
−1
((
1
2
+ ΓF i
)
X1 +
(
1
2
− ΓF j
)
X2
)
.
(2.43)
Solving for Λij
The matrix Uij defined in (eq. 2.25) satisfy
Ωi = UijΩjU
T
ij . (2.44)
as well as the cocycle condition
UijUjk = Uik. (2.45)
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From the requirement that the Xc’s commute among themselves it follows that
(1 + 2ΓF i)−1(1− 2ΓF j)
also satisfy the condition (eq. 2.44) . We use this to find a solution for Γij in terms of Uij :
Γ =
1
2
(1− Uij)
(F iUij + F j)−1 (2.46)
so that
Uij = (1 + 2ΓF i)−1(1− 2ΓF j). (2.47)
Then one can show that
(1 + Γ∆)
−1
(
1
2
+ ΓF i
)
Ti = (T
−1
i + T
−1
j )
−1
= (1 + Γ∆)
−1
(
1
2
− ΓF j
)
Tj =
(
M ij
)−1
,
(2.48)
where M ij has been defined in (eq. 2.25) . This allows us to find a simple expression for
Xc that we will use shortly:
M ijXc ≡ (E1 + E2), (2.49)
where
E1 = T
−1
i X1, E2 = T
−1
j X2. (2.50)
The E’s are convenient because
[Eµ2 , E
ν
2 ] = J
µν = − [Eµ1 , Eν1 ] ,
[Eµ1 , E
ν
2 ] = 0
(2.51)
For Xc to be defined, M has to be nondegenerate, which means Uij has no eigenvalue
equal to (−1). Actually it might very well happen that for certain given Fi’s, for instance
the SU(2) case that we shall consider later, Uij does have eigenvalue to (−1). However,
Uij is only defined up to Uij → TiSi(TjSj)−1, where Si and Sj are Sp(D) transformations.
It is easy to show that one can always find suitable S’s so that M is nondegenerate.
The product
In computing the actual product, the key step is the change of basis functions between
the aA and aa representations. We now find them for the (i, j) string. We choose to
diagonalize Ea1 and E
a
2 in the aa representation, a ranging from 1 to
D
2 . The first
D
2
components of 12M
ijXc is
1
2 (E
a
1 +E
a
2 ). The canonical conjugates of the rest
D
2 components
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are (Ea1 − Ea2 ). To find how the latter are represented, substituting the expressions for ∆
and Xc in (eq. 2.30) , we find that
Π = P +
1
2
(∆ +Θ)Xc
= −M
⊤J
2
(E1 −E2)
+
(
Θ+ T−1i
⊤
JT−1j − T−1j
⊤
JT−1i
)
(2M)−1 (E1 + E2)
(2.52)
Now we fix the gauge choice by requiring the second term in the last expression vanish.
Thus (E1 − E2)a are represented purely as derivatives with respect to (Mx)A. Therefore
the change of basis matrix element between the (ea1 , e
a
2) basis and the Xc basis is
〈ea1 , ea2 ||x〉 =
√|M |
2
D
2
exp
(
−ı(ea1 − ea2)JaA(
1
2
M ijx)A
)
δ
(
ea1 + e
a
2
2
− (M
ijx)a
2
)
. (2.53)
The determinant and powers of two appears as a result of the different normalization
between Xc basis and the
MXc
2 basis. They will not matter in the end.
Now we are finally ready to compute the star product.
(Ψij ∗ Φjk)(x) ∝
∫
dea1de
a
2 〈x||ea1 , ea2〉(Ψij ∗ Φjk)(ea1 , ea2)
=
∫
dx′dx′′
∫
dea1de
a
2dm
a
1dm
a
2 Ψ
i
j(x
′)Φjk(x
′′)δ(ma1 −ma2)
〈x||ea1 , ea2〉〈ea1 , ma2 ||x′〉〈ma1 , ea2 ||x′′〉
=
√|M ijM jkM ik|
2
D
2
∫
dx′dx′′Ψij(x
′)Φjk(x
′′)
exp
( ı
2
(x⊤(F ik;ijx′ − F ik;jkx′′) + x′⊤F ij;jkx′′)
)
=2
D
2
√
|M ik|
|M ijM jk| exp
(
ı
2
∂
∂x′
Ωij;jk
∂
∂x′′
)
Ψij(x
′)Φjk(x
′′)
∣∣∣∣∣
x′=Sikij x
x′′=Sik
jk
x
.
(2.54)
Again we fix the normalization by requiring the recovery of the usual matrix product
when all the Ωi’s vanish. Hence we would get
(Ψij ∗ Φjk)(x) = exp
(
ı
2
∂
∂x′µ
Ωµνij;jk
∂
∂x′′ν
)
Ψij(x
′)Φjk(x
′′)
∣∣∣∣∣
x′=Sikij x,x
′′=Sikjkx
. (2.55)
For plane waves, this translate to
exp (ık1x) ∗ijk exp (ık2x) = exp
(
− ı
2
k⊤1 Ωij;jkk2
)
exp
(
ı(k⊤1 S
ik
ij + k
⊤
2 S
ik
jk)x
)
, (2.56)
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which is the desired product.
By using (eq. 2.26) , one can show that
(exp (ık1x) ∗ijk exp (ık2x)) ∗ikl exp (ık3x) = exp (ık1x) ∗ijl (exp (ık2x) ∗jkl exp (ık3x)),
= exp
(
−1
2
ı(k⊤1 Ωij;jkk2 + k
⊤
2 Ωjk;klk3 + k
⊤
1 Ωij;klk3)
)
exp
(
ı(k⊤1 S
il
ij + k
⊤
2 S
il
jk + k
⊤
3 S
il
kl)x
)
(2.57)
thus proving associativity.
3. The Case of SU(2)
In this section we deal with the simplest instance of non-Abelian geometry: N = 2
and the deformation parameter is in the adjoint of SU(2). That is to say the noncommu-
tativity parameter on brane 1 is Ω but that on brane 2 is −Ω. For this situation one may
certainly apply the method developed in the previous section again. But we shall take
this opportunity to consider a variation and illustrate the meaning of the large degree of
freedom in choosing the geometric observables mentioned earlier.
For simplification of notation, we can, by means of a congruence transformation, bring
Ω to its canonical form J and shall work in this basis till near the end of this section. We call
the coordinate observables on the left and right ends of the string Lµ and Rµ respectively.
Unlike the previous section, where E2 is generically in a different parameterization of R
D
from E1, related by some linear transformation, here R is the same parameterization as L.
Therefore [Lµ, Lν ] and [Rµ, Rν] are exactly opposite in sign on a 11 string, but identical
on a 12 string.
3.1. Split Ordering
The Moyal-Weyl product can serve as a method of quantization, i.e. mapping a
function on the phase space (in our case, RD) to an operator to the Hilbert space of a
quantum mechanical model. As usual there is the ambiguity of operator ordering, and
Moyal-Weyl product makes a symmetric choice. There are other orderings, and they can
also be obtained by variation of the method developed in the [5] and reviewed in the last
section. Recall that to represent states in the LSQM Hilbert space as (wave) functions on
RD, we had to choose a set of D geometric observables, simultaneously diagonalized in
the aA representation. The action on them by the generator of translation should be what
one expects for coordinates being translated. In the last section, Xc’s are the geometric
observables, but there are many other choices. Some of them, giving different values to
Θ, correspond to different choices of phase for the wave function. Some other choices
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corresponds to different operator ordering schemes in the language of quantization. Both
will show up here.
Let us divides the coordinates of the present problem into two groups which are
canonical conjugates to each other with respect to J (and −J). We label them with a, b, . . .
and A,B, . . . respectively as in section 2.1 Then we choose as geometric observables for
any (i, j) string
Ea = La,
EA = RA.
(3.1)
Now let us consider the 11 string. First we will describe a scheme for illustration only
that will not be used again in the paper. Therefore to avoid confusion we use
.
= instead
of = in equations peculiar to this example. The basic commutation relations are
− [Lµ, Lν] = Jµν = [Rµ, Rν] ,
[Lµ, Rν] = 0.
(3.2)
The translation operator is
P = −J(L−R). (3.3)
By a specific choice of phase of the basis state in the aA representation, we can implement
translation by differentiation with respect to the space coordinates as per tradition: P = Π.
This means in particular that
Ra
.
= −ıJaA ∂
∂eA
+ ea. (3.4)
Then by another choice of phase the change of basis between aA and aa basis is described
by
〈e||La, Ra〉 .= δ(ea − La) expı(Ra−La)JaAeA . (3.5)
Then one finds that the noncommutative product is given by
Ψ11 ∗ Φ11(e) .= eı
∂
∂MA
JAa ∂
∂Ma Ψ11(e
a,MA)Φ11(M
a, eA)
∣∣∣∣∣
MA=eA
Ma=ea
. (3.6)
This corresponds, in quantization, to a choice of ordering in which all the Ea’s are brought
to the left and all the EA’s are brought to the right.
However, in the rest of the paper we shall only use a variant of this ordering so that
the condition α1 = α2 is satisfied in (eq. 2.11) and the final result could be in a more
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convenient form. Another choice of phase in the aA representation is made which replaces
(eq. 3.4) by
Ra = −ıJaA ∂
∂eA
. (3.7)
Then (eq. 3.5) is replaced by
〈e||La, Ra〉 = δ(ea − La) exp (ıRaJaAeA) , (3.8)
and (eq. 3.6) by
Ψ11 ∗ Φ11(e) = exp
(
ı
∂
∂MA
JAa
∂
∂Ma
)
Ψ11(e
a,MA)Φ11(M
a, eA)
∣∣∣∣∣
MA=0=Ma
. (3.9)
The U(1) phase that relates this and the last one is given by the unit element in this new
product. Instead of 1, it is exp
(
ıeaJaAeA
)
. We call this scheme split ordering.
3.2. Off diagonal elements
On a 12 string the commutation relations are
[Lµ, Lν ] = −Jµν = [Rµ, Rν] ,
[Lµ, Rν] = 0.
(3.10)
The translation operator is
P = −J(L+R). (3.11)
A crucially new feature is that P no longer commutes among themselves: [Pµ, P ν ] =
−2ıJµν . By a specific choice of gauge we can implement it as
Pµ = −ı ∂
∂eµ
− [Je]µ. (3.12)
This means in particular
Ra = −ıJaA ∂
∂eA
. (3.13)
Then by a choice of phase consistent with the split ordering the change of basis between
aA and aa basis is described by
〈ea, eA||La, Ra〉 = δ(ea − La) exp (ıRaJaAeA) . (3.14)
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Then one finds that the noncommutative product is given by
Ψ11 ∗ Φ12(e) = exp
(
ı
∂
∂MA
JAa
∂
∂Ma
)
Ψ11(e
a,MA)Φ12(M
a, eA)
∣∣∣∣∣
MA=0=Ma
. (3.15)
Using this method systematically we find all the possible products Ψij ∗ijk Φjk. They
in fact can be written in a very compact matrix form:
(Ψ× Φ) (ea, eA) ≡ Ψ(ea,MA) exp
(
ı
∂
∂MA
ΩˆAa
∂
∂Ma
)
Φ(Ma, eA)
∣∣∣∣∣
MA=0=Ma
, (3.16)
where ΩˆAa = JAaσ3 and all products are understood as matrix products
12. This is highly
suggestive of an SU(2) valued Poisson structure Ωˆ. For each (µ, ν) pair, Ωˆµν is a two by
two matrix, intuitively in the adjoint of SU(2). In this case,
Ωˆµν = Jµνσ3. (3.18)
This product is clearly associative.
The unit element of this new product is
Isu(2) = exp
(
−ıeaFˆaAeA
)
, (3.19)
where
Fˆµν = −Jµνσ3. (3.20)
3.3. Non-Abelian Geometry
Just as in the general case discussed in the last section, constant matrices form a
subalgebra. However,
Ψ×M = Ψ(ea, 0)M 6=MΨ(0, eA) =M ×Ψ, (3.21)
unless Ψ(ea, 0) = Ψ(0, eA) is a constant matrix that commutes with M . Therefore one
cannot obtain the whole algebra by tensoring this matrix subalgebra with some other
12 σ3 is just the usual element of Pauli matrices:
σ3 =
(
1 0
0 −1
)
. (3.17)
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algebra. Curiously, there are two other distinct matrix subalgebras with the interesting
properties:
(MIsu(2))×Ψ =MΨ, Ψ× (Isu(2)M) = ΨM, (3.22)
so that the total algebra is a left and right module under them separately and respectively.
The new algebra defined by (eq. 3.16) and (eq. 2.55) also contains subalgebras that
are the deformations of that of the scalar functions on RD. However, there are N , rather
than just one, of them, distinguished by their deformation parameters Ωi. No one is more
preferred than the others. On the other hand, a well defined deformed algebra of functions
is essential for the noncommutative geometric interpretation of D-brane worldvolume. A
noncommutative space is itself defined only by the algebra of functions “on it.” The loss of a
canonical noncommutative algebra of scalar functions calls for a drastic reinterpretation of
the underlying “space.” In the present case, the N different algebras represent N deformed
noncommutative spaces on top of each other, distinguished only by their deformation
parameters. However, this simplistic picture overlooks all the (i, j) strings. Indeed, it is
clearly not “covariant” enough. The total algebra is not a simple tensor product of any
one of the scalar subalgebras with some matrix algebra, as it were for the usual case of
Abelian or no deformation. What is the meaning of this?
We propose that these algebra define examples of a new type of geometry, which
we call non-Abelian Geometry. It is a type quite apart from both the original underlying
commutative space RD and the noncommutative RD defined by the Moyal product because
the matrix (and more generally, non-Abelian) degree of freedom and the function degree
of freedom become entangled everywhere and become one entity. Recall that the algebra
of functions of the direct product of two manifolds, M ×M ′, is the tensor product of their
respective algebras:
AM×M ′ = AM ⊗ AM ′ . (3.23)
So should be the case for the direct product of noncommutative spaces. Now also recall that
the algebra of N×N matrices can be reinterpreted as the algebra of functions on a certain
discrete noncommutative space: a discrete “fuzzy” torus with N units of magnetic flux13.
Therefore the usual case of N ×N matrix fields on commutative or U(1) deformed space
can be reinterpreted as (the algebra on) the direct product of the continuous space with the
13 This can be constructed, for example, on a two-torus as follows. With N (more generally,
rational) units of flux through the torus, the algebra of functions contains centers. One finds that
the algebra has an N dimensional irreducible representation in which the Fourier components
are realized as clock and shift operators of a N -ary clock and the products thereof. The latter
generate the algebra of N ×N matrices.
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appropriate discrete torus. When the U(N) bundle is nontrivial, it should be identified as
a fibration of the discrete torus over the continuous base space. The notion of a base space
is based on the existence of a canonical algebra of scalar valued functions on it, of which
the total algebra is a module. This semi-decoupling makes it a matter of taste whether
to consider the total algebra as representative of a combined noncommutative space or
just conventionally as an adjoint module of the algebra of the base space. However, with
non-Abelian deformation considered in this paper, such a canonical scalar algebra ceases
to exist. The discrete torus and the continuous space therefore lose their independent
identities and separate meaning. The conventional picture has to be replaced by a total
space that intertwines the discrete, non-Abelian degrees of freedom of the Yang- Mills
theory with that of the continuous, noncommutative space. This is the precise meaning of
non-Abelian geometry.
4. The Taub-NUT connection
So far we have studied an example of Lorentz non-invariant theory. These theories
give new deformations to the otherwise constrained structure of quantum field theory. As
discussed above, they can be realized in string theory when we have a background B-field.
In the presence of branes we have basically four choices of orienting the B-field resulting
in four different theories. The first case would be to orient the B-field transverse to the
brane [12]i.e the B-field is polarized orthogonally. Naively such a constant B-field can be
gauged away. However if we also have a nontrivial orthogonal space − say a Taub-NUT
− and one leg of the B-field is along the Taub-NUT cycle then this configuration give
rise to new theories known as the pinned brane theories[12]. The D-branes have minimal
tension at the origin of the Taub-NUT and therefore the hypermultiplets in these theories
are massive. The mass is given by
m2 =
b2
1 + b2
(4.1)
where b is the expectation value of the B-field at infinity. The origin of the mass of
the hypermultiplets is easy to see from the T-dual version. For simplicity we will take
a D3 brane oriented along x0,1,2,3 and is orthogonal to a Taub-NUT which has a non
trivial metric along x6,7,8,9. The coordinate x6 is the Taub-NUT cycle and the B-field
has polarization B56. Making a T-duality along the compact direction of the Taub-NUT
we have a configuration of a NS5 brane and a D4 brane. The hypermultiplets in this
model come from strings on the D4 brane crossing the NS5 brane. Due to the twist on
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the torus x5,6, the D4 on the NS5 brane comes back to itself by a shift resulting in the
hypermultiplets being massive while the vectors remain massless.
The second case is to orient the B-field with one leg along the brane and the other
leg orthogonal to it [13]. Again we could gauge away such a B-field. But in the presence
of Taub-NUT − with the leg of the B-field along the Taub-NUT cycle − we generate new
theories on the brane known as the dipole theories[14]. Hypermultiplets in these theories
have dipole length L determined by the expectation of the B-field. The vector multiplets
have zero dipole lengths. The dipoles are light and typically the branes are not pinned.
The field theory on the branes are nonlocal theories with the following multiplication rule:
(Φ ◦Ψ)(x) ≡ exp
(
1
2
(Li1
∂
∂x′′i
− Lj2
∂
∂x′j
)
)
Φ(x′)Ψ(x′′)
∣∣∣∣∣
x′=x′′=x
(4.2)
where Φ(x) and Ψ(x) have dipole lengths L1 and L2 respectively. It is easy to check that
when we specify the dipole length of the above product as L1+L2, the multiplication rule
is associative. The dipoles in these theories are actually rotating arched strings stabilized
(at weak coupling) by a generalized magnetic force[13]. In this limit the radiation damping
and the coulomb attraction are negligible. Again the T-dual model can illustrate why the
hypermultiplets have dipole length. We take the above configuration of a D3 transverse
to a Taub-NUT but now with a B-field B16. Under T-duality we get a configuration of
a NS5 brane and a D4 brane with a twisted x1,6 torus. Along direction x1 the D4 comes
back to itself up to a twist. Since both the NS5 and the D4 branes are along x1, this shift
gives a dipole length to the hypermultiplets. Observe that this way the vectors have zero
dipole length.
The third case is to orient the B-field completely along the branes. Here we cannot
gauge away the B-field. Gauging will give rise to F field on the world volume of the
branes. This would also mean that now we no longer need any nontrivial manifold. The
supersymmetry will thus be maximal (in the above two cases the supersymmetry was
reduced by half or less). The theory on the brane is noncommutative gauge theory. The
B-field modifies the boundary conditions of the open strings describing the D branes. This
modification is crucial in giving a non zero correlation function for three (and more) gauge
propagators. This in turn tells us that the usual kinetic term of the gauge theory is replaced
by14 ∫ √
detg gii
′
gjj
′
Fij ∗ Fi′j′ (4.3)
14 gij is the open string metric Gij of [3].
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where (eq. 4.3) involves an infinite sequence of terms due to the definition of ∗ product
(eq. 2.16) . The above equation is written in terms of local variables i.e the variables
defining the usual commutative Yang-Mills theory. The map which enables us to do this
is found in [3]. In other words, noncommutative YM at low energies can be viewed as
a simple tensor deformation of commutative YM. This deformation is also responsible in
producing a scale Ω in the theory. A key feature is that this scale governs the size of
smallest lump of energy that can be stored in space. Any lump of size smaller than this
will have more energy and therefore will not be physically stable. For a D3 brane with
a B-field B23 T-duality along x
3 will give a D2 brane on a twisted x23 torus. The non
locality in this picture can be seen from the string which goes around the x3 circle and
reaches the D2 with a shift [2].
For the dipole theories (which are again non-local theories) there also exist a map with
which we could write these theories in terms of local variables[14]. This map is relatively
simpler than the Seiberg-Witten map for noncommutative theories. Using this map one
can show that the dipole theories at low energies are simple vector deformations of SYM
theory [13].
The fourth case is the topic of this paper. Here, as discussed earlier, we have a configu-
ration of multiple D-branes with different B-fields oriented parallel to the branes. However
one difference now is that this configuration may or may not preserve any supersymmetry.
Also the multiplication rule in this theory is more complex and now there is no clear dis-
tinction between the non-Abelian and the noncommutative spaces. The algebra (eq. 2.55)
reflects this intertwining.
From the above considerations it would seem that all the four theories have distinct
origins. However, as we shall discuss below, all these theories can be derived from a
particular setup in M-theory but with different limits of the background parameters. This
will give us a unified way to understand many of the properties of these theories.
Consider first the pinned brane case. If we lift a D4 brane with transversely polarized
B-field we will have a configuration of a M5 brane near a Taub-NUT singularity and a
C-field having one leg parallel to the M5 brane. The limits of the external parameters
which give rise to decoupled theory on the M5 brane are[12]:
C → ǫ, R→ ǫ, Mp → ǫ−β , β > 1 (4.4)
where R is the Taub-NUT radius andMp is the Planck mass. In this limit the energy scale
of the excitations of the M5 brane is kept finite whereas the other scales in the problem
are set to infinity.
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The dipole theories are now easy to get from the above configuration. Keeping the
background limits same we rotate the M5 brane such that the C-field now has two legs
along the M5 (its still orthogonal to the Taub-NUT). With this choice a simple calculation
will tell us that that the M5 is not pinned in this case.
To generate the noncommutative gauge theories we first remove the M5 brane from the
picture and identify the M-theory direction with the Taub-NUT circle. Now the limits15
which give rise to 6 + 1 dimensional noncommutative gauge theories are[16]:
C → ǫ−1/2, R→ fixed, Mp → ǫ−1/6, gMµν → ǫ2/3 (4.5)
where gMµν is the dimensionless M-theory metric
16. This limit is the same as Seiberg-Witten
limit and the coupling constant of the theory
g2YM =M
−3
p C = fixed. (4.6)
The theory of non-Abelian geometry can be studied in M-theory using a multi Taub-
NUT background with a G-flux that has non-zero expectation values near the Taub-NUT
singularities. As discussed in [17], such a choice of background flux generally breaks su-
persymmetry. From type IIA D6 brane point of view this flux will appear as gauge fluxes
Fi = dAi on the i
th world volume17. If the Taub-NUT is oriented along x7,8,9,10, x7 being
the Taub-NUT circle, and the C field has two legs along the Taub-NUT and one leg along
x1 then the world volume gauge fields Ai can be determined by decomposing the C field
as:
C(t, y, x7, ~r) =
N∑
i=1
Ai(t, y) ∧ L(2)i (x7, ~r) (4.7)
15 These limits however don’t specify the complete decoupling of the theory. This is because
the theory has negative specific heat[15].
16 There is an interesting digression to the above cases. Between the two limits of the back-
ground C field there exist a case under which
C → finite, R→ finite, Mp →∞, gs → 0
This gives us another decoupled theory on the M5 brane which is in the same spirit as the little
string theory[12].
17 There is a subtlety here. For F/M-theory compactification with G-flux, when there is a
generic flux− not concentrated near the singularities of the manifold − this appears in the corre-
sponding type IIB theory as HNSNS and HRR background. However when the flux is concentrated
near the singularity, then it appears as gauge fields on the brane[17].
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where y’s are the coordinates x1,..,6 of the D6 brane world volume, L(2)i are the harmonic
forms of the multi Taub-NUT and |~r| =
√
xkxk, k = 8, 9, 10. However it turns out that
these harmonic forms are deformed from their original values due to the background G-flux.
Therefore in the above equation the harmonic forms are C-twisted ones which preserve their
anti-self-duality with respect to the C-twisted background metric. The precise form of this
twist will be presented elsewhere [18]. In this frame-work it might be possible − by pure
geometric means − to see this intertwining more clearly.
Before we end this section let us summarize the connections between different theories
governed by the B field dynamics in the following table18:
Theories SUSY Product rule: (Φij ∗Ψjk)(x)
Pinned branes N = 2 Φij(x)Ψjk(x)
Dipole theory N ≤ 2 e 12 (Li1 ∂∂x′′i−Lj2 ∂∂x′j ) Φij(x′)Ψjk(x′′)|x
′=x′′=x
Noncomm. geometry N = 4 e( ı2 ∂∂x′µ Ωµν ∂∂x′′ν ) Φij(x′)Ψjk(x′′)|x
′′=x′=x
Non-Abelian geometry N ≤ 1 e( ı2 ∂∂x′µ Ωµνij;jk ∂∂x′′ν ) Φij(x′)Ψjk(x′′)|
x′=Sikij x
x′′=Sik
jk
x
5. Discussions and Conclusion
In this section we will discuss possible supergravity background for the analysis pre-
sented in the earlier sections. We will also illustrate some aspects of this using a mode
expansion for a background U(1)× U(1). This case is related to the recent analysis done
in [19], where the worldsheet propagator was calculated to compute two distinct noncom-
mutativity parameter. It was shown that near one of the brane, say 1, the ∗-product
involves Ω1 only. This is clear from our analysis because Ψ
1
1 ∗ Φ11 involves Ω11;11 which
from (eq. 2.26) is just Ω1.
Another recent paper which dealt with some related aspects is [9]. Here two different
∗ products arise naturally in the fractional brane setting. In this model we have a config-
uration of D5−D5 wrapping a vanishing two cycle of a Calabi-Yau. This model however
is supersymmetric and for some special choice of background B and F fields the tachyon
is massless[9].
18 We have chosen to make everything non-Abelian. Its an straightforward exercise to extend
the above three Abelian cases to this.
27
5.1. Gravity Solutions
Let us first consider the case of a large number of D3 branes on top of each other and
with a background B-field switched on. The B-field is constant along the world volume
of the D3 branes. What is the supergravity solution for the system? Obviously the near
horizon geometry cannot be AdS as there is a scale Ω in the theory which breaks the
conformal invariance. Indeed, as shown by Hashimoto and Itzhaki[20]and independently
by Maldacena and Russo[15], the supergravity solution can be calculated by making a
simple T-duality of the D3 brane solution. Under a T-duality the B background becomes
metric and it tilts the torus which the D2 brane wraps. This solution is known and
therefore we could calculate the metric for this case and T-dualize to get our required
solution. Observe that under a T-duality we do get a B-field which is constant along the
brane but is a nontrivial function along the directions orthogonal to the brane. In other
words there is a H field. But for all practical purposes this solution is good enough to give
us the near horizon geometry of the system. The scale of the theory appears in the metric
deforming our AdS background which one would expect in the absence of B-field. For the
case in which D3 branes are along x0, x1, .., x3 and B-field has a polarization B23 the near
horizon geometry looks like[20,15]:
ds2 = α′
[
u2(−dx20 + dx21) + u2h(dx22 + dx23) +
du2
u2
+ dΩ25
]
(5.1)
where h = (1 + a4u4)−1 and a2 is the typical scale in the theory (it is related to θ).
The above metric has the expected behavior that for small u the theory reduces to
AdS5 × S5. From gauge theory this is the IR regime of the theory. One naturally expects
that noncommutative YM reduces to ordinary YM at large distances. The above solution
has an added advantage that it tells us that below the scale a (which will be proportional
to
√
Ω) commutative variables are no longer the right parameters to describe the system
accurately. Noncommutativity becomes the inherent property of the system and therefore
local variables fail to capture all the dynamics.
At this point we should ask whether our new system has a consistent large N behavior.
The gauge theory is highly noncommutative of course but it also has a large number of
noncommutativity parameters (typically N). We have a system of N D3 branes with gauge
fields F i, i = 1, ..N on them. We can simplify the problem by taking only one polarization
of the gauge fields, i.e we would concentrate on the fields F i23.
A simple analysis tells us immediately that the previous procedure to generate a
solution is not going to help in this case. The procedure is suitable to generate one scale
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and therefore we should now rely on different technique. Also the system now has no
supersymmetry and therefore we have to carefully interpret the background.
Let us denote the magnetic field F i23 on the branes as Bi. We can make a Lorentz
transformation to generate a constant magnetic field B on the branes but different electric
fields Ei such that the relations
B2i = B2 − E2i , Ei •B = 0
are satisfied. We can also make a gauge transformation to convert the constant magnetic
field to a background constant B-field.
We now make a T-duality along the x3 direction19. Under this the electric fields
Ei will become velocities vi of the D2 branes and the B-field will tilt the torus x2, x3 as
before. therefore the final configuration will be a bunch of D2 branes (or, in a reduced
sense, points) moving with velocities vi along the circle x
3.
At this point it would seem that the supergravity solution is easy to write down. But
there are some subtleties here. Recall that when we had a single scale Ω in the problem
and the T-dual picture was a D2 brane wrapped on a tilted torus, T-duality along x3 was
easy because we had assumed that the harmonic function of the D2 brane is delocalized
along the third direction. Therefore the D2 brane is actually smeared along that direction.
This typically has the effect that the harmonic function of the D2 brane is no longer
1 + Q2r5 rather its 1 +
Q2
r4 , Q2 is the charge of the D2 brane. This is the case that we have
to consider. Delocalizing the D2 branes would mean that we have an infinite array of D2
branes moving with velocity, say, v1 and so on. Also since the system lacks supersymmetry
the velocities are not constant. An interpretation of this model can be given from fluid
mechanics. Due to delocalization we have layers of fluid moving with velocities vi along x
3
with a viscosity between them. This would tend to retard the motion of the various layers
making the problem slightly nontrivial. But as we shall see some interesting property of
the system is obvious without going to the original (T-dual) model.
The metric for the D2 brane (for simplicity the direction 23 are on a square torus) is
given by
ds2 = H−1/2ds2012 +H
1/2ds234..9 (5.2)
where the harmonic function satisfy:
19 There could be a subtlety in performing a T-duality here because the string theory back-
ground is not supersymmetric. But we are considering a T-duality completely from the super-
gravity point of view in which the transformation of the bosonic background is important for us.
As such the extra corrections are not relevant for studying this.
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∂2H = ΣNi=1 δ(ri)
and ri is given by ri =
√
(x3 − vit)2 + x24 + ...+ x29 when the velocities are small so that
we could neglect relativistic effects. Recall that the system is delocalized along direction
x3 therefore there are actually an infinite array of branes moving(i.e it behaves like a fluid).
Let r =
√
x24 + ...+ x
2
9 then its easy to show that for a large radius of x3 circle and
near horizon geometry (i.e. r → 0) the harmonic function is modified from the naive
expected value. The harmonic function becomes:
H(r) = 1 +
N∑
i=1
1
r4
∫ pi/2
0
sin3 θ
(1− vit
r
sin θ)5
dθ (5.3)
when the compact direction is very small one can show that we get H(r) = 1 + 1
r4
. A T-
duality along that direction will give us a noncompact D3 brane whose harmonic function
will have the right property. This calculation is done without assuming any force between
the branes. A more detailed analysis would require the behavior of open strings between
the branes. In the next section we will elaborate on this issue by doing a mode expansion.
5.2. Mode Expansion
For simplicity we will take two D3 branes having fluxes Fi = F
(i)
23 on them. The D3
branes are oriented along x0,1,2,3 and let z = x2 + ix3 such that the mode expansion for
the system becomes:
z =
∑
n
An+ν exp ((n+ ν)t)
[
exp (i(n+ ν)σ) +
(1− iF1
1 + iF1
)
exp (−i(n + ν)σ)
]
(5.4)
The quantity ν measures the shift in the mode number due to the presence of different
gauge fluxes at the boundary. This shift can be easily worked out from the boundary
conditions at the two ends of the open string. In terms of the above variables ν is given
by
ν =
1
2π
sin−1
[
2
(F2 − F1)(1 + F1F2)
(1 + F 21 )(1 + F
2
2 )
]
(5.5)
As is obvious from the above formula when the gauge fluxes are same on the different
branes we do not expect any shift in the mode number. This shift can now be used to
calculate the new ground state energy of the system. This zero-point energy, in the NS
sector, will now depend on ν. Using the identity∑
n≥0
(n+ ν) = − 1
12
(6ν2 − 6ν + 1) (5.6)
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the zero-point energy can be calculated from the bosons, fermions and the ghosts con-
tributions. The bosons and the fermions along directions x2,3 are quantized with mode
numbers n + ν and n ± |ν − 12 | respectively. In general for a system of Dp branes with
fluxes F1,2 the zero point energy is given by
− 1
2α′
(p− 1
4
+
∣∣∣ν − 1
2
∣∣∣) (5.7)
From the above formula its clear that there is a tachyon on D3 brane for any values of ν.
For very small values of ν the tachyon has m2 = − 12α′ (1− ν) and for large values of ν it
has m2 = − ν
2α′
. Also now there is a subtlety about GSO projection. Therefore it depends
whether we study a D1 brane or D1 brane. When the branes are kept far apart then there
would be no tachyon in the system but the branes will be attracted to each other which
in turn will retard the velocities of the brane.
Let us now consider the special case of SU(2). For this we have the following back-
ground
F1 = −F2 = −F (5.8)
It is straightforward to show that now the modes will be shifted by ν given as
ν =
2
π
tan−1F (5.9)
For the case we are interested in, F →∞, and therefore the shift ν = 1. The ground state
energy do not change but all the modes of the string get shifted by 1.
It would be worthwhile to analyze in greater detail the spectrum and dynamics of this
theory.
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