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Abstract
This thesis aims to improve some aspects of the boundary element techniques in 
elastostatics and in particular its treatment of layered media. These include two areas 
of work:
1. The development of the partially discontinuous element method, that is, elements 
which are continuous on smooth boundaries but discontinuous at edges and comers, 
in order to address the well-known comer problem. This approach is relatively 
simple to implement whilst avoiding the computational disadvantages of 
discontinuous elements. We examine the effect of the offset distance between the 
free nodes and the element edges on accuracy and stability. This approach is 
implemented with automatic edge detection software, which incorporates partially 
discontinuous elements into BEM program without intervention by the user. This 
greatly reduces data preparation effort and makes the BEM an attractive option in 
practice.
2. In order to preserve the boundary-only discretization advantages of BEM, 
three-dimensional Green’s functions in multi-layered systems are explored. These 
are computed using the cylindrical system of vector functions and the propagator 
matrix method. Numerical integration of these functions is problematic but a 
singularity extraction method is used to them accurately in the vicinity of the 
singularity. In this process, the Green’s functions for the bi-material full space, 
are adopted instead of those for the homogeneous full space. The analytic work, 
which was necessary to derive the necessary transformed functions in cylindrical 
vector space, is described in some detail. Numerical trials show that the current 
method is accurate and efficient, and superior to the previous approaches.
Notation
Some of the key variables used in this thesis are listed here. Where appropriate, some 
symbols may have more than one meaning.
[A] Assembled solution matrix after considering boundary conditions
[K\ ‘Stiffness matrix’ used in multi-region analysis
U Tractions
Ui Displacement vector
No Interpolation (shape) function of a -th  node
n (or m) Outward normal of the surface
J ( Z ) Jacobian of coordinate transformation in two dimensional problems
Jacobian of coordinate transformation in three dimensional problems
v* Kelvin’s solutions (displacement)
Tij Kelvin’s solutions (traction)
E Young’s modulus
V Poisson’s ratio
G Shear modulus
A Lame’s constant, also integration parameter
{c} Constant vector of system equation
{x} Unknown vector of system equation
P,Q Source and field point, respectively (on boundary)
p>q Source and field point, respectively (arbitrary point of the body)
°v Stress tensor
°  rr Radial stress
°  rz Shear stress
°zz Axial stress
am Hoop stress
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d{di) 
ir , ie, iz
f mW
dm
Xn
Strain tensor 
Radial strain 
Shear strain 
Axial strain 
Hoop strain
Intrinsic coordinates of the element 
Intrinsic coordinates of the sub-element 
Surface or boundary of the physical body 
Physical domain
Kronecker delta (substitution tensor)
Distance between arbitrary points
Weights in Gaussian quadrature
Parameters that indicate position of node inside element
Unit vectors in r, 6, z, respectively.
w-th order Hankel transform off  (r)
Bessel function of m-th order
The nth zero of Jm(Xr) normalized by the range r
The subscripts 
ijk
a
comma(,)
Cartesian co-ordinate system 
a  — th node of shape function
Differentiation with respect to a coordinate following the 
comma
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Chapter 1 
Introduction
1.1. An overview of BEM in Elastostatics
The boundary element method (BEM) has continued to develop at a fast pace and has 
been extended to include a very wide range of continuum mechanics in the past four 
decades, although its roots lie much earlier. The first rigorous investigation of the 
classical kinds of integral equation was published by Fredholm(1905), who used 
discretized integral equations in potential problems which formed the basis for the 
‘indirect’ BEM.
During the early years, the literature had concentrated on questions of existence and 
uniqueness, by distinguished mathematicians such as Oseen(1927), Kellogg(1929), 
Muskhelishvili(1953), Mikhlin(1957) and Kupradze(1965).
The boundary element method has evolved along two closely linked, but distinct, 
branches: ‘indirect’ and ‘direct’. In the indirect formulation, fictitious density 
functions or sources that have no physical meaning are used, from which physical 
quantities such as displacements and stresses can be easily calculated(Massonet, 1965, 
Benjumea & Sikarskie, 1972). This method is spectacularly efficient for some special 
problems(Banerjee & Driscoll, 1976). One kind of indirect method; the ‘displacement 
discontinuity’ method has been used in the rock mechanics context, where slip takes 
place along pre-defined planes of weakness(Crouch & Starfield, 1983), its density 
functions are ‘fictitious’ displacements.
In the direct formulation(the one described throughout this thesis), the integral 
equations are expressed in terms of the actual physical variables, such as tractions and 
displacements. The first paper to use the direct approach in elastostatics was published 
by Rizzo(1967). The extension to three dimensional problems was obtained by 
Cruse(1969, 1973, 1974). Borrowing ideas from the finite element field, such as the 
concept of higher-order elements, Lachat & Watson (1976) developed more 
sophisticated algorithms. Cruse & Wilson (1978) and Tan & Fenner (1978, 1979) 
used isoparametric quadratic elements, where both the geometry and variables are 
allowed to change quadratically over each element, and demonstrated the high 
resolution of stress obtained in three-dimensional problems. Due to their accuracy and 
popularity in practical problems, these elements are adopted throughout this thesis.
Evaluation of the singular integrals arising in these algorithms is an important issue and 
was studied by many workers, like Cruse (1974), Hartman (1983), Guiggiani & Gigante 
(1990), Huber, Lang & Kuhn (1993), Mi & Aliabadi (1996), amongst others.
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Ever since its early period of development (from 1967 to 1972), the integral equation 
formulations have been extended to a wide range of physical problems: e.g. those of 
non-homogeneous problems containing inclusions (Rizzo & Shippy, 1968), 
elastodynamic problems (Cruse, 1968 and Cruse & Rizzo, 1968), elastoplasticity 
(Swedlow & Cruse, 1971), anisotropic materials (Cruse & Swedlow, 1971) and 
three-dimensional fracture mechanics (Cruse & Van Buren, 1971 and Cruse, 1972). 
As a result, the method has gained popularity and offers a credible practical alternative 
to finite element analysis.
1.2. BEM and FEM
In the field of solid mechanics, BEM offers many advantages, and admittedly some 
disadvantages, over its rivals (e.g., the finite element and finite difference methods).
In the early sixties, high speed digital computers and numerical techniques started to 
find their way into engineering applications. In particular, the FEM attracted a great 
deal of interest and demonstrated both its applicability and accuracy in a wide range of 
engineering problems.
In this approach, the entire physical body is divided into elements of finite size, and 
over each element, the response satisfies the differential governing equations. All 
these finite elements are assembled together. The result is an overall system of linear 
algebraic equations (with a sparsely populated and usually symmetric solution matrix). 
After the boundary conditions of the actual problem are imposed, a unique solution can 
be obtained.
The range and power of finite element methods, together with its relative ease to 
incorporate realistic boundary conditions, presents a formidable challenge to any 
contending technique. Its weak aspect is also obvious; a whole body discretization 
scheme leads to very large numbers of finite elements, especially in three-dimensional 
problems with distant boundaries, within each of which the solution variables do not all 
vary continuously.
An obvious alternative approach would be to attempt to integrate the differential 
equations analytically in some way before either proceeding to any discretization 
scheme or to introduce any approximations. The essence of the BEM is the 
transformation of the differential equations into equivalent sets of boundary integral 
ones, either by means of a reciprocal identity (Cruse, 1969) or, more generally, by 
weighted residual and ‘integration by parts’ techniques (Brebbia, 1978). Only values 
of the variable at the extremes of the range of integration (i.e. on the boundaries of the 
body) are involved in these equations. This, in turn, implies that any discretization 
scheme needed would subdivide only the bounding surface of a body, rather than whole 
region. As in the other numerical approaches, provided that the boundary conditions 
are satisfied, a system of linear algebraic equations emerges for which a unique solution 
can be obtained. The solution variables will then vary continuously throughout the 
region and all approximations of geometry, etc., will only occur on its outer boundaries.
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The advantages and disadvantages of BEM, compared to its main rival, FEM, can be 
summarized as follows.
Data preparation effort
BEM reduces the dimensionality of the basic process; i.e. for two-dimensional problems 
the analysis generates a one-dimensional boundary integral equation and for 
three-dimensional problems only two-dimensional equations arise. In the absence of 
body forces, we need only specify the boundary geometry data of a region (in addition 
to all necessary boundary conditions, material properties, etc.). thus the time required 
for data preparation for a given problem is greatly reduced.
Accuracy and Error distribution
Errors due to discretization and numerical approximations arise only on, and adjacent to, 
the boundaries of the body. The errors can be very small if we adopt sophisticated 
numerical integration procedures, for example, by using curved boundary elements and 
continuously varying distributions of both geometry and variables over elements. 
Once the necessary boundary information has been derived, values of the solution 
variables can then be calculated at any subsequently selected interior points.
Furthermore, since no further approximation is imposed on the solution at interior 
points, stresses are accurate and fully continuous inside the domain. These features 
appear to be unique to BEM and make it very suitable for modelling problems of 
rapidly changing stresses such as at stress concentrations, contact and fracture 
mechanics and dynamics.
Computer time and storage
The solution matrix resulting from the simple boundary discretization is very much 
smaller than any scheme of whole body discretization, although it is unsymmetric and 
fully populated for a homogeneous region. When more than one region is involved, it 
is block banded.
The evaluation of each component of the matrices in BEM does involve much more 
arithmetic calculation than its finite element counterpart. This may offset part of 
computer time saved by the much reduced matrix reduction requirements. 
Nevertheless, as problems become bigger, the overall computer costs in terms of data 
generation and processing for BEM increase less dramatically than for FEM. 
Particularly in three-dimensional problems solved with similar precision, the advantage 
of BEM can be substantial.
Further, the use of fundamental solutions automatically satisfies admissible boundary 
conditions at infinity, obviating the necessity to curtail such domains artificially, 
whereas with the finite element method, infinite boundaries have to be approximated by 
a considerable number of distant elements.
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Multi-region problem
Based on the fundamental solutions in infinite space, all boundary element methods are 
applicable to either completely linear systems or those for which the differential 
equations can be approximated as a summation of linear and non-linear operators. 
However, where a solid is composed of distinct zones of different materials (i.e., a 
piece-wise inhomogeneous material), a multi-region approach is necessary. Examples 
may be found in the work of Lachat &Watson (1975), Banerjee & Butterfield (1981), 
Kane et al. (1990) and Gao & Davies (2000).
For some bodies with high aspect ratios (i.e., those with high surface-to-volume ratios), 
such as moderately thick plates and shells, narrow thin strips, etc), the BEM performs 
poorly. In these difficult cases, the use of artificial subdivisions can improve the 
stability of the equation set and overcome some of these limitations.
However, the application of the multi-region BEM has also its own limitations. The 
so-called ‘comers and edges problem’ which not only exists in multi-region cases but 
also in single-region ones has received a great deal of attention. Here, the difficulty is 
that, at comers, while displacements are unique, tractions are multi-valued. Depending 
on the comer boundary conditions, the integral equations may need to be augmented by 
additional auxiliary equations (Chaudonneret, 1978; Gao & Davies, 2000a) to close the 
equation set. Less satisfactorily, one can ‘round o ff the comer (Jaswon & Symm, 
1977), use multiple nodes (Riccardella, 1973) or discontinuous elements (Brebbia & 
Dominguez, 1992). Using these latter approaches, either resolution of the comer 
tractions is diminished or the equation set becomes ill conditioned. An important 
consideration is that in multiple region problems ‘rounding off* of comers and edges is 
impossible, and auxiliary equations methods become imperative. The partially 
discontinuous element method (PDE method) offers an alternative approach which will 
be developed and discussed in detail in this thesis.
A special case which is often encountered in engineering practice is the multi-layered 
problem. The beauty and main advantage of the BEM may be lost when multi-region 
approach is employed, as it requires discretization of interfaces between the layers 
combined with suitable continuity conditions there. Computational costs may be very 
high when a large number of layers are encountered.
However, some alternative approaches have been proposed to preserve the BEM’s 
advantages, in both elastostatics and elastodynamics area, by authors such as Banitez & 
Lu (1993, 1996), Pan & Yang (2001), Zeng & Liang (2002), etc. The main idea is to 
apply the BEM formulation to the layered system with the Green’s functions (or 
fundamental solution) being those for the layered system rather than a homogeneous 
infinite domain. The derivation and accurate evaluation of these special Green’s 
function is critical, and a major topic of this thesis.
1.3. Scope of this thesis
Two main issues in BEM technology still need to be resolved. The first is the 
development of partially discontinuous elements (PDE) and their implementation to
13
solve the long-standing comers/edges problem. The second is to develop a new 
algorithm for computing the Green’s functions in multi-layered elastic systems, which 
is critical for a new BE formulation preserving the main beauty of BEM, that is, 
boundary discretization only when it is used to analyse the multi-layered problems.
In Chapter 2, the basic formulation and solution process for the BEM are introduced. 
Some important numerical implementation issues are also presented, such as the 
evaluation of singular integrals, etc. The comers/edges problem and some techniques 
proposed thus far for its solution are discussed.
Chapter 3 presents the application of the PDE method to two- and three-dimensional 
problems. Some numerical examples of these two cases are examined to verify the 
current method. The offset between the auxiliary nodes and the element edges, which 
is the key parameter controlling numerical stability and accuracy, is also investigated.
Chapter 4 is on the application of PDE method to multi-region problems. It is 
recognized that one important aspect of work is to make discontinuous elements opaque: 
once the geometry is defined (using continuous elements) the discontinuous elements 
are generated automatically by edge detection software and (once the equations are 
solved) the multi-valued tractions at the comers/edges are computed automatically. 
The main features of this software, which are developed first for two- and 
three-dimensional single region problems and then extended to two- and 
three-dimensional multi-region problems, are presented in this chapter, followed by 
several benchmark examples to demonstrate the potential of the technique.
In Chapter 5, three-dimensional Green’s functions in multi-layered half spaces due to 
internal point loads are derived based on the cylindrical system of vector functions and 
the propagator matrix method. The transformed domain Green’s functions obtained in 
this chapter need to be inverse transformed in order to get the corresponding functions 
in the physical domain, which is discussed in Chapter 6 . In this process, suitable 
numerical quadrature techniques are necessary. The singularity extraction method is 
used to predict these functions values accurately in the vicinity of the singularity, in 
which the Green’s functions for homogeneous full space are used.
It is shown in Chapter 7 that although the singularity extraction method presented in 
chapter 6 can obtain highly accurate Green’s functions at singularity points within each 
layer, it fails to deal with the singularity points at the interface between two distinct 
layers with different material properties. In this circumstance the Green’s functions 
for the bi-material full space offer a better choice, for which Guzina & Pak (1999) have 
derived closed-form representation. The corresponding integral representation 
expressed in the cylindrical system of vector functions, which is needed in the 
singularity extraction method, is derived in this chapter. Numerical trials show that 
current method is accurate and efficient. Suitable integration intervals of the transform 
parameter A, which plays an important role on convergence of the integrals, is also 
investigated.
In Chapter 8 the multi-region BEM and Green’s functions approaches are compared for 
a benchmark example of a three-layered half space under surface loading. Finally, the 
conclusions of the study and some suggestions for further work are given in chapter 9.
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Chapter 2
Elastostatic BEM analysis and the 
corners/edges problem
Introduction
In this chapter, the classic BEM “edge and comer problem” is revisited and a new 
approach to solve it is discussed. It is necessary to introduce the fundamental theory 
of the boundary element method for elastostatics based on the boundary integral 
equations and the related general numerical technique used to solve the equations. 
Special techniques need to be employed when the load point P is located in the same 
element as the field point Q, as kernels become singular when these two points are close 
to each other. The edge and comer issue arises at the edges and comers of a physical 
body. In some cases as BEM can not provide enough equations to solve all the 
unknowns. To tackle this problem several techniques of more or less effectiveness 
are currently employed. Generally they either degrade the numerical accuracy or are 
inelegant. In this thesis, an improvement is adopted which use partially discontinuous 
elements only at edges and comers. As will be seen in the next two chapters, the 
advantage of this method lies in that it exploits the advantage of elements of both types 
(continuous and discontinuous) while avoiding most of their problems. This is further 
combined with the innovative edge detection software developed by the author which 
renders the process opaque to the user.
2.1. Boundary Integral Equations for Elasticity
The fundamental solution for a unit force in an infinite medium (the Green’s functions) 
plays a central role in BEM analysis. Thomson (Lord Kelvin) derived the fundamental 
solution of the Navier-Cauchy equations of equilibrium for an infinitely extended 
three-dimensional elastic solid. His results yield the Cartesian components of the 
displacement field u(q) and tractions tj{q) with respect to a plane defined by the
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outward normal n{q) at the so-called field point q, due to a unit point force system e,(p) 
acting at the source pointp, in the form:
ul (q) = UIJ{q,p)e,{p) 
<>(«) = r ,j(q> p)e,(p)
where,
U) (.q,p) = - ( B S ll+rJrJ )
T (2-2)2 GA
T,i(q,P) = - — [C(nlrJ - r i j r J  + Q rS j +CSIJ)n„rm]
and,
1
16^G (l-v)
B = 3 -4 v  
C = \ - 2 v
r, = xi( q ) - x i(p ) (2.3)
S . . =  1 ( i f i  = j )
Si}=0 ( i f i * j )
Note that in the above equation as well as all the following equations, the repeated 
suffixes imply summation on them over their full range of values. In 3D, the range of i 
= 1, 2, 3, whereas in 2D the range would be i = 1,2.
It is important to distinguish carefully between terms such as r, (defined above) and r,- 
(which means dr/dx, (q) here); the latter quantity is equivalent to r,/r.
By integrating Kelvin’s solution for a line source e*(p), where k=\ & 2 only, along the 
X3 axis, we obtain the displacement and traction kernel for plane strain, namely:
UIJ(q,p) = -2A[BSiJ\oge( r ) - r ir j ]
AG A (2.4)
T,j(q,p) = — -[C(«,r; - n Jr.) + (2rirJ +CSiJ)nmrm]
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The boundary element method for elastostatics is based on the boundary integral 
equations which provide the formal solution to the governing equations of elasticity and 
which relate the displacements and tractions at the surface (boundary). The derivation 
of the boundary integral equations can be found in many works. Here, we follow Gao 
& Davies (2002), who write this equation for elastostatic problem as (without body 
forces)
cj)(P)ay(P)+^(e,p)i«y(e)dr(e)= ji/#(g,/>^(e)dr(e) (2.5)
r r
where uj and tj are displacements and tractions on the bounding surface which 
contains the source point P and field point Q; Cy(P) are constants whose values depend 
on the geometric conditions of the point P. If P is on a smooth boundary, then 
ctJ (P) = Sj / 2 . The notation signifies that the singular integral is to be interpreted
in the Cauchy principal value sense. That is to say, although the integrand is strongly 
singular at P, the integral is finite if the limits of integration straddle P. This happy 
result arises from the fact that the integrand is asymmetrical about P and so this 
improper integration is perfectly valid
2.2. Boundary Discretisation
In solving the elastic problems by BEM, the boundary of the body is discretized into Ne 
elements (and N nodes). The displacement and traction fields within an element can 
then be interpolated between the element nodal values of displacements and tractions 
through interpolation functions, using the equations:
»i ( 4 ) = Y .N A 4 y i
cc=1 
Mr  (2-6)
a=1
where a denotes the a-th node in the M-noded element. The interpolations Na (£ ) are 
commonly referred to as ‘shape functions’. The parameter £ is the local (intrinsic) 
coordinates, defined by the curvi-linear axis system which is tangential everywhere over 
the element. By definition, the intrinsic coordinates for an element normally take 
values in the range ±1. The shape functions Na can be thought of as functions which 
map the global coordinates of the element into the intrinsic coordinate system (£). For 
many purposes, quadratic interpolation functions work very well and these may be 
defined using the so-called ‘Serendipity’ eight-noded element in the three-dimensional
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problems. In the intrinsic coordinate system, this element is square (see Fig.2.1) and 
has three nodes per side.
Fig. 2.1 The serendipity eight-noded element
Although the element is square in the intrinsic coordinate system, the quadratic mapping 
from the real element permits considerable latitude in the geometry of the latter. In 
general, the real element may be a curvilinear quadrilateral (as exemplified by Fig. 2.1). 
The four comer nodes are associated with the shape functions:
Ar,(&7) = i ( l  + $* Xl + W iX -l + f-f, + '?'?,) (2.7)4
where jV,(£ //) is the shape function for a comer node with intrinsic coordinates £, rjj and 
/ = 1 - 4. For example, if at node 1, then £/ = -1 and rjj = -1. The shape functions of 
the remaining mid-side nodes are:
tf6(6)7) = i ( l  + # X I-7 J)
(2.8)
7) = ^ ( l -< f2)(l + >7)
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For one-dimensional quadratic interpolation, three nodes must be defined as depicted in 
Fig. 2.2.
Fig. 2.2 The serendipity line element
The shape functions are:
Once these nodal quantities are determined, displacements and tractions on the 
boundary are known everywhere. The boundary integral equation (2.5) can now be 
re-written in terms of these, yet undetermined, variables, as
c„(P)uJ(P) + f ;  f ; » ;  {Tv (Q, P )N a (Q)dT(Q) 1
e=l I a= l f ,
N‘ f M r
= S  £ \ u v ( e -p ) N« ( 0 ^ ( 0
r
1 J (2.10)
Ne I M
e=l I a =1 p
Where r e signifies the area of the e-th element, M  is the number of element nodes in
each element. u“ , f J are nodal displacements and tractions. In order to produce a
closed set of equations, we write this equation with source point P placed at each node 
in turn, i.e., we collocate at each of the nodes. It can be observed that the integrations 
of kernel function-shape function products are carried out over each of the elements.
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The technique, employed to carry out these integrations, are critically important, in 
particular when the Uy and Ty kernels become singular. This will be discussed later. 
For the time being, we assume that the integrals have been computed and at each 
boundary node eqn. (2 .10) can finally be transformed to the following form:
j r i / p ” (n = 1,2, N ) (2.11)
m=1 m=1
where u j  and t j  are the values of Uj and tj at node Qm, and
T™ = t  ^ ( Q . P J N i Q J d T i Q ) ^ ^  (2.12)
e= l r
UT = £  \Ui (Q,P„)N(Qm)dT(Q) (2.13)
e=l r
in which N{Q„,) is the shape function of the m-th node. Eqn. (2.11) can be written as 
its matrix equivalent:
(2.14)
On substituting the known boundary conditions into the discretised boundary integral 
equations (2.14), the matrices on either side of eqn. (2.14) can be rearranged such that 
all the known variables are on the right-hand side and all the unknown variables on the 
left-hand side which will result in the linear algebraic equations:
MM=MM
= W
(2.15)
where {*} contains all unknown variables (whether displacements or tractions), {y} 
contains all known variables prescribed as boundary conditions. Eqn. (2.15) can be 
solved by standard techniques.
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2.3 Numerical implementation
2.3.1. Gauss quadrature
The boundary integral equations presented in the previous section provide an exact 
description of an elastic continuum, and in principle an exact solution can be found for 
any well-posed set of boundary conditions. But for complex geometric features and 
boundary conditions, numerical solution techniques must be employed. These 
techniques involve; (a) interpolation, (b) numerical integration (quadrature) and, (c) 
matrix inversion. None of these introduces any fundamental approximations and 
hence solution accuracy is generally well preserved. The first of them (interpolation) 
has been described in the previous section. Matrix inversion may become problematic 
for large arrays but this question will not be explored here. Here we concentrate on 
numerical integration of T T  and U ”m, using numerical quadrature methods.
By general consensus, we employ Gaussian quadrature rules (Stroud & Secrest, 1996). 
For simplicity, we use the example of integral of a function f(x) in one dimension, 
between arbitrary limits (a,b). To apply the Gauss quadrature rules, we need to map 
this interval into Gauss quadrature space, denoted by the symbol with due 
consideration for the scaling factor (Jacobian) that this introduces.
I  = [ f ( x )d x  = £ ' / ( * ( # ) ) . / ( * , ( 2 . 1 6 )
where J(x, g)=dx/d£. Thus, only in the case of linear mapping can the Jacobian be 
treated as a constant over the interval. Hence, after applying the Gauss rule we have
(2-17)
;=1
where x, and w, are the /-th (of ri) ordinates and weights, respectively. These ordinates 
and weights over the interval ±1 for various Gauss orders can be found in many 
publications (e.g., Gao & Davies 2001, Zienkiewicz, O. C. 1977).
Integration in two dimensions can be treated in much the same way, by making use of 
the so-called product rule.
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where
A * ,Z ) =
dxx dx{
d£i d%2 
dx, dx,
d t, d4i
(2.19)
This two dimensional integration might also be employed to integrate a function over a 
surface in three dimensions if the axes X\ and X2 constitute a local (tangential) set. To 
make matters concrete, the integrals which we are concerned with are of the type:
M j j
< = I, [y,jm ,ri),P)N^,n)J^t})d^V  (2-20)
a-1
where P is the collocation point and Uy is the kernel function to be integrated over the 
element. We exclude here all singular integrals and hence there is nothing special in 
the choice of Uy rather than Ty. Since the surface is now divided into elements, the 
numerical integration is performed over each element using the local intrinsic 
coordinates £ and rj. In order to determine the components of the unit outward normal 
at any point on the boundary, as well as the Jacobian of the transformation from the 
global three-dimensional coordinate system to the intrinsic two-dimensional coordinate 
system of the surface patch, we define two vectors and rn, which are tangential to the 
intrinsic coordinate \  and r| respectively (Fig. 2.1), as follows:
_ _ dxl(£,77) , , dx2{4,rj) dx3(£,rj)
I r  — --------------------- 1  H J  H------------------------ K
5 a# a f  a#
„ _  dx,(4,r/) . a*2(4,tj) . 1 dx,(4,rj) u
r „  — --------------------- 1  H J  a
drj drj dij
(2 .21)
where /,/' and k  are the orthogonal unit basis vectors of the global coordinate axes.
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k n
Fig. 2.1. Intrinsic coordinate system o f a surface patch.
The normal vector, n ,  is equal to the vector cross product of the vectors and rn (that is, 
n = r^x r^) and so this operation also yields the components, or ‘direction cosines’, (n\, 
n2> ns) of the unit normal vector n ( = n / | «*|). These quantities are needed to 
calculate the kernel function T ”m itself. In two dimensions, integration is carried out
over a line element with intrinsic coordinate £  and again, the Jacobian is the magnitude 
of the normal vector n , i.e., J{£)= \ n |, where:
77 dx2 . dx{ . 1 - — J (2 .22)
The components of the unit normal vector n in this case are
n, - dx2 
dx1
m
(2.23)
2.3.2. Singular Integration
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When the load point P is located in the same element as the field point Q, the Uij and Tjj 
kernels become singular since they contain terms of order r' 1 and r'2, respectively. If 
we apply Gaussian quadrature directly in this case, it will lead to inaccurate results and 
special techniques must be employed, depending on the distance between P and Q.
Weakly singular integrals in three dimensions
An example of weakly singularity is when P and Q are in the same element (but P  ^  
Q). Since the functions to be integrated vary sharply in the vicinity of P, an element 
sub-division technique is employed (Lachat & Watson, 1976), as shown in Figure 2.2, 
in which elements containing the source node P are further subdivided into two 
triangular sub-elements (if P is located at a comer node) or three triangular 
sub-elements (if P  is located at a mid-side node), with P located at the common vertex 
of these sub-elements.
4
1(P)
4
5CP)
Fig. 2.2. Element sub-division fo r  weakly singular integrals with P: (a) at a corner, and
(b) at a mid-side node.
These sub-elements are in turn mapped into square intrinsic element space, as shown in 
Fig. 2.3.
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2 
1(P)
Fig. 2.3. Mapping o f  sub-element
Thus, nodes 1, 5, 2 of the intrinsic element are all coincident with P. Due to this 
degeneracy, it can be shown that the Jacobian of the transformation is of order r, where r 
is the distance from the vertex P (Gao & Davies, 2002). Consequently, the weak 
singularity is nullified and it can now be evaluated by normal Gauss quadrature.
Weakly Singular Integrals in Two Dimensions
In two-dimensional space, the displacement kernels U,j are again weakly singular (of 
order loger), as shown in equation (2.5). This logarithmic singularity can be isolated 
and integrated directly using the Gauss integration rule for the logarithmically singular 
functions, which can be written as follows:
f / ( 7)ln(-)<fy = £ / ( » ; ,M  (2.24)
V /=!
where n is the total number of logarithmic Gaussian integration points, //, is the 
Gaussian coordinate with an associated weighting function w,-, which can be found in 
other publications (Becker, 1992). It is noted the limits of integration is changed to 
become 0 to 1. Considering a three-noded element, a simple linear transformation can 
be used to accommodate the 0 to 1 integration limits as follows:
(a) When P  is the first end node (node 1) of the element, r\ = 0.5 (1 + £).
(b) When P is the second end node (node 2) of the element, rj = 0.5 (1 - £).
(c) When P is at mid-side node (node 3) of the element, the element is divided into 
two sub-elements centred on that node: tj = -£ (for -1 < £ < 0) and rj = £ (for 0 
<£<1).
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At node 1, the distance r between an arbitrary point, defined by its intrinsic coordinate £ 
and the source may be obtained as follows:
r2 = [*(£) ~ *1 ]2 + [y(£) -  y x ]2 (2.25)
where and y\ are the global coordinates of the source. Substituting the 
one-dimensional quadratic shape functions (from eqn. 2.9) into this equation, we obtain:
r2 =[ ^d + f)  F( [ - (2 - ^ , + ^ + 2( I - ^ F
+  [ - ( 2 - « > ' , + 6 ' 2 + 2 ( l - ^ ) y 3 ]2 }
Analogously, when P  is located at node 2, we obtain:
'■M f{  f-(2 + *>,-Sc2+2(l + 0*,F
+ [-(2  + ^ , - ^ 2 +2(1 + ^ j ]2 }
These two equations can be expressed in the unified form:
r 2 = ’?2( f l2+ f22 ) (2.28)
where
(2.29)
in which & denotes the intrinsic coordinates of the i-th node. The above equation is 
equal to the linear mapping described in (a) and (b). The functions f  and f i  are:
/ ,  = - ( 2  + ££)*, + 2(1 + £#)* , 
f 2 = - ( 2  + £ # )*  -  + 2(1 + -f,#)*
For the case where P  is located at node 3, we obtain:
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r*=<f2U , 2+ g 22 ) (2.31)
where,
Si = ^ [  (£~  0*1 + (4 + 0*2 ~ 2&3 ]
1  (2.32)
gi=^Us-Vyx + (£+0t 2- 2 ^ 3  ]
Now, taking the logarithm of equation (2.29), we have:
ln(—) = ln(—) -  i  ln(/,2 + f l ) (2.33)
r // 2
while a similar expression can be obtained from eqn. (2.31). In eqn. (2.33), only the 
first term needs to be integrated using a logarithmically weighted Gauss quadrature rule, 
whereas the second term is non-singular and can be integrated using the standard 
Gaussian quadrature.
To apply this method of integration to the mid-side node, the element must be divided 
into two sub-elements as described in (c). Using the mapping in (c), the Jacobian J  (£ 
tj) is unity. For the end nodes, the integration can be done over the entire element, 
using the mapping as (2.29) and the Jacobian J  (£ rf) now is two.
Strongly Singular Integrals
When P and Q are in the same element, in this case if the subdivision into triangular 
sub-elements is used, the product of the Ty kernel (of order r'2) and Jacobian (of order r) 
does not tend to a finite limit as P is approached. Therefore, this strongly singular 
integral can not be integrated by Gaussian quadrature. Furthermore, we also need to 
explicitly calculate the parameter Cy(P) in eqn. (2.12) because its contribution together 
with the strongly singular Ty integrals yields the diagonal terms of the matrix T"m in
equation (2.11). Accurate evaluation of these terms requires special treatment. 
Although direct evaluation is possible such as in the work by Theocris & Ioakimidis 
(1977) or Heise (1975) and by utilizing certain coordinate transformations (e.g., 
Guiggiani & Gigante,1990), an indirect method, which exploits the rigid body motion 
constraint, is far more popular. Three cases relating to: (a) finite regions, (b) infinite 
regions, and, (c) semi-infinite regions, are considered in turn below.
In a finite region, based on the fact that the BIE matrices must apply to any physical 
problem with a unique solution, any physical problem can be chosen as long as the
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solution does not depend on the geometry. In elastostatic problem the physical 
condition of rigid body motion (constant displacement of all the nodes in any direction) 
results in zero tractions everywhere. For example, if a finite region is subjected to a 
unit rigid body displacement in the 77-th Cartesian direction, then at the k-th node, we 
generate m = 2 (in two-dimensions) or 3 (in three-dimensions) equations in the form:
«*=£,„ /  = 1 -  m
J J (2.34)
tj = 0  j  = \ - m
Substituting these equations into equation (2.14), we obtain the matrix equations:
[ U V T  = M  (2-35)
where {/}m is a set of m column vectors. In 77-th column (for all nodes) unit 
displacements are prescribed in the 77-th direction and zero displacements in all other 
directions. From (2.35) the coefficients of the singular sub-matrix for the &-th node 
(which appears on the leading diagonal of the matrix H) can be determined from the 
(negative) sum of the off-diagonal elements, thus:
[ f i t  = (< ? « - ')£ [# ] "  (2.36)
1=1
where N  is the number o f nodes, the subscripts i & j  range from 1 to 777 while the 
superscripts k and / refer to the nodes.
For infinite region problems, which can generally be understood as the complementary 
(or exterior) problems to their corresponding finite-region counterparts, their boundaries 
can in general be divided into a finite part r  and an infinite part TU. Assuming rigid 
body displacement and substituting eqn. (2.34) into the boundary integral equation (2.1), 
we have:
c,„ (P) + Jr,„ (0 , P)dT(Q) + \T„ (0 , P)dT(0) = 0 (2.37)
The last integral on the left-hand side can be integrated analytically, thus:
\T JQ ,? )d T (Q ) = ~Sm (2.38)
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Consequently, the diagonal sub-matrix o f the traction kernel can be calculated from the
equation:
(2.39)
/= i
Compared with finite region problems, the coefficients on the leading diagonal of the 
traction matrix are increased by unity.
For semi-infinite problems, a very similar approach can be adopted. The boundary of 
semi-infinite regions can be divided into a ‘finite’ part r, which includes the half-space 
surface, and an infinite part which includes the half-spherical boundary 77/~, as shown 
in Fig 2 A.
Fig. 2.4 Semi-infinite region boundaries.
Again, substituting equation (2.34) into the boundary integral equation (2.1), we obtain:
The last integral on the left-hand side can be integrated (Gao & Davies, 1998) as 
follows:
C,„ (P) + \ r m (Q, P)dT(Q) + J r„  (Q, P)rfT(e) = 0 (2.40)
\T ln(Q,?)dT(Q) = - l- 5 l
Too
(2.41)
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Consequently, the diagonal sub-matrix o f the traction kernel can be calculated from the
equation:
/=i
(2.42)
For all three cases, the use of the rigid body constraint obviates the necessity to 
integrate the strong singularity directly by rather complex methods, and as all the 
off-diagonal sub-matrices can be evaluated accurately as shown before, the use of the 
indirect method is justified for it involves only simple arithmetic.
2.3.2. System Equation Solution
The solution matrix [A] (equation 2.15) resulting after the application of the boundary 
conditions is not symmetric and is fully populated. The most commonly employed 
technique is Gaussian matrix reduction and back-substitution, usually with partial (or 
full) pivoting. In order to avoid numerical problems, associated with poor matrix 
conditioning, it is desirable that the magnitudes of the tractions and the displacements in 
the vector {*} should be of the same order. This can be easily achieved by adopting 
dimensionless units for tractions and displacements. Thus, beginning with the system 
equations 2.15, we divide the tractions by a representative stress measure (usually, E, 
the Young’s modulus of the elasticity) and the displacements by a representative length 
measure (usually the mean element length L). We obtain:
\H' K«'}=[G'Kr'} (2.43)
where [G ]  = E  [G] and [//] = L [//]. Now the conditioning of the final system matrix 
[A] is much improved as the elements of the two coefficient matrices are of similar 
magnitude.
If numerical ill conditioning is suspected, this can be identified by resorting 
double-precision arithmetic or, better still, the well-known iterative improvement 
technique (Press et al, 1992). If we suppose on the r-th iteration, we obtain the 
solution {x}r, the known error in the current solution {Sc} is:
(2.44)
From the above equation, we can obtain an estimate of the error in the solution {<5x} by 
solving the system equations:
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(2.45)
So a new improved solution {x}^1 is obtained:
{jc^ 1 ={*}'-{<&} (2.46)
Usually, double-precision arithmetic is used in computing eqn. (2.44) to preserve 
accuracy. A matrix decomposition technique (such as the LU method) should be a 
better choice in this iterative technique as it offers re-solution of the iterative equations
(2.45) in a fraction of the time. However, for large scale applications, where the 
number of degrees of freedom exceed several thousand, then equation solution time 
begins to dominate the solution process and, also, the accuracy of these direct methods 
may deteriorate. In such case, iterative methods such as the conjugate-gradient method 
and GMRES methods (Leung & Walker, 1997) offer the prospect of reduced 
computational cost and better accuracy.
In the above, we have sought to demonstrate the principal techniques which are 
employed to establish and solve the boundary integral equation solutions. Some 
related issues such as the evaluation of boundary and internal stresses are omitted in this 
thesis for brevity. Gao & Davies (2002) provide a detailed up-to-date account of these 
equations.
2.4. The corner/edge problem in BEM
Despite the elegance of the boundary element method, its application to solids that have 
sharp comers and edges introduces certain practical difficulties. For two-dimensional 
problems, if linear or higher order elements are adopted, some boundary nodes will be 
located at geometric comers. But it is well known that at comer nodes, the 
displacements are uniquely defined but the surface tractions are multi-valued, due to the 
different outward normal vectors. Since the boundary integral equations can yield 
only one equation per degree of freedom at each node, the number of equations is 
generally insufficient. Nevertheless, for some boundary conditions we can circumvent 
this difficulty easily by postponing assembly of the system equations (which are 
generated element-wise) until the boundary conditions are invoked.
In Fig. 2.5, all the six different possible boundary conditions are illustrated. In each of 
the cases (a), (b) and (c), on at least one side of the comer node all the tractions are 
prescribed. In eqn. (2.15), the [A] matrix is assembled as a ‘nodal’ matrix of size 
2N*2N. the [5] matrix, however, can be assembled as an ‘element’ matrix of size 
2N*6Ne, where N  and Ne are the total numbers of nodes and elements, respectively. 
This effectively ensures that the displacements are continuous at the element junctions, 
but allows a comer node to be treated separately in each element, when tractions are
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considered. After moving all known variables to the right-hand side as shown in eqn.
(2.15), then exactly 2N  unknowns remain in the left-hand side.
T7
<]
7 / 7 / 7 7 7
/
7
Ux / /
(a) (b) (c)
Ux / t y u u
7 7 7  777 / / / / / / / 7 7 7 7 7 7 /
/ / /
/ // /
/ Uy / tX / Ux / ty /
/ 7 7
7
( d ) (e) Cf)
Fig. 2.5. Various boundary conditions at a comer.
But if at least one displacement is prescribed on both sides around a comer, as shown in 
case (d), (e) and (f) in Fig. 2.5, this technique fails since two unknown tractions are 
associated with the same degree of freedom at comer node. For example, in (d) the 
known boundary conditions are ux and ty in the one comer element and uy and tx in 
another one, therefore there are two unknown tractions (tx and ty) are associated with the 
same comer node.
This ‘comer problem’ has received a great deal of attention. Several techniques of 
varying effectiveness are currently employed.
One obvious way to tackle such problem is to ‘round-off comers and edges (Jaswon & 
Symm, 1977). Alternatively, one could simply adopt the ‘unique traction’ assumption 
(Cruse, 1974). Lachat & Watson (1976) suggested that the errors incurred by this 
treatment were mainly confined to the comer and were not significant at distant points. 
But Alarcon et al. (1979) pointed out that this could lead to significant errors in the 
evaluation of the solution at interior points.
Although it is not always necessary to obtain detailed results at or near a boundary 
discontinuity, these simple procedures can not be satisfactory since the results, even at 
some distance away from the rounded edges or comers, must be affected (Baneijee & 
Butterfield, 1981). On the other hand, in multi-zone problems it is evidently 
impossible to round off the interface comers and edges. In particular, for comers
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where more than two zones meet, the assumption of 'equal tractions’ usually leads to 
unacceptable results.
In order to resolve the comer problem, Riccardella (1973) introduced the ‘double-node’ 
concept for two-dimensional (2D) problems, Brebbia & Dominguez (1977) later 
elaborated the use of this technique (which they term ‘bi-nodes’) for linear elements. 
However, if the separation between two comer nodes is too small, then serious 
numerical inaccuracies will be encountered.
Chaudonneret (1978), Zhang & Mukheijee (1991) introduce additional (coincident) 
nodes and develop auxiliary equations to determine the additional unknowns. Other 
works which fall into this category include: Yan & Lin (1994) derived two auxiliary 
relationships among the traction components, consistent with 2D linear elasticity. 
Gray & Luts (1990) obtained the auxiliary equations by differentiating the usual 
boundary integral equation.
One approach (Gao & Davies, 2000a) is derived from the stress tensor symmetry 
property and the equilibrium equations. The first auxiliary equation based on the 
stress equilibrium equation is:
d t
-  =  0 (2.47)
where t, , x, are global tractions and coordinates.
Although this approach provides sufficient auxiliary equations in two dimensions, it 
may be insufficient in some three-dimensional problems. In such cases, the second 
auxiliary equation based on stress symmetry is derived:
b u.q a A.bn, t, =n, t, (2.48)
For a comer, at the intersection of surface Sa and St, na and rib are the unit outward 
normals on Sa and Sb, respectively.
Auxiliary equations based on Hooke’s law implicitly assume isotropic elastic material 
properties. Extension to non-linear and dynamic problems may be difficult. Further, 
the assumption that the stress tensor is continuous at a comer (or edge) is not 
necessarily true (Zhang & Mukheijee, 1991). So the disadvantage of these approaches 
is obvious: they are based on restrictive assumptions or else they are impractical in 
complex problems.
As none of above methods is entirely satisfactory, a popular approach to treat the comer 
problems is the so-called non-conforming element method, in which discontinuous 
elements are used (Patterson & Sheikh, 1984; Manolis & Banerjee, 1986; Brebbia & 
Dominguez, 1992). In this method, the multiple nodes defined over different elements
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intersecting at a comer are moved inside their corresponding elements. In contrast to 
the FEM, topological inter-element continuity is not required. With discontinuous 
elements, the computational problems posed by sharp comers are circumvented, 
because discontinuous elements allow for multi-valued tractions. However, other 
disadvantages: high computational costs, numerical instability, inferior accuracy may be 
introduced.
Patterson & Elsebai (1982) used eight-noded quadrilateral non-conforming elements for 
three-dimensional potential problems. To deal with the singularities, the singular point 
is shifted to a point just “above” the element; thus eliminating the singularity. The 
offset distance is a function of the element dimensions. However, three unpleasant 
consequences arise:
(1) The method works only for moderate element aspect ratios and curvature.
(2) A trial and error process is needed to find the optimum offset distance.
(3) An ill-conditioned system of linear equations may be generated.
In the subsequent papers, the authors (1983, 1984) systematize their discussion of 
discontinuous elements based on the quadrilateral element by presenting families of 
elements with four, eight or twelve collocation nodes with four combinations of 
continuous and discontinuous sides. In this thesis, we develop these ideas further and 
introduce so-called partially discontinuous elements (PDEs): that is elements which are 
continuous on smooth boundaries but discontinuous at edges and comers. These 
elements exploit the advantages of elements of both types while avoiding most of their 
problems. In the next section, discontinuous elements of the quadratic type are 
developed with eight nodes in 3D and three nodes in 2D. Finally, the application of 
this type of element in multi-region analysis is explored.
Clearly discontinuous elements do not preserve strict inter-element geometric continuity. 
As noted earlier, this is not a significant problem and in any case Cl continuity is not 
preserved by existing elements.
In computer implementation, data preparation effort is often intolerably high if we need 
to input PDE data directly. Therefore, edge-detection software was developed to 
detect comers/edges and generate PDEs automatically based on the input information of 
the continuous elements. Once the equations are solved, the multi-valued tractions at the 
comers/edges are computed automatically. This approach offers a competitive 
alternative to other comers/edges treatment techniques. In the following chapter, we 
will discuss the application of PDEs (mainly of the quadratic type) in 2D and 3D 
problems: their performance will be illustrated through some numerical examples.
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Chapter 3
Partially discontinuous elements for two and 
three-dimensional BEM analysis
This chapter is divided into two parts which describe the two-dimensional partially 
discontinuous elements (2D PDE) and three-dimensional partially discontinuous 
elements (3D PDE), respectively. The shape functions for 2D quadratic elements are 
obtained in terms of two parameters which signify the position of two free nodes inside 
the elements. The procedures to deal with singularities in these elements are discussed. 
Some numerical examples are examined to explore the performance of this element. 
The discussion of 3D PDE is carried out in parallel fashion. Four parameters (a more 
flexible 8-parameter PDE will be discussed in next chapter) are needed to determine the 
position of the free nodes. Some numerical examples are presented to show the 
effectiveness and accuracy of this method.
3.1. Partially discontinuous elements for two-dimensional BEM 
analysis
3.1.1. Interpolation functions for 2D Partially Discontinuous Elements
In the partially discontinuous element (PDE) method, which has been described in 
Chapter 2, the geometry of the problem is defined using straight or curved elements. 
At comers/edges, the multiple nodes defined over different elements intersecting at a 
comer may be moved inside their corresponding elements, to become ‘free nodes’.
In the paper by Patterson & Sheikh (1984), the intrinsic coordinates of free nodes are 
given fixed values, i.e., the offset distance is assumed to be 1/3 (in the intrinsic 
coordinate system) from the edge of elements. However, in principle free nodes can be 
freely chosen anywhere over the element. Extending their work, generalized 
interpolation functions for PDE are derived here.
For many purposes, quadratic interpolation functions or shape functions work very well 
and these may be defined using the so-called “serendipity” three-noded element. In 
the intrinsic coordinate system, this element is straight line and has three nodes, as 
shown in Fig. 3.1. The shape functions are written as follows
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N l — cQ + cx4 +c2£ 
N 2 =C3+C4€ + C5g 2 
A^3=C6 +C7^  + C8^ 2
(3.1)
The nine constant parameters, co - eg, can be determined by the properties of shape 
functions.
= ^  (3.2)
where the subscript ./? denotes the value of the intrinsic coordinates at the /?-th node.
£  = ~d\
£2 =+d2 (3.3)
£  = 0
M
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(a) (b)
Fig 3.1. (a) Discontinuous quadratic element (b) Local (intrinsic) coordinate 
system
From eqn. (3.1) and (3.2), we can see that nine equations can be used to determine the 
nine constants. As a result, shape functions for 2D discontinuous elements are written as 
follows:
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N  _ w - d j  
' d ,(d1 + d2)
N ^ m + d ± _
JV3 =
d 2 (dx + d2)
- ( £ - < /2X£ + 4 )  
dxd 2
(3.3)
where di and cfe are the parameters which indicate the positions of node 1 (start node) 
and node 2 (end node), respectively. If both of them are values other than unity, the 
shape functions describe discontinuous elements. If only one of them is not unity, the 
shape functions describe a PDE. If d j -  d2 = 1, eqn. (3.1) become the well-known 
forms of continuous elements, as shown in eqn. (2.9).
Fig. 3.2 shows a comparison between the shape functions for a discontinuous element 
(di = d2 = 0.8) and those for a continuous element.
N 1
-0.5
1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
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N 2
-0.5
1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1
Fig 3.2. Quadratic interpolation: the comparison between the shape functions o f  
continuous and discontinuous elements.
From Fig. 3.2, the difference between these two types of shape functions is obvious. 
For example, at the end point, the maximum value in the continuous element case is 1, 
but can be more than unity in the PDE case. It can also be a negative value in the mid 
node, as shown in the N2, while in the continuous element, the minimum value is zero.
3.1.2 Boundary element equations in 2D
The discretized boundary integral equation for 2D elastostatics analysis can be written
as:
c , (P)Uj (P)  + £  ( I V , (Q,P)N„ ( £ ) J ( f ) d { ) « ‘
(3-2)
To determine the unknown boundary displacements and tractions in terms of the 
prescribed values, we allow the point P to coincide sequentially with all the nodal points
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of the boundary used for defining the field variables. As a result, a closed set of 
simultaneous linear equations is generated, since the number of remaining unknowns 
(2*N tractions or displacements) is exactly the same as the number of equations. It may 
be observed that the integrals of the kernel function products are carried out over each 
element.
The numerical quadrature employed to carry out these integrations is critically 
important, and are discussed in some detail below. Two cases need to be considered:
Non-singular case
When the distance r between the source point P and the field point Q on the surface of 
element, i.e., r = | Q - P  |, remains finite, the integrals in (3.2) can be evaluated by the 
application of standard Gauss-Legendre quadrature formula. For improved accuracy, 
an element could be subdivided into sub-elements whose number depends on the 
minimum distance rmn between P and the element, and on the order of the Gaussian 
quadrature formula used.
An adaptive integration scheme such as that employed by Gao & Davies (2001) in the 
conforming boundary element method can be developed. It can also be implemented 
in the partially discontinuous element method without much modification.
Singular case
When the source point P coincides with one of the collocation nodes of a boundary 
element, a singular case arises. The order of the singularity of the kernel integrals in 
2D is as follows:
Ut (Q,P)Na{g)~°Qog.r)
T,j(Q,P)Na(4 )~ 0 (\lr )
when r -> 0.
The traction kernel integrand is strongly singular which can be solved using indirect 
method using the rigid body motion assumption, as discussed in detail in section 2.2.2. 
As far as the weakly singular displacement kernel integrand is concerned, the strategy 
which we adopt, as in the conforming element method, is to isolate the logarithmic 
singularity and integrate it using the Gauss integration rule for logarithmically singular 
functions. However, some special treatment is necessary for partially discontinuous 
elements.
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subelenent ,
subelenent 2
subelenent 1
subelenent 1
(b)
subelenent 2
subelenent 1
X fre e  node
o geonetric node
Fig 3.3. (a) Partially discontinuous quadratic element with source P locating at free 
node 1. (b) PDE with source P locating at free node 2. (c) PDE with source P
locating at mid node 3.
In PDEs, the free nodes are not located at the element end. When this node is also the 
source point P, then the element must be divided into two sub-elements centred on P to 
cope with the weak singularity of the kernel integrals, as shown in Fig. 3.3.
For the three-noded element, three cases need to be considered: (a) source P locate at 
end node 1, (b) source P at the end node 2, (c) source P at mid-side node 3. These 
cases will be discussed in turn below. We assume that in both cases (a) and (b), the 
source P is located at a free node.
Case (a): with P at the start node 1
Following the development described in 2.2.2, substituting the quadratic shape 
functions (equation 3.1) into eqn. 2.25 results in:
(3.4)
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where
V =
4 + dx
d\ +d2
g - ( d x+d2) £ 1 1
d  j d2
(3-5)
g - ( d 1 +d2) £ 1 1
rf. 1^ ^2
For a PDE, then d2 = 1, and 0 < dj <1. Now taking the logarithm of equation (3.4), we 
obtain:
log. ( - )  = log, ( - ) — log, ( / , 2 + f l ) (3.6)
r ?7 2
The second term on the right hand side is non-singular and can be integrated without 
difficulty, while the first term can be integrated using the logarithmically weighted 
Gauss quadrature rule. To apply this method, the element must be divided into two 
sub-elements (or integration regions) centred on that free node, as shown in Fig. 3.3. (a).
Since the Gaussian interval of integration is from zero to unity (intrinsic coordinates), 
while the interval of integration region 1 is from -d] to 1, the mapping between these 
two systems is simply,
11 =
Z + d , 
d\ d 2
(3.7)
for £ > - dj. For continuous elements eqn (3.7) reduces to equation (2.29). The 
Jacobian J  (£, 77) is dj + cfe.
The interval of integration of region 2 is from -  dj to -  1. Therefore, the mapping is:
€ + di „ d x+d 2rj =  = 7; ----------
dx - 1 dx - 1
(3.8)
for £ < - dj. The Jacobian J  (g , 77')  is 1 - dj. Thus, in this region the first term in 
equation (3.6) can be written:
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(3.9)
Here, the first term can be evaluated using logarithmically weighted Gauss quadrature 
rule, while the second term using standard Gauss quadrature formula with the mapping 
from (- 1, - di) to (- 1, + 1).
Case (b): with P  at the end node 2 
In this case, the distance r is:
Analogously, if a PDE is considered, then dj=1, and 0 < cfe <1.
After taking the logarithm of equation (3.11), we have the same equation as eqn. (3.6) 
but with the different formula for tj,fi and/j.
To integrate the first term in the right-hand side of eqn (3.6), the element is divided into 
two sub-elements or integration regions centred on free node 2, as shown in Fig. 3.3 (b).
In region 1, the interval of integration is from cfc to -1. The mapping between // and £
r 2 =t e )-*2 r+b^)-^]2 (3.10)
and, similar to case (a), we obtain:
(3.11)
where
(3.12)
is,
42
77 =
- c f +d. (3.13)
d j + ^2
for £ < d2, which in the case of continuous element reduces to equation (2.29). The 
Jacobian J{£,rj) is dj +
The interval of integration region 2 is from cfe to 1, therefore, the mapping is:
for £ > d2, the Jacobian J  (£, 77')  is l-tfc- Thus, in this region, the first term in equation 
(3.6), which applies to both case (a) and (b), can be written as:
Here, the first term can be evaluated using logarithmically weighted Gauss quadrature 
rule, while the second term can be evaluated using standard Gauss quadrature formula 
with the mapping from fr/2, 1) to (- 1, + 1).
Case (c) : with P  at the mid-node 3 
In this case, the distance r is:
(3.15)
r 2 = [* (£ )-x3 ]2 + [y (£ )-y 3]2 (3.17)
and also:
(3.18)
where
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£i =
£2
4 - d 2
dy (d j + d 2)
s  + dx
% -d 2
-y\ +d l(dl +d2) d 2(dl +d2)
Z ~ d 2 +dy
■ X y -----------------"--------- ~ X %
dyd,
4 ~ d 2 +dy 
y 2--------r ; — l >;3
(3.19)
d A
The next steps are similar to the continuous element case, which has been described in 
section 2.2.2. The element is divided into two sub-elements centred on the mid node, 
as shown in Fig. 3.3 (c). The mapping for these two sub-elements is simply, x = - £  
for £ < 0, and x  = + £  for £ > 0, and the Jacobian J  {x, <*) is unity.
3.1.3 Numerical examples in 2D
We examine some two-dimensional elastostatic problems which will serve either as 
benchmark tests or possess some practical significance. We will also discuss the 
‘optimum’ offset parameter. This is the distance in the intrinsic coordinate system of 
the free nodes from element edge. This parameter plays an important role in the 
numerical stability and accuracy of the PDE method.
(a) A benchmark example
To illustrate the relative merits of continuous and discontinuous elements, we first 
consider a thick plate which is subjected to a uniform pressure loading under plane 
strain conditions, as depicted in Fig. 3.4 (a). All surfaces except the top surface are 
constrained by roller supports. The elastic material properties are: Young’s modulus 
of elasticity E  = 1 .Ox 10 , and, Poisson’s ratio v = 0.4. Six elements are used to model 
each side AB, CD and AD, with ten along BC.
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Fig. 3.4 Numerical model fo r a plane-strain problem
With such boundary conditions, the problem reduces to one-dimension. The analytical 
solution is:
= P(X + 2G ) ^ v / { \ - v )
Thus if v = 0.4, Oxx = 6.67.
(3.20)
Eight PDEs are generated automatically by edge detection software at the four comers 
(A, B, C, D). All other elements remain as continuous elements. The detection of 
comers (discussed in detail in Chapter 4) is based on the fact that at all comer nodes, the 
outward normals computed from two neighbouring elements at their common nodes are 
significantly different from each other.
The horizontal tractions on CD using the continuous element method and PDE method 
are listed in Table 3.1.
45
Table. 3.1. Horizontal tractions on CD
Y coordinate Traction
(PDE)
Traction
(continuous element)
16.0 -6.82 -9.64
15.0 -6.62 -6.90
14.0 -6.74 -6.40
13.0 -6.62 -6.69
12.0 -6.73 -6.74
10.5 -6.64 -6.65
9.0 -6.74 -6.72
7.0 -6.65 -6.62
5.0 -6.75 -6.67
3.5 -6.63 -6.67
2.0 -6.75 -6.23
1.0 -6.59 -8.16
0.0 -6.88 0.00
It can be seen that the PDE method gives results which agree well with the exact 
solution, even near the comers. By contrast, the continuous element gives poor results 
in these areas. This is due to its assumption of an ‘unique traction’ at comers. 
However, in this example, the error is mainly confined to the comer and is not 
significant elsewhere.
In the PDE method, we chose d i~  d2 ~ 0.9, which means that the offset distance 
between the free nodes and element edge (in intrinsic coordinates) is 0.1.
Here, we examine the effect of this offset parameter on numerical stability and accuracy. 
Fig. 3.5 shows the horizontal tractions at the comer point C against the value of the 
offset parameter. We can see that for a reasonably wide range of d  — 0.4-0.9, results 
are satisfactorily stable and accurate. Specifically, \ i d=  0.8, the error is 2.7%.
We can also see that poor results are produced in the two extreme cases. One is when 
d  approaches 1, which means free nodes are very close to the element edge. Another is 
that when d  approach a very small value or 0, which means the free nodes are too far 
away from the element edge and too close to the mid element nodes. These two 
circumstances must be avoided therefore in the computation.
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Fig. 3.5. Stability o f  partial discontinuous element.
(b) Flexible strip foundation over a single finite layer
We now consider the plane problem illustrated as Fig. 3.6, which depicts uniform 
vertical loading of a (flexible) strip foundation, of width B, over a finite layer underlain 
by a rough rigid base.
E = 1X10
z / = 0 . 4
V V * z ° /  >*7 f ~ / ° /  A  / * /
Fig. 3.6 (a) Flexible strip foundation on a finite elastic layer, (b)boundary element 
mesh.
The traction-free upper boundary is discretized into 8 quadratic boundary elements and 
the strip foundation is represented by two elements. The free surface discretization is 
truncated at a distance of 3L from the edge of the strip foundation. A further six 
elements are used to represent the rigid base boundary (assumed fixed) and the lateral 
boundaries (assumed smooth but laterally unyielding). Numerical results were 
obtained fo r: L — 4m, H — 8m, E  = 100MN/m2, v = 0.4, and, p  = 700kN/m2.
Computed values of displacement and traction are given in Fig.3.7. Results from both 
PDE and continuous elements are compared. Fig. 3.7 shows the horizontal and 
vertical displacements along the loaded surface (Line BC). Fig. 3.8 shows the vertical 
displacements and horizontal tractions along lateral line CD. We can see both 
methods yield sensibly the same results, except for some slight variation at the comers.
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Fig. 3.8 a) Vertical displacement along line CD
b) Horizontal traction along line CD
The poor performance o f  the continuous elem ents at com ers is abundantly evident in 
Fig. 3.8. N evertheless, the effect is localised at the com ers. The error is caused by 
the ‘unique traction’ assum ption. H owever, the continuous elem ent method can yield  
good results i f  assem bly o f  the system  equations (w hich are generated elem ent-w ise) is 
delayed until after the boundary conditions have been im posed. By this w ay, the 
independence o f  the tractions at any com m on node is temporarily retained. Then, if  
only one (or no) traction at a node (per degree o f  freedom ) is unknown, the equations 
for that node can be assem bled incorporating the known boundary conditions. The 
rem aining unknowns at that node w ill then include no more than one traction (per 
degree o f  freedom ), which may be obtained by solving the system  equations in the 
normal w ay.
The PDE method can also deal with singularities caused by loading discontinuities. 
For exam ple, strip centre-line vertical displacem ent o f  25.1m m  agrees w ell the 
theoretical solution o f  25.0m m . H owever, the strip edge displacem ents predicted by a 
continuous elem ent program are 18.1mm and 11.5mm for the left-hand edge and 
right-hand edge, respectively. The left-hand edge displacem ent is overstated because 
continuity between tw o elem ents im poses anom alous loading on left elem ent. On the 
other hand, the right-hand edge displacem ent is understated because the traction-free 
condition over the right elem ent erases part o f  the loading over the left elem ent. A s a 
com parison, the predicted strip centre-line vertical displacem ent from the partial 
discontinuous elem ent program is 25.4m m , w hile  the strip edge displacem ents are 
15.8m m , and the left and right side results are the sam e. Again, this problem can be 
circum vented (using continuous elem ents) by delaying assem bly o f  the system  
equations, but this is less efficient.
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3.4 Partially discontinuous elements for three-dimensional BEM 
analysis
3.2.1. Interpolation functions for Partially Discontinuous Elements
Partially discontinuous elements in three-dimensions are much more complex than in 
two dimensions. Automatic detection of edges and comers (and re-meshing) is clearly 
more complex. In addition, the procedures for evaluating the integrals have to be 
revisited.
As in two-dimensional case, we only consider quadratic elements. The eight 
collocation nodes (free nodes) are located as shown in Fig.3.9, and are defined by the 
four parameters (dj, d2, ds, d4).
6 ( 1, 0 )
5 (0,-1) 2a-l)
o Geometric nodes
(b)(a)
x Auxiliary nodes
Fig 3.9. (a) Discontinuous quadratic element, (b) Local (intrinsic) coordinate system.
The edge-detection software detects edges between two neighbouring elements by 
comparing the outward normals at the mid-node at their common side. For example, if 
the element side 1-5-2 in Fig. 3.9 is an edge (detected by examining the outward normal 
at node 5), then the value of d4 (originally unity) is changed, which means that all three 
geometric nodes 1, 5 and 2 are moved inside the element and become free nodes.
As in the two-dimensional case, we derive the interpolation functions for the 
4-parameter discontinuous elements from the ‘serendipity’ expressions:
#1 (£*7) = c0 +ci^ + c2tJ + c 3 &  + ca42 +c57?2 +c6i 2Tf + c ^ r j2 (3.21)
The above is only one of the eight shape functions. The other seven functions have the 
similar expressions. The eight constant parameters, co- C7, are to be determined by the 
properties of shape functions, which are
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N x{ - d 2 - d A) = 1 
N x{ 0 , - d 4) = 0 
N,(  d l9-  d4) = 0 
N ^ d , ,  0 ) = 0
N,(  d l9 d3) = 0  (3’22)
N t( 0, d3) = 0
N t( - d 2> d3) = 0 
N t( - d 2, 0) = 0
Solving the above eight equations, the eight unknowns can be determined. 
Analogously, the other seven shape functions can be derived and after some algebraic 
manipulation the interpolation functions are as follows:
(d1+ d2) { d , + d y  3 d2 d /
N 2( 4 , r , ) =  . . ^ , - A d 2 + { ) ( d 3 - T } ) ( - l  + j - - ^ )
(d, + d 2) (d,+d, )  d, dt
= , ' . A d1+ S)(dt + 7) ( - l  + i -  +  J . )
(tf,  +d 2) (d ,+dt ) d, d,
N > « >  ’ > =  , H  + H  L  1 W  -  ^ )  ( r f 4 +  7 ) ( - l  -  f  f )(dl +d2){d3 +dA) d2 d3
Ns (# ,7 )=  ■ ' . A d, ~ i ) { d 2d i d 2 (d3 + d4)
N ^ , n )  =  ~ ( d 2 +4)(.d3 ~*l)(dt +  7 )
d3dA{dl + d2)
=  . .  J - J M  - t ) ( d 2 +£)(dt +  7 )  
dxd2{d3+d, )
N , ( 4 , r , ) =  ]  (rf, -<f)(rf3 +7)
d3d 4(d{+d2)
We see that for dj = d2 = d3 = d4 = 1, the above equations reduce to the well-known 
shape functions for the continuous element.
(3.23)
3.2.2. Numerical integration techniques
The discretized boundary integral equation for three-dimensional elasto-statics analysis 
is:
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cy (P)ut (P) + 2  ( } J7;  (Q, P )N Jd@ n)u
e=l _i_i
= Z(Tjui(Q,W«M&’7)t
(3.24)
N .  +1+1 V 7
ja
e=l _i_"i
where N e is the total number of boundary elements, J  is the determinant of the 
Jacobian matrix, Na is the interpolation (shape) functions of PDEs, which have been 
written in eqn. (3.23), and Q and P are termed the field point and source point, 
respectively. Both points are on the boundary. Uy and Ty are the fundamental 
solutions in three dimensions, while ueja, teja are the nodal displacement and traction 
vectors, respectively.
The non-singular integrals in this equation can be evaluated by standard 
Gauss-Legendre quadrature formula, and just as in the two-dimensional case, the 
adaptive integration scheme proposed by Gao & Davies (2002) can be used to improve 
the accuracy of integration.
When the source point P coincides with one of the collocation nodes of boundary 
element, a singular case arises. The offset between the free nodes and the element 
edges introduces some difficulties in the singular integrals, but these can be easily 
overcome by standard numerical quadrature techniques. The order of the singularity 
of the kernel integrals in (3.24) is as follows:
iM a w . - W D
when r -» 0 .
Again, the traction kernel integrand is a strongly singular case which can be solved by 
indirect method using the rigid body motion assumption.
As far as the weakly singular displacement kernel integrand is concerned, a 
quadrilateral element is divided into triangular sub-elements whose common apex is the 
singular node. If this node is a free node, then the whole element is now partitioned 
into four triangular sub-elements. Each triangular sub-element is in turn mapped from 
the (£,77) co-ordinate system on to a new set of intrinsic co-ordinate (^ ',77') with their 
origin at the centre of the element. This rather complicated process is shown in Figure 
2.4 for the case of a PDE. After the triangular sub-element (2-3-1') in (b) is mapped 
on to the square element in (c), the Gauss quadrature rule can be applied.
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1 ( - 1 , - 1 ) 2  (1, - 1)
(a) (b) (c)
Fig. 3.10. Typical subdivision pattern for a boundary element — singular case
If we denote the weakly singular kernel integral by A Q ,P \ the above process can be 
expressed as follows:
where signifies Vf signifies //(£', tj') and Js(g ', rj') is the Jacobian of the
transformation from the original to the new intrinsic co-ordinate system:
For illustration, we take one sub-element in Fig, 3.10, as shown in Fig.3.11. Since the 
transformation from element intrinsic coordinates to sub-element intrinsic coordinates is 
linear, an alternative strategy is possible (e.g., Becker, 1992). In this case, a new set of 
intrinsic co-ordinates £' and tjr with their origin at the centre of the element is defined 
for each sub-element (refer to Fig. 3.11).
[ f ( Q , P ) d C  = I  i M . r i J t f . t f d & r ,  ==tu
s=1
(3.26)
& f(< r,77’)  dirtf'tf)
(3.27)
drf dp'
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9 6(1,0)
1(P)
Fig 3.11, Sub- element intrinsic coordinate system
In Fig. 3.11, the intrinsic co-ordinates of free node P in (£ rj) system are {-d2, -dj), as 
have been discussed before.
Linear shape functions are now used to determine the original intrinsic co-ordinates for 
a point in the new intrinsic co-ordinate system, as follows:
£(£','7 ,)= 5 X (# \'? ')£ >a=1 (3.28)
a=l
where the linear shape functions are:
4
4
4
N;(4W)=±(i-f)(i+v')
4
(3.29)
and the parameters £a and rja are the nodal values of the original intrinsic co-ordinates.
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As before, the Jacobian Js(£’, rfT) tends to zero as O(r) as r—0, since the original 
intrinsic co-ordinates of the two nodes associated with P take the same values in the 
transformed sub-element. In Fig. 3.11, node 1 and 4 are made coincident by setting:
dl (3.30)
V, = V , =  - d .
For added accuracy, each triangular sub-element could be further subdivided into 
triangles (shown in broken lines in Fig. 3.10) whose number depends on the angle 
subtended at the singular node in the (£,77) co-ordinate parent triangle. This detailed 
subdivision of the element ensures accurate integration of the sharply varying 
displacement kernel.
3.2.3. Symmetry
Implementation of symmetry is essential if large problems that exhibit symmetry are to 
be solved. If both the geometry and the boundary conditions are symmetric, the 
considerable savings in computational time, as well as data preparation effort, can be 
gained by taking advantage of this fact. The detail of the symmetry option in 
BEMECH is described by Gao & Davies, 2002. Here, we only introduce some main 
features. The BEMECH is a two- and three-dimensional BEM program written in 
Fortran 90, and is used and modified by the author to include more features like PDE 
and multi-region analysis in this thesis.
We assume that in a global Cartesian frame, the body is symmetric about a plane which 
is normal to the r-th Cartesian axes with an intersection point as xr-  xrs. In the image 
elements, the displacements and tractions in the direction normal to the symmetry plane 
are equal in value but with reverse sign to those in the original elements, while those in 
the tangential directions are unaltered. Therefore, the displacements and tractions at 
the image nodes can be expressed by the equations:
1 o *■> c  o~ Uj - 2 S irur 
= t ? - 2 S j t
(3.31)
where the superscript o signifies the original node values, m signifies the image node 
values.
For assembly of the system of equations, this means that the coefficients of the image 
nodes can be assembled in the same location as for the original nodes. In this process, 
the negative signs of the displacements and tractions should be considered during
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assembly. As a result of this assembly procedure, the number of unknowns for the 
problem is reduced to those on the original side of the symmetry plane and on the plane 
itself.
In three-dimensional problem, there can be single, two-fold and three-fold symmetry. 
The greater the degree of symmetry, the lesser is the proportion of the domain which 
must be discretized. For example, in three-fold symmetry, we need only discretize 
one-eighth of the domain.
However, the reduction of unknowns does not mean that no integrations are necessary 
over the image elements. The integration of the kernel shape function products over 
the image elements must still be evaluated but collocation is necessary only on the 
original elements.
In image elements (refer to Fig. 3.12), we note that the incidence of the element nodes 
has to be reversed in order to maintain a consistent outward normal, e.g., 1 and 2, 3 and 
4, 6 and 8 , and so will be the parameters which are used in 4-parameter quadrilateral 
elements to determine the intrinsic co-ordinates of free nodes. As shown in Fig. 3.12, 
di and d2 should be reversed.
z
►  (
in a g e  s id e o rig in a l s id e
g e o n e t r i c  n o d e
x
f r e e  n o d eX
Fig 3.12. Three dimensional PDE with one plane o f symmetry
3.2.4. Numerical examples 
(a) Cube under tension
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Fig.3.13 shows a cube subjected to a uniformly distributed traction of Pl =1 on the top 
surface (z+) and P2 =2 on the right surface (x*), subjected to the boundary conditions 
that the front (y’), back (y+) and left (x‘) surfaces are roller supports and the bottom 
surface (z ) is fixed.
(a)
Z
=  2
A XB
<  1 0  ^
(b)
z
X
Fig 3.13. (a) A cube under tension, (b) Boundary element mesh.
In Fig.3.13, points A and B are comer nodes where three boundary surfaces intersect 
(defined on the surfaces z‘, x‘ and y" for point A, and z‘, x+ and y' for point B).
The surfaces of the cube are discretized using three elements in the y-direction and five 
elements in the x and z directions. The Young’s modulus E and Poisson’s ratio v are 
assumed to be unity and 0.3 respectively. The results of current method were 
compared with other methods, i.e., BEM using auxiliary equations to treat edges and 
comers (Gao & Davies, 2002), standard plane-strain finite element (FE) program 
(OASYS), and an elementary 3D-BEM program (BEM3D). These results have been 
reported by Gao & Davies (2002). Table 3.1 and 3.2 show the calculated tractions and 
displacements for some selected points.
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Table 3.1. Traction at Selected Points
Program Point A 
Face z' Face x' Face y'
Point B 
Face z' Face x+ Face y'
Current 0.00017 -0.590 o* -2.666 2.0* 0*
Gao&Davies -0.002 -0.619 o* -1.712 2.0* 0*
tx FEM -0.007 -0.612 0* -1.696 2.010 0*
BEM3D -0.217 -0.217 -0.217 -3.149 -3.149 -3.149
Current -0.0005 0* -0.592 0.019 0* 0.458
ty Gao&Davies -0.003 0* -0.642 -0.005 0* 0.457
FEM 0* 0* -0.632 0* 0* 0.515
BEM3D -0.229 -0.229 -0.229 0.351 0.351 0.351
Current -1.379 0* 0* 2.987 0* 0*
Gao&Davies -1.385 o* o* 3.830 0* 0*
tz FEM -1.432 -0.007 o* 3.396 0* 0*
BEM3D -1.399 -1.399 -1.399 3.831 3.831 3.831
Note: The superscript * indicates a prescri ?ed value.
Table 3.2. Displacements at Selected Point C
Program ux Uy uz
Current 15.3857 0.0000* -0.096
Gao&Davies 15.3302 0.0000* 0.0078
FEM 15.3800 0.0000* -0.0699
BEM3D 15.3338 0.0000* 0.0102
59
The results shown in Tables 3.1 and 3.2 illustrate the very good results obtained using  
the current program. Program B E M 3D  often yields poor results at com ers, because it 
essentially  ignores the com er problem (“equal traction” assum ption). The lack o f  
agreem ent on face z- at B is because there is a stress concentration (singularity) there. 
This is apparent i f  w e adopt a 10xl0><5 mesh (400 boundary elem ents). The tractions 
(Face z-) along the bottom line A B are shown in Fig. 3 .14 . W e can see the stress 
increases rapidly as the edge o f  the cube is approached.
co
(0o>.c
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0.0
-0.5
1.0
1.5
- 2.0
- - 110 elements-2.5
400 elements-3.0
-3.5
0 2 4 6 8 10
X-coordinates
- - - 110 elements
—*— 400 elements
oCOk_
Eu.oz
- 2.0
0 2 4 6 8 10
X-coordinates
Fig 3.14. a) Shear tractions along bottom of the cube.
b) Normal tractions along bottom o f  the cube.
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Again, we examine the effect of the offset between the free nodes and element edges on 
numerical stability and accuracy. We now consider a cube with the same geometry as 
Fig.3.13 but with E = 108 and v -  0.3. The cube is subjected to a uniformly distributed 
pressure of P -  1000 on the top surface: all other surfaces are subjected to roller 
constraint. Thus, this example is the confined compression test in which the analytical 
solution is available, e.g., the lateral pressure is Pv!(\- v) = 4286.
The displacements and tractions along CB line parallel to axis z are listed in Table 3.3. 
Table 3.3 Displacement and traction along CB, Fig. 3.13
z coordinate along CB Vertical displacement x l0‘3 Horizontal traction
10.0 -0.743 4285.4
9.0 -0.669 4284.6
8.0 -0.594 4286.3
7.0 -0.520 4284.8
6.0 -0.446 4286.5
5.0 -0.371 4284.4
4.0 -0.297 4286.5
3.0 -0.223 4284.8
2.0 -0.149 4286.3
1.0 -0.074 4284.0
0.0 0.000 4283.7
As shown in Table 3.3, the current results agree very well with the analytical solution. 
Note that at the comer nodes, the results are extrapolated values.
We examine the effect of the offset parameter on the horizontal traction at a comer node 
(point C in Fig. 3.13). It can be seen that stable and accurate results can be obtained 
over a very wide range of the offset distance (Fig. 3.15).
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Fig. 3.15. Horizontal traction (y-direction) versus free node intrinsic coordinate (d).
Analysis and numerical trials suggest that the optimal value of the offset parameter (d) 
lies in the range 0.7 to 0.8 in the intrinsic co-ordinate system. One important 
consideration is to avoid overcrowding of collocation points at comers, especially in 
large-scale problem, because the results may diverge. When two equations are 
generated by placing the collocation points on the two free nodes which are very close 
to each other (as they are both very near to the same element edge), it becomes possible 
to obtain two rows with weak pivots that result in ill-conditioning of equation systems.
(b) Pressurized spherical cavity
The examples so far only concern the discretization of flat surfaces. In the following 
example, the performance of PDE on curved surfaces is investigated.
An example which has been used by Manolis & Baneijee (1986) to establish the relative 
merit of conforming (continuous) and non-conforming (discontinuous) elements is used 
here. This is a spherical cavity in an infinite domain, as shown in Fig. 3.16.
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Fig. 3.16 Spherical cavity embedded in an infinite continuum
The radius of the cavity is R = 212 in. The surrounding material is granite with E  = 
8,993,000 lbf/in.2 and v = 0.25. The surface of cavity is under uniform internal radical 
pressure p  = 1000 lbf/in.2. Since it is a three-fold symmetric problem, only one-eighth 
of the domain has to be considered. We use only three elements to model this 
structure. The mesh is shown in Fig. 3.17.
• Fig. 3.17 Boundary element mesh
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In Table 3.4, we list the cartesian co-ordinates of some critical nodes in the mesh.
For this problem, the exact solution for the radial displacement at the cavity surface is: 
ur = pR{ 1 + v)/(2E) at r = R (3.32)
and the only non-zero stresses at the surface of the cavity are:
~  &oe ~  p / 2
(3.33)
Table 3.4. Cartesian co-ordinates of some nodes.
Node X y z
3 122.4 122.4 122.4
4 149.9 149.9 0.0
2 149.9 0.0 149.9
5 0.0 149.9 149.9
If we use 15° as the ‘threshold’ angle for a comer, then in this example no comers will 
be detected, and so no PDEs will be generated. Here the ‘threshold’ angle means that 
when the subtended angle between normal of two connecting elements exceeds it then a 
comer or edge is detected. To compare the results between PDE and those of 
conforming elements, we change the threshold angle to 5°. Table 3.5 lists the 
displacements and stresses obtained at points 6 & 7. One is the polar point (node 7 in 
Fig. 3.17) which has Cartesian co-ordinate (0.0, 0.0, 212.0); the other is the equatorial 
point (node 6) whose co-ordinate is (0.0, 212.0, 0.0).
In the paper by Manolis & Baneijee (1986), who used non-conforming elements, the 
new collocation nodes which replace these two points are (21.23, 21.44, 209.31) and 
(21.23, 208.86, 21.23) respectively.
In Table 3.5, the results obtained by using conforming and non-conforming elements 
are those reported by Manolis & Banerjee (1986).
Table 3.5. BEM results for spherical cavity under radial expansion.
u r a t  p o le  
(7)
(10‘2 in .)
u r a t  e q u a to r
( 6 ) 2 (10 in.)
Orr a t  p o le
( 7 ) 3 2 (10 lbf/in. )
o w  a t  p o le
( ? ) 3 2(10 lbf/in.)
cf00 a t  
e q u a to r  (6) 
(103 lb t f in .2)
c o n f o r m in g 1.441 1.457 -1.000 0.481 0.489
n o n - c o n f o r m in g 0.610 0.639 -0.975 0.286 0.201
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PDE 1.440 1.440 -1.000 0.512 0.510
exact 1.473 1.473 -1.000 0.500 0.500
From Table 3.5, we can see the poor performance of the non-conforming elements. 
Manolis & Baneijee gave two reasons of this. The first is that the quadrilateral surface 
elements have a parabolic curvature which does not exactly match the spherical 
curvature of the cavity. As a result, some errors are introduced in the numerical 
computation of the outward normal vector at the collocation nodes. The second is that 
only the nodes used for description of the geometry lie exactly on the surface of the 
sphere, since piecewise matching of the element’s curvature with the cavity’s curvature 
occurs at these location. In the case of non-conforming elements, the co-ordinates of 
the collocation nodes are interpolated from the geometry nodes. This process 
introduces some small inaccuracies, and as a result the collocation nodes are misplaced 
from their proper location by an amount around 0.02 times the radius of the cavity. 
This mesh distortion could result in a severe convergence problem for non-conforming 
elements.
From Table 3.5, we can see that the PDE gives far more accurate results than 
non-conforming elements. It is noted these results are associated with the geometric 
nodes. The problems caused by introducing the free nodes into elements still exist in 
the PDE method. In other words, unsatisfactory results may emerge at the location 
where ‘comers’ are detected. For example, in node 4, two free nodes are generated 
inside the element 1 and 2, as shown in Fig. 3.17. The results at node 4 are actually 
the extrapolated values from eight collocation nodes in one element, and depend on 
which element is used. Some results are listed in Table 3.6.
Table 3.6. BEM results for an equatorial point (node 4 in Fig. 3.17).
Ur aqxp. Gee
(10'2 in.) (103 lbf/in.2) (103 lbf/in.2)
PDE 1.4482 0.42053 0.5109
exact 1.4734 0.50000 0.5000
Since the quadrilateral surface elements do not exactly match the curvature of the cavity, 
some error will be introduced in the computation of the outward normal vector at the 
collocation node as in non-conforming elements. For example, at node 4, the outward 
normal should be (ni, n2, n3) = (-0.707, -0.707, 0.0) in a spherical surface. However, 
from element 1 the normal is (-0.711, -0.691, -0.126), while from element 2 it is (-0.691, 
-0.711, -0.126). Conforming elements can yield relatively good results at such nodes 
if the outward normal is averaged between the surrounding elements. This can not be 
done directly with the free nodes as they are never shared between adjacent elements, 
although one could of course make the assumption that the outward normal at the free 
node should be the same as that of the comer node. As usual better results can be 
obtained by employing more elements.
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Chapter 4
Partially discontinuous elements for 
multi-region BEM analysis
In this chapter, the Partially Discontinuous Element (PDE) method is extended and 
implemented in multi-region problems. In the numerical implementation, the stiffness 
matrix assembly method developed by Beer (2001) is adopted, which is different from 
the multi-region assembly method commonly used in most BEM techniques. The 
essence of this method is similar to that used in the FEM. In the edge detection 
software, PDEs are generated automatically from the normal continuous elements if 
comers and edges are detected, using the same criteria as those developed for single 
region 2D and 3D problems. The main aim of this software is to reduce the burden of 
the data preparation effort when PDEs are used. Some benchmark examples are 
examined to verify the accuracy and effectiveness of the current method. The effect of 
the offset parameter on numerical stability and accuracy when solving the assembly 
boundary element integral equations is examined in multi-region problems. In general, 
numerical trials show that stable and accurate results can be obtained over a reasonably 
wide range of the offset parameter in multi-region analysis. However, more severe 
restrictions on the offset parameter in multi-region case may be necessary than those in 
the homogeneous case, in order to avoid the over crowding of collocation points at 
comers, in particular at a comer where several regions meet. Tentative optimal values 
for the offset parameter are suggested.
4.1. Multi-region Boundary Element Methods
Multi-region BEM is necessary to analyse problems which involve materials consisting 
of several contiguous zones of different properties. Moreover, some homogeneous 
regions with a high surface-to-volume ratio should be artificially subdivided into 
sub-domains in order to improve the conditioning of the system equations as well as 
reducing computational costs. For large complex regions, such subdivision may be 
justified on the grounds that the resulting block-banded system equations may be 
generated and solved faster than the fully populated original set. Multi-region 
techniques can also be useful in the areas of fracture and non-linear analysis. Some 
fracture problems have been analysed by multi-region approach with an interface 
centred on the crack (Blandford et al, 1981).
In the context of multi-region problem, comers and edges occur not only at geometrical 
discontinuities but also at regional interfaces. It is known that at comers and edges,
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the displacements are uniquely defined but the surface tractions are multi-valued. 
Although rounding off comers and edges can give good results for some single region 
problems, it is impossible to round off comers and edges formed by the interfaces of 
different sub-domains. The unique traction assumption can provide reasonable 
approximate solutions for a two-zone intersecting edge and comer, but usually leads to 
unacceptable results for comers where more than two zones meet.
One commonly accepted method for the treatment of multi-region comers and edges 
problems is to introduce additional nodes at the edges and comers, and then develop 
auxiliary equations to determine the additional unknowns (Gao & Davies, 1999a). 
Banerjee (1994) introduced a resistance relationship, for potential problems, at each 
node of each interface element to eliminate the additional unknowns. Rudolphi (1983) 
described an implementation using quadratic elements for multi-region problems, 
including discontinuous stress components.
There are advantages in using partially discontinuous elements together with 
sub-domain models to treat edges/comers problem. With the abandonment of the 
complete inter-element continuity and free nodes being moved away from the singular 
locations, the difficulties which arise from using continuous elements at edges/comers 
disappear. By contrast, if  an auxiliary equation approach is used, it introduces certain 
restrictive assumptions and makes the assembly process more difficult. In particular, 
in the case when more than two zones meet, the system may be over-determined at the 
interface and require special solution methods (Beer, 2001).
4.2. Stiffness matrix assembly method for multi-region problem
In multi-region BEM, we consider a number of homogeneous regions connected to each 
other. Each region is treated in the same way as discussed for the single region case. 
Since at the interfaces between the regions, both tractions {t} and displacements {«} are 
unknown, additional equations are required to close the equation set. These equations 
can be obtained from the conditions of equilibrium and compatibility at the region 
interfaces, and may be expressed in the following form:
m : = m “
(4.1)
where {/}, is applied traction vector at the i-th interface. The Roman superscript 
denotes region number.
We introduce the subscript because in many cases we have problems where not all 
boundary nodes of the regions are connected. We refer to these problems as partially 
coupled, and we distinguish the boundary nodes which are at the interface from those 
which are not by assigning them a subscript / and e respectively. Various approaches 
have been established for the assembly of the multi-region system equations. For 
example, those proposed by Banerjee & Butterfield (1981), Brebbia et al (1984), Kane 
et al (1990), Gao & Davies (2000a). All these methods are similar as the assembly
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procedure is modified, so that a larger system of equations is formed including the 
additional unknowns at the interfaces. Although the multi-region assembly is easy to 
implement and solve, it is not very efficient in some special cases, (e.g., for modelling 
the sequential excavation/construction processes in tunnelling), since the coefficient 
matrices of all regions have to be computed and assembled every time a region is added 
or removed. Mainly aimed at these problems, Beer (2001) proposed the stiffness 
matrix assembly method which utilises a philosophy similar to that used by the FEM. 
As will be discussed later in section 4.3.3, this method can be easily combined with 
PDE implementation in multi-region BEM analysis.
In this method, we first construct a ‘stiffness matrix’ [K\t for all interface nodes of each 
region. The coefficients of [/£], are the tractions {t} due to unit displacements of the 
interface nodes. To obtain these coefficients in one region, we need to solve a number 
of so-called Dirichlet problems, in which unit displacements are prescribed in one 
direction at each interface node in turn. This means we must solve the Dirichlet 
problem M times, where M is the number of degrees of freedom of all interface nodes in 
one region.
For partially coupled problems, apart from solving the first Dirichlet problem as 
discussed above, we need to solve an extra second Dirichlet problem with prescribed 
zero values of {«} at all interface nodes in one region. The interface matrices [K\ for 
all regions are then assembled in the same way as with the FEM. The whole procedure 
can be divided into four stages.
Stage 1: solution of the first Dirichlet problem with unit values applied at each of 
interface nodes
The stiffness matrix is obtained for each region for the Dirichlet condition, with unit 
displacement value applied at each of the interface nodes in turn and zero values at all 
the other nodes, as shown in Fig. 4.1.
U  y =  0
U
Region
Region 2
Fig 4.1. First Dirichlet problem
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Fig. 4.1 shows the case when ux=l for node 2 and zero values for all the other nodes. 
For external nodes, the zero value does not necessarily mean displacement but depends 
on the boundary condition prescribed at this node. For example, in one external 
element of region 1 as shown in Fig. 4.1, the x-direction traction is known, at this stage 
we temporarily assign a zero value to this traction, and not to the x-direction 
displacement which is unknown. In elastostatics problems, two or three degrees of 
freedom exist at each node, depending on the dimensionality. Every degree of 
freedom corresponds to one direction of unit displacement. The equation set to be 
solved at this stage can be written as:
M  r "  1 = «  "  = 1.2,.......M  = (2 or 3) x N, (4.2)
where [yf] is assembled solution matrix, {B}n is the known coefficient vector for each 
Dirichlet condition, computed with a unit displacement value at node n and zero values 
for all other nodes, so in this case it is simply the «-th column of the traction matrix [//]. 
Ni denotes the number of interface nodes. M  is the number of degrees of freedom for 
all interface nodes. The unknown vector tm contains the tractions at interface nodes 
and JCen either displacements or tractions at the external nodes, depending on the 
boundary conditions specified. The first subscript i and e signify the interface and 
external nodes respectively. The second subscript n signifies that the w-th Dirichlet 
condition is imposed.
Stage 2: solution of the second Dirichlet problem with ‘fixed’ interface nodes
The given boundary conditions are applied at the nodes which are not connected to 
other regions (external nodes) and Dirichlet conditions with zero values are applied at 
interface nodes (coupled nodes), as shown in Fig.4.2.
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U  X =
U  y 0 ,
U  y 0^
Region 1
Region 2
Fig 4.2. Second Dirichlet problem 
For each region we can write the following equation set:
(4.3)
where [A] is the same as in the first stage and {Z?}o is a vector with known coefficients 
(the right-hand side) due to given boundary conditions. The unknown vector Uo and 
x eo has the same meaning as in the first stage but correspond to different Dirichlet 
conditions.
In the computer implementation, equation (4.2) and (4.3) can be solved once and for all 
with the same [A] on the left-hand side and combined (M+1) known vectors at the 
right-hand side.
After solution t, and xe for each region can be expressed in terms of w, by:
x„
+
T
X
u (4.4)
where n, is the unknown vector of the interface node displacement, which is to be 
solved in the third stage. The matrix T and X  are defined by:
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^ — I//1 *iM ]
X  = [xn  x iM]
(4.5)
where tin andx in (n=  1,2,...,M) are the solutions from equation (4.2).
Stage 3: Assembly of interface stiffness matrix and calculation of interface node 
displacements
After the interface stiffness matrices for each region have been obtained, they are 
assembled into a whole interface stiffness matrix K  for all regions. Using the 
condition of equilibrium and uniqueness of displacement at the interface nodes, the 
following equation set is obtained:
K u  = F (4.6)
where F  is assembled known vector which reflect the reaction of the given boundary 
conditions at the interface nodes, and u refers to displacements of all interface nodes.
Stage 4: Calculation of other unknowns for each region
After stage 3, the unknown vector {u} at the nodes of all interfaces has been determined, 
which can be substituted back to equation (4.4) to obtain the values of {/}, at the 
interface nodes and {x}e at the external nodes for each region. Thus every unknown at 
the boundary of the problem is determined. Note that in equation (4.4) can be 
obtained from the interface node displacement vector u, which is the solution of 
equation (4.6). Note that «/ include only the interface node displacements in each 
single region, while u involves all interface nodal displacements of the whole 
multi-region problem.
After all the boundary unknowns have been obtained, other results of interest may also 
be determined. For example, stresses on the boundary and at points inside the domain.
The method adopted here is the same as that used in the homogeneous problem, i.e., 
‘traction recovery* method (Cruse, 1974, Telles & Brebbia, 1979, Baneijee & Davies, 
1984, Kane, 1994), to determine the boundary stress tensor. The strategy of this 
method is to determine the tangential strains (from the displacements) at the point of 
interest and, hence, using Hooke’s law and the known tractions, recover the stresses. 
However, differences arise when dealing with interface nodes. Where both 
displacement and traction vectors at interface nodes are unknown, both the coefficient 
matrices of displacement [G\ and traction [//], must be preserved in memory beforehand. 
After all the interface unknowns are determined, both of these can be recovered from 
memory to compute any internal variables.
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4.3. Edge detection software
4.3.1. Edge detection software for 3D proou__
The software automatically generates the PDE from the input data of continuous 
cmems. in the author's view this is a critical asoect of the work, and make it a trulv 
competitive approach compared with other existing comer treatment techniques. 
Obviously, the non-conforming or partially non-conforming method introduces more 
degrees of freedom than the continuous element method, particularly in 3D problems. 
This is a disadvantage which increases the computation cost, but more importantly, if no 
edge detection software is adopted, it will also dramatically increase the burden of data 
preparation. The only solution is to make discontinuous elements opaque: once the 
geometry is defined (using continuous elements) any PDEs are generated automatically 
by edge detection software and (once the equations are solved) the multi-valued 
tractions at the comers/edges are computed automatically.
While the edge detection software is relatively simple in 2D problems, it is much more 
complicated in 3D. However, the number of possible cases of comers/edges is limited, 
as shown in Fig. 4.1.
( a )
•  Geonet r ic  nodes 
v f re e d o n  nodes
0
(c>
Fig 4.3. Model for edges and comers in three-dimensional problem
The comers/edges shown in Fig. 4.3 are all of convex shape, the corresponding cases 
for concave shape are omitted as they can be detected using the same principles.
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Edge detection software for 3D problems can be developed based on the common 
geometrical features illustrated in Fig. 4.3. The objective of this software is to detect 
all edges existing in a 3D body, based on the comparison of the outward normals of two 
connecting elements. Once an edge is detected, the geometric nodes which are located 
at these edges are moved inside the element to become so-called free nodes, and then, if 
necessary, additional new free nodes are assigned node numbers. This process goes on 
until all edges are detected and all free nodes (including intrinsic coordinates and node 
number) are determined.
In the computer implementation, based on the 4-parameter PDE defined in section 3.2.1, 
this process can be realized by two steps.
(1) Element-wise edge detection is performed by comparing the outward normals at the 
mid-node of each element side (node 5,6,7,8 in Fig. 3.9) with those of neighbouring 
elements. After all four sides are considered the intrinsic coordinates of all nodes can 
be determined.
(2) Assign node numbers to every free node. This is realized by a node-wise searching 
procedure through the existing numbering system. Free nodes can be distinguished 
from the unchanged geometric nodes by their intrinsic coordinates. In the first step, 
the intrinsic co-ordinates of free nodes has already been determined. For geometric 
nodes, the values of intrinsic co-ordinates are either ±1 or 0. By contrast, free nodes 
have at least one of their intrinsic coordinates different from 0, ±  1. Thus, free nodes 
can be readily detected.
During the node-wise searching procedure, we find out which elements share particular 
nodes. Of those nodes which share the same node number currently, the free nodes are 
detected based on the criteria mentioned above and given new node numbers. A 
restriction of the current program means that one free node must inherit the current node 
number in order to preserve the serial node numbering system.
For example, in Fig. 4.3 (a), three elements 1, 2 and 3 intersect the comer node 1, and 
three element nodes at this comer all become free nodes. So two of them will be 
assigned two new node numbers, while the third node inherits the current node number 
(1).
A more complex case arises in Fig. 4.3 (b). Here we can see four elements 1~4 
intersect at node 1, and all four element nodes at this edge point become free nodes. 
But two free nodes of element 1 and 2 are in fact in the same position and should share 
a common node number. Similarly, the free nodes of element 3 and 4 are also the 
same node.
In the program code, this indexing process can be realized by two methods.
Method I
After the intrinsic co-ordinates of the free nodes have been determined in the first step, 
their Cartesian co-ordinates can be computed by interpolation from those of the eight
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original element nodes. In this case, the Cartesian co-ordinates of all four free nodes 
can be obtained. The distance between any two of them can also be calculated. The 
distance of two free nodes which share the same position should be zero in theory, but 
we allow for an approximation error, e.g., one percent of the element length. If this 
happens, the two nodes are assigned the same node number.
Method I I
In this method, one free node is chosen and its normal is compared with those of the 
other three nodes. If the angle subtended by them is less than 15°, these two nodes can 
be judged to share the same position, and are assigned the same node number.
Other possible cases of comers formed by four elements are listed in Fig. 4.3 (c) and (d). 
All these cases are different and should be treated separately in the computer program. 
The criteria to distinguish between them are also based on the intrinsic co-ordinates of 
free nodes. For example, in the cases where four elements intersect, we can 
distinguish between them by calculating the number of free nodes which have at least 
one unit value in their intrinsic co-ordinates. There are four in case (b), two in case (c), 
and none in case (d).
The four-parameter quadratic PDE is useful for geometrically simple 3D bodies. But 
for more complex objects, a more flexible approach must be adopted, e.g., 
eight-parameter PDE, which will be discussed in next section.
4.3.2. Eight-parameter interpolation functions
The 4-parameter PDE can not deal with some complicated 3D objects. This is because 
it adopts only one parameter on each element side. If this side is an edge, all three 
nodes at this side must be moved inside the element to become free nodes.
If five elements intersect at a node, as shown in Figure 4.4, the five elements 1-5 have a 
common node. According to the procedure described before, the sides between 
elements 1 and 4, elements 3 and 5 will be detected as edges, so the free nodes at these 
two sides are moved inside the elements. But no edge is detected between elements 1 
and 2, nor is between elements 2 and 3, because all three elements (element 1, 2, 3) lie 
on a flat surface. Therefore, the free nodes generated from the previous detection 
process are not moved inside these elements. As a consequence, in element 2, a 
contradiction arises.
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Fig 4.4. Model for edges/ comers node where 5 elements intersect.
To overcome the limitations of the four-parameter PDE method, a more flexible 
eight-parameter PDE is adopted. The intrinsic coordinates of the eight free nodes 
inside the element are determined by eight parameters (di~dg), as shown in Fig. 4.5.
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Fig 4.5. Local (intrinsic) coordinate system for 8-parameter PDEs
We can see that each free node is defined by one parameter. The interpolation 
functions for this element are much more complex, the detail of which is listed in 
Appendix A.
The advantage of the eight-parameter PDE is obvious. With more parameters, the 
three free nodes along an element side are no longer required to move inside together 
once an edge is detected. In some ways this element is easier to handle because each 
node is dealt with independently of all other nodes. The difficulties associated with 
applying the four-parameter PDE are overcome. The edge detection software using 
the eight-parameter PDE is similar to that of four-parameter PDE except in the first step.
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Instead of an element-wise detection procedure in which the outward normals at the 
mid-nodes in every element side is compared with those of contiguous elements, a 
node-by-node detection approach is adopted, involving a search through the existing 
node system to detect whether each individual node is located at an edge or comer. 
For this to be done, we find out which elements are connected to this node, and their 
outward normals at the node are compared to each other. If a comer or edge is 
detected, a free node is generated inside every element and their intrinsic co-ordinates 
are determined. The node number indexing process in the second step becomes much 
simpler. Every newly generated free node is assigned a new node number (except one, 
which inherits the current number of the geometric node).
The greater simplicity of this detection scheme means it is now possible to implement 
edge detection software into 3D multi-region problems, which will be discussed later. 
However, despite these advantages, it introduces more degrees of freedom, e.g., in 
Fig.4.3 (b), four free nodes are generated instead of two nodes when the four-parameter 
PDE is used.
4.3.3. Edge detection software for multi-region problems
In the context of multi-region problems, comers and edges occur not only at geometrical 
discontinuities but also at regional interfaces.
For simplicity, we describe the edge detection software only for two-dimensional 
multi-region problems. The principles are also valid for 3D cases.
First, we define two node numbering systems for all element nodes: a local one, 
specified for each region, as shown in Fig. 4.6 (b), and a global one, as shown in Fig. 
4.6 (a).
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Fig. 4.6 (a) Global numbering system for the three-region model 
(b) Local numbering system for each region
The local numbering systems are independent of each other. Each region is defined by 
quadratic boundary elements on its boundary. These elements are assigned global 
index numbers only. This means nodes may be both globally and locally numbered,
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but elements are only numbered globally. In our example, region I consists of element 
1-6, region II of elements 7-10 and region III, 11-14. At the interface between the 
two regions, there is one boundary element but it is numbered twice, as shown in 
Fig.4.6. This is called an “element pair”, which belongs to both regions. These two 
elements are identical except that the outward normal is reversed, e.g., element pairs 
1&7, 6&11, 10&12 in Fig. 4.6. This definition of the “element pair” has two purposes: 
one is to preserve the continuity of element numbering for each region, and to simplify 
the computer code. When one interface element is considered, it is easy to find the 
corresponding one belonging to opposite region. This step plays an important role in 
re-indexing the global numbers of free nodes. After each element pair has been 
specified in the data input, incidences of elements in the global and local (region) 
numbering are shown in Table 4.3.
Table 4.1 Incidences o f boundary elements in global and local numbering schemes.
Global Local
Region Element 1 2 3 1 2 3
(start) (end) (mid) (start) (end) (mid)
1 10 18 14 5 7 6
2 18 16 17 7 9 8
i 3 16 9 13 9 11 10
4 9 1 6 11 1 12
5 1 3 2 1 3 2
6 3 10 7 3 5 4
7 18 10 14 7 1 8
II 8 20 18 19 5 7 69 12 20 15 3 5 4
10 10 12 11 1 3 2
11 10 3 7 7 1 8
III 12 12 10 11 5 7 6
13 5 12 8 3 5 4
14 3 5 4 1 3 2
This numbering system was used by Beer (2001) in a multi-region BEM. The 
definition of double node numbering but single element numbering is also suitable for 
generating PDEs using the edge detection software. In the stiffness matrix assembly 
method, this makes it possible to assemble and compute the matrix of each region 
separately. The edge detection software, with the introduction of the local node 
numbering, now involves further steps:
Step 1: Detection o f corners and PDE generation in individual regions
The edge detection scheme developed for homogeneous problems can be used here. 
But it is used to modify the current local node numbering system for every region. 
Obviously, this adjusted system involves the new free nodes generated in each region.
Step 2: Indexing the global node numbers for the multi-region model
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In this step, the global number indexing procedure is done for the whole body. A 
node-by-node search similar to that used in the homogeneous case is performed. 
However, this time it is done through a global node numbering search. At each node, 
all elements associated with it are found. If a node is located at a comer, there must be 
some nodes, among all those found, which have already become free nodes during the 
step 1, and perhaps have been assigned a new local node number. However, they still 
have the same global number as the current comer node.
Now the global number for any new free node can be assigned. If this node is on an 
interface element, its counterpart of the element pair belonging to another region should 
also be a free node. If it is also at a comer of this region, then this is already true. 
What remains to be done is to assign the same global number to these two nodes. But 
in some cases, as shown in Fig. 4.7, the corresponding node may not be located at a 
comer. Then this node is also changed to a free node, and the local numbering system 
for this region is modified accordingly.
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Fig. 4.7. (a) Free nodes determined in the first step (only node 10 is considered),
(b) Free nodes determined in the second step.
In Fig. 4.7, all three regions intersect at node 10. At the second step, when the 
node-by-node search reaches this node, element 1, 6, 7, 10, 11 and 12 are found to be 
connected to this common node. In region //, node 2 of element 7 and node 1 of 
element 10 become free nodes at the first step. In region III, node 1 of element 11 and 
node 2 of element 12 are free nodes. All of these elements are interface elements. 
Thus in region I, node 1 of element 1 and node 2 of element 6 should also be free nodes, 
but they have not become free nodes after the first step because no comer exists at node 
10 in region I. As a result, in the second step we change not only the intrinsic and 
global coordinates of these two element nodes, but also the local numbering system for 
region I  in order to incorporate them. After all free nodes are determined we assign a 
new global number 1’ (assumed) to the free nodes of interface element 6 and 11, 2’ to 
those of element 10 and 12, while those of element 1 and 7 inherit the current global 
number 10, to preserve the serial global node numbering system.
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One more advantage of using the PDE method in multi-region problems over the 
auxiliary equation method is that, the total unknowns at the interface will be equal to the 
number of equations. In the auxiliary equation method (Beer, 2001), the system is 
over-determined and can not be solved directly.
To illustrate this point, we adopt an example which is similar to the above but with 
linear elements discretizing the boundary, as shown in Fig. 4.8.
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Fig. 4.8 (a) Global numbering system for the three-region model(linear element)
(b) Local node numbering system for each region(linear element)
In Fig. 4.8 (b), local node number 2 and 5 refers in fact to one node. However, 
because it is a comer node we define two nodes to represent the multi-value tractions.
In the stiffness matrix assembly method, the equations of equilibrium and compatibility 
are used for assembly of regions. Assuming that no net tractions are applied at the 
interface, the equations of equilibrium in terms of tractions are:
t ! + t " =  0 
t i + t "  = 0 
t[ + l "  =0
t f  + t"  = 0  
t l  =0
II
+ t“ =0
(4.7)
In the above equations, the subscript signifies the node number, while the superscript 
signifies region number. There are 6x2 equations but at the interface only 4x2 
unknowns exist («2, ug, Us, uj). The system is over-prescribed. Borrowing an idea
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from the finite element method, Beer (2001) used equivalent nodal forces to reduce the 
number of equilibrium equations and made it equal to the number of unknowns. 
However, this over-description problem does not arise using the PDE method and 
therefore, the solution procedure is straightforward.
For the 3D case, we adopt the eight-parameter quadrilateral PDE. In the edge 
detection software, if one node is detected as a comer node in one region, then all 
elements (in this and other regions) which intersect at this node are found, and their 
corresponding nodes are changed to free nodes. This procedure may introduce some 
unnecessary extra degrees of freedom. However, this disadvantage is offset by 
simplicity of the detection and indexing procedures, especially in 3D.
Fig. 4.9 shows a typical example of 3D multi-region body where five regions meet.
Fig. 4.9 Three-dimensional model o f cantilever beam with five regions
At node A where five regions meet, in the four regions II-IV, their corresponding 
element nodes are all detected as comer nodes. Therefore, the element nodes at this 
point all become free nodes, and are moved inside their respective elements. For 
region I, however, the node A is not a comer, so no free nodes are generated at this 
location at the first step. In a second step, we artificially change the element nodes in 
region I into free nodes, and update its local node numbering system. Finally, a global 
number can be assigned to all new free nodes.
4.4. Numerical examples
I
80
W e now  consider a benchmark m ulti-region exam ple, a thick circular cylinder subjected  
to internal pressure p  =  1. This is a tw o-dim ensional plane strain problem. Fig. 4 .10  
show s a quarter o f  the cylinder is divided into four regions.
p -
Fig. 4.10 Cylinder subjected to internal pressure
The vertical (x =  0) and horizontal (y =  0) boundaries are constrained by ‘roller* 
supports (i.e., ux = 0 and uy =  0, respectively). To begin with, w e assum e that all four 
regions have the sam e material properties (i.e ., an hom ogeneous problem ), for w hich an 
analytical solution is available. W e define E i = Ei =  = E4 = 1 and v/ =  v2 = v3 =  v4 =
0.3 (the subscript indicates the region number). F igs4.11. (a) and (b) show  the 
variations o f  the radial displacem ents and circum ferential stresses along the radial (ABC) 
direction.
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Fig. 4.11 (a) Variation o f  radial displacement along radius ABC  
(b) Variation o f  circumferential stress along radius ABC
( E i = E 2 = E 3 = E 4 = 1 ,  V ] =  v 2 =  v 3=  v 4= 0 . 3 )
W e observe that results obtained from m ulti-region BEM  using partially discontinuous 
elem ent method match alm ost exactly the analytical solution. This verifies the high 
accuracy o f  the PDE method.
Table 4 .2  lists som e results obtained by different edge/com er m ethods com pared with 
the analytical solutions; w e  can see that unique traction assum ption g ives poor results, 
w hile the current method produces the m ost accurate results.
Table 4.2. Radial displacements by different methods (Ei =E2=zE3=E4=1)
Point Analytical
solution
Partially
discontinuous
elem ent
A uxiliary ‘Unique 
equation traction’ 
(G ao& D avies,2001) at D
‘Unique  
traction’ 
at B
A 15.275 15.207 15.124 14.691 14.540
B 8.613 8.617 8.587 8.107 7.731
C 6.825 6.829 6.796 6.334 5.928
A s an exam ple o f  p iece-w ise  (zonal) inhom ogeneity, w e consider tw o cases:
(1 ) E j = E2= \, E3 = E4= 3,
(2) E ] = E3= 3 ,E 2 = E4= \ ,
P oisson ’s ratio is 0.3 in all regions.
Figure 4 .12  show s radial displacem ents and circumferential stresses along the radius 
A BC  for these tw o cases. Naturally, displacem ent remains continuous in the case 
w hen the outer ring is stiffened and, as expected, there is a pronounced change in the 
gradient o f  the displacem ent. W e can see from Fig. 4 .12  (b) that for case (1) the 
circum ferential stress is discontinuous at the interface, where the material properties
8 2
change. The ordinary BEM  fails to catch this phenom enon i f  the “equal traction” 
assum ption is invoked.
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Fig. 4.12 (a) Variation o f  radial displacement along radius ABC  
(b) Variation o f  circumferential stress along radius ABC
To verify the m ulti-region formulation, w e also compare the results with those 
com puted from FEM. Case (2) is considered. The results are show n in Fig. 4 .13, 
w hich show s the results from the tw o m ethods match very w ell.
1 0  15  2 0  2 5
Radial distance r
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Fig. 4.13 (a) x-direction displacement along radius ABC  
(b) y-direction displacement along radius AB  
(Ej=E3=3, E2=E4=1)
The effect o f  the offset parameter on numerical stability and accuracy is now  exam ined  
for this m ulti-region problem. For case (1), som e results are show n in F ig .4 .14  and 
4.15 .
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Fig. 4.14 Radial displacement at (a) point A, (b) point B and (c) point C vs. the offset 
parameter d  o f  free node
Fig. 4 .14  show s the variation o f  radial displacem ent at the points A, B  and C  vs. the 
offset parameter. The position o f  points A, B  and C is show n in Fig. 4 .10 . In this 
exam ple, it can be seen that within range o f  d  = 0 .3 -0 .9 9 , the m axim um  error 
percentage is only 0.93%  at point A, 0.51%  at point B  and 0.21%  at point C, 
respectively. Therefore, the results are very stable and accurate over a w ide range o f  
the offset parameter d. The displacem ents here are com puted from the interpolated 
value o f  only one elem ent from one region (here, it is region I), rather than the average 
value calculated from those o f  all four regions.
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Fig. 4.15 Circumferential stress Gee vs. the offset parameter (d) o f  free  nodes.
Fig. 4 .15  show s the variation o f  circumferential stress oee at point B  vs. location o f  the 
free nodes. Accuracy decreases from the m ost accurate at d  =  0.3 to a m axim um  error 
o f  0.59%  at d  — 0 .99, where the free nodes are very c lose to the elem ent edge. The 
stresses are com puted from the extrapolated values o f  only one elem ent; the average
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value from all elem ents intersecting at B should be more accurate. This is shown in 
Fig. 4 .16 .
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Fig. 4.16 Circumferential stress (Tee vs. the offset parameter d  o f  free  nodes(average 
value).
A sim ilar trend appears in from both Fig. 4.15 and 4 .16 . H ow ever, the average value 
is much more accurate: the maximum error is 0.25% .
The numerical trials show  that stable and accurate results can be obtained over a 
reasonably w ide range o f  the offset parameter in m ulti-region analysis. H ow ever, 
greater caution should be exercised in the m ulti-region case, in order to avoid the over 
crow ding o f  collocation points at com ers, where several regions meet. S ince the 
contributions o f  collocation points are never added together, it becom es possib le to 
obtain equations with weak pivots, w hich may result in an ill-conditioning o f  the system  
equations. A s a consequence, the results may becom e unstable. In the above exam ple, 
the deterioration o f  results at the corner point B  when the free nodes m ove extrem ely  
near to the elem ent edge (see Fig. 4 .15  and 4 .16), may be partly attributed to the 
overcrow ding o f  free nodes, as all four regions m eet at this point.
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Chapter 5
Green’s functions for multi-layered systems: 
I - Analytical
In the previous chapter, we examined the multi-region BEM for layered systems. In 
addition to the discretization of the outside boundary of the system, the interfaces 
between each layer must also be discretized. Thus, an advantage of BE analysis namely 
boundary-only discretization is to some extent lost. However, if we develop Green’s 
functions for a multi-layered system, and use them instead of the Kelvin’s solution, 
interface discretization can be eliminated. In this chapter, the popular propagator matrix 
method, which incorporates the Fourier and Hankel transforms into the cylindrical 
system of vector functions, is described and used to derive the Green’s functions for a 
transversely isotropic multi-layered half-space. These analytical results will be 
employed to calculate the Green’s functions using numerical integration techniques in 
the next chapter.
5.1. Background
Multi-layered systems are frequently encountered in geotechnical engineering. In soil, 
natural deposition process often results in the formation of multi-layered soil structures. 
Thus, it is often necessary to analyze systems consisting of a stack of horizontal layers 
over an elastic homogeneous half space.
Layered systems can of course be analysed using the Boundary Element Method (BEM). 
However, one of the main advantages of BEM (discretization only along the boundary) 
is significantly reduced if such problems are treated as piece-wise homogeneous, since 
this approach requires discretization of the interfaces between the soil strata in addition 
to the boundary. This can become computationally cumbersome when a large number 
of layers are encountered.
Layered elastic systems can be handled much more effectively by BEM if the 
corresponding Green’s functions are available. Since layered Green’s functions satisfy
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exactly the continuity conditions along the interfaces, discretization is restricted to the 
problem boundary. Developing the Green’s functions for layered systems is therefore 
key to the success of the approach.
However, whereas the Green’s functions for homogeneous media may be evaluated in 
closed forms, the corresponding solutions for inhomogeneous media are far less 
tractable.
Green’s functions for layered half-spaces or multi-layered composites are relevant to 
many engineering branches. Consequently, many approaches have been suggested for 
calculating the required Green’s functions. In the case of horizontally infinite and 
layered system, the most popular approach is the propagator matrix method, which 
originated with the work of Thomson (1950), Haskell (1953), and Gilbert & Beckus 
(1966) for elasto-dynamics. The fundamental solutions in the frequency or wave- 
number domain have been recently derived (Kausel & Peek 1982, Luco & Apsel 1983, 
Franssenns 1983, Beskos 1987, Bouden et al. 1990).
For the corresponding elastostatic problems, the propagator matrix is often derived 
directly instead of obtaining it from its dynamic counterpart by taking the limit as 
frequency close to zero. Direct solutions were derived by Singh (1970), Jovanovich et 
al. (1974), and Sato & Mutsu’ura (1973) for the isotropic medium; and by Singh (1986), 
Yue & Wang (1988) for the transversely isotropic medium.
Pan (1989) introduced a Cartesian and cylindrical system of vector functions for layered 
structures to obtain solutions for surface loadings and internal dislocations. The static 
Green’s functions in multi-layered transversely isotropic and isotropic half spaces have 
also been derived.
Yuan & Yang (2003) presented a formulation for the Green’s displacement and stress 
using the generalized Stroth formalism. Using a similar methods, Yang & Pan (2002) 
derived the complete set of the Green’s functions including displacement, stress and 
their derivatives for anisotropic elastostatic multi-layered composites using the tri­
material expansion solutions recently developed by the Yang & Pan (2002). These 
solutions were illustrated by applications to multi-layer composite structures.
This chapter deals in some detail with the principle of the propagator matrix method. 
With the cylindrical system of vector functions, the Green’s functions in a multi-layered 
transversely isotropic half space are obtained in the transformed domain. The 
derivation process mainly follows the work of Pan (1989, 1997). The derivation of the 
corresponding functions in the physical domain will be discussed in the next chapter.
5.2. The cylindrical system of vector functions
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Perhaps the most popular approach for dealing with horizontally infinite and layered 
systems is the transformation method in which Fourier or Hankel transforms are used to 
suppress the horizontal variables (x, y  in Cartesian coordinate system or r, 6 in 
cylindrical system). The transformed coefficients can be obtained by solving a linear 
set of first-order differential equations, which are combinations of exponential terms of 
the vertical variable z.
An alternative approach is to define a cartesian or cylindrical system of vector functions 
(Pan 1997, 1989). These two vector systems are in fact an extension of the Fourier and 
Hankel transform methods, but possess two advantages: (1) any integrable vector 
function such as displacements and tractions can be expressed in terms of these vector 
function systems, (2) for elastic problems with relatively higher material symmetry, the 
propagator matrices derived in these two vector systems are exactly the same. In the 
following discussion, we only consider the cylindrical system.
5.2.1. Cylindrical system of vector functions
The cylindrical system of vector functions is as follows
where ir, ie and iz are unit vectors in (r, 0, z) directions, respectively, of the cylindrical 
coordinate system. The cylindrical coordinate (r, 0) and transform parameter (A, m) are 
separated by the semicolon (;) to indicate that they belong to different systems. The 
scalar function
L(r,0;A,,m) = izS(r,0;A.,m)
M(r,0;X,m) = grad S  = (ir — + i0  )S(r, 0;A,,m) (5.1)
rs rs
N(r, 0; A, m) = curl(izS ) = (/r --------id — )S(r, 0 ; A, m)
rd0 dr
(5.2)
also satisfies the Helmholz equation
where i = V -T , J m(Ar) is the Bessel function of order m, with m=0 corresponding to 
axially symmetric deformation.
Because this cylindrical system (5.1) forms an orthogonal and complete space, any 
integrable vector function can be expressed in terms of it. In particular, for the 
unknown displacement and traction vectors, we have
u(r,0,z) = ] r [  [UL(z)L(r,S) + UM(z)M(r,9) + UN(z)N(r,8)\XdX  (5.4a)
m
t(r,0,z)  = a nir + <rj0 + ( J j 2
= Y . l \ TL(2)L^ e ) ^ T^ ) M ( r , e )  + TN(z)N(r,e)]M X  (5'4b)
m
where UL (z), JJM (z), UN (z) are the transformed displacement coefficients (expansion
coefficients) in the cylindrical system, TL(z),TM (z),TN(z) are the transformed traction
coefficients. For brevity, the parameters X and m in the vector functions L, M  and N  are 
omitted.
We may visualize L, M  and N  as three axes of the transformed space, and Ul, Um and 
Um as the projection of the displacement vector on these three axes respectively.
5.2.2. Transversely isotropic elastic material
The well-known transversely isotropic material is characterized by five elastic 
coefficients (Lekhnitskii, 1963). This material exhibits isotropic behaviour in a plane 
(x-y plane) and anisotropic behaviour perpendicular to this plane (z axis). In other 
words, the material coefficients remain invariant under a rotation through any angle 0 
about the axis of symmetry (z axis). The propagator matrices used for deriving Green’s 
functions for multi-layered systems can easily handle transversely isotropic elastic 
materials. Of course, the isotropic elastic material is only a special case of the 
transversely isotropic elastic one. In the following sections, we deal with the propagator 
matrices for the transversely elastic case. The generalized Hooke’s law in cylindrical 
coordinates (r, 6, z) can then be expressed as
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° r r ~  ^ l i ^ r r  +  ^ n e ee + G]3^ 22
® 0 0 =  C \ 2 e rr +  G \ + Cl3ezz
<*zz =  ^ 1 3  err + + G^ezz
— 2 C y f i e z
=  2C„en
° r e = 2C66er0
(5.5)
where
C66=(Cu - C n )/2  (5.6)
In Eqn. (5.5) oy and ey are stress and strain tensors in the cylindrical coordinate system, 
respectively. TTie range o f i, j = r, 6, z here. C n , C12, C13, C33 and C4 4  are five elastic 
coefficients o f the material. In terms of engineering parameters, they are:
(1 -nv \ , )E ,
II AB
_ (vxy+ n v 2zx)Ex
12 AB
v E
C, 3 = ^ ^  (5-7)
C„ =
B
33 B 
Q 4 = G„ = Gyz
where
A = l + vv
B = l - Vxy- 2 n v l  (5.8)
n = E J E ,
The ratio n is a measure of the degree o f anisotropy. The symbols E, G and v with 
appropriate subscripts denote Young’s moduli, shear moduli and Poisson’s ratios 
associated with the corresponding axes. The coefficients is determined from Cn 
and C12 by eqn. (5.6). In terms o f engineering parameters
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c « = —  (5.9)«  2 a
The remaining engineering coefficients Gxy and v^  are related to the four coefficients Ex, 
Ez, Vxy and v^; thus they are not independent.
xy 2(1 + % )  (5.10)*y
—nv„
The strain-displacement relations in cylindrical coordinates are: 
dw.
dr
duA u. em = — -  + — 
rd$ r
_ duz
&  (5.11)
_ d u r du„ ue
rd rdG dr r
du„ du. le*. = — *- +
& dz rdO 
dr dz
where ur, ue and uz are the displacement components in the r, 0 and z direction 
respectively. The equilibrium equations, in the absence of body forces, are:
diT d<Jrn d<J„ CT -  CFnn rr_  ra  _j rz_ _|_ rr w    q
dr rdO dz r
d a r„ du di—f .V . . .— — + — ^- + — ^  + — — = 0 (5.12)
dr rd# dz r
, 5 %  , 5 %  | %  = Q
dr rd# dz r
5.3. General solutions and propagator matrices
In this and the next two sections, we follow the procedure described by Pan (1997) to 
derive the propagator matrix in terms of the cylindrical system of vector functions. This
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matrix is needed to derive Green’s functions in a multi-layered transversely isotropic or 
isotropic half space.
Substituting (5.4a) into eqn. (5.11) and then into eqn. (5.5), we obtain the stresses in 
terms of the transformed components of displacement (U l , U m , U m). Comparing the 
stresses a^, Odz and with those derived from eqn. (5.4b), we can obtain three 
equations which express the relationship between the expansion coefficients.
T, = -A2CnUM +C
8U,
' 33 dz
Tm = C u (Ul + ^ - )  
dz
t  - r  d U "
'44 dz
(5.13)
In the above, Tl, Tm and TV are the transformed components of traction in the 
cylindrical system of vector functions. Substituting all the stresses into the equations of 
equilibrium (5.12) and with the use of (5.13), we finally derive another three equations 
(the details are given in Appendix B):
dTi
dz
l - Z 2Tm = 0
dT,
dz
— ~A2C66Uh = 0
- * c uu „ +c a ^ +% L  = o
dz dz
(5.14)
No matter whether we operate in a cylindrical or a Cartesian coordinate system, eqns. 
(5.13) and (5.14) are obtained in each case. In fact, operating in Cartesian system is far 
more simple than in cylindrical one.
Equations. (5.13) and (5.14) can be divided into two independent sets of simultaneous 
linear differential equations for U l , U m , T l , T m , and Un , T m respectively. We call the 
former Type I equations; the latter, Type II equations.
For Type I
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dz C33 c 33
^ M- = - u L +— .t m dz c u M
Mj,
dz
97^
dz
= a2t .M
C C - C 2 c
= x1 " 33 13 u u - ^ - tl
'33 '33
For Type II:
d u ,
dz '44
dT,
dz
From (5.16), the general solution for type II can be easily found
{£"(z)}= [z"(z)]{K "}
where
^ " ( z)}={U„,Tn IX}t
and
\K " } = k " ,b " } r
where a11 and bn are two arbitrary coefficients, and also functions of A, and
[Z"(z)] =
exp(zlsz) exp (-Asz)
As exp (Asz) -  As exp(-Asz)
where s and s are two constants relating to the material elastic coefficients.
(5.15)
(5.16)
(5.17)
(5.18)
(5.19)
(5.20)
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s = 66
44
s — C ^s  —
(5.21)
The derivation of the general solution of the Type I equation involves considerable 
algebraic manipulation and the results depend on the two roots of the “characteristic 
equation”:
{CHx 2 - CH)(C33*2 -  C*) + (C13 +C44)2x 2 =0 (5.22)
In the first case the two roots of this equation are different. In the second case, the roots 
are identical. In isotropic materials the roots are equal. And, specifically, both roots are 
equal to unity. With careful manipulation, the general homogeneous solution (type I) 
can be cast into a compact form:
{£ '(z )}= [z '(z )]{r}  (5.23)
where
(5.24)
where {e 1 (z)}are the transformed expansion coefficients, and
(5.25)
where {k 1 }are unknown constants to be determined, and are the arbitrary functions of 
L  The solution matrix [Z7(z)] which takes two forms for the two different characteristic 
roots are given in Appendix B.
We now consider a semi-infinite linearly elastic medium made up of j-1 parallel, 
homogeneous and transversely isotropic (isotropy can be seen as a special case) layers 
lying over a homogeneous, transversely isotropic (or isotropic) half space. The 
interfaces are parallel to the top surface of the medium and are perfectly bonded. The 
top surface is traction-free, except in the case of surface loading. The layers are 
numbered serially from 1 at the top (j is the half space).
The coordinate system is shown in Fig. 5.1, and we assume that Z0 — 0 and Zj.j = h.
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o r
L a y e r  1
L a y e r  2
L a y e r  j -1
L a y e r  j
1 z
Fig. 5.1 Geometry o f  layered half space
In the propagator matrix method, the transformed coefficients for each layer are related 
to each other by the multiplication of layer matrices (or propagator matrices), which 
relate the expansion coefficients at the top of any single layer to those at the bottom of it. 
From equation (5.17), we can construct the following propagator matrices:
{ £ '(* « )}=  k i  {£'(2,)} 
{ £ " < * » - .  ) } = k L  { £ > . ) }
where zk_x and zk are the depth of the top and bottom interfaces of layer k. the 
components in the vectors of {£7} and {E11} are all functions of X. The propagator 
matrices \a ’ \  and [a ii\ i are also called layer matrices of type I  and II  respectively. 
The elements of these matrices are also functions of X. The subscript u indicates that the 
matrices propagate upwards. Thus
k! = cosh(/Ls’Jt/zjt) -sinh(Ast /**)/$*sk sinh( hk) cosh(/Lst hk) (5.27)
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where hk -  z* - Zk-i, s* and s* are corresponding values of s and s in layer k. The 
elements of 1- are given in Appendix C.
The multiplication of layer matrices implies the imposition of interfacial continuity 
conditions between layers, which are assumed to be perfectly bonded. The main 
advantage of the propagator method is that no global matrix system for the layered 
structure needs to be formed. Instead, what is required is only the solution of 4x4 and 
2x2 linear algebraic equations.
5.4. Green’s functions in the transformed domain
We now assume, without loss of generality, that a unit concentrated point load is 
located at depth z = s along the z-axis. We consider horizontal and vertical unit point 
loads separately. These forces can be expressed (as body-force fields), in cylindrical 
coordinates, as
f h (r  > 0,z) = ^ — 5  (r )8{z -  s)ih
lnr  (5.28)
f z  (r, 0,z) = ^ — S(r)S(z -  s)iz
where, S is the one-dimensional Dirac delta function. iz is the unit vector in the vertical 
direction, 4  is the horizontal unit vector in the 6 = do direction (Fig 5.2) given by
h  = ”rir+nffi0 =cos (0 -O o)ir -s in  ( 0 - 0 o)ie (5.29)
In equation (5.29); nr, n0 are the direction cosines of the unit force vector in cylindrical 
coordinates, and ir, ie are the unit vectors in the radial and circumferential directions, 
respectively.
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zFig. 5.2. Configuration o f  the point loads
These unit forces, which are also integrable vector functions, can be written in terms of 
the cylindrical system of vector functions in the form:
f ( r ,0 , z )  = f h -ih + f s -ix =
X  f  > t (z)L(r,6) + Fu (z)M(rM) + F„ (z)N(r,0)} XdX (5'30)
m
After some manipulation (see Appendix C), the transformed body force coefficients are 
then given by
Fi = rr f ' L' ( r’6)rdrde
Fm = r 2 £ "  f  -M*(r,6)rdrd9 (5.31)
f n = r 2 1* f -  x ' ( r ,  eydrde
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in the cylindrical system. In the above equations, the asterisk signifies the complex 
conjugate.
By substituting (5.28) into (5.31), we get (see Appendix D)
rnI<|
II ©nS
F  -  
"  2X^2n
m - ±  1
-ie™° F  = - -
2X^2a
m = ± 1
The action of a concentrated point load across the plane z -  s can be represented as a set 
of prescribed stress discontinuities across the plane (Pak, 1987). In cylindrical 
coordinates (r, 6, z), this can be written as:
Gzr (r, 9 , s -)  -  a „ (r, 9, s+) = P(r, 9)
<j z0 (r, 9 , s -)  -  <j z0 (r, 9 , 5+) = Q(r, 9) (5.33)
cr^ (r, 9 ,5 -) -  cr^ (r, 0, j+) = R(r, 9)
In eqn. (5.33), P, Q and R represent the stress discontinuity caused by a concentrated 
point load in r, 6, z  directions respectively.
By virtue of the angular expansions of the stress discontinuities across the plane z=s and 
the orthogonality of the angular eigenfunctions \e'm0 , we can write:
P(r,0)= ' £ P m(r)e""e
OT=—00
0 ( r , 0 ) = X  0 ,  ('•)*"”" (5-34)
/W=-O0
R(r,0)= ] T f l j r y
The w-th order Hankel transform with respect to the radial coordinate is: 
f m(X )= [ f(r )rJ„ (X r)d r  (5.35)
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where, / '" (/I)  represents the m-th order Hankel transform of /  (r). The inverse 
transformation may be written as
f { r ) = [ f m{X)\Jm(Xr)dX (5.36)
From (5.28), (5.29) and (5.34) we can find
p  = P Jr )  = 0 for  m * ± l
4 7tr
Q±[(r) = ± ie tw‘ SP - ,  Q J r )  = 0 for m * ±  1 (5.37)
4 7tr
= « „ w  = 0 /o r  m *  0
LTtr
We now define (Guzina et al, 1999)
x j v = p : ~ ' w - i Q r ' w
vj>-) = r ; " W + i Q r ' W  (5.38)
Z J l )  = R : U )
Substituting eqn. (5.37) into (5.38), and with some manipulations we can derive:
2 n
Y_,(Z) = ~ e " >\  
2n
X J y i)  = 0 m *  1,
Ym{X) = 0 m * - 1, (5.39)
Z0(A) =
2 n
Z m(A) = 0 m * 0 .
We can see from equations (5.32) and (5.37) that there is a relationship between the 
expansion coefficients of body force (Fl, Fm, and FN) and the angular expansion 
coefficients of stress discontinuities (Pm, Qm and Rmy With some manipulation on the 
equations (5.38) and (5.39), we can obtain the following relations:
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X,(X) = P{\X ) - i Q ° ( X )  = - ^ ( F „ +1 + iFK*i)
V 2  71
y. ,(A) = ?*,(*) + & , ( * )  = + « V 1)y}27l
Z0(A) = « “U ) = -11 = F ,0 
yjln
(5.40)
The subscript m in F im, Fmm and signifies the m-th expansion coefficient of Fi, F u  
and Fn, respectively. In the case of a point load, m takes the values of ±1 and zero only, 
as shown above.
With some simple manipulation on equation (5.32), we can also get the following 
relations:
T'm+i ■*" iFN+1 — 2FM+l — 2iFN4N+1 (5.41)
From the definition of stress discontinuities (equation 5.33), we see that the point force 
vector described above will cause a corresponding discontinuity in the expansion 
coefficients of the traction vector. This can be seen as a reflection of real stress field 
discontinuities in the transform domain:
AT, s  Tl {s~ ) - Tl(s+) = Fl = m = 0
V2/r
± e*w°ATu  =, Tu U -) -  Tu  (s+) = Fm = — j== m = ±\ (5.42)
_ • *'0o
A Tn =Tn (s- ) - T n (s+) = Fn = m = ±\
The above equations are written in terms of the cylindrical coordinate system.
5.5. The derivation of the propagation matrix
It was shown in Section 5.3 that, two independent sets of simultaneous linear 
differential equations, for Ul, Um, Tl, Tm and Un, Tn, are obtained.
The corresponding two sets of solutions for the multi-layered half space can then be 
derived using the propagator matrix method. For example, the expansion coefficients in 
eqn. (5.18) and (5.24) at any depth for z ^  s, in layer k, i.e., < z< ,zk can be 
derived as
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tew}=k (*t - 4  k. L k, L k ml k } (5.43)
The above equation is a unified form of both types of equations. In the type I  case, 
{E{z)} should be {e 1 (z)}. In type //, it is {e h(z)}. The other terms should be changed 
in the same manner. This also applies to the following equations. Equation (5.43) is 
applicable when the field point is below or at the source point level, i.e., z ^  s. If the 
field point is above the source level, similar expressions are derived but with downward 
propagator matrices [a 1^  and [a 11^  , from the top surface.
k  w } = k  (z -  z*-i )L k - i  (z*-i -  z*-2 >L 
k  ( z . - z o ) ] >  ( 0 ) }
(5.44)
For a traction-free top surface, we have:
k (0 )} =  {UL(0) , W M(0\  o, o}7 
{ e "  (0)} = {£/„ (0), o}’
(5.45)
For large number of layers, numerical overflow may result from these matrix 
multiplications. Taking the isotropic case as a example, it can be shown that matrix 
multiplication (from layer fc to layer n-1) yields exp{X(h-z)}.
To overcome this problem, two new propagator matrices [b 1 ] and [b 11] can be 
introduced, which are related to the old ones by
( Z k 2 k - l ) \ G X P { ^ ( Z k 2 k - 1)} (5.46)
After matrix multiplication, the exponentially growing term on the right-hand side of 
the above equation yields
exp{^(z* - z )  }exp{ A(zk+l- z k) } exp{X (h -zn_x) } = exp{X (h-z)  }
This scaling can be applied to both upward and downward propagator matrices. The 
exponentially growing term is cancelled out largely by exp{-A/z) in [zj (/?)] or 
as shown in the Appendix F. This process is done with some careful re-arrangement of
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algorithm. Thus in terms of these new propagator matrices the equation (5.43) can be 
recast into
{e  (z)} = exp{--W j[B ,(z, -  z)L [^ *+1L   (547)
[f i^ e x p { * (* -z )} [z . (/.)]{*:'}
where d2h = z - s , which is the vertical distance between the field point and the source 
point.
Similar expressions can be derived in which matrices [b 1] and [b I! ] will propagate 
from the top surface (z=0) downwards.
{e ( z ) }  = exp { Az}[Bj ( z  -  z ,.,)}, [b,_, ( z *_, -  zt_2 )L .......
f e ( z 1- z 0)L{£ (0)} (5'48)
5.6. The solution procedure
The constant vector {A!7} and {A!77} in eqn. (5.43) must be determined in order to obtain 
{E\z)} and {Eu{z)}. At layer interface zn-i = h \n  the case of a multi-layered half space, 
the coefficients in the {AC} can be written as
\K '}={an,b„,c„,d„y
a„ and cn in {AT7} and a1* in {K11} should be zero in order to satisfy the admissible 
boundary conditions at infinity. Therefore, the remaining unknowns are b„ and d„ in {AC7} 
and b77 in {AC77}. In the following discussion, we assume that the field point is below or 
at the source point level.
5.6.1. Solution for {£7}
From eqn. (5.47), we can derive the expansion coefficients at depth z = s, i.e., source 
point level in layer p, and zp -i < z < zp.
f c ' C s + ^ e x p W / i - s ) } ^ ,  - z ) [ [ f i ; +,(zp+1 Z p)]......... , q
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where
(5.50)
and
{a 7}={o a ,o,<U7 (5.51)
Considering the two zero values in {K1}, the first and third column of [z7 (/*)] can be 
omitted in the calculation, and the e Xh in the second and fourth column can be cancelled 
by item e** in eqn. (5.49). So eqn. (5.49) can be rewritten as
where
{/T7 } = exp(-/is){AT; }
and
(5.53)
[«]=[*; (*, -  s){ [b;+, (zptl- z p)[ ......[zt, ((, -  z„_2 )]„ (5.54)
is the multiplication of propagator matrices (4x4) from layer n-1 to p  upwards. The 
elements in matrix [z 7 (A)] are the same as those in [z7 (A)] but without the exponential 
parts exp(±lh).
If we define
[G] = [B]\z’n(h)\ (5.55)
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Then eqn. (5.52) can be written in more compact form
{ £ > + )} =  [G]{tf'} (5.56)
Similarly, we derive the expansion coefficients at depth z -  s again, but this time from 
eqn. (5.48), in which the matrices [B1] propagate downwards from the surface (z = 0).
{£' (* -)}= exp{te)[B'p (s -  zp_,)L [b;_,(V , -  zp_2) \  
[fi,'(z, -z „  ) ] > '« ) ) }
(5.57)
where
{£' (^-)}= {{/,_ (*-), XU u ( 5 - ) ,  Tl (.s- ) / A ,  Tu ( s - ) } r (5.58)
{£'(0)}= {UL(0),XUM (0), 0, 0}r (5.59)
Eqn. (5.57) can be rewritten as
{£'(*-)}= [ ^ ' ( O ) }  (5.60)
where
{£'(0)}=exp(As){£'(0)} (5.61)
and
[R] = [b'p ( s  -  z„_, )L [£?;_, ( Z p _, -  zp_2 )L .[b; ( z ,  -  z0 )L (5.62)
is the product of downwards propagating matrices (4x4) from layer 0 to p.
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Now according to the discontinuity condition (5.42) and the continuity of displacement 
across the plane z -  s, we have
UL(s-) = UL(s+) 
UM(s-) = UM(s+) 
TL{ s - ) - T L{s+) = ATL 
Tm (s-)~ Tm (s+) = ATm
Substituting equations (5.56) and (5.60) into the above formula we can obtain the 
following equation:
[G]{0A,0,rf„}r - [ f l]K (0 ) , 'W „ (0 ) ,0 ,o f  =
{0,0, A T J X ^ T j
where
bn =exp(-/Ls)bn, 
dn = exp (-A sK ,
UL(0) = exp(As)UL(0),
UM(0) = exp(As)UM(0)
Multiplying by [jR]‘7 both sides of eqn.(5.63), we have
fe]{0, bn ,0, dn f  -  p L (0), XUM (0), 0, o}r =
[Z^ ]-1 {0, 0, A T j X , A T j
(5.63)
(5.64)
(5.65)
where [Q] = [/^ [G ]. Since the upwards propagator matrix is the inverse matrix of the 
corresponding downwards propagator matrix, [ft]'7 in equation (5.65) can be derived by 
the multiplication of upwards propagator matrices [E\u from the source level z = s to the 
surface z = 0. Therefore, [Q] is in fact the multiplication of all the upwards propagator 
matrices from layer n-1 (starting at the depth of last interface zn.j = h) to layer 1 (end at 
the surface z -  0). Taking out the third and fourth equations from equation set (5.65) we 
have:
Qn 034
| F” 1 -
i 1*
_042 044 _U j i5*
'ATJX
a t ;
(5.66)
M
where Qy (/ = 3, 4, j  = 2, 4) and Ry (i = 3, 4, j  = 3, 4) are the elements of [Q] and [R] 
respectively.
-i
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Solving this 2x2 matrix explicitly, we find that:
Jj — ^33 Q44 ^43^34
(5.67)
Q 32Q 44  Q 42Q 34
for the case of m = 0. In the case of m = ±1, the solutions are the same as eqn. (5.67) 
except that ATL/X  is replaced by ATM . Analogously, the solution of 
UL(0)and XUM(0) can also be obtained from the first and second equations in eqn. 
(5.65). Substituting eqn. (5.67) into eqn. (5.47), we can obtain the expansion 
coefficients {E?(z)} at any level of z ^  s. Substituting the solutions of 
UL(0) and XUM (0) into eqn. (5.48) we can obtain {E?{z)} at any level of z < s.
(5.47), the expansion coefficients at the depth 2 = s in layer p can be obtained as
5.6.2. Solution for {E11}
The procedure for obtaining {£/7(2)}is similar to that for {E !{z ) } .  According to eqn.
{£"(*+)}= exp{X (h -S) lB " ( z p - 4 K ' +.(V i  -* ,) L
(5.68)
where
(5.69)
and
(5.70)
and eqn. (5.68) can be written as
(5.71)
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where
\k " }= exp(-As){8T" } (5.72)
and
[g" ] = [fi" ] [z"  (/))] (5.73)
[«"] = ]& {* , ~ z){[b ' ' J z^ - z p) \ .......[ B U h - z ,_ 2) l  (5.74)
is the product of 2x2 propagating matrices from layer n-1 to layer p  upwards, and the 
elements of [zn7/ (/z)] are the same as those in [z*7 (/z)] except that the exponential parts 
exp{±Xh) are discarded.
Similarly, from eqn. (5.48) we can also obtain the expansion coefficients at depth z = s 
from the surface z = 0 as
{E "  (*-)} = exp{ls}[B" (* -  zp-l )L [B " - i  ( z p - i  -  z p - i  )L
[B,"(z, - z 0 ) ] > > ) }
(5.75)
where
{£"(*-)}= { l/,(J -) , Tn (s-)IX}t (5.76)
and
{e " (0)}={G„(0), 0}r (5.77)
Equation (5.75) can be written in more compact form as
{£"(*-)}= (0)} (5.78)
where
{ R " } = [ K ( s - z r - M B U z P-< -  V 2)1.......k ' ( z. - Z»)L (5.79)
is the product of downwards 2x2 propagating matrices from layer 1 to layer p, and 
{£"(0)}=exp(As){£J/(0)} (5.80)
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From the discontinuity conditions
U n ( s - )  =  U n ( s +)
T n ( s - ) - T n ( s +)  = A T n
we obtain:
[g"]{o ,b " f  -[/?"]{{7„(0),of = {0, A T J Z f  (5.81)
where
b?  =exp (-As)b!!,
U„(0) = exp(As)UN(0)
Multiplying by [I?1]'1 both sides of eqn. (5.81), we have
b " ] K  K ' f  -  K ( 0 ) .  °F  = [*" V {0. AT„ / , I f  (5.83)
where
b " ] = k ' F ‘b " ]  (5.84)
and from the second equation in (5.84) the solution of b f  is obtained:
b "  = Ru ' AT“ (5.85)
In the above, Q y  and R y  are the elements of [ Q 11] and [ R 11] ' 1 respectively. Similarly, 
UN (0) can be obtained from the first equation in (5.83).
And again, substituting eqn. (5.85) into eqn. (5.47) the expansion coefficients {Ef\z)} at 
any level of z ^  s can be solved. Substituting the solution of UN{0) into eqn. (5.48) 
we can obtain {En(z)} at any level of z < s.
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Chapter 6
Green’s functions for multi-layered systems: 
II - Numerical
In this chapter, the Green’s functions in the physical domain are obtained using 
numerical integration. Bessel functions are involved in the integral kernels: these are 
oscillatory and may be only slowly convergent particularly at singular points. Therefore, 
acceleration techniques may be necessary. One effective approach, called the continued 
fraction method, is adopted here together with a singularity extraction method. The 
latter method removes the singularity in the layered Green’s functions in the 
transformed domain by subtraction of the full-space Green’s functions. Adaptive 
integration is then performed on these reduced functions, and the result added to the 
explicit full-space Green’s functions.
As demonstrated here by numerical examples, this approach works well at singular 
points, except at the free surface of half spaces and the interfaces between two layers of 
different material properties. An approach to solve this problem is discussed in the next 
chapter.
6.1. Displacement and stress formulation
In Chapter 5, we derived the expansion coefficients of the transformed Green’s 
functions {E\z)} and {E!\z)} in the cylindrical coordinate system. To find the 
displacement and traction vectors in the physical domain, the expansion coefficients in 
the transformed domain need to be integrated numerically.
Under the action of an internal point load, the Green’s functions for displacements in 
cylindrical coordinates can be written as:
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= Uj l s f i2} [J| {Ar)/ r _ XJa(Xr)\e-‘e +
4 l n  yjln  r
^ i z )-  [AJ„ (Ar) -  J, (ir)/r] g'9 + -
y jln  4 2 n r
Umo(z) z j x{Ar)
4 l n
- % £ ' [ j , ( > ) / r - A / 0( > ) ] e-"' + (6.1)
V2/r r  V2^
[/U0 (> )  - . / ,  (ir)/r] e* +
v2;r r  j l n
% ^ -U ,(A r )
V2 /r
«, = + ^ £ >  _ /,(»* '*  + ^ ) j o(»
v2;r v2;r V2;r
Where, for convenience, we write only the functions /  (2) on the right-hand-side. In 
reality, of course, the right hand sides should be / (A) M X  . We follow this 
convention in the following equation too.
<T„ = Z ^ ) [ j i W / r _ A7o(> )]e-« +
yj2n V2;r r
./,(> )//•] e'" _
y/27T y]2n r
^oCf) %jx{kr) 
y]2 n
«T. = l M ^ l i ^ ^ l e-'o _ 7k d B [ j i ( > ) / r _ A /o(> )]e -.<' + (6.2)
-4 2 n  r ^ 2 n
Z « a W ,-£ iW e» - ^ [ ^ ( ^ - / ( W r l c *  +
^ 2 n r y]2 n
T^ )  XJ,(Ar)
a„ = - 1^ M j l(Ar)e-'e + T i i M j l(Jlr y'> + I i ^ . j o(Ar)
42n  V2 n  42n
for tractions. In eqn. (6.1), the subscript -1 of C/a/.; means the value of Um in the case of 
m = -1 (similarly for the subscript 0 and 1). From eqn. (6.1) and (6.2) we can derive 
the following relations:
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« r + ' » r
s r ' - i u z '  =CfW
-Jin
_ X _
-Jin
(6.3)
=
and
o - r 1 + /5 fr ; 1 = ^ = ( - T Mm + / r „ j
~m- l  • ~  m - l  
rzm 0zm
*" 4 i i  
x
-J in
( TMm + iTNm ) (6.4)
1
S i Tlm
In the above, m can take values of 0 and ±1.
The remaining stress components can be obtained from the generalized Hooke’s law in 
cylindrical coordinates.
^  = 5 X ( z ) C ,3/C 33 + t/„(z)(C„ - C i2)A, + ( / m ( z )
m
X2 (C13- C uC„)/C i3 - U u (2 )(Cl l ~C n )h 1]S{r,e-X,m)
<*«, = £  V l (*) C13 /C 33 - t/„  (z)(C„ -  C12 )A, + UM (z) (6.5)
m
A2 (C13~C nC33)/C 33 +Uu (z)(C„ - C i2)A2] S(r,0;X,m)
+ 2 A2) + 2f/M (z)A, ] .S’(r, A, m)
m
In (6.5), the operators are:
A ,= -
1 d: 1 8
A2 —
r 8r89 r 2 DO
1 8 i 1 8-z — H------
• 89 r dr
(6.6)
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Parameters Cn ,Cn ,Cl3,C33 and Cu  are the five elastic constants of the transversely 
isotropic medium. In the case of an isotropic medium
r  =C -1^1 3^3
c  = c  =12 13
E{ 1 -v )
(l + v )(l-2 v ) 
Ev
(l + v )(l-2 v )
2(1+ v)
(6.7)
where E is the Young’s modulus and v is the Poisson ratio, and
C66 = (Cn - C ]2)/2  (6.8)
6.2. Numerical integration techniques
From eqns. (6.1), (6.2) and (6.5) it is found that of the 27 individual Green’s functions 
(or Hankel transforms), only 15 integrals need to be evaluated (Pan, 1997).
In the Hankel transform, the oscillation of the integral kernels (due to the Bessel 
functions) and the infinite upper limit of the integrals pose major difficulties. Further, 
the Bessel functions converge slowly. Thus, the common numerical integration 
methods, such as Simpson’s rule, are not suitable here.
The Hankel transforms are frequently encountered in the mathematical treatment of 
physical problems involving cylindrical symmetry. For the elastostatic case, some 
numerical methods have been proposed, such as Lipshitz-Hankel-type integral in which 
the least squares method is used (Jovanovich et al, 1974, Sato & Matsu’ura, 1973, Chan 
et al, 1974). Two popular approaches are fast Hankel transform and Gauss quadrature.
6.2.1. Fast Hankel transform
The standard numerical approach to the computation of Hankel transforms is the digital 
filter method following the work of Ghosh (1971).
Design criteria for the filter are of necessity largely ad hoc and were discussed by 
Anderson (1979). More developments including adaptive and lagged convolution to 
minimize kernel function evaluations were discussed by Anderson (1982). Reasonable 
(5 figure) accuracy is typically achieved for monotonic, rapidly decreasing kernel 
functions at moderate values of X.
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However, for some types of problem the digital filter method is less useful; for example, 
when the kernel function changes rapidly compared to the Bessel function, and when 
high numerical precision is required.
6.2.2. Adaptive Gauss quadrature
Gauss quadrature can yield high accuracy but re-computation of integrands is expensive. 
An adaptive Gauss quadrature, developed by Patterson (1968, 1973) and implemented 
by Chave (1983) into a program for the numerical integration of Hankel transform, is 
adopted here for the evaluation of Green’s functions. This method saves computational 
effort by avoiding re-computation of all integrands when the order of Gauss quadrature 
is changed.
We first express the infinite integral for each Green’s function component as a finite 
summation of partial integration terms:
[ f(X ,z )J m(tr)dX  * £  £*' f (X ,z ) J m(*r)dX (6.9)
where flX, z) represents the integrand which may including one of the expansion 
coefficients derived from the propagator matrix method in Chapter 5. X„ is the nth zero 
of Jm(Xr) normalized by the range r, and Xj = 0.
In each subinterval of integration a three-point Gauss quadrature is first applied to 
calculate the integral, using the interlacing quadrature method (Patterson, 1968). This 
process can be expressed as the approximation of the linear functional (6.9) by
£  /(A , z )Jm (Ar)dA * ]T  w,/(A,, z )Jm (A /) (6.10)
where A,- is the abscissa and w, is the weight. Then a combined relative-absolute error 
criterion is used to check the convergence. If it is not satisfied, in the case of most 
Gauss rules the recomputation of all of the integrands is required when the order is 
changed. In Patterson’s method, new Gauss points are added into the interval between 
the old Gauss points, so that only the new integrand values need to be calculated when 
the order of quadrature is increased.
In this algorithm, the weights w,-and A, in eqn. (6.10) consist of a three-point Gauss rule 
with extension to 7, 15, 31, 63, 127 and 255 common-point, interlacing forms. These 
correspond to integrating polynomials of degree 5, 11, 23, 47, 95, 191 and 383, 
respectively. In practice, each of the partial integrations is computed by adding new 
weights to the quadrature rule, and the kernel and Bessel function values obtained in the 
previous step are retained so that none of these costly evaluations need to be repeated. 
This procedure continues until the error criterion is satisfied.
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Direct summation of sub-integrals is feasible only for rapidly convergent integrals. 
However, the terms in the series in (6.9) usually alternate in sign due to the Bessel 
function’s oscillatory behaviour, and the result may be very slowly convergent and 
diverge if the kernel increases faster than XI/2.
To solve this problem, acceleration is necessary. A continued fraction expansion 
approach has been adopted to accelerate the convergence for slowly convergent series 
(Patterson, 1968, 1973, Hanggi et al, 1980, Chave, 1983). Experience with this novel 
numerical quadrature shows that it can yield very accurate results while using fewer 
Gauss points simple numerical quadrature (Pan, 1997).
Here, we adopt the continued fraction approach which is equivalent to an analytic 
continuation of the series. Divergent series suggests the presence of singularities can be 
removed by transformation.
The principle of the continued fraction method is to recast a series of partial integrations 
S = 2 > ,  (6.11)
7=0
into the “continued fraction” form
  (612)
1 + 1 + 1 +
The right hand side of above equation denotes the continued fraction:
1 +
1 +
1 +
1 +
where there is a direct correspondence between the continued fraction coefficients di 
and the summands a,-. The parameters {di} in equation (6.12) can be calculated from the 
set {at} in a straightforward way by using a recursive algorithm, called the P-algorithm 
by Hanggi et al (1978, 1980). Equation 6.11 can be recast in the form
s O') = Z - ^ r  (613>;=o y
Obviously, when y = 1, the above series S(y) is reduced to S in equation 6.11. If S(y) is 
an asymptotic series, S(y) can be transformed into the continued fraction
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s t y H — — —y+  y+  y  +
Starting from the first coefficients, we have
dy — Dy , Dy — Qy ,
d 2 = —D2 /Dy, D2 = a2,
d$ — ~ D3 /  D2 5 D3 = @1 + ^ id 2,
d 4 ~ -^ 4 /-^3 ? -^ 4 = ^4 + £*3 (i/2 + ^ /3),
dj — D$/ D4 , A  = 05 + a4 (d2 + d 3 + rf4) + o^d2d4 ,
(6.14)
The further coefficients Z)„, n = 6, 7, ..... , can be determined recursively by using the
vector X of dimension
L = 2 -[(n -\)/2 ]  (6.15)
In the above, the notation [] implies that only the integer part is taken.
Starting from n = 4:
X{\) = d2, X(2) = d 2 +d3 (6.16)
Interchanging X(l) and X(2), as shown below
X(\) -> X{2), X{2) -> X(l) (6.17)
Now working upwards for « ^  5, in the process we set X(L-l) = 0, we have
(6.18)
X (k) = X ( k -1 ) + dn_yX{k-2 ) , k - L , L - 2,...,4,
* (2 )= X (1  ) + d„_y,
After each recursion step, we interchange the odd and even components:
X (l)-> * (2 ), X(3) -> X (4);
X (2)->X(1), * (4 )-> X (3 ); (6.19)
Then D„ is given by
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0 „ = a „ + 2 « » - .* ( 2 '- l )
»=1
(6.20)
and the coefficient dn is obtained from:
= —  (6-21)
In practice, only the last coefficient in equation (6.12) is computed as terms are added to 
equation (6.11). The continued fraction is re-evaluated as additional partial integrations 
are added to the series (6.11), and this process terminates when the error criterion is 
satisfied. From experience, the continued fraction converges quite rapidly, and more 
than 30 or so terms are almost never required.
6.3. Treatment of singularity in layered Green’s 
functions
6.3.1. Singularity extraction method
Some difficulties may be encountered during numerical integration when the field point 
is close to the source point (singular point), especially when these two points are on the 
same level. Some methods have been proposed to evaluate these singular values 
accurately, e.g., Singularity Extraction Method. In this method, we first remove the 
singularity in the layered Green’s functions in the transformed domain by subtracting 
from them the full-space Green’s functions (e.g., Kelvin’s solution, assuming the 
material property of the source layer). Adaptive integration is then performed on these 
reduced functions, and the result added to the explicit full-space Green’s functions.
Formally, we write the displacements, U* and tractions, T *, as
u ; = ( u ; - u ; f ) + u ;
y*   ( T *   yinf \  , yinf
ij V ij 1 ij /  ij
(6.13)
where f / “f and 7Jnf are the displacements and tractions in the full space. For the
transversely isotropic case, these Green’s functions were derived by Pan and Chou. In 
the isotropic case, these functions simply reduce to the well-known Kelvin’s solution.
Since in the source layer, the layered Green’s functions and the full-space Green’s 
functions possess the same singular behaviour, their difference is non-singular. We 
assume that the corresponding terms in the transformed domain are also non-singular
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and apply numerical integration to these non-singular functions only. In the 
transformed domain, eqn. (6.13) can be written as:
u ; j= < ,u ; - u ? ) +u ‘
rp*    f t p  *   rjT inf \ . rp ini
ij ~  {  ij ij )  ij
(6.14)
where ~ indicates the corresponding transformed Green’s functions. Applying the 
adaptive numerical integration to the difference terms in Eqn.(6.14), we obtain the non­
singular part of the Green’s functions in the physical domain. Finally, the explicit 
expression of the full-space Green’s functions are superimposed to obtain the layered 
half-space solutions.
6.3.2. Green’s functions for full space in transformed domain
We now need to obtain U™f and T ™, which are the expansion coefficients of the full-
space Green’s functions in terms of the cylindrical system of vector functions. These 
can be easily derived in the similar way as that used for layered Green’s functions by 
the propagator matrix method.
Fig. 6.1 shows the model of a full space, and we assume that the loaded plane is located 
at z  — h. For convenience, we denote that the upper half-space as Region I  (z < h), and 
the lower half-space as Region II (z< h ).
►
Region I
Region I I
Fig. 6 .1 Full space: transversely isotropic elastic material
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Using equation (5.17) and (5.23), and considering the regularity conditions at infinity, 
the expansion coefficients can be written as:
’ Ul (2 ) ' V
W u {z)
■ = [z '(z)}
0
TL{z)/k
0
in region I (-°° < z < h), and:
' UL{z) ' 0
W M{z)
< • = [ z '( Z)} K >
Th(z)jX 0
. Tm V ) . A
in Region 2 (h < z<  +°°). In the above, a[' ,ax,cx,b" ,b1 ,d 1 are six unknown constants 
which need to be determined from the boundary conditions.
By means of the interfacial conditions (5.42), together with the continuity of 
displacements, six equations can be developed in these constants:
UN(h-) = UN(h+)
T „ (h -)/A -T ll(h+)/A = ATll/Z  
U ,(h-) = U,(h+)
’ LK ’ (6.17)
XUM(h-) = XUM(h+)
TL(.h -)/X -T L(h+)/X = ATL/X
Tu (h - ) -T M(h+) = ATM
When solving these equations, the three different cases of m = 0, ±1 must be considered 
separately. Substituting these results into eqn. (6.15) and (6.16) yields the expansion
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coefficients of the displacements and tractions in transversely isotropic material. These 
are listed in Appendix H.
6.4. Numerical examples
In this section, we will examine several numerical examples to verify the formulations 
presented thus far. Results are presented in non-dimensional form.
We assume a three-layered half space with elastic properties listed in Table 6.1. The 
interfaces of the layers are at z -  0.25 and 1.5 (see Fig.6.2).
0,00
0.25
1.50
z
Fig.6.2 Geometry o f a three-layered half space
Although the layered half-space Green’s functions were derived in cylindrical 
coordinates, Cartesian components of the displacement Green’s function U* and the 
stress Green’s function S*v are presented here (A superscript x, y or z indicates the 
direction of point force). The Cartesian and cylindrical functions are related by:
U*(x,,x 2 ,x 3) = qikuk (r,0 , z)
S* (x,, x2, x3) = qikq 7/cr^ (r, 0, z)
where k, I = r, 6 , z and
(6.18)
dXf dxj dxt
= 9(3 = &  (6' 19)
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Table 6.1. Elastic properties in a three layered half space.
Case 1 Case 2 
E v
Case 3 
E vE v
layer 1 1.0 0.25 1.0 0.25 1.0 0.25
layer 2 1.0 0.25 2.0 0.25 5.0 0.25
layer 3 1.0 0.25 4.0 0.25 25.0 0.25
6.4.1. Comparison with Mindlin’s (1936) solution
Case 1 corresponds to the well-known Mindlin solution. As usual, we assume that the 
source point is at the origin. The stresses and displacements at two field points near the 
source point are calculated, i.e., (0.01, 0.0, 0.0) and (0.05, 0.0, 0.0). TTie first one is 
very near to the force (i.e. near singular). Table 6.2 lists the displacement and Table 6.3 
lists the stresses (overleaf).
From Table 6.2 and 6.3, when the field point is 0.05 from the source, the results 
obtained by the propagator matrix method agree with Mindlin’s solution to a relative 
error of better than 10 .
When the field point is moved closer to the source (r = 0.01), we also get highly 
accurate results (relative error less than lO-6). Although the loss of accuracy in this case 
is not significant, some integrals (among the 15 integrals) do not converge. This only 
occurs at the surface of the half-space. This is because we use the full-space Green’s 
functions to extract the singularity from the layered Green’s functions, and at the 
surface the full-space model does not share the same singular behaviour as the half­
space model. In the next chapter, we will find that in the multi-layered system with 
different material properties, this problem arises not only at the free surface, but also at 
the interface between two layers.
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6.4.2. Layered half-space
W e now  study the effect o f  material layering on displacem ents and stresses. U sing  
the three-layered isotropic h a lf space (Fig. 6 .2), three cases are considered. The layer 
elastic properties are listed in Table 6.1; case 1 is sim ply a hom ogeneous h a lf space; 
cases 2 and 3 are more general.
(a)
1.6
1.4
1.2
1
0.8
0.6
0.4
0.2
0
E i/E2/E3= 
-1 * 2 -1 /1 /1
. . . . . .  1/2/4
-  - * - -  1/5/25
T  P ■ \
A  : V
y 1
_ ■ /A p.A .
;r  A-AA-4P A- 'A A ' ■ ■ ■ - . .a . I T T
0.5 1.5 2.5
(b)
2.5 
2
1.5 
1
0.5
0
Ei/E 2/E3=
1/1/1 
■ 1/2/4
/  p
A 1/5/25
Y A
i n - * * 1.1 A AA A <
• *  *
> A A A
A •
A miA A , A A ... . _A— - I  f . . !
0.5 1 1.5
z
2.5
Fig. 6.3. Variation o f  displacements along the z-axis.
(a) D isplacem ent u *, (b) D isplacem ent u]
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Figures 6.3 (a) and (b) show, respectively, the variation of the displacement 
components ux and uz along the vertical line (0, 0, 0 —■ 2.5). The point force is
located at (0, 0, 1). The values in the range z  = 0.9 -*■ 1.1 are omitted, since they 
increase very quickly towards the singularity.
In Fig. 6.4 (overeleaf), we compare case 1 and case 2 except in (a), where all three 
models are compared. The horizontal stress is discontinuous at the layer interfaces 
while all the displacements and the other stress components like and a xz are 
continuous. Some values of stresses around the source point are listed in Table 6.4.
It may be observed that displacements, as expected, are strongly affected by layering 
but, stresses are less affected. Since stress distributions are primarily constrained by 
equilibrium conditions, this latter observation also agrees with expectations.
Table 6.4. Stresses at two field  points (0.0, 0.0, 0.9) and (0.0, 0.0, 1.1) fo r  three 
different layered models.
zf stresses
Case 1 
1/1/1
Case 2 
1/2/4
Case 3 
1/5/25
-2.67333 -2.67909 -2.67707
0.9 a z„ 18.45875 18.37133 18.29559
c x
x z
2.63021 2.60459 2.57957
<JZ
X X
2.63922 2.62149 2.61490
1.1 < -18.65879 -18.77617 -18.87798
-2.67030 -2.70654 -2.74086
126
0.8
0.6
0 . 4
0.2
0
- 0.2
- 0 . 4
- 0.6
- 0.8
e , / e 2/ e 3-  
----- ♦----- 1 /1 /1
- a  - 1 / 2 / 4
- - * - - 1 / 5 / 2 5
2
\
w
i r - A - A
V - •N \] ‘
\ T
At
0.6 1 .5 2 . 5
6
1/ 1/14
2 -- 1 /2 / 4
0 v—^>
■2
- 4
-6
0 . 5 1 1 .5
z
2 . 5
____  fr ie 1/ e 2/ e 3= 1 / 1/1----♦----
I - - a  1 / 2 / 4
i ■
/
e
0  0 . 5  1 1 . 5  2  2 . 5
z
Fig. 6.4. Variation o f stress components along the z-axis: (a) stress components a xx,
(b) stress components a zz, (c) stress components <7XZ
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Chapter 7 
Green’s functions for the bi-material full 
space
For cases where the numerical methods described in the last chapter fail, an 
alternative is proposed here in which the Green’s function for the bi-material full- 
space is used in the singularity extraction method. For this purpose, the transformed 
domain Green’s functions for the bi-material full-space need to be derived. They 
must be expressed in cylindrical vector form. Numerical examples are examined to 
verify the effectiveness of this approach.
The Green’s functions for the bi-material full-space (expressed in cylindrical vector 
form) are obtained in this chapter for the first time by the author, and are 
implemented in the singularity extraction method. Both integral forms and closed- 
forms of the Green’s functions for the bi-material full-space are needed. A similar 
approach by has been used by Guzina & Pak (1999) to obtain these functions. 
However, the integral form is not expressed in terms of cylindrical system of vector 
function, so it can not be used directly in the singularity extraction method here, 
although its closed-form formulation can be used. Some results obtained by the 
author have a close relationship with those of Guzina. However, the author’s method 
is simpler compared with Guzina’s approach as no displacement potential functions 
are employed.
7.1. Green’s functions: closed form and integral 
representations
In Chapter 6, full-space Green’s functions were used in the numerical calculation of 
layered Green’s functions, exploiting the fact that these two functions share the same 
singular behaviour. However, as described in section 6.4.1, this method fails in two 
special circumstances; (a) when source and field points are both at the free surface, 
and (b) source and field points are located near the interface between two different 
materials. In some cases, accuracy is degraded, while in others the method fails to 
converge and leads to gross errors.
The reason for this loss of accuracy lies in the fact that full-space Green’s functions 
do not share the same singular behaviour as those of layered Green’s functions at an
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interface. The Green’s function for a bi-material full space is the natural choice for 
more accurate evaluation of layered Green’s functions at the layer integrals.
To use bi-material Green’s functions we need two representations for them, i.e., the 
closed-form and the integral representation. The former is expressed as U™* and T™f
(in eqn. 6.13), and the latter as and 7ynf (in eqn. 6.14). It may be noted that this
dual format is also useful to deal with the singular behaviour of dynamic Green’s 
functions (Pak, 1987; Guzina, 1996), and the derivation of certain boundary integral 
formulations (Sladek and Sladek, 1991; Tanaka et al., 1994).
A number of approaches to the bi-material problems have been proposed. Rongved 
(1955) first derived the static fundamental solutions for an isotropic, bi-material full- 
space by means of Papkovitch functions. Following his work, Vijayakumar & 
Cormack (1987) presented matrix representations of displacements and stresses. Pan 
& Chou (1979) and Konguchi et al. (1990) extended the Mindlin solution (1936) for a 
homogeneous isotropic half-space to a transversely isotropic two-phase material. Yu 
and Sanday (1991) developed the Galerkin vector method for a number of nuclei of 
strain in an isotropic bi-material full-space. However, none of these solutions is in 
the form of an integral representation.
Guzina & Pak (1999) applied the method of integral transforms and Fourier 
decomposition, in the context of displacement potentials, to the point-load problem 
for an elastic bi-material full-space, and obtained new results in the form of integral 
representations of the displacements and stresses. Closed-form solutions were also 
derived. Unfortunately, the integral representations in Guzina’s approach are not 
expressed in terms of the cylindrical system of vector functions which are needed 
here. These representations of Green’s functions for the bi-material full-space in the 
transformed domain are derived here for the first time.
7.2. Closed form Green’s functions for the bi-material 
full-space
Guzina9s approach
The physical domain of interest is taken to be composed of two dissimilar isotropic 
elastic half-spaces which are fully bonded across the plane z = 0 (see Fig. 7.1). The 
Lame’s constants of the upper half space (referred to as Region 1) are denoted as Xj 
and jiu and the ones of the lower half-space as X2 and H2.
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Region 1 (z <
Region 2 (0
Region 3
Fig. 7.1. Bi-material full space.
In Guzina’s approach, the action of an arbitrary distributed source (concentrated point 
load can be seen as a special case) across the plane z = s can be represented as a set of 
prescribed stress discontinuities across the corresponding planar region, as follows
(r, 6 , s -)  -  a  zr (r , 6 , s+) = P(r, 6 )
<jz0 (r, 6 , s~) -  ctz0 (r, 0 ,5+) = Q(r, 0) (5.33) bis
^  (G 0 , s- ) -  crz2 (r, 0,5+) = tf(r, 0)
Without loss of generality, it is assumed that the loaded plane is located in the lower 
half-space, i.e., s > 0 (see Fig. 7.1). For convenience, we suppose that lower half­
space is composed of two parts, Region 2 (0 < z < 5) and Region 3 (z > s), as 
indicated in Fig. 7.1.
By means of Fourier decomposition and the Hankel transform method, Guzina & Pak 
(1999) obtained the transformed Fourier components of the displacement field in the 
form:
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S Z  =  n , ( A,  z ;  ,s) — ^  +  Q 2 ( A , z ; s ) —
2 fl2 Vi
» r  + i« *  = “ X, ( 'U  *) + r 2(A,z;.s-)
2/^2 2/i2
- r , ( A , z ; i ) ^ = -  (7 . 1 )
t*2
« C ‘ ~i «m =r,U,z ; s ) + r 2 (2, z ;  * )X " + 7”
2/^2 2/^ 2 
z„+ ^3(A,z;5)
Vi
The expression for Xm, 7m and Zm has been given as follows
X M  = P r ' W - i Q V W
ym W  = Pmm+1 W  + iQ T ' W  (5.38) bis
z 1. w  = 5 ;(A )
The notation ~ and m, as has been explained section 5.4, represent the m-th order 
Hankel transform. The terms Qj, Q2, Ju j 2, y3 are auxiliary functions and are defined 
as follows:
For Region 1,
n ‘ = ^ r r f r ” {'l(zW2 -  ) -  (//, (3 -  4v2 k i -  2v,)
2  a m  XM  2
- ^ ( 3 - 4 v , X 1 - 2 v 2 ) ) }
n 2 = \m ^m 2 ~ sm , > -  ^  <3 -  4v2 X2 -  i Vi > 
2  a M 1M 2
+  / / 2 ( 3 - 4 v 1) ( 2 - 2 v 2 ))}
*  - z M , )  +  ( /Ul( 3 - 4 v 2 ) ( 2 - 2 v 1)
2 a M 1M 2
Yi =
+  /f> (3  ~  4 v j  ) ( 2  -  2 v 2 ) ) }  
Vi exp(—
^(/4 + / O
X5 =  ^ eXP( M ) {A (z A /2 - zM , )  +  ( A ( 3 - 4 v 2 ) ( I - 2 v , )
2  A m {M 2
- / i 2 ( 3 - 4 v , ) ( l - 2 v 2) ) }
(7.2)
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where
dx =\z — s\ 
d2 = z + s
M x = / / ,+ ( 3 - 4  v,)//2 
M 2 =m2 +( 3 - 4 v 2) / / ,
For Region 2 and 3,
= ... gx p (-M ) W a/ m  }+ e x p (-M ) {_ 4
1 8 i ( l - v 2)MxM 2 ( 3 J 2j 8AM,M2( l - v 2) 1 2/
(Ml (3 -  4v2 )(1 - 2 v x)~  / /2 (3 -  4vj )(1 -  2v2)) -  M x (Mx -  )
(3 -  4v2 )Ad3 + 2A2 (/jx -  ju2 )Mxsz]
= e x p (-M ) (3_ 4 + ^  )M {M 2 + eXp(- ^ }
8/ 1(1 2 2 8 A M , M 2( l - v 2)
{-2 /l2(//, - f i 2) (3 -4 v2)Ad2 -
( f t * ( 3 - 4 v 2 ) 2 - / / 2 ( 3 - 4 v , ) ( 5 - 1 2 v 2 +  8 v 2 )  ( 7 . 4 )
+ ft ^ 2 (3 -  4V2 X2 -  4vi X1 -  2v2 ))}
= _ _ e x p (-M 1 _  + _ e x p ( - M ) _
2 U ( l - v 2)M xM 2 2 1 / 1 2  & M xM 2( \ - v2)
{ - 2A2{fix - n 2)Mxzs + M x{fj,x -  fj,2) (3 -4 v2)Ad2 -  
(m! ( 3 - 4 v 2)2 -  n \  (3 -  4v, )(5 -  12v2 + 8v2)
+ (3 ~ 4v2 )(2 -  4v, )(1 -  2v2 ))}
_ e x p ( - ^ )  ex p (-^ /2) ( ^
2 2^ 2/l(//j + //2)
= ex p (-M ) ex p ( - ^ 2) {_
3 8A(1 - v2)M xM 2 k 3 1 2J 8 XMxM 2i \ - v 2y  2 2
( / / , ( 3 - 4v2)(1 - 2 v x) ~ M2( 3 - 4vx)(1 - 2v2)) + M x(Mx - Ml)
(3 -  4v2 )Adj + 2A2 {nx -  / /2 )Mxsz\
where
d 3 = z - s  (7.5)
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From the stress-displacement relationship and the displacement solutions (equation 
7.1), the stress components in transformed domain can also be derived as follows 
(Guzina & Pak, 1999)
(At + 2 |/t ) ^ s- A t^ 1
dz
dz
X m~Ymm m +
T m+l + / r m+l = - / /
1 xrm ^  1 1 z6m M b
X  - 7m m
~m-1 • ~m-l _
zrm  ^ zdm M b d- T +^dz
+  M b
2 m2 
M i
d Y i  X m +  Y m
dz 2//2
I( d ^ A r . + f .
'*■ M b
+  M b  I +  ^ 2
2//2 
NZ.
dz 2//2
(7.6)
Where the subscript b of the piecewise constant Lame’s moduli A and // takes value 
of 1 when in region I (z < 0), and 2 in region II and III (z > 0).
In particular, considering the bi-material medium under the action of horizontal and 
vertical unit point loads as shown in Chapter 5
fh  (r, 0 ,z) = — 8  (r)8 (z ~ s)ih 2 7ir
fz  (r, 0 ,z) = -^—S (r)S(z -  s)ix 
2 nr
(5.28) bis
the transformed loading coefficients X m , Y m  and Z m  have also been obtained as
1
2 n
r j A )  = ~ e " >\  
2 n
Z 0 ( A )  =
2 n
X m(A) = 0 m *  1,
Ym{X) = 0 m * - 1,
Z m W  = 0 m  & 0.
(5.39) bis
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Substituting these coefficients into eqn. (7.1) and inverting the transformed 
expression result in the closed-form representation of displacement ( U* ) and
generalized stresses ( S *) for the joined half spaces, which can be readily used in the 
singularity extraction method.
Numerical example
The closed-form bi-material Green’s functions can be verified in part by examining 
two limiting cases resulting from them by setting: (1) the modulus of the upper half 
space (z  < 0) equate to zero, (2) the moduli of both media equal. Guzina (1999) 
shows that the functions are correct for these two cases, which correspond to the 
Mindlin solution and Kelvin’s solution, respectively.
Self-consistency can be verified by numerical differentiation. The differentials of 
displacement can be approximated by:
dU *(x,y,z) _ U* (x + Ax, y, z) -  U* (x, y, z)
dx Ax
dU* (x,y, z) _ U* (x, y  + Ay, z ) -  U* (x, y, z)
dy Ay
dU* (x, y, z) _ U* (x, y ,z  + Az) -  U * (x, y, z )
dz Az
Where Ax (Ay or Az) is optimally chosen to be 10'6r where r is the separation of the 
load and field point. The selection of this value takes into account of the machine 
precision.
Using the strain-displacement relation and Hooke’s law, we can then obtain the 
corresponding stresses. These can be compared to those obtained directly from the 
closed-form formulations to verify self-consistency.
As an example, we assume a bi-material full-space with Ej = 5, v/ = 0.1 in the upper 
half space and E2 = 1, V2= 0.4 in the lower one. The source (a unit vertical force) is 
located at (0, 0, 8). The field point is located at coordinates (1,3, 5), so the horizontal 
distance r between source and field points is 3.16. The stresses calculated from the 
two methods are listed in Table 7.1.
Table 7.1. Stresses (* 10s) at field  point due to vertical unit load’
closed-form numerical differentiation
*^11 0.3098 44 0.3098 50
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™3
°22 3.3918 15 3.3918 21
e3^33 5.0185 84 5.0185 86
s l -3.6817 32 -3.6817 29
Si3 -1.2272 44 -1.2272 46
S \2 1.1557 39 1.1557 40
As shown in Table 7.1., the data demonstrates that the self-consistency test is 
satisfied. We now examine a special case where the source and field points are both 
at the interface level between the two media, i.e., z -  s = 0. Expressed in the 
cylindrical coordinate system, a unit horizontal load acts in the 60  -  0 direction at the 
origin. Two field points are considered: one is located at (r, 6 , z) = (3.1623, 71.565, 
0), while the second (singular) one is located at (r, 6 , z) = (1.0x1 O'5, 71.565, 0). The 
resulting stresses are listed in Table 7.2.
i\
Table 7.2 Stresses at two field  points in a bi-material full space.
field point 1 
stresses (xlO-4)
field point 2 
stresses (xlO7)
closed-form numerical
differentiation
closed-form numerical
differentiation
5;, -10.1323 6 -10.1323 7 -10.1323 6 -10.1323 8
s l - 8.8488 25 - 8.8488 25 - 8.8488 25 - 8.8488 26
e*
33
4.7597 13 4.7597 20 4.7597 20 4.7597 14
c 1
23 5.6996 57 5.6996 47 5.6996 57 5.6996 47
e 1
13 - 7.5995 43 - 7.5995 45 - 7.5995 43 - 7.5995 45
Su - 1.4592 93 - 1.4592 92 -14.5929 3 -14.5929 2
From Table 7.2, we can see at both the singular and the non-singular point, the 
closed-form formulation are self-consistent.
7.3. Green’s functions for the bi-material full-space in the 
transformed domain
It now remains to derive the transformed domain representations expressed in terms 
of the cylindrical system of vector functions. Similar to the process described in 
section 6.3, in which the Green’s functions for full-space are derived, here also from 
eqn. (5.17) and (5.23), and considering the regularity conditions at infinity, the 
relevant expansion coefficients can be written as
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’ UL(z) ' V
XUu (z)< ■ = [z'(z)} 0 >
Tl (z)/X ci
. r * ( * ) . 0
(7.7)
in Region l(-°°<z<0)
' U L ( Z ) a 2
• = [z '(r )] *2 >
c2
. f . w . d 2 .
(7.8)
in Region 2 (0<z<s), and
' UL{z) ' O'
W u (z)< • = [z'(z)} b, >
Tl (z)/X 0
d,_
(7.9)
in Region 3 (s<z<+°°). In the above, o f , a , ,  d 3 are the unknown constants to be
determined from the boundary conditions.
Combining eqn. (7.7)-(7.9), the interface conditions (see eqn. 5.42), as well as the 
continuity of displacements and tractions between the two half spaces across the 
plane z = 0, twelve equations can be developed which can be used to determine the 
twelve unknown coefficients ( a[l , a{, ....... d3). These twelve equations are:
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On the plane z = 0:
U N(0~) = U N(0+)
T„(0-) /X = TN(0+)/X 
U i (0 -)  - V  L (0+) 
W u (V-) = W M(0 +)
rt(o-)/i = ri (o+)M
Tu (0 -)  = Tu (0+)
On the plane z  = s:
UN(s- )  = U K (j+)
TN( s - ) / X - T N(s+)/X = FN/X 
U i  (■?-) = U L(S+)
W u {s~) = XUu (s+)
TL( s - ) / A - T L(s+)/A = F J X  
T m ( s - ) ~ T u ( s + )  = F u
m —  ±1
m = 0  
m = ± 1
(7.11)
After the twelve constants are determined, they are then substituted back into eqns. 
(7.7)-(7.9), which yields the transformed expansion coefficients o f the displacements 
and tractions, as follows:
For Region 1,
U HO(z) = 0  
Tm (.z)/X = 0 
U‘- 0 = FLoTL(~ ^ '} P t t < 3 “ 4yi X1 “ v ' > + 2& (3  - 4v,XI -  V ,)2 AM ]M 2
+  A ( s M , - z M 2 )]
Xum^ )  = [-A. (3 -  4l/2 )(1 -  2V,) + /t2 (3 -  4v, XI -  2v2)
+  A ( 5 M ,  - z M 2 ) ]
r i0 (z )//l = (3 -  4v2) + M 2 + 2A( jA/, -  z M 2 )]
2  a M j M ,
4 * (7 12)
r «o (z) = 1 (3 -  4vi X3 -  4v2 ) -  t i 2 + 2 X(s M ,  -  zM 2 )]
2 a M xM 2
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UN+](z) =
r* +,0 0 M  =
i y +1 e x p ( - A ^ )  
A(//] + /z2) 
> i^z.+i e x p ( - ^ )
A(//j + / / 2)
(z> = (3 - 4 y 2 ) -  M 2 (3 -  4 v ,) + 2X (zM 2 -  sM ,)]
4 M ]M 2
(z) = [M,( 3 - 4 v2) + M 2( 3 - 4 V,) + 2A(2M2 -  )]
4 M ]m 2
Tm  0 0  A  = -  4v2) -  M 2 + 2A(zM2 -  jM , )]
2 M xM 2
1*♦> ^  <3 -  4v2) + M2 + 2A(zM 2 -  sM ,)]
2 A/ j A/ 2
for Region 2 and 3,
£/„„(*) = 0
T n o ( z ) / X  =  0
f / 2 0 ( z )  =  ^ .o _ ex_ P L - ¥ | ) (  3 - 4 v 2 +  ^ , ) +  ^ o e x p ( - ^ 2 )
8/r2A ( l - v 2) 8 / / 2/ I M ]M 2 ( 1 - v 2 )
[-2/i.2 (//, -  , u 2 ) M ,  z s  -  M ,  (//, -  / /2 )(3 -  4 v 2 ) / W 2 -  
(/r,2( 3 - 4 v 2) 2 - / r 2( 3 - 4 v ,) (5 -1 2 i '2 + 8 v 2)
+ Juiyi/2( 3 - 4 v 2) ( 2 - 4 v 1) ( l - 2 v 2))]
^ ( z) = -  f a  exP.( - ^ ) ^  + exP ( ~ ^ 2) [—4//2(1 -  v2)
"° 8/r2 ( l - v 2) 8 //2/lW,Af2( l - v 2)
(/r, (3 -  4 v 2 )(1 -  2 v , ) -  f t i  (3 -  4v, )(1 -  2 v 2)) + M , (//, -  /r2) 
(3 - 4 v 2 )Ad3 + 2 / l 2(Ju] - / r 2 ) M , i z ] (7.13)
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r L0 (z )/A = -  FL' ?!* L J ± \  Sign(z - s ) ( 2 - 2 v 1 + M , ) +  F<» eXp(“ ^ 2}
4/1(1 - v 2) - 4AMxM2( \ - v 2)
[ i t f  (3 -  4v2 )(1 -  v 2) -  2jul (3 -  4v, )(1 -  v 2) + AsM, ( / / , - / / 2) + 
AzM, (//] -  fi2 )(3 -  4 v 2 ) + 2 A2(//, -  fi2 )Mxsz]
= ^ ^ e x p C - M )  _ F;,0e x p ( - ^ 2)
"° 4/1(1 -  y2) 4A M ,M 2( 1 - v 2) ' 2
(3 -  4 v, )(1 -  2  v ,) -  ft2 (3 -  4 v2 )(1 -  2  v2) -  ,u2 (3 -  4 v, )(1 -  2  v2) 
+ As Mt ( -  ju2) -  AzM , (/Jl -  fJ2 )(3 -  4 v 2 ) -  2A2 (//, -  /u2 ) M tsz\
U ( f n*\ expC-Ad,) Fn+| exp{ -Xd2 ){fi2 -  fi2)
N*' 2 h 2A 2 ju2A(/j.2 + f i2)
r w+i{Z)/X = _ ^ , e x p ( - ^ , )  z _ Fn+i cxp(-Xd2X/i, - H2)
N*' 1 2A 2A(jui + / x2)
F ^ e x p ( - ^ , )  ^ , e x p ( - ^ 2)
2 8//2( 1 - v 2) %h 2XM xM 2 (1 - y 2)
(/', (3 -  4 v 2 )(1 -  2 \ \ ) -  //, (3 -  4v, )(1 -  2v 2 )) -  M, (//, -  fj.2)
(3 -  4 v 2 )Ad3 + 2 A2 (//, -  n 2 ) M xsz ]
(z) = FM, e x p ( - ^ , )  ( 3  _ A M )  + exP ( - ^ )
8//2(1 - v 2) 8/a A-/,M 2(I - v 2)
[-2A.2 (//, -  / /2 )M, zs + Af, (//, -  //2 )(3 -  4v2 ) M 2 -  
(//,2(3 - 4 v 2) 2 -  //2 (3 - 4v,)(5 -  12v2 + 8v2)
+ //,// , ( 3 - 4 ^ ) ( 2 - 4 v,) (1 -2 v2))]
7t+i (Z)M = (1 - 2 v 2 + zd l)+  F^ ' exp(- ^ 2)
1+1 7 4(1 -  v2) 2 1 4 M 2M 2 (1 -  v2)
[-2 Ai2 (3 -  4v2 )(1 -  v2) + 2 n \  (3 -  4v, )(1 -  v2) + M, (//, -  / /2)
(3 — 4v2 ) + A/, (//, — / /2)(—As + Az(3 — 4v 2 ) — 2 Z2sz)]
w * >  ~  * , < *  -  « 2  -  -  M  > •4(1 - v 2) 4 M xM 2( \ - v 2)
[2M2 (3 - 4v2)(1 - v 2) ~ 2 n \ (3 -  4v , )(1 -  v2) -  M, (//, - Ml)
(As + Az( 3 -  4v2 ) -  2A2sz)]
In the above, the definition o f parameters like d], d2 , dj, My, M2 are the same as those 
in eqn. (7.3) and (7.5). The second subscript m designates the w-th Fourier1 
decomposition component. We give the equations for m = 0 and 1 only. To obtain 
the equations for m = - 1  terms we simply replace all subscripts + 1  in the above 
equations by - 1 .
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Comparing the above displacement expansion coefficients with the earlier auxiliary 
functions in eqn. (7.2) and (7.4), one may find the following relations:
u L^ ( z )  = a , XFM"
JU2
Mi
u N+](z ) = r 2
FtN + 1
Mi
UL0(z) = & 2 —
Mi 
2 f 1
M /u t (z) = r>- JS-
Mi
(7.14)
In the above, we can see a one-to-one relationship exists between the expansion 
coefficients and the auxiliary functions described by Guzina & Pak(1999). 
Substituting these coefficients into eqn. (6.1) and (6.2), we obtain the same 
closed-form representations o f Green’s functions for the bi-material full space as 
those by Guzina’s approach. However, although Guzina and the author both obtain 
the integral representation o f Green’s function for bi-material full-space, the 
difference lies in the fact that the author’s method is expressed in the cylindrical 
system o f vector functions while Guzina’s method is not. Moreover, the current 
approach is simpler as it does not apply the integral transforms and Fourier 
decompositions in the context o f  displacement potentials. Most importantly, since it 
expands the displacements and tractions in terms o f the cylindrical system o f vector 
functions, the coefficients are ready to be used to extract the singularity in the 
Green’s functions for multi-layered half-space from the propagator matrix method 
which, as described in Chapter 5 and 6 , are also based on the cylindrical system of  
vector functions.
7.4. Numerical examples
For convenience, we denote the singularity extraction method based on Kelvin’s 
solution as method I  here. As noted earlier, this method is unsatisfactory in some 
(singular) cases. The alternative method described here, which makes use o f the 
Green’s functions for bi-material full-space, is denoted as method II. In this section, 
we compare these two methods. The results are presented in non-dimensional form.
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We use the three-layered half-space problem described in section 6.4 (see Fig. 6.2); 
the material properties are listed in Table 6.1 and reproduced here for convenience.
I Table 6.1. Elastic properties in a three layered half space.
I ____________________________________________________________________________
Case 1 Case 2 
E V
Case 3 
E VE V
layer 1 1 . 0 0.25 1 . 0 0.25 1 . 0 0.25
layer 2 1 . 0 0.25 2 . 0 0.25 5.0 0.25
layer 3 1 . 0 0.25 4.0 0.25 25.0 0.25
For case 1, the Mindlin problem, the solution is essentially exact. Next we consider 
Case 3. The point source is located at (0.0, 0.0, 1.5), Two field points are 
considered: (0.01, 0.0, 1.5) and (0.05, 0.0, 1.5). Both source and field points are at 
the same interface z = 1.5, which is between layer 2 and 3. The first field point is 
more nearly singular.
Before examining the results in detail, we first discuss some aspects o f the numerical 
integration technique. We recall that we integrate between the successive zeros o f  
the Bessel function. High accuracy is achievable but the process may not converge 
at singularities.
We take a closer look at the 15 kernel functions, and select two o f them as examples. 
Kernel 1 is (Ar) , and kernel 4 is TLQ J 0 {Ar) . Consider a source point at (0.0,
0.0, 1.5) and field point at (0.01, 0.0, 1.5). A  plot o f these kernel functions versus A 
is shown in Fig. 7.2. The increment o f the abscissa A is 50, and the starting value is
0.5.
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Fig. 7.2. (a) K ernel fu n c tio n  U MQ/L7] (Ar) a n d  (b) kernel fu n c tio n  TLQJ Q{Ar)
Fig. 7.2 shows clearly that these kernel functions are oscillatory, and either (a) 
converge slowly or (b) diverge slowly.
In method II, we subtract the singular components o f  bi-material -full-space kernel 
(JJmq for kernel 1 and T/f1 for kernel 4, from eqns 7.12 and 7.13 respectively),
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from  U MQ and TL0 resp ectiv e ly  (w h ich  are derived  by the propagator m atrix  
m ethod). P lo ts  o f  the resu ltin g  regu larized  kernel fu n ction s are sh ow n  in  F ig . 7 .3 .
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Fig. 7.3. R egularized  kernel functions: (a) ‘ (UMQ AJ}(Ar) , and, (b)
<JL0 - T * ? ) - J 0(Ar).
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Fig. 7.3 was obtained using a rather coarse interval along L  It is clear that the 
integral o f these regularized kernels are readily computable (i.e., the singularities 
cancel). However, a difficulty arises when X approaches infinity, and unstable 
oscillatory values appear. These arise because o f subtraction o f very large, nearly 
equal, numbers. It can be argued that these values are spurious and that the upper 
limit o f integration may be taken to be a value curtailed by the observation that the 
integral is constant (or nearly so) over a wide range o f  values. Formally,
Where Ay is established by some appropriate convergence criterion. Some care is 
necessary to ensure that the criterion is robust.
The results from both method I and II are compared: the Cartesian components o f  
displacements U* are given in Table 7.3, and the stresses S* in Table 7.4, where i, 
j  = 1, 2, 3. The superscript indicates the direction o f the point force.
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We can see that accuracy is much better in the lower half o f the table (less singular 
case); nearly 6  digits in relation to the magnitude o f  the largest quantity. Some o f the 
kernel functions do not converge using Method 1 and the computational costs are 
consequently very high. Even for the “less singular” point, some kernel integrals still 
fail to' converge, although accurate results are produced. This is not a satisfactory 
state o f affairs. We conclude that use o f the Green’s functions for the bi-material 
full-space yields significant improvements in accuracy and solution reliability. Since 
the singular values o f multi-layered Green’s functions can now be evaluated accurately, 
we now compute the displacements and stresses over a range o f distances from the 
source point. Fig. 7.4 shows results over the range from (0.01, 0.0, 1.5) to (1.0, 0.0,
1.5). We can see as the singular point is approached, the values o f these functions 
increase rapidly and their amplitudes depend on the layer stiffnesses.
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Fig. 7.4. Variation o f  (a)vertical displacem ent u : and  (b)shear stress <j 2x: , a long the
x-axis on the interface (0 .01-1 .0 , 0.0, 1.5). (The p o in t fo rc e  is loca ted  a t (0.0, 0.0, 1.5) 
in the three-layered  half-space o f  Fig. 6.2).
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Chapter 8
Multi-region analysis -  by two methods
In this chapter, we compare results obtained by using the Green’s functions for a 
multi-layered half space with those obtained by using a multi-region BEM analysis 
(with Kelvin’s solution). A three-layer model is adopted for the purpose to verify 
both the multilayer Green’s functions and the multi-region boundary element method.
In this Chapter, we consider the three-layered model, shown in Fig. 8.1. At the upper 
free surface, there acts a uniform vertical distributed source p  = 1, over a unit area. 
The resultant force will be assumed to be approximately equivalent to a concentrated 
unit force at some reasonable distance (say 3 units) from the centre o f the loaded area 
(according to St Venant’s principle). To model a three-layered half space, infinite 
elements should be adopted on the free surface and interfaces. But here we are 
satisfied to adopt a sufficiently large domain for this purpose. The lateral dimensions 
of this domain are taken to be 20, the thickness of each layer is 3, so the total thickness 
o f the domain is H — 9. Thus, the infinite (free) surface is truncated at a distance of 
about 10 times the source dimension.
L = 20
Fig. 8.1. Three-layered model fo r  multi-region BEM analysis.
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1— ► T o
----------------------- r ~
layer 1 (Elrv1) !
layer 2 (E2,i/2)
layer 3 (E3,v3)
Fig. 8.2. The three-layered h a lf  space
Table 8.1. E lastic  properties in a three layered h a l f  space.
Case 1 Case 2 
E V
Case 3 
E VE V
layer 1 1 . 0 0.25 1 . 0 0.25 1 . 0 0.25
layer 2 1 . 0 0.25 2 . 0 0.25 5.0 0.25
layer 3 1 . 0 0.25 4.0 0.25 25.0 0.25
Again all results are presented in non-dimensional form. The elastic properties are 
shown in Table 8.1. The base boundary is assumed to be fixed; the lateral boundaries 
are assumed to be smooth but laterally unyielding. This problem is then analysed by 
multi-region BEM (described in Chapter 4) and the results are compared with those 
obtained by Green’s functions for the layered half space.
For multi-region BEM analysis, 213 quadratic elements are used. The total number o f  
nodes is 476. Fig. 8.3 shows the surface mesh.
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Fig. 8.3. The d iscretized  mesh fo r  the surface.
Firstly, we compare the results from the two methods along the z-axis (i.e., directly 
under the centre o f the source). Fig 8.4a shows the distribution o f vertical 
displacements, while Fig 8.4b shows the stresses o ^  and Fig 8.4c shows the stresses
150
st
re
ss
es
 
st
re
ss
es
 
S3
3 
ve
rti
ca
l 
di
sp
la
ce
m
en
t 
U
0.6CO
Green's function 
— *— BEM
0.2
0.0
6 80 2 4
vertical coordinate z
- 0.1 -  
- 0.2 -  
-0.3 - 
-0.4 -  
-0.5 -
Green's function 
— ±— BEM- 0 .7 -----
- 0.8  —
80 2 4 6
vertical coordinate z
1.E-01
8.E-02 G reen 's  function 
— A— BEM6.E-02
4.E-02
2.E-02
0.E+00
-2.E-02
-4.E-02
104
vertical coordinator z
Fig. 8.4. D isplacem ents and  stresses in a three-layered half-space: (a) vertical 
displacem ent U ], (b) direct stress S^3, a n d  (c) d irect stress
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We see from Fig. 8.4 that the results from multi-region BEM analysis and Green’s 
function agree very well, except at points near to the surface. The discrepancies near 
to the surface may be attributed to the difference between a point load and a distributed 
load, and also the coarse discretisation. This also serves as a verification o f the 
Green’s functions formulations developed in Chapter 5 and 6 , and the discontinuous 
elements.
To address the second o f these issues, we adopt a finer discretization mesh in the BEM 
analysis, using 426 elements, as shown in Fig. 8.5.
in
ro
in
in
▼y
5 3 1.5 1 1.5 3 5
Fig. 8.5. The finer mesh on the surface.
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Fig. 8.6. Variation o f stress component S,3, along the z-axis
Fig 8 . 6  shows that the agreement between the results from BEM and Green’s functions 
analysis is improved by adopting this finer discretisation. However, as the area o f  
load distribution is still unit, the difference between the two approaches near the top 
surface appears to still exist.
A multi-region BEM can in principle resolve the discontinuous stresses across the 
interface between two material layers, e.g., at z = 3 and z = 6  in Figure 8.4 (c) and 8 .6 . 
However, it is difficult to determine stresses accurately very near to a boundary using 
the BEM, because the integrals are nearly singular. We have therefore omitted 
calculation o f  stresses at these points, except at the interface itself (and for those stress 
components which are equal to the tractions). It is o f course possible to devise more 
sophisticated integration routines for this purpose, but this is beyond the scope o f this 
thesis.
Fig. 8.7 shows results for a horizontal load (x-direction) at surface. Fig 8.7a shows the 
horizontal displacements U\ along the z-axis directly beneath the source, while 8.7b
shows the shear stress along this axis. We see again good agreement as in the 
vertical load case.
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Fig. 8 .7  D isplacem ent and  shear stresses beneath lateral p o in t load
Next, we compare results on the z-axis through (0.5, 0.5, 0), i.e., beneath one comer o f  
the distributed load area. Our purpose is to ensure that the results are correct not only 
for the special case examined so far, but also for a more general case. Fig 8 . 8  shows 
displacements along that axis.
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The results from both approaches are in very good agreement. Moreover, on this axis, 
there is no singularity and consequently the coincidence o f the data is approached at 
lesser depths. The corresponding stresses are shown in Fig. 8.9.
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These results again confirm the observation made earlier and lend confidence to the 
validity o f  both the multilayer Green’s functions and the multi-region boundary element 
method.
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Chapter 9 
Conclusions and recommendations for 
further work
9.1 Summary and conclusions
This thesis aimed at solving some fundamental problems which exist in the 
implementation of boundary element techniques in solid mechanics. In particular, a 
unified approach to treat comers/edges problems is proposed and employed for 2D, 3D 
single-region and multi-region BEM analysis. Also, we report development of 
Green’s functions for multi-layered system which can be applied to the BE analysis of 
the multi-layered structures or laminates, thus preserving boundary-only character. 
The main conclusions of the thesis are:
•  Partially discontinuous element method provides a simple and accurate approach, 
compared with other techniques proposed so far to deal with the edges/corners problem: 
a long-standing difficulty in the BEM analysis. In this thesis, the potential of partially 
discontinuous elements is explored: These elements not only circumvent the
traction-discontinuity difficulty associated with the continuous element method, but 
also to a large extent overcome the disadvantages of the non-conforming element 
method, such as inaccuracy and high computational cost (Manolis & Banerjee, 1986). 
In other words, they exploit the advantages of both approaches while avoiding most of 
their problems.
•  An important aspect of work of implementing the partially discontinuous element 
method in BEM analysis, is that the discontinuous elements must be opaque: once the 
geometry is defined (using continuous elements), any partially discontinuous elements 
are generated automatically by edge detection software, and (once the equations are 
solved) the multi-valued tractions at the comers/edges are computed automatically. 
This edge detection software is quite easy to develop in 2D problems, where only 
comers (but no edges) exist. But its application in 3D problems is more complicated. 
A general 4-parameter interpolation function for partially discontinuous elements is 
developed in Chapter 3, which can be applied in 3D too. To simplify the edge 
detection process, a 8-parameter interpolation function for PDEs is introduced, 
although it is a more complex element. This shape function is especially useful for 
multi-region BEM analysis.
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•  When partially discontinuous elements are used, the offset between the free nodes 
and the element edges is a key parameter which controls numerical stability and 
accuracy. This introduces certain difficulties in singular integrals, but they can be 
easily overcome by standard numerical quadrature techniques. Analysis and 
numerical trials show that stable and accurate results can be obtained over a reasonably 
wide range o f the offset parameter. Although the PDE method is generally accurate, 
crowding o f collocation points at comers may result in unstable results, as the system 
equation may become ill conditioned. Numerical experience suggests an optimum 
offset distance o f  0.2-0.3 from the perimeter o f the elements.
•  The partially discontinuous element method has also been explored in the case o f  
multi-region BEM analysis, where comers and edges exist not only in the normal sense 
but also at regional interfaces. New edge detection software based on the 
eight-parameter partially discontinuous elements has been developed. This software 
has been proven to be crucial for the implementation o f PDEs into the multi-region 
BEM analysis, and thus making this technique o f  practical value. For example, 
comparing this method to the auxiliary equation method, it greatly simplifies the system 
equations assembly process, and the difficulties associated with over-prescribed system 
of auxiliary equations are overcome.
•  Green’s functions for multi-layered system preserve the “boundary-only” nature o f  
BEM. To obtain three-dimensional Green’s functions for multi-layered half-spaces, 
one approach is the propagator matrix method, in terms o f the cylindrical system of  
vector functions. As described in Chapters 5 and 6, the analytical Green’s functions in 
the transformed domain have to be inversely transformed numerically to yield the 
Green’s functions in the physical domain. During this process, infinite integrals must 
be evaluated. In order to get high accurate results, an adaptive Gauss quadrature is 
used, which is also combined with a continued fraction expansion approach to 
accelerate convergence.
•  For singular points, a method for evaluating the singularity must be developed. 
The singularity extraction method is useful for this purpose. However, as normally 
applied, its performance is not satisfactory at interfaces between layers. This is 
because the Green’s function does not share the same singular behaviour. The 
Green’s functions for the bi-material full space are better choice in these cases. In 
order to apply these functions, both integral and close-form representations o f them are 
necessary. The latter was obtained by Guzina (1999), while the former one (expressed 
in terms o f cylindrical system o f vector functions) has been obtained by the author in 
Chapter 7. By inversely transforming the integral representations, we cap derive the 
same closed-form formulations as those by Guzina. However, the current approach is 
simpler as no displacement potentials are involved.
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9.2 Recommendations for further work
The work described in this thesis offers significant improvement over current boundary 
element techniques. It also provides basis for further research:
•  The adaptive Gauss quadrature used for computing the Green’s functions for 
multi-layered half space yields results with high numerical precision, but computational 
costs are relatively high. Further effort can be expected to reduce this cost. Some 
other fast algorithms other than Gauss quadrature, such as fast Bessel transform method, 
might be developed.
•  This work could be extended to transversely isotropic multi-layered systems, if  the 
corresponding integral representations o f the Green’s functions for the bi-material full 
space can be developed. The closed-form representation has been derived by Pan and 
Chou (1979). The derivation o f the integral representation would follow the method 
described in this thesis, although it would require considerable algebra.
•  It may be worthwhile to develop a twelve-parameter partially discontinuous 
element, and corresponding edge detection software, to reduce the extra free nodes 
generated. In order to do this the software should be able to distinguish between 
different types o f  geometric feature in 3D and multi-region problems.
•  The edge/comer problem in BEM only occurs when at least two tractions 
components o f two elements intersecting at a comer are unknown. In the edge 
detection software we should develop a mechanism which can detect different 
boundary conditions on the contiguous surfaces around a comer or edge, and thus 
determine whether partially discontinuous elements must be generated to avoid the 
edge/comer problem. This would reduce the number o f free nodes and improve the 
conditioning o f  system equations.
•  In this thesis, the partially discontinuous element method has been successfully 
applied to single- and multi-region (2D and 3D) elastostatic BEM analysis. Further 
work can be done to apply it in the elastoplastic problems. A multi-region BEM 
analysis may be used here either to cope with the inhomogeneous material.
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Appendix A. Shape functions for the eight-parameter 
partially discontinuous element.
T h e  q u a d r a t i c  s h a p e  f u n c t i o n s  N j  ( i  =  1 -  8)  c a n  b e  e x p r e s s e d  i n  t h e  f o r m :
n , = c ,  + c 2§+ Can + c 4^ n + c 5!f + c„n2 + + c 8^ 2
F o r  i  =  1 ,  t h e  c o n s t a n t s  a r e :
C l  =  -d22333445678 /  [ ( d l  +  d 3)  Q ]
C 2 =  d 2 2 3 334457(-d 6  +  d s )  /  [ ( d j  +  d 3)  Q ]
C 3 =  d223334468 ( d s  -  d y )  /  [ ( d i  +  d 3)  Q ]
C 4 = [ d 333 {  - d 445678 -  d 24 Q l  +  d 22 ( Q l  +  d 4457 +  d 4 4 6 8 ) } ]  /  [ ( d ]  +  d 3)  Q ]
C 5 =  d223334457/ [ ( d l  +  d 3)  Q ]
C 6 =  d223334468 /  [ ( d j  +  d 3)  Q ]
C 7 =  - [ d 3345 6 7 8 (d 3 -  d 4)  +  d 233( d 3 -  d 4) Q i  +  Q 2 ]  /  [2 ( d j  +  d 3) Q ]
C s  =  [ d 334 5 6 7 s(d 3 +  d 4)  +  d 233( d 3 +  d 4 ) Q i  -  Q 2 ]  /  [ 2 ( d i  +  d 3)  Q ]
w h e r e  djjk...n s i g n i f i e s  t h e  p r o d u c t  d jd jd k  d n , a n d  t h e  c o n s t a n t s  Q ,  Q i ,  Q 2, Q 3 a r e  a s
f o l l o w s :
Q  =  "d2233445678 +  d ] 22344 Q 3 +  d j  ] [ - d 33445678 “ d2334 Q l  +  Q 2 ]
Q l  =  "d5678 -  d4678 " d4578 +  d 4567 +  d 4568
Q 2  =  d 22  [  ~d44 Q 3  +  d 33 (2 d 4 4 5 7  +  2 d 4 4 6 8  +  Q ]  )  ]
Q 3 =  d5678 +  d3678 +  <^ 5367 " d s368 - d s378
F o r  i  =  2 , 3  &  4 ,  t h e  c o r r e s p o n d i n g  r e s u l t s  m a y  b e  r e a d i l y  o b t a i n e d  b y  s y m m e t r y .
For i = 5, the constants are:
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C l  =  d ] 234678 Q 4 /  [ ( d s  +  d 7)  Q ]
C 2 =  d ]2 3 4 7 (d 6  -  d g )  Q 4 /  [ ( d s  +  d 7)  Q ]
C 3 =  [d2233446778 " d ]2 2 4 4 7 7 (d 3 6  " d 38 +  d 6g ) ( d 3 -  d j )  +
d l  1 {d 33446778 +  d233 (d44677  " d 44778 -  d 4 6 7 7 s) +
d 2233 (d 6 7 7 8  -  d4677 +  d4778 -  2 d 4 4 7 7  - 2 d 4 4 6 s )  } ] /
[ ( d s  +  d 7)  Q ]
C 4 =  -[d 2 3 3 4 6 7 8  (d 2 4  -  d 27  +  d 47)  +
d l  1 { d344678("d3 +  d 7 ) -  d24 (dllQl  +  d 33Q 6 +
d22(d4678(d4 - d7) + d33Qg - dsQs ) } +
d ]3  { -d3446778  +  d2477 Q 7 +  d 22(" d 44678  +  d46778 +
[ ( d s  +  d 7) Q ]
C s  =  - d 12347 Q 4 / [ ( d s  +  d 7)  Q ]
Ce = -[d 223344678  +  d  122344 ( ^ 6 7 8  +  d 3 7g -  d367  +  d 3 6 s )  +  
d] 1 { d3344678 + d2334Q6 +
d 2 2  (d44678  +  d 3 4 4 (d 6 7  -  d 6 8  -  d 7g ) +
[ ( d s  +  d 7)  Q ]
Cj=  - [d 2 4 6 7 8 (d 3 3 7  +  Q i o )  +  d u Q n  +  d ]  {  Q l 2 ( - d 3  +  d 4 )  +  d 22Q l 3 } ]  /  [2 ( d 5 +  d 7) Q ]
C g  =  - [d 2 4 6 7 8 (-d 3 3 7  +  Q i o )  -  d ]  1 Q n  +  d i  { Q 12 ( d 3 +  d 4)  +  d 2 2 Q i3  } ]  /  [ 2 ( d s  +  d 7) Q ]
where the additonal constants are:
Q4  = d2347 + d ] 3 4 7  + 2 d 1234 - dj237 “ d]247 
Q5 = 2d4677 - 2d4778 - d6778 - (I4 4 6 7  + d4468 + d4 4 7 7  + d4478 
Q6 = "d678 “ d478 + d467 + d468
Q7 = - d468 - 2d346 + 2d348 + d368
Q8=  d6778 " 2d4677 +  2d4778 +  2d4467 - 2d4468 “ 2d4477 - 2d4478
Q9 = "d678 “ d478 + d467 + d468 + &4H
Q lO  =  -  d347 -  2d234 +  d237 +  d247
Q l  1 =  d346778 -  2 d 3 3 4 6 7 8  +  +  d2(cLi6778 +  2 d 3 4 6 7 7  " 2 d 3 4 7 7 8  -  d36778 " 2d 33 Q 9)
Q l 2  =  d346778 “  d277Q7
Q l 3  =  2d44678 -  d46778 +  dsQs
For i = 6, 7 & 8 , the corresponding results may be obtained by symmetry.
d33477 )  +
d3Q5 )}]/
d33 (-2d447 " Q6 ))}] /
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Appendix B. The derivation of equation (5.14)
For elastic materials involving transverse anisotropy (or isotropy), the propagator 
matrices derived in Cartesian or cylindrical systems o f vector functions are identical. 
The expansion coefficients Uu Um, Um, Tl, Tm and Tm in these two systems satisfy the 
same linear differential equations.
The unknown displacement vector is expressed in the Cartesian system o f vector 
functions:
u(x,y,z)  = J£J UL (z)L(x, y) + UM ( z )M (x, y) + UN (z)N(x, y)  ]dad/3 (B .l)
where
U x,y )  = S {x ,y , l ,m ) i .
(B.2)
Substituting (B.2) into (B .l), we have
n(x, y,  z) = J [ UL (.z)L(x, y)  + UM (z)M(x, y) + UN (z)N(x, y) \ ladf i
From the above, we have
(B.4)
uz = \ f  (ULS)dadj3
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From the strain-displacement relations we have
.dux TT d2S TT d2S= —  = Uu — -  + U,
dx dx~ dxdy
' J L - T T  ^ I . I T  
6yy dx M dy2 ’ N dxdy
du, dU, _e__ = — -  =  - S
dz dz
A)’ '■», M -*s ^ A' 7 /V 7
q y  a x  a x q y  a y  a x -
3m„ du. dUu 8S dU N 8S TT dS
2eV7 = — -  + — -  = — - ------------- — —  + U, —
dz dy dz dy dz dx dy
2e = T  + T  = + —
xz dz dx dz dx dz dy L dx
(B.5)
From the stress-strain relationship, we obtain the stresses expressed in terms o f the 
coefficients o f displacement
a xx ~ C \ \ e xx +  C 1 2e yy +  C U e z: ~ [  M  T J  +  U N T T ~ )  +dx dxdy
n (TT 5 2  TT d2 dU,Cn{UM UN ) +  C ]3 p(x,  y) 
dy dxdy dz
a ) y  =  C \ 2 e xx  +  Q ] e }y  +  e z z  =  [  ^ 1 2  ( U M  T T  +  T T - )  +ax axqy
c ll(UM^ J - U N ^ - )  + Ct3^ -  ]S(*,J-) 
dy dxdy dz
a zz =  C U e xx +  C n e yy +  O s T z  =  [  C 1 3 ^ M  < 7 7  +  T T  ^  +ax dy
dz
n \ t t  d dUM d dUN d -i
= 2 C4te „ = C i i [ UL —  + —f - - : + — — —  P (x ,y )  
dx dz dx dz dy
~,r n  \ t t  8 , d U u 8  d U N 8  l e v  ^a  = 2 C „ e = C t, l U L —  + -— — - ------ —  —  p { x , y )
dy dz dy dz dx
‘ r S2 8 2 d2 i <R 6 )<7, = 2C66e = C66 [ 2 Uu —  + UN ( - r  -  ]S(x, y)
dxdy dy~ dx~
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E x cep t for sp ecia l ca ses , the notation  J £  [ \ lad f3  is  om itted . T he traction  vectors  
are d efin ed  as
T (x, y, z ) = g J x + a  y:iy + o j .
= J £> f7'L ^ L ^  + Tm ^ M^  ^ +Tn y)¥adP
=  JE ( r "  ? + r "  S + ( r "  ? _  Tn +  T'  sox dy dy ox d a d p
(B.7)
C om paring eq n .(B .6 ) w ith  the ab ove, w e  h ave
(T  ® + T  ^ ) S - C  (U  A  +  ±  + * L l 3_
~  + *N ^  ^  ~  c 4 4 \ u l ~  +  7 a .  J  o ,dx dy dx dz dx dz dy
( T  — - t  a i  8  d u »  8
dy dx
r Ls  = C „ ^ ( - S -  + | r )  + C33 .dx dy dz
dy dz dy dz dx 
dU,
) S
) S (B .8 )
From  (B .8 ) w e  can  im m ed ia te ly  obtain  three rela tion s b e tw een  the ex p a n sio n  
co e ffic ien ts
T, = - Z 2C „U „  + C ,  d U l1 3 w  M  1 33 dz
d U u
Tu = c i t {UL + — r~ )
dz
d U N
\1    AN ” ■ 44 </z
(B .9 )
A fter  substituting eqn. (B .6 ) in to  the eq u ation s o f  eq u ilib riu m , w h ich  are:
da  „ dcr
dx
da
+ xy
x y
dx
dec,
dx
+
dy
dy
+
+
+  — — +
do x:
dz
d° y
dz
do,,
dz
=  0
=  0
=  0
(B.10)
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and after some algebraic-manipulations, we obtain the following three equations:-
11 M i^ 00 yV/-k 1 j  7 7 /-s 7ax ay dz ox dz dx dz dy
(B .l la)
35 ^  dU, dS dTu dS dT,, dS
X c uUM —  + XCtAJu —  + C  ^+6 6  N ^  13 7 ^  7 <•> 7fix az fiy az dy dz ox
=  0 (B .l lb)
A 2 C 44( / l + ^ 2 C 44
dUM
dz
+ X c ,
dUM
dz
- C
d2U,
33 dz'
(B .llc )
We now differentiate these equations with respect to x and with respect to y. Finally, 
summing these results and making use o f equation (B.9), we obtain:
dT,
dz
ST,
dz
L - * X =  o
- x1c j j , = q (B.12)
-  A2CuU m + C dUT dL13 + Mdz dz
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Appendix C. The derivation of equation (5.31)
The unit force /(r , 6, z) can be expanded in the L(r, 6), M(r, 6) and N(r, 6) system, as 
follows:
f ( r , 9 , z )  = f r - i r + f j e + f r =
X  f "  [Fl (z)L(r, 9) + Fm ( z )M (r , 9) + FN (z)N(r,  9)} MX
(C .l)
By definition we have
L(r,0) = S(r,0',A,m)i z 
C (r,6)  = S* (r,0;A,m)f ,
S(r,9;X,m) = n L j m(Ar)ei’” 
yl27T
S* (r,<9; A, m) = —^ =  J m (Ar)e' 
v 2  71
(C.2)
From the above equations and the orthogonality o f the system (.L, M, N) we have
For Fl:
f  r  ’ L* (r,0)rdrd6 =
f T f e  f  FL(z )L (r ,9 )L \r ,9 )M X
1 rt-co I rt-oo
z - l  f2;r
rdrdO = 
rdrdO = , (C.3)
i - f  FL( z ) d e  = Fl {z)
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For Fm:
I  r  ^ * ^ r’ @ydrdO =
a* - r  r«> e s  . a s w. as* . as* ‘ 
1 f f F^ f r + , ° m )(l^ + , ° m ) M X rdrdO =
as as* as a s’
r f l P w x H r V * . .  
i f r i r w
rdrdO =
or or r
M X jdrdO
From the properties o f Bessel functions,
we have
8 J "  ^ = a - 9 7 "  ^  -  A / ” - ‘ ^ -  / U ” , + i  ^
9r 9 ( »
Substituting the above into equation C.4 yields:
r f ‘ M* {r,Q)rdrd6 =
rr(r>..«
1
2 71
, J j ,  (Ar) -  2J _ ,  (j r )  + / I ,  (*•)
w
+ — /W/l \rdrd9
(C.4)
(C.5)
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Also, from the properties of Bessel functions:
—  J„(x) 
x
we have
A T
Squaring the above, we have:
j 2 (Ar) = ^  A i  W  + 2J„_, ( * ■ ) ( »  + J j ,  (Ar)
Substituting the above into the eqn (C.5), we have
|  f  (r ,0 ,z)  • M*(r,6)rdrd& =
i r r X2
1 /5/r
271
i2
f  dd  f  n fr f  I 2 (z)
= / l % ( z )
2 • •Dividing both sides by X yields the second equation in (5.31). The third equation in
(5.31), which is
Fn (z) = r 2 r  f °  f ( r ,  e , z ) - N '  (r ,
can be derived in a similar way.
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Appendix D. The derivation of equation (5.32)
In C hapter 5, w e  assu m ed  that a unit concentrated  p o in t load  is located  at depth z  = s 
a lo n g  the z  - a x is  and can b e  ex p ressed  in  the fo llo w in g  form
f h ( r ,0 , z )  = — !—  S(rQ) S ( z -  s ) ih
2 7rr0
f z  0 ,  z )  =  — S(r0 ) S ( z  -  s ) i ,  
2 7rr0
(5 .2 8 b is )
w h ere
h  ~  nJ r  + ne h  =  c o s ( #  -  )K ~  s in (^  ~  0, ) i9 ( 5 .2 9 b is)
T h e cy lin d rica l coord in ates (ro, Qo, s) represent the p o sitio n  o f  the p o in t force. T hus  
from  th e a b o v e  tw o  eq u ation s w e  h ave
f r 0% z ) = ~  s )n r = — S(rQ )8 ( z  -  s ) cos(6> -  0O)
2 n  rQ 2 n  rQ
f 0( r , 0 , z )  = S (rQ) S ( z -  s )n 6 = — 8 (r0)8(z -  s ) sin(<90 -  0)
2 n  r0 2 n  r0
( D . l )
For F i
Fl (z ) =  £  /  • V ( r ,6 ) r d r d 6  =
~ k =  f  F T ~  S h  W z  -  ( W m° rd rd e  =  (D .2 )yj2n J) J) 27Wq
- £ =  8 { z  -  s ) J m (Ar0) 2 -  f * e - " d 0  = 4 ^ S ( z -  s)
V 2 n 2n  ^ y]27r
In the ab o v e , th e fo llo w in g  eq u ation  is  u sed
|V " ~ " > V 0  =
A n d  from  eqn. (D .2 )  w e  h a v e
F l ( s ) =
V27r
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Starting from  equation  (5 .3 1 ), as derived  in  A p p en d ix  C, w e  have:
Fu  ( z )  =  r 2 £ *  [ “ f ( r , e , z )  - M '  ( r ,0 ) r d r d d  =
An  rt-oo d S *  5 S *
r  I f Wr>r+ f e ie+ f i K Y t ' - ^  + h - ^ j i r d r d O
An  pi-oo dS* dS*
x  I  I « ' ^ r + f ^ d r d e
From  the d efin ition  o f  S* (refer to eq u ation  C .2 ), w e  have
dS* _  1 e -medJn(Xr)
dr yfljr dr
e - im&J m(Ar )
a s *  =  - i m  r _im0
rdO yflxr
Substituting the ab ove in to  (D .3 ), w e  h ave
An rt-oo as** as*
A 2 r  F  Vr*"" - f o  — (*r)ydrde4 l n  ■» r dr
X~2S ( z - s )  r « £ ( r 0 )  dJm(Xr) _
n e " erdrdO -2 n j 2 n  " ■*’ r0 r dr
f  f  m neJ miA r )e - ° d r d e  
2 n d 2 n  J) ■b r„
(D.3)
(D .4 )
(D .5 )
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(i) when m = 1
n , r 2s(z-s) ft r s(ro) dJMr) „-ie j
r “ m — z n z - i * M -
r ^ C z - ^  *, J  (Ar)e- e drd0 =
27i4l7c 1 1 r„ "
2 x 4 2 x  * 1 r0
r 2^ ( z - 5 )  ^  r «>£(r0) J,(A r) :r r
*^ n2x4271 
Jl~2S(z -  s)i f* p°° S(r0)
■e~,&rdrdO -
2 x 4 2 x  1 1 r0 0 ]y J
X 5i-z ~!^ j o ( t r0) ?’ e -ie cos(<?0 -  ff)dO -
2 x 4 2 x
r 2s ( z - S) j , ( f r o )  cos(0o _ d)d9_
2x 42jt r0 •» 
r 2s ( z - j ) i  ■/, ( > 0) sin(^
2x 4 2 tt r0 ■»
After some algebraic manipulation, we have
e_,6? cos(#0 -  0)*/0 = ^ _/0°
J* e “'0 sin(#0 -  <9)d<9 = 7tie~lda
Substituting the above into (D.6), we finally obtain
2 4 2 M  ” ov" " y' 2 4 2 x £  rt
S ( z - s ) i 2 / , ( / ^ o )  _  d ( r - i )
242z X2 242x4
J 0(Ar0)e ida
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(D.6)
(D.7)
S in ce  the ch o ice  o f  the p o s it io n  o f  the p o in t force  is  arbitrary, w ith ou t lo ss  o f  generality , 
i f  w e  set ro =  0 the a b o v e  ex p ressio n  b eco m es
*■«(*)=
e-».
2X42*
(ii)  w h en  m  =  -1
Z~2S ( z - s )  f* dJ_x(Ar) w
" (Z)= 2k 4 2 tc * 1 rd rd e~
X S(z — s)i ^  j * » ^ )  (Xr)eiedrd0  
2 n 4 2 n  A
= _ X~2S ( z - s )  * .  p
2n427t i> -1 dr
*  r ^ n A ( A r y ° drdd
2 x 4 l 4  i> r0 
= _ /I < ?(z-s) ^  ^  +
2n-42n *
AT2S ( z - s ) J , O 0) f*  ni& _ _ _ J  e c o s(0 „ -O )d d -
X~2S ( z - s ) i  ■/,(>„) p e -»sin(0 _ e)de  
2 n42n  r0 J>
From  the fo llo w in g  rela tion s
e '0 c o s (# 0 - 0 ) d 6  = 7TQXp(i0o)
J2 e ld s in (# 0 -  0 )d 0  =  - n i exp (z0Q)
(D .8 )
(D .9 )
(D .1 0 )
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E quation (D .9 )  can  be w ritten  as:
* S t t — «'*2 X ^2 n  2X v 2 n  r0
+ SS l ~ sX  W s j e *  ( D . l l )
2 A, 42jt rg
S ( z - s )
= ~'~2 x S n  +
W ithout lo ss  o f  gen era lity , w e  set rg =  0 and the a b o v e  equation  b eco m es
W riting (D .8 ) and (D .1 2 )  in  a u n ified  form  w e  h a v e
+ e*i0°
Fm (s ) = ^ ~ j =  ™ =  ±1 (D . 13)
2/1V2;t
Fn in  eqn (5 .3 2 )  can  be d erived  in  sim ilar w a y  and the procedure is  om itted  here for  
sim p lic ity . F in a lly  w e  g e t equation  (5 .3 2 )
Fm (s) =
± e T,6°
2X42n
- l e +ido
2Ayf27T
m = ±  1 
m = ±1
(5 .3 2 b is)
181
Appendix E. The derivation of equation (5.37)
From eqn (5.28):
f h (r ,0 ,z)  = ^ - S ( r ) S ( z - s ) i h
f z (r , <9, z) = - i -  8 (r)S (z -  s)i, 
2 m*
And eqn (5.29):
h  = nrK + "eh  = cos(& ~ )K ~ sin(# ~ )h  
we have:
f r (r»9 ,z ) = 5  {r)S(z -  s)nr
2n r
fe  (r, 9 ,z ) = s (r )9(z ~ s)n9 (E-1)2 n r
f 2{r ,e ,z)  = ~ 8 ( r ) 5 ( z - s )
2 n r
The stress discontinuities of P(r, 6), Q(r, 6) and R(r,6) are expressed by eqn. (5.34) 
P (r ,0 )=  J p „ ( » y
m=-co
Q ( r , 0 )  = £ & , ( / > '
rn =  -  CO
R ( r , 0 ) =
im9
Jm&
JmO
For m=+l
1 <2/r 1 iZx 0
'd e
= —^ Y ^ ^ - S ( Z - s ) f  e7,d c o s ( 9 - 6 Q)d6  
4 n r  J)
(E-2)
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C arrying out th is integration:
e~'6 c o s (# 0 - 6 ) d 6  = |  (c o s  #  -  z sin  0 ) (c o s  6>0 co s  <9 +  sin  # 0 s m 0 ) d 6
=  [co s2 0c o s 6q + c o s 6s in 0s in 0O -i(sin6cos6cos90 + s in 2 0 s i n # o)]<7# 
= 7r(c o s0 o -  is in 0Q) = n e x p ( - z 0O)
Substituting the a b o v e  in to  eqn. (E -2 ), w e  have
' Anr
For m = -l
P . ( r )  =  —  f ’  Pre i9d e  = —  f* f re ‘ed d  
2  n*> 2n*>
= 1 £ ( rl S ( z _ s) f '  e -e c o s ^ - A ) ^
A -rr1 v  J)
;r(cos 0Q +  z sin 0Q)
4  7r2 r
i s ir )
4 n  r
=  e*  M
4;zr
For m  ^  ± 1 , by m an ipu lation  o f  trigonom etric  fu n ction s w e  can  e a s ily  obtain
P m 0) = 0
W riting eqn. (E -4 ), (E -5 ) and (E -6 ) in  a u n ified  form , w e  h ave
P f ( r )  =  e ^ £ W i pm(r) = o  f or m * ±  1
4/zr
^ OT(r) and i?w(r) can b e  d erived  in  a sim ilar w ay  and w ritten  as fo llo w s
Q+](r) = ± i e +,0° Qmir)  = 0  f o r  m ± ±  1
Aw
R o(r ) = <^ >  ■ R n f r ) =() f ° r2 w
T hus, equation  (5 .3 7 ) is derived .
(E -3 )
(E -4 )
(E -5 )
(E -6 )
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Appendix F. 
The elements o f the solution matrix [Z(z)] in eqn. (5.23)
Here, [Z(z)] is the type I solution matrix (see eqn. (5.23) ), which is 4 X 4 in size. 
Suppose that xi and X2 are the two roots o f the characteristic equation as shown below
(C44x 2 - C u )(C33x 2 - C 44) + (C]3 + C 44)2x 2 = 0 (F .l)
Depending on whether xi and X2  have the same value or not, the elements o f  the 
solution matrix [Z(z)] are expressed in two separate forms.
Case 1: when x j  ^  Aj
Zu = c(x1)exp(Zx]z)
Z2] = d(xx) exp(Zx:1 z)
Z31 = exp(Axlz ) /x l 
Z4] =exp(Ax]z)
Z12 = c(x])exp(-/bc]z) 
Z22 = —d  (jc, ) exp(-/br, z) 
Z32 = - e x p  (-Axlz ) /x ] 
Z42 = exp(-Zx, z)
Where
c(*) = (C„ + C 1,x 2)/|(C 11C33 - C 2 )x 2j 
d(x) = (C13 + C 33x 2)/[(C11C33 - C 2 )x]
Equation (F.2) only lists the first two columns o f the solution matrix \Z(z)\  The last 
two columns, Z,-j and Z,v can be obtained by simply replacing xj by x?, in Zu and Z/2  
respectively.
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Case 2: when x j  = x?
In this case, the first and second columns (Z,/ and Z\i) are the same as those in Case 1. 
and
7  -
23
7
33
Z, 3 = [c'(x,)/Z  + c(x,)z]exp(Zx,z)
<i'(X]) / Z + d(x  ^)z]exp(Zx1 z)
- 1/  (Zx2 ) + z/x  i  ]exp(Zxj z)
Z43 = zexp(Zx1z) ( F 4 )
Z]4 = [ -c '(x ])/Z  + c(x])z]exp(-Zx 1z)
Z24 = -^(x^zJexpl-Z xjZ )
Z34 = -[l/(Z x f  ^ z /x J e x p t - Z x ^ /x ,
Z44 = zexp(-ZxjZ)
where
c \x )  = d c W /A  = -  2(C'3 + C" )C33X
C „ ( C ,3 + C ^ 2)2
- C n + C „ x 2
J  (x) = dd{x)i  cbc = ---------------"“t— -
(Ci1C 3 3 -C 2)x2
185
Appendix G 
The elements of the layer matrix [Ark \ in eqn. (5.26)
T he propagator m atrix [A^ ] in  eqn. (5 .2 6 ) is a 4  X 4 m atrix:
k ] =
f l u a n a ]3 a \4
f l 2 i a  2 2 a 23 a 24
a 3] a 32 a 33 a 34
a 4\ a A2 f l 43 a 44
( G . l )
T he e lem en ts o f  [.A [  ] are a lso  dependant on tw o  ca ses  o f  the characteristic roots (xj 
and X2) as described  in  A p p en d ix  F.
Case 1: when x j ^  x 2
f l u  =  Z  ' — c o s h  y f
,=1 x, 
fl2i = - Z  sinhjA
i=\ X j
S r f ( X i )  • r,
a 31 = - 2 ] — 2 s y>
,=1 X
V ' / ( * / )  u 
« 4 1  = Z ---------------- c o s h
;=1 X;
an
1=1
2
°22 = /(*< C0Sh
;=1
?^32 4^1
2
w (G.2)
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w here
* 1 3  = - 2 / ( ^ ) c 2 ( :,:/ ) s i n h ->;'-/=i
2
*23 = Y , f ^ x ^ x ^ x ^ coshy</=i
* 3 3  —  * 1 1  
* 4 3  ~  _ * 1 2
* 1 4  —  * 2 3
/=1
* 3 4  =  — * 2 1  
* 4 4  =  * 2 2
y, = Axth 
/(* ) =
z = 1, 2
(G .3 )
c(x) -  xii(x)
In the ab ove, c (x ) and d (x ) are the sam e ex p ressio n s as th o se  g iv en  in  A p p en d ix  F. 
Case 2: when x j  =X 2
For sim p lic ity , the propagator m atrix \a [  ] in th is case  can be exp ressed  in the form
c 'O l)
* 1 1  * 1 2  * 1 3  * 1 4
* 2 1  * 2 2  * 2 3  * 2 4
* 3 1  * 3 2  * 3 3  * 3 4
* 4 1  * 4 2  * 4 3  * 4 4
(G .4 )
T he elem en ts o f  the m atrix \b [ ] are:
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bn =
b-y , —
c f( X | )
co sh ;; , -
Ahc{x , )  .
sinh  y x
x,
x.
sinh^, +
Ahd  ( x , )
co sh  y }
J?3l = — y s in h j ; ,  + A h c o s h  y x
X, x f
7 ^  . 7b 4] =  s in h y ,
x,
6,2 —
c ( x , )
+ c'(xi)
b22 —
d ( x x)
+ d ' ( x , )
sin h  y x -  Ahc{xx) c o sh  y } 
coshjy, +  A hd(xx ) s in h  y x
byi ~  b4]
1 .
bA2 =  sinh  y x -  Ah co sh  y x
x, (G .5 )
bI3 = c ( x j )
c ( X j  )  
X ]
+ 2c'(  X j )
y
sinh y j  + Ahc ( x j )  cosh y }
b2 3  =  - A h c (  X j ) d ( x j )  sinh y }
b33 = bu  , b43 =  ~b12 , b14 = - b 23
d ( x j )
b24 =  - d (  Xj )
x }
+ 2 d ' (  X j ) sinh y 7 -  Ahd ( x })  cosh y j
b34 -  - b 21 , b44 -  b22
w h ere yj is  defin ed  in (C .3 ). T he fu n ction s c(x), d(x), c'{x) and  d \ x )  are d efin ed  
in  A p p en d ix  F. In particular, for the iso trop ic e la stic  ca se , w e  have
x, =  1 
y x =  Ah
c ( x , )  =  J ( x , )  =
l + v
c' (xx) = -
2(l + v ) ( l - v )
d \ x  , )  =
(l + v ) ( l - 2 v )
(G.6)
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Appendix H. The expansion coefficients of the
Green’s functions for the full space
In th is  section , the ex p a n sio n  c o e ffic ien ts  for the d isp la cem en ts  and tractions for  
tran sversely  iso trop ic  m aterial are listed . T he form  o f  form ulations d ep en d s o n  the  
tw o  ca ses  o f  roots o f  th e characteristic  equation  as sh o w n  in  the A p p en d ix  F, that is , (1 )  
C ase 1, w h en  xj  y6 x 2, and (2 ) C ase 2 , w h en  xj  =  X2 . In each  case, w e  sh ou ld  a lso  
d istin gu ish  tw o  d ifferen t su b cases o f  m  =  0 and m  =  + 1 .
HI. Case 1, when Xj ^  x 2
HI .1. when m = ± 1
U N (z) = -  e x p C - z l ^ )
2s  X
X
A 7YTn { z )  _  _ s jgn ^z  _  / j )  1 e x p ( - X s d }) z N
X
M
U ^ s i g n i . z - h ) ^ ) ^ ) e x p ( - ^ ^ i ) Ar)
2[c(x1) - c ( x 2)J 
_ s .gn{z _ h) W 2)exp(: V 1) ^  
2[c(x]) - c ( x 2)J
i tt c(x2)d{xx)exy{-Xxxd,) Krr
m ‘ < Z )  , ) - « , , ) ]  L T '
c(xx)d (x2) e x p (- lx 2 d})
X[c(x]) -  c(x2)]
M
( H . l )
M
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T,(z)  c ( x 2) e x p  ( - A x ^ , )
X 2x , [c(X ]) -  c (x 2)] M
cfo^expC -yfo^,)
2 x 2 [ c ( x ,  )  -  c(x2)] M
T (z) = sign(z -  h) C(X2} 6XP(~ ^ ' d ' } AT
v i / l"v-a,2 /J
. c(X ])exp(-2x2^ )
-  sign{z -  h) —r —  ---- - M -
2[c(x1) - c ( x 2)J
where
6/, = Z -  /2
The functions c(x) and d(x) are defined in Appendix F. s is a constant relating to the 
material elastic coefficients (see equation 5.21 in Chapter 5). A 72, A Tm and A  7V 
are discontinuity for the expansion coefficients o f the traction vector caused by the 
point force vector (see equation 5.42).
H1.2. when m = 0
U N (z) = 0
T A *)
X
UL(z) =
x]c 2(x,)exp(-Aj:]i/1) ATL 
2[c(x2 ) -  c (x ,)] X
x2c 2(x2)exp (-2x2<7,) ATl
2 [c(x2) -  c (x ,)] X
(H.2)
XUM(z) = sign(z -  h)
-  sign(z -  h)
x, c(x ,)d (x ,) exp(-/Lx, d l ) ATk 
2 [c(x2) -  c(Xj)] X
x2c(x2)<7(x2)ex p (-2 x 2Jj) ATL 
2[c(x2 ) -  c(Xj)] X
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