We present an efficient and sensitive hybrid algorithm for local structure alignment of a pair of 3D protein structures. The hybrid algorithm employs both the URMS (Unit-vector Root Mean Squared) metric and the RMS metric. Our algorithm searches efficiently the transformation space using a fast screening protocol; initial transformations (rotations) are identified using the URMS algorithm. These rotations are then clustered and an RMS based dynamic programming algorithm is invoked to find the maximal local similarities for representative rotations of the clusters. Statistical significance of the alignments is estimated using a model that accounts for both the score of the match and the RMS.
Introduction
Functional annotation of proteins as done today is based mostly on inference rather than on experiments. The pace in which new proteins are revealed rules out expensive in vivo experiments to define their functionality and therefore much effort is directed into improving methods for detecting similarity between proteins, as a basis for functional inference. Especially, there is a strong interest in fast and sensitive structure comparison algorithms. Since protein structure is better conserved in evolution than sequence [Holm & Sander 1996] , detecting structural similarity can help identifying subtle similarities that are not detected by means of sequence comparison.
The importance of protein structure comparison pertains to other problems beyond homology detection. Advances in functional genomics, from protein structure prediction to studies of structure-function relationships, require a fast, automatic and well assessed method to compute the similarity of 3D protein structures. For example, it can be used to search for important structural and functional sites, such as active sites or interaction sites. Fold prediction systems require hundreds of thousands of structure comparisons per prediction, and both the speed and accuracy of the algorithm are important factors in the success of these systems. An effective structure comparison algorithm can be also instrumental in studies of the self-organization of the protein space [Yona et al. 1999 , Yona & Levitt 2000b as it can help in automatic domain detection and classification, and comparison of protein families.
Related work
The importance of protein structure comparison has been acknowledged and investigated by many over the years, resulting in several different approaches for structure comparison. In general these approaches can be divided into algorithms that are based on matching distance matrices and those that are based on minimizing atomic distances.
A number of groups extended classical sequence alignment ideas to handle structural alignment. Some of these methods employ double dynamic programming (DP) techniques for computing protein structure alignment [Taylor & Orengo 1989 , Orengo et al. 1992 , Taylor 1999 , where, in [Taylor 1999 ] the first level of DP is applied to create a residue-residue scoring matrix using chemical information on residues, and the secondary structure information is used in the second level DP. In [Orengo et al. 1992 ] linear representations of secondary structures are derived and their features are compared to identify equivalent elements in two proteins. The secondary structure alignment then constrains the residue alignment, which compares only residues within aligned secondary structures. Another dynamic programming algorithm is Structal [Gerstein & Levitt 1996 ] that uses iterative DP to align the structures and re-compute the scoring matrix based on the distances between atoms in the current alignment. The significance of the alignment is estimated the same way sequence matches are estimated in BLAST, based on the extreme-value distribution.
Algorithms that are based on matching distance matrices were introduced in [Vriend & Sander 1991 , Griendley et al. 1993 , Yee & Dill 1993 . These algorithms (such as DALI [Holm & Sander 1993] ) use distance matrices on α-carbons to identify pairs of secondary structure elements that have the same distance profiles in the two structures compared. A Monte Carlo algorithm is then applied to search for the best combination of fragment pairs.
Other methods that do not fall under these categories were reported over the years. In [Rackovsky & Scheraga 1980] , the authors describe a method that is based on local representation of protein chains by discrete analogues of curvature and torsion (a similar approach can also be found in [Rackovsky & Goldstein 1988] ). The geometric hashing method is introduced in [Fischer et al. 1992 , Pennec & Ayach 1998 ]. Fischer et al [Fischer et al. 1992 ] apply geometric hashing to find a maximal number of matching pairs of alpha carbons between two proteins. A base molecule is preprocessed to find all possible matching coordinate frames. Given a target molecule, each triplet of points "votes" for a rigid motion with respect to the base molecule; a large number of common votes indicates a possible large match between the two molecules. Assuming that the rigid motions are indexed in a well-distributed hash table, the running time is O(n 3 ). Recent work on this technique has suggested that it may be possible to reduce the running time for protein matching applications to a roughly quadratic bound [Pennec & Ayach 1998 ].
The Combinatorial Extension (CE) algorithm [Shindyalov & Bourne 1998 ] starts with aligning short fragment pairs (AFPs) that are then extended based on a set of rules that determine whether the extension results in a better alignment. The MAMMOTH algorithm [Ortiz et al. 2002] uses the URMS measure to compare all heptapeptide pairs of the two structures and transform these values to similarity scores; using this similarity matrix they search for the best local alignment by applying a heuristic that extends short alignments, similar to the MaxSub heuristic [Siew et al. 2000 ].
Our approach
Although there exist many algorithms for protein structure comparison the problem is by no means solved. First, there is no natural definition of structural similarity, as is the case for sequence similarity. This problem is most pronounced when one seeks local similarities. The standard measure that is used to evaluate the resemblance of two protein structures is the root-mean-square (RMS) distance of aligned α-carbon 3D positions 1 . However, a major problem with the RMS distance is that it can be overly sensitive to outliers and is highly length-dependent. Moreover, this measure promotes shorter alignments, as they will naturally tend to minimize the RMS distance. Existing algorithms usually address this problem by employing some sort of a transformation to similarity scores, or by avoiding local alignments altogether and performing only global alignments.
Chew et al [Chew et al. 1999 ] presented a new measure, the unit vector RMS (URMS ). This method is based on a variant of the RMS distance, measuring differences between the global orientation vectors (unit vectors) at corresponding α-carbons of two proteins, rather than the differences between the positions of the α-carbons themselves (the URMS metric is described in more detail in the next section). It is argued in that paper that this measure, when used to compare protein shapes globally, overcomes some of the disadvantages of the RMS, being length independent and robust to outliers. These advantages have been acknowledged in Kedem et al [Kedem et al. 1999] where the measure has been used to locate a folding site, in [Ortiz et al. 2002 , Siew et al. 2000 where it is used to evaluate ab-initio predictions, and in [Chew & Kedem 2002] where it is applied to find the structural consensus and alignment of a protein family. A disadvantage of the URMS is, that since it ignores translations it can produce incorrect alignments that are composed of several local similarities under different translations.
In this paper we present a new and fast method to compute pairwise local structural alignments. Our method addresses the limitations of both the RMS metric and the URMS metric, while utilizing the merits of each. We search efficiently the space of all possible alignments under the set of allowed transformations. Using the URMS metric we detect all viable transformations. A dynamic programming algorithm is then invoked to optimize the local match corresponding to each one of the top ranking transformations, using the RMS metric.
The paper is organized as follows: In Section 2 we review the URMS metric and present the main elements of our algorithm. The scoring function is described in Section 3. In Section 4 we discuss the statistical properties of structural matches. Performance evaluation is reported in Section 5, and a few examples are presented in Section 6. We conclude with a discussion in Section 7.
2 Methods -comparing protein structures
Notations and basic definitions
We denote complete protein structures by uppercase letters A, B. Each protein structure is given with its complete set of x, y, z coordinates for all its atoms. We reduce this representation to the α-carbon backbone atoms
where n is the number of amino acids. We denote by a and b fragments of A and B, respectively, where a fragment is a short consecutive substructure of the protein.
The URMS distance
The URMS distance [Chew et al. 1999 ] is a variant of the RMS distance: instead of comparing residue positions we compare unit vectors. The compared vectors are the vectors between adjacent α-carbons along the protein backbone. We refer to these direction vectors as unit vectors since, for proteins, these vectors are all approximately of the same length (about 3.8Å). By chaining the unit vectors head-to-tail, we obtain the standard model of a protein as a sequence of α-carbons in space. Alternatively, we can place all of the unit vectors at the origin; the protein backbone is thus mapped into unit vectors in the unit sphere (see Figure 1) . Formally, given a protein structure A, its unit vector model is the set
where The URMS distance between two protein structures A and B is defined as the minimal RMS distance between their unit vector models, under rotation. Formally,
where U R B is the rotated unit vector model of B. The rotation R that minimizes the distance is referred to as the URMS rotation. Since the unit vector models of both proteins are centered at the origin there is no need to introduce translation.
Structural agreement
Given two protein fragments a and b of length we say that the fragments are in structural agreement under rotation R if
where T urms is a preset threshold and R is the URMS rotation.
The fragment length is determined through optimization to be 8. This is consistent with the average length of a typical secondary structure element. To determine T urms we study the distribution of distances between fragment pairs. As is shown in Figure 2a the distribution indicates the existence of two populations, one of similar fragments and the other of non-similar fragments, suggesting a natural threshold of about 0.6.
It should be noted that fragment pairs that are in structural agreement are strongly correlated with secondary structures (Figure 2b) . At a threshold of 0.6, more than 93% of the fragment pairs are secondary structure consistent for alpha proteins, and more than 70% are secondary structure consistent for beta proteins.
Algorithm outline
Given a pair of 3D protein structures, our goal is to find the most similar substructures, under a local scoring function, as defined in Section 3. Our algorithm works as follows 1. Searching the rotation space: Search for the complete set of similar fragment pairs using the URMS metric. For each pair of fragments determine the optimal rotation. 2. Vector quantization: Cluster rotations into clusters of similar rotations. 3. Searching the reduced translation space: For each cluster of similar rotations, identify the most consistent translation amongst its members. The cluster centroid's rotation and the most consistent translation define a candidate transformation. 4. Alignment: Given a candidate transformation (rotation and translation), find the best structural alignment using dynamic programming with an RMS-based scoring matrix. 5. Iterative refinement: Iteratively re-define the scoring function based on the current alignment, and realign the structures based on the scoring function, repeating steps 4 and 5, until convergence. 6. Output: Report the highest scoring transformations and alignments.
A detailed description of each step if given next.
Searching the rotation space
Any pair of similar substructures is composed of smaller fragment pairs that are structurally similar. If there is a single rigid transformation under which substructure A is very similar to substructure B, then one would expect to find multiple fragment pairs of A and B that are in structural agreement under this transformation. We explore the rotation space spanned by transformations that bring fragments of A and B to structural agreement (we refer to this set as the set of viable rotations). Specifically, every pair of -length fragments (a, b) of A and B, is compared using the URMS metric. If a fragment pair is in structural agreement under rotation R, then R is considered a viable rotation and is added to the set (for implementation details see Appendix A).
Vector quantization
The space of all viable rotations can be quite large. For two proteins of length 100 the number of fragment pairs that are in structural agreement can be on the order of hundreds or even thousands, each pair with its own optimal rotation. Clearly, if two protein structures are similar then many of the viable rotations will aggregate into one or few clusters of similar rotations. In practice the situation is more complex: slight differences between the viable rotations are very common. Moreover, when the exact transformation between two structures cannot be formulated by means of translation and rotation alone but requires deformation as well (which is quite often the case) the locally optimal (viable) rotations might give rise to elongated and relatively wide clusters. Together with outliers these lead to a sparsely populated yet fairly well connected rotation space (see Figure 14 in Appendix B). Clustering such spaces is a challenging task, especially when computational speed is a major issue.
We tested four different clustering algorithms for vector quantization, focusing on sensitivity and speed. The four algorithms that were tested are: greedy algorithm, a grid-like algorithm, connected components, and agglomerative pairwise clustering (see Appendix B). Our tests suggest that the differences between the clustering algorithms do not substantially affect the performance. Because of its speed and its symmetry (see below) we chose to proceed with the connected components algorithm.
To cluster the rotations one needs a distance function between rotations. We use the Frobenius distance (denoted by DIST f rob ) between rotation matrices. The distance is defined as the Euclidean distance between their representations as 9 dimensional vectors. An appealing alternative, based on the angle representation of rotation matrices, is described in Appendix B.
Symmetry and determinism. One of the major issues with structure comparison algorithms is their non-deterministic nature. Since the search space is too large to search exhaustively, all algorithms employ some kind of a heuristic to find good alignments, through sampling or directed search that can be highly influenced by the initial configuration (e.g. the initial orientation that is used to align the two structures). One of the consequences of this is that results are not symmetric, namely, when comparing structures A and B the results might differ from those one would get by comparing B with A. Obviously, one can simply run the algorithm twice, once for A,B and the other for B,A, and pick the better of the two results, but at the cost of doubling the computation time. Even then, if there is an element of randomness in the algorithm then the symmetry is not guaranteed.
Our algorithm addresses this problem with no increase in computation time. By definition, the connected components clustering algorithm finds exactly the same rotations, inverted, when comparing B with A. This simply follows from the fact that
and that R −1 = R T for rotation matrices 2 .
Picking representative rotations A representative rotation is selected for each cluster that has at least n min rotations (n min is set to 3 in our tests). Note that the centroid cannot be used since averaging rotation matrices will most unlikely generate a valid rotation matrix. Instead, we select as representative rotation the one that minimizes the total distance from all other rotation matrices in the cluster.
Searching the reduced translation space
While the URMS metric is very effective in finding the optimal rotation, it is not as effective for fine-tuned alignments of protein structures. In particular, different fragment pairs can have similar rotations but different translations (see Figure 3 ). Since the RMS metric depends on the absolute coordinates, finding the right translation for each cluster of rotations is crucial for proper orientation of one structure with respect to the other, and for accurate alignment. Each cluster of rotations contains similar rotation matrices, derived from different pairs of fragments that are in structural agreement. Our assumption is that for the most part the cluster corresponds to fragments that can form a locally consistent alignment, therefore the proper translation should be one of the translations that are associated with the fragment pairs. We refer to this set of translations as the reduced translation space.
To find the best translation we run a search in the reduced translation space. The protein structures are first rotated according to the cluster rotation. For each fragment pair the structures are then translated such that the fragments are perfectly aligned to each other. Given this new orientation we evaluate the quality of the match by summing the total distance between the atoms in all fragment pairs in the cluster. The final cluster translation is selected as the one that minimizes that total distance 3 .
Alignment
Given the pair of rotation and translation, the structures are oriented accordingly. Our goal now is to find the most similar substructures. This is essentially a search for local similarity, and as such it requires a scoring function that would penalize far apart residues and gratify close residues. In Section 3 we study the statistical properties of structural alignments to derive an effective scoring function based on the RMS metric. Given the scoring function, we employ the dynamic programming algorithm to maximize the structural similarity. This is repeated for each cluster, given its representative rotation and translation, yielding the best alignment for this cluster.
Iterative refinement
Since the rotation space is not well clustered, the output might be sensitive to the selection of the clustering algorithm and to the representative transformation in each cluster. The selected rotation and translation might be suboptimal, resulting sometimes in alignments with relatively high RMS distance. To improve the quality of the alignment we apply an iterative refinement procedure that resembles the one described in ]. Given the alignment from the previous iteration, we compute the RMS distance for the aligned residues and use the rotation matrix and translation vector to redefine the scoring function (see Section 3). The structures are re-aligned using the new scoring function and the process is repeated. The procedure continues until a maximal number of iterations has been reached or until convergence (the alignment remains the same). Since the procedure is not guaranteed to improve the alignment, we save all intermediate results and at the end of the iterative process we keep the best alignment (the most significant one, as discussed in Section 4). To save computation time, the process is triggered only for alignments that are significant after the first iteration (this option can be turned off to increase sensitivity).
Output
At this final stage of the algorithm we sift through the set of the alignments computed above. Each significant alignment is reported. Due to repetitions or matches between different domains for multi-domain protein there might be more than a single significant match. We sort the matches based on their significance as described in Section 4. To eliminate overlapping matches, all matches that overlap with previously reported matches are excluded. Each match is reported with its score, the RMS and the statistical significance (see below).
Choosing the optimal scoring function
Many similarities between protein structures are actually localized to a single domain or structural motif. Detecting these motifs is a hard problem and has been a major hurdle for structure comparison algorithms. The main reason is that unlike sequence comparison, where the notion of the most similar subsequence is well defined (given the scoring matrix), no such notion has been agreed upon for protein structures, partly because there is no natural measure of similarity for individual residues as is the case for protein sequences.
To define a scoring matrix for local structure alignment we study the statistical properties of a large population of structural alignments (Leung and Yona, unpublished results). Given the alignments that were generated with CE 4 [Shindyalov & Bourne 1998 ] we derive the distributions of atomic distances between aligned residues and unaligned residues (Figure 4) . As the graph indicates, the two populations are well separated and the transition occurs around a threshold distance of 5Å. We generate the scoring matrix by simply converting the atomic distances to similarity scores. This is repeated for every candidate transformation (rotation and translation). Specifically, if the distance between residues A i and B j under the candidate transformation is d ij then their similarity is defined as s ij = SHIF T − d ij (a similar transformation was suggested in [Holm & Sander 1993 ].) Based on the graphs in Figure 4 we conclude that a reasonable range for the SHIF T is between 4Å and 7Å. Gap penalties are modeled using an affine function, because of its simplicity and speed of computation, and are set to a range similar to that of SHIFT, with the gap extension being roughly one order of magnitude less than the gap opening penalty. A range of values is explored for each parameter, and the parameters are optimized over a subset of the data set described in section 5, using the same methodology.
Statistical significance
The raw similarity score of the optimal alignment does not necessarily indicate true relationship, as it tends to increase just by chance with the length of compared structures. To assess the biological relevance of a match, one needs to know the expected score for a match between two random proteins of the same length 5 . In our case, however, there are two different measures that can be used to score the match. The similarity score that is based on the atomic distances and accounts for gaps, and the RMS distance between aligned residues. It is the combination of both that will determine the relevance of a match. The higher the score and the lower the RMS, the better is the match.
To assess the significance we ask what is the probability to get a match with the observed score and RMS, by chance. Formally, Given two proteins of length m and n and a match of length l with similarity score S and RMS R we compute the probability P P (Match/m, n) = P (S, R/m, n) = P (S/m, n)P (R/S, m, n) These probabilities can be derived from the empirical background distributions for random proteins. However, unlike sequences, random structures are not easy to generate. Moreover, a random structure is not likely be stable, as stereo-chemical constraints limit the conformation space to a small fraction of all possible shapes. A more sensible solution is to use existing but unrelated proteins. We generate this population from structure pairs that belong to different SCOP folds and classes [Hubbard et al. 1999] . The matches between these pairs are considered random, and a total set of 139047 alignments is generated and analyzed 6 .
Estimating P (S/m, n)
Under our definition of the scoring function , the compared structures can be viewed essentially as sequences with a position specific scoring function. It is well known that local sequence similarity scores follow the extreme value distribution [Karlin & Altschul 1990 , Dembo et al. 1994a ]. Many of the principles that underlie the theory for random sequence matches hold here as well, as the properties required from the scoring function are easily met by our structure-based scoring function. Clearly there are at least a few positive matches (some residues are close to each other), however, when considering all pairs of atoms the average score is negative, as only O(n) positions can be aligned at the most (positive scores), while there are n 2 entries in the matrix. Under these conditions, the score of a random match between a sequence of length m and a sequence of length n has been shown to be centered around a · ln(m · n) where a is a function of the scoring matrix. Indeed, the distribution of similarity scores as a function of the product of the lengths of the structures compared follows a logarithmic curve, as is shown in Figure 5a . The transformation of these scores to zscores, by subtracting the expected average and dividing by the standard deviation, results in a distribution that follows nicely the extreme value distribution [Gumbel 1958 ] as is shown in Figure 5b . We denote the pvalue of the similarity score by P value1. 
Estimating P (R/S, m, n)
Since the score is linearly dependent on the length of the match (see Figure 5c ) we can use the approximation P (R/S, m, n) ≈ P (R/l, m, n)
Since the RMS depends only on the length of the match
The distribution of P (R/l) is characterized in Figure 6a . Surprisingly, it seems that the RMS reaches saturation for match lengths around 100 residues, and the functional forms of the average as well as of the standard deviation (Figure 6b ) are of tangent hyperbolic functions. The transformation to zscores results in a normal distribution, whose cumulative distribution is plotted in Figure 6c . We denote the pvalue of the RMS by P value2. 
The significance of a match
Using the cumulative distributions for the zscores (Figure 5b , Figure 6c ) we can estimate the probability to obtain an alignment with score > S and RMS < R. The significance is estimated by the product of these two probabilities P value(Match/m, n) = P value(S, R/m, n)
In practice, however, the events are not independent, and the estimates might be overly optimistic.
Performance evaluation
To assess our algorithm we tested it on the SCOP structural classification of proteins [Hubbard et al. 1999] . This hierarchy of protein domain families that is generated manually based on expert knowledge is an excellent benchmark for structure comparison algorithms. The SCOP hierarchy consists of class, fold, superfamily and family. Being able to recover this hierarchy with an automatic structure comparison algorithm is an indication of the algorithm's sensitivity and accuracy. Here we focused on the superfamily level. Our goal was to detect as many as possible family pairs that belong to the same superfamily, while minimizing the number of false positives.
Data sets
Our data set consists of 1287 domain families (SCOP 1.50). These families are organized into 814 superfamilies, 545 folds and 7 classes. A subset of 456 families (families within superfamilies that contain at least 3 families) is used in our analysis. For each family a structural representative is selected based on the minimal average sequence distance from all other members of the family and the SPACI index that measures the quality of the structure [Brenner et al. 2000] .
Sensitivity results
To evaluate the accuracy and sensitivity of the method we use several indices based on the ROC measure. The first measure we used is the ROC1 index. ROC1 is simply the number of true positives detected before the first false positive. To compute this index we compare the representative structure of each family with the 1287 other structures in our data set. The results are sorted based on the pvalue, and the number of true positives detected before the first false positive is counted. Finally, the results are summed over all queries. Our definition of a false positive depends on what we consider to be a positive and what is deemed negative. We use two definitions of negatives. The first, more restrictive one considers all structures outside of the superfamily of the query structure to be negatives. However, structures within the same fold may be significantly similar as well. Our second definition of a negative is a more permissive one and considers all similarities within the same fold to be positives, while similarities outside the fold are considered negatives. The results in both cases are listed in Table  1 . We compare our results with those of CE [Shindyalov & Bourne 1998 ]. This widely used algorithm is generously available from the CE website. As the results indicate, the hybrid algorithm performs very well. The running times of these algorithms are also comparable, with 1.5 seconds per alignment on average with our hybrid algorithm (2.5 seconds with the iterative version), compared to 5.75 seconds with CE.
CE Hybrid URMS -RMS Hybrid URMS -RMS (iterative)

Accuracy results
To measure the alignment accuracy we compute the average RMS over all pairs of families that belong to the same superfamily. Altogether, 678 alignments were processed, and the results are summarized in Table 2 . As the results indicate, the hybrid algorithm tends to produce alignments with lower RMS on average. 
CE
Examples
To demonstrate shape similarities that are detected by our hybrid algorithm we tested it over structures with interesting geometries and compared its performance with other shape comparison systems available on the web, such as CE [Shindyalov & Bourne 1998 ] and DALI [Holm & Sander 1993] . Our first example is of two SCOP domains d1bd7a and d1prr 1 (Figure 7 ). These two domains belong to the same family in SCOP. Our algorithm detects five significant non-overalpping alignments between the two structures. Alignment results for d1prr 1 and d1bd7a when using the Hybrid algorithm. Only significant matches are reported (total of 5 different rotations). For each rotation we report the match length (excluding gaps), the RMS and the significance. Pvalue1 is based on the score (not shown), Pvalue2 is based on the RMS.
Interestingly, the hybrid algorithm detects that domain d1bd7a is comprised of two copies of domain d1prr 1. This is indicated by two structural alignments, the first (corresponding to rotation 1) matches positions 1-86 of d1prr 1 with positions 1-86 of d1bd7a with RMS = 1.913 and 24% sequence identity (see alignments above). The second (corresponding to rotation 2) matches positions 1-85 of d1prr 1 with positions 91-175 of d1bd7a with RMS = 2.265 and 25% identity (the alignment is depicted in Figure 8a) .
Furthermore, an internal symmetry is found within each domains. For example, the second half of d1prr 1 (46-86) is aligned with residues 90-131 of d1bd7a with RMS = 2.005 (rotation 11). This alignment and the two other alignments (rotations 3,9), imply that each subdomain of d1bd7a is divided into two (similar) subdomains, as is also the case for d1prr 1 (Figure 8b ). These alignments suggest that this domain family can be broken into smaller domains.
Note that both CE and DALI report only one of the 5 alignments that are detected with the RMS-URMS algorithm, as is shown below. Both correspond to rotation 1 in our results. Our second example is the PDB proteins 1dtl (chain A) and 1hqv (chain A). These proteins are composed of two very similar domains (Figure 9 ), that are glued to each other in different rotations (see overlay of the domains in Figure 10 ). The hybrid method detects and displays the rotations of all of the four possible superpositions of these domains. 
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7 The CE algorithm breaks the chain into fragments if the physical distance between consecutive residues exceeds a certain threshold, suggesting discontinuous residue coordinates 
Discussion
In this paper we present a new method for protein structure comparison. We study the notion of local structural similarities and investigate the statistical properties of structural matches to derive sensible similarity measures for structural alignments. We then describe an efficient algorithm for local structure comparison. Our algorithm collects information about significant rotations using the URMS metric, and generates local pairwise alignments using the RMS-based metric. The algorithm can report more than just a single significant alignment, such as between multi-domain proteins. The hybrid algorithm we present here differs from previous algorithms in several ways: (i) it combines the advantages of the URMS and the RMS metrics; (ii) it searches methodically the transformation space; (iii) it can detect complex similarities, such as between multi-domain proteins; (iv) it can detect structural repetition (multimers); (v) it yields symmetric outputs, i.e., the same results are obtained when comparing protein A with protein B, as when the input is reversed.
The algorithm has many computational options, catering for a large variety of applications, and it can be tuned at different resolutions, depending on the desired speed, sensitivity and accuracy. Using the default set of parameters, the algorithm is very fast, with an average of 1.5 seconds per comparison. As we have shown, the algorithm compares very well with CE on the SCOP benchmark.
In this paper we adhered to comparing two protein structures using the traditional set of rigid transformations (composed of rotations and translations). However, it is quite common that the optimal transformation involves deformation of the structure, that cannot be expressed only in terms of one rigid transformation. Nevertheless, our algorithm generates a number of pairwise alignments that correspond to different significant or popular rotations. We believe that this collection of output transformations sheds more light on the exact relation between the two structures.
The URMS-RMS hybrid algorithm is currently being used to generate structural alignments between all PDB structures. The alignments will be available at the biozon website, at biozon.org. The software is available for download at biozon.org/ftp/software/urms/ Appendix B -Clustering the rotation space
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Clustering methods
We tested four simple and fast clustering algorithms for vector quantization. Other, more sophisticated clustering algorithms can clearly be employed as well, but at the cost of increased computation time.
Greedy clustering: The greedy clustering algorithm is a fuzzy online clustering algorithm. Given a new rotation, we compute its distance from the existing clusters. The distance from a cluster is defined as the minimal distance from a cluster member. The rotation is classified to all the clusters that are within a distance D 0 , where D 0 was set through optimization to 0.1 (when using the matrix representation and the Frobenius distance) or 30' (when using the angle representation, as described below).
Grid clustering: This algorithm attempts to search the rotation space while eliminating possible biases due to the metric used and the geometry of clusters, by forming a grid and binning the rotation space into fixed-size bins. Each bin is considered a cluster (the size of the bin is determined through optimization).
Pairwise clustering (average linkage): This is the common agglomerative clustering algorithm. The algorithm starts with singletons, and successively merges the closest clusters, as long as their distance does not exceed a predefined threshold D 0 . The distance between a pair of clusters is defined as the average distance over all pairwise distances between the members of these clusters.
Connected components (single linkage): This algorithm is a variation over the general pairwise clustering algorithm described above, where the distance between clusters is defined as the minimal distance of all pairwise distances between the clusters' members. When the merging process stops, the result is a set of connected components. The algorithm can be implemented more efficiently than the general pairwise clustering algorithm.
Sampling
For very large protein structure, the set of viable rotations might include thousands of rotations. To reduce computation time involved with clustering such large sets of rotations we sample the rotation space randomly. We limit the size of the sample set to 1000 viable rotations 8 .
Clustering rotation matrices vs. clustering angles
To cluster the rotations one needs a distance function between rotations. The Frobenius distance between rotation matrices (defined as the Euclidean distance between their representations as 9 dimensional vectors) is less than optimal as the high dimensional space of rotation matrices seems to be sparsely populated even for closely related structures (Figure 13 ). Therefore, it is hard to determine typical within-cluster distances. Motivated by these issues, as well as by computational considerations, we explored the compact angles representation for the rotation space. In the angles representation, a rotation is given by a three dimensional vector of its x, y and z rotation angles. Under that representation, the distance between two rotations is defined as the angle-adjusted L1 distance between their 3 dimensional vectors. Specifically, ... When clustering rotations using that representation, we save time both when computing distances between rotations and when selecting a representative rotation for a cluster, since angles can be averaged (the cluster centroid is selected as the representative). It should be noted that in mapping rotation matrices to angles we detect a relatively small number of rotation matrices with a negative determinant (count for about 10% of the rotation matrices). These matrices represent isometry (rotation, translation and reflection) and are eliminated from the analysis for computational simplicity.
The angles representation is not only more compact. It is also insightful when characterizing the geometrical properties of the rotation space, and it is interesting to view the rotation space through its angles representation. Clearly, even for closely related structures, the rotation space is noisy and sparsely populated as can be seen in Figure 14 .
The only disadvantage of the angles representation is that the symmetry that is guaranteed when clustering rotation matrices (see section 2.2.2), is not guaranteed with the angles representation, since for some rotations DIST angles (R 1 , R 2 ) = DIST angles (R 
