tochastic daily weather generators such as CLIGEN (Nicks et al., 1995) and USCLIMATE (Hanson et al., 1994) can be used for: (1) filling missing data or extending short records of measured data, (2) generating daily weather series for ungauged areas through spatial interpolation of model parameters from adjacent gauged sites, and (3) generating present climate or a spectrum of future climates by adjusting model parameters for use in assessing the potential impacts of climate changes on hydrological and natural resources. The third application is of great importance because it provides a wide range of possible climate realizations at any desired length of time for use in hydrological and agricultural systems models to simulate such climatic impacts.
depths, particularly extreme depths in any given year, were not entirely satisfactorily generated. Headrick and Wilson (1997) , who evaluated CLIGEN daily weather parameters at five Minnesota locations, found that CLIGEN replicated daily precipitation depth reasonably well but storm duration was not satisfactorily generated. Zhang and Garbrecht (2003) evaluated a later version of CLIGEN (v5.107) on four Oklahoma sites and found that CLIGEN simulated daily and monthly precipitation as well as frequencies of wet and dry spells reasonably well. They also evaluated generated internal storm patterns (i.e., storm duration, relative peak intensity, time to peak intensity) and found that there was little correlation between CLIGEN-generated precipitation depth, storm duration, and relative peak intensity. Specifically, CLIGEN-generated storm durations were generally too long for small storms and too short for large storms. The lack of correlation between rainfall depth and duration resulted in sizable errors in WEPP runoff and soil loss predictions.
Among the commonly used stochastic daily weather generators, CLIGEN is the only one that generates internal storm patterns such as duration, peak intensity, and time to peak intensity. The storm pattern data are required by many physically based hydrological and agricultural systems models such as the Water Erosion Prediction Project (WEPP) model (Flanagan and Nearing, 1995) and the Simulator for Water Resources in Rural Basins (SWRRB) model (Arnold et al., 1990 ). The WEPP model uses CLIGEN to generate daily weather input, which includes daily precipitation depth, storm duration, time to peak intensity, and relative peak intensity. Most studies for evaluating WEPP runoff and soil erosion predictions were conducted using measured precipi-tation depths and storm patterns to circumvent errors introduced by CLIGEN (Zhang et al., 1996; Ghidey et al., 1995; Kramer and Alberts, 1995) . There has been limited evaluation of CLIGEN-generated storm patterns and their impacts on WEPP runoff and soil loss prediction in the literature, although the generation of precipitation depths was extensively evaluated, as reviewed above. As stressed by Nicks et al. (1995) , the storm duration generation in CLIGEN is tentative and subject to modification as more historical precipitation data are analyzed.
The objectives of this study were to: (1) test a distributionfree approach for inducing desired rank correlation between daily precipitation depths and CLIGEN-generated storm durations, as well as between precipitation depths and storm durations generated with a standard exponential distribution, and (2) compare WEPP-predicted average runoff and soil loss on eight U.S. sites using measured storm data, original uncorrelated CLIGEN storm output, correlated CLIGEN storm data, and exponentially generated storm duration after the induction of correlation. The distribution-free approach (also known as a non-parametric method) is applicable to all types of distributions and is useful in inducing desired rank correlations among input variables (Iman and Conover, 1982) . Better representation of a correlation structure among input variables is expected to yield better model predictions.
MATERIALS AND METHODS

CLIGEN (V5.107) STORM GENERATION
The CLIGEN model generates daily precipitation occurrence, depth, storm patterns (duration, peak storm intensity, and time to peak), and daily temperature (maximum, minimum, and dew point), solar radiation, and wind speed and direction on a monthly basis. A brief review of precipitation and storm pattern generation is presented here, and a more detailed account can be found in the articles by Zhang and Garbrecht (2003) and Yu (2000) . For a predicted wet day, a transformed (or skewed) normal distribution is used to generate daily precipitation depth (R, mm). The peak storm intensity (r p , mm h −1 ) is then generated as:
where the dimensionless quantity a 0.5 is defined as a ratio of the maximum 0.5 h rainfall depth to total storm depth (R) and is drawn from a two-parameter gamma distribution. The storm duration (D, h) is determined by:
Relative peak intensity (i p ), defined as a ratio of peak intensity to average storm intensity, is calculated as:
Limited research has indicated that storm duration is exponentially distributed (Arnold et al., 1990) . Therefore, to test this preliminary observation, storm duration was also generated using a standard exponential distribution in this study as:
where x is a uniform random number (0 < x < 1), and D m is the overall mean storm duration (h) for a location (averaged across all months). Equation 4 is similar to the one used in the SWRRB model (Arnold et al., 1990) , in which mean storm durations of each individual months were used. Equation 3 was then used to calculate the corresponding relative peak intensity (i p ) for each storm and newly generated duration.
INDUCING RANK CORRELATION AMONG STORM VARIABLES
A method developed by Iman and Conover (1982) for pairing observations of independent input variables in order to induce the desired rank correlation structure was used. The theoretical basis for the method is briefly described below. [C] . This method is easy to use, distribution-free (non-parametric), and preserves the exact marginal distributions of input variables (Iman and Conover, 1982) .
The detailed procedure is as follows. Let the number of input variables be denoted by Ë (Ë = 2 in this study), and let n be the sample size (n = number of wet days with R >1 mm). Let [X] be an n × Ë matrix whose columns represent Ë independent random permutations of an arbitrary set of n scores. The scores used in this study were van der Waerden scores, which were generated by F −1 {i / (n + 1)}, where F −1 is the inverse function of the standard normal distribution, and i = 1..., n (SAS, 1990) . For a sample size n = 20, the matrix [X] has a random mix of the van der Waerden scores F −1 (i/21), i = 1..., 20, in each column. For Ë = 2, the 20 van der Waerden scores were independently permutated twice to create two columns of the random mix. Suppose that [C] is the desired rank correlation matrix (2 × 2 matrix in this case) and [C] = [P] [P′], where [P] can be computed using the Cholesky factorization scheme. The Cholesky factorization factors a symmetric, positive-definite matrix [C] into the product of a lower triangular matrix [P] and its transpose [P′] . For a detailed factorization algorithm, interested readers are referred to Burden and Faires (1989) In this study, measured daily precipitation series were input into CLIGEN (v5.107) with option 6 to generate peak intensity (r p ) using equation 1, storm duration using equation 2, relative peak intensity (i p ) using equation 3, and time to peak (called original CLIGEN output for convenience). The storm durations in the original CLIGEN output were then replaced by storm durations generated using equation 4 to form a new data set (called the exponential distribution data set). The peak intensity and its pairing with R in both data sets were maintained throughout, and only the D values were reordered to match up with R to induce proper correlation in both data sets. The Spearman rank correlation coefficients between storm depths and durations were calculated using measured storm data for each test site. The calculated rank correlation coefficient was then used to induce the desirable correlation using Microsoft Excel for storms of R > 1 mm in both data sets. The relative peak intensity (i p ) was then recalculated using equation 3 for each new pair of R and D, and time to peak remained unchanged. The pairing between r p and R is not changed. The procedure was repeated for each site. In this procedure, the numbers originally selected as input values were unchanged, and only their pairing was affected to achieve the desired rank correlation.
VALIDATION DATA SET
The standard WEPP validation data sets (available at: http://topsoil.nserl.purdue.edu/nserlweb/) were used in this study. Eight sites were selected to represent a wide range of climatic and physiographical conditions (table 1). A broad range of crop management systems was included (table 2) . The data set, which was compiled from measured data and used in the initial WEPP evaluation studies (Risse et al., 1995; Zhang et al., 1996) , included four WEPP input files for each site. Those files contained measured climate data including storm duration, peak intensity, and time to peak for the selected periods of table 1, soil properties, topography, and actual crop and management operations. The WEPP model (v2003.5) was run for each site using measured input files as well as generated climate files. 
CLIMATE INPUT DATA SET
Besides the measured climate file, three additional climate files were created for each site. The first one was the original CLIGEN output file, which was generated by CLIGEN v5.107 using measured daily precipitation as input. The second was a correlated version of the original CLIGEN output, which used the distribution-free approach to induce the desired correlation. The third was generated in the same way as was the second but used the exponentially generated duration instead of CLIGEN-generated duration. The four climate files are designated below as measured (M), CLIGEN (C), correlated CLIGEN (CC), and correlated exponential duration (EC).
RESULTS AND DISCUSSION
As reported by Zhang and Garbrecht (2003) , CLIGENgenerated storm durations were often too long for small storms and too short for large storms on four Oklahoma sites. Due to lack of correlation between generated daily precipitation and storm duration, CLIGEN i p (calculated with eq. 3) were not correlated with daily precipitation. Similar trends were also shown for the eight sites in this study. The selected percentiles of storm duration as divided by the corresponding measured mean are plotted with those of measured data in figures 1 and 2. The scaling or division by the measured mean is to "normalize" both generated and measured distributions. The scaling is to facilitate plotting as well as identify shifts between the two distributions. If the two distributions are identical, all data points in the percentile plot should fall exactly on the 1:1 line. A percentile data point above the 1:1 line indicates that the generated value is smaller than the measured value, i.e., an underprediction at that percentile or probability level. Conversely, a percentile point below the 1:1 line indicates an overprediction by the model at the percentile.
In general, the CLIGEN-generated storm durations using equation 2 were too short for measured long duration storms on all eight sites, especially above the 75th percentiles ( fig. 1a) . The underprediction was considerably reduced when the exponential distribution of equation 4 was used to generate storm duration ( fig. 1b) . This pattern was consistent across all sites. Cumulative probability distributions of measured, CLIGEN-generated, and exponentially generated storm durations for two of the eight sites (Guthrie and Madison) are shown in figure 2 as examples. Figure 2a illustrates how the exponentially generated storm durations do a good job and the CLIGEN-generated storm durations do a poor job of approximating the cumulative distributions for the Guthrie site. Figure 2b also shows how both methods do a poor job of approximating the measured distribution for the Madison site. The overall results suggest that the exponential distribution may be preferred if the mean storm duration at a location is available. It should be noted that the plots of figure 2 manifest the marginal distributions of generated storm durations. Thus, these plots remain unchanged after the induction of correlation using the distribution-free approach, which has the attribute of preserving marginal distributions of input variables such as storm duration.
The percentile plots for relative peak intensity (i p ) are shown in figure 3. Since i p was calculated using equation 3, new pairings of R and D after inducing correlation would change the value of i p . Note that r p was generated from equation 1, and its association with R remained unchanged throughout. That is, for a given R regardless of its pairing with D, its correspondence with r p remained intact. The distributions of i p calculated with the original (uncorrelated) CLI-GEN output agreed well with the distributions of measured i p on all sites ( fig. 3a) . However, the disagreement increased after the induction of correlation, especially on the Geneva and Morris sites ( fig. 3b) . The 98th percentiles of correlated CLIGEN output i p on these two sites were much greater than those of measured i p . The overprediction of i p for the correlated CLIGEN output data at the 98th percentile might be caused by the random pairing between R and D in the correlation-inducing process, in which small R could be paired with long D. When small R was paired with long D, i p would be inflated, but it should not have much impact on runoff and soil loss predictions because R is small. Conversely, the random pairing of large R and short D, which would be accompanied by small i p , could result in large runoff volumes and severe soil erosion. To prevent unrealistic i p values, a proper range check could be imposed on calculated i p . For example, for storms with large R and short D (i.e., small i p ), the average storm intensity (i.e., R/D) may be checked against an upper bound of storm intensity representative of the location, such as 1 h maximum rainfall depth, for practical application. If the storm intensity is greater than the set upper bound, the storm duration should be recalculated by dividing R by the set upper bound intensity. Compared with figure 3b , the disagreement between the distribution of measured i p and that of i p calculated using correlated, exponentially generated D further increased ( fig. 4) , showing increased overprediction of the 95th and 98th percentiles on most sites. The overprediction was caused by the very same reasons discussed above. A proper range check on i p (note for very short storms, i p should be close to 1) and a reasonable constraint imposed on average storm intensity, as proposed above, following the induction of correlation would definitely help improve i p estimation.
The Kolmogorov-Smirnov distance (D k-s ), which is the maximum difference in probability (vertical displacement) between two distributions, is given in table 3 for the distributions of measured vs. generated D and i p . The smaller the D k-s , the better the generated distribution approximates the measured one. The D k-s values between measured and CLI-GEN-generated storm durations were numerically greater than those between measured and exponentially generated durations on all sites except Tifton, indicating that the exponentially generated duration emulated measured distribution better. However, the opposite was true for i p . CLIGEN-generated i p values were better than those calculated with correlated, exponentially generated duration. These results further substantiate the results shown in figure 1 for duration and figures 3 and 4 for i p . It should be mentioned that there were numerical differences in the D k-s values in table 3, but all differences between measured and generated distributions were significant at P = 0.01. As pointed out by Zhang and Garbrecht (2003) , the K-S tests may be biased by the sample size. The tests are more suitable for a small sample size; when sample size becomes larger, as here, the tests become more stringent. As a result, there were cases where the differences between measured and generated distributions were considerably reduced, but they were still statistically different. Spearman rank correlation coefficients between R and r p for CLIGEN-generated data were fairly close to those of measured data on all eight sites (table 4), indicating that CLIGEN-generated r p correlated well with R. Measured D and R were significantly correlated with one another (third column in table 4) at P < 0.001, and these correlation coefficients, ranging from 0.25 to 0.57, were the target correlation values being emulated in this study. The CLI-GEN-generated D and R were not correlated to each other. However, after re-pairing R and D using the distribution-free approach, the desired rank correlation coefficients of the measured data were successfully reproduced. In addition, the desired rank correlation was equally well reproduced using exponentially generated D instead of CLIGEN-generated D. To visualize measured and generated relationships between R and D, scatter diagrams are plotted for a strongly correlated site ( fig. 5 ) and a weakly correlated site ( fig. 6 ). Results showed that the correlated, exponentially generated D best emulated the measured relationships, and the correlated CLIGEN output was better than the original CLIGEN output in simulating the measured relationships for both sites. [a] Kolmogorov-Smirnov D k-s is the maximum difference in probability between the two distributions under consideration, and the tests are all significantly different at P = 0.01.
There was little correlation between R and i p for the original CLIGEN output (table 4). The recalculated i p using CLIGEN-generated D after inducing rank correlation showed similar correlation to R as was found in the measured data. The recalculated i p using correlated, exponentially generated D also correlated reasonably well with R. These results demonstrated the validity of and the need for inducing proper correlation between R and D. The correlation coefficients between D and i p are presented in the last four columns of table 4. It seems that the original CLIGEN output underpredicted the measured correlative relationships, while both correlated input data sets tended to overpredict the relationships, especially with exponentially generated D.
The WEPP model (v2003.5) was run using measured input data including soil, topography, and crop and tillage management (http://topsoil.nserl.purdue.edu/nserlweb/) as well as four climate input data sets. With all other input variables including R being held constant, the differential effects of measured vs. generated D and i p on WEPP-predicted average annual runoff and soil loss are presented in tables 5 and 6, respectively. Relative errors were calculated as predicted average annual values with measured storm patterns minus those predicted with generated storm patterns divided by those predicted with measured storm patterns. The WEPP model tended to overpredict surface runoff with CLIGEN-generated storm patterns, compared with the measured storm patterns, and the overprediction was as high as 47% for the continuous soybean on the Geneva site (table 5 ). This result indicated that mismatches between short storm durations and large storm sizes as generated by CLIGEN might have caused the runoff overprediction. The runoff prediction was improved when correlated CLIGEN Table 4 . Spearman rank correlation coefficients among daily precipitation (R), peak intensity (r p ), storm duration (D), and relative peak intensity (i p ) for storms >1 mm (M = measured, C = CLIGEN, CC = CLIGEN with correlation, EC = exponential with correlation). [a] Relative error (%) = (generated − measured)/(measured) output data were used instead. The improvement was marginalized when correlated data sets with exponentially generated D were used, in which surface runoff was consistently overpredicted for all 18 management systems. This overprediction might have been caused by the overprediction of i p above the 75th percentile (fig. 4) . The average relative errors across all 18 management systems were 15.0% for original CLIGEN output (C), 4.6% for correlated CLIGEN output (CC), and 14.5% for correlated exponential distribution data sets (EC), and the absolute relative errors were 16.1%, 9.3%, and 14.5%, respectively. Similar conclusions were arrived when the model efficiency was used as an evaluation criterion. The model efficiency (ME) is a good measure of model predictability and is computed as:
where Y obs is the measured value, Y pred is the predicted value, and Y mean is the measured mean. ME varies from −∞ to 1. A value of one indicates a perfect model. The ME values, calculated using measured and predicted annual mean runoff values in table 5, were 0.945 for original CLIGEN output (C), 0.980 for correlated CLIGEN output (CC), and 0.946 for correlated exponential distribution data sets (EC). Results indi Table 6 . WEPP-predicted average annual soil loss and percent relative error for four storm patterns (M = measured, C = CLIGEN, CC = CLIGEN with correlation, EC = exponential with correlation).
Site and Mean Annual Soil Loss [a] Relative Error [b] Site and System M C CC EC C CC EC for EC. The ME results were consistent with those of the absolute relative errors. It should be pointed out that there exist many different random realizations for pairing R and D (i.e., different orderings for R and D), which can all produce the same desired rank correlation but have different implications on runoff and soil loss predictions. Multiple realizations could have been made, and the best one concerning runoff and soil loss predictions could have been chosen. However, in this work, only one random realization was conducted and the results reported. As for the practical implementation of the distribution-free approach, individual WEPP/CLIGEN users can induce desired rank correlation between storm variables using a spreadsheet as done here to improve their WEPP runoff and soil loss predictions when strong correlations exist in their data. For general application, a computer program can be developed and incorporated into CLIGEN so that the original CLIGEN outputs may be rearranged to possess desired correlations before input into the WEPP model.
CONCLUSIONS
The distribution-free approach as developed by Iman and Conover (1982) is simple to use and capable of inducing desired rank correlation among storm input variables. The method successfully reproduced desired correlative relationships between daily precipitation depths and storm durations for eight sites. Consequently, the desired correlation between precipitation depth and relative peak intensity, which is affected by the pairing of rainfall depth and duration, was also preserved.
Compared with the original CLIGEN output, correlated CLIGEN output after inducing the desired correlation considerably improved WEPP average annual runoff and soil loss predictions on most sites where strong correlation between measured rainfall depth and duration existed. On average, the overall relative errors were reduced from 15.0% to 4.6% for runoff prediction and from 11.1% to 1.5% for soil loss prediction. The use of exponentially distributed storm duration, compared with the original CLIGEN output, only slightly improved WEPP runoff prediction but worsened soil loss prediction due to the undesirable alteration of i p estimates. The overall averaged relative error was numerically reduced from 15.0% to 14.5% for runoff prediction but was doubled for soil loss prediction. A constraint on maximum storm intensity and a range check on recalculated relative peak intensity following the induction of correlation might improve the predictions. Overall results indicate that for better runoff and soil loss predictions, correlated CLIGEN output rather than original CLIGEN output should be used on sites where strong correlation between R and D exists.
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