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Resumo
A evolução temporal da função distribuição para a uma partícula em um
sistema Hamiltoniano com interação de longo alcance, ou seja, sistemas em
que o potencial de interação variam com r−α com α < d, onde d é a dimensão
do espaço, é regida pela Vlasov no limite em que N →∞. Exemplos desses
sistemas são sistemas autogravitantes, plasmas carregados e uma série de
modelos derivados destes. O objetivo dessa tese é apresentar uma derivação
dessa equação utilizando a técnica desenvolvida na escola de Bruxelas nos
anos 1950 à 1970, fazendo uma discussão da correlação entre as partículas do
sistema, o que nos permite uma melhor compreensão de sue papel no estudo
dos estados quase-estacionários. A vantagem dessa metodologia é que ela
permite estimar explicitamente a ordem de magnitude das correlações entre
partículas. Uma vez estabelecida a equação de Vlasov, realizamos uma série
de simulações de dinâmica molecular assim como a solução numérica da
equação de Vlasov, e mostramos como elas convergem. Para a realização de
tais simulações utilizamos três sistemas, modelo Hamiltonean Mean Field,
o modelo do anel autogravitante e o modelo de folhas autogravitantes .
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Abstract
The temporal evolution of the one-particle distribution function of a Hamil-
tonian system with long-range interaction , i.e, systems with an interaction
potential behaving at long distances as r−α with α < d , where d is the
spatial dimension, is governed by Vlasov equation in the limit as N →∞ .
Examples of such systems are self-gravitating systems, non-neutral plasmas
and models derived from these. The objective of this thesis is to present
a derivation of this equation using a technique developed by the Brussels
school in the 1950’s to the 1970’s. We present a discussion of the role
of inter-particle correlations and its role on the understanding of quasi-
stationary states. The advantage of this methodology is that it allows an
explicit estimate the order of magnitude of the correlations between par-
ticles. We also perform a series of molecular dynamics simulations and
numerical solution of the Vlasov equation, showing how both converge for
three simplified models: Hamiltonean Mean Field model, self-gravitating




Interações de longo alcance ocorrem em uma grande variedade de sistemas
físicos, sendo, talvez, os mais comuns (não mais simples) os sistemas com in-
teração gravitacional e coulombiana. Nos últimos anos, o desenvolvimento
computacional permitiu que cada vez mais tais sistemas destes tipos fos-
sem estudados, utilizando simulações numéricas com um número cada vez
maior de partículas. Dessa forma foi possível avanços em problemas como
a relaxação violenta, dinâmica de formação de galáxias, segregação de mas-
sas, evolução dos estados quasi-estacionários. Ainda assim, tais problemas
continuam em aberto e com muito o que ser feito.
Um caso comum na natureza é o potencial proporcional a 1/r, que
descreve tanto partículas carregadas, quanto autogravitantes. No caso da
interação Coulombiana, o potencial Φ(r) é dado pela solução da equação
de Poisson
∇2Φ(r) = −ρ,
onde ρ é a densidade da Carga. A equação de Poisson também é utilizada
para descrever modelos de interação gravitacional, em que, para uma dada
densidade de partículas ρ, o potencial gravitacional Φg(r) entre as partículas
será dado pela solução da equação de Poisson
∇2Φg(r) = ρ.
A dependência do potencial com a distância r em ambos os casos de-
pende da dimensão do espaço. Para ilustrar o tipo de dificuldade encontrada
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no estudo desses sistemas citamos o fato de que o tempo necessário para
para que uma galáxia atinja o equilíbrio termodinâmico (tempo de rela-
xação) é da ordem do tempo de vida do próprio Universo [15]. Dada a
complexidade desses sistemas, freqüentemente são estudados modelos mais
simples que os reais, chamados toy models, que retêm importantes caracte-
rísticas da física desses sistemas, dentre os quais, podemos citar em especial
o Modelo do Anel autogravitante (MAAG) [2, 3], H amiltonian Mean Field
[1] (HMF), o modelo de folhas autogravitantes em 1D [4, 5]. Outros mode-
los de interesse são estudados nas referências [29, 30, 28]. O modelo HMF
é obtido ao retermos o primeiro termo da expansão em série de Fourier
do potencial gravitacional em um modelo unidimensional. Será mostrado
mais adiante, que o HMF é uma aproximação do MAAG quando fazemos
o parâmetro de amortecimento  ir para o infinito,  → ∞. Para plasmas,
o modelo em 1D, formado por planos paralelos, uniformemente carregados,
tem sido estudado por Dawson [45]
As motivações que levaram a elaboração deste trabalho estão relaciona-
das com os avanços feitos, nas últimas duas décadas, na área de sistemas
com interações de longo alcance. A possibilidade de poder entender a relaxa-
ção violenta [13], a descrição do sistema gravitacional por meio da Mecânica
Estatística [14], uma teoria cinética mais abrangente [16, 17, 18, 19, 20, 21].
Esta tese é organizada na seguinte forma: no Capítulo 02 apresentamos
introduzimos os sistemas com interação de longo alcance, bem como suas
propriedades, além de uma descrição, via potencial, do sistema autogravi-
tante. Já no Capítulo 03 fazemos uma revisão da Teoria Cinética, definindo
o espaço de fase, trajetória no mesmo e os estágios de evolução de um sis-
tema dinâmico. Ainda no mesmo capítulo deduzimos a equação de Liouville
e escrevemos a hierarquia BBGKY. A partir do Capítulo 04 começamos a
discutir as ferramentas que serão utilizadas para a dedução da equação ci-
nética desejada tais como a expansão da equação de Liouville em uma série
de potência para então estabelecermos uma teoria que nos permita utilizar
os diagramas para a dedução da equação de Vlasov. Começamos o Capítulo
05 deduzindo uma hierarquia BBGKY para um sistema de partículas não-
idênticas. Isso feito utilizamos a teoria desenvolvida no capítulo anterior
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para a dedução da equação de Vlasov para sistemas autogravitantes. No
Capítulo 06 realizamos uma série de simulações numéricas que comprovam
o resultado obtido no capítulo anterior. O Capítulo 07 trata do problema
de segregação de massas a partir do modelo HMF. Por fim apresentamos
nossas conclusões e perspectiva de trabalhos futuros.
Capítulo 2
Sistemas Com Interações de
Longo Alcance
Neste capítulo serão apresentadas as principais propriedades termodinâmi-
cas e estatísticas de sistemas com interações de longo alcance que os distin-
guem dos sistemas com interação de curto alcance. Serão apresentadas as
descrições dos ensembles canônico e microcanônico de maneira a mostrar
que podem ser inequivalentes. Além disso, por se tratarem de sistemas for-
mados por um grande número de partículas, o tratamento estatístico é de
grande relevância. Em sistemas com interação de curto alcance, as variáveis
termodinâmicas, como a energia são extensivas. Será mostrado mais adi-
ante que isto não ocorre para sistemas com interação de longo alcance. Por
fim serão apresentados modelos simplificados, conhecidos como toy models,
que são obtidas a partir dos sistemas autogravitante e coulombiano.
2.1 Características Gerais de Sistemas com
Interações de Longo Alcance
Os sistemas com interação de longo alcance são caracterizados por um po-
tencial que para longas distâncias decai com r−α, sendo r a distância entre
as partículas e com α < d, d sendo a dimensão do espaço. Tais sistemas pos-
suem um grande apelo na Física, uma vez que muitos dos sistemas de reais
11
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são desta categoria, a saber, plasmas, sistema autogravitante, fragmenta-
ção nuclear, fluidos em duas dimensões e condensados de Bose-Einstein.
Uma das principais dificuldades apresentadas por sistemas desse tipo, é a
não-aditividade da energia. De fato, se dividirmos o sistema em dois sub-
sistemas disjuntos, a energia total inicial do sistema não será igual a soma
das energias dos dois sub-sistemas, pois a energia potencial sobre qualquer
uma das partículas será calculada sobre todas as demais partículas. Tal
propriedade gera algumas conseqüências que vão de encontro com o que
encontramos em sistemas com interações de curto alcance.
Figura 2.1: Não-aditividade de sistemas com interação de longo alcance.
Em sistemas com interação de curto alcance é bem entendido que os
ensembles canônicos e microcanônico são equivalentes [22, 23]. As descrições
do sistema feitas pelos dois ensembles não sendo equivalentes leva a uma
série de conseqüências, entre elas uma concavidade negativa em parte da
curva da entropia pela energia, o que resulta em uma capacidade térmica
negativa. No ensamble canônico o calor específico é sempre positivo [23].
Uma variável termodinâmica, energia por exemplo, será extensiva se for
proporcional ao número de elementos do sistema, e variáveis intensivas são
mantidas constantes. Vamos considerar como exemplo a Hamiltoniana de
Ising para spins globalmente acoplados:
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onde Si = ±1, com i = 1 . . . N e cada spin é afetado por todos os demais
spins do sistema, e não apenas pelos primeiros vizinhos, enquanto J é o
parâmetro de acoplamento, J > 0 corresponde ao sistema ferromagnético e
J < 0 antiferromagnético, o fator 1/N é conhecido como prescrição de Kac
[?], e corresponde a uma reescala apropriada no tempo, proporcional a N ,
que torna a Hamiltoniana extensiva. Mesmo que este procedimento torne a
energia extensiva ela continua sendo não aditiva e a entropia não-extensiva
[25, 26, 27].
Tome o sistema representado na Figura (2.1). Quando ele é separado
em duas partes, onde o lado esquerdo é formado apenas por spins +1,
enquanto o lado direito possui apenas spins -1, pode-se calcular a energia
de cada parte,







A energia total do sistema, por sua vez é dada por









ou seja, o sistema é claramente não-aditivo, mesmo sendo extensivo. Neste
caso, a energia da interface, normalmente negligenciada, é da mesma ordem
que as energias de cada parte. Como o sistema é de longo alcance ( o
potencial não depende da distância entre as partículas ), o sistema é tido
como um modelo de campo médio [27].
Já sobre o calor específico negativo, considere a energia média de um









onde Z é a função partição e ∂β = ∂∂β . É direto mostrar que o calor
específico:
Cv = ∂T 〈E〉 ∝ 〈(E − 〈E〉)2〉 > 0, (2.2)
ou seja, Cv é sempre positivo no ensemble canônico. Por outro lado, um
sistema autogravitante tridimensional o teorema do Virial dá:
2〈K〉+ 〈U〉 = 0,
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sendo K e U as energias cinética e potencial, respectivamente, de modo que
E = 〈K〉+ 〈U〉 = 〈K〉 − 2〈K〉 = −〈K〉.
Como 〈U〉 = −3/2kT , o calor específico é:
Cv = ∂TE ∝ ∂〈K〉E < 0. (2.3)
Uma vez que o calor específico é sempre positivo no ensemble canônico
e pode ser negativo no microcanônico, os dois ensembles podem ser inequi-
valentes, ao contrário dos resultados usuais para sistemas com interações
de curto alcance [22]. Uma conseqüência do Cv negativo no ensemble mi-
crocanônico é o surgimento de uma região de curvatura convexa no gráfico
da entropia pela energia.
2.2 Sistema Autogravitante
Nesta seção vamos descrever um sistema de partículas interagindo apenas
sob o efeito da força gravitacional mútua, para posteriormente introduzir a
teoria cinética. Tomemos um sistema com uma densidade de massa ρ(x), em









Integrando sobre todo o de volume:












F(x) = −∇Φ. (2.6)
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Tomando o divergente da Eq.(2.5) e integrando sobre uma esfera de raio
|x′ − x| = h suficientemente pequeno, obtemos
∇ · F(x) = −Gρ(x)
∫
|x′−x|=h
(x′ − x) · d2S ′
|x′ − x|3 (2.7)
com d2S ′ = (x′ − x)hd2Ω, para um elemento de ângulo sólido d2Ω. Assim
∇ · F(x) = −4piGρ(x), (2.8)
que nos dá a equação de Poisson para o potencial gravitacional Φ em relação
a uma densidade de massa ρ:
∇2Φ = 4piGρ. (2.9)
Consideramos o caso particular de um sistema com simetria esférica. A
lei de Newton da gravitação afirma que um corpo que se encontra dentro de
uma casca esférica homogênea, não irá sofrer a atuação de nenhuma força
gravitacional vinda da esfera. Como conseqüência, o potencial gravitacional









= 0⇒ Φ = −−GM
R
Se considerar uma esfera homogênea, ou seja, com uma densidade de massa





Soltando agora, uma massa teste, a partir do repouso, em uma órbita de























sendo a freqüência angular do sistema.
Uma vez introduzido o potencial gravitacional, iremos passar o resto da
tese fazendo uma descrição da Mecânica Estatística, e mais precisamente
da Teoria Cinética do mesmo.
Capítulo 3
Teoria Cinética
Este capítulo tem como objetivo apresentar uma breve introdução à teoria
cinética de sistemas com interação de longo alcance. Iniciamos com uma
revisão de elementos da teoria cinética. Uma vez tais conceitos estabeleci-
dos, descrevemos como obter as equações cinéticas partindo das equações
de Hamilton descrevendo a dinâmica microscópica do sistema.
3.1 O Espaço de Fase
Define-se o espaço de fase Γ de um sistema com N graus de liberdade como
sendo um espaço cartesiano de 2N dimensões com coordenadas {ql, pl}, a
saber a posição q e o momento p. A trajetória do sistema fica caracterizada
como sendo uma curva em Γ, parametrizada pelo tempo t.
[q1(t), . . . , qN(t); p1(t), . . . , pN(t)]
Dada uma Hamiltoniana H para um sistema formado por N partículas
de massas idênticas, m = 1, e um potencial de interação de pares V (q), a
17
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V (|qi − qj|),
q˙i = ∂piH, (3.1)
p˙i = −∂qiH = −
N∑
i<j=1
∂qiV (|qi − qj|).
Dado o espaço de fase de um sistema de N partículas em um espaço de
dimensão d
fN(q1, . . . , qN , p1, . . . , pN ; t)(d
Nq)d (dNp)d
a probabilidade de encontrarmos as N partículas no elemento ddNqddNp
com posições q1, . . . , qdN , com momentos p1, . . . , pdN , no instante de tempo
t. A função fN é conhecida como função distribuição de probabilidade para
N partículas.
Figura 3.1: Esquematização dos estágios da evolução dinâmica de um sis-
tema com interação de longo alcance.
Para sistemas com interação de longo alcance a evolução dinâmica passa
por algumas fases antes de atingir o equilíbrio termodinâmico, como esque-
matizado na Figura 3.1. Dada condição uma inicial, primeiro ocorre uma
relaxação violenta, termo cunhado por Lynden-Bell em 67 [13], em um
período de tempo muito curto, após o que o sistema permanece em um
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período longo num estado quasiestacionário, após o qual atinge o estado de
equilíbrio.
3.2 Equação de Liouville
Na secção anterior introduzimos os conceitos de espaço Γ e das trajetórias
γi ∈ Γ. O que será feito agora é utilizar estes conceitos para se deduzir a
equação de Liouville.
Considere dN o número de partículas contidas em um elemento de vo-
lume dV de Γ. Usando a definição de função densidade, pode-se escrever
f(p, q; t)dqdp = f(q, p; t)dV,
com isso




ou seja, f(q, p; t) representa a densidade de partículas por unidade de vo-
lume dV ∈ Γ.
Uma vez que o sistema é conversativo
Como as trajetórias γ ∈ Γ nunca podem se cruzar, uma vez que um
sistema com N graus de liberdade fica unicamente especificado por 2N
condições iniciais {q(0), p(0)}. Desta forma, mesmo que Γ evoluir, nunca
deverá ocorrer uma intersecção entre duas trajetórias, isto se deve pelo te-
orema de existência e unicidade. Uma interpretação que segue diretamente
é a de que dN deve ser conservado, ou seja
dN → dN ′ = dN
e como o elemento de volume também deve ser conservado,
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conhecido como teorema de Liouville.
O teorema de Liouville, de forma simplificada, afirma que em um sistema
sem colisões, e com uma função distribuição fN = fN(q, p; t):
d
dt

















{∂qifN∂piH − ∂pifN∂qiH} = 0 (3.4)
que é conhecida como equação de Liouville.
Uma das dificuldades encontradas em se tratar da equação de Liouville
é que ao se tentar determinar uma equação para a função distribuição re-
duzida (f.d.r.) para s partículas fs, por meio de uma integração sobre um
certo número de variáveis, não encontramos uma equação fechada, e sim um
sistema infinito de equação (uma hierarquia) em que fs depende de fs+1:








dxs+1dvs+1(∇jVj,s+1) · ∂fs+1(1, . . . , s+ 1)
(3.5)
Desenvolvida de forma independente pelo Bogoliubov, Born, Green, Krikwood
e Yvon de maneira que tal hierarquia recebeu o nome hierarquia BBGKY.
Por questão de completesa uma dedução formal para a hierarquia acima
será apresentada no Apêndice A
Capítulo 4
Teoria Pertubativa: Dinâmica de
Correlações
Aqui será introduzida a teoria de dinâmica de correlações usando a téc-
nica desenvolvida pelo grupo de mecânica estatística da Universidade de
Bruxelas [46, 47] nas décadas de 1940 à 1970, desenvolvida por pesqui-
sadores como Prigogine, Balescu e Resibois. Primeiramente desenvolvida
para tratar de sistemas de plasma carregado, ela se apresenta como uma
técnica extremamente robusta dentro da Teoria Cinética. Em sua forma
original a técnica consiste em expandir as soluções da equação de Liouville
em uma série de potências no potencial de pares associada a cada termo
da série uma representação diagramática. Em certos casos, como veremos
a seguir, podemos ressomar essa série e assim obter uma equação fechada
para a distribuição reduzida a uma partícula, ou seja, a equação cinética
do sistema.
4.1 Expanção da Equação de Liouville
Na teoria de mecânica clássica, quando se quer descrever a evolução dinâ-
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onde λ é um parâmetro proporcional ao fator de Kac que contem as carac-
terísticas da interação (e2/N para plasma, ou m2/N para sistema gravita-
cional, por exemplo), e Vnm = V (|xn − xm|).
Em sistemas com um grande número de partículas, o número de equa-
ções necessárias para uma descrição exata utilizando as equações de Ha-
milton, o que obrigue a utilizar uma abordagem estatística mais viável.
Uma maneira de fazer isto é usando o conceito de ensemble introduzido
por Gibbs, onde ao invés de considerarmos um único sistema, tomamos
um conjunto de réplicas do sistema compatíveis com os vínculos macroscó-
picos, com a mesma Hamiltoniana, mas com condições iniciais diferentes.
Essa descrição, é feita no espaço de fase Γ que, para um sistema formado
por N partículas, é composto por 6N coordenadas, 3N momentos e 3N
posições. A dinâmica no espaço Γ é descrita pelo movimento de um ponto
(xn , pn) ∈ Γ. Assim o ensemble que descreve o sistema, será uma nuvem de
pontos em Γ, que matematicamente são descritos pela f unção distribuição
para N partículas, f.d., fN(1 . . . N ; t),onde usamos a notação (xk,pk) = k.
A f.d. acima nos dá a densidade de probabilidade de encontrarmos N par-
tículas na configuração (1 . . . N) ∈ Γ em um instante de tempo t. Como




{∂xnfN · x˙n + ∂pnfN · p˙n} = 0. (4.2)





vn · (∂xnfN) = λ
∑
n<m
(∂xnVnm) · {∂pn − ∂pm}fN , (4.3)
onde vn = pn/m. Como tratamos neste momento de partículas idênticas,
vamos tomar por conveniência a unidade de massa, tal que m = 1 Introdu-
zindo a notação [47]
∇n ≡ ∂xn , (4.4)
∂n ≡ ∂vn , (4.5)
∂n,m ≡ ∂vn − ∂vm (4.6)
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vn · (∇nfN) = (λ)
∑
n<m
(∇nVnm) · ∂nmfN . (4.7)
Da equação acima podemos verificar que a integral de fN sobre todas as
velocidades e posições permanece constante ao longo do tempo:∫
dNxdNvfN = 1. (4.8)




dNxdNvfN(x, v; t)Λ(x1 . . . xN , v1 . . . vN). (4.9)
Novamente por uma simplicidade, iremos trabalhar com a seguinte no-
tação [38]:
′(x1 . . . xN , v1 . . . vN) ≡ (1 . . . N).
Usualmente toda função dinâmica Λ(x, v) pode ser decomposta de ma-
neira única da seguinte maneira:
















ΛN(n . . . l).
(4.10)
Se considerarmos um observável contendo apenas partícula de fN , obtemos∫
d1 . . . dN
N∑
n=1
Λ1(n)fN(1 . . . N) = N
∫
d1 . . . dNΛ1(1)fN(1 . . . N).
(4.11)
Dessa forma, podemos definir a f.d.r. a uma partícula por
f1(1) = N
∫










d(1) . . . d(N)Λk(1 . . . sfs(1 . . . s),
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onde a função distribuição reduzida a s partículas fs é definida por:
fs(1 . . . s) ≡
∫
d(s+ 1) . . . d(N)fN(1 . . . s(s+ 1) . . . N), (4.13)
que representa a densidade de probabilidade de acharmos no mesmo instante
de tempo t, s partículas na configuração (1 . . . s).
Essa representação da Mecânica Estatística pelo conjunto de todas f.d.r.
é equivalente à representação pelas f.d. no espaço de fase. Como para
funções dinâmicas de interesse, temos que Λs(1 . . . s) = 0, para s ≥ 3,
o conhecimento de f1 e de f2 é suficiente para o cálculo das quantidades
macroscópicas relevantes. Para que a teoria seja consistente impomos o
seguinte postulado [47]:
Postulado 01: Para qualquer s <∞, e ∀(1 . . . s), toda f.d.r. fs(1 . . . s;N, v)
tende a um número finito no o limite termodinâmico, N → ∞ e V → ∞
com N/V = c ∈ R. Esse valor dependente de N e V apenas pela razão c.















d1 . . . dsfs(1 . . . s) = 1,
para sistemas homogêneos temos:
fN(x1 + a . . .xN + a,v1 . . .vN ; t) = fN(x1 . . .xN ,v1 . . . vN ; t), (4.14)
onde a é um vetor arbitrário. Desta forma, temos que a f.d.r..
Para duas partículas depende apenas da distância relativa entre elas
f1(1; t) = cϕ(v1; t), (4.15)
f2(1, 2; t) = f2(x1 − x2,v1,v2; t). (4.16)
Se tomarmos condições de contorno periódicas podemos escrever
fN
({xn + V 1/31¯x}, v) = fN ({xn + V 1/31¯y}, v) (4.17)
= fN
({xn + V 1/31¯z}, v)
= fN ({xn}, v) (4.18)
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onde (1¯x, 1¯y, 1¯z) são os vetores unitários na direção dos eixos x, y e z,
respectivamente. Dessa forma podemos expandir a função distribuição em
uma série de Fourier:














onde temos que as condições de contorno periódicas impõem que os vetores
de onda kn satisfaçam
kn = (2pi/V
1/3)en, (4.20)
sendo en um vetor composto de componentes inteiras.
Para sistemas homogêneos a soma dos vetores de onda em cada compo-
nente de Fourier deve ser nula. Podemos também reagrupar os termos da
série 4.19 segundo o número de vetores de onda não-nulo nessas componen-
tes:















ρ˜0...kn...km...0 exp(ikn · xn + ikm · xm).
A presença de uma inomogeneidade no sistema implica componentes de
Fourier com uma soma não-nula de seus vetores de onda.
Para garantirmos que todas as grandezas utilizadas na teoria sejam bem
definidas (e finitas) no limite termodinâmicos (condição de regularidade),
rescrevemos fN(1, . . . , N) da seguinte forma para t = 0:
fN(x, v; 0) = V























ρk,−k′(vn,vm| . . . ; 0) exp[ik · (xn − xm)] + . . .











δka...kb . . . δkc...kd







+ . . .},
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onde γ = 8pi3/V e δk indica a delta de Kronecker
δk = δkx,0 + δky ,0 + δkz ,0
com δi,j = 0 para i 6= j e δi,j = 1 para i = j. Na equação acima usamos
o símbolo | em cada termo ρkn(vn| . . . ; 0) para indicar as partículas com
vetores de onda não-nulos (à esquerda da |) e os nulos (à direita de |) .
Dessa forma as componentes de Fourier na Eq (??) não dependam nem de
N e nem de V , apenas da razão N/V . Esta condição induz à condição de
normalização, ∫
dNvρ0(|v; 0) = 1.
Ao integrarmos a Eq.(??) para as (N − 1) posições das partículas de 2
à N , vemos que apenas restarão as contribuições do primeiro e do segundo




















No limite V →∞ os vetores de onda se tornam variáveis contínuas e as















A Eq (4.24) possui um papel central na dedução das equações cinéticas,
como veremos no capítulo 5, já que uma vez determinada a expressão para
ρ0(|vα) e para ρk(vα|), a expressão para f.d.r. f1 fica determinada.
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4.2 Solução da Equação de Liouville
Até presente momento tudo foi feito apenas para um ponto fixo no tempo,
que pode ser tomado arbitrariamente como t = 0.
Seguindo a abordagem usada por Prigogine [48] e sua escola, primeiro
resolvemos a equação de Liouville formalmente para fN(t) e a partir dessa
solução deduzimos expressões para as funções distribuição reduzidas por
meio de integrações. Existem diversas maneiras de se proceder. Podemos
fazer uma iteração direta da equação de Liouville (como feito por Brout
e Prigogine [49]) ou pelo formalismo do resolvente que foi utilizado neste
problema pela primeira vez por Résibois [47]. Aqui adotaremos a segunda
abordagem já que esta tem uma conexão com os diagramas quem iremos
utilizar. Vamos considerar a equação de Liouville escrita da seguinte forma:
L fN(x, v; t) = s(x, v; t), (4.25)
onde s(x, v; t) é uma função arbitrária de x1, . . . ,xN e v1, . . . ,vN e do tempo
e
L = L 0 + λ2L ′, (4.26)
L 0 = ∂t +
N∑
j=1




L ′jn = −m−1
∑
j<n
(∇jVjn) · ∂jn. (4.28)
A Eq. (4.7) é um caso particular em que s ≡ 0.
Vamos assumir duas funções ψ1(x, v; t) e ψ2(x, v; t) com as seguintes
propriedades:
• Possuem condições de contorno periódica no espaço de configuração;
• Condições de contorno homogêneas no infinito no espaço de velocida-
des:
ψi →∞ quando vj →∞ para qualquer j.














onde a integração em x é feita sobre todo o volume e a sobre v sobre todo
o espaço de velocidades. Sendo L um operador adjunto, podemos escrever
L˜ = −L ,
de maneira que podemos definir a função de Green como solução da equação:
−L˜ G (xvt|x′v′t′) ≡ LG (xvt|x′v′t′) = δ(x− x′)δ(v − v′)δ(t− t′) (4.30)
de modo a satisfazer a condição de casualidade
G (xvt|x′v′t′) = 0 para t < t′. (4.31)
Como os coeficientes na equação de Liouville dependem do tempo apenas
pale diferença t − t′ e considerando a condição de casualidade, G pode ser
escrita na forma funcional:
G (xvt|x′v′t′) = θ(t− t′)G(xv|x′v′; t− t′) (4.32)
onde θ(x) é a função H eaviside. Uma vez que introduzimos a função de
Green, podemos definir o Resolvente R(xv|x′v′; z) = R(z) como sendo a




d(t− t′) exp [iz(t− t′)]G (xvt|x′v′t′) (4.33)










dz exp[−izτ ]R(z), (4.35)
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a transformada de Laplace inversa, onde C é um contorno de integração
paralelo ao eixo real. Se considerarmos agora o problema de condição inicial
L fN(x, v; t) = s(x, v; t) para t ≥ 0 e fN(x, v; 0) = qN(x, v). Fazendo
ψ1 = fN(x, v; t) e ψ2 = G (x′′, v′′, t′′|x, v, t) na Eq. (4.29) e tomando t0 = 0 e
t1 =∞, chegamos a:







dx′dv′R(x, v|x′, v′; z)fN(x′, v′; 0). (4.36)
Com isso provamos a proposição do Prigogine e chegamos à equação que
será o ponto de partida para descrevermos uma teoria perturbativa e então
introduzirmos a teoria por trás dos diagramas.
Já sabemos que resolver a equação de Liouville de forma exata é impos-
sível, o que podemos fazer é separar a equação em duas partes de maneira
que a primeira pode ser resolvida de forma exata, enquanto que a segunda
é resolvida na forma de uma série infinita com cada termo podendo ser
calculado exatamente. Usando a primeira equação do sistema Eq. (4.26),
podemos escrever a equação para a função de Green na forma:
L 0y′′G (y
′′|y′) + λ2L ′y′′G (y′′|y′) = δ(y′′ − y′), (4.37)
onde introduzirmos a notação y = {x, v; t}. Se tomarmos apenas a parte
não perturbada G 0(y′′|y′) escrevemos:
L 0y′′G
0(y′′|y′) = δ(y′′ − y′), (4.38)
que multiplicando ambos os lados por G 0(y|y′), integrando por partes e
tomando a transformada de Laplace da da função de Green resultante,
obtemos o resolvente:
R(xv|x′v′; z) = R0(xv|x′v′; z) (4.39)
− λ2
∫
dx′′dv′′R0(xv|x′′v′′; z)L ′y′′R(x′′v′′|x′v′; z),
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que podemos resolver por iterações sucessivas:








0(x, v|x1, v1; z)
× L ′R0(x1, v1|x2, v2; z)L ′R0(x2, v2|x′, v′; z) + . . . .
Uma vez que o resolvente possui uma dependência de pares de variáveis
(x, x′) e (v, v′), podemos trata-lo como um elemento de matriz 〈xv|R(z)|x′v′〉
do operador R(z), função da variável z ∈ C, de maneira que dada uma fun-
ção F (x, v):
R(z)F ≡
∫
dx′dv′〈xv|R(z)|x′v′〉F (x′, v′), (4.41)
















A parte livre da equação de Liouville pode ser escrita:
{∂t + v∂x}G 0(xvt|x′v′t′) = δ(x− x′)δ(v − v′)δ(t− t′). (4.43)
Vemos que ao lado esquerdo da equação acima v aparece no operador sobre
G 0 apenas por um fator multiplicativo, de forma que podemos introduzir o
operador:
Γ(xt|x′t′) = (L 0)−1δ(x− x′)δ(t− t′), (4.44)
logo:
{∂t + v′∂x}Γ0(xt|x′t′) = δ(x− x′)δ(t− t′). (4.45)
Essa equação foi resolvida por Andrews [43] utilizando a metodologia suge-
rida por Sokolov e Ivanenko [44]. O resultado é dado por:




δ[xj − x′j − v′j(t− t′)]δ(vj − v′j),
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que do ponto de vista físico representa o movimento de uma partícula livre
de um ponto x′ no instante t′ para um ponto x em um instante t ao longo
de uma trajetória com uma velocidade constante v = v′. Já do ponto de
vista matemático ela apresenta um problema. Apesar do operador G 0 ser
diagonal em v, ele não é diagonal em x. Afim de resolvermos este problema,




kj ·xj . (4.47)
Com isso, podemos efetuar a mudança de representação,












com isso o operador de Green se torna diagonal, o que nos permite rescrever




j kj · vj − z)
N∏
s=1
δks−k′sδ(vs − v′s). (4.49)
Nos problemas que encontraremos mais para frente será comprovado que é
mais conveniente e simples não trabalhar com os elementos de matriz no








A diferença entre as duas equações é que 〈kv|R0(z)|k′v′〉 é um número,
enquanto 〈k|R0(z)|k′〉 é um operador no espaço de velocidades que no caso
perturbado é um operador diferencial, ou ainda uma série de operadores
diferenciais de ordens superiores.
Afim de utilizarmos a Eq. (4.36) precisamos os elementos de matriz do
operador L ′ perturbado, para tanto precisamos da expansão de Fourier da
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energia de interação:





e assumindo que a força de interação entre as partículas é central, temos:
V−l = Vl,
ou seja Vl depende apenas do valor absoluto l do vetor l. Usando a Eq. (4.26)
juntamente com a Eq. (4.47) e a Eq. (4.51), obtemos:
〈k1 . . .kN | L ′jn |k′1 . . .k′N〉 = (4.52)
= V|k′j−kj |i(k
′




Juntando as equações (4.22), (4.26) e a (4.52), chegamos a transformada



























× 〈{k}|R0(z)[L ′R0(z)]n|{k′}〉ρ{k′}(v; 0).
A Eq. (4.55) nos permite introduzir uma representação gráfica de uma
contribuição de ρ{k}(t) devida a ρ{k}(0). O dois principais elementos que
definem a estrutura de um dado termo da Eq. (4.55) são os elementos de
matriz R0(z) e L ′jn. A construção dos diagramas segue as seguintes regras:
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• Para cada elemento de matrizR0(z) associamos um conjunto de linhas
superpostas, em que a extremidade esquerda representa o instante
inicial enquanto a extremidade direita o estado final. O número de
linhas é igual ao número de vetores de ondas não-nulos no conjunto
{k};
• Cada linha é indexada por uma letra representando a partícula a qual
está associada;
• Para cada elemento de matrizL ′jn associamos um vértice em que cada
linha recebe o índice j e n.
Estas regras serão utilizadas para a construção dos diagramas na próxima
seção, assim como a Eq. (4.55) será a base para a construção das expressões
resultantes da contribuição de cada diagrama.
4.3 Diagramas
Aqui iremos usar a teoria introduzida no capítulo para derivar a equação de
Vlasov. Primeiramente iremos descrever cada um dos vértices básicos [62]
para então construir os diagramas que serão utilizados para a dedução da
equação de Vlasov. Em seguida iremos utilizar a Eq. (4.55) para calcular a
expressão de cada um dos diagramas relevantes.
Vértices
Nesta seção, iremos descrever os seis diagramas clássicos básicos usados na
teoria de dinâmica de correlações. Depois passamos ao cálculo da contri-
buição dos diagramas relevantes.
Diagramas básicos e suas representações matemáticas.
(A) V értice Laço: k′n, kj 6= 0 ; kj = k′n = 0
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−1kj · ∂jn), (4.57)
(B)V értice de Destruição Homogêneo: k′j = −k′n 6= 0 ; k′j = k′n = 0
〈0|Ljn|k′j, k′n〉 = Fjn(k′j)δkrk′j+k′n (4.58)
( C) V értice de Destruição Não-Homogêneo: k′j, k′n, kj 6= 0 ; kn = 0








−1(k′j − kj) (4.60)
(D) V értice de Criação Não-Homogêneo: k′j, kn, kj 6= 0 ; k′n = 0:
< kn, kj|Ljn|k′j >= Djn(k′j, kj)δkrk′j−kn−kj (4.61)
(E) V értice de Criação Homogêneo: kj = −kn 6= 0 ; k′j = k′n = 0
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< kj, kn|Ljn|0 >= Fjn(kj)δkrkj+kn (4.62)
(F) C ross: k′j, k′n, kj, kn 6= 0
< kn, kj|Ljn|k′j, k′n >= Djn(k′j, kj)δkrk′j−k′n−kj−kn (4.63)
Escolha dos diagramas
Precisamos determinar a classe diagramas que contribuem tanto para ρ0(|. . . ; t)
quanto para ρk(|. . . ; t). Para a primeira função os diagramas devem come-
çar com um vértice de destruição homogênea (vértice (B) na seção anterior)
e deverá atuar à direita em um coeficiente de Fourier descrevendo a corre-
lação de ordem de ao menos 1/N , o que nos leva a efetuar uma soma sobre
duas partículas, cada uma com contribuição de N , o que irá se anular nos
termos de superfície, log o diagrama deve ser de ordem 1/N . Dessa maneira
mesmo que adicionarmos mais vértices ao diagrama ainda teremos um di-
agrama independente de N e por tanto, ρ0(|. . . ; t) permanece constante ao
longo do tempo para essa ordem.
De maneira similar ao ρ0(|. . . ; t), as contribuições à ρk(|. . . ; t) as únicas
contribuições não nulas são os diagramas formados pelos vértices loop e
vértice de destruição não-homogêneos de maneira que os diagramas perten-
cem ao das classes D e F , introduzidas na subsecção anterior. Removendo
o primeiro vértice F da esquerda da classe F o que resulta nos diagramas
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são as contribuições que desejamos. De forma similar, ao removermos o
primeiro vértice dos diagramas da classe D, também à esquerda, temos as
contribuições à ρk′(α|. . . ; t)ρk−k′(α|. . . ; t).
O que passamos a fazer nas próximas duas subsecções é justamente
determinas as expressões de alguns dos diagramas que são selecionados se-
guindo as regras acima.
Exemplos de Diagramas com Contribuição à ρ0(|. . . ; t)
Aqui iremos apresentar as expressões dos diagramas que contribuem para
o termo ρ0(|. . . ; t) da Eq (4.24). Vamos começar com o diagrama de cri-
ação homogêneo e então passamos aos de destruição. Vale lembrar que λ
é um parâmetro de acoplamento, já introduzido anteriormente, que pode
ser tanto m2/N , quanto e2/N , para sistemas autogravitante e coulombiano,
respectivamente.
Segue que:











< 0|Ljn|k′j, k′n >












F (−k′n)(k′j · vj + k′n · vn − ω)−1
ρkn,−kn(n, j|. . . ; 0) (4.64)
Vamos, agora determinar a contribuição do seguinte diagrama do tipo des-
truição homogênea:
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b · vb + k′n · vn − ω)−1ρk′′′b ,k′n(b, n|. . . ; 0)(4.65)
Temos, pela lei de conservação do número de onda:
k′n + k
′
j = 0 ; k
′′
















(k′n · vn − k′n · vj − ω)−1Fja(−kn)(k′n · vn − k′n · va − ω)−1
Fab(−kn)(k′n · va − k′n · vb − ω)−1ρk′n,k′n(b, n|. . . ; 0) (4.66)
Somando o G[1] com o G[2], Eq(4.64) e Eq.(4.66), temos
ρ0(|. . . ; t) = (−λ)
2pii
∫













[Diagramas com mais vrtices]} (4.67)
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Vale notar que o diagramaG[2] irá contribuir para a série correspondente









n · vn − k′n · vj − ω)−1 (4.68)
A idéia central da presente abordagem é considerar a expansão (4.67)
para ρ0(|. . . ; t) como representando a solução de uma equação diferencial
para ρ0(t). Tomando a derivada temporal de ρ0(|. . . ; t), Eq.(14), temos












dω exp [−iωt](k′n · vn − k′n · vj − ω)−1. (4.69)
A integral na equação acima corresponde justamente a todos os termos que
contribuem para ρkn,−kn(n, j|. . . ; t), que é da ordem de λ(λc)n, sendo c a
densidade do sistema. Utilizando a expressão (4.57) de Fjn, obtemos:











ρk,−k(n, j|. . . t)⇒





∂jnρk,−k(n, j|. . . 0) = 0
(4.70)
que é a equação cinética para ρ0(|. . . ; t). Todos os diagramas da figura
abaixo possuem contribuição em ρ0(|...; t).
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Figura 4.1: Classe de diagramas que contribuem para a ρ0(|. . . ; t).
Contribuições de Primeira e Segunda Ordem para os
Coeficientes ρk(t).
As contribuições para ρk(t) serão oriundos de diagramas que terminam à
esquerda com uma única linha, os vértices de destruição não-homogêneos.
Podemos decompor ρk1. . . ks(1. . . s|. . . ; 0) em duas partes:
ρk1. . . ks(1. . . s|. . . ; 0) =
s∏
j=1
ρkj + ρ[k1. . . ks], (4.71)
sendo o primeiro termo, proporcional a λ0, conhecido como o termo de não-
homogeneidade e o segundo termo, proporcional à λn, n ≥ 2, o termo de
correlações puras, que serão responsáveis pelos termos de segunda ordem
na Eq. (4.24). As contribuições ao coeficiente ρk(v|. . . ; t) são dadas pela
soma dos diagramas abaixo:
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A função ρk(v|t) será a soma da contribuição de todos os diagramas que
passamos a descrever abaixo. Vamos calcular explicitamente a contribuição



















Fαj(kα)(kα · vα − ω)−1
× 〈kα|Lα,j|k′j〉(kj · vj − ω)−1〈kj|Lj,n|k′′n〉(kn · vn − ω)−1








(kα · vα − ω)−1Fα,j(kα)(kα · vj − ω)−1
× (kα · vn − ω)−1ρk′′α(n| . . . ; 0). (4.73)
Generalizando para n−laços, temos:









(kα · vα − ω)−1Fα,a1(kα)
× (kα · va1 − ω)−1Fa1,a2(kα)(kα · va2 − ω)−1 × . . .× (kα · van − ω)−1
× ρkα(an| . . . ; 0). (4.74)











(kα · vα − ω)−1〈kα|Lnα|k′αk′n〉










(kα · vα − ω)−1Dα,n(kα, k′n)δkrk′α+k′n−kα










(kα · vα − ω)−1Dα,n(kα, k′α)
× [k′α · vα + (kα − k′α) · vn − ω]−1 ρk′α,kα−k′α(α, n| . . . ; 0) (4.75)













(kα · vα − ω)−1〈kα|Lα,i|k′α, k′i〉
× (k′α · vα + k′i · vi − ω)−1〈k′α, k′j|Lα,i|k′′α, k′j, ki〉












(kα · vα − ω)−1Dα,j(kα, k′α) ·
× [kα · vα + (kα − k′α) · vi − ω]−1Dα,j(k′α, k′α − k′′j )
× [(k′α − k′′j ) · vα + k′′j · vj + (kα − k′α) · vi − ω]−1
× ρk′α−k′′j ,k′′j ,k′α−k′α(α, j, i| . . . ; 0) (4.76)














(kα · vα − ω)−1Dα,j(kα − k′i; kα)
× [(kα − k′i) · vα + k′i · vi − ω]−1Dα,j(kα − k′i; kα − k′i; k′i − k′′j )
× [(kα − k′i − k′′j ) · vα + k′′j · vj + k′i · vi − ω]−1
× Dα,j(kα − k′i − k′′j ; kα − k′i − k′′j − k′′′i )
[
(kα − k′i − k′′j ) · vα + k′′j · vj + k′i · vi − ω
]−1
× ρkα−k′i−k′′j −k′′′n ;k′′′n ;k′′j ,k′i(α, n, j, i| . . . ; 0). (4.77)
Podemos, desta forma, generalizar para m vértices:











(kα · vα − ω)−1Dα,β1(kα − kβ1 ; kα)
× [(kα − kβ1 − kβ2) · vα + kβ1 · vβ1 + kβ2 · vβ2 − ω]−1 × . . .×











kβ1 · vj − ω
]−1
× ρkα−kβ1−. . .−kβm ;kβm ;. . . ;kβ1 (α, β1, . . . , βm| . . . ; 0). (4.78)
A seguir mostraremos como utilizar essa abordagem para deduzir uma
equação de Vlasov para o sistema gravitacional.
Capítulo 5
Equação de Vlasov para Sistemas
Autogravitante
No presente capítulo, a teoria perturbativa desenvolvida no capítulo anterior
será aplicada a um sistema de partículas autogravitantes para a determi-
nação de uma do tipo Vlasov que descreve a dinâmica da distribuição de
probabilidades reduzida a uma partícula, partindo da solução perturbativa
para a mesma.
5.1 Hierarquia BBGKY para Partículas
autogravitantes Não-Idênticas
Para partículas não idênticas a função distribuição fN não é simétrica e
portanto precisamos de uma nova hierarquia tipo BBGKY. Vamos conside-
rar um subconjunto de s partículas, pertencentes ao conjunto original de N
partículas: {ik} ≡ {i1, . . . , is}, onde cada ik é diferente de outra partícula
com diferente índice do conjunto original de partículas. A f.d.r. para s
partículas para {ik} fica definida por:
fs({ik}) ≡ fs(i1, . . . , is) =
∫
fN(1, . . . , N) dj1 · · · djN−s, (5.1)
onde {jl} é o subconjunto de partículas pertencente às N partículas que
não contém as partículas que pertencem ao conjunto das partículas {ik}.
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Ao integrarmos a equação de Liouville
∂fN
∂t
= iLˆNfN , (5.2)
em ambos os lados sobre os momentos das partículas {jl}, e eliminando os
















fs+1({ik}, jl) djl, (5.3)
onde Lˆs é o operador Liouvilliano para s partículas e fs+1({ik}, jl) ≡
fs+1(i1, . . . , is, jl). Uma vez que estamos considerando que as partículas
podem ter massas diferentes, a f.d.r. Eq. (5.1) deixa de ser simétrica por
permutação entre duas partículas e a Eq. (5.3) é a forma final da hierarquia
BBGKY que desejamos.
Para um sistema autogravitante formado por partículas de massas dife-
rentes, a energia potencial assume a forma:
Vij = V (|ri − rj|) = −Gmimj ri − rj|ri − rj|3 ≡ mimjh(ri − rj), (5.4)
onde h(ri− rj) é a força entre duas partículas de massa m = 1 nas posições
ri e rj. Podemos usar a Eq. (5.4) para simplificar a Eq. (5.3).
Como exemplo, vamos considerar o caso s = 1, com a densidade de

















definido de forma simétrica pela permutação de r,p e r′,p′. Usando Eq. (5.3)
para s = 1 e Eqs. (5.5) e (5.6), é direto mostrar que[
∂
∂t
+ v · ∂
∂r
]




h(r− r′)F2(r,p, r′,p′) dr dp. (5.7)
CAPÍTULO 5. EQUAÇÃO DE VLASOV PARA SISTEMAS
AUTOGRAVITANTE 46
Uma simplificação similar não pode ser feita para s ≥ 3 devido ao operador
Lˆs do lado esquerdo da Eq. (5.3). Podemos concluir que para partículas
idênticas as correlações entre as mesmas são da ordem de 1/N e, portanto,
podem ser ignoradas para valores de N grande. Para sistemas autogravitan-
tes de formados por partículas idênticas, isso pode ser provado utilizando a
mesma técnica diagramática utilizada para plasmas [47].
5.2 Equação Cinética para Escalas de Tempo
Curtas
Nesta seção iremos deduzir a equação de Vlasov para escalas de tempo
curto. Como discutido anteriormente, os diagramas que contribuem para
tal escala são os do tipo laço e vértice de destruição não-homogênea, Figura.
(5.1).
Figura 5.1: Vértices para escalas de tempo curtas.
Vale lembrar que os vértices do tipo A e os do tipo B possuem as se-
guintes expressões:
〈kj|Ljn|k′j, k′n〉 = Djn(k′j, kj)δkrk′j+k′n−kj (5.8)
〈kj|Ljn|k′n〉 = Fjn(kj)δkrk′n−kj (5.9)
A figura (5.2) mostra cinco dos diagramas que irão contribuir para o
ρk(α; t). Para cada um dos diagramas temos as contribuições, seguindo da






dz exp (−izt) iλ
z − k · vαρk(α| · · · ; 0), (5.10)
CAPÍTULO 5. EQUAÇÃO DE VLASOV PARA SISTEMAS
AUTOGRAVITANTE 47
Figura 5.2: Diagramas básicos para contribuição para o sistema gravitaci-
onal. A função ρk(α; t) é formada, na verdade, por diagramas deste mesmo






dz exp (−izt) iλ












dz exp (−izt) iλ















dz exp (−izt) iλ








z − k · vα − (k − k′) · vj ρk






dz exp (−izt) iλ












z − k · vα − (k − k′) · vj
ρk′(n|α...; 0)ρk−k′(j|...; 0), (5.14)
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[z − k′·vn − (k− k′)·vj]

















[z − k′·vα − (k− k′)·vj]ρk
′(α|...; 0)ρk−k′(j|...; 0) + ...
}
+ ...
Da teoria de dinâmica de correlações







A função f1(rα, vα) é a solução geral de uma equação cinética. Afim de
determinar de qual equação cinética a f(rα, vα) é solução, precisa-se tomar
a sua derivada temporal,







Derivando a Eq.(4.22) observa-se que os únicos termos que possuem t
são as exponenciais e−izt, de forma que irão aparecer termos −iz no início
de todas as integrais. Por simplificação, usa-se a igualdade −iz = (−iz −
k · vα) + k · vα. Fazendo as substituições e colocando os termos em F e em
D fora das integrais, uma vez que estes não dependem de z, obtemos as
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′)ρk′(n|α, ...; t)ρk−k′(j|...; t)
Usando as formas dos operadores F e D, Eq.(3.50) e Eq.(3.54), substituindo
o resultado de volta na Eq.(4.24) e integrando sobre todas as velocidades
menos vα e tomando o limite em que N →∞, Ω→∞ e N/Ω = c, chega-se
à equação cinética desejada,
∂tf1(rα,vα; t) + vα · ∇f1(rα,vα; t) = (5.18)
∂αf1(rα,vα; t)∇α
∫
drjdvjV (|rα − rj|)f1(rα,vα; t)
A equação acima, Eq.(5.18) é a equação de Vlasov desejada. Vale notar
que além de demonstrarmos que esta é a equação natural para sistemas
com interações de longo alcance, assim como Braun e Hepp [39], também
obtemos a solução perturbativa da mesma, Eq.(5.16).
Na próxima seção passamos a mostrar uma série de simulações numéri-
cas que demonstram que o nosso resultado é consistente.
Capítulo 6
Validade da Equação de Vlasov
para N Finito - Aplicação a
Sistemas Unidimensionais
Neste capítulo iremos mostrar que a equação de Vlasov determinada no
capítulo anterior descreve bem os sistemas autogravitantes. Para tanto
realizamos simulações numéricas para três modelos simplificados, o HMF,
o MAAG e o modelo de folhas autogravitantes. Os métodos numéricos
utilizados estão descritos no Apêndice B, onde fazemos uma pequena revisão
de simulações de dinâmica molecular e solução numérica da equação de
Vlasov. Em cada simulação de dinâmica molecular foi utilizada a condição
inicial de waterbag, ou seja, uma distribuição uniforme no espaço de fase,
tanto em p, quanto em q,
f0(p, θ) =
{
1/2p0θ0 se −p0 < p < p0 e 0 < θ < θ0,
0 caso contrário,
(6.1)
para o HMF e MAAG, e
f0(p, x) =
{
1/4p0x0 se −p0 < p < p0 e x0 < θ < x0,
0 caso contrário,
(6.2)
para o modelo de folhas autogravitantes. As simulações realizadas nas pró-
ximas seções farão sempre uso destas condições iniciais, de maneira que
iremos apenas nos referir aos valores utilizados em cada simulação
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6.1 Modelo do Anel autogravitante
O toy model conhecido como Modelo do Anel autogravitante (ring-
model em inglês), [2, 3], é formado por N partículas idênticas de massa m
distribuídas sobre um anel, com interação gravitacional como mostrado na
Figura 6.3. Dessa maneira o potencial de atração entre as partículas i e j
é dado por








1− cos θij, e portanto:
Figura 6.1: N partículas distribuídas sobre um anel de raio R. A posição







Esse potencial diverge quando θij → 0. Para resolver esse problema, é






1− cos θij + 
. (6.5)
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1− cos θij + 
. (6.7)
Passamos agora ao estudo de como a dinâmica de N partículas converge
para a dinâmica de Vlasov no caso do modelo do anel para dois valores de .
Para tal realizamos dois tipos de simulações, ambos descritos no Apêndice
A. O primeiro é uma simulação de dinâmica molecular enquanto que no
segundo, resolvemos a equação de Vlasov numericamente. As simulações
para o MAAG foram feitas utilizando CUDA, isso por que essa linguagem
faz uso das placas de processamento gráfico (GPU, sigla em inglês) que
são desenvolvidas visando a otimização de cálculos numéricos. O uso de
tal linguagem nos fez ter um ganho considerável no tempo de simulação,
permitindo simulações com um número cada vez maior de partículas.
Na Figura 6.2 vemos a evolução temporal, partindo de uma condição
inicial da forma dada pela Eq. (6.1) da energia cinética para diferentes
valores de ε. Nota-se que quanto menor o valor de  maior o número de
partículas necessárias para se ter uma boa convergência entre a dinâmica
entre N partículas e a equação de Vlasov. Isto se deve ao fato de que no
limite em que ε → 0 os efeitos colisionais começam a ter maior relevância
na dinâmica do sistema.
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Figura 6.2: Energia cinética para MAAG para diferentes valores de ε. Nota-
se que quanto menos o valor do referido parâmetro, mais rápido surge uma
divergência entre as simulações. Isto se deve ao fato de que no limite em que
ε→ 0 os efeitos colisionais começam a ter maior relevância na dinâmica do
sistema. As simulações foram realizadas com um passo de tempo ∆t = 10−3,
p0 = 0.25 e θ0 = 1.0 .
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6.2 Modelo HMF
O modelo que foi introduzido por S. Ruffo e M. Antoni [?], chamado de
“Hamiltonian Mean Field” (HMF), é um sistema de partículas de massas
iguais se movendo em um círculo, acopladas por um potencial de interação
da forma ±[1 − cos(θi − θj)] (atrativa ou repulsiva para o sinal + ou −,
respectivamente), onde θi é o ângulo que dá a posição da i-ésima partícula no
círculo. Uma generalização bi-dimensional do modelo HMF foi introduzida
por Ruffo e colaboradores na referência [1], mas uma série de artigos sobre
tal modelo pode ser achado nos livros [25, 26, 27].











[1− cos(θi − θj)], (6.8)
onde θi ∈ [−pi, pi[ e pi é o momento canonicamente conjugado à θi. Por






(cos θi, sin θi) (6.9)
com componentes Mx = 1N
∑N





Para obter as propriedades de equilíbrio desse sistema notamos que po-
demos escolher a origem dos ângulos do sistema de modo que Mx = 0.















Os resultados para o equilíbrio no ensemble canônico podem ser obtidos por
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onde β = (kBT )−1, e o domínio de integração é estendido à todo o espaço
de fase. Substituindo a Hamiltoniana (6.10) na função de partição (6.11) e


























































e µ = βεN . Fazendo a mudança de variável y → y√N/2βε, temos então a















onde In é a função de Bessel modificada de ordem n. Por fim podemos
calcular essa última integral por meio da técnica de ponto de cela no limite
de campo médio (N → ∞). Neste limite a energia livre de Helmholtz por



















− ln [2piI0 (y)]
}
.







Se acoplarmos um campo externo h à hamiltoniana, e derivarmos a
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onde y¯ é a solução da equação (6.13). Uma dedução mais simples da distri-
buição de equilíbrio para esse sistema foi obtido por Rocha-Filho e colabo-
radores [30].
A Figura 6.3 mostra os gráficos de energia cinética para o modelo HMF,
partindo de uma condição inicial de waterbag definida pela Eq (6.1). Note
que temos uma boa concordância entre a dinâmica molecular e a solução
numérica da equação de Vlasov já para N = 10, 000 . Vale ainda notar que
essa concordância é excelente no período de relaxação violenta t ≈ 20.
Já na Figura 6.2 temos simulações para um número de partículas cons-
tante, N = 200.000, mas com diferentes valores de momento linear iniciais,
p0. Apesar de possuírem o mesmo comportamento no período inicial, logo
que entram no regime de QSS, a energia inicial de cada um tende a os-
cilar de maneiras diferentes. Isto se deve ao fato, já mencionado, de que
os QSS, por serem soluções estáveis da equação de Vlasov, são dependen-
tes das condições iniciais. Os painéis (c) e (d), também realizados para o
mesmo número de partícula, mas para diferentes valores de θ0.
CAPÍTULO 6. VALIDADE DA EQUAÇÃO DE VLASOV PARA N
FINITO - APLICAÇÃO A SISTEMAS UNIDIMENSIONAIS 57
Figura 6.3: Energia cinética para o HMF, tanto dinâmica molecular, para
N = 104, N = 105, N = 106, quanto para solução de Vlasov. Passo de
tempo em todas as simulações foi de 0.01, p0 = 0.25 e θ0 = 4.0. Para a
simulação de Vlasov foi utilizado um passo de tempo de ∆t = 0.1
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Figura 6.4: Gráficos de energia para o HMF com diferentes parâmetros
iniciais para a distribuição de waterbag p0 indicados nas figuras. Ambas
simulações fora realizadas para N = 200.000 e com um passo de tempo em
todas as simulações foi de 0.01.
Na Figura 6.5 temos a evolução temporal das magnetizações para o
HMF. Nota-se que se tem a mesma concordância entre as simulações de
dinâmica molecular e a solução numérica da equação de Vlasov.
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Figura 6.5: Magnetização total para o HMF. Nos gráficos de cima temos
diferentes valores de N , enquanto que nos dois de baixo temos diferentes
valores de energia cinética inicial com o número de partículas fixo em N =
200.000, com ∆t = 0.01.
Os resultados apresentados no Capítulo 05 mostram que a ordem de
magnitude das correlações são preservadas pela dinâmica e que portanto,
todas as correlações entre partículas são criadas dinamicamente, ou seja,
que a equação de Vlasov é válida em qualquer estágio da evolução com um
erro de O(1/N) considerando a f1 dada no instante da condição inicial da
equação de Vlasov. A partir de então, esta solução irá se desviar da função
distribuição para N <∞ devido aos termos de colisão da ordem de 1/N ou
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menor. Afim de medirmos as correlações entre partículas precisamos lem-
brar que o teorema do limite central afirma que a distribuição de uma soma





converge para uma distribuição Gaussiana no limite n → ∞. Uma boa
medida do desvio da X(n) é a Kurtosis, que em sua forma normalizada e







Desta maneira medimos as correlações entre as partículas particionando
o conjunto das N partículas em grupos de N/M com M partículas cada.









e as variáveis reduzidas:
y˜k = (yk − 〈y〉) /σy,
z˜k = (zk − 〈z〉) /σz, (6.18)
onde 〈· · · 〉 representa a média estatística e σy e σz são os desvios padrões de
y e z, respectivamente. Se as partículas não são correlacionadas o teorema
do limite central afirma que as distribuições yk e zk tendem rapidamente a
uma Gaussiana a medida que aumentamos o M . A Figura 6.6 representa
bem esta afirmação. Notamos que enquanto paraNr = 100 observamos uma
flutuação em torno de 3, quando aumentamos para Nr = 10, 000 temos uma
clara convergência para K = 3.
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Figura 6.6: Kurtosis para uma soma de M variáveis áleatórias não cor-
relacionadas. 1 ≤ M ≤ 256 com Nr = 100 e Nr = 10, 000 realizações.
N = 262, 144 e energia total por partícula E = 0.5879
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Figura 6.7: Kurtosis para Eq. (6.18) para o modelo HMF. Os paineis (a),
(c) e (e) apresentam a Kurtosis Kp para a soma de variáveis de momomenta
para N = 100, 000, N = 1, 000, 000 e N = 10, 000, 000 respectivamente.
Enquanto que nos paineis (b), (d) e (e) temos a Kurtosis para a variável
ângulo Kθ
A figura 6.7 mostra uma série de simulações realizadas a partir de uma
distribuição inicial de waterbag homogênea até o estado final de equilíbrio
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termodinâmico. Observamos facilmente que tanto para Kp, quanto para Kθ
tendem exatamente para a Gaussiana para todos os valores de N utiliza-
dos. Isso ocorre por dois motivos, a correlação entre as partículas se tornam
pequenas de acordo com o a descrição do campo médio vai tomando conta
e tendendo à dinâmica real e ainda temos o fato de que o numero de reali-
zações Nr das variáveis somadas aumenta.
Figura 6.8: Kurtosis para as variáveis definidas pela Eq. (??) para o mo-
delo HMF. N = 100, 000 e M = 256. Tempo final de simulação 2 × 107.
O sistema se encontra no equilíbrio termodinâmico ao final da simulação o
que fica bem aparente com a linha vermelha em K = 3. Condições inciais
de waterbag com p0 = 0.0726 e θ0 = 2pi, o que corresponde a uma magne-
tização inicial nula e energia total por partícula de 0.5879. Passo de tempo
utilizado ∆t = 0.1.
Hoje está bem estabelecido que estes estados quasi-estacionários na ver-
dade são soluções estáveis da dinâmica de Vlasov e aparecem devido a
pequenas colisões de correção na equação de Vlasov, mesmo sendo de curta
duração. Foi mostrado por Yamaguchi, et. al. [42] que para o HMF que
uma função distribuição homogênea, f(p) a uma partícula que seja uma
solução da equação de Vlasov no regime dos QSS, será estável se a seguinte
condição for respeitada







dp > 0. (6.19)
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Este resultado está representado pela Figura 6.9, onde foi feita uma simula-
ção com N = 10.000.000 partículas, para uma distribuição inicial homogê-
nea dada por f(p) = 1/p0 se −p0 < p < p0 e f(p) = 0 caso contrário. Desta
maneira, o tempo de vida de um QSS homogêneo é dado pelo tempo em que
I[f ] se torna negativo, e como resultado dos efeitos de colisão acumulados,
independentemente da presença de quaisquer correlações criadas a partir de
colisões ou o tempo decorrido desde os estados iniciais não-correlacionados.
Este resultado está ilustrado na Figura 6.9.











Figura 6.9: Energias cinética e potencial e o parâmetro de instabilidade,
I[f ] definido por Eq(6.19), para uma distribuição inicial de waterbag ho-
mogênea.
6.3 Folhas autogravitantes
Um dos principais motivos pelos quais os modelos simplificados são utili-
zados, reside no fato que que o tempo de relaxação de um sistema simples
como a interação gravitacional entre duas partículas em uma galáxia leva
cerca de 1017 anos para relaxar [5], enquanto que o tempo de vida do Uni-
verso é da ordem de 1010 anos, ou seja, não tem-se nenhuma galáxia em
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equilíbrio térmico. Como já mencionado no capítulo anterior, um dos toy
models utilizados é o de folhas autogravitantes [6, 7, 8, 9, 10, 11, 12], em
que N planos infinitos de massa mi, 0 ≤ i ≤ N , estão se movendo ao
longo de uma linha reta. Tais planos podem cruzar um através do outro,
caracterizando uma colisão entre eles.
Figura 6.10: Modelo de folhas autogravitantes










A hamiltoniana acima não é extensiva, uma vez que não existe uma
dependência do termo de potencial com o número de partículas. Para se




; P = ap ; a = (2piGN)1/3m,
onde passa-se a considerar que todas as folhas possuem a mesma massa,





























|xj − xk|. (6.22)
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A Eq.(6.22) é a forma final que será utilizada nas simulações numéricas.
Vale ainda ressaltar que a equação cinética para tal sistema é uma equação
de Vlasov,
∂tf + ∂pH1 ∂xf − ∂xH1 ∂pf = 0 (6.23)
obtida pela aproximação de campo médio
Φ[f ](x; t) =
∫∫
R2
|x− x′| f(x′, p; t) dx′dp, (6.24)
onde
H1(x, p; t) =
p2
2
+ Φ[f ](x; t). (6.25)
Ainda sobre o sistema de folhas autogravitantes em uma dimensão,
pode-se escrever a força entre duas das N folhas, de forma independente de
sua separação [9]
Fij = −2pim2G xi − xj|xi − xj| = −2pim
2Gsgn(xi − xj). (6.26)
Desta maneira, a força que atua sobre a partícula i, em qualquer instante
pode ser expressa como
Fij = −2pim2G
[
N i+ −N i−
]
, (6.27)
onde N i+ é o número de folhas à direita de i e N i− à sua esquerda. Aplicando





N i+ −N i−
]
. (6.28)
A figura 6.3 mostra que temos uma excelente concordância entre as
simulações de dinâmica molecular (MD) e a solução numérica da equação de
Vlasov. Observamos dois períodos de relaxação, um de relaxação violenta,
t ≈ 20 e um de período mais longo, t ≈ 100.
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Figura 6.11: Gráficos da energia para o modelo de folhas autogravitantes.
No painel (a) temos a energia cinética ao longo do tempo tanto para si-
mulação de dinâmica molecular quanto para Valsov. No painel (b) temos
tanto a energia cinética, K, quanto a energia potencial U . Passo de tempo
para DM ∆t = 0.01. Para a simulação de Vlasov ∆t = 0.1
A forma da Eq.(6.28) é de grande ajuda do ponto de vista de integra-
ção numérica, uma vez que precisa-se resolver apenas equações quadráticas
para se determinar o tempo até a próxima colisão. Além disso, ainda tem o
fato de que em uma dimensão, a colisão entre duas partículas, sem descon-
tinuidade nas velocidades, é equivalente a uma colisão elástica, i.e. ocorre
apenas uma troca entre as velocidades das partículas. Estes fatos levam ao
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uso de uma simulação numérica de dinâmica molecular com event driven,
em que os passos de integração são determinados pela próxima colisão entre
duas folhas (evento).
Figura 6.12: Evlução do espaço de fase para o modelo de folhas autogravi-
tantes. O intervalo de tempo escolhido, de até T = 20.00 corresponde ao
período de relaxação violenta. p0 = 10.0 e x0 = 100, enquanto o passo de
tempo foi de ∆t = 0.01 e N = 200, 000
A figura 6.12 apresenta uma série de estágios do espaço de fase durante
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a primeira fase de relaxação. Vemos que mesmo passado o período de
relaxação violenta, t ≈ 20, o sistema ainda não relaxou para o QSS. Já na
figura 6.13 temos duas simulações mais longas t = 100, para N = 1, 000 e
N = 10, 000, onde já observamos a formação de uma estrutura de core-halo.
Nesta fase o sistema já se encontra nos estados QSS.
Figura 6.13: Estrutura final, para tf = 100, do espaço de fase de um sistema
de folhas autogravitantes. Observa-se a formação de uma estrutura core-
halo. Painel (a) N = 1000 e painel (b) N = 10.000.
Capítulo 7
Segregação de Massas
Por séculos os astrônomos observam que os aglomerados de estrelas não
possuem uma distribuição uniforme [58]. Isto ocorre devido ao fato de que
as estrelas que compõem as galáxias não possuem massas iguais. Isto é
facilmente observado pela estrutura de core-halo, onde a maior parte das
estrelas se concentram no centro da estrutura, demonstrando uma tendência
formarem uma região de maior densidade.
O fenômeno de segregação de massas [59, 60] continua como um pro-
blema em aberto e de grande interesse na astronomia e astrofísica. Uma
das questões que continua sem solução é se tal fenômeno é dinâmico ou
primordial(inerente ao sistema).
Existem algumas maneiras de se medir a segregação de massas em tais
estruturas [59, 60], tal como o estudo das dimensões fractais das estrutu-
ras formadas, muito utilizada em sistemas tridimensionais, principalmente
observando galáxias reais e não construídas por modelos computacionais,
como Orion, por exemplo. A abordagem utilizada aqui é a de análise das
funções distribuição, tanto dos momentos, quanto das posições geradas a
partir do espaço de fase gerado.
Os sistemas apresentados até agora são formados por N partículas de
mesma mass, m = 1, mas como estamos interessados no problema de se-
gregação de massas, precisamos de um sistema formado por partículas de
diferentes massas e para tanto introduzindo uma distribuição uniforme-
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mente de massas em um intervalo [mmin,mmax], de maneira que o potencial




mimjV (|ri − rj|). (7.1)
ou seja, o produto das massas passa a ter um papel fundamental na evolução
do sistema. O nosso objetivo aqui é demonstrar que modelos simplificados,
neste caso o HMF, podem ser usado no estudo do problema de segregação
de massas. Na próxima seção introduziremos o modelo HMF com massas
diferentes e então seguiremos para uma série de simulações que mostram o
surgimento da segregação de massas para o mesmo.
7.1 Hamiltonian Mean Field
Para um sistema formado por massas diferentes, o potencial para o HMF






mimj[1− cos(θi − θj)], (7.2)











mimj[1− cos(θi − θj)]. (7.3)
A força sobre a partícula i segue diretamente
Fi = mi [cos θiMy − sin θiMx] , (7.4)
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é a massa média do sistema. Vamos agora passar à análise das simulações
numéricas realizadas. Os parâmetros utilizados estão descritos nas legendas
das figuras.
A Figura. 7.1 apresenta a energia cinética para o sistema descrito acima.
Podemos observar que o período de relaxação violenta possui uma oscilação
mais longa, além de termos pequenas oscilações no período dos QSS. Tais
oscilações dão origem a uma ressonância entre as partículas o que acarreta
na segregação de massas.











Energia Cinetica por Particula
HMF - N = 1.000.000
Figura 7.1: Energia cinética por partícula para HMF com massas unifor-
memente distribuídas no intervalo [1.0, 2.0]. N = 1.000.000 com passo de
tempo ∆t = 0.5. O sistema inicialmente gerado com θ0 = 2.0 e p0 = 0.0
(sistema frio).
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Já na figura. 7.1 temos a distribuição de partículas em relação às po-
sições. Observa-se que temos uma maior concentração de partículas mais
massivas na região do core, o que caracteriza o fenômeno de segregação de
massas. Em contra-partida temos uma maior concentração de partículas
menos massivas na região do halo.











Figura 7.2: Distribuição de posições. N = 1.000.000 com passo de tempo
∆t = 0.5. O sistema inicialmente gerado com θ0 = 2.0 e p0 = 0.0 (sistema
frio), para um tempo final de 10.000.
A figura. 7.1 nos mostra a distribuição de momentos, onde observamos
que temos mais partículas menos massivas com um maior momento, do que
as mais massivas. Este resultado é o esperado uma vez que as partículas
que se encontram no halo possuem uma velocidade maior.









Figura 7.3: Distribuição de momentos. N = 1.000.000 com passo de tempo
∆t = 0.5. O sistema inicialmente gerado com θ0 = 2.0 e p0 = 0.0 (sistema
frio), para um tempo final de 10.












Distribuicao de posicoes ao longo do tempo
HMF
Figura 7.4: Distribuição de posições ao longo do tempo. N = 1.000.000
com passo de tempo ∆t = 0.5. O sistema inicialmente gerado com θ0 = 2.0
e p0 = 0.0 (sistema frio), para um tempo final de 10.
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A figura 7.1 mostra de maneira mais clara os resultados anteriores da
distribuição de partículas sobre o espaço de fase, exibindo um número maior
de partículas mais massivas sobre a estrutura do core, enquanto que no halo
temos uma concentração de partículas menos massivas.
Figura 7.5: Sobreposição do espaço de fase para um tempo final tf = 10 e
das distribuições de partículas. N = 100, 000.
A diferença entre as distribuições para a mesma região do espaço de
fase, mas para diferentes intervalos de massa, demonstram claramente a
presença da segregação de massa. Vale notar que a segregação de massas
surge naturalmente ao longo da dinâmica do sistema, de forma que podemos
concluir que o fenômeno em si é inerente do sistema.
Lembrando que estes resultados tem como objetivo mostrar a viabilidade
de modelos como o HMF de descreverem o fenômeno de segregação de
massas e que um estudo mais detalhado e com resultados mais quantitativos
estão previstos nas perspectivas desta tese, além da extensão para o MAAG




Como falado no início da tese, nosso interesse é a descrição de sistemas com
interação de longo alcance, e em particular sistema autogravitantes procu-
ramos obter uma melhor compreensão da Teoria Cinética desses sistemas.
Um dos pontos chaves foi determinar o escopo de validade da equação de
Vlasov nesses sistemas. Com este objetivo fizemos uma revisão da teoria ci-
nética partindo da equação de Liouville Eq. (4.7) apresentada no Capítulo 4
onde apresentamos uma dedução da equação de Vlasov baseada na introdu-
ção do fator de kac 1/N e de uma expansão em séries de potências de 1/N .
Fizemos uma expansão em série de Fourier da equação de Liouville e então
passamos a introduzir uma notação que nos permitisse trabalhar na forma
matricial com os termos da série, o que resultou na equação Eq. (4.55), a
qual nos permite calcular a contribuição de cada diagrama representando
termos da série pertubativa.
Uma vez que estabelecemos a teoria estamos prontos para a abordar o
problema proposto no Capítulo 5. Começamos com a determinação de uma
Hierarquia BBGKY para partículas autogravitantes não-idênticas. Uma
vez tal Hierarquia estabelecida passamos à seleção da categoria correta de
diagramas de acordo com sua dependência com o número de partículas
N >> 1. Calculamos então as contribuições relevantes para a série para
76
CAPÍTULO 8. CONCLUSÕES E PERSPECTIVAS 77
ρk(α; t), que uma vez ressomada resulta na equação de Vlasov Eq.(5.18).
Nossa dedução guarda fortes semelhança com a dedução de Balescu [47],
embora utilize a dependência dos diferentes diagramas com N , enquanto
Balescu utilizou o parâmetro de plasma para o mesmo objetivo. Com isso
demos uma nova demonstração de que a equação de Vlasov é a equação ciné-
tica natural para sistemas com interação de longo alcance no limite N →∞,
resultado este já demonstrado anteriormente em um artigo extremamente
rebuscado [39].
De maneira a mostrar como diferentes potenciais de interação levam a
diferentes velocidades de convergência com o número de partículas para a
dinâmica de Vlasov (campo médio), consideramos no Capítulo 6 três dife-
rentes modelos unidimensionais com interação de longo alcance, todos ex-
tensivamente estudados na literatura, o modelo HMF, o MAAG e o modelo
de folhas autogravitantes.
As simulações para o MAAG mostram que para menores valores do pa-
râmetro de amortecimento , a convergência das propriedades de dinâmica
molecular para a de Vlasov para pequenos valores de . É um resultado
esperado visto que para pequenas distâncias, os efeitos colisionais são mais
importantes quando  é menor. Já para o modelo de folhas autogravitantes,
a medida que aumentamos o número de partículas N vemos uma concor-
dância cada vez melhor com a dinâmica de Vlasov. A convergência para
uma descrição de campo médio é fortemente afetada pela parte de curto
alcance da força. Quanto mais forte a torça, mais importante os efeitos co-
lisionais, e menor é o tempo de concordância com a equação de Vlasov para
um N finito. Realizamos ainda uma série de simulações a partir de uma
distribuição inicial de waterbag homogênea até o estado final de equilíbrio
termodinâmico onde observamos facilmente que tanto para Kp, quanto para
Kθ tendem exatamente para a Gaussiana para todos os valores de N utili-
zados. Isso foi realizado com a finalidade de mostrar que a correlação entre
as partículas se tornam pequenas de acordo com o a descrição do campo
médio vai tomando conta e tendendo à dinâmica real.
Por fim no Capítulo 7 introduzimos o problema de segregação de mas-
sas e mostramos que o mesmo pode ser estudado por meio de modelos
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simplificados, como o modelo HFM. Primeiro introduzimos o modelo HMF
para partículas de massas diferentes e rescrevemos as suas expressões, tais
como, a Hamiltoniana, força e magnetizações. As simulações realizadas
(aqui apenas de dinâmica molecular) mostram claramente que as partículas
mais pesadas tendem a se concentrar no core, enquanto que as menos mas-
sivas no halo, como já esperado. A importância deste resultado se encontra
no fato de que até então os astrofísicos utilizam sistemas mais próximos
da realidade nesses estudos, o que faz com que as simulações necessárias
sejam extremamente complexas e demoradas. Nesse contexto nosso estudo
detalhado mostra que a segregação de massas é um fenômeno da dinâmica,
inerente ao sistema.
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8.1 Perspectivas
Apresentamos aqui os problemas que serão trabalhados que dão continui-
dade aos resultados apresentados na presente tese.
Segregação de Massas
O trabalho sobre segregação de massas utilizando os modelos simplificados
ainda se encontra em um estágio inicial. Além de continuarmos com com
o estudo para o modelo HMF, ainda temos os demais modelos: MAAG e
Folhas autogravitantes, nos quais esperamos também o aparecimento da
segregação de massas.
Equação Cinética de Ordem N 2
Um dos problemas ainda em aberto é a descrição dos estados quasi-estacionários,
uma vez que a melhor teoria que se tem, a de Lynden-Bell, mas que é falha
na descrição dos QSS, fLB 6= fQSS. Uma alternativa viável para tal pro-
blema, já inicialmente abordado pelo Prof. T. Marciano em 1/N para p
estudo da dinâmica colisional.
A diferença entre a abordagem proposta aqui, a utilizada em toda a
tese, e a do prof. T. Marciano é que ao utilizar a abordagem apresentada
em [46] ao invés da mais antiga, [47], é que na primeira já partimos dos
diagramas com as correlações explicitas, o que facilita a dedução da equação
cinética, mas no processo a solução da equação não é obtida, o que faz com
se tenha a necessidade de uma técnica de solução de equações integro-
diferenciais. Enquanto isso, ao usarmos a técnica mais antiga a solução já
surge no processo de dedução da equação, embora requeira a ressomação,
nada simples, de uma série pertubativa.
A abordagem para a dedução de tal equação é a mesma apresentada ao
longo desta tese. A questão agora é que precisamos que a equação tenha
uma dependência em 1/N ou 1/N2 (estados homogêneos em 1D).
Os tipos de diagramas a serem considerados estão apresentados na figura
abaixo. Vale notar que temos uma nova classe de diagramas, os ciclos,
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conhecidos como diagramas diagonais. Tais diagramas são distintos dos
demais pelo fato de que os estados iniciais e finais devem ser idênticos.
+ =
Figura 8.1: Construção do diagrama tipo anel.
Aqui serão introduzidos dos diagramas do tipo anel, que na sua forma
mais simples nada mais do que um vértice de criação uniforme junto com
um vértice de destruição uniforme. A equação cinética em sua forma mais




onde R é o resolvente vindo da soma dos diagramas selecionados.
Apêndice A
Hierarquia BBGKY
Seguiremos aqui a dedução da Hierarquia BBGKY como feito em [46]. Co-
meçamos considerando um sistema clássico formado por N partículas in-
teragentes confinadas em um volume V . Assumimos ainda que o sistema







V (xj, xk) (A.1)
onde H0 é a parte livre, enquanto Vjk ≡ V (xj, xk) o termo de interação.









sendo F = F (x1 . . . xN) a distribuição do espaço de fase. Lembrando que a
conservação de partículas requer a condição de normalização∫
dx1 . . . dxNF (x1 . . . xN ; t) = 1, (A.3)
tomando a derivada ao longo do tempo
∂t
∫
dx1 . . . dxNF (x1 . . . xN ; t) = 0. (A.4)
Substituindo a Eq. (A.1) na Eq. (A.4), obtemos:∫









F = 0, (A.5)
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que deve ser válida independente do número de partículas. Dessa forma,
cada termos da Eq. A.5) deve ser nulo independente do outro∫
dx1 . . . dxN
N∑
j=1
L 0j F = 0 (A.6)
∫
dx1 . . . dxN
N∑
j<n
L ′jnF = 0. (A.7)
De maneira a deduzir uma equação de evolução apropriada para a função
distribuição reduzida à s partículas




dxs+1 . . . dxNF, (A.8)
precisamos integrar a Eq. (A.1) sobre as partículas s+ 1 . . . N :





























L 0j . (A.10)
Da equação acima podemos tirar a seguinte conclusão: se j ∈ (1, . . . , s), o
operador L 0j não será afetado pela integração, já que partimos de dxs+1.
Por outro lado, se j ∈ (s+1, . . . , N), segue pela Eq. (A.6) que tais integrais






dxs+1 . . . dxNF =
s∑
j=1
L 0j fs(x1, . . . , xs). (A.11)
Vamos agora tratar da parte contendo o L ′jn da Eq. (A.9). Aqui po-
demos proceder com a mesma análise anterior, mas nesse caso, temos três
possibilidades:
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L ′jnfs(x1, . . . , xs); (A.12)
2. j, n ∈ (s + 1, . . . , N): segue pela Eq. (A.6) que tais integrais serão
nulas;
3. j ∈ (1, . . . , s) e n(> j) ∈ (s + 1, . . . , N). Dazendo uma integração
















j,s+1fs+1(x1 . . . xs+1). (A.13)
Juntando todos estes resultados, obtemos a hierarquia:


























j,s+1fs+1(x1 . . . xs+1) s ≤ 2; (A.16)
As Eqs. (A.14) - (A.16) formam um conjunto de N equações para a fun-
ção distribuição reduzida conhecida como hierarquia BBGKY. A Eq. (A.16)
deixa muito claro a estrutura da hierarquia: a determinação da função para




Aqui apresentaremos uma seqüência de simulações numéricas para os três
toy models introduzidos nos capítulos 02 e 07, além da solução numérica
da equação de Vlasov que obtivemos. Diversas simulações numéricas foram
realizadas com a finalidade de confirmar os resultados analíticos obtidos.
Boa parte delas foi realizada utilizando paralelização de processos em placas
de gráficas (GPU) por meio da linguagem de programação CUDA. Isto tanto
para as dinâmicas molecular [52, 53] quanto a equação de Vlasov [54]. O
integrador simplético utilizado nas simulações foi o Yoshida de quarta ordem
[51]. O objetivo deste Apêndice é apresentar de maneira simplificada como
as simulações foram realizadas.
B.1 Dinâmica Molecular
Nas simulações uma das técnicas utilizadas foi a dinâmica molecular. Aqui
passamos a descrever a estrutura básica de uma simulação de dinâmica mo-
lecular afim de deixar claro como as nossas simulações foram realizadas. No
Algoritmo 1 apresentamos esta estrutura básica, composta por três partes
distintas
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• CondiçõesIniciais() → Gera as posições e momentos iniciais do sis-
tema, distribuição de waterbag, por exemplo;
• GrandezasIniciais() → Calcula as grandezas iniciais do sistema, tais
como energias cinética e potencial, energia total, momento inicial,
etc. . .;
• LoopDeIntegração→ Responsável pela evolução temporal do sistema.
A cada passo de tempo as grandezas de interesse são recalculadas.
Em se tratando de um sistema físico formado por N partículas, a função
CondiçõesIniciais() gera todo o espaço de fase, Γ em t = 0,
{qi(0), pi(0)}Ni=1 ∈ Γ.
Sendo rand() um gerador de números pseudo-aleatórios, uniformes no inter-
valo [0, 1], o algoritmo 2 mostra a estrutura da função CondiçõesIniciais(),
no caso de se querer gerar um espaço de fase inicial formado por N partícu-




1 for i = 0 to N do
xi ← x0 · rand();
vi ← v0 · rand();
end for
end
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Algoritmo 3: LoopDeIntegração.
begin
1 while tempo < tempoFinal do
PassoDeTempo();
CálculoDasGrandezasDeInteresse();
tempo ← tempo+ dt
end while
end
É justamente dentro da função PassoDeTempo() que está a integração
numérica. Existem diversos tipos de integradores numéricos e de diversas
ordens de aproximação, sendo um dos mais simples o integrador numérico
de Euler [57], passando pelo de Runge-Kutta e por fim os integradores
simpléticos, que são os que preservam a energia total do sistema, sendo
por isso os mais indicados para simulações de sistemas Hamiltonianos. Nas
nossas simulações foi utilizado o integrador simplético de Yoshida [51] de
quarta ordem apresentado no pseudocódigo abaixo.
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for i = 0 to N do
pi ← pi +B0 ∗ h ∗ fi;
ri ← ri +D0 ∗ h ∗ pi;
end for
CalculoDaForca();
for i = 0 to N do
pi ← pi +B1 ∗ h ∗ fi;
ri ← ri +D1 ∗ h ∗ pi;
end for
CalculoDaForca();
for i = 0 to N do
pi ← pi +B1 ∗ h ∗ fi;
ri ← ri +D0 ∗ h ∗ pi;
end for
CalculoDaForca();
for i = 0 to N do
pi ← pi +B0 ∗ h ∗ fi;
end for
end
A função CalculoDaForca() irá depender do sistema que está sendo in-
tegrado. Os valores de B0, B1, D0 e D1 são fornecidos pelo integrador
simplético e são calculados analiticamente [51].
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B.2 Solução Numérica da Equação de Vlasov
Descreveremos aqui uma implementação [54] de um método de solução semi-
Lagrangiano para a equação de Vlasov em sistemas com interação autogra-
vitante unidimensionais. Aqui a função distribuição é representada em uma
grade numérica e um algoritmo de divisão de tempos é utilizado para evoluir
a função calculando as curvas características. A f1 é representada em uma
grade numérica no espaço de fase de uma partícula como f(xj, pj, t) onde
xj e pj são as coordenadas posição e o momento na grade em um domínio
finito x ∈ [xmin, xmax] e p ∈ [pmin, pmax]. O algoritmo possui 4 passos:
1. Evolução temporal para trás de f na direção do espaço por um passo
de tempo ∆t/2 com momento constante;
2. Cálculo da força de campo médio;
3. Evolução temporal para trás na direção do momento de um passo de
tempo ∆t usando a força de campo médio calculada no item 2;
4. repetimos o passo 1.
Este algoritmo está resumido na forma de pseudocódigo no Algoritmo
5.
Algoritmo 5: Evolução temporal da função distribuição
begin
f (I)(x, p)← f(x− p∆p/2, p, t)
F (I)(x)← − ∫ ∂xv(x− x′)f (I)(x′, p′)dx′dv′
f (II)(x, p)← f(x− p− F (I)(x)∆t, t)
f(x, p, t+ ∆t)← f (II)(x− p∆p/2, p, t)
end
Os valores intermediários f (I) e f (II) e as funções distribuição nos passos
(1), (3) e (4) nos pontos da grade numérica precisam ser obtidas dos valores
conhecidos nos passos anteriores com um método de interpolação.
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