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images may be indexed or labeled to easily search for a certain patient, errors often occur, such as misspelled 
names, typos and changes in addresses, and thus the relevant information, i.e. other images from the same 
patient, cannot be retrieved. These problems can be overcome by identifying the images stored in the database 
that belong to that same patient based solely on image features. Several methods used for biometric 
authentication, like [1] and [2], apply retinal image registration attaining good identification performance. 
However these methods suffer from large processing time, not being suitable for use in searching large image 
databases. A possible solution involves selecting a subset of images from the entire dataset, as reduced as 
possible, which is then used in the registration step to enabling highly effective recognition of images from 
the same patient. Previous research on database search methods found that Tree Data Structures were useful 
in the context of image retrieval for applications such as finding correspondences between CD and DVD 
cover images captured with mobile phones and similar images stored in large databases [3] and in selecting 
objects recognized in video scenes [4]. Both of these works represented images by reduced dimensionality 
descriptors like SIFT [5]. A search of the relevant literature uncovered no application of Tree Data Structures 
to retinal image recognition thus motivating the present exploration. 
SIFT descriptors are used in many approaches mainly in retinal image registration in order to monitor the 
progress of various diseases [6]. Although SIFT descriptors are widely used, it was found that Fractal 
Dimension descriptors also enabled a good performance in retinal image recognition [7]. In this paper Fractal 
Dimension descriptors are used for two reasons; good performance results obtained by other authors in patient 
recognition with retinal images [7] and the small computational time required to extract Fractal Dimension 
descriptors. These aspects suggest the research presented here may be a relevant contribution to the solution 
of the efficient retinal image recognition problem. 
Besides being used in retinal image retrieval, Fractal Dimension has also been applied to the processing 
of other kinds of medical images. In [8] this texture feature extraction method was successfully applied to X-
ray chest image retrieval by introducing directional transformations in the original image followed by Fractal 
Dimension descriptors computation.  
The approach detailed in this paper is based on image sub-region descriptor vectors, where each 
descriptor is constituted by six values: the Fractal Dimension value of the original image and of the five 
transformed images obtained according to the method of [8]. Those descriptors are mapped into a Tree Data 
Structure which enables the fast computation of a list of images which have high probability of belonging to 
the same patient as the input (key) image. The images in this list are then subject to a registration step to 
confirm that they belong indeed to the same person as the input image. 
2. Methods Description 
2.1. Image Preprocessing 
The vascular tree of the retina is unique for each individual and rarely changes with age [9]. This is one of 
the reasons for its usefulness to biometric identification applications. A binary representation of the vascular 
tree can be obtained following a series of processing steps applied to the RGB retinal image. It has been 
shown in [10] that better recognition rates are achievable by using only the green channel information, 
disregarding the remaining chromatic information. Accordingly a curvelet transform is applied to the green 
channel of the retinal image as in [11] after which the 10% smallest magnitude curvelet coefficients were set 
to zero. This step is followed by an inverse curvelet transform which results in an enhanced image from which 
an estimate of the vascular tree is obtained using the segmentation procedure from [13]. 
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2.2. Feature Descriptor Extraction 
The most used approach for Fractal Dimension computation is the box counting algorithm. In this 
method the image is partitioned into square boxes of size s. The box size s may take all values such that 
૚ ൏ ݏ ൏ ܯ where M is the image size assumed to be squared, i.e. with dimensions MxM.  The number of 
nonzero values in each box is then counted. This procedure is performed for all possible resolutions, where 
the resolution is given by ࢘ ൌ ࢙ࡹ. For each resolution r, ۼܚ=σ ܖܚሺܑǡ ܒሻܑǡܒ  is computed where ܖܚ(i,j)  is 1 if there 
is at least one nonzero pixel inside the square box (i,j) or 0 otherwise. The Fractal Dimension value is the 
slope of the estimated least square linear fit of equation (1). The entire retinal image may be represented by a 
single Fractal Dimension value.  
      D(r)= ܔܗ܏ሺۼܚሻܔܗ܏ሺ૚ ܚൗ ሻ                  (1) 
However, in the proposed approach the image is initially divided into NxN subregions and the 
method explained previously is applied to each image subregion [7]. In this way, a Fractal Dimension value is 
computed for each image subregion, as illustrated in Figure 1. Besides the Fractal Dimension computation for 
each image subregion, five other similar values are computed for five images obtained from the original 
image as will be described shortly.  
 
 
 
 
 
 
 
 
 
Fig. 1. Image Partitioning and Fractal Dimension computation for each image subregion. 
 
Let I(i,j) represent the original image where i and j are the horizontal and vertical pixel coordinates. 
Following [8] we compute four directional gradient images, 
 I1(i,j)=|I(i,j)-I(i-1,j)|      (2) 
 I2(i,j)=|I(I,j)-I(I,j-1)|      (3) 
I3(i,j)=|I(i,j)-I(i-1,j-1)|       (4) 
 I4(i,j)=|I(i,j)-I(i-1,j+1)|      (5) 
where I1, I2, I3 and I4 are associated with the horizontal, vertical, diagonal and anti-diagonal directions 
respectively.  
In addition, an image roughness map, I5, is computed as per equation (6). 
I5(I,j)൜ሺǡ ሻ െ ǡ ሺǡ ሻ ൐ ܮ݉݅݊Ͳǡ       (6) 
Lmin=min(I(i,j)+1/2*mean value of the original image) 
These five images measure the regularity, roughness and direction details of the original image and 
the values of  the Fractal Dimension of each subregion of the original image together with the corresponding 
Fractal Dimensions of these five images, henceforth designated by fractal descriptors, are highly specific to 
each vascular tree, thus making them useful for recognition tasks. 
 The number of these six-dimensional descriptors per image depends on the image partitioning 
$SDUWHGDLPDJHPFRPR,'GHUHODomRU,GQmRIRLHQFRQWUDGDQRILFKHLUR
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degree. When choosing smaller image subregions more subregions are obtained and consequently more 
descriptors for each image are obtain as well. The choice of the right subregion size to use is an important 
issue which is analyzed in the Results section, where we investigate the effect of this parameter on the 
performance of the method.   
2.3.  Tree Data Structure 
As explained in the Introduction, a Tree Data Structure may be used to efficiently search large image 
databases looking for the best matches to a given (key) image. A Tree Data Structure construction organizes 
training data in such a way that similar descriptors are clustered together at the different tree nodes. The root 
node of the Tree Data Structure represents all descriptors from all images. In a following step, a clustering 
technique is used to divide the set of descriptors into k clusters, which will be the children nodes of the root 
node. The clustering method is used progressively in all terminal nodes of the Tree Data Structure in order to 
enlarge it and progressively produce terminal nodes with fewer descriptors. The clustering technique used in 
this paper is the k-means clustering and is repeated until there are enough descriptors in the terminal nodes. In 
the analysis presented in this paper, Tree Data Structures were built using the procedure described in [15]. 
 
Figure 2: Tree Data Structure construction scheme by hierarchical k-means (a) and the corresponding Tree Data Structure Diagram 
(b) [15].  
 
Since some image subregions do not have any positive pixel value (no detected vessels in the subregion), 
their corresponding Fractal Dimension descriptor will be a null vector, not contributing to the patient images 
recognition. It was found that better image retrieval performance results were obtained by performing an 
initial clustering with only two children nodes (k=2). One of the children nodes clusters not only all the null 
descriptor vectors but also the ones with very small Fractal Dimension values (which are correspondent to 
image subregions with little retinal vascular tree information). The null descriptor vectors cluster is not 
considered in the following clustering iterations nor in the search step. Those following iterations were then 
performed using k=5 children nodes to enable the Tree Structure enlargement. 
Larger Tree Data Structures enable the retrieval of a smaller list of images similar to a query image. On 
the other hand, Tree Data Structures with an excessive number of terminal nodes may not produce correct 
results. For this reason it is important to determine the best operating point in the trade-off between the Tree 
Data Structure performance in image retrieval and the length of the list of images retrieved in the search step, 
since this list should be as reduced as possible. To build a large enough Tree Data Structure, a large amount of 
image descriptors have to be used. In this paper 4884 images are used and for each one the Fractal Dimesnion 
feature descriptors were computed. The total number of descriptors varies with the image subregion size used 
to compute the descriptor vector of Fractal Dimension values. Table 1 shows the number of descriptor vectors 
obtained in each situation as well as the extraction time in a 1024x1024 image. 
When trying to find images from the same patient as the one from a query image, after the feature 
descriptors extraction of the query image, its descriptors are successively associated to a node at each level of 
the Tree Data Structure until a terminal node is reached. The node chosen at each level is the one whose 
centroid (mean descriptor vector of all the ones represented at that node) is closer to the descriptor vector of 
$SDUWHGDLPDJHPFRPR,'GHUHODomRU,GQmRIRLHQFRQWUDGDQRILFKHLUR
Legend: 
Root Node
First Level
Intermediate Node 
Second Level
Intermediate Node
Descriptor (a) (b) 
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the query image. This is done recursively for all descriptors of the query image until terminal nodes are 
reached.  
 
Table 1: Number of descriptors extracted from each image using different image subregion sizes and the total number of descriptors 
used to the Tree Data Structure construction. 
 
It was noticed that there were terminal nodes with descriptors from almost all or even all images. Those 
terminal nodes do not allow an efficient image retrieval as they do not contribute to the discriminative power 
of the method. Similarly, terminal nodes with few descriptors do not significantly affect the search 
performance although they increase the search time. For this reason, a search analysis was performed 
removing a certain percentage of the terminal nodes with more and less descriptors. Those results are shown 
in Tables 4 and 5 in the Results section.  
Moreover, some descriptors appear in almost all images while others are very rare, not contributing to a 
correct image retrieval. Due to this, a list of all possible descriptor vectors was organized and their 
occurrences in the Tree Data Structure were counted. In the same way and for the same reason as with the 
terminal nodes, the most and least frequent descriptors were not considered in the search step, making part of 
stop lists as introduced in [4]. Tables 6 and 7 of the Results section present the performance results obtained 
by removing the most and least frequent descriptors.  
After purging all descriptor vectors from the query image present in the stop list of descriptors, the 
remaining descriptors are used in the search step. The images in the terminal nodes selected in this process 
have high probability of being images from the same patient as the one of the query image.   
However, as it may be seen in the Results section, the list of images retrieved still comprises a large 
number of images, leading to a lengthy matching-by-registration step. For this reason a similarity scoring 
approach similar to the one proposed in [4] and [15] was implemented. The score is based on a tree node 
weight computed by  
                       w(v)=log(N/Nv)                            (7) 
 
where N is the total number of images in the Tree Data Structure and Nv is the number of images with 
descriptors in the node v. This weight is higher for terminal nodes with fewer descriptors and lower for 
terminal nodes with a larger number of descriptors, effectively down-weighting the less useful terminal nodes.  
During the search step, a list of images is assembled from the images associated with the selected terminal 
nodes. While mapping the query image descriptors, a similarity scoring [15] is computed for each image so 
that the final list of images may be ranked and only the most similar images are selected. This similarity score 
is expressed by: 
                s(id) = s(id) + ௪ሺ௩ሻ
మ௖೏௖೜
σௗ σ௤                                       (8) 
where w(v) is the terminal node weight computed in (7), cd and cq are the number of descriptors from the 
query image and the database image respectively that fall into node v and σ݀ and σ ݍ are normalization 
factors given in (9) and (10), which are simply the sum of node weights of all the k nodes where there are 
descriptors from images d and q, respectively. 
           
σ݀= σ ݓሺݒሻ௞௡ୀଵ                   (9) 
Image Subregion Size (in 
pixels) 
Number of descriptors for each 
image 
Total number of descriptors in the 
database 
Descriptors Extraction Time 
(sec) 
75x75 169 825396 1,83 
50x50 400 1953600 2,86 
32x32 1089 5318676 6,76 
30x30 1225 5982900 7,62 
28x28 1369 6686196 8,52 
26x26 1600 7814400 9,97 
16x16 4624 22583616 27,86 
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σݍ= σ ݓሺݒሻ௞௡ୀଵ                    (10) 
 Only the database images whose similarity score is above a threshold are selected for the next 
processing step. The threshold value was chosen experimentally according to the results in Tables 8 and 9 in 
the Results section. 
2.4. Image registration 
The final step is the image registration between each database image selected in the previous tree search 
step and the query image. Although this method is very reliable for establishing matches between same 
patient images, it is computational expensive and therefore it is important that the previous tree search step 
significantly reduces the number of images to be processed by the current matching step. 
The registration approach considered allows a registration between a pair of images in, on average, 22.07 
seconds (on an Intel Xeon 5520 system with 24GB of memory and a 2.27GHz processor), although other 
verification methods may be implemented. 
3. Results  
This section presents the results obtained from the studies performed to evaluate the proposed 
approach. These studies were performed with a training dataset of 4884 retinal images from Critical Health 
datasets. From the information available, at least 573 patients are represented in this dataset. Results analysis 
were performed both with a subset of 1416 images from the training dataset and with a testing dataset of 573 
images, one for each patient. Images from the testing dataset were not used to build the Tree Data Structures. 
Initially, the image subregion size was evaluated in terms of enabling the construction of a sufficiently 
large Tree Data Structure with which a reduced amount of images could be selected as belonging to the same 
patient of the query image. The best results for each image subregion size are shown in Tables 2 and 3, both 
for the training and the testing datasets. Two different approaches were considering while analyzing image 
retrieval performance: the efficiency of the Tree Data Structure in retrieving all images from the same patient 
of the query image and its efficiency in retrieving at least one of those images stored. Considering that images 
stored in the database are indexed by patients and considering a highly effective verification step, such as 
image registration (the image registration approach used in this paper enables a 98,87% efficiency in finding 
correct matches), the retrieval of at least one image form the same patient is enough to search for the 
remaining images stored. When finding a correct match by image registration, a simple database index search 
is performed in order to select the remaining images from the correspondent patient. The best results were 
chosen so that in nearly 99% of the situations those conditions were achieved.  
 
Table 2: Retrieval performance analysis with Tree Data Structures built with descriptors obtained with different image subregion sizes, 
ensuring that all images from the same patient are retrieved. 
 
Training Dataset 
 
Testing Dataset 
Image 
subregion 
size (in 
pixels) 
Tree Data 
Structure 
size 
(k ൈ L) 
Number 
of 
terminal 
nodes 
% of images 
selected 
from the 
database 
% 
Efficiency 
in retrieval 
of all 
images  
 Image 
subregion 
size (in 
pixels) 
Tree Data 
Structure 
size 
(k ൈ L) 
Number 
of 
terminal 
nodes 
% of 
images 
selected 
from the 
database 
% 
Efficiency 
in retrieval 
of all 
images  
75x75 5x6 3102 52.82% 100%  75x75 5x6 3102 50.87% 99.82% 
50x50 5x7 14926 50.72% 99.72%  50x50 5x7 14926 49.27% 100% 
32x32 5x8 57606 28.06% 99.86%  32x32 5x8 57606 25.14% 100% 
30x30 5x9 238813 18.73% 99.22%  30x30 5x8 73129 28.99% 100% 
28x28 5x8 70118 35.06% 100%  28x28 5x7 15342 35.27% 99.47% 
26x26 5x7 15230 36.80% 99.86%  26x26 5x5 626 37.87% 100% 
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It is important to notice that there are Tree Data Structures with the same number of levels (L) and 
children nodes (k) but with a different number of terminal nodes. This is due to the fact that, especially with 
the smaller image subregions, there is a high number of identical descriptor vectors. When the descriptors in a 
node are all identical or very similar it is not possible to continue the node enlargement and it becomes a 
terminal node. The graphics in Figure 3 show the relationship between image subregion size and its maximum 
efficiency in the retrieval of images from the same patient in both approaches studied.  
 
Table 3: Retrieval performance analysis with Tree Data Structures built with descriptors obtained with different image subregion sizes, 
ensuring that at least one image from the same patient is retrieved. 
 
Training Dataset 
 
Testing Dataset 
Image 
subregion 
size (in 
pixels) 
Tree 
Data 
Structure 
size 
(k ൈ L) 
Number 
of 
terminal 
nodes 
% of 
images 
selected 
from the 
database 
% 
Efficiency 
in retrieval 
of at least 
one image 
 Image 
subregion 
size (in 
pixels) 
Tree 
Data 
Structure 
size 
(k ൈ L) 
Number 
of 
terminal 
nodes 
% of 
images 
selected 
from the 
database 
% 
Efficiency 
in retrieval 
of at least 
one image 
75x75 5x7 14678 40.71% 100%  75x75 5x6 3102 50.87% 100% 
50x50 5x8 64074 35.63% 100%  50x50 5x7 14926 49.27% 100% 
32x32 5x9 154006 23.98% 100%  32x32 5x9 154006 22.02% 99.48% 
30x30 5x10 367849 16.54% 100%  30x30 5x9 238813 28.53% 100% 
28x28 5x9 226630 16.15% 99.65%  28x28 5x7 15342 35.27% 99.82% 
26x26 5x8 229429 29.76% 99.86%  26x26 5x6 13181 36.39% 98.78% 
 
Figure 3: Relationship between image subregion size and its maximum efficiency in image retrieval performance of images from the 
same patient by ensuring that (a) all images from the same patient are retrieved and (b) at least one image from the same patient is 
retrieved. On both graphs the results obtained with the training dataset (grey line) and the testing dataset (black line) are shown. 
 
From the results obtained, considering both the training and the testing dataset, the Tree Data 
Structure that offers the best compromise between the percentage of images retrieved and an efficient image 
retrieval performance is using 32x32 image subregions. A 5x8 Tree Data Structure was found to enable the 
best retrieval performance when ensuring the retrieval of all images belonging to the patient whose image is 
being queried. However a more reduced subset of images may be retrieved with a 5x9 Tree Data Structure if 
the retrieval of at least one image from that patient is enough. These decisions were made based on both the 
training and testing dataset results. 
 
The methods explained at Section 2.3 were applied to these Tree Data Structures. First, the number 
of descriptors in each terminal node was counted and the ones which contained the highest and lowest number 
of descriptors were removed from the searching step. The following analyses were performed with the testing 
dataset to ensure more reliable results. In Tables 4 and 5 it is shown the results obtained by removing different 
percentages of the terminal nodes in these two situations. It was concluded that by removing 1% of the largest 
and 60% of the smallest terminal nodes (the majority with only one descriptor) of the 5x8 Tree Data 
Structure, the number of images retrieved was smaller while maintaining the retrieval performance. On the 
other approach analyzed, shown in Table 5, 0.5% of the largest and 60% of the smallest terminal nodes were 
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not considered. 
Besides the removal of terminal nodes in these two situations, stop lists were implemented and their 
implication in the performance results was analyzed. Tables 6 and 7 show the results obtained by considering 
different percentages of the most and least frequent descriptors to make part of stop list of descriptors.  
      
Table 4: Retrieval performance analysis to ensure the retrieval 
of all images from the same patient. 
 
Table 5: Retrieval performance analysis to ensure the retrieval 
of at least one image from the same patient. 
 
% of the terminal 
nodes removed 
% of images 
selected from the 
database 
% of cases where all 
images from the 
same patient are 
selected 
 
% of the terminal 
nodes removed 
% of images 
selected from 
the database 
% of cases where at 
least one image from 
the same patient is 
selected 
5% largest  22.45% 97.56%  5% largest 15.57% 97.03% 
2.5% largest  23.24% 98.60%  1% largest  18.90% 98.78% 
1% largest  23.91% 99.30%  0.5% largest  19.61% 99.32% 
1% largest and 
50%smallest 23.57% 99.13%  
0.5% largest and
50%smallest 19.15% 99.13% 
1% largest and 
60%smallest 23.34% 98.95%  
0.5% largest and 
60%smallest  18.92% 98.88% 
1% largest and 
75%smallest 22.65% 97.56%  
0.5% largest and 
75%smallest  18.11% 98.08% 
 
This search step nearly presents any image retrieval performance improvement since the number of 
images retrieved do not significantly change. However, not considering some of the descriptors in the search 
step enables a faster analysis of the Tree Data Structure. 
 
Table 6: Retrieval performance analysis to ensure the retrieval 
of all images from the same patient. 
 
Table 7: Retrieval performance analysis to ensure the retrieval 
of at least one image from the same patient.
Descriptors not 
considered 
% of images 
selected from 
the database 
% of cases where all 
images from the 
same patient are 
selected 
 
% of the descriptors 
not considered 
% of images 
selected from 
the database 
% of cases where at 
least one image 
from the same 
patient is selected 
0,05% most 
frequent  23.33% 98.95%  0.05% most frequent  18.92% 98.88% 
0,1% most frequent 23.29% 98.91%  0.1% most frequent 18.92% 98.88% 
0,5% most 
frequent  23.12% 98.76%  0.5% most frequent  18.89% 98.84% 
0.1% most and  5%
least frequent  23.27% 98.91%  
0.5% most frequent and
5% least frequent  18.89% 98.84% 
0.1% most 
frequent and  10% 
least frequent  
23.25% 98.91%  
0.5% most frequent 
and  10% least 
frequent  
18.83% 98.84% 
0.1% most 
frequent and  15% 
least frequent  
23.21% 98.79%  
0.5% most frequent 
descriptors and  15% 
least frequent  
18.80% 98.79% 
 
 Taking these results into consideration, the best option was not to consider the 0.1% most frequent 
and the 10% least frequent descriptors in the search step to ensure an almost 99% efficiency in retrieving all 
images from the same patient. In the other approach in Table 7, by not considering 0.5% of the most frequent 
descriptors and 10% of the least frequent descriptors, only 18.83% of the entire database need to the 
analyzed in order to select at least one image from the patient whose image is being queried. Once more, by 
ignoring these descriptors the percentage of the database selected does not significantly decrease, but on the 
other hand this technique enables a faster search step since some descriptors do not need to be mapped in the 
Tree Data Structure. 
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Finally, the last study performed was the ranking of the selected images according to their similarity to 
the query image. A score was attributed to each image as explained in section 2.3. The images with a higher 
score are considered the most similar ones to the query image. Different threshold values of similarity were 
studied in order to exclude the less similar images to the query image. These results are shown in Tables 8 
and 9. After this step, only 18.77% of the entire database needs to be considered at the registration step with 
98.79% of certainty that at least one image from the same patient of the query image is in the retrieved list of 
images. In case it is necessary to search for the total amount of images stored belonging to the same patient 
of a query image, 23.20% of the total database must be analyzed.  
 
Table8: Retrieval performance analysis with Tree Data 
Structures by choosing a threshold value of similarity and 
ensuring that all images from the same patient are retrieved. 
 
Table9: Retrieval performance analysis with Tree Data 
Structures by choosing a threshold value of similarity and 
ensuring that at least one image from the same patient is 
retrieved. 
 
 
The initial motivation for the development of this approach was to reduce the database search time. 
Therefore it is important to analyze whether our approach enables a faster search step. In the table below the 
average search times in a database with 4884 images are shown both by only using image registration to 
ensure an efficient image retrieval and by using the approach presented in this paper. The corresponding time 
of this approach includes the query image descriptors extraction time, the search time in the Tree Data 
Structure and the registration time between the query image and all the retrieved images in the search step. 
 
Table 10: Computation retrieval time by using only image registration in the search step and by using the proposed approach.  
 
Step Only image 
registration 
Time (sec) 
Our approach 
(retrieval of all images 
from the same patient) 
Time (sec) 
Our approach 
(retrieval of at least one image from the 
same patient) 
Time (sec) 
Image Feature Descriptors Extraction Time 
 
--- 6,76 6,76 
Tree Data Structure Search Time --- 450.32  486.16 
Image Registration Time 110866,80 
 
25007.25 
 
20232.61 
 
Total Time of Computation (sec) 146520 26078.40 21125.,23 
Time Reduction % --- 82.62% 86.20% 
 
 
 Taking the results from Table 10 into consideration, the proposed approach enables a 82.62% time 
reduction in the retrieval of all images from the same patient of a query image and 86.20% in the retrieval of 
at least one image from the same patient. All the parameters chosen in this approach such as the Tree Data 
Structure size and the percentages of terminal nodes and descriptors ignored in the search step may be 
Threshold of 
similarity 
% of images 
from the 
database 
selected 
% of cases where 
all images from 
the same patient 
are selected 
 Threshold of 
similarity 
% of images 
from the 
database selected 
% of cases where 
at least one 
images from the 
same patient is 
selected 
1.8x10-6 23.11% 98.75%  1.5x10-5 18.47% 98.59% 
1,7x10-6 23.15% 98.77%  1.2x10-5 18.50% 98.62% 
1,5x10-6 23.17% 98.81%  1x10-5 18.56% 98.68% 
1,2x10-6 23.20% 98.85%  9x10-6 18.61% 98.75% 
1x10-6 23.21% 98.85%  8x10-6 18.65% 98.76% 
0.8x10-6 23.24% 98.89%  5x10-6 18.77% 98.79% 
0.5x10-6 23.25% 98.91%  3x10-6 18.80% 98.79% 
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selected taking into account the maximum image retrieval error allowed in the study or application in which 
this technique may be used.   
4. Conclusions  
The combination of Tree Data Structures with image feature descriptors for retinal image recognition 
proved to enable a faster search in large image databases without significantly compromising the retrieval 
performance. The proposed method describes how to configure Tree Data Structures, including the removal of 
infrequent nodes, that can achieve a reduction of 86.20% in the time required to retrieve all the images from a 
patient whose image is being queried. 
Although there are other methods which may enable efficient and fast retinal image recognition, when 
compared to retinal image registration, this study demonstrates that a retinal image recognition method may 
be improved by using Tree Data Structures combined with image feature extraction methods, without 
decreasing the retrieval performance 
In the next steps, further techniques will be researched in order to successfully further improve the Tree 
Data Structure performance, retrieving fewer images, as well as the corresponding search time.  
 
Acknowledgements 
 
The authors would like to express their gratitude to AIBILI for sharing the datasets and insight, and to 
Professor Isabel Narra Figueiredo and her group for their help. 
References 
[1] Bhuiyan A., Lamoureux E., Nath B., Ramamohanarao K. and Wong T. Y., “Retinal Image Matching Using Hierarchical 
Vascular Features”, Hindawi Publishing Corporation - Computational Intelligence and Neuroscience, vol. 2011, Article ID 749054, Oct. 
2011. 
[2] Zibran M. F., “Eye Based Authentication: Iris and Retina Recognition”, Technical Report #2011-04, University of 
Saskatchewan, 2009; 
[3] Wang X., Yang M., Cour T., Zhu S., Yu K, Han T. X., “Contextual Weighting for Vocabulary Tree based Image Retrieval”, in 
Proc. IEEE International Conference on Computer Vision (ICCV), p.209-216, Nov. 2010;  
[4] Sivic J., Zisserman A., “Video Google: A Text Retrieval Approach to Object Matching in Videos”, in Proc. Ninth IEEE 
International Conference on Computer Vision, vol.2, p.1470-1477, Oct.2003; 
[5] David G. Lowe, “Distinctive Image Features from Scale-Invariant keypoints”, International Journal of Computer Vision 
(IJCV), 60, 2 (2004), pp. 91-110, Jan. 2004. 
[6] Wei L., Pan L., Lin L, Yu L, “The Retinal Image Registration Based on Scale Invariant Feature”, in Proc. 3rd International 
Conference on Biomedical Engineering and Informatics (BMEI), vol. 2, p.639-643, Oct. 2010; 
[7] Sukumaran S., Punithavalli M., “Retina Recognition Based on Fractal Dimension”, International Journal of Computer Science 
and Network Security ( IJCSNS), vol. 9, no. 10, Oct. 2009; 
[8] Hong S., Huidong D., “Fractal Dimension Applied in Texture Feature Extraction in X-ray Chest Image Retrieval”, in Proc. 
International Conference on Information and Automation (ICIA), Shenyang, China, p.841-845, Jun. 2012; 
[9] Jain A.K., Ross, A., Prabhakar, S., “An Introduction to Biometric Recognition”, in IEEE Transactions on Circuits and Systems 
for Video Technology, vol.14, issue 1, p.4-20, Jan. 2004; 
[10] Rezatofighi S. H., Roodaki A., Noubari H. A., “An Enhanced Segmentation of Blood Vessels in Retinal Images Using 
Contourlet”, in Proc. 30th Annual International Conference of the IEEE on Engineering in Medicine and Biology Society, Vancouver, 
British Columbia, p.3530-3533, Aug. 2008; 
 [11] Candès E., Demanet L., Donoho D., Ying L, “Fast Discrete Curvelet Transforms”, Society for Industrial and Applied 
Mathematics (SIAM), Multiscale Modeling & Simulation, vol.5 issue 3, Mar. 2006; 
[12] Bankhead P., Scholfield C. N., McGeown J. G., Curtis T. M., “Fast Retinal Vessel Detection and Measurement Using 
Wavelets and Edge Location Refinement”, PLoS ONE, vol. 7, issue 3, Mar. 2012; 
[13] M. Esmaeili, H. Rabbani, A. Mehri, A. Dehghani, “Extraction of retinal blood vessels by curvelet transform”, in Proc. 16th 
IEEE International Conference on Image Processing (ICIP), pages 3353-3356, Nov. 2009; 
[14] E. Candes, L. Demanet, D. Donoho, L. Ying, Curvelet.org – Curvelet Transform Toolbox [Online]. Availabe: 
http://www.curvelet.org/index.html;  
[15] Girod B., Chandrasekhar V., Chen D. M., Cheung N., Grzeszczuk R., Reznik Y., Takacs G., Tsai S. and Vedantham R.,  
1084   Diana Craveiro Mourão et al. /  Procedia Technology  9 ( 2013 )  1074 – 1084 
“Mobile Visual Search – Linking the virtual and physical worlds”, in IEEE Signal Processing Magazine, vol.28, issue 4, Jul. 2011. 
