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Kapitel 1
Einleitung
Statistische Verfahren dienen im Allgemeinen dazu, aus Daten wie z. B. wiederhol-
ten Messungen relevante Informationen zu extrahieren. In der Regel werden bei der
Verwendung eines statistischen Verfahrens Annahmen getroffen, die sicherstellen, dass
das statistische Verfahren die gewu¨nschten Informationen aus dem zugrunde liegen-
den Datenmaterial zu extrahieren vermag. Eine der ha¨ufigsten Bedingungen ist die
stochastische Unabha¨ngigkeit von wiederholten Messungen. Auch wenn bei wiederhol-
ten Messungen die stochastische Unabha¨ngigkeit plausibel erscheint, so ist es dennoch
schwierig, diese sicherzustellen. Werden beispielsweise Blutdruckwerte von verschiede-
nen Versuchspersonen erhoben, dann erscheint es plausibel, dass die Messungen sich
nicht gegenseitig beeinflussen, und diese deshalb als stochastisch unabha¨ngig angesehen
werden ko¨nnen. Werden allerdings die Blutdruckwerte am gleichen Ort zu nacheinander
folgenden Zeitpunkten erhoben, so ko¨nnen die Messergebnisse voneinander stochastisch
abha¨ngig sein, wenn der Blutdruck beispielsweise u¨ber eventuelle Wetterfu¨hligkeit der
Versuchspersonen vom Wetter beeinflusst wird. Zeitnahe Messungen ko¨nnten u¨ber die-
sen Effekt stochastisch abha¨ngig sein.
Bei Belastungstests ist es aus Kostengru¨nden wu¨nschenswert, an einem Testobjekt
mehrere Belastungstests durchzufu¨hren, um beispielsweise elastische Verformungen zu
messen, anstatt bei jedem Experiment ein neues Testobjekt zu verwenden. Auch hier
ist nicht ohne weiteres davon auszugehen, dass die Testobjekte geda¨chtnislos sind. Das
Ausmaß der experimentell herbeigefu¨hrten Verformungen ko¨nnte die darauf folgenden
Messergebnisse beeinflussen, so dass die stochastische Unabha¨ngigkeit der Messergeb-
nisse nicht mehr gegeben ist.
Die Daten aus einer ja¨hrlichen Erhebung einer Tierpopulation in einem beschra¨nkten
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Gebiet (um beispielsweise Aussagen u¨ber die mittlere Tierpopulation zu treffen) werden
in der Regel ebenfalls nicht stochastisch unabha¨ngig sein. Auch bei sich nicht a¨ndern-
den Umwelteinflu¨ssen wird eine gemessene Populationsgro¨ße Einfluss auf die darauf
folgende Messung haben.
Eine Modellierung der Abha¨ngigkeitsstrukturen ko¨nnte sich in solchen Fa¨llen als
schwierig erweisen. Trotz dieser Betrachtung wird in vielen Fa¨llen der Standpunkt ver-
treten, dass die stochastische Abha¨ngigkeit nicht allzu groß und damit vernachla¨ssigbar
ist. Dabei stellt sich aber die Frage, ob nicht auch schwach ausgepra¨gte stochastische
Abha¨ngigkeit erheblich verzerrenden Einfluss auf Resultate, die mit statistischen Me-
thoden gewonnen werden, haben kann. Insbesondere stellt sich hier auch die Frage, was
”
wenig“ bzw.
”
geringe“ stochastische Abha¨ngigkeit bedeutet.
Ein Aspekt robuster Statistik ist die Analyse des Verhaltens statistischer Verfahren
unter Sto¨rung gewisser Voraussetzungen. Beispiele zur Modellierung solcher Sto¨rungen
sind Ausreißermodelle, oder auch semiparametrische Modelle.
In Kapitel 2 werden beispielhaft statistische Standardverfahren genannt, bei deren An-
wendung in der Regel die stochastische Unabha¨ngigkeit der eingehenden Daten voraus-
gesetzt wird, und welche im weiteren Verlauf auch detaillierter behandelt werden.
Diese Arbeit untersucht die Effekte leichter Verletzungen stochastischer Unabha¨ngig-
keit auf statistische Methoden. Dazu werden in Kapitel 3 zuna¨chst Maße fu¨r Abha¨n-
gigkeit eingefu¨hrt, um stochastische Abha¨ngigkeit zu quantifizieren.
In Kapitel 4 werden Voraussetzungen charakterisiert, unter welchen die Auswirkungen
auf statistische Methoden beliebig klein sind, wenn nur die Verletzung stochastischer
Abha¨ngigkeit im quantitativen Sinne hinreichend klein ist. Die na¨chsten Kapitel be-
handeln das asymptotische Verhalten statistischer Methoden, wenn die eingehenden
Daten stochastisch abha¨ngig sind.
In Kapitel 5 werden hinreichende Bedingungen fu¨r die Konsistenz von bestimmten
Scha¨tzerfolgen bei Abha¨ngigkeit hergeleitet. Insbesondere wird das Verhalten der em-
pirischen Verteilungsfunktion in Bezug auf Konsistenz untersucht, da sich viele Scha¨tzer
als Funktionale der empirischen Verteilungsfunktion darstellen lassen.
In Kapitel 6 werden Mittel geliefert, um asymptotische Verteilungen fu¨r Scha¨tzerfolgen
bei Abha¨ngigkeit zu ermitteln. Dazu wird zuna¨chst ein Zentraler Grenzwertsatz bewie-
sen, der beispielsweise in Kombination mit der Delta-Methode zur Bestimmung asym-
ptotische Verteilungen vieler Scha¨tzerfolgen verwendet werden kann. Daru¨ber hinaus
3wird auch das asymptotische Verhalten der empirischen Verteilungsfunktion in Bezug
auf schwache Konvergenz untersucht. Dafu¨r wird ein abstrakter funktionaler Zentraler
Grenzwertsatz bei Abha¨ngigkeit hergeleitet, der die schwache Konvergenz der empiri-
schen Verteilungsfunktion als Spezialfall mitbehandelt.
In Kapitel 7 werden einige Anwendungsmo¨glichkeiten der Resultate aus Kapitel 6 de-
monstriert. Dazu werden die asymptotischen Verteilungen einiger Statistiken bei sto-
chastischer Abha¨ngigkeit bestimmt.
Die Arbeit schließt mit Kapitel 8 ab, das sowohl eine Zusammenfassung der gewon-
nenen Resultate beinhaltet, als auch Ansa¨tze zur weiterfu¨hrenden Untersuchung auf
diesem Gebiet aufzeigt.

Kapitel 2
Motivation
In diesem Abschnitt soll anhand von Beispielen die Bedeutung stochastischer Unab-
ha¨ngigkeit in der Statistik kurz aufgezeigt werden, und die Problematik, die sich durch
die Verletzung stochastischer Unabha¨ngigkeit ergibt. Diese Beispiele sollen auch im
Verlauf dieser Arbeit behandelt werden. Ferner soll die in dieser Arbeit aufgegriffene
Idee zur mathematischen Beschreibung stochastischer Abha¨ngigkeit erla¨utert werden.
Bei vielen statistischen Verfahren werden Bedingungen vorausgesetzt, unter denen ein
gu¨nstiges bzw. wu¨nschenswertes Verhalten des statistischen Verfahrens gezeigt wer-
den kann. Ist beispielsweise X1, X2, ... eine Folge reellwertiger Zufallsvariablen mit der
gleichen Verteilungsfunktion F , dann bildet die Statistik
T1[X1, ..., Xn] := X :=
1
n
n∑
i=1
Xi
ein Verfahren zur Scha¨tzung einer Lokation der Verteilungsfunktion F . Wird zusa¨tzlich
vorausgesetzt, dass E[|Xi|] <∞ ∀i ∈ N und dass die Zufallsvariablen X1, X2, ... stocha-
stisch unabha¨ngig sind (Notation u.i.v.), dann stellt das starke Gesetz der großen Zahl
die fast sichere Konvergenz der Scha¨tzerfolge T1[X1, ..., Xn] gegen den Erwartungswert
E[Xi] der Zufallsvariablen Xi fu¨r n −→∞ sicher. Die Statistik
T2[X1, ..., Xn] :=
1
n
n∑
i=1
(Xi −X)2
bildet ein Verfahren zur Scha¨tzung eines Streuungsmaßes der Verteilung F . Unter
der sta¨rkeren Voraussetzung, dass E[(Xi)
2] < ∞ und die Zufallsvariablen X1, X2, ...
stochastisch unabha¨ngig sind, folgt ebenfalls mit dem starken Gesetz der großen
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Zahl die fast sichere Konvergenz der Scha¨tzerfolge T2[X1, ..., Xn] gegen die Varianz
V ar[Xi] := E[(Xi−E[Xi])2] der Zufallsvariable Xi. Unter den selben Voraussetzungen
folgt
n1/2
X − E[Xi]
(V ar[Xi])
1
2
Ã N(0, 1),
falls V ar[Xi] > 0, wobei ”
Ã“ die Verteilungskonvergenz symbolisiert, und mit N(0, 1)
die Standardnormalverteilung bezeichnet wird. Das Lemma von Slutzky (vgl. van der
Vaart (1998), Lemma 2.8) liefert
n1/2
X − E[Xi]
S[X1, ..., Xn]
Ã N(0, 1), (2.1)
wobei
S[X1, ..., Xn] :=
(
1
n− 1
n∑
i=1
(Xi −X)2
) 1
2
. (2.2)
Wird zusa¨tzlich vorausgesetzt, dass die Verteilungsfunktion F eine Normalverteilung
mit Erwartungswert µ und Varianz σ2 ist (Notation Xi ∼ N(µ, σ2)), dann ist eine
exakte Bestimmung der Verteilungen der Zufallsvariablen in (2.1) mo¨glich:
n1/2
X − E[Xi]
S[X1, ..., Xn]
∼ tn−1, (2.3)
wobei tn−1 die t-Verteilung mit n − 1 Freiheitsgraden bezeichnet. Die Kenntnis der
Verteilung der Statistik in (2.3) erlaubt die Herleitung des klassischen Einstichproben
t-Tests und a¨quivalent dazu die Bestimmung von exakten (1−α)-Konfidenzintervallen
fu¨r das Funktional µ := E[Xi]. Ist die Voraussetzung Xi ∼ N(µ, σ2) nicht gegeben,
sondern lediglich
X1, X2, ...
u.i.v.∼ F mit E[(Xi)2] <∞,
dann kann die beim t-Test verwendete Teststatistik wegen (2.1) weiterhin fu¨r einen
asymptotischen Test verwendet werden. Die empirische Verteilungsfunktion soll im Fol-
genden mit Fn, gegeben durch
Fn(t) :=
1
n
n∑
i=1
1{Xi ≤ t},
7bezeichnet werden, wobei 1 fu¨r die Indikatorfunktion steht. Erfu¨llen die Zufallsvariablen
X1, X2, ...
u.i.v.∼ F , so folgt aus dem Satz von Glivenko-Cantelli, dass fu¨r n −→∞
‖Fn(·)− F (·)‖∞ −→ 0 fast sicher.
Ist ein Funktional T hinreichend glatt an der Stelle F , dann folgt damit auch
T [Fn] −→ T [F ] fast sicher.
Viele Statistiken und Scha¨tzer lassen sich als Funktionale der empirischen Verteilungs-
funktion schreiben. So gilt beispielsweise
T1[X1, ..., Xn] = E[Fn], T2[X1, ..., Xn] = V ar[Fn],
wobei E[Fn] und V ar[Fn] den Erwartungswert bzw. die Varianz einer Zufallsvariablen
mit der Verteilungsfunktion Fn bezeichnen. Sei R := R ∪ {−∞,∞} mit der Metrik
d(s, t) := | arctan(s)− arctan(t)| versehen. Erfu¨llen die Zufallsvariablen X1, X2, ... u.i.v.∼
F , dann folgt gema¨ß dem Satz von Donsker (vgl. van der Vaart (1998), Theorem 19.3),
dass
n1/2(Fn(·)− F (·))Ã BF (·).
Dabei bezeichnet BF eine F -Brownsche Bru¨cke, und die schwache Konvergenz bezieht
sich auf die Supremumsnorm auf dem Raum D[−∞,∞] der auf R definierten, reell-
wertigen, rechtsstetigen Funktionen mit existierenden linksseitigen Grenzwerten. Die
Supremumsnorm als Abbildung von D[−∞,∞] nach R ist stetig, und mit dem Satz
von der stetigen Abbildung folgt
n1/2‖Fn(·)− F (·)‖∞ Ã ‖BF (·)‖∞.
Ist die Verteilungsfunktion F stetig, dann ha¨ngt die Verteilung von ‖BF (t)‖∞ nicht von
F ab. Fu¨r eine Verteilungsfunktion F0 kann dann n
1/2‖Fn(·)−F (·)‖∞ als Teststatistik
fu¨r das Testproblem
H0 : F = F0 vs. H1 : F 6= F0
verwendet werden. Diese U¨berlegung fu¨hrt schließlich zum klassischen Kolmogorov-
Smirnov-Test. Durch Analyse der vom Stichprobenumfang n abha¨ngigen Verteilung
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der Teststatistik n1/2‖Fn(·)− F (·)‖∞ ist hier ein exakter statistischer Test mo¨glich.
Bei all diesen Verfahren stellt sich die Frage, wie sich diese verhalten, wenn die Vor-
aussetzung der stochastischen Unabha¨ngigkeit verletzt ist. Oftmals werden, abha¨ngig
von Sachverhalt, fu¨r erhobene Messreihen Modelle aufgestellt, die eventuelle Abha¨n-
gigkeitsstrukturen mo¨glichst gut erfassen. Die Mo¨glichkeiten sind vielfa¨ltig. In einer
Situation erscheint vielleicht ein ARMA-Modell vielversprechend. Wenn aus dem Sach-
zusammenhang plausibel hervorgeht, dass sich bei einer Zeitreihe (oder auch bei einem
stochastischen Prozess) der Einfluss aus der Vergangenheit maßgeblich durch den zu-
letzt beobachteten Zustand erkla¨ren la¨sst, dann erscheint mo¨glicherweise die Modellie-
rung durch eine Markovkette oder durch ein Martingal sinnvoll. Weitere Mo¨glichkeiten
bietet hierbei auch die Ergodentheorie. Sachzusammenha¨nge und daraus resultierende
Abha¨ngigkeitsstrukturen bei stochastischen Prozessen ko¨nnen oftmals auch differen-
zierter u¨ber stochastische Differentialgleichungen modelliert werden.
In dieser Arbeit soll aber nicht die Modellierung von Abha¨ngigkeitsstrukturen im Mit-
telpunkt stehen, sondern mo¨glichst strukturlose Beschra¨nkung stochastischer Abha¨n-
gigkeit. An Stelle von Einschra¨nkungen durch ein Modell soll hier stets ein quantitativ
beschreibbares und beschra¨nktes Ausmaß der stochastischen Abha¨ngigkeit verwendet
werden. Es sollen also
”
Umgebungen“ um den Fall stochastischer Unabha¨ngigkeit be-
trachtet werden. Dazu ist es notwendig, einen Abstand zum Fall der stochastischen
Unabha¨ngigkeit quantitativ zu beschreiben. Das na¨chste Kapitel behandelt daher Ma-
ße fu¨r Abha¨ngigkeit.
Kapitel 3
Abha¨ngigkeitsmaße
Zu den wichtigsten Konzepten in der Wahrscheinlichkeitstheorie geho¨rt das Konzept
der stochastischen Unabha¨ngigkeit. Anschaulich gesprochen sind zwei Zufallsvariablen
stochastisch unabha¨ngig, wenn durch Beobachtung der einen Zufallsvariablen keine
Information u¨ber den Ausgang der anderen Zufallsvariable gewonnen werden kann. Die
folgende Definition formalisiert diese U¨berlegung.
Definition 3.1 Sei (Ω,A, P ) ein Wahrscheinlichkeitsraum, T eine Indexmenge, und
(At)t∈T eine Familie von Unter-σ-Algebren von A. Die σ-Algebren (At)t∈T heißen sto-
chastisch unabha¨ngig, wenn fu¨r je endlich viele, verschiedene Indizes t1, ..., tu ∈ T ,
die zugeho¨rigen σ-Algebren At1 , ...,Atu stochastisch unabha¨ngig sind, d. h. wenn fu¨r
beliebige Mengen At1 ∈ At1 , ..., Atu ∈ Atu
P (At1 ∩ ... ∩ Atu) = P (At1) · · ·P (Atu) (3.1)
gilt. Sei (Xt)t∈T eine Familie von Zufallsvariablen. Die Zufallsvariablen (Xt)t∈T heißen
stochastisch unabha¨ngig, wenn die durch die Zufallsvariablen induzierten σ-Algebren
(σ(Xt))t∈T stochastisch unabha¨ngig sind (vgl. Kallenberg (2002), Chapter 3).
Wa¨hrend stochastische Unabha¨ngigkeit ein genau definierter Begriff ist, liefert dieser
kein kanonisches Konzept, um Abha¨ngigkeit quantitativ zu messen. Viele statistische
Methoden sind auf Daten aus wiederholten Messungen zugeschnitten, fu¨r welche die
stochastische Unabha¨ngigkeit vorausgesetzt wird. Auch wenn die stochastische Unab-
ha¨ngigkeit von wiederholten Messungen aufgrund eines sorgsam erstellten Versuchs-
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plans zur Erhebung der Daten sehr plausibel erscheint, so ist sie damit nicht sicherge-
stellt. Allerdings fu¨hren geringfu¨gige Abweichungen von der Unabha¨ngigkeitsannahme
bei vielen statistischen Methoden mo¨glicherweise zu nur geringfu¨gig abweichenden Re-
sultaten. Um Abweichungen von der stochastischen Unabha¨ngigkeit zu quantifizieren,
werden zuna¨chst Konzepte und Maße fu¨r Abweichungen von der stochastischen Unab-
ha¨ngigkeit, also Abha¨ngigkeitsmaße, beno¨tigt. Als das Gegenstu¨ck zur stochastischen
Unabha¨ngigkeit zweier Zufallsvariablen X, Y ko¨nnte ein bestehender funktionaler Zu-
sammenhang zwischen zwei Zufallsvariablen von der Form
Y = f(X) fast sicher, f messbar, (3.2)
betrachtet werden. Sind zwei Zufallsvariablen stochastisch unabha¨ngig, dann gibt es,
bis auf triviale Fa¨lle, zwischen diesen keinen solchen Zusammenhang. Angenommen
zwei Zufallsvariablen X,Y mit Werten in Ru bzw. Rv wa¨ren stochastisch unabha¨ngig,
und es ga¨be eine messbare Funktion f , so dass (3.2) erfu¨llt ist. Dann sind auch Y und
f(X) stochastisch unabha¨ngig, und fu¨r jede Borelmenge A ∈ B(Rv) gilt
P (Y ∈ A) = P (Y ∈ A, f(X) ∈ A)
= P (Y ∈ A)P (f(X) ∈ A)
= (P (Y ∈ A))2.
Fu¨r jede Borelmenge A folgt daraus, dass entweder P (Y ∈ A) = 1 oder P (Y ∈ A) = 0,
also ist Y fast sicher eine Konstante. Es erscheint daher naheliegend, stochastische
Abha¨ngigkeit durch einen Anteil eines funktionalen Zusammenhangs zu quantifizieren.
Allerdings erscheint dieser Ansatz zu einer Quantifizierung stochastischer Abha¨ngigkeit
nicht erfolgsversprechend, wie das folgende Beispiel veranschaulicht: Ist X eine auf dem
Intervall [0, 1] gleichverteilte Zufallsvariable, dann ist Ym := fm(X) := 10
mX− [10mX],
fu¨r m ∈ N ebenfalls auf [0, 1] gleichverteilt, wobei [t] die kleinste ganze Zahl bezeichnet,
die nicht kleiner als t ist. U¨berdies sind die Zufallsvariablen (X − 10−mYm) und Ym
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stochastisch unabha¨ngig. Sind I1, I2 beliebige Intervalle in [0, 1], dann folgt deswegen
P (X ∈ I1) P (Ym ∈ I2)− 10−m − 10−mP (Ym ∈ I2)
= (P (X ∈ I1)− 10−m) P (Ym ∈ I2)− 10−m
≤ P ((X − 10−mYm) ∈ I1) P (Ym ∈ I2)− 10−m
= P ((X − 10−mYm) ∈ I1, Ym ∈ I2)− 10−m
≤ P ((X − 10−mYm) + 10−mYm ∈ I1, Ym ∈ I2)
= P (X ∈ I1, Ym ∈ I2).
Mit der gleichen Argumentation folgt auch
P (X ∈ I1, Ym ∈ I2) ≤ P (X ∈ I1) P (Ym ∈ I2) + 10−m + 10−mP (Ym ∈ I2).
Da natu¨rlich P (Ym ∈ I2) ∈ [0, 1], kann die Differenz zwischen P (X ∈ I1, Ym ∈ I2) und
P (X ∈ I1) P (Ym ∈ I2) demnach eingeschachtelt werden durch
− 2
10m
≤ P (X ∈ I1, Ym ∈ I2)− P (X ∈ I1) P (Ym ∈ I2) ≤ 2
10m
,
und damit gilt
|P (X ∈ I1, Ym ∈ I2)− P (X ∈ I1) P (Ym ∈ I2)| ≤ 2
10m
fu¨r alle Intervalle I1, I2. Obwohl zwischen X und Ym ein funktionaler Zusammenhang
der Form (3.2) besteht, verhalten sich diese Zufallsvariablen fu¨r große Werte m fast
so, als seien sie stochastisch unabha¨ngig. Dieses Beispiel ist nicht auf gleichverteil-
te Zufallsvariablen eingeschra¨nkt. Wenn beispielsweise F,G stetige, streng monoton
wachsende Verteilungsfunktionen auf R sind, dann ko¨nnen statt X und Ym auch F (X)
und G(Ym) in gleicher Weise wie oben betrachtet werden, und F (X), G(Ym) haben die
Verteilungsfunktionen F bzw.G. Daher soll zur quantitativen Bewertung stochastischer
Abha¨ngigkeit eine andere Strategie verfolgt werden.
3.1 Abha¨ngigkeitsmaße zwischen zwei Zufallsvariablen
Zuna¨chst wird ein klassisches Konzept betrachtet. Eines der bekanntesten Maße fu¨r die
Abha¨ngigkeit zweier σ-Algebren eines Wahrscheinlichkeitsraums ist der strong-mixing-
oder auch α-Koeffizient, welcher auf die Arbeit Rosenblatt (1956) zuru¨ckgeht.
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Definition 3.2 Sei (Ω,A, P ) ein Wahrscheinlichkeitsraum, und A1 und A2 seinen
Unter-σ-Algebren von A. Dann ist durch
α(A1,A2) := sup{|P (A1 ∩ A2)− P (A1)P (A2)|, A1 ∈ A1, A2 ∈ A2} (3.3)
ein Maß fu¨r die Abha¨ngigkeit zwischen den σ-Algebren A1 und A2 gegeben.
Mit diesem Maß kann auch die Abha¨ngigkeit zwischen zwei Zufallsvariablen X :
(Ω,A, P ) −→ (Ru,B(Ru)) und Y : (Ω,A, P ) −→ (Rv,B(Rv)) quantitativ bewertet
werden, indem die von den Zufallsvariablen induzierten σ-Algebren betrachtet werden.
Die Zufallsvariablen X, Y sind genau dann unabha¨ngig, wenn
α(X,Y ) := α(σ(X), σ(Y )) = 0, (3.4)
wobei σ(X) und σ(Y ) die von den Zufallsvariablen X bzw. Y induzierten σ-Algebren
bezeichnen. Sind zwei reellwertige Zufallsvariablen X, Y : (Ω,A, P ) −→ (R,B(R))
quadratisch integrierbar, so sind die Kovarianz und die Korrelation zwischen X und Y
definiert durch
Cov[X, Y ] := E[(X − E[X])(Y − E[Y ])],
Corr[X, Y ] :=
Cov[X,Y ]
(V ar[X]V ar[Y ])1/2
.
(3.5)
Die Kovarianz und die Korrelation zwischen zwei Zufallsvariablen ist 0, wenn diese
stochastisch unabha¨ngig sind, der Umkehrschluß ist i. A. falsch. Ein aus der Korre-
lation abgeleitetes Maß fu¨r Abha¨ngigkeit zwischen zwei σ-Algebren ist die maximale
Korrelation.
Definition 3.3 Es gelten die Voraussetzungen von Definition 3.2, und
∆2(A1) := {X : (Ω,A, P ) −→ (R,B,R), X messbar bzgl. A1, X ∈ L2},
∆2(A2) := {X : (Ω,A, P ) −→ (R,B,R), X messbar bzgl. A2, X ∈ L2}
bezeichne die reellwertigen, quadratisch integrierbaren Zufallsvariablen, welche bzgl. A1
bzw. A2 messbar sind. Durch
ρ(A1,A2) := sup{|Corr[X, Y ]|, X ∈ ∆2(A1), Y ∈ ∆2(A2)} (3.6)
wird ein Abha¨ngigkeitsmaß zwischen zwei σ-Algebren definiert, bezeichnet als maximale
Korrelation zwischen A1 und A2.
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Wie in (3.4) kann auch hier ρ(X, Y ) := ρ(σ(X), σ(Y )) gesetzt werden. Durch Betrach-
tung von Indikatorfunktionen kann gezeigt werden, dass
4α(A1,A2) ≤ ρ(A1,A2)
(vgl. Hall und Heyde (1980), Chapter 5.5). Wenn ρ(A1,A2) = 0, dann ist also auch
α(A1,A2) = 0. Somit sind auch die σ-Algebren A1 und A2 voneinander unabha¨ngig.
Die folgende Definition stellt noch weitere Abha¨ngigkeitsmaße vor, die nach a¨hnlichen
Prinzipien konstruiert sind.
Definition 3.4 Es gelten die Voraussetzungen aus Definition 3.2, und A1,A2 seien
zwei Unter-σ-Algebren von A. Durch folgende Gro¨ßen sind Maße fu¨r Abha¨ngigkeit
zwischen A1 und A2 gegeben:
φ(A1,A2) := sup
{∣∣∣∣P (A1 ∩ A2)P (A2) − P (A1)
∣∣∣∣ , A1 ∈ A1, A2 ∈ A2, P (A2) > 0} ,
ψ(A1,A2) := sup
{∣∣∣∣ P (A1 ∩ A2)P (A1)P (A2) − 1
∣∣∣∣ , A1 ∈ A1, A2 ∈ A2, P (A1) > 0, P (A2) > 0} ,
β(A1,A2) := sup
{
1
2
I∑
i=1
J∑
j=1
|P (A1,i ∩ A2,j)− P (A1,i)P (A2,j)|
}
,
wobei fu¨r β(A1,A2) das Supremum u¨ber alle endlichen Partitionen {A1,1, ..., A1,I} und
{A2,1, ..., A2,J} von Ω mit A1,i ∈ A1 bzw. A2,j ∈ A2 gebildet wird.
Die Abha¨ngigkeitsmaße aus Definition 3.2 - 3.4 werden auch in Bradley (2005) vorge-
stellt. Eine ausfu¨hrlichere Untersuchung dieser Abha¨ngigkeitsmaße ist in Bradley (2007)
enthalten. Fu¨r die vorliegende Arbeit sind der α-Koeffizient α(A1,A2), die maxima-
le Korrelation ρ(A1,A2), sowie eine Abwandlung des Abha¨ngigkeitsmaßes ψ(A1,A2)
von Bedeutung. Weitere Mo¨glichkeiten ergeben sich durch die Betrachtung bedingter
Erwartungswerte. Fu¨r eine Lp-integrierbare Zufallsvariable X und eine σ-Algebra M
kann die Gro¨ße
‖E[X|M]− E[X]‖p := (E[|E[X|M]− E[X]|p])
1
p
Aspekte der Abha¨ngigkeit zwischen der Zufallsvariablen X und der σ-Algebra M be-
leuchten. Offensichtlich nimmt diese Gro¨ße den Wert 0 an, wenn X undM voneinander
stochastisch unabha¨ngig sind. Anstatt die Zufallsvariable X direkt zu verwenden, kann
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auch die Zufallsvariable g(X) fu¨r eine entsprechend messbare Abbildung g verwendet
werden. Diese U¨berlegung fu¨hrt zu Gro¨ßen der Form ‖E[g(X)|M] − E[g(X)]‖p. Dies
kann beispielsweise hilfreich sein, wenn die ZufallsvariableX selbst nicht Lp-integrierbar
ist. Ha¨ufig wird zur Definition eines Abha¨ngigkeitsmaßes auch das Supremum solcher
Gro¨ßen u¨ber eine Funktionenklasse G herbeigezogen. Sei d eine Metrik auf Rv und
Lip(g) := inf{L ∈ R≥0, |g(x)− g(y)| ≤ Ld(x, y) ∀x, y ∈ Rv}
die Lipschitzkonstante von g, wobei hier inf{∅} :=∞. Mit
Λ(l)(d) := {g : Rv −→ R, Lip(g) ≤ l}
wird die Klasse der Lipschitz-stetigen Funktionen g mit Lipschitzkonstanten nicht gro¨-
ßer als l bezeichnet. Wenn X eine Lp-integrierbare Zufallsvariable ist, d die euklidi-
sche Metrik und g ∈ Λ(1)(d), dann ist auch g(X) eine Lp-integrierbare Zufallsvariable.
Mittels dieser Funktionenklasse wird ein Maß fu¨r Abha¨ngigkeit definiert (vgl. auch
Dedecker und Prieur (2005), Section 1).
Definition 3.5 Sei (Ω,A, P ) ein Wahrscheinlichkeitsraum, M eine Unter-σ-Algebra
von A, d die euklidische Metrik auf Rv, und X : (Ω,A, P ) −→ (Ru,B(Ru)) sei Lp-
integrierbar fu¨r ein p ≥ 1. Dann stellt
θp(M, X) := sup{‖E[g(X)|M]− E[g(X)]‖p , g ∈ Λ(1)(d)} (3.7)
ein Maß fu¨r die Abha¨ngigkeit zwischen der σ-AlgebraM und der Zufallsvariablen (bzw.
des Zufallsvektors) X dar.
Dieses Abha¨ngigkeitsmaß zeigt ein vielfa¨ltiges Konzept auf, um weitere Maße fu¨r Ab-
ha¨ngigkeit zwischen einer Zufallsvariablen und einer σ-Algebra zu definieren. Dazu kann
zum einen die Funktionenklasse variiert werden, zum anderen kann auch die Bildung
der Lp-Norm mit der Bildung des Supremums vertauscht werden. Diese U¨berlegung lie-
fert ein weiteres Maß fu¨r Abha¨ngigkeit (vgl. auch Dedecker und Prieur (2005), Section
7).
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Definition 3.6 Unter den Voraussetzungen von Definition 3.5 sei τp(M, X)p definiert
durch
τp(M, X) :=
∥∥∥∥sup{∫
Rk
g(t)E[1{X ≤ t}|M]dt
−
∫
Rk
g(t)E[1{X ≤ t}]dt , g ∈ Λ(1)(d)
}∥∥∥∥
p
.
(3.8)
Dieses Abha¨ngigkeitsmaß erlaubt es, eine reellwertige Zufallsvariable X, welche von der
σ-Algebra M stochastisch abha¨ngig ist, durch eine reellwertige Zufallsvariable X∗ in
L1-Norm quantitativ zu approximieren. Unter leichten Regulatita¨tsbedingungen gibt
es immer eine von der σ-Algebra M unabha¨ngige Zufallsvariable X∗, so dass X∗, X
die gleiche Verteilung besitzen und ‖X −X∗‖1 = τ1(M, X) (vgl. Dedecker und Prieur
(2005), Lemma 2). Zusammenha¨nge dieser Art werden oftmals dazu genutzt, um Fa¨lle
von Abha¨ngigkeit auf Fa¨lle von Unabha¨ngigkeit zuru¨ckzufu¨hren. Sei nun d die euklidi-
sche Metrik auf R. Ein weiteres Maß fu¨r Abha¨ngigkeit liefert die Wahl einer Teilklasse
von Λ(1)(d). Seien
Λcos := {g : R −→ R, g(x) = (|t| ∨ 1)−1 cos(tx), t ∈ R},
Λsin := {g : R −→ R, g(x) = (|t| ∨ 1)−1 sin(tx), t ∈ R} und
Λtri := Λcos ∪ Λsin,
wobei a ∨ b, a ∧ b das Maximum bzw. Minimum zweier Zahlen symbolisiert. Jede
Funktion g ∈ Λtri ist Lipschitz-stetig mit Lipschitzkonstante Lip(g) ≤ 1, da fu¨r jede
Funktion g ∈ Λtri die Ableitung ddxg betragsma¨ßig nicht gro¨ßer als 1 ist. Zusa¨tzlich sind
die Funktionen g ∈ Λtri selbst betragsma¨ßig nicht gro¨ßer als 1. Analog zur Definition 3.5
kann mittels dieser Funktionenklasse ein weiteres Abha¨ngigkeitsmaß definiert werden.
Definition 3.7 Sei, wie in Definition 3.5, (Ω,A, P ) ein Wahrscheinlichkeitsraum,M
eine Unter-σ-Algebra von A und X : (Ω,A, P ) −→ (R,B(R)) eine Zufallsvariable.
Dann sei κp(M, X) gegeben durch
κp(M, X) := sup{‖E[g(X)|M]− E[g(X)]‖p , g ∈ Λtri}. (3.9)
Bereits in Definition 3.6 tauchten die Verteilungsfunktion eines Zufallsvektors X und
die auf eine σ-Algebra bedingte Verteilungsfunktion auf. Es ist naheliegend, stochasti-
sche Abha¨ngigkeit durch die Unterschiede oder Differenzen zwischen einer Verteilungs-
funktion und einer bedingten Verteilungsfunktion zu quantifizieren. Hierfu¨r sind einige
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Definitionen notwendig. Zuna¨chst wird eine Ordnungsrelation auf Ru und der Begriff
des multivariaten Intervalls eingefu¨hrt.
Definition 3.8 Sei s, t ∈ Ru. Dann sei s ≤ t :⇔ si ≤ ti ∀i = 1, ..., u und,
[s, t] := [s1, t1]× ...× [su, tu],
(s, t] := (s1, t1]× ...× (su, tu],
(s, t] := [s, t] := ∅, falls si > ti fu¨r ein i ∈ {1, ..., u}.
(3.10)
In natu¨rlicher Weise ko¨nnen damit bedingte Verteilungsfunktionen u¨ber bedingte Er-
wartungswerte definiert werden.
Definition 3.9 Sei ω ∈ Ω undM eine Unter-σ-Algebra von A. Die durchM bedingte
Verteilungsfunktion FX|M des Zufallsvektors X : (Ω,A, P ) −→ (Ru,B(Ru)) und die
Verteilungsfunktion FX von X sind definiert bzw. gegeben durch
FX|M(t)(ω) := E[1{X ≤ t}|M](ω),
FX(t) = E[1{X ≤ t}],
wobei die bedingte Verteilungsfunktion FX|M bis auf eine Nullmenge eindeutig ist.
Da Ru ein polnischer Raum ist, gibt es eine Version von FX|M(·)(ω), die fast sicher
eine Verteilungsfunktion ist. Es gilt sogar, dass es ein M ∈ M mit P (M) = 1 gibt,
so dass FX|M(·)(ω) eine Verteilungsfunktion fu¨r jedes ω ∈ M ist (vgl. Dudley (2002),
Theorem 10.2.2). Im Folgenden ist stets eine derartige Version gemeint. Fu¨r das na¨ch-
ste Abha¨ngigkeitsmaß wird ein Abstandsmaß zwischen Funktionen beno¨tigt, das die
folgende Definition liefert.
Definition 3.10 Sei T ⊂ Ru und f : T −→ R, und λu bezeichne das Lebesguemaß auf
Ru. Dann definiert
esssup
t∈T
f(t) := inf{u ∈ R ∪ {∞}, f(t) ≤ u ∀t ∈ T \N, λu(N) = 0}
das essentielle Supremum von f auf T und
‖f‖∞,T := esssup
t∈T
|f(t)| (3.11)
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die Supremumsnorm auf T . Fu¨r T = Ru heißt
‖f‖∞ := ‖f‖∞,Ru
Supremumsnorm von f .
Es ist naheliegend, mittels der Supremumsnorm ein Abha¨ngigkeitsmaß einzufu¨hren,
das auf der Differenz zwischen einer Verteilungsfunktion und einer bedingten Vertei-
lungsfunktion basiert (vgl. auch Dedecker und Prieur (2005)).
Definition 3.11 Sei X : (Ω,A, P ) −→ (Ru,B(Ru)). Fu¨r eine Unter-σ-Algebra M ⊂
A sei
ξ(M, X) := E [‖FX|M − FX‖∞] . (3.12)
D. h. ξ(M, X) ist der erwartete Supremumsabstand zwischen der Verteilungsfunktion
von X und der auf M bedingten Verteilungsfunktion von X.
3.2 Abha¨ngigkeitsmaße bei Folgen von Zufallsvariablen
Mit Hilfe von Abha¨ngigkeitsmaßen zwischen σ-Algebren und Zufallsvariablen, oder al-
ternativ zwischen zwei σ-Algebren, ko¨nnen auch Abha¨ngigkeitsstrukturen von Folgen
von Zufallsvariablen (Xi)i∈Z charakterisiert werden. Liegt eine Folge (Xi)i∈Z von Zu-
fallsvariablen vor, dann ist in vielen Fa¨llen aus der Praxis die Annahme plausibel, dass
die Zufallsvariablen (Xi)i≤n keinen großen Einfluss auf die Zufallsvariablen (Xi)i≥n+k
haben, wenn k ∈ N groß ist. Wird die Folge (Xi)i∈Z als Zeitreihe aufgefasst, so bedeu-
tet dies anschaulich gesprochen, dass die Vergangenheit keinen großen Einfluss auf eine
zeitlich weit entfernte Zukunft hat. Sei
An := σ(Xi, i ≤ n),
An := σ(Xi, i ≥ n),
(3.13)
wobei Xi : (Ω,A, P ) −→ (Ru,B(Ru)), i ∈ Z, eine Folge von Zufallsvektoren mit
Werten in Ru ist. Die folgenden Definitionen zeigen Konzepte zur Beschreibung von
Beschra¨nkungen von Abha¨ngigkeitsstrukturen bei Folgen von Zufallsvariablen auf, die
gro¨ßtenteils mittels obiger Abha¨ngigkeitsmaße formuliert werden ko¨nnen.
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Definition 3.12 Eine Folge von Zufallsvektoren Xi : (Ω,A, P ) −→ (Ru,B(Ru)), i ∈
Z (bzw. i ∈ N), heißt m-dependent, falls (fu¨r den Wert m ∈ N) die σ-Algebren An
und An+l fu¨r jeden Wert n ∈ Z (bzw. n ∈ N) und fu¨r jeden Wert l ≥ m stochastisch
unabha¨ngig sind.
In Bezug auf das in Definition 3.2 gegebene Abha¨ngigkeitsmaß fu¨hrt die gleiche U¨ber-
legung zur folgenden Definition.
Definition 3.13 Fu¨r l ≥ 0 sei
α(l) := sup{α(An,An+l), n ∈ Z} bzw.
α(l) := sup{α(An,An+l), n ∈ N},
(3.14)
wobei (Xi)i∈Z oder (Xi)i∈N eine Folge von Zufallsvektoren mit Werten in Ru ist, und
An,An+l wie in (3.13) definiert sind. Die Folge heißt α-mixing, falls α(n) −→ 0 fu¨r
n −→∞.
Analog dazu kann anstelle des Abha¨ngigkeitsmaßes α das Abha¨ngigkeitsmaß ρ gesetzt
werden.
Definition 3.14 Unter den gleichen Voraussetzungen wie in Definition 3.13 sei fu¨r
l ≥ 0
ρ(l) := sup{ρ(An,An+l), n ∈ Z} bzw.
ρ(l) := sup{ρ(An,An+l), n ∈ N}.
(3.15)
Die Folge wird ρ-mixing genannt, falls ρ(n) −→ 0 fu¨r n −→∞.
Ein im gewissen Sinne weniger einschra¨nkendes Maß fu¨r Abha¨ngigkeit als ρ(l) liefert
die folgende Definition.
Definition 3.15 Fu¨r l ≥ 0 sei
κp(l) := sup
n∈Z,m∈N
κp
(
An,
m+n+l∑
i=n+l+1
Xi
)
bzw.
κp(l) := sup
n∈N,m∈N
κp
(
An,
m+n+l∑
i=n+l+1
Xi
)
,
(3.16)
wobei (Xi)i∈Z bzw. (Xi)i∈N eine Folge reellwertiger Zufallsvariablen ist.
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Fu¨r κ1(n) kann mit Hilfe der Gro¨ße ρ(n) eine Abscha¨tzung formuliert werden. Dafu¨r
wird zuna¨chst folgendes Lemma beno¨tigt.
Lemma 3.16 Sei X : (Ω,A, P ) −→ (R,B(R)) mit E[X] = 0 und |X| ≤ 1 fast
sicher, A∗ und A∗ Unter-σ-Algebren von A, und X sei A∗-messbar. Dann gibt es
Zufallsvariablen Y, Z, so dass Z messbar ist bezu¨glich A∗, Y messbar bezu¨glich A∗,
E[Y ] = E[Z] = 0, V ar[Y ] = V ar[Z] = 1 und
E[|E[X|A∗]|] ≤ |E[ZY ]| = |Corr[Z, Y ]|. (3.17)
Beweis. Sei E[X|A∗] eine Version des bedingten Erwartungswerts. Die Mengen
A+ := {ω ∈ Ω, E[X|A∗] ≥ 0},
A− := {ω ∈ Ω, E[X|A∗] < 0}
sind in A∗ enthalten. Nach Definition bedingter Erwartungswerte gilt
E[|E[X|A∗]|] = E[|1{A+}E[X|A∗] + 1{A−}E[X|A∗]|]
≤ E[1{A+}E[X|A∗]− 1{A−}E[X|A∗]]
= E[E[X|A∗](1{A+} − 1{A−})]
= E[X(1{A+} − 1{A−})],
da 1{A+} − 1{A−} messbar ist bezu¨glich A∗. Seien
V := V ar[1{A+} − 1{A−}],
E := E
[
1{A+} − 1{A−}
V 1/2
]
,
Y :=
1{A+} − 1{A−}
V 1/2
− E,
Z :=
X
(V ar[X])1/2
.
Da |X|, |1{A+} − 1{A−}| ≤ 1, folgt V ar[X] ≤ 1 und V ≤ 1. Angenommen V 1/2 > 0.
Weil E[X] = 0 folgt
E[X(1{A+} − 1{A−})] ≤ |E[X(1{A+} − 1{A−})]|
≤ |E[X(Y + E)]| = |E[XY ]|
≤ |E[ZY ]|,
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wobei Z messbar ist bezu¨glich A∗ und Y bezu¨glich A∗, womit die Behauptung fu¨r den
Fall V 1/2 > 0 bewiesen ist.
Falls V ar[1{A+} − 1{A−}] = V = 0, folgt unmittelbar E[X|A∗] = C fast sicher,
C ∈ R, und wegen E[X] = 0 gilt E[X|A∗] = 0 fast sicher, und (3.17) gilt in diesem
Fall auch wenn beispielsweise Y = Z = 0 gesetzt wird. 2
Mittels Lemma 3.16 ko¨nnen der maximale Korrelationskoeffizient ρ(n) und der Abha¨n-
gigkeitskoeffizient κ1(n) in Relation gesetzt werden.
Lemma 3.17 Fu¨r eine reellwertige Folge von Zufallsvariablen (Xi)i∈Z bzw. (Xi)i∈N
folgt
κ1(n) ≤ 2ρ(n). (3.18)
Beweis. Seien n ∈ Z, l,m ∈ N und
X := (|t| ∨ 1)−1 cos
(
t
l+n+m∑
i=l+n+1
Xi
)
− E
[
(|t| ∨ 1)−1 cos
(
t
l+n+m∑
i=l+n+1
Xi
)]
.
Die Betrachtung von X zeigt E[X/2] = 0 und |X/2| ≤ 1. Mit Lemma 3.16 und der
Definition des maximalen Korrelationskoeffizienten ρ(l) folgt
E[|E[X|An]|] ≤ 2ρ(l).
Die gleiche Argumentation mit der Funktion sin(t) ergibt
(|t| ∨ 1)−1E
∣∣∣∣∣E
[
sin
(
t
l+n+m∑
i=l+n+1
Xi
)
|Bn
]
− E
[
sin
(
t
l+n+m∑
i=l+n+1
Xi
)]∣∣∣∣∣ ≤ 2ρ(l).
Die Definition des Abha¨ngigkeitskoeffizienten κ1(l) liefert schließlich
κ1(l) ≤ 2ρ(l). (3.19)
2
Damit wa¨re die Konvergenz ρ(n) −→ 0 fu¨r n −→ ∞ eine sta¨rkere Forderung als
κ1(n) −→ 0.
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3.3 Abha¨ngigkeitsmaße zwischen den Komponenten von Zufallsvektoren
Auf a¨hnliche Weise ko¨nnen Abha¨ngigkeiten innerhalb eines Zufallsvektors X =
(X1, ..., Xn) mit Werten in Rn (wobei n hier als fester Wert betrachtet wird) quantita-
tiv beurteilt werden. Sei dazu X ′ := (X ′1, ..., X
′
n) ein Zufallsvektor mit unabha¨ngigen
Komponenten X ′i, so dass Xi und X
′
i fu¨r jedes i die gleiche Verteilung haben. Eine erste
einfache Mo¨glichkeit bietet beispielsweise der direkte Vergleich zwischen der Verteilung
von X und X ′ anhand der totalen Variation.
Definition 3.18 Sei X ein Zufallsvektor mit Werten in Rn. Maße fu¨r die Abha¨ngigkeit
innerhalb der Zufallsvektors X sind durch
α(X) := sup{|PX(B)− PX′(B)|, B ∈ B(Rn)},
ψ(X) := sup
{∣∣∣∣ PX(B)PX′(B) − 1
∣∣∣∣ , B ∈ B(Rn), PX′(B) > 0} (3.20)
gegeben, wobei PX bzw. PX
′
das Bildmaß von X bzw. X ′ bezeichnet.
Wenn α(X) = 0, dann sind offensichtlich auch X1, ..., Xn stochastisch unabha¨ngig. Mit
dem Abha¨ngigkeitsmaß ψ aus (3.20) verha¨lt es sich genauso. Angenommen ψ(X) = 0.
Dann folgt PX(B) = PX
′
(B) falls PX
′
(B) 6= 0. Dies gilt insbesondere fu¨r alle Mengen
B von der Form (−∞, t] = (−∞, t1] × ... × (−∞, tn] ⊂ Rn. Sei nun (−∞, t], so dass
PX
′
((−∞, t]) = 0. Wegen der Unabha¨ngigkeit von X ′1, ..., X ′n ist dies gleichbedeutend
mit
P (X ′1 ∈ (−∞, t1])P (X ′2 ∈ (−∞, t2]) · · ·P (X ′n ∈ (−∞, tn]) = 0.
Da Xi und X
′
i fu¨r jedes i ∈ {1, ..., n} die gleichen Verteilungen besitzen, folgt
P (Xi ∈ (−∞, ti]) = 0 fu¨r ein i ∈ {1, ..., n} bzw.
P (X ∈ (−∞, t]) = 0.
Zusammenfassend ergibt sich
PX((−∞, t]) = PX′((−∞, t]) ∀t ∈ Rn.
Demnach sind die Verteilungen PX und PX
′
gleich, und damit sind auch X1, ..., Xn
stochastisch unabha¨ngig.
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U¨ber die Definition 3.13 kann fu¨r eine Folge (Xi)i∈Z von Zufallsvariablen mit
α((Xi)i∈Z) := sup{α(l), l ∈ N} (3.21)
ebenfalls ein Maß fu¨r Abha¨ngigkeit innerhalb der Folge (Xi)i∈Z definiert werden. Mit
den Gro¨ßen ρ(l), κp(l) aus Definition 3.14 bzw. Definition 3.15 kann gleichermaßen
verfahren werden. Fu¨r einen Zufallsvektor X = (Xi, ..., Xn) sei analog zu (3.13)
Am := σ(X1, ..., Xm), Am := σ(Xm, ..., Xn).
Definition 3.19 Fu¨r einen Zufallsvektor X = (X1, ..., Xn) sei
αX(l) := sup{|P (A1 ∩ A2)− P (A1)P (A2)|, A1 ∈ Am, A2 ∈ Am+l, 1 ≤ m ≤ n− l},
ξX(l) := sup{ξ(Am, Xm+l), 1 ≤ m ≤ n− l}.
Der Unterschied von α(l) aus Definition 3.13 und αX(l) aus Definition 3.19 besteht
nur darin, dass im letzteren Fall Zufallsvektoren und nicht Folgen wie z. B. (Xi)i∈Z
betrachtet werden.
Bemerkung 3.20 Ist Xˆ ein Zufallsvektor wie X, so dass einige (oder gar alle) Kom-
ponenten Xi aus X durch u.i.v.-Kopien Xˆi in Xˆ ersetzt werden, dann gilt offensichtlich
αXˆ(l) ≤ αX(l).
Die folgenden Abha¨ngigkeitsmaße sind von a¨hnlicher Gestalt wie in (3.21) und entspre-
chen einfach deren U¨bertragung auf Zufallsvektoren.
Definition 3.21 Fu¨r einen Zufallsvektor X mit Werten in Rn sei
α′(X) := sup{αX(l), 1 ≤ l ≤ n− 1}
ξ(X) := sup{ξX(l), 1 ≤ l ≤ n− 1}.
(3.22)
Wie bei den Abha¨ngigkeitsmaßen aus (3.20) folgt aus α′(X) = 0 ebenfalls die sto-
chastische Unabha¨ngigkeit von X1, ..., Xn. Die stochastische Unabha¨ngigkeit von X1
und X2 geht unmittelbar aus α
′(X) = 0 hervor. Daru¨ber hinaus ist (X1, X2) von X3,
(X1, X2, X3) von X4, usw. stochastisch unabha¨ngig. Nach Korollar 7.3 in Bauer (2002)
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folgt daraus, dass die ZufallsvariablenX1, ..., Xn stochastisch unabha¨ngig sind. Im na¨ch-
sten Kapitel werden Voraussetzungen genannt, unter denen aus ξ(X) = 0 ebenfalls die
stochastische Unabha¨ngigkeit der Komponenten X1, ..., Xn folgt.
Weitere Mo¨glichkeiten zur Definition von Abha¨ngigkeitsmaßen ließen sich durch die
Betrachtung von Copulae gewinnen. Sei X ein Zufallsvektor mit Werten in Ru und Ver-
teilungsfunktion F . Hinsichtlich Sklar’s Theorem (vgl. Nelsen (2006), Theorem 2.10.9)
kann, anschaulich gesprochen, die Verteilungsfunktion zerlegt werden in ihre Randver-
teilungen und eine Copulafunktion, welche die Abha¨ngigkeitsstrukturen der Kompo-
nenten von X untereinander widerspiegelt. Die analytische Handhabung von Copulae
scheint allerdings schwierig zu sein. Diese Mo¨glichkeit wird deshalb nicht weiter ver-
folgt.

Kapitel 4
Qualitative Robustheit bei Abha¨ngigkeit
In diesem Abschnitt soll untersucht werden, wie sich geringe Abweichungen einer Zu-
fallsstichprobe vom Unabha¨ngigkeitsfall auf die Verteilung von Scha¨tzern auswirkt. Ein
quantitatives Maß fu¨r die Abweichung von Verteilungen ist durch die Prohorovmetrik
gegeben. Zu jeder Teilmenge B ⊂ Ru und jedem ² > 0 sei
B² :=
{
x ∈ Ru, inf
y∈B
d(x, y) < ²
}
,
wobei d die euklidische Metrik bezeichnet.
Definition 4.1 Seien F,G Verteilungen auf Ru, dann ist durch
dP (F,G) := inf{² > 0, F (B) ≤ G(B²) + ², B ∈ B(Ru)} (4.1)
eine Metrik auf der Klasse aller Verteilungen auf Ru gegeben.
Diese Metrik induziert die schwache Konvergenz auf der Klasse der Verteilungen auf
Ru (vgl. Huber (2004), Theorem 3.8). Sei (Xk)k∈N eine Folge von Zufallsvektoren
X1 = (X11, ..., X1n), X2 = (X21, ..., X2n), X3 = .... Sei a = a(Xk) ein Abha¨ngigkeits-
maß fu¨r die Komponenten der Zufallsvektoren Xk, und (Xk)k∈N erfu¨lle a(Xk) −→ 0 fu¨r
k −→ ∞. Ferner sei T : P −→ Rv ein Funktional, und F kn sei die empirische Vertei-
lungsfunktion der Komponenten des Zufallsvektors Xk, wobei mit P eine Klasse von
Verteilungen bzw. Verteilungsfunktionen bezeichnet wird. Es stellt sich die Frage, ob
sich eine Statistik T (F kn ) fu¨r große Werte k im Verhalten kaum noch von der gleichen
Statistik im Unabha¨ngigkeitsfall unterscheidet, genauer ob
T (F kn )Ã T (F ′n) fu¨r k −→∞ (4.2)
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gilt. Dabei sei F ′n die empirische Verteilungsfunktion eines Zufallsvektors X
′
=
(X
′
1, ..., X
′
n) mit u.i.v Komponenten X
′
i , so dass X
′
i und Xki die gleiche Verteilung
Fi fu¨r jedes k ∈ N haben. Fn sei entsprechend die empirische Verteilungsfunktion eines
Zufallsvektors X mit Dimension n. D. h. wenn das Funktional T als Abbildung
T : P −→ P ′, P (X1,...,Xn) 7→ P T (Fn)
betrachtet wird, so ist es in Bezug auf das Abha¨ngigkeitsmaß a im Sinne von (4.2)
gewissermaßen stetig an Stellen P (X
′
1,...,X
′
n). Dabei ist P der Raum der Verteilungen
auf Rn und P ′ der Raum der Verteilungen auf Rv. Anschaulich bedeutet dies, dass
kleine Abweichungen von der Unabha¨ngigkeitsforderung nur kleine Auswirkungen auf
die Verteilung des Scha¨tzers T haben ko¨nnen.
Wenn das Funktional T als Abbildung T : X n −→ Rv, wobei X n der Stichprobenraum
ist, fast u¨berall stetig ist (fast u¨berall bzgl. der Verteilung von (X
′
1, ..., X
′
n)), dann kann
der Satz von der stetigen Abbildung verwendet werden (vgl. van der Vaart (1998),
Lemma 2.3), und (4.2) folgt aus
(Xk1, ..., Xkn)Ã (X
′
1, ..., X
′
n) fu¨r k −→∞. (4.3)
Beispiel 4.2 Der Einstichproben-t-Test ist bezu¨glich einer Verletzung der Unabha¨n-
gigkeitsforderung gemessen durch das Abha¨ngigkeitsmaß a robust, weil das Funktional
T der Teststatistik T [X1, ..., Xn] := n
1/2X−µ
S
, mit S := ( 1
n−1
∑n
i=1(Xi − X)2)1/2, als
Funktion von Rn nach R (bis auf einer Nullmenge) stetig ist, insofern die Verteilungen
der Zufallsvariablen Xi nicht alle die gesamte Masse auf den gleichen Wert legen.
Es soll daher das Ziel sein, unter gewissen Voraussetzungen die Gu¨ltigkeit von (4.3) zu
zeigen, bzw. zu zeigen, dass der Prohorovabstand zwischen der gemeinsamen Verteilung
von Zufallsvariablen X1, ..., Xn und ihrer Produktverteilung beliebig klein wird, wenn
ein bestimmtes Abha¨ngigkeitsmaß hinreichend klein wird. Zuna¨chst wird ein einfacher
Fall betrachtet. Wenn α(Xk) −→ 0 fu¨r k −→∞, dann folgt aus der Definition fu¨r das
Abha¨ngigkeitsmaß α in (3.20) insbesondere, dass
lim sup
k−→∞
PXk(B) = PX
′
(B)
fu¨r jede abgeschlossene Menge B. Nach dem Portmanteau-Lemma (vgl. van der Vaart
(1998), Lemma 2.2) ist dies a¨quivalent zu (4.3). Nun soll der etwas kompliziertere Fall
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des Abha¨ngigkeitsmaßes α′ aus der Definition 3.21 betrachtet werden. Wie oben sei Xk
eine Folge von Zufallsvektoren, so dass die Komponenten Xki eine von k unabha¨ngige
Verteilungsfunktion Fi haben.
Theorem 4.3 Wenn α′(Xk) −→ 0 fu¨r k −→∞, dann folgt
(Xk1, ..., Xkn)Ã (X
′
1, ..., X
′
n) fu¨r k −→∞. (4.4)
Beweis. Die Schwierigkeit besteht − im Gegensatz zum vorherigen Fall − nun darin,
dass die Definition von α′ eine Abscha¨tzung bzgl. eines Mengensystems liefert, welches
kleiner ist als die ganze Borel-σ-Algebra. Insbesondere liefert die Voraussetzung von
Theorem 4.3 fu¨r beliebiges B ∈ B(Rn) nicht mehr zwangsla¨ufig
P (Xk1,...,Xki),(Xkj ,...,Xkn)(B)− P (Xk1,...,Xki) ⊗ P (Xkj ,...,Xkn)(B) −→ 0
wobei mit P 1⊗P 2 die Produktverteilung von P 1 und P 2 bezeichnet wird. Stattdessen
werden nun halbabgeschlossene Intervalle Bi = (ai, bi], wobei auch Bi = ∅ mo¨glich
sein soll, und halbabgeschlossene multivariate Intervalle B1 × ... × Bn betrachtet. Die
Forderung α′(Xk) −→ 0 impliziert, dass fu¨r k −→∞
Q1 := |PXk1,...,Xkn(B1 × ...×Bn)− PXk1(B1)PXk2,...,Xkn(B2 × ...×Bn)| −→ 0,
Q2 := |PXk2,...,Xkn(B2 × ...×Bn)− PXk2(B2)PXk3,...,Xkn(B3 × ...×Bn)| −→ 0,
Q3 := |PXk3,...,Xkn(B3 × ...×Bn)− PXk3(B3)PXk4,...,Xkn(B4 × ...×Bn)| −→ 0,
...
Fu¨r den ersten Term folgt die Aussage unmittelbar aus den Voraussetzungen. Wird
beispielsweise
A1 := {Xk1 ∈ B1} und A2 := {Xk2 ∈ B2, ..., Xkn ∈ Bn}
gesetzt, dann folgt
|P (A1 ∩ A2)− P (A1)P (A2)| ≤ α′(Xk).
Auch fu¨r die restlichen Terme gilt die Konvergenz gegen 0, da das Abha¨ngigkeitsmaß
α′(X) nur kleiner werden kann, wenn anstelle eines Zufallsvektors X derjenige Zufalls-
vektor eingesetzt wird, welcher durch Streichung der ersten Komponente in X entsteht.
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(Die Konvergenz gegen 0 gilt daru¨ber hinaus noch fu¨r weitere Mengen, aber hier ge-
nu¨gt die Betrachtung der multivariaten, halbabgeschlossenen Intervalle.) Es wird noch
folgende elementare Ungleichung beno¨tigt. Seien p1, p2, p1,n, p2,n, p3,n ∈ [0, 1]. Dann gilt
|p1,n − p1(p2p3,n)| = |p1,n − p1p2,n + p1p2,n − p1(p2p3,n)|
≤ |p1,n − p1p2,n|+ |p1||p2,n − p2p3,n|
≤ |p1,n − p1p2,n|+ |p2,n − p2p3,n|.
Seien nun p1, p2, p3, p1,n, p2,n, p3,n, p4,n ∈ [0, 1]. Eine zweifache Anwendung obiger Un-
gleichung ergibt
|p1,n − p1p2p3p4,n)| ≤ |p1,n − p1p2p3,n|+ |p3,n − p3p4,n|
≤ |p1,n − p1p2,n|+ |p2,n − p2p3,n|+ |p3,n − p3p4,n|.
Entsprechend gilt
|PXk1,...,Xkn(B1 × ...×Bn)− PXk1(B1)PXk2(B2)PXk3,...,Xkn(B3 × ...×Bn)|
≤ |PXk1,...,Xkn(B1 × ...×Bn)− PXk1(B1)PXk2,...,Xkn(B2 × ...×Bn)|
+ |PXk2,...,Xkn(B2 × ...×Bn)− PXk2(B2)PXk3,...,Xkn(B3 × ...×Bn)|
= Q1 +Q1,
bzw.
|PXk1,...,Xkn(B1 × ...×Bn)− PXk1(B1)PXk2(B2)PXk3(B3)PXk4,...,Xkn(B3 × ...×Bn)|
≤ Q1 +Q2 +Q3.
Eine iterative Fortsetzung dieses Arguments liefert die Abscha¨tzung
|PXk1,...,Xkn(B1 × ...×Bn)− PXk1(B1)PXk2(B2)...PXkn(Bn)| ≤ Q1 + ...+Qn,
und Q1 + ... + Qn konvergiert fu¨r k −→ ∞ gegen 0. Das System aller multivariaten,
halbabgeschlossenen Intervalle B1×...×Bn ist schnittabgeschlossen. Ein Mengensystem,
das unter Schnitten abgeschlossen ist, wird auch als pi-System bezeichnet. Zudem kann
jede offene Menge in Rn durch eine abza¨hlbare Vereinigung solcher Mengen gebildet
werden. Damit folgt nach Theorem 2.2 in Billingsley (1999), dass
PXk1,...,Xkn Ã
n⊗
i=1
PXki ,
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bzw. es folgt (4.4). 2
Damit ist z. B. wiederum der Einstichproben-t-Test in Bezug auf kleine Verletzung der
Unabha¨ngigkeitsforderung − klein im Sinne des Abha¨ngigkeitsmaßes α′ − robust.
Etwas aufwa¨ndiger ist die Betrachtung des Abha¨ngigkeitsmaßes ξ(X) aus Definition
3.21. Zuna¨chst soll gezeigt werden, dass zu jeder Menge T ⊂ Ru, deren Komplement
T c eine Nullmenge ist, eine dichte, abza¨hlbare Teilmenge von T existiert, die gegenu¨ber
”
rationalen Translationen“ invariant ist.
Definition 4.4 Mit ei wird der i-te Einheitsvektor bezeichnet, und
W :=
{
w : Ru −→ Ru, w(t) = t+
u∑
i=1
qiei, qi ∈ Q
}
(4.5)
bildet eine Untergruppe der Gruppe der Translationen. Zu jeder Menge T ⊂ Ru wird
eine Menge T˜ ⊂ T durch
T˜ :=
⋃
w∈W
w−1
( ⋂
w∈W
w(T )
)
(4.6)
definiert.
Offensichtlich gilt, dass
⋂
w∈W w(T ) ⊂ T . Das folgende Lemma zeigt, dass Verschie-
bungen von
⋂
w∈W w(T ) durch w ∈ W ebenfalls Teilmengen von T sind.
Lemma 4.5 Sei T ⊂ Ru und T˜ wie in Definition 4.4 definiert, dann folgt T˜ ⊂ T .
Beweis. Es gilt:
1) Zu jedem t1 ∈
⋂
w∈W w(T ) und jedem w ∈ W gibt es ein t ∈ T mit w(t) = t1.
2) Nach Definition von T˜ gibt es zu jedem t˜ ∈ T˜ ein w0 ∈ W , so dass w0(t˜) ∈⋂
w∈W w(T ).
Sei t˜ ∈ T˜ beliebig, w0 wie in 2), und t1 = w0(t˜). Nach 1) gibt es zu jedem w ∈ W ein
t ∈ T mit w(t) = t1 = w0(t˜). Wird nun w = w0 gesetzt, dann folgt w0(t) = w0(t˜). Dies
impliziert t = t˜. Da also zu jedem t˜ ∈ T˜ ein t ∈ T gefunden werden kann, so dass
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t = t˜, folgt T˜ ⊂ T . 2
Genau dann, wenn T c ⊂ Ru eine Nullmenge ist, erfu¨llt T fu¨r jedes multivariate Intervall
[a, b]
λu(T ∩ [a, b]) = λu([a, b]), (4.7)
wobei λu das Lebesguemaß bezeichnet. Das folgende Lemma zeigt, dass diese Eigen-
schaft beim U¨bergang von T zu T˜ erhalten bleibt.
Lemma 4.6 Seien T und T˜ wie in Definition 4.4. Wenn T c eine Nullmenge ist, dann
ist T˜ c auch eine Nullmenge.
Beweis. Dazu soll
(⋂
w∈W w(T )
)c
betrachtet werden. Wenn T (4.7) erfu¨llt, dann auch
w(T ). Nach dem de Morganschen Gesetz gilt( ⋂
w∈W
w(T )
)c
=
⋃
w∈W
(w(T ))c. (4.8)
Fu¨r jedes w ∈ W ist (w(T ))c eine Nullmenge, und jede abza¨hlbare Vereinigung von
Nullmengen ist auch eine Nullmenge. Da die Gruppe W nach Konstruktion eine
abza¨hlbare Menge ist, ist auch
⋃
w∈W (w(T ))
c eine Nullmenge. Wegen (4.8) wird also
(4.7) von
⋂
w∈W w(T ) erfu¨llt. Da T˜ per Definition aus der Vereinigung von Mengen
besteht, welche (4.7) erfu¨llen, muss T˜ selbst diese Eigenschaft auch erfu¨llen. 2
Mittels obiger Konstruktion von T˜ kann die Existenz einer weiteren Teilmenge T ′ von
T gezeigt werden, die einige hilfreiche Eigenschaften besitzt. Im weiteren Verlauf kann
diese Menge verwendet werden, um unter gewissen Voraussetzungen Verteilungskon-
vergenz zu beweisen.
Lemma 4.7 Sei T ⊂ Ru und erfu¨lle (4.7). Dann gibt es eine Menge T ′ ⊂ T mit
folgenden Eigenschaften:
i) T ′ ist abza¨hlbar.
ii) T ′ liegt dicht in Ru.
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iii) Zu je zwei Punkten s, t ∈ T ′ mit s ≤ t liegen auch die Eckpunkte des multivariaten
Intervalls (s, t] in T ′.
Beweis. Nach Lemma 4.6 erfu¨llt T˜ (4.7). Damit liegt T˜ auch dicht in Ru. Sei t˜ ∈ T˜
beliebig, und sei
T ′ :=
⋃
w∈W
w(t˜). (4.9)
Nach Definition von T˜ gilt T ′ ⊂ T˜ , und T ′ liegt offensichtlich dicht in Ru und ist
abza¨hlbar, weilW abza¨hlbar ist. Zu je zwei Punkten s, t ∈ T ′ gibt es nach Konstruktion
von T ′ eine Abbildung w ∈ W mit w(t) = s. Nach Definition von W kann diese
Abbildung zerlegt werden in w(t) = w1 ◦ ... ◦ wu(t) mit wi(t) = t + qiei. Wenn s ≤ t
bzw. wenn (s, t] 6= ∅, kann offensichtlich jeder Eckpunkt vj von (s, t] dargestellt werden
durch vj = wj(t) = wi1 ◦ ... ◦wik(t) mit {i1, ..., ik} ⊂ {1, ..., u}. Da wj ∈ W und t ∈ T ′,
folgt nach Definition von T ′, dass auch wj(t) ∈ T ′. Also erfu¨llt T ′ iii). 2
Bemerkung 4.8 Die Menge der halbabgeschlossenen multivariaten Intervalle, die
durch T ′ erzeugt werden, sei durch
MI(T ′) := {(s, t], s, t ∈ T ′}
definiert. Nach der Eigenschaft iii) in Lemma 4.7 ist MI(T ′) stabil unter Schnitten,
d. h. wenn A,B ∈ MI(T ′), dann ist auch A ∩ B ∈ MI(T ′). Demnach ist MI(T ′) ein
pi-System. Daru¨ber hinaus folgt aus i) und ii) in Lemma 4.7, dass jede offene Menge
aus Rd durch abza¨hlbare Vereinigung von Mengen aus MI(T ′) gebildet werden kann.
Wie bereits beim Beweis von Theorem 4.3 ist die Konstruktion eines solchen pi-Systems
hilfreich, wenn Verteilungskonvergenz bewiesen werden soll. Das folgende Lemma soll
helfen, aus fast u¨berall punktweiser Konvergenz einer Folge von Verteilungsfunktionen
die schwache Konvergenz dieser Verteilungen zu folgern.
Lemma 4.9 Sei T ⊂ Ru und erfu¨lle (4.7). Weiterhin sei Pk eine Folge von Verteilun-
gen und P eine Verteilung, so dass
Pk((−∞, t]) −→ P ((−∞, t]) fu¨r k −→∞ ∀t ∈ T. (4.10)
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Dann existiert T ′ ⊂ T , so dass T ′ die Eigenschaften aus Lemma 4.7 erfu¨llt und
Pk((s, t]) −→ P ((s, t]) fu¨r k −→∞ ∀s ≤ t , s, t ∈ T ′.
Beweis. Sei nun T ′ wie in Lemma 4.7 konstruiert, s, t ∈ T ′ und s ≤ t. Die Eckpunkte
des multivariaten Intervalls (s, t] (bis auf den Eckpunkt s) werden mit v1, ..., v2u−1
bezeichnet. Es gilt
(−∞, t] = (s, t] ·∪
2u−1⋃
i=1
(−∞, vi] und
(−∞, t] ⊃
2u−1⋃
i=1
(−∞, vi].
Mittels der Siebformel von Poincare´ und Sylvester (vgl. Billingsley (1995), Chapter 1.2)
folgt daraus
Pk((s, t]) = Pk((−∞, t])− Pk
( 2u−1⋃
i=1
(−∞, vi]
)
= Pk((−∞, t])−
[∑
i1
Pk((−∞, vi1 ])−
∑
i1<i2
Pk((−∞, vi1 ] ∩ (−∞, vi2 ])
+ ... +
∑
i1<...<i2u−1
(−1)2u−2Pk((−∞, vi1 ] ∩ ... ∩ (−∞, vi2u−1 ])
]
.
In der obigen Gleichung kann Pk auch durch P ersetzt werden. Fu¨r die Schnittmengen
in den Termen der rechten Seite gilt:
(−∞, vj1 ] ∩ ... ∩ (−∞, vjk ] = (−∞, v′] fu¨r ein v′ ∈ T ′.
Da Pk((−∞, t]) −→ P ((−∞, t]) fu¨r k −→ ∞ fu¨r jedes t ∈ T ′, gilt dies auch fu¨r
jeden Summanden auf der rechten Seite der oberen Gleichung. Da es nur endlich viele
Summanden sind, gilt die gewu¨nschte Konvergenz auch fu¨r die Summe, also
Pk((s, t]) −→ P ((s, t]) fu¨r k −→∞.
2
Bemerkung 4.10 Wenn die Verteilungen Pk in Lemma 4.9 zufa¨llig sind, und die
Konvergenz in (4.10) nur in Wahrscheinlichkeit gilt, dann folgt unmittelbar
Pk((s, t]) −→st P ((s, t]) fu¨r k −→∞.
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Dabei steht
”
−→st“ fu¨r stochastische Konvergenz bzw. fu¨r Konvergenz in Wahrschein-
lichkeit.
Lemma 4.11 Seien Xk und Yk Folgen von Zufallsvektoren und T
′ eine Menge mit den
Eigenschaften aus Lemma 4.7. Die Verteilungen PXk =: PX seien von k unabha¨ngig.
Die Verteilungen P Yk seien von k unabha¨ngig oder konvergieren schwach gegen eine
Lebesgue-stetige Verteilung P Y . Wenn fu¨r jede Menge A = (s, t] mit s, t ∈ T ′, also
A ∈MI(T ′), gilt
E[1{Xk ∈ A}|σ(Yk)]− E[1{Xk ∈ A}] = oP (1) fu¨r k −→∞,
dann gilt auch
PXk,Yk Ã PX ⊗ P Y .
Beweis. Sei Ax = A und Ay eine Borelmenge, und A˚y bezeichne das topologische Inne-
re von Ay. Sei P
Y Lebesgue-stetig und P Yk Ã P Y . Dann ist P Y
(
Ay \ A˚y
)
= 0, wobei
Ay \ A˚y den topologischen Abschluss von Ay \ A˚y bezeichnet. Nach dem Portmanteau-
Lemma (van der Vaart (1998), Lemma 2.2) gilt
lim
k−→∞
P Yk(Ay) = P
Y (Ay). (4.11)
Falls P Yk nicht von k abha¨ngt, dann gilt (4.11) trivialerweise auch wenn P Y nicht
Lebesgue-stetig ist. Nach der Definition bedingter Erwartungswerte und nach Voraus-
setzung gilt:∫
{Yk∈Ay}
1{Xk ∈ Ax}dP =
∫
{Yk∈Ay}
E[1{Xk ∈ Ax}|σ(Yk)]dP
=
∫
Ω
1{Yk ∈ Ay}(E[1{Xk ∈ Ax}] + op(1))dP
−→ E[1{Xk ∈ Ax}]P Y (Ay).
Dabei folgt die Konvergenz, weil E[1{Xk ∈ Ax}|σ(Yk)] nicht negativ und beschra¨nkt
ist und in Wahrscheinlichkeit gegen eine Konstante E[1{Xk ∈ Ax}] (konstant, weil
PXk von k unabha¨ngig) konvergiert. Demnach gilt∫
Ω
1{Xk ∈ Ax}1{Yk ∈ Ay}dP = PXk,Yk(Ax × Ay)
−→ PX ⊗ P Y (Ax × Ay).
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Alle Mengen der Form Ax × Ay bilden nach Bemerkung 4.8 ein pi-System fu¨r den
Wertebereich Ru der Zufallsvariablen (Xk, Yk). Zudem kann jede offene Menge aus Ru
durch eine abza¨hlbare Vereinigung solcher Mengen gebildet werden. Nach Theorem
2.2 aus Billingsley (1999) folgt damit PXk,Yk Ã PX ⊗ P Y . 2
Das na¨chste Theorem zeigt, dass die gemeinsame Verteilung zweier Folgen von Zufalls-
variablen schwach gegen die Produktverteilung konvergiert, wenn das Abha¨ngigkeits-
maß aus Definition 3.11 fu¨r diese Zufallsvariablen gegen 0 konvergiert. An dieser Stelle
wird zuna¨chst die Landau-Notation eingefu¨hrt. Sei (Xi)i∈N eine Folge von Zufallsvaria-
blen (oder Zufallsvektoren).
Xn = oP (Rn) falls Xn = RnYn und ‖Yn‖ −→st 0,
Xn = OP (Rn) falls Xn = RnYn und fu¨r jedes ² > 0 ∃M > 0 mit
lim
n−→∞
P (‖Yn‖ > M) ≤ ²
(4.12)
Die erste Definition besagt anschaulich, dass Yn asymptotisch vernachla¨ssigbar ist,
die zweite Definition besagt, dass Yn stochastisch beschra¨nkt ist. Sei (xi)i∈N nun eine
(deterministische) Zahlenfolge.
xn = o(rn) falls xn = rnyn und ‖Yn‖ −→ 0,
xn = O(rn) falls xn = rnyn und ‖Yn‖ beschra¨nkt.
(4.13)
Theorem 4.12 Seien Xk, Yk Folgen von Zufallsvariablen oder Zufallsvektoren wie in
Lemma 4.11. Wenn ξ(σ(Yk), Xk) −→ 0 fu¨r k −→∞, dann folgt PXk,Yk Ã PX ⊗ P Y .
Beweis. Sei Hk(t)(ω) := |FXk|σ(Yk)(t)(ω) − FXk(t)|. Nach Voraussetzung gilt nun
limk−→∞E[‖Hk‖∞] = 0 und offensichtlich ‖Hk(ω)‖∞ ≥ 0 ∀ω ∈ Ω. Unter Verwendung
der Markov-Ungleichung folgt
‖Hk‖∞ = op(1), fu¨r k −→∞. (4.14)
Sei (²l)l∈N eine streng monoton fallende Nullfolge und sei
Tl := {t ∈ Ru, P (|Hk(t)| > ²l) 6−→ 0} fu¨r l=1,2,...
T∞ := {t ∈ Ru, ∃² > 0, P (|Hk(t)| > ²) 6−→ 0}.
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Es soll nun gezeigt werden, dass T∞ eine Lebesgue-Nullmenge ist, also λu(T∞) = 0. Sei
nun l ∈ N. Angenommen λu(Tl) 6= 0. Nach Definition 3.10, der Definition von Tl und
mit der Annahme λu(Tl) 6= 0 gilt
P (‖Hk‖∞,Tl > ²l) 6−→ 0.
Wegen ‖Hk(ω)‖∞ ≥ ‖Hk(ω)‖∞,Tl wu¨rde also auch
P (‖Hk‖∞ > ²l) 6−→ 0
gelten, was ein Widerspruch zu (4.14) ist. Also ist λu(Tl) = 0 fu¨r jedes l ∈ N. Weil
T∞ =
⋃
l∈N Tl aus einer abza¨hlbaren Vereinigung von Nullmengen besteht, ist T∞ auch
eine Nullmenge. Sei T := (T∞)c. Nach Definition von T∞ gilt demnach
|Hk(t)| = oP (1) ∀t ∈ T,
und T erfu¨llt (4.7). Eine Umformulierung ergibt fu¨r k −→∞
E[1{Xk ≤ t}|σ(Yk)]− E[1{Xk ≤ t}] = oP (1) ∀t ∈ T.
Nach Lemma 4.9 und Bemerkung 4.10 gibt es eine Menge T ′ ⊂ T mit den Eigenschaften
aus Lemma 4.7, so dass fu¨r k −→∞
E[1{s ≤ Xk ≤ t}|σ(Yk)]− E[1{s ≤ Xk ≤ t}] = oP (1) ∀s, t ∈ T ′.
Lemma 4.11 liefert nun PXk,Yk Ã PX ⊗ P Y . 2
Wie zuvor wa¨re auch hier Verteilungskonvergenz gegen die Produktverteilung der Ein-
zelkomponenten eines Zufallsvektors wu¨nschenswert. Das na¨chste Theorem liefert im
Zusammenhang mit dem Abha¨ngigkeitsmaß ξ(X) aus Definition 3.21 Bedingungen da-
fu¨r.
Theorem 4.13 Sei Xk = (Xk1, ..., Xku) eine Folge von Zufallsvektoren mit Werten in
Rp. Weiterhin seien die Verteilungen PXki der Komponenten der Zufallsvektoren Xk
von k und i unabha¨ngig und Lebesgue-stetig. Ferner gelte
ξ(Xk) −→ 0 fu¨r k −→∞. (4.15)
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Wenn die Folge Xk in Verteilung gegen einen Zufallsvektor Y = (Y1, .., Yu) konvergiert,
dann gilt
PXk1,...,Xku Ã PXk1 ⊗ ...⊗ PXku = P Y1 ⊗ ...⊗ P Yu = P Y1,...,Yu .
D. h. Y hat zwangsla¨ufig stochastisch unabha¨ngige Komponenten Yi.
Beweis. Wegen (4.15) und Theorem 4.12 folgt unmittelbar
PXk1,Xk2 Ã PXk1 ⊗ PXk2 = P Y1 ⊗ P Y2 = P Y1,Y2 , (4.16)
wobei die Verteilung von Y1 Lebesgue-stetig und die Verteilung von (Y1, Y2) durch
P Y1 ⊗P Y2 gegeben ist. Demnach sind Y1, Y2 stochastisch unabha¨ngig. Nochmals wegen
(4.15), (4.16) und Theorem 4.12 gilt
PXk1,Xk2,Xk3 Ã P Y1,Y2 ⊗ PXk3 = P Y1,Y2 ⊗ P Y3 = P Y1,Y2,Y3 ,
wobei die Verteilung von (Y1, Y2) wieder Lebesgue-stetig und (Y1, Y2) von Y3 stocha-
stisch unabha¨ngig ist. Die iterative Anwendung dieses Arguments ergibt
PXk1,Xk2 Ã PXk1 ⊗ PXk2 = P Y1 ⊗ P Y2 = P Y1,Y2 ,
PXk1,Xk2,Xk3 Ã P Y1,Y2 ⊗ PXk3 = P Y1,Y2 ⊗ P Y3 = P Y1,Y2,Y3 ,
...
PXk1,...,Xku Ã P Y1,...,Yu−1 ⊗ PXku = P Y1,...,Yu−1 ⊗ P Yu = P Y1,...,Yu .
Nach Korollar 7.3 in Bauer (2002) ist dies hinreichend dafu¨r, dass
P Y1,...,Yu = P Y1 ⊗ ...⊗ P Yu .
2
Sei X = (X1, ..., Xu) ein Zufallsvektor mit Werten in Ru und ξ(X) = 0. Wird
(Xk1, ..., Xku) := (X1, ..., Xu) gesetzt, so folgt wegen Theorem 4.12 und der gleichen
Argumentation wie im Beweis von Theorem 4.13
PX = PX1 ⊗ ...⊗ PXu .
Der Zufallsvektor X hat also stochastisch unabha¨ngige Komponenten.
Kapitel 5
Konsistenz bei Abha¨ngigkeit
Ziel dieses Abschnitts ist es, das Konvergenzverhalten von Punktscha¨tzern bei Verlet-
zung von u.i.v.−Forderungen zu untersuchen. Diese Punktscha¨tzer sollen als Funktio-
nale T (Fn) von empirischen Verteilungen betrachtet werden. Die Funktionale T sind
von der Form T : P −→ Rv, und P bezeichnet eine Menge von Verteilungen, die die
diskreten Verteilungen entha¨lt. Die Konsistenz solcher Scha¨tzer resultiert ha¨ufig aus
Stetigkeits- oder besser Glattheitseigenschaften des Funktionals T und der Konsistenz
der empirischen Verteilungsfunktion Fn fu¨r die ”
wahre“ Verteilungsfunktion F . Unter
der Bedingung, dass X ′1, X
′
2, ... eine Folge von unabha¨ngigen, reellwertigen Zufallsva-
riablen mit Verteilung F ist, gilt nach dem Satz von Glivenko-Cantelli
‖F ′n − F‖∞ −→ 0 fu¨r n −→∞ fast sicher. (5.1)
Dabei ist F ′n die empirische Verteilungsfunktion, resultierend aus Messungen x
′
1, ..., x
′
n
der Zufallsvariablen X ′1, ..., X
′
n. Dieses Resultat geht auf die Arbeiten von Glivenko
(1933) und Cantelli (1933) zuru¨ck. Fu¨r große Stichprobenumfa¨nge n ist F ′n dann ”
nahe“
an F , und unter hinreichenden Glattheitseigenschaften des Funktionals T ist T (F ′n)
damit
”
nahe“ an T (F ).
5.1 Glivenko-Cantelli-Sa¨tze
Um die Robustheit solcher Scha¨tzer gegenu¨ber Verletzung der stochastischen Unabha¨n-
gigkeit in der u.i.v.-Forderung der Messungen zu untersuchen, scheint es unausweichlich,
Sa¨tze vom Typ Glivenko-Cantelli unter gewissen Verletzungen der u.i.v.-Forderungen
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zu beweisen oder zu widerlegen. Dafu¨r werden in dieser Arbeit stets Wahrscheinlich-
keiten fu¨r Folgen von Ereignissen abgescha¨tzt und auf diese Abscha¨tzungen das 0-1
Gesetz von Borel-Cantelli angewendet. Im weiteren Verlauf dieses Abschnitts haben
alle Zufallsvariablen in Folgen X ′1, ..., X
′
n, ... und X1, ..., Xn, ... die gleiche Verteilung,
in der Folge X1, ..., Xn, ... sind diese aber nicht mehr zwangsla¨ufig unabha¨ngig. Mit
F ′n bzw. Fn wird die empirische Verteilungsfunktion der Zufallsvariablen (X
′
1, ..., X
′
n)
bzw. (X1, ..., Xn) bezeichnet. Der allen Zufallsgro¨ßen zugrunde liegende Wahrschein-
lichkeitsraum sei (Ω,A, P ). Fu¨r die erste Konsistenzaussage wird eine Abscha¨tzung
fu¨r Wahrscheinlichkeiten der Form P (‖Fn − F‖∞ ≥ ²) beno¨tigt, wie sie das folgende
Lemma liefert.
Lemma 5.1 Sei X = (X1, ..., Xn) ein Zufallsvektor mit abha¨ngigen Komponenten, so
dass alle Zufallsvariablen Xi die gleiche Verteilungsfunktion F haben, wobei F eine
Verteilungsfunktion auf R ist. Es gelte ψ(X) <∞ (vgl. Definition 3.18). Dann folgt
P (‖Fn − F‖∞ ≥ ²) ≤ (1 + ψ(X))P (‖F ′n − F‖∞ ≥ ²) ∀n ∈ N und ∀² > 0.
(5.2)
Beweis. Sei X ′ = (X ′1, ..., X
′
n) ein Zufallsvektor mit stochastisch unabha¨ngigen Kom-
ponenten die ebenfalls die Verteilungsfunktion F besitzen. Mit PX , PX
′
werden die
Verteilungen von X bzw. X ′ bezeichnet. Sei n ∈ N und B ∈ B(Rn) beliebig mit
PX
′
(B) 6= 0. Angenommen PX(B) ≥ PX′(B), dann folgt aus (3.20)
PX(B)/PX
′
(B)− 1 ≤ ψ(X) (5.3)
und damit
PX(B) ≤ (1 + ψ(X))PX′(B). (5.4)
Wird umgekehrt angenommen, dass PX(B) < PX
′
(B), dann gilt trivialerweise wegen
ψ(X) ≥ 0 ebenfalls (5.4). Nun werden folgende Borelmengen aus B(Rn) betrachtet:
BX := {x ∈ Rn, ‖Fn − F‖∞ ≥ ²} und
BX′ := {x ∈ Rn, ‖F ′n − F‖∞ ≥ ²},
(5.5)
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wobei die empirischen Verteilungsfunktionen, gegeben anhand der Vektoren x bzw. x′,
mit Fn, F
′
n bezeichnet werden. Es gilt
PX(BX) = P (‖Fn − F‖∞ ≥ ²) und PX′(BX′) = P (‖F ′n − F‖∞ ≥ ²). (5.6)
Tatsache ist, dass weder BX noch BX′ von den Verteilungen P
X(B) bzw. PX
′
(B)
abha¨ngen, sondern lediglich von ² und der Verteilungsfunktion F , d. h. BX = B
′
X . Mit
(5.4) folgt daher
P (‖Fn − F‖∞ ≥ ²) ≤ (1 + ψ(X))P (‖F ′n − F‖∞ ≥ ²). (5.7)
Aus Gru¨nden der Vollsta¨ndigkeit muss noch gezeigt werden, dass gilt:
P (‖F ′n − F‖∞ ≥ ²) = 0 =⇒ P (‖Fn − F‖∞ ≥ ²) = 0. (5.8)
Angenommen, die Verteilung der Zufallsvariablen X ′i hat einen Tra¨ger mit Lebesgue-
maß gro¨ßer als 0, und angenommen, PX
′
(B1) = 0, aber P
X(B1) = δ1 > 0 fu¨r ein
B1 ∈ B(Rn). Dann gibt es einen hinreichend kleinen Wert δ2 > 0, so dass δ1δ2 > ψ(X)+1,
und es gibt ein B2 ∈ B(Rn) mit B2 ∩ B1 = ∅ und PX′(B1 ∪ B2) = δ2. Daraus folgt
auch, dass PX(B1 ∪B2) ≥ δ1 bzw.
PX(B1 ∪B2)
PX′(B1 ∪B2) =
δ1
δ2
> ψ(X) + 1. (5.9)
Damit steht (5.9) im Widerspruch zur Definition in (3.20), woraus in diesem Fall (5.8)
folgt. Angenommen, die Verteilung von X ′i hat einen Tra¨ger mit Lebesguemaß 0, und
PX(c) = δ > 0 fu¨r ein c = (c1, ..., cn) ∈ Rn. Dann folgt
PX
′
(c) = P (X ′1 = c1, ..., X
′
n = cn) = P (X
′
1 = c1) · · ·P (X ′n = cn)
≥ PX(c) · · ·PX(c)
= δn > 0,
womit (5.8) bewiesen ist. Also gilt (5.7) auch unter der Voraussetzung, dass
P (‖F ′n − F‖∞ ≥ ²) = 0, woraus (5.2) folgt. 2
Mit Lemma 5.1 kann ein Glivenko-Cantelli-Satz fu¨r abha¨ngige Zufallsvariablen gezeigt
werden.
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Theorem 5.2 Sei X = (X1, ..., Xn) wie in Lemma 5.1, und es gelte
ψ(X) ≤ p(n) ∀n ∈ N, (5.10)
wobei p(n) ein beliebiges Polynom mit p(n) ≥ 0 ∀n ∈ N ist. Dann folgt
‖Fn − F‖∞ −→ 0 fu¨r n −→∞ fast sicher. (5.11)
Beweis. Die Beweisidee unterscheidet sich im Grunde nicht von der des klassischen
Glivenko-Cantelli-Satzes. Dafu¨r wird die Dvoretzky-Kiefer-Wolfowitz-Ungleichung
(DKW) aus Dvoretzky et al. (1956) verwendet. Die Terme P (‖Fn − F‖∞ > ²) fal-
len mit steigendem n sehr schnell , d. h. wegen Lemma 5.1 und der DKW-Ungleichung
gilt ∀n ∈ N, ∀² > 0
P (‖Fn − F‖∞ ≥ ²) ≤ (1 + p(n))P (‖F ′n − F‖∞ ≥ ²)
≤ C(1 + p(n)) exp(−2²2n) fu¨r ein C ∈ R≥0.
(5.12)
Die Folge C(1+p(n)) exp(−2²2n) konvergiert mit steigendem n gegen 0, woraus die sto-
chastische Konvergenz von ‖Fn−F‖∞ gegen 0 folgt. Die Terme C(1+p(n)) exp(−2²2n)
summieren sich u¨berdies fu¨r jeden Wert ² > 0 u¨ber n ∈ N zu einem endlichen Wert, die
Terme P (‖Fn−F‖∞ ≥ ²) demnach ebenfalls. Nach dem 0-1-Gesetz von Borel-Cantelli
folgt daraus
‖Fn − F‖∞ −→ 0 fu¨r n −→∞ fast sicher. (5.13)
2
Bemerkung 5.3
a) Theorem 5.2 la¨sst sich problemlos auf eine Vielzahl weiterer Normen und Pseu-
donormen verallgemeinern. Wird fu¨r Verteilungen F,G auf R und fu¨r eine VC-
Klasse C ⊂ B (vgl. Definition 7.1)
‖F −G‖C := sup
C∈C
|F (C)−G(C)| (5.14)
gesetzt, dann liefert eine kombinatorische Betrachtung im u.i.v.-Fall statt der
DKW-Ungleichung die Ungleichung
P (‖F ′n − F‖C ≥ ²) ≤ p′(n) exp(−2²2n) (5.15)
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fu¨r ein Polynom p′ (vgl. Pollard (1984), Chapter II). Wird diese Ungleichung
wie im Beweis von Theorem 5.2 mit Lemma 5.1 (entsprechend fu¨r ‖ · ‖C abgea¨n-
dert) kombiniert, so resultiert dies wieder in fast sicherer Konvergenz (unter den
Bedingungen von Lemma 5.1), also
‖Fn − F‖C −→ 0 fu¨r n −→∞ fast sicher.
Im weiterem Verlauf soll aber weiterhin die Supremumsnorm betrachtet werden.
b) Aus der Ungleichung (5.12) kann direkt
‖Fn − F‖∞ = oP (n−α) fu¨r jedes α < 1/2 (5.16)
abgeleitet werden, nicht aber
‖Fn − F‖∞ = OP (n−1/2). (5.17)
Die Relation (5.17) gilt, wenn das Polynom p in Theorem 5.2 durch eine nicht
negative, beschra¨nkte Funktion ersetzt wird.
c) Wird das Polynom p aus Theorem 5.2 durch
a1 exp(a2n
α) mit a1, a2 ∈ R≥0, α < 1 (5.18)
ersetzt, dann gilt weiterhin
‖Fn − F‖∞ −→ 0 fu¨r n −→∞ fast sicher. (5.19)
Eine Rechnung wie oben liefert die Konvergenzrate
‖Fn − F‖∞ = oP
(
n
1−β
2
)
fu¨r jedes β < α. (5.20)
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d) Der Wert α in c) kann i. A. nicht mehr erho¨ht werden: Wird α = 1 erlaubt, dann
erfu¨llt die Folge von (stark) abha¨ngigen Zufallsvariablen X1 = X2 = ... = Xn mit
X1 ∼ Bin(1, 1/2) die Ungleichung
ψ(X) ≤ exp(ln(2) n)
2
. (5.21)
Es ist aber in diesem Fall offensichtlich, dass ‖Fn − F‖∞ 6−→ 0 fu¨r n −→∞.
In vielen Situationen erscheint es plausibel, dass die Abha¨ngigkeit von Zufallsgro¨ßen
mit zeitlichem Abstand abnimmt. Dazu soll der m-dependence Fall aus Definition 3.12
betrachtet werden. Hierfu¨r wird folgendes Lemma beno¨tigt:
Lemma 5.4 Seien x1, ..., xn reelle Zahlen, N := {1, ..., n} und N1, ..., Nm eine disjunk-
te Zerlegung von N , d. h.
N = N1
.∪ N2
.∪ ... .∪ Nm. (5.22)
FNj bezeichne die empirische Verteilungsfunktion der Punkte (xi)i∈Nj und F eine Ver-
teilungsfunktion auf R. Dann gilt:
‖FN − F‖ ≤ |N1||N | ‖FN1 − F‖+ ...+
|Nm|
|N | ‖FNm − F‖ (5.23)
fu¨r jede Norm ‖·‖ auf dem Raum der Verteilungen auf R, wobei mit |N | die Kardinalita¨t
der Menge N bezeichnet wird.
Beweis. Der Beweis wird hier nur exemplarisch fu¨r eine disjunkte Zerlegung N = N1
.∪
N2 gefu¨hrt:
‖FN − F‖ =
∥∥∥∥ 1|N1|+ |N2|(|N1|FN1 + |N2|FN2 − (|N1|+ |N2|)F )
∥∥∥∥
=
1
|N1|+ |N2|‖|N1|FN1 − |N1|F + |N2|FN2 − |N2|F‖
≤ |N1||N | ‖FN1 − F‖+
|N2|
|N | ‖FN2 − F‖.
2
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Theorem 5.5 Die Folge (Xi)i∈N sei m-dependent (vgl. Definition 3.12), so dass die
Folgeglieder Xi die gleiche Verteilungsfunktion F auf R besitzen. Dann gilt
‖Fn − F‖∞ −→ 0 fu¨r n −→∞ fast sicher, und (5.24)
‖Fn − F‖∞ = OP (n−1/2). (5.25)
Beweis. Zuna¨chst wird folgende disjunkte Zerlegung von N := {1, ..., n} gebildet:
N1 := {1, 1 +m, 1 + 2m, ..., 1 + k1m} mit k1 := max{k, 1 + km ∈ N},
N2 := {2, 2 +m, 2 + 2m, ..., 2 + k2m} mit k2 := max{k, 2 + km ∈ N},
...
Nm := {m,m+m,m+ 2m, ...,m+ kmm} mit km := max{k, m+ km ∈ N}.
Nach Voraussetzung sind {Xi}i∈Nj fu¨r jedes j ∈ {1, ...,m} unabha¨ngig identisch ver-
teilte Zufallsvariablen. Ferner wird noch
m′ := ( max
j∈{1,...,m}
{|Nj|/|N |})−1 (5.26)
definiert. Da ||Ni|−|Nj|| ≤ 1 ∀i, j ∈ {1, ...,m}, gilt auch |m−m′| ≤ 1. Eine Anwendung
von Lemma 5.4 und der DKW-Ungleichung ergibt
P (‖FN − F‖∞ ≥ ²) ≤ P
( |N1|
|N | ‖FN1 − F‖∞ + ...+
|Nm|
|N | ‖FNm − F‖∞ ≥ ²
)
≤ P
(
1
m′
‖FN1 − F‖∞ + ...+
1
m′
‖FNm − F‖∞ ≥ ²
)
≤ P
(
m
m′
max
j∈{1,...,m}
{‖FNj − F‖∞} ≥ ²
)
≤ P
(m
m′
‖FN1 − F‖∞ ≥ ² oder...oder
m
m′
‖FNm − F‖∞ ≥ ²
)
≤ m max
1≤j≤m
P
(
‖FNj − F‖∞ ≥
m′²
m
)
≤ m C exp
(
−2m
′2²2
m2
[n/m]
)
fu¨r ein C ∈ R≥0,
da |Nj| = [n/m] + 1 oder |Nj| = [n/m] ist. Dabei wurde die Notation [t] := min{n ∈
Z, n ≥ t} verwendet. Diese Ungleichung impliziert (5.25) (dazu kann ² durch ²/n1/2
ersetzt werden) und mit dem 0-1-Gesetz von Borel-Cantelli auch (5.24). 2
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Theorem 5.5 la¨sst sich mit der selben Beweisidee verallgemeinern. Statt m-dependence
wird nun α-mixing betrachtet. Um Theorem 5.2 und Theorem 5.5 zu beweisen, wurde
der Abha¨ngigkeitsfall im Wesentlichen auf den bekannten Fall der Unabha¨ngigkeit zu-
ru¨ckgefu¨hrt. Um eine Verallgemeinerung von Theorem 5.5 zu erhalten, wird fu¨r diese
Strategie folgendes Lemma beno¨tigt.
Lemma 5.6 Sei X = (X1, ..., Xn) wobei Xi reellwertig sind und die gleiche Vertei-
lungsfunktion F haben. Seien n,m ∈ N mit m < n, und Nj fu¨r j = 1, ...,m wie im
Beweis von Theorem 5.5. Ferner sei X0 := (Xi)i∈Nj fu¨r ein j, und X
0′ eine u.i.v.-Kopie
der Zufallsvektors X0, und FX0′ , FX0 , ... bezeichnen die empirischen Verteilungsfunkti-
on der Zufallsvektoren X0
′
, X0, .... Dann gilt
P (‖FX0 − F‖ ≥ ²) ≤ P (‖FX0′ − F‖ ≥ ²) + [n/m] αX(m) (5.27)
falls X0 die La¨nge [n/m] + 1 hat, und
P (‖FX0 − F‖ ≥ ²) ≤ P (‖FX0′ − F‖ ≥ ²) + ([n/m]− 1) αX(m) (5.28)
falls X0 die La¨nge [n/m] hat.
Beweis. Nach der Definition der Partition der Indexmenge N = {1, ..., n} in die
Teilmengen Nj, j = 1, ...,m haben die Zufallsvektoren (Xi)i∈Nj entweder die La¨nge
[n/m] + 1 oder [n/m]. Sei (Xi)i∈Nj von der La¨nge [n/m] + 1. O.B.d.A sei
(Xi)i∈Nj := (X1, X1+m, X1+2m, ..., X1+[ nm ]m).
Zuna¨chst werden folgende Zufallsvektoren definiert:
X0 := (X1, X1+m, X1+2m, ..., X1+[ n
m
]m),
X1 := (X ′1, X1+m, X1+2m, ..., X1+[ nm ]m),
X2 := (X ′1, X
′
1+m, X1+2m, ..., X1+[ nm ]m),
...
X [
n
m
]+1 := (X ′1, X
′
1+m, X
′
1+2m, ..., X
′
1+[ n
m
]m),
d. h. die Komponenten Xi der Zufallsvektoren werden nach und nach durch u.i.v.-
Kopien X ′i ersetzt, bis X
[ n
m
]+1 nur noch stochastisch unabha¨ngige Komponenten ent-
ha¨lt, also die gleiche Verteilung besitzt wie X0
′
. Diese Bedingung wird allerdings bereits
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von X [
n
m
] erfu¨llt. Nun gilt
P (‖FX0 − F‖∞ ≥ ²) ≤ P (‖FX1 − F‖∞ ≥ ²) + αX(m)
≤ P (‖FX2 − F‖∞ ≥ ²) + 2αX(m)
...
≤ P (‖F
X[
n
m ]
− F‖∞ ≥ ²) + [n/m]αX(m),
wobei die erste Ungleichung direkt aus Definition 3.19 fu¨r αX(m) und der gleichen
U¨berlegung wie beim Beweis von Lemma 5.1 folgt. Dazu muss lediglich B := {x ∈
R[n/m]+1, ‖F[n/m]+1 − F‖∞ > ²} betrachtet werden. Es gilt
|PX1,X1+m,...,X1+[ nm ]m(B)− PX′1,X1+m,...,X1+[ nm ]m(B)| ≤ αX(m).
Die restlichen Ungleichungen folgen aus der Definition von αX(m) und Bemerkung
3.20. Falls nun (Xi)i∈Nj die La¨nge [n/m] besitzt, dann fu¨hrt die gleiche Argumentation
zu
P (‖FX0 − F‖∞ ≥ ²) ≤ P (‖FX[ nm ]−1 − F‖∞ ≥ ²) + ([n/m]− 1)αX(m).
2
Das na¨chste Theorem u¨bertra¨gt den Fall von m-dependence, wie er in in Theorem 5.5
betrachtet wurde, auf den Fall von α-mixing.
Theorem 5.7 Sei X wie in Theorem 5.5 aber nicht zwangsla¨ufig m-dependent, und es
gelte
αX(m) = O(m
−β) fu¨r ein β > 2. (5.29)
Dann folgt (wie in Theorem 5.5)
‖Fn − F‖∞ −→0 fu¨r n −→∞ fast sicher. (5.30)
Beweis. Mit FX′ , FX , ... werden die empirischen Verteilungsfunktionen zu den Zufalls-
vektoren (X ′1, ..., X
′
n), (X1, ..., Xn), ... bezeichnet. Sei m = m(n) eine Folge mit den
Eigenschaften
m(n) = O(nγ) mit γ < 1, m(n) < n ∀n,
m(n) ∈ N ∀n, m(n) monoton steigend.
(5.31)
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Die Zufallsvariablen X1, ..., Xn werden wie im Beweis von Theorem 5.5 aufgeteilt. Dies
liefert wie im Beweis von Theorem 5.5 die Ungleichung
P (‖FX − F‖∞ ≥ ²) ≤ m max
1≤j≤m
P
(
‖FNj − F‖∞ ≥
m′²
m
)
,
wobei m′ = m′(n) wie in (5.26) definiert ist, und m′/m −→ 1 fu¨r n −→ ∞ erfu¨llt.
Lemma 5.6 und die DKW-Ungleichung implizieren nun
m max
1≤j≤m
P
(
‖FNj − F‖∞ ≥
m′²
m
)
≤ m C exp
(
−2m
′2²2
m2
[n/m]
)
+m
[ n
m
]
α(m,X)
= C exp
(
−2m
′2²2
m2
[n/m] + ln(m)
)
+m
[ n
m
]
α(m,X).
(5.32)
Der erste Summand im letzten Term von (5.32) erfu¨llt fu¨r jedes ² die Summierbarkeits-
bedingung, wenn m(n) die Eigenschaften aus (5.31) einha¨lt. Fu¨r den zweiten Summan-
den gilt
m
[ n
m
]
α(m,X) = O(n1−βγ).
Da β > 2 und γ < 1 beliebig nahe an 1 gewa¨hlt werden kann, wird γ so gewa¨hlt, dass
1− βγ < −1. Damit erfu¨llt der zweite Summand ebenfalls die Summierbarkeitsbedin-
gung, und nach dem 0-1-Gesetz von Borel-Cantelli folgt wieder (5.30). 2
Es gibt noch viele weitere Mo¨glichkeiten, das Glivenko-Cantelli Theorem zu verallge-
meinern. So wird z. B. in Tucker (1959) ein Ansatz aus der Ergodentheorie verwendet
und damit auch ein Glivenko-Cantelli Theorem fu¨r abha¨ngige Zufallsvariablen bewie-
sen. Auch fu¨r unabha¨ngige Zufallsvariablen gibt es viele Mo¨glichkeiten der Verallgemei-
nerung, indem beispielsweise gro¨ßere Indexmengen verwendet werden, wie auch bereits
in Bemerkung 5.3 a) angedeutet wurde.
5.2 Konsistenz von Scha¨tzerfolgen
Ausgehend von der Gu¨ltigkeit der fast sicheren, gleichma¨ßigen Konvergenz der empi-
rischen Verteilungsfunktion Fn gegen F und unter gewissen Verletzungen der u.i.v.-
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Voraussetzung, d. h.
‖Fn − F‖∞ −→0 fu¨r n −→∞ fast sicher, (5.33)
kann das asymptotische Verhalten statistischer Funktionale T = T [Fn] bei Abha¨ngig-
keit analysiert werden.
Theorem 5.8 Sei T : P −→ Rv ein Funktional, wobei P eine Teilmenge der Ver-
teilungen auf R bezeichnet. X = (X1, ..., Xn) erfu¨lle die Voraussetzungen aus Theo-
rem 5.2, FX , FX′ seien wie im Beweis von Theorem 5.7, Xi ∼ F , und T erfu¨lle die
(Lipschitz-)Stetigkeitsbedingung
‖T (G)− T (F )‖ ≤ L‖G− F‖∞ fu¨r ein L > 0, ∀ G ∈ P (5.34)
bzgl. einer beliebigen Norm ‖ · ‖ auf Rv. Dann gilt
P (‖T (FX)− T (FX′))‖ ≥ ²) ≤ (2 + p(n)) exp
(
− ²
2n
2L2
)
, (5.35)
falls exp
(
− ²
2n
2L2
)
≤ 1/2 , und
P (‖T (FX)− T (F ))‖ ≥ ²) ≤ (1 + p(n)) exp
(
−2²
2n
L2
)
, (5.36)
falls exp
(
−2²
2n
L2
)
≤ 1/2.
Beweis. Zum Beweis von (5.35) wird folgende Ungleichungskette betrachtet, die sich an
einer Stelle auf eine genauere Spezifikation der Konstanten C in der DKW-Ungleichung
stu¨tzt. Massart (1990) beweist, dass die Konstante C = 2 generell gewa¨hlt werden kann.
Wenn n so groß ist, dass exp(−2²2n) ≤ 1/2, kann sogar C = 1 gewa¨hlt werden. Diese
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Wahl der Konstanten kann im Wesentlichen nicht mehr verbessert werden.
P (‖T (FX)− T (FX′))‖ ≥ ²)
= P (‖(T (FX)− T (F ))− (T (FX′)− T (F ))‖ ≥ ²)
≤ P (‖T (FX)− T (F )‖+ ‖T (FX′)− T (F )‖ ≥ ²)
≤ P (2max{‖T (FX)− T (F )‖, ‖T (FX′)− T (F )‖} ≥ ²)
= P (‖T (FX)− T (F )‖ ≥ ²/2 oder ‖T (FX′)− T (F )‖ ≥ ²/2)
≤ (1 + p(n))P (L‖FX′ − F‖∞ ≥ ²/2) + P (L‖FX′ − F‖∞ ≥ ²/2)
= (2 + p(n))P (L‖FX′ − F‖∞ ≥ ²/2)
≤ (2 + p(n)) exp
(
− ²
2n
2L2
)
, falls exp
(
− ²
2n
2L2
)
≤ 1/2,
wobei die vorletzte Ungleichung aus Lemma 5.1 und (5.34), und die letzte Ungleichung
aus Massart (1990), Theorem 1 folgt. Dies impliziert (5.35). In gleicher Weise folgt auch
(5.36) wegen
P (‖T (FX)− T (F ))‖ ≥ ²)
≤ (1 + p(n))P (L‖FX′ − F‖∞ ≥ ²)
≤ (1 + p(n)) exp
(
−2²
2n
L2
)
, falls exp
(
−2²
2n
L2
)
≤ 1/2,
(5.37)
womit der Beweis abgeschlossen ist. 2
Natu¨rlich impliziert Theorem 5.8 wiederum die fast sichere Konvergenz von T (FX) ge-
gen T (F ) (bzgl. einer Norm ‖ · ‖ auf Rv), und es ko¨nnen wiederum Konvergenzraten
fu¨r ‖(T (FX)− T (F )‖ ermittelt werden. Zudem liefert (5.37) (nichtasymptotische) Ab-
scha¨tzungen fu¨r Wahrscheinlichkeiten vom Typ P (‖T (FX)− T (F ))‖ ≥ ²), welche also
auch fu¨r endliche Stichproben X gelten. Leider ist (5.34) eine sehr starke Forderung.
So existiert beispielsweise kein Lokationsfunktional, welches diese erfu¨llt. Allerdings
kann ein Satz von der Form Glivenko-Cantelli mittels analytischer Betrachtungen auch
auf eine Reihe von Scha¨tzern bzw. Funktionalen aus der robusten Statistik, wie z. B.
den Median, angewendet werden. Die Konsistenz des Medians unter der Voraussetzung
(5.33) kann direkt gezeigt werden. Diese ergibt sich aber auch aus der Betrachtung der
Klasse der M-Scha¨tzer.
Ein weiteres Beispiel liefert der folgende Lokationsscha¨tzer. Fu¨r das α-getrimmte Mit-
tel kann unter einigen Voraussetzungen ebenfalls Konsistenz gezeigt werden. Fu¨r einen
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Wert 0 < α < 1/2 und eine Verteilungsfunktion F auf R ist das α-getrimmte Mittel
gegeben durch
T [F ] :=
1
1− 2α
∫ 1−α
α
F−1(t)dt
(vgl. Huber (2004), Example 3.3). Angenommen die Einschra¨nkung
F : [F−1(α)− ², F−1(1− α) + ²] −→ [α− δ1, 1− α + δ2] (5.38)
ist stetig und bijektiv bzw. streng monoton steigend fu¨r beliebig kleine Werte ², δ1, δ2 >
0. Fu¨r T [F ] gilt die Identita¨t
T [F ] =
1
1− 2α
∫ F−1(1−α)
F−1(α)
t dF (t).
Die Stetigkeit und die Monotonie der eingeschra¨nkten Abbildung in (5.38) erzwingt
zusammen mit (5.33), dass fu¨r n −→∞ gilt:
F−1n (α) −→ F−1(α) fast sicher und
F−1n (1− α) −→ F−1(1− α) fast sicher.
Wegen (5.33) konvergiert natu¨rlich auch die Einschra¨nkung von Fn auf dem kompakten
Intervall [F−1(α)− ², F−1(1− α) + ²] fast sicher gleichma¨ßig gegen die eingeschra¨nkte
Abbildung in (5.38). Zusammen mit der Beschra¨nktheit der Funktionen Fn, F folgt
T [Fn] =
1
1− 2α
∫ F−1n (1−α)
F−1n (α)
t dFn(t)
=
1
1− 2α
∫ F−1(1−α)
F−1(α)
t dFn(t) + o(1) fast sicher
=
1
1− 2α
∫ F−1(1−α)
F−1(α)
t dF (t) + o(1) fast sicher
= T [F ] + o(1) fast sicher,
und damit die Konsistenz der Scha¨tzerfolge.
Das na¨chste Beispiel behandelt eine ganze Scha¨tzerklasse aus der robusten Statistik.
Eine Klasse von konsistenten Lokationsscha¨tzern liefert die Klasse der M-Scha¨tzer. Sei
F eine Verteilungsfunktion auf R und ψ : R −→ R eine Funktion. Ein Lokations-M-
Funktional T [F ] ist eine Lo¨sung der Gleichung∫
R
ψ(t− T [F ])dF (t) = 0. (5.39)
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Diese ist nicht immer eindeutig. Falls aber die Lo¨sung der Gleichung (5.39) fu¨r die
Verteilungsfunktion F eindeutig und die Funktion ψ zudem monoton steigend und be-
schra¨nkt ist, so folgt die schwache Stetigkeit des Funktionals T (vgl. Huber (2004),
Theorem 2.6). Unter diesen Voraussetzungen konvergiert also jede Folge von Lo¨sun-
gen T [Fn] gegen T [F ], falls Fn Ã F . Die Bedingung (5.33) impliziert die schwache
Konvergenz Fn Ã F fast sicher, also impliziert (5.33) auch
T [Fn] −→ T [F ] fu¨r n −→∞ fast sicher,
wenn T [Fn] fu¨r jedes n ∈ N eine Lo¨sung gema¨ß der Gleichung (5.39) ist. Der Median
Med[F ] kann beispielsweise als ein Lokations-M-Funktional wie in (5.39) geschrieben
werden, wenn fu¨r ψ die Funktion t 7→ sign(t) gesetzt wird, wobei mit sign(t) die
Vorzeichenfunktion bezeichnet wird. Da die Vorzeichenfunktion monoton steigend und
beschra¨nkt ist, folgt aus (5.33) auch
Med[Fn] −→Med[F ] fu¨r n −→∞ fast sicher,
falls Med[F ] eindeutig ist.
Hinreichende Voraussetzungen fu¨r schwache Stetigkeit bei R-Scha¨tzern (vgl. Chapter
3.4 in Huber (2004)) liefert auch Theorem 4.1 in Huber (2004), so dass auch fu¨r R-
Scha¨tzer Konsistenz unter der Voraussetzung (5.33) gezeigt werden kann.
Das gleiche Argument schla¨gt fehl, wenn nicht schwach stetige Funktionale wie z. B.
der Erwartungswert betrachtet werden. Dennoch kann unter gewissen Voraussetzungen
auch asymptotische Konsistenz fu¨r das arithmetische Mittel bei stochastische Abha¨n-
gigkeit gezeigt werden. Das na¨chste Kapitel liefert u.a. Bedingungen dafu¨r.
Kapitel 6
Asymptotische Verteilung bei Abha¨ngigkeit
In vielen Situationen stellt sich die Frage nach der asymptotischen Verteilung einer
Scha¨tzerfolge. Ein Scha¨tzer bzw. eine Scha¨tzung kann beispielsweise durch die An-
gabe eines asymptotischen Konfidenzbereichs quantitativ bewertet werden. Der klas-
sische Zentrale Grenzwertsatz ermo¨glicht es, das asymptotische Verteilungsverhalten
von Mittelwerten zu bestimmen. Mit der Delta-Methode kann das asymptotische Ver-
halten vieler weiterer Scha¨tzer ermittelt werden. Andererseits treten viele Scha¨tzer als
Funktionale der empirischen Verteilungsfunktion auf. Es ist naheliegend anzunehmen,
dass das asymptotische Verhalten solcher Scha¨tzer maßgeblich durch die asymptotische
Verteilung der empirischen Verteilungsfunktion mitbestimmt wird. Die asymptotische
Verteilung der empirischen Verteilungsfunktion kann oftmals mittels eines Funktionalen
Zentralen Grenzwertsatzes durch einen Gaußprozess beschrieben werden. Sowohl der
klassische Zentrale Grenzwertsatz wie auch der klassische Funktionale Grenzwertsatz
fu¨r empirische Verteilungsfunktionen nach Donsker setzen stochastische Unabha¨ngig-
keit der Eingangsdaten voraus. Dieses Kapitel bescha¨ftigt sich mit den Auswirkun-
gen stochastischer Abha¨ngigkeit auf Mittelwerte und empirische Prozesse in Bezug auf
asymptotisches Verteilungsverhalten.
6.1 Ein Zentraler Grenzwertsatz bei Abha¨ngigkeit
Es sind eine Reihe von Zentralen Grenzwertsa¨tzen bei Folgen von abha¨ngigen Zufalls-
variablen X1, X2, ... bekannt. Viele solcher Sa¨tze setzen neben Regularita¨tsbedingungen
auch Bedingungen an Summen von Kovarianzen zwischen Zufallsvariablen Xk und Zu-
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fallsvariablen E[Xn|σ(X1)] voraus, die Bedingungen an die Abha¨ngigkeitsstruktur der
Folge X1, X2, ... darstellen (vgl. Hall und Heyde (1980), Theorem 5.2). Das folgende
Theorem ist ein ha¨ufig verwendetes Mittel, um Verteilungskonvergenz gegen eine Nor-
malverteilung nachzuweisen.
Theorem 6.1 (Satz von Lindeberg-Feller) Sei Xn,i, 1 ≤ i ≤ k(n), n ∈ N, k(n) −→∞
ein Dreiecksschema von zeilenweise stochastisch unabha¨ngigen und reellwertigen Zu-
fallsvariablen, d. h. fu¨r jedes n ∈ N sind Xn,1, Xn,2, ..., Xn,k(n) stochastisch unabha¨ngig.
Ferner sei E[Xn,i] = 0 ∀n, i. Wenn fu¨r jeden Wert ² > 0 und fu¨r n −→∞
k(n)∑
i=1
E[1{|Xn,i| ≥ ²}X2n,i] −→ 0 und
k(n)∑
i=1
E[1{|Xn,i| < ²}X2n,i] −→ 1,
dann folgt fu¨r n −→∞
(Xn,1 +Xn,2 + ...+Xn,k(n))Ã N(0, 1).
Beweis. Siehe Gnedenko und Kolmogorov (1954), Chapter 4, Theorem 3. 2
Zentrale Grenzwertsa¨tze ko¨nnen auch unter Beschra¨nkung der Abha¨ngigkeiten mittels
Abha¨ngigkeitskoeffizienten bzw. Abha¨ngigkeitsmaßen gezeigt werden. Beispiele finden
sich in Hall und Heyde (1980), Corollary 5.1, in welchem Abha¨ngigkeit mittels des α-
mixing-Koeffizienten beschra¨nkt wird, oder im folgenden Theorem, bei dem die Abha¨n-
gigkeit durch den maximalen Korrelationskoeffizienten aus Definition 3.15 beschra¨nkt
wird.
Theorem 6.2 Sei Xi : (Ω,A, P ) −→ (R,B(R)), i ∈ Z, eine stationa¨re und ergodi-
sche Folge von reellwertigen Zufallsvariablen (vgl. Kallenberg (2002), Chapter 10) mit
E[Xi] = 0 ∀i ∈ Z. Sei Sn :=
∑n
i=1Xi, und es gelte σ
2
n := V ar[Sn] −→ ∞. Fu¨r einen
Wert δ > 0 sei E[|Xi|2+δ] <∞ ∀i ∈ Z, und der maximale Korrelationskoeffizient ρ(n)
konvergiere fu¨r n −→∞ gegen 0. Dann folgt
Sn
σn
Ã N(0, 1).
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Beweis. Siehe Hall und Heyde (1980), Theorem 5.6. 2
Es wa¨re wu¨nschenswert, die Beschra¨nkung der Abha¨ngigkeit, wie sie in Theorem 6.2
durch die Bedingung ρ(n) −→ 0 gegeben ist, weiter abzuschwa¨chen, und dennoch
asymptotische Normalita¨t der Summen der Zufallsvariablen X1, X2, ... zu erhalten. Die
Konvergenz ρ(n) −→ 0, wie in Theorem 6.2 gefordert, ist nach Lemma 3.17 eine sta¨rke-
re Voraussetzung als κ1(n) −→ 0. Das na¨chste Theorem liefert einen Zentralen Grenz-
wertsatz unter der schwa¨cheren Voraussetzung, dass κ1(n) −→ 0. Dafu¨r wird allerdings
ein Preis in Form einer Bedingung an die Folge (σ2+δn )
−1E[|Sn|2+δ] fu¨r einen Wert δ > 0
gezahlt.
Theorem 6.3 Es seien folgende Voraussetzungen erfu¨llt:
i) (Xi)i∈Z mit Xi : (Ω,A, P ) −→ (R,B(R)) ist eine reellwertige, stationa¨re Folge
mit E[Xi] = 0,
ii) σ2n/n := E[S
2
n]/n −→ σ2 ∈ R>0 mit Sn :=
∑n
i=1Xi,
iii) κ1(n) −→ 0,
iv) ∃δ, s, t > 0, s, t < 1 und ∃An, so dass E[|Sn|2+δ] ≤ Anσ2+δn , und An erfu¨lle die
Bedingungen An <∞ ∀n ∈ N, A2/δn = o(κ1([n1−s])−t) und A2/δn = o(ns/2).
Dann folgt
Sn
n1/2
Ã N(0, σ2).
Daru¨ber hinaus ist die Bedingung
∑
k∈Z |E[X1Xk]| < ∞ hinreichend dafu¨r, dass
E[S2n]/n fu¨r n −→∞ konvergiert und der Grenzwert σ2 durch
σ2 =
∑
k∈Z
E[X1Xk]
gegeben ist.
Beweis. Der Beweis ist stark angelehnt an den Beweis des Theorems 5.6 in Hall and
Heyde und baut auf der Blocktechnik von Bernstein auf. Diese Beweistechnik ist auf
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die Arbeit von Bernstein (1927) zuru¨ckzufu¨hren. Zuna¨chst sollen fu¨r n ∈ N einige
Zahlenfolgen definiert werden. Sei w(n) > 0 eine monotone Nullfolge, die so schnell
gegen 0 konvergiert, dass
A2/δn w(n) = o(1), n
s/2w(n) −→∞. (6.1)
Zur Existenz einer solchen Folge w(n) wird
w′(n) :=
(
1
ns/2max{A2/δn , C}
) 1
2
fu¨r eine beliebige Konstante C > 0 betrachtet. Es folgt
w′(n) ≤
(
1
ns/2C
) 1
2
= o(1) und
ns/2w′(n) =
(
ns/2
max{A2/δn , C}
) 1
2
≥ min
{(
ns/2
C
) 1
2
,
(
ns/2
A
2/δ
n
) 1
2
}
−→∞.
Daru¨ber hinaus gilt
A2/δn w
′(n) ≤ n
s/2max(A
2/δ
n , C)
ns/2
w′(n)
=
(
ns/2max(A
2/δ
n , C)
) 1
2
ns/2
=
(
max
{
A
2/δ
n
ns/2
,
C
ns/2
}) 1
2
= o(1).
Die Folge w(n) := supk≥nw
′(k) erbt die asymptotischen Eigenschaften der Folge w′(n),
erfu¨llt also (6.1), und ist monoton fallend. Seien
r(n) := ns/2κ1([n
1−s])t + ns/2w(n),
λ(n) := max
{
κ1([n
1−s])1−t,
1
r(n)
}
,
p(n) := max
{[
nκ1([n
1−s])
λ(n)
]
,
[
n1−
s
2
λ(n)
]}
,
q(n) := [n1−s],
k(n) := max{k ∈ N, k(p(n) + q(n)) ≤ n}.
(6.2)
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Die Summen Sn =
∑n
i=1Xi werden in Blo¨cke zerlegt, bestehend aus der Summe U1 :=
X1+ ...+Xp(n) der ersten p(n) Summanden, der Summe V1 := Xp(n)+1+ ...+Xp(n)+q(n)
der na¨chsten q(n) Summanden, der Summe der na¨chsten p(n) Summanden usw. Dies
fu¨hrt zu folgender Darstellung von Sn:
Sn =
p(n)∑
i=1
Xi +
p(n)+q(n)∑
i=p(n)+1
Xi +
2p(n)+q(n)∑
i=p(n)+q(n)+1
Xi
+ ...+
k(n)(p(n)+q(n))∑
i=k(n)p(n)+(k(n)−1)q(n))+1
Xi +Rn
=: U1 + V1 + U2 + V2 + ...+ Uk + Vk +Rn,
wobei Rn aus der Summe der restlichen Summanden besteht. Die Beweisstrategie bei
der Blocktechnik beruht darauf, dass unter gu¨nstigen Voraussetzungen aus der Sum-
me Sn ein Teil der Summe (hier
∑k(n)
i=i Vi + Rn) weggelassen werden kann, ohne dass
sich das asymptotische Verhalten von Sn
n1/2
in Bezug auf die Verteilung a¨ndert. Auf-
grund der Abha¨ngigkeitsstruktur, welche erzwingt, dass Summen Xn+1 + ... + Xn+m
und Xn+l+1+ ...+Xn+l+m mit großem zeitlichen Abstand l na¨herungsweise unabha¨ngig
sind, werden im zweiten Schritt die Summanden Ui durch unabha¨ngige Summanden
U ′i approximiert und die Situation damit auf einen klassischen Fall von stochastischer
Unabha¨ngigkeit zuru¨ckgefu¨hrt.
Zuna¨chst wird etwas Vorarbeit geleistet und das asymptotische Verhalten obiger Zah-
lenfolgen untersucht (vgl. auch Beweistechnik in Herrndorf (1984)). Zwischen zwei Zah-
lenfolgen an, bn gelte die Relation an ∼ bn :⇔ an/bn −→ 1 fu¨r n −→∞. Es wird gezeigt,
dass
1) q(n)
p(n)
= o(1),
2) k(n) ∼ n
p(n)
,
3) k(n)κ1(q(n)) = o(1),
4) p(n)
n
= o(1),
5)
(
n
p(n)
)2
q(n)
n
= o(1).
Es ist klar, dass r(n) −→ ∞ und damit auch λ(n) −→ 0, wobei λ(n) > 0 ∀n ∈ N
wegen der Anforderungen an w(n). Offensichtlich gilt q(n) = [n1−s] −→∞. Allerdings
56 Asymptotische Verteilung bei Abha¨ngigkeit
wa¨chst p(n) mit n wesentlich schneller als q(n). Da a
b∨c ≤ ac fu¨r a, b, c > 0, gilt
q(n)
p(n)
=
[n1−s]
max
{[
nκ1([n1−s])
λ(n)
]
,
[
n1−
s
2
λ(n))
]}
≤ [n
1−s][
n1−
s
2
λ(n))
] ∼ n−s/2λ(n) = o(1),
womit 1) bewiesen ist. Wegen 1) gilt auch
k(n) ∼ n
p(n) + q(n)
=
n
p(n)(1 + o(1))
∼ n
p(n)
,
und damit folgt 2). Dies hilft, 3) zu zeigen:
k(n)κ1(q(n)) ∼ n
p(n)
κ1(q(n))
∼ n
nmax
{[
κ1(q(n))
λ(n)
]
,
[
1
ns/2λ(n))
]}κ1(q(n))
≤ 1
κ1(q(n))λ(n)−1
κ1(q(n)) = λ(n) = o(1).
Eine eventuelle Nulldivision bereitet hier keine Probleme, da k(n)κ1(q(n)) = 0, falls
κ1(q(n)) = 0. Als Na¨chstes wird 4) behandelt:
p(n)
n
∼ max
{[
κ1(q(n))
λ(n)
]
,
[
1
ns/2λ(n)
]}
∼ max
 κ1(q(n))max{κ1([n1−s])1−t, 1r(n)} ,
1
ns/2max
{
κ1([n1−s])1−t, 1r(n)
}

≤ max
{
κ1(q(n))
κ1([n1−s])1−t
,
1
ns/2 1
r(n)
}
= max
{
κ1(q(n))
t,
r(n)
ns/2
}
= κ1(q(n))
t + w(n) = o(1).
(6.3)
Auch hier ist eine eventuelle Nulldivision unproblematisch. Ist κ1(q(n)) = 0, so ist[
κ1(q(n))
λ(n)
]
= 0, und im zweiten Term wird das Maximum von
[
1
ns/2λ(n)
]
angenommen.
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Aus der Definition von q(n) folgt offensichtlich q(n)
n
∼ n−s, und damit
(
n
p(n)
)2
q(n)
n
∼
 n
max
{
nκ1([n1−s])
λ(n)
, n
1− s2
λ(n)
}
2 n−s
≤
 n
n1−
s
2
λ(n)
2 n−s = λ(n)2 = o(1),
woraus nun 5) folgt.
Die asymptotische Vernachla¨ssigbarkeit des additiven Anteils 1
n1/2σ
(∑k(n)
i=1 Vi +Rn
)
von Sn
n1/2σ
erfolgt aus einer Betrachtung der zweiten Momente
M2n := E
(∑k(n)i=1 Vi +Rn
n1/2σ
)2 .
Es soll nun gezeigt werden, dass M2n = o(1). Die Stationarita¨t der Folge (Xi)i∈Z und
die Cauchy-Schwarz-Ungleichung liefern
M2n =
1
nσ2
E
k(n)∑
i=1
Vi +Rn
2
=
1
nσ2
k(n)∑
i=1
E[V 2i ] + E[R
2
n] +
k(n)∑
i6=j
E[ViVj] + 2
k(n)∑
i=1
ViRn

≤ 1
nσ2
(
k(n)E[V 21 ] + E[R
2
n] + (k(n)
2 − k(n))(E[V 21 ])
1
2 (E[V 21 ])
1
2+
2k(n)(E[V 2i ])
1
2 (E[R2n])
1
2
)
≤ 1
nσ2
(
k(n)σ2q(n) + σ
2
q′(n) + k(n)
2σ2q(n) + 2k(n)σq(n)σq′(n)
)
,
wobei q′(n) := n − k(n)(p(n) + q(n)) den Summenanteil der Terme Rn repra¨sentiert.
Fu¨r den ersten Summanden gilt
1
nσ2
k(n)σ2q(n) ∼
1
nσ2
n
p(n)
σ2q(n) =
1
σ2
σ2q(n)
q(n)
q(n)
p(n)
∼ 1
nσ2
σ2 o(1) = o(1),
wegen 2) und 1), Voraussetzung ii) und q(n) −→∞. Nach Konstruktion der Folge k(n)
gilt q′(n) ≤ p(n)+ q(n). Wegen 1) gilt p(n)+ q(n) ≤ 2p(n) fu¨r hinreichend große Werte
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n. Da σ
2
n
n
−→ σ2 folgt
sup
l≤2p(n)
σ2l
l
= O
(
σ22p(n)
2p(n)
)
und damit auch
σ2q′(n)
2p(n)
= O
(
σ22p(n)
2p(n)
)
=
σ22p(n)
2p(n)
O (1) .
Fu¨r den zweiten Summanden in der Abscha¨tzung fu¨r M2n gilt wegen 4) und Vorausset-
zung ii)
1
nσ2
σ2q′(n) =
1
nσ2
2p(n)
σ2q′(n)
2p(n)
=
2p(n)
nσ2
σ22p(n)
2p(n)
O (1)
= o(1)O(1)O(1) = o(1).
Fu¨r den dritten Summanden liefern 2), 5) und die Voraussetzung ii)
1
nσ2
k(n)2σ2q(n) ∼
1
nσ2
(
n
p(n)
)2
σ2q(n)
=
n
σ2
1
p(n)2
q(n)
σ2q(n)
q(n)
∼ nq(n)
σ2p(n)2
σ2 =
nq(n)
p(n)2
=
n2
p(n)2
q(n)
n
= o(1).
Mit der gleichen Argumentation wie eben gilt
σq′(n)
(q(n)+p(n))1/2
=
σq(n)+p(n)
(q(n)+p(n))1/2
O(1). Fu¨r
den letzten Summanden liefern 1) und 2)
1
nσ2
2k(n)σq(n)σq′(n) =
2k(n)
nσ2
q(n)1/2(q(n) + p(n))1/2
σq(n)
(q(n))1/2
σq′(n)
(q(n) + p(n))1/2
∼ 2
σ2p(n)
(q(n)(q(n) + p(n)))1/2 O(1)
=
2
σ2
(
q(n)
p(n)
q(n) + p(n)
p(n)
)1/2
O(1)
=
2
σ2
(
o(1)
(
q(n)
p(n)
+ 1
))1/2
O(1)
=
2
σ2
(o(1)O(1))1/2 O(1) = o(1).
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Zusammengefasst ergibt sich M2n = o(1), und mit der Markov-Ungleichung folgt
∑k(n)
i=1 Vi +Rn
n1/2σ
= oP (1).
Also ist dieser Summenanteil von n−1/2σ−1Sn in Bezug auf die asymptotische Verteilung
vernachla¨ssigbar, und es genu¨gt die asymptotische Verteilung von n−1/2σ−1
∑k(n)
i=1 Ui zu
ermitteln. Da die Zufallsvariablen Ui, 1 ≤ i ≤ k(n), einen mit n wachsenden zeitlichen
Abstand von q(n) haben, ist in Hinblick auf die Voraussetzung iii) zu hoffen, dass die
Zufallsvariablen Ui sich zu stochastisch unabha¨ngigen Zufallsgro¨ßen a¨hnlich verhalten
und durch solche in angemessener Weise approximiert werden ko¨nnen. Diese U¨berle-
gung soll u¨ber die Betrachtung der charakteristischen Funktion von n−1/2σ−1
∑k(n)
i=1 Ui
pra¨zisiert werden. Seien U ′i , 1 ≤ i ≤ k(n), stochastisch unabha¨ngige Zufallsvariablen,
so dass Ui und U
′
i fu¨r i = 1, ..., k(n) die gleichen Verteilungen besitzen. Sei t ∈ R und
gt : R −→ C, gt(x) = exp(itx) = cos(tx) + i sin(tx),
wobei i ∈ C hier die imagina¨re Einheit mit i2 = −1 bezeichnet. Fu¨r eine reellwertige
Zufallsvariable Z ist die charakteristische Funktion von Z definiert durch
ϕ(Z, t) := E[gt(Z)].
Als Na¨chstes soll gezeigt werden, dass sich die charakteristischen Funktionen von
∑k(n)
i=1 Ui
n1/2σ
und
∑k(n)
i=1 U
′
i
n1/2σ
asymptotisch nicht unterscheiden. Dazu werden die charakteristischen Funktionen von
Summen von abha¨ngigen Zufallsvariablen und unabha¨ngigen Zufallsvariablen u¨ber das
Abha¨ngigkeitsmaß κ1 in Relation zueinander gebracht. Wie die folgende Rechnung
zeigt, gilt fu¨r reellwertige Zufallsvariablen X, Y
ζ(t) := |E[gt(X)gt(Y )]− E[gt(X)]E[gt(Y )]| ≤ 2(|t| ∨ 1)κ1(σ(Y ), X). (6.4)
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Da die Betragsfunktion | · | konvex ist, liefern die Jensen-Ungleichung und die Eigen-
schaften bedingter Erwartungswerte die Abscha¨tzung
ζ(t) = |E [E[gt(X)gt(Y )|σ(Y )]]− E[gt(X)]E[gt(Y )]|
= |E [gt(Y )E[gt(X)|σ(Y )]]− E[gt(X)]E[gt(Y )]|
= |E [gt(Y )(E[gt(X)|σ(Y )]− E[gt(X)])
+gt(Y )E[gt(X)]− E[gt(X)]E[gt(Y )]]|
= |E [gt(Y )(E[gt(X)|σ(Y )]− E[gt(X)])]|
≤ E [|gt(Y )(E[gt(X)|σ(Y )]− E[gt(X)])|] .
Da |gt(z)| = 1 ∀z ∈ R, hat der Term gt(Y ) auf den Erwartungswert in der letzten Zeile
keinen Einfluss und kann weggelassen werden, so dass
E [|gt(Y )(E[gt(X)|σ(Y )]− E[gt(X)])|] = E [|(E[gt(X)|σ(Y )]− E[gt(X)])|] .
Fu¨r z = z1 + iz2 ∈ C gilt |z| ≤ |z1|+ |z2| und damit
E [|(E[gt(X)|σ(Y )]− E[gt(X)])|] ≤ E [|(E[cos(tX)|σ(Y )]− E[cos(tX)])|]
+ E [|(E[sin(tX)|σ(Y )]− E[sin(tX)])|] .
Die Summenterme auf der rechten Seite ko¨nnen mittels des Abha¨ngigkeitsmaßes
κ1(σ(Y ), X) abgescha¨tzt werden durch
(|t| ∨ 1)E [∣∣(|t| ∨ 1)−1(E[cos(tX)|σ(Y )]− E[cos(tX)])∣∣] ≤ (|t| ∨ 1)κ1(σ(Y ), X)
(|t| ∨ 1)E [∣∣(|t| ∨ 1)−1(E[sin(tX)|σ(Y )]− E[sin(tX)])∣∣] ≤ (|t| ∨ 1)κ1(σ(Y ), X),
und es folgt
|E[gt(X)gt(Y )]− E[gt(X)]E[gt(Y )]| ≤ 2(|t| ∨ 1)κ1(σ(Y ), X).
Die gleiche Argumentation kann auch mittels jeder anderen σ-AlgebraM gefu¨hrt wer-
den (statt σ(Y )), insofern die Zufallsvariable Y bezu¨glich M messbar ist. Sei nun
Y := (nσ2)−1/2
∑k(n)−1
j=1 Uj, Y
′ := (nσ2)−1/2
∑k(n)−1
j=1 U
′
j und X := (nσ
2)−1/2Uk(n). Die
charakteristische Funktion von (nσ2)−1/2
∑k(n)
j=1 Uj ist gegeben durch
ϕ(t, Y +X) = E[gt(Y )gt(X)],
die charakteristische Funktion von (nσ2)−1/2
∑k(n)
j=1 U
′
j ist wegen der Unabha¨ngigkeit
der Zufallsvariablen U ′j hingegen durch
ϕ(t, Y ′ + (nσ2)−1/2U ′k(n)) = E[gt(Y
′)]E[gt(X)]
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gegeben. Die Dreiecksungleichung liefert
|E[gt(Y )gt(X)]− E[gt(Y ′)]E[gt(X)]| ≤ |E[gt(Y )gt(X)]− E[gt(Y )]E[gt(X)]|
+ |E[gt(Y )]E[gt(X)]− E[gt(Y ′)]E[gt(X)]|.
Fu¨r den ersten Summanden liefert die Abscha¨tzung (6.4), die Definition von κ1(n) mit
t˜ := (nσ2)−1/2t, X˜ := (nσ2)1/2X und Y˜ := (nσ2)1/2Y , dass
|E[gt(Y )gt(X)]− E[gt(Y )]E[gt(X)]| = |E[gt˜(Y˜ )gt˜(X˜)]− E[gt˜(Y˜ )]E[gt˜(X˜)]|
≤ 2(|t˜| ∨ 1)κ1(q(n))
= 2(((nσ2)−1/2|t|) ∨ 1)κ1(q(n)).
Da |E[gt(X)]| ≤ 1, kann der zweite Summand nach oben abgescha¨tzt werden durch
|E[gt(Y )]E[gt(X)]− E[gt(Y ′)]E[gt(X)]| ≤ |E[gt(Y )]− E[gt(Y ′)]|. (6.5)
Eine genaue Betrachtung des rechten Terms in (6.5) zeigt, dass hier die Situation auf
die urspru¨ngliche Situation zuru¨ckgefu¨hrt wurde, genauer
|E[gt(Y )]− E[gt(Y ′)]| = |E[gt(T )gt(S)]− E[gt(T ′)]E[gt(S)]|
mit T := (nσ2)−1/2
∑k(n)−2
j=1 Uj, T
′ := (nσ2)−1/2
∑k(n)−2
j=1 U
′
j und S := Uk(n)−1. Die glei-
chen U¨berlegungen wie oben liefern also
|E[gt(Y )]− E[gt(Y ′)]| ≤ 2(((nσ2)−1/2|t|) ∨ 1)κ1(q(n)) + |E[gt(T )]− E[gt(T ′)]|
= 2Cnκ1(q(n)) + |E[gt(T )]− E[gt(T ′)]|,
wobei Cn := ((nσ
2)−1/2|t|) ∨ 1. Aus der iterativen Anwendung dieser Argumentation
folgt ∣∣∣∣∣ϕ
(
t,
∑k(n)
j=1 Uj
(nσ2)1/2
)
− ϕ
(
t,
∑k(n)
j=1 U
′
j
(nσ2)1/2
)∣∣∣∣∣ ≤ 2Cnκ1(q(n))
+ ...+ 2Cnκ1(q(n))
= 2Cn (k(n)− 1) κ1(q(n)).
(6.6)
Wegen 3) folgt, dass diese Terme fu¨r jeden festen Wert t ∈ R gegen 0 konvergieren.
Nach dem Stetigkeitssatz von Le´vy-Crame´r (vgl. Billingsley (1995), Theorem 26.3)
konvergieren demnach die Folgen (nσ2)−1/2
∑k(n)
j=1 Uj und (nσ
2)−1/2
∑k(n)
j=1 U
′
j von Zu-
fallsvariablen in Verteilung gegen die gleiche Verteilung, vorausgesetzt dass eine dieser
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Folgen in Verteilung konvergiert. Mit Hilfe von Theorem 6.1 soll die schwache Konver-
genz der Folge (nσ2)−1/2
∑k(n)
j=1 U
′
j gegen eine Standardnormalverteilung gezeigt werden.
Nach Theorem 6.1 sind
k(n)∑
i=1
E[1{|(nσ2)−1/2U ′i | ≥ ²}(nσ2)−1U ′2i ] −→ 0 und
k(n)∑
i=1
E[1{|(nσ2)−1/2U ′i | < ²}(nσ2)−1U ′2i ] −→ 1
fu¨r n −→ ∞ und jeden Wert ² > 0 dafu¨r hinreichend. Aufgrund der vorausgesetzten
Stationarita¨t der Folge (Xi)i∈Z und weil U1 und U ′1 die gleiche Verteilung besitzen ist
dies gleichbedeutend mit
k(n)E[1{|(nσ2)−1/2U1| ≥ ²}(nσ2)−1U21 ] −→ 0 und (6.7)
k(n)E[1{|(nσ2)−1/2U1| < ²}(nσ2)−1U21 ] −→ 1. (6.8)
Zuna¨chst soll (6.7) gezeigt werden. Fu¨r beliebige Werte ², δ > 0 gilt
E[1{|(nσ2)−1/2U1| ≥ ²}U21 ] = E[1{|U1|δ ≥ (n1/2σ²)δ}U21 ]
=
1
(n1/2σ²)δ
E[1{|U1|δ ≥ (n1/2σ²)δ}(n1/2σ²)δU21 ]
≤ 1
(n1/2σ²)δ
E[1{|U1|δ ≥ (n1/2σ²)δ}U2+δ1 ]
≤ 1
(n1/2σ²)δ
E[U2+δ1 ].
Wegen der Voraussetzung iv) und weil nach Definition U1 = Sp(n), gibt es ein δ > 0 mit
k(n)E[1{|(nσ2)−1/2U1| ≥ ²}(nσ2)−1U21 ] ≤
k(n)
nσ2
1
(n1/2σ²)δ
E[S2+δp ]
≤ k(n)
²δ(n1/2σ)2+δ
Ap(n)σ
2+δ
p(n)
∼ n/p(n)
²δ
Ap(n)
(
σp(n)
σn
)2+δ
∼ n/p(n)
²δ
Ap(n)
(
p(n)
n
)1+δ/2
=
Ap(n)
²δ
(
p(n)
n
)δ/2
(6.9)
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fu¨r jeden Wert ² > 0. Mittels einer Aba¨nderung der Argumentation bei (6.3) kann p(n)
n
abgescha¨tzt werden durch
p(n)
n
≤ κ1(q(n))t + w(n).
Sei A′n := maxk≤nAn die kleinste, monoton steigende Folge mit A
′
n ≥ An ∀n ∈ N.
Diese Folge erfu¨llt ebenfalls
A′2/δn = o(κ1([n
1−s])−t) und A′2/δn w(n) = o(1)
und liefert
A
2/δ
p(n)κ1(p(n))
t ≤ A′2/δp(n)κ1(q(n))t ≤ A′2/δn κ1([n1−s])t = o(1) und
A
2/δ
p(n)w(n) ≤ A′2/δp(n)w(n) ≤ A′2/δn w(n) = o(1).
Demnach folgt
Ap(n)
²δ
(
p(n)
n
) δ
2
= o(1),
und wegen (6.9) ist damit (6.7) bewiesen. Mittels (6.7) kann nun (6.8) gezeigt werden:
k(n)E[1{|(nσ2)−1/2U1| < ²}(nσ2)−1U21 ] = k(n)E[(nσ2)−1U21 ]
− k(n)E[1{|(nσ2)−1/2U1| ≥ ²}(nσ2)−1U21 ]
= k(n)E[(nσ2)−1U21 ] + o(1).
Der erste Summand konvergiert gegen 1:
k(n)E[(nσ2)−1U21 ] =
k(n)
nσ2
E[S2p(n)] =
k(n)
nσ2
σ2p(n)
∼ n/p(n)
nσ2
p(n) σ2 −→ 1
fu¨r n −→ ∞. Damit ist auch (6.8) bewiesen. Nach Theorem 6.1 folgt
(nσ2)−1/2
∑k(n)
j=1 U
′
j Ã N(0, 1) und damit auch
Sn
n1/2
Ã N(0, σ2).
Unter der Voraussetzung, dass
∑
k∈Z |E[X1Xk]| < ∞, kann σ2 = limn−→∞ n−1E[S2n]
mit dem Satz von der dominierten Konvergenz ermittelt werden. Dazu wird fu¨r E[S2n]
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eine andere Darstellung beno¨tigt (vgl. auch Bradley (2007), Proposition 8.3). Wegen
der vorausgesetzten Stationarita¨t gilt E[XiXj] = E[X1Xj−i+1] und deshalb
E[S2n] =
n∑
i,j=1
E[XiXj] = nE[X1X1] + 2E[X1X2] + ...+ 2(n− (n− 1))E[X1Xn]
= nE[X1X1] + 2
n∑
k=2
(n− (k − 1))E[X1Xk]
= nE[X1X1] + 2
∞∑
k=2
1{k ≤ n}(n− (k − 1))E[X1Xk].
Wegen
∑
k∈Z |E[X1Xk]| <∞ folgt insbesondere
∑
k≥2 |E[X1Xk]| <∞ und
n−1E[S2n] = E[X1X1] + 2
∞∑
k=2
1{k ≤ n}
(
1− k − 1
n
)
E[X1Xk]
≤ E[X1X1] + 2
∞∑
k=2
|E[X1Xk]| <∞.
Nach dem Satz von der dominierten Konvergenz ko¨nnen nun Grenzwertbildung und
Integration (bzgl. des Za¨hlmaßes auf {2,3,4,...}) vertauscht werden, und damit
lim
n−→∞
n−1E[S2n] = lim
n−→∞
(
E[X1X1] + 2
∞∑
k=2
1{k ≤ n}
(
1− k − 1
n
)
E[X1Xk]
)
= E[X1X1] + 2
∞∑
k=2
lim
n−→∞
1{k ≤ n}
(
1− k − 1
n
)
E[X1Xk]
= E[X1X1] + 2
∞∑
k=2
E[X1Xk] =
∑
k∈Z
E[X1Xk],
da die vorausgesetzte Stationarita¨t E[X1X2] = E[X1X0], E[X1X3] =
E[X1X−1], ..., E[X1X1+l] = E[X1X1−l], ... impliziert. Also folgt σ2 =
∑
k∈ZE[X1Xk],
was noch zu zeigen war. 2
Bei Betrachtung von Bedingung iv) in Theorem 6.3 wird deutlich, dass eine konstante
Folge An = A ∈ R>0 mit E[|Sn|2+δ] ≤ Aσ2+δn die Voraussetzung iv) bereits erfu¨llt. Eine
genauere Analyse des Beweises von Theorem 6.3 zeigt aber auch, dass die Voraussetzung
iv) noch ein wenig abgeschwa¨cht werden kann. In Hinblick auf Relation (6.9) und
der unmittelbar folgenden Argumentation muss lediglich Ap(n), mit p(n) wie in (6.2)
definiert, die Voraussetzung iv) erfu¨llen.
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6.2 Ein Funktionaler Zentraler Grenzwertsatz bei Abha¨ngigkeit
In Donsker (1952) wurde erstmals schwache Konvergenz auf gewissen Funktionenra¨u-
men definiert. Dabei wurde das asymptotische Verhalten von Partialsummenprozessen
(vgl. auch Billingsley (1999), Chapter 2) und das asymptotische Verhalten empirischer
Prozesse, die auf der empirischen Verteilungsfunktion basieren, untersucht. Ziel die-
ses Abschnitts ist es, das Konvergenzverhalten allgemeinerer, abstrakter empirischer
Prozesse in Bezug auf schwache Konvergenz zu untersuchen, wenn die Eingangsdaten
nicht stochastisch unabha¨ngig sind. Dazu soll eine auf der Bernstein-Ungleichung ba-
sierende Beweisidee aus Ossiander (1987) aufgegriffen und auf bestimmte Fa¨lle von
Abha¨ngigkeit u¨bertragen werden. In Andrews und Pollard (1994) wird, aufbauend auf
einer Maximalungleichung, beispielhaft aufgezeigt, wie die Problematik stochastischer
Abha¨ngigkeit in Form von α-mixing behandelt werden kann, wobei sich diese Arbeit
auf die Problematik der asymptotischen Straffheit beschra¨nkt. In Doukhan et al. (1995)
wird stochastische Abha¨ngigkeit u¨ber eine direkte Approximation an stochastisch unab-
ha¨ngige Zufallsvariablen behandelt und anschließend die Strategie aus Ossiander (1987)
weiterverfolgt.
Die folgende Definition beschreibt empirische Prozesse von der Form wie sie in diesem
Abschnitt untersucht werden sollen.
Definition 6.4 Sei (Xi)i∈N eine Folge von reellwertigen Zufallsvariablen, und sei F
eine Klasse von reellwertigen Funktionen, so dass
E[|f(Xi)|] ≤ ∞ ∀i ∈ N ∀f ∈ F .
Dann heißt
Gn : F −→ R, Gn(f) := n1/2
(
1
n
n∑
i=1
f(Xi)− E[f(Xi)]
)
, (6.10)
empirischer Prozess auf F .
Der empirische Prozess aus (6.10) kann gelegentlich u¨ber die Eigenschaft der Linearita¨t
in natu¨rlicher Weise auf gro¨ßeren Klassen als F definiert werden. Seien a, b ∈ R und
f, g ∈ F . Fu¨r Funktionen h = af + bg gilt
Gn(h) = Gn(af + bg) = aGn(f) + bGn(g). (6.11)
66 Asymptotische Verteilung bei Abha¨ngigkeit
Diese empirischen Prozesse sind zufa¨llige Funktionale, die einer Funktion f einen re-
ellwertigen Wert zuordnen. Die na¨chste Definition beschreibt eine wichtige Klasse von
Funktionalen.
Definition 6.5 Sei F eine Indexmenge, wie z. B. eine Klasse von Funktionen. Mit
l∞(F) wird die Menge der beschra¨nkten Abbildungen H : F −→ R bezeichnet. Durch
‖H‖F := sup{|H(f)|, f ∈ F}
wird eine Norm auf l∞(F) definiert. Dadurch ist auch eine Borel-σ-Algebra B auf l∞(F)
gegeben. Sei H eine bzgl. B messbare Zufallsgro¨ße auf l∞(F). H heißt straff, wenn es
zu jedem Wert ² > 0 eine kompakte Menge K ⊂ l∞(F) gibt, so dass P (H 6∈ K) < ²
gilt.
Das na¨chste Theorem geho¨rt zu den wichtigsten Hilfsmitteln, um schwache Konvergenz
von Folgen von stochastischen Prozessen zu zeigen.
Theorem 6.6 Sei (Hn)n∈N eine Folge von Zufallsgro¨ßen Hn : (Ωn,An, Pn) −→
(l∞(F),B), wobei F eine Indexmenge und B die durch die Supremumsnorm ‖H‖F
auf l∞(F) erzeugte Borel-σ-Algebra ist. Hn Ã H und H straff genau dann, wenn
i) (Hn(f1), ..., Hn(fu)) Ã (H(f1), ..., H(fu)) fu¨r je endlich viele Funktionen
f1, ..., fu ∈ F , wobei (H(f1), ..., H(fu)) eine Zufallsvariable in Ru ist.
ii) Zu jedem ², η > 0 gibt es eine endliche Partition F1, ...,Fk von F , so dass
lim sup
n−→∞
P
(
sup
i
sup
f,g∈Fi
|Hn(f)−Hn(g)| ≥ ²
)
≤ η.
Beweis. Siehe van der Vaart (1998), Theorem 18.14. 2
Eine Reihe von Funktionalen Zentralen Grenzwertsa¨tzen werden mittels der Bernstein-
Ungleichung bewiesen. Diese gilt fu¨r stochastisch unabha¨ngige Zufallsvariablen. Das
folgende Theorem liefert eine Ungleichung vom Typ der Bernstein-Ungleichung bei
abha¨ngigen Zufallsvariablen.
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Theorem 6.7 Sei (Yi)i∈Z eine Folge von reellwertigen Zufallsvariablen Yi :
(Ω,A, P ) −→ (R,B(R)) mit E(Yi) = 0 ∀i ∈ Z. Sei ϕ : N2 −→ R>0 eine Funktion
der Form ϕ(u, v) = 2v oder ϕ(u, v) = α(u + v) + (1 − α)(uv) fu¨r ein α ∈ [0, 1]. An-
genommen, es gibt Konstanten K,M,L1, L2, µ, ν ≥ 0 und eine nichtnegative, monoton
fallende Folge (ρ(n))n∈N, so dass ∀ 1 ≤ s1 ≤ ... ≤ su ≤ t1 ≤ ... ≤ tv gilt:
|Cov[Ys1 · · ·Ysu , Yt1 · · ·Ytv ]| ≤ K2Mu+v−2((u+ v)!)νϕ(u, v)%(t1 − s1),∑
s≥0
(s+ 1)k%(s) ≤ L1Lk2(k!)µ ∀k ≥ 0,
E|Yi| ≤ (k!)νMk ∀k ≥ 0.
(6.12)
Dann gilt ∀t ≥ 0:
P (Sn ≥ t) ≤ exp
(
− t
2/2
Bn + A
1/µ+ν+2
n t(2µ+2ν+3)/(µ+ν+2)
)
,
wobei Sn := Y1 + · · ·+ Yn, Bn eine beliebige Folge mit Bn ≥ V ar(Sn) und
An = 2(K ∨M)L2
(
24+µ+νK2L1
Bn/n
∨ 1
)
.
Beweis. Siehe Doukhan und Neumann (2007), Theorem 1. 2
Die Folge %(l) in (6.12) kann wiederum als quantitatives Maß fu¨r Abha¨ngigkeit zwi-
schen der Vergangenheit und der um l Zeitpunkte verschobenen Zukunft betrachtet
werden. Die Terme, in die K,M einfließen, sind zur Normierung wegen der Produkte
Ys1Ys2 · · ·Ysu und Yt1 · · ·Ytv in den Kovarianzen unvermeidlich.
Recht a¨hnliche Bedingungen wie in Theorem 6.7 liefern auch einen Zentralen Grenz-
wertsatz.
Theorem 6.8 Seien (Yi)i∈Z wie im obigen Theorem mit |Yi| ≤ W ∀i ∈ Z fu¨r eine
Konstante W > 0, so dass
|Cov[Ys1 · · ·Ysu , Yt1 · · ·Ytv ]| ≤ K2Mu+v−2ϕ(u, v)%(t1 − s1)
und lim
n−→∞
%(n)
np
= 0 ∀p > 0.
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Dann gilt
lim
n−→∞
σ2n
n
=
∑
k∈Z
E[Y1Yk] =: σ
2 <∞ und Sn
n1/2
Ã N(0, σ).
Dabei sind Sn := Y1 + ...+ Yn und σ
2
n := V ar[Sn].
Beweis. Siehe Doukhan und Neumann (2007), Theorem 3 und Remark 5. 2
Im weiteren Verlauf wird folgende Notation verwendet.
Definition 6.9 Sei (Xi)i∈N eine Folge reellwertiger Zufallsvariablen und f : R −→ R
eine messbare Funktion. Sei
σ2n(f) :=
1
n
V ar[Sn(f)] :=
1
n
V ar[f(X1) + ...+ f(Xn)],
σ2(f) := lim
n−→∞
σ2n(f),
falls die Varianzen und der Limes existieren.
Die folgende Definition wird es erlauben, die Gro¨ße von Teilmengen von Funktionen-
klassen F unter Beru¨cksichtigung stochastischer Abha¨ngigkeit quantitativ zu beurtei-
len.
Definition 6.10 Sei c > 0 und (Xi)i∈N eine Folge von Zufallsvariablen Xi :
(Ω,A, P ) −→ (R,B(R)). Durch
p(f) := max
(
(E[(f(X1))
2])1/2, (σ2(f) + c(E[f(X1)])
2)1/2
)
wird ein Funktional definiert, das fu¨r c = 1 bei stochastischer Unabha¨ngigkeit der
Zufallsvariablen (Xi)i∈N mit der Norm (E[(f(X1))2])1/2 u¨bereinstimmt. Seien F und
F0 Klassen messbarer Funktionen f : R −→ R und l ≤ u ∈ F0 mit p(u− l) < ². Dann
wird die Menge
[l, u] := {f ∈ F , l ≤ f ≤ u}
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im Folgenden als ²-bracket bezeichnet. Dieses ist offenbar vom Funktional p abha¨ngig.
Ist d : F0×F0 −→ R≥0 eine Metrik, wobei F0 die Funktionenklasse F entha¨lt, so wird
auch die Menge
[l, u] := {f ∈ F , l ≤ f ≤ u}
als ²-bracket bezeichnet, wenn d(u, l) < ². Die Zahlen
N[](²,F , p) := inf
{
N, ∃l1, u1, ..., lN , uN , F ⊂
N⋃
i=1
[li, ui], p(li − ui) < ²
}
,
N[](²,F , d) := inf
{
N, ∃l1, u1, ..., lN , uN , F ⊂
N⋃
i=1
[li, ui], d(li, ui) < ²
} (6.13)
heißen U¨berdeckungszahlen mit bracketing (engl. bracketing number), und werden im
Folgenden kurz als U¨berdeckungszahlen bezeichnet. Fu¨r f0 ∈ F0 sei
Bf0,² := {f ∈ F , d(f, f0) < ²}. (6.14)
Die Zahlen
N(²,F , d) := inf
{
N, ∃f1, ..., fN ∈ F0, F ⊂
N⋃
i=1
Bfi,²
}
(6.15)
werden im Folgenden als metrische U¨berdeckungszahlen bezeichnet.
Oftmals wird in Beweisen von Funktionalen Zentralen Grenzwertsa¨tzen die Dreiecks-
ungleichung fu¨r Normen verwendet. An einigen Stellen wird anstelle einer Norm ein
Funktional von der in Definition 6.10 beschriebenen Form treten. Das folgende Lemma
liefert fu¨r das Funktional p einen Ersatz fu¨r eine Dreiecksungleichung.
Lemma 6.11 Sei p wie in Definition 6.10 und f, g so, dass p(f), p(g) existieren. Dann
gilt
p(f + g) ≤ (1 + 21/2)(p(f) + p(g)). (6.16)
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Beweis. Fu¨r f, g gilt wegen der Dreiecksungleichung
σ(f + g) = lim
n−→∞
n−1/2(V ar[Sn(f)− Sn(−g)]) 12
≤ lim
n−→∞
n−1/2(V ar[Sn(f)])
1
2 + lim
n−→∞
n−1/2(V ar[Sn(g)])
1
2
= σ(f) + σ(g).
Daraus folgt
σ2(f + g) ≤ σ2(f) + σ2(g) + 2σ(f)σ(g).
Die Dreiecksungleichung bei der L2-Norm und die Definition von p liefern
(E[(f(X1)− g(X1))2]) 12 ≤ (E[(f(X1))2]) 12 + (E[(g(X1))2]) 12 ≤ p(f) + p(g).
Fu¨r a, b ≥ 0 gilt außerdem (a+b)1/2 ≤ a1/2+b1/2 und a∨b ≤ a+b. Dies kann kombiniert
werden zu
p(f + g) = max{(E[(f(X1) + g(X1))2]) 12 , (σ2(f + g) + c(E[(f + g)(X1)])2)1/2}
≤ max{p(f) + p(g), (σ2(f) + c(E[f(X1)])2 + σ2(g) + c(E[g(X1)])2
+ 2σ(f)σ(g) + 2cE[f(X1)]E[g(X1)])
1/2}
≤ max{p(f) + p(g), ((p(f))2 + (p(f))2
+ 2σ(f)σ(g) + 2cE[f(X1)]E[g(X1)])
1/2}
≤ max{p(f) + p(g), ((p(f))2 + (p(f))2
+ 2((σ(f))2 ∨ (σ(g))2) + 2c((E[f(X1)])2 ∨ (E[g(X1)])2))1/2}
≤ max{p(f) + p(g), p(f) + p(f)
+ (2(σ(f))2 + 2(σ(g))2 + 2c(E[f(X1)])
2 + 2c(E[g(X1)])
2)1/2}
≤ p(f) + p(g) + 21/2(((p(f))2 + (p(g))2)1/2
≤ (1 + 21/2)(p(f) + p(g)).
2
Das folgende Theorem zeigt Bedingungen auf, unter denen die in Definition 6.4 be-
schrieben empirischen Prozesse Gn schwach gegen einen Gauß-Prozess konvergieren.
Die in den Prozess Gn eingehenden Zufallsvariablen X1, X2, ... ko¨nnen dabei stocha-
stisch abha¨ngig sein.
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Theorem 6.12 Sei (Xi)i∈Z eine streng stationa¨re Folge von reellwertigen Zufallsva-
riablen Xi := (Ω,A, P ) −→ (R,B(R)). Sei ϕ : N2 −→ R>0 eine Funktion von der
Form ϕ(u, v) = 2v oder ϕ(u, v) = α(u+ v) + (1− α)uv fu¨r ein α ∈ [0, 1]. Sei F0 eine
Klasse von messbaren Funktionen f : R −→ R. Seien J, L1, L2, µ > 0 und (%(n))n≥0
eine Folge, so dass ∀s1 ≤ ... ≤ su ≤ t1 ≤ ... ≤ tv und fu¨r jede Funktion f ∈ F0 gilt
|Cov[f(Xs1) · · · f(Xsu), f(Xt1) · · · f(Xtv)]|
≤ σ2(f)‖f‖u+v−2∞ Ju+vϕ(u, v)%(t1 − su) und∑
s≥0
(s+ 1)k%(s) ≤ L1Lk2(k!)µ ∀k ≥ 0.
(6.17)
U¨berdies erfu¨lle die Funktionenklasse F0:
i) ∃ W > 0, so dass |f | ≤ W ∀f ∈ F0.
ii) Fu¨r f1, ..., fu ∈ F0 und t = (t1, ..., tu) ∈ Ru ∃c 6= 0 mit c(t1f1+, , ,+tufu) ∈ F0.
iii) ∃C > 0 mit C(f − g) ∈ F0, falls f, g ∈ F0.
iv) f ∈ F0 =⇒ f1{A} ∈ F0 fu¨r jede Lebesgue-messbare Menge A ⊂ R.
v) Es gelte
sup
f∈F0
σ2(f)
σ2n(f)
− 1 = o(1) und sup
f∈F0
σ(f)
‖f‖∞ <∞, wobei
0
0
:= 0.
vi) Es existiere eine Konstante c > 0, so dass fu¨r jedes f : R −→ R mit f ≥ 0,
σ2(f) ≤ ∞ und jede Indikatorfunktion 1{A} gilt:
σ2(f1{A}) + c(E[f(X1)1{A}(X1)])2 ≤ σ2(f) + c(E[f(X1)])2.
Sei s := 1
µ+2
und F ⊂ F0, F 6= ∅, so dass
Ξ(F , p) :=
∑
q≥q0
2−q
(
q∑
k=q0
1 ∨ log(N[](2−k,F , p))
) 1
2s
<∞ fu¨r ein q0 ∈ N, (6.18)
wobei p wie in Definition 6.10 mittels c > 0 aus Bedingung vii) definiert sei.
Dann folgt:
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a) Gn Ã G, wobei G zufa¨lliges Element (mit stetigen Pfaden) in l∞(F) ist.
Dabei sei die Metrik d auf F gegeben durch
d(f1, f2) := (V ar[G(f1)−G(f2)])1/2 .
b) G ist straffer, zentrierter Gauß-Prozess auf F .
c) Die Autokovarianzstruktur von G ist gegeben durch
Cov[G(f), G(g)] =
1
2
(V ar[G(f + g)]− V ar[G(f)]− V ar[G(g)]) ,
wobei fu¨r h ∈ F0 gilt:
V ar[G(h)] =
∑
k∈Z
E[(h(X1)− E[h(X1)])(h(Xk)− E[h(Xk)])]
bzw.
Cov[G(f), G(g)] =
1
2
∑
k∈Z
Cov[f(X1), g(Xk)] + Cov[f(Xk), g(X1)].
Beweis. Der Beweis des Theorems 6.12 ist stark angelehnt an die Beweise von Lem-
ma 19.33, Lemma 19.34 und Theorem 19.5 in van der Vaart (1998) und stellt eine
U¨bertragung des in van der Vaart (1998) behandelten Falls bei Unabha¨ngigkeit auf
den Abha¨ngigkeitsfall dar. Nach Theorem 6.6 ist zum einen die Verteilungskonvergenz
aller Randverteilungen von Gn, also die Verteilungskonvergenz der Zufallsvariablen
Gn(f1), ..., Gn(fu) mit fi ∈ F und zum anderen die Eigenschaft ii) in Theorem 6.6
zu zeigen. Die Stetigkeit der Pfade von G geht dann unmittelbar aus Lemma 18.15
in van der Vaart (1998) hervor. Als erstes wird die Verteilungskonvergenz der Rand-
verteilungen der Prozesse Gn behandelt. Aus Remark 3 in Doukhan und Neumann
(2007) geht die Verteilungskonvergenz der eindimensionalen Randverteilungen hervor,
also Gn(f) Ã N(0, σ2(f)) ∀f ∈ F0. Seien nun f1, ..., fu ∈ F0, und t1, ..., tu ∈ R belie-
big. Dann gibt es nach Voraussetzung ii) ein c 6= 0 mit c(t1f1 + ... + tufu) ∈ F0, und
damit folgt nach Remark 3 aus Doukhan und Neumann (2007) und wegen (6.11)
cGn(t1f1 + ...+ tufu) = Gn(c(t1f1 + ...+ tufu))
Ã N(0, σ2(c(t1f1 + ...+ tufu))).
6.2 Ein Funktionaler Zentraler Grenzwertsatz bei Abha¨ngigkeit 73
Offensichtlich existiert mit σ2(c(t1f1 + ... + tufu)) auch σ
2((t1f1 + ... + tufu)) =
c−2σ2(c(t1f1 + ...+ tufu)), und daraus folgt wieder mit (6.11)
Gn(t1f1 + ...+ tufu) = t1Gn(f1) + ...+ tuGn(fu))
Ã N(0, σ2(t1f1 + ...+ tufu))
fu¨r beliebige t1, ...tu ∈ R. Nach dem Satz von Crame´r und Wold (vgl. Billingsley (1995),
Theorem 29.4) folgt, dass (Gn(f1), ..., Gn(fu)) asymptotisch multivariat normalverteilt
ist, also in Verteilung gegen eine normalverteilte Zufallsvariable (G(f1), ..., G(fu)) kon-
vergiert. Offensichtlich ist der Erwartungswert von (G(f1), ..., G(fu)) der Nullvektor ~0
bzw. 0. Um die Verteilung von (G(f1), ..., G(fu)) zu identifizieren, muss noch die Kova-
rianzstruktur ermittelt werden. Seien f, g ∈ F0. Die FolgenGn(f+g) undGn(f)+Gn(g)
besitzen trivialerweise die gleiche asymptotische Verteilung. Demnach besitzen G(f+g)
und G(f) +G(g) die gleiche Verteilung. Die Betrachtung von V ar[G(f + g)] liefert
Cov[G(f), G(g)] =
1
2
(V ar[G(f + g)]− V ar[G(f)]− V ar[G(g)])
=
1
2
(
σ2(f + g)− σ2(f)− σ2(g)) .
Nach Doukhan und Neumann (2007), Remark 3, ko¨nnen fu¨r h ∈ F0 die rechten Terme
beschrieben werden mittels
V ar[G(h)] = σ2(h) =
∑
k∈Z
E[(h(X1)− E[h(X1)])(h(Xk)− E[h(Xk)])]
=
∑
k∈Z
Cov[h(X1), h(Xk)],
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und damit ist
Cov[G(f), G(g)] =
1
2
(
V ar[G(f + g)]− V ar[G(f)]− V ar[G(g)]
)
=
1
2
∑
k∈Z
Cov[(f + g)(X1), (f + g)(Xk)]
− 1
2
∑
k∈Z
(
Cov[f(X1), f(Xk)] + Cov[g(X1), g(Xk)]
)
=
1
2
∑
k∈Z
(
Cov[f(X1), g(Xk)] + Cov[g(X1), f(Xk)]
)
+
1
2
∑
k∈Z
(
Cov[f(X1), f(Xk)] + Cov[g(X1), g(Xk)]
)
− 1
2
∑
k∈Z
(
Cov[f(X1), f(Xk)] + Cov[g(X1), g(Xk)]
)
=
1
2
∑
k∈Z
(
Cov[f(X1), g(Xk)] + Cov[g(X1), f(Xk)]
)
.
Es steht noch aus, die Eigenschaft ii) aus Theorem 6.6 nachzuweisen. Dazu soll die
exponentielle Ungleichung, die das Theorem 6.7 liefert, auf die Folgen Gn u¨bertragen
werden. Wird anstelle einer Funktion f die Funktion f‖f‖∞ mit f ∈ F0 eingesetzt, dann
gilt:∣∣∣∣Cov [f(Xs1)‖f‖∞ · · · f(Xsu)‖f‖∞ , f(Xt1)‖f‖∞ · · · f(Xtv)‖f‖∞
]∣∣∣∣
=
1
‖f‖u+v∞
|Cov [f(Xs1) · · · f(Xsu), f(Xt1) · · · f(Xtv)]|
≤
(
Jσ(f)
‖f‖∞
)2
Ju+v−2ϕ(u, v)%(t1 − s1).
(6.19)
Mit
D1 := sup
f∈F0
2L2J
(
σ(f)
‖f‖∞ ∨ 1
)
und
D2 := 2
4+µL1J
2
sei nun
An := 2L2J
(
σ(f)
‖f‖∞ ∨ 1
)(
24+µL1J
2 σ
2(f)
‖f‖2∞
σ2n(f)
‖f‖2∞
∨ 1
)
≤ D1
(
D2
σ2(f)
σ2n(f)
∨ 1
)
.
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Wegen der Voraussetzung v) gibt es Zahlen N1 ∈ N und A < ∞, so dass An ≤ A fu¨r
n > N1 und jedes f ∈ F0. Des Weiteren folgt aus v), dass es Zahlen B > 0, N2 ∈ N
gibt, so dass
σ2n(f) ≤ Bσ2(f) fu¨r jedes f ∈ F0 und ∀n > N2.
Dabei sind b˜, N2 von der Wahl der Funktion f unabha¨ngig. Im Folgenden sei N := N1∨
N2. Mittels Theorem 1 aus Doukhan und Neumann (2007) und wegen σ
2
n(cf) = c
2σ2n(f)
folgt fu¨r jedes n > N
P
(
Sn(f)− E[Sn(f)]
n1/2
≥ x
)
= P
(
Sn
(
f
‖f‖∞
)
− E
[
Sn
(
f
‖f‖∞
)]
≥ x‖f‖∞n−1/2
)
≤ exp
− x22‖f‖2∞n−1
V ar
[
Sn
(
f
‖f‖∞
)]
+ Asn
(
x
‖f‖∞n−1/2
)2−s

≤ exp
− x2/2
V ar[Sn(f)]‖f‖2∞n−1
‖f‖2∞ + A
s x
2−s‖f‖2∞n−1
‖f‖2−s∞ n−(2−s)/2

= exp
(
− x
2/2
σ2n(f) + A
s‖f‖s∞n−s/2x2−s
)
.
Insbesondere kann das in den Voraussetzungen zu Theorem 1 aus Doukhan und Neu-
mann (2007) auftretende ν gleich 0 gesetzt werden, weil die Funktionen f ∈ F0 wegen
Voraussetzung i) betragsma¨ßig durch eine Konstante W nach oben beschra¨nkt sind.
Da die Voraussetzungen in Theorem 1 aus Doukhan und Neumann (2007) fu¨r die Zu-
fallsvariablen −Yi gleichermaßen gegeben sind, kann die gleiche Argumentation auch
fu¨r die Funktion −f angewendet werden. Diese U¨berlegung fu¨hrt zu
P (Gn(−f) ≥ x) = P
(
−Sn(f)− E[Sn(f)]
n1/2
≥ x
)
≤ exp
(
− x
2/2
σ2n(f) + A
s‖f‖s∞n−s/2x2−s
)
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fu¨r n > N . Diese Ungleichungen ko¨nnen miteinander kombiniert werden. Die
Bonferroni-Ungleichung und die Voraussetzung v) liefern fu¨r n > N
P (|Gn(f)| ≥ x) ≤ P
(
Sn(f)− E[Sn(f)]
n1/2
≥ x
)
+ P
(
−Sn(f)− E[Sn(f)]
n1/2
≥ x
)
≤ 2 exp
(
− x
2/2
σ2n(f) + A
s‖f‖s∞n−s/2x2−s
)
≤ 2 exp
(
− x
2/2
Bσ2(f) + As‖f‖s∞n−s/2x2−s
)
= 2 exp
(
− x
2
bf + afn−s/2x2−s
)
,
(6.20)
wobei bf := 2Bσ
2(f) und af := 2A
s‖f‖s∞. Der rechte Ausdruck entha¨lt noch beide
Terme bf , af , was die Handhabung der Ungleichung (6.20) erschwert. Daher wird die
Zufallsgro¨ße Gn(f) additiv zerlegt. Eine Zerlegung mittels Indikatorfunktionen
Af := Gn(f)1
{
|Gn(f)| >
(
2Bσ2(f)
2As‖f‖s∞n−s/2
) 1
2−s
}
= Gn(f)1
{
|Gn(f)| >
(
bf
afn−s/2
) 1
2−s
}
,
Bf := Gn(f)1
{
|Gn(f)| ≤
(
2Bσ2(f)
2As‖f‖s∞n−s/2
) 1
2−s
}
= Gn(f)1
{
|Gn(f)| ≤
(
bf
afn−s/2
) 1
2−s
}
(6.21)
liefert Gn(f) = Af +Bf . Fu¨r x
2−s > bf
afn−s/2
folgt mittels (6.20)
P (|Gn(f)| > x) ≤ 2 exp
(
−xs x
2−s
bf + afn−s/2x2−s
)
≤ 2 exp
−xs bfafn−s/2
bf + afn−s/2
bf
afn−s/2

= 2 exp
(
−xs 1
afn−s/2
bf
bf + bf
)
= 2 exp
(
−xs1
2
1
afn−s/2
)
.
6.2 Ein Funktionaler Zentraler Grenzwertsatz bei Abha¨ngigkeit 77
Falls umgekehrt 0 < x2−s ≤ bf
afn−s/2
, so folgt
P (|Gn(f)| > x) ≤ 2 exp
(
− x
2
bf + afn−s/2x2−s
)
≤ 2 exp
− x2
bf + afn−s/2
bf
afn−s/2

= 2 exp
(
− x
2
2bf
)
.
Dies ist gleichbedeutend mit
P (|Af | > x) ≤ 2 exp
(
−xs1
2
1
afn−s/2
)
und
P (|Bf | > x) ≤ 2 exp
(
x2
2bf
)
.
(6.22)
Ziel ist es nun, mittels obiger Resultate fu¨r Erwartungswerte der Form
E[max
f∈F˜
|Af |] und E[max
f∈F˜
|Bf |]
fu¨r endliche Funktionenklassen F˜ eine Abscha¨tzung zu finden, die mit der Kardinalita¨t
|F˜ | der Funktionenklasse nicht zu schnell wa¨chst. Fu¨r 0 < s < 1 sei
ψs : R>0 −→ R, ψs(x) := exp(xs)− 1.
Des Weiteren sei ψ˜s die kleinste, konvexe Funktion, so dass ψ˜s(x) ≥ ψs(x) ∀x > 0. Eine
analytische Betrachtung zeigt (unter Verwendung von 0 < s < 1), dass es eine lineare
Funktion L und eine nur von s abha¨ngige Konstante D(s) > 0 gibt, so dass
ψ˜s(x) =
{
L(x) fu¨r 0 < x ≤ D(s)
ψ(x) fu¨r x > D(s)
≤
{
C(s) fu¨r 0 < x ≤ D(s)
ψ(x) fu¨r x > D(s)
fu¨r eine nur von s abha¨ngige Konstante C(s). Sei (a′)s := 4afn−s/2 > 0. Wegen
d
dx
ψs(x) = s exp(x
s)xs−1 und mittels der Abscha¨tzung fu¨r P (|Af | > x) in (6.22) und
wegen des Satzes von Fubini gibt es eine von der Funktion f unabha¨ngige Konstante
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CA > 0 mit
E
[
ψ˜s (|Af |/a′)
]
≤ C(s) + E [1 {|Af |/a′ > D(s)}ψs (|Af |/a′)]
≤ C(s) + E [ψs (|Af |/a′)]
= C(s) + E
[∫ |Af |/a′
0
s exp(ts)ts−1dt
]
= C(s) + sE
[∫ ∞
0
1{t < |Af |/a′} exp(ts)ts−1dt
]
= C(s) + s
∫ ∞
0
P (|Af | > ta′) exp(ts)ts−1dt
≤ C(s) + s
∫ ∞
0
2 exp
(
− (ta
′)s
2afn−s/2
)
exp(ts)ts−1dt
≤ C(s) + 2s
∫ ∞
0
exp (−2ts) exp(ts)ts−1dt
≤ CA <∞,
(6.23)
wobei das letzte Integral wegen s > 0 endlich ist. Ist F˜ ⊂ F0 eine endliche Teilklasse,
dann folgt aus (6.23) mittels der Jensen-Ungleichung
ψs
(
E
[
max
f∈F˜
|Af |/a′
])
≤ ψ˜s
(
E
[
max
f∈F˜
|Af |/a′
])
≤ E
[
ψ˜s
(
max
f∈F˜
|Af |/a′
)]
≤ E
∑
f∈F˜
ψ˜s (|Af |/a′)

≤ CA|F˜ |.
(6.24)
Die inverse Funktion von ψs ist streng monoton steigend und gegeben durch ψ
−1
s (t) =
(log(1 + t))1/s. Die Anwendung der Funktion ψ−1 auf Ungleichung (6.24) und die De-
finitionen von a′ und af liefern
E
[
max
f∈F˜
|Af |
]
≤
(
4
ns/2
) 1
s
(
max
f∈F˜
af
) 1
s (
log(1 + CA|F˜ |)
) 1
s
≤ 4
1/s
n1/2
(
2Asmax
f∈F˜
‖f‖s∞
) 1
s (
log(1 + CA|F˜ |)
) 1
s
=
81/sA
n1/2
max
f∈F˜
‖f‖∞
(
log(1 + CA|F˜ |)
) 1
s
.
(6.25)
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Eine analoge Abscha¨tzung ist auch fu¨r E
[
maxf∈F˜ |Bf |
]
mo¨glich. Dazu wird die konvexe
Funktion
ψ2 : R>0 −→ R, ψ2(x) := exp(x2)− 1,
betrachtet, deren Ableitung durch d
dx
ψ2(x) = 2x exp(x
2) gegeben ist. Sei b′ := 2(bf )1/2.
Nochmals mittels der Abscha¨tzung fu¨r P (|Bf | > x) und wegen des Satzes von Fubini
gibt es eine von der Funktion f unabha¨ngige Konstante CB > 0 mit
E [ψ2 (|Bf |/b′)] = E
[∫ |Bf |/a′
0
2t exp(t2)dt
]
= 2E
[∫ ∞
0
1{t < |Bf |/b′} exp(t2) t dt
]
= 2
∫ ∞
0
P (|Bf | > tb′) exp(t2) t dt
≤ 2
∫ ∞
0
2 exp
(
−(tb
′)2
2bf
)
exp(t2) t dt
≤ 4
∫ ∞
0
exp
(−2t2) exp(t2) t dt
≤ CB <∞.
(6.26)
Wiederum folgt aus (6.26) fu¨r endliche Teilklassen F˜ ⊂ F0 mittels der Jensen-
Ungleichung
ψ2
(
E
[
max
f∈F˜
|Bf |/b′
])
≤ E
[
ψ2
(
max
f∈F˜
|Bf |/b′
)]
≤ E
∑
f∈F˜
ψ2 (|Bf |/b′)

≤ CB|F˜ |.
(6.27)
Wird die monotone inverse Funktion von ψ2, gegeben durch ψ
−1
2 (t) = (log(1 + t))
1/2,
auf Ungleichung (6.27) angewendet so ergibt sich
E
[
max
f∈F˜
|Bf |
]
≤ 4Bmax
f∈F˜
σ(f)
(
log(1 + CB|F˜ |)
) 1
2
. (6.28)
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Die Ergebnisse (6.25) und (6.28) ko¨nnen mittels der Dreiecksungleichung zusammen-
gefasst werden zu
E
[
max
f∈F˜
|Gn(f)|
]
≤ E
[
max
f∈F˜
|Af |
]
+ E
[
max
f∈F˜
|Bf |
]
≤ 8
1/sA
n1/2
max
f∈F˜
‖f‖∞
(
log(1 + CA|F˜ |)
) 1
s
+ 4Bmax
f∈F˜
σ(f)
(
log(1 + CB|F˜ |)
) 1
2
≤ C3
(
1
n1/2
max
f∈F˜
‖f‖∞
(
log(1 + CA|F˜ |)
) 1
s
+ max
f∈F˜
σ(f)
(
log(1 + CB|F˜ |)
) 1
2
)
≤ C4
(
1
n1/2
max
f∈F˜
‖f‖∞
(
1 ∨ log(CA|F˜ |)
) 1
s
+ max
f∈F˜
σ(f)
(
1 ∨ log(CB|F˜ |)
) 1
2
)
,
(6.29)
wobei C3, C4 > 0 von F˜ unabha¨ngige Konstanten sind. Mit (6.29) steht eine Maxima-
lungleichung fu¨r endliche Funktionenklassen zur Verfu¨gung.
Sei δ > 0, F1 ⊂ F0 mit p(f) < δ ∀f ∈ F1 und
Ξ(F1, p) =
∑
q≥q0
2−q
(
q∑
k=q0
1 ∨ logN[](2−k,F1, p)
) 1
2s
<∞
fu¨r ein q0 ∈ N. Ziel des na¨chsten Abschnitts ist es, mittels Ungleichung (6.29) eine
Abscha¨tzung fu¨r E[supf∈F1 |Gn(f)|] zu erhalten, wobei F1, im Gegensatz zu F˜ in Un-
gleichung (6.29), unendlich viele Elemente enthalten kann. Fu¨r Indikatorfunktionen
1{A} und Funktionenklassen Fi wird im weiteren Verlauf
E‖Gn(f)‖Fi := E[sup
f∈Fi
|Gn(f)|],
E‖Gn(f1{A})‖Fi := E[sup
f∈Fi
|Gn(f1{A})|]
gesetzt. Weiterhin sei
a(δ) := δ
(
1 ∨ log(N[](δ,F1, p))
)− 1
2s . (6.30)
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Offensichtlich ist a(δ) fu¨r δ ↘ 0 streng monoton fallend, da die U¨berdeckungszahl
N[](δ,F1, p) fu¨r kleinere Werte δ monoton steigt. Eine additive Zerlegung von Gn(f)
und die Dreiecksungleichung liefern mit (6.11)
E‖Gn(f)‖F1 = E‖Gn(f1{W > n1/2a(δ)}+ f1{W ≤ n1/2a(δ)})‖F1
≤ E‖Gn(f1{W > n1/2a(δ)})‖F1
+ E‖Gn(f1{W ≤ n1/2a(δ)})‖F1 ,
(6.31)
wobeiW die Schranke fu¨r F0 aus Voraussetzung i) ist. Die Betrachtung der Ungleichung
|Gn(f)| = n1/2 1
n
∣∣∣∣∣
n∑
i=1
f(Xi)− E[f(Xi)]
∣∣∣∣∣
≤ n1/2
(
1
n
n∑
i=1
|f(Xi)|+ 1
n
n∑
i=1
|E[f(Xi)]|
)
≤ n1/2
(
1
n
n∑
i=1
W +W
)
= 2n1/2W
erlaubt folgende Abscha¨tzung fu¨r den ersten Summanden in Ungleichung (6.31):
E‖Gn(f1{W > n1/2a(δ)})‖F1 ≤ E[2n1/2W1{W > n1/2a(δ)}]
= 2n1/2W1{W > n1/2a(δ)}.
(6.32)
Fu¨r jedes feste δ > 0 konvergiert der Term E‖Gn(f1{W > n1/2a(δ)})‖F1 also gegen
0. Es stellt sich heraus, dass der erste Summand in (6.31) deswegen in asymptotischer
Betrachtung vernachla¨ssigt werden kann. Somit genu¨gt es, den zweiten Summanden zu
betrachten. Der zweite Summand in Ungleichung (6.31) entha¨lt nur noch Funktionen
der Form f1{W ≤ n1/2a(δ)}. Mit der Definition
F2 := {f1{W ≤ n1/2a(δ)}, f ∈ F1} (6.33)
kann der zweite Summand in (6.31) auch geschrieben werden als E‖Gn(f)‖F2 . Die
Funktionenklasse F2 erbt auch Eigenschaften der Funktionenklasse F1. Wegen der Vor-
aussetzung iv) ist auch F2 eine Teilmenge von F0. Wenn Mengen der Form
[l, u] = {f ∈ F1, l ≤ f ≤ u}
die Klasse F1 u¨berdecken, so bilden die Mengen der Form
[l′, u′] = {f ∈ F2, l′ ≤ f ≤ u′}
82 Asymptotische Verteilung bei Abha¨ngigkeit
mit l′ = l1{W ≤ n1/2a(δ)} und u′ = u1{W ≤ n1/2a(δ)} eine U¨berdeckung von F2. Da
die Monotonievoraussetzung aus vi) zusa¨tzlich
p((u− l)1{W ≤ n1/2a(δ)}) ≤ p(u− l)
impliziert, folgt
N[](²,F2, p) ≤ N[](²,F1, p) ∀² > 0.
Die U¨berdeckungszahlen von F2 sind also nicht gro¨ßer als die von F1. Damit ist
Ξ(F2, p) <∞ fu¨r ein q0 ∈ N
auch fu¨r die Funktionenklasse F2 erfu¨llt, vgl. (6.18). Zusa¨tzlich gilt natu¨rlich |f | ≤
n1/2a(δ), falls f ∈ F2. Sei q0 ∈ N die kleinste Zahl, so dass
2a(δ) ≤ 2−q0 (1 ∨ log(N[](2−(q0+1)),F2))− 12s
= 2a(2−(q0+1)).
(6.34)
Wegen der Definition in (6.30) folgt daraus δ/2 ≤ 2−q0 ≤ δ. Nach Voraussetzung kann
fu¨r jede natu¨rliche Zahl q ≥ q0 fu¨r F2 eine U¨berdeckung
[lq1, uq1], ..., [lqN ′q , uqN ′q ]
gewa¨hlt werden, wobei N ′q := N[](2
−q,F2), so dass p(uq1− lq1), ..., p(uqN ′q − lqN ′q) ≤ 2−q.
Aus dieser von der Zahl q abha¨ngigen U¨berdeckung kann eine von q abha¨ngige Partition
fu¨r F2
F ′q,1
·∪ ... ·∪ F ′q,N ′q = F2
konstruiert werden, also eine Folge (in q) von Partitionen von F2. Im weiteren Verlauf
wird eine Folge von Partitionen erforderlich sein, so dass jedes Element aus der q-
ten Partition aus einer (disjunkten) Vereinigung von Elementen aus der (q + 1)-ten
Partition besteht. Die obige Folge von Partitionen erfu¨llt diese Bedingung noch nicht
zwangsla¨ufig, aber eine solche Folge kann konstruiert werden. Fu¨r q = q0 sei
Fq,1, ...,Fq,N ′q = F ′q,1, ...,F ′q,N ′q .
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Fu¨r q > q0 kann eine Folge von Partitionen rekursiv definiert werden durch
Fq,1, ...,Fq,Nq = Fq−1,1 ∩ F ′q,1, ...,Fq−1,Nq−1 ∩ F ′q,1,
Fq−1,1 ∩ F ′q,2, ...,Fq−1,Nq−1 ∩ F ′q,2,
...
Fq−1,1 ∩ F ′q,N ′q , ...,Fq−1,Nq−1 ∩ F ′q,N ′q ,
wobei Nq ≤ N ′q0N ′q0+1 · · ·N ′q = N(2−q0 ,F2) · · ·N(2−q,F2). Diese Folge erfu¨llt nun auch
obige Forderung, d. h. fu¨r jedes i ≤ Nq+1 ∃j ≤ Nq, so dass
Fq+1,i ⊂ Fq,j. (6.35)
Wenn f, g ∈ [l, u], dann l ≤ f, g ≤ u, und damit f − g ≤ f − l ≤ u− l. Offensichtlich
gilt also
|f − g| ≤ ∆q,i := uqi − lqi, falls f, g ∈ Fq,i.
Zu jeder Menge Fq,i sei ein beliebiges Element fq,i ∈ Fq,i ausgewa¨hlt. Durch die Abbil-
dungen
piqf := fq,i und ∆qf := ∆q,i, falls f ∈ Fq,i,
wird einerseits jeder Funktion f eine Approximation piqf zugeordnet. Andererseits wird
jeder Funktion f eine Funktion ∆qf zugeordnet, die die Differenzen von f und den Funk-
tionen aus der Partition Fq,i, zu der auch f geho¨rt, betragsma¨ßig nach oben beschra¨nkt.
Im na¨chsten Schritt werden Funktionen f ∈ F2 in Teleskopsummen so zerlegt, dass die
Summanden der Teleskopsummen aus Differenzen von Funktionen, die in gleichen Par-
titionen enthalten sind, bestehen. Dazu sei
aq := 2
−q
(
q+1∑
k=q0
1 ∨ log(N ′k)
)− 1
2s
,
Aq−1f := 1{∆q0f ≤ n1/2aq0 , ...,∆q−1f ≤ n1/2aq−1},
Bqf := 1{∆q0f ≤ n1/2aq0 , ...,∆q−1f ≤ n1/2aq−1,∆qf > n1/2aq},
Bq0f := 1{∆q0f > n1/2aq0}.
(6.36)
Aus der Definition geht hervor, dass (fu¨r festes x) entweder Aqf(x) = 1 ∀q ≥ q0, und
damit Bqf(x) = 0 ∀q ≥ q0 gilt, oder es gibt genau ein q1 ≥ q0, so dass Bq1f(x) = 1,
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Aqf(x) = 1 ∀q < q1 und Aqf(x) = 0 ∀q ≥ q1. Fu¨r ein beliebiges q0 < q1 ∈ N kann die
Funktion f − piq0f geschrieben werden als
f − piq0f = f − piq1f + (piq1f − piq1−1f) + ...+ (piq0+1f − piq0f).
Dies liefert fu¨r q1 −→∞
f − piq0f =
∞∑
q=q0
(f − piqf)Bqf +
∞∑
q=q0+1
(piqf − piq−1f)Aq−1f,
da |piq+kf − piq−1f | ≤ ∆q−1f ≤ n1/2aq−1 −→ 0 fu¨r q −→ ∞ ∀k ≥ 0 und aufgrund
der Summierbarkeit der Folge aq. Mit |f | ≤ g liefern die Dreiecksungleichung und die
Stationarita¨t der Folge (Xi)i∈Z
|Gn(f)| ≤ n−1/2
n∑
i=1
|f(Xi)|+ |E[f(Xi)]|
≤ n−1/2
n∑
i=1
|f(Xi)|+ E[|f(Xi)|]
≤ n−1/2
n∑
i=1
g(Xi)− E[g(Xi)] + E[g(Xi)] + E[g(Xi)]
= Gn(g) + 2n
1/2E[g(Xi)].
Da |(f − piqf)Bqf | ≤ ∆qfBqf , kann unter Zuhilfenahme der Dreiecksungleichung und
mit (6.11) damit eine Abscha¨tzung fu¨r E‖Gn(f)‖F2 zerlegt werden in
E‖Gn(f)‖F2 ≤ E‖Gn(piq0f)‖F2 + E‖
∞∑
q=q0
Gn((f − piqf)Bqf)‖F2
+ E‖
q1∑
q=q0+1
Gn((piqf − piq−1f)Aqf)‖F2
≤ E‖Gn(piq0f)‖F2 +
∞∑
q=q0
E‖Gn(∆qfBqf)‖F2
+
∞∑
q=q0
2n1/2 sup
f∈F2
E[∆qfBqf(X1)]
+
∞∑
q=q0+1
E‖Gn(∆q−1fAqf)‖F2
=: E1 + E2 + E3 + E4.
(6.37)
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Aufgrund der Voraussetzung iii) sind ∆qfBqf bzw. ∆qfAqf in F0 enthalten (eventuell
bis auf einen konstanten Vorfaktor C, der von der Funktion f nicht abha¨ngt). O.B.d.A
gelte C = 1. Es gibt ho¨chstens Nq viele Funktionen ∆qfBqf bzw. ∆qfAqf , wenn f
ganz F2 durchla¨uft, also
|{∆qfBqf, f ∈ F2}|, |{∆qfAqf, f ∈ F2}| ≤ Nq. (6.38)
Damit ist der Fall einer (eventuell) unendlichen Klasse F2 auf Fa¨lle mit endlichen Funk-
tionenklassen zuru¨ckgefu¨hrt. Ungleichung (6.29) hilft nun, die Terme E2 und E4 nach
oben hin abzuscha¨tzen. Wegen (6.35) und der Definition der Indikatorfunktion Bqf gilt
∆qfBqf ≤ ∆q−1fBqf ≤ n1/2aq−1, und nach der Definition von ∆qi, Voraussetzung vi)
und der Definition von p gilt σ(∆qfBqf) ≤ p(∆qfBqf) ≤ p(∆qf) ≤ 2−q. Ungleichung
(6.29) auf den Term E2 angewendet liefert
E2 ≤ C4
( ∞∑
q=q0
1
n1/2
max
f∈F2
‖∆qfBqf‖∞ (1 ∨ log(CANq))
1
s
+ max
f∈F2
σ(∆qfBqf) (1 ∨ log(CBNq))
1
2
)
≤ C4
( ∞∑
q=q0
aq−1 (1 ∨ log(CANq))
1
s + 2−q (1 ∨ log(CBNq))
1
2
)
≤ C4
∞∑
q=q0
2−(q−1)
(
q∑
k=q0
1 ∨ log(N ′k)
)− 1
2s (
1 ∨ log(C2A) ∨ 2 log(Nq)
) 1
s
+ C4
∞∑
q=q0
2−q
(
1 ∨ log(C2A) ∨ 2 log(Nq)
) 1
2 .
(6.39)
Da N ′q0 ≥ 1, gilt
1 ∨ log(C2A) ∨ 2 log(Nq) ≤ 1 ∨ log(C2A) ∨ 2
q∑
k=q0
1 ∨ log(N ′k)
≤
(
log(C2A)
2 log(2)
∨ 1
2 log(2)
∨ 2
) q∑
k=q0
1 ∨ log(N ′k).
Da 0 < s < 1 ist, gilt a
1
2 ≤ a 1s , falls a ≥ 1. Somit folgt insgesamt
E2 ≤ C5
∞∑
q=q0
2−q
(
q∑
k=q0
1 ∨ log(N ′k)
) 1
2s
<∞
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fu¨r eine Konstante C5 > 0. Damit ist nach Voraussetzung (6.18) der Term E2 <∞ fu¨r
q0 hinreichend groß. Beim Term E4 kann a¨hnlich vorgegangen werden. Genau wie eben
gilt ∆q−1fAqf ≤ n1/2aq−1 und σ(∆q−1fAqf) ≤ p(∆q−1fAqf) ≤ p(∆q−1f) ≤ 2−(q−1).
Die obige Argumentation fu¨hrt zu
E4 ≤ C4
( ∞∑
q=q0
1
n1/2
max
f∈F2
‖∆q−1fAqf‖∞ (1 ∨ log(CANq))
1
s
+ max
f∈F2
σ(∆q−1fAqf) (1 ∨ log(CBNq))
1
2
)
≤ C6
∞∑
q=q0
2−q
(
q∑
k=q0
1 ∨ log(N ′k)
) 1
2s
<∞,
wobei C6 > 0. Nun wird der Term E1 behandelt. Fu¨r aq0 liefert die Definition von a(δ)
in (6.30), die Definition von aq0 in (6.36), und die Wahl von q0 durch (6.34)
aq0 = 2
−q0
(
q0+1∑
k=q0
1 ∨ log(N ′k)
)− 1
2s
≥ 2−q0 (2(1 ∨ log(N ′q0+1)))− 12s
≥ 2
− 1
2s
2
δ
(
(1 ∨ log(N ′q0+1))
)− 1
2s
≥ 2
− 1
2s
2
a(δ).
Nach Konstruktion von F2 (siehe (6.33)) gilt |piq0f | ≤ a(δ)n1/2 ≤ aq02
1
2s
+1n1/2 sowie
p(piq0f) < δ. Die Anwendung der Ungleichung (6.29) auf E1 = E‖Gn(piq0f)‖F2 ergibt
wegen δ/2 ≤ 2−q0 (siehe (6.34)) damit
E1 ≤ C4
(
1
n1/2
‖piq0f‖∞ (1 ∨ log(CANq))
1
s
+ σ(piq0f) (1 ∨ log(CBNq))
1
2
)
≤ C4
(
2
1
2s
+1aq0 (1 ∨ log(CANq))
1
s + δ (1 ∨ log(CBNq))
1
2
)
≤ C72−q0
(
1 ∨ log(N ′q0)
) 1
2s
≤ C7
∞∑
q=q0
2−q
(
q∑
k=q0
1 ∨ log(N ′k)
) 1
2s
<∞
fu¨r eine Konstante C7 > 0. U¨brig bleibt noch der Term E3 =∑∞
q=q0
2n1/2 supf∈F2 E[∆qfBqf(X1)]. Aus der Definition von Bqf geht die Ungleichung
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Bqf ≤ 1{∆qf > n1/2aq} hervor, und damit gilt
n1/2aqE[∆qfBqf(X1)] ≤ E[∆qf1{∆qf > n1/2aq}(X1)]
≤ n1/2aq
∫ n1/2aq
0
P (∆qf1{∆qf > n1/2aq}(X1) > t)dt
+ n1/2aq
∫ ∞
n1/2aq
P (∆qf1{∆qf > n1/2aq}(X1) > t)dt
=: T1 + T2,
da E[X] =
∫∞
0
P (X > t)dt, falls X ≥ 0 fast sicher und X integrierbar ist. Der erste
Summand kann mit Hilfe der Markov-Ungleichung abgescha¨tzt werden durch
T1 ≤ n1/2aq
∫ n1/2aq
0
P (∆qf(X1) > n
1/2aq)dt
≤ (n1/2aq)2P (∆qf(X1) > n1/2aq)
= (n1/2aq)
2P ((∆qf(X1))
2 > (n1/2aq)
2)
≤ (n1/2aq)2 1
(n1/2aq)2
E[(∆qf(X1))
2]
≤ p((∆qf)2)
≤ (2−q)2.
Fu¨r den zweiten Summanden liefert die Markov-Ungleichung
T2 = n
1/2aq
∫ ∞
n1/2aq
t−2t2P (∆qf1{∆qf > n1/2aq}(X1) > n1/2aq)dt
≤ n1/2aq
∫ ∞
n1/2aq
t−2t2P (∆qf(X1) > t)dt
≤ n1/2aq
∫ ∞
n1/2aq
t−2
(
sup
z>0
z2P ((∆qf(X1))
2 > z2)
)
dt
≤ n1/2aq
∫ ∞
n1/2aq
t−2E[(∆qf(X1))2]dt
= n1/2aqE[(∆qf(X1))
2]
1
n1/2aq
≤ (2−q)2,
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also n1/2 supf∈F2 E[∆qfBqf(X1)] ≤ 2 1aq (2−q)2. Werden diese Resultate fu¨r eine Ab-
scha¨tzung des Terms E3 zusammengefasst, so ergibt sich
E3 =
∞∑
q=q0
2n1/2 sup
f∈F2
E[∆qfBqf(X1)] ≤
∞∑
q=q0
4
1
aq
(2−q)2
≤
∞∑
q=q0
4
(∑q+1
k=q0
1 ∨ log(N ′k)
) 1
2s
2−q
(2−q)2 = 4
∞∑
q=q0
2−q
(
q+1∑
k=q0
1 ∨ log(N ′k)
) 1
2s
= 8
∞∑
q=q0
2−(q+1)
(
q+1∑
k=q0
1 ∨ log(N ′k)
) 1
2s
= 8
∞∑
q=q0+1
2−q
(
q∑
k=q0
1 ∨ log(N ′k)
) 1
2s
≤ C8
∞∑
q=q0
2−q
(
q∑
k=q0
1 ∨ log(N ′k)
) 1
2s
<∞
fu¨r eine Konstante C8 > 0. Aus den Abscha¨tzungen fu¨r die Terme E1, E2, E3, E4 folgt
E‖Gn(f)‖F2 ≤ (C5 + C6 + C7 + C8)
∞∑
q=q0
2−q
(
q∑
k=q0
1 ∨ log(N ′k)
) 1
2s
,
und die Terme 2−q
(∑q
k=q0
1 ∨ log(N ′k)
) 1
2s
sind absolut summierbar. Sei η > 0, und sei
δ so klein bzw. q′ > q0 so groß gewa¨hlt, dass
E‖Gn(f)‖F2
(C5 + C6 + C7 + C8)
≤
∞∑
q=q′
2−q
(
q∑
k=q′
1 ∨ log(N ′k)
) 1
2s
≤
∞∑
q=q′
2−q
(
q∑
k=q0
1 ∨ log(N ′k)
) 1
2s
≤ η
(C5 + C6 + C7 + C8)
.
Damit folgt, dass E‖Gn(f)‖F2 ≤ η fu¨r hinreichend kleines δ > 0 bzw. zusammen mit
(6.11), (6.32) und (6.33)
E‖Gn(f)‖F1 ≤ η + 2n1/2W1{W > n1/2a(δ)}. (6.40)
Es gelte weiterhin ohne Einschra¨nkung, dass in Voraussetzung iii) C = 1. Bei Betrach-
tung von ii) in Theorem 6.6 fa¨llt wegen Gn(f) − Gn(g) = Gn(f − g) auf, dass nicht
6.2 Ein Funktionaler Zentraler Grenzwertsatz bei Abha¨ngigkeit 89
Funktionen f aus F auftreten, sondern genauer Differenzen f − g von Funktionen f, g
aus F . Sei deswegen
F1 := {f = g − h, so dass g, h ∈ F , p(f) < δ}.
Als Na¨chstes ist zu u¨berpru¨fen, dass F1 eine Relation wie in (6.18) erfu¨llt, diese Ei-
genschaft also von der Funktionenklasse F erbt. Wegen Lemma 6.11 gilt p(f + g) ≤
(1 + 21/2)(p(f) + p(g)). Damit ko¨nnen die U¨berdeckungszahlen N[](η,F , p) von F in
Relation zu den U¨berdeckungszahlen N[](η,F1, p) von F1 gebracht werden. Sei η > 0
und
[l1, u1], ..., [lNη , uNη ] mit p(ui − li) < η
eine U¨berdeckung von F vom Umfang Nη. Fu¨r beliebige f, g ∈ F gibt es i, j mit
li ≤ f ≤ ui und lj ≤ g ≤ uj.
Damit gilt auch
li − uj ≤ f − g ≤ ui − lj, also
f − g ∈ [li − uj, ui − lj].
Von den Mengen [li − uj, ui − lj] gibt es nicht mehr als N2η viele, und wegen
p((ui − lj)− (li − uj)) = p((ui − li) + (uj − lj))
< (1 + 21/2)(η + η)
= 2(1 + 21/2)η
bilden diese Mengen eine U¨berdeckung von F1 von einem Umfang nicht gro¨ßer als N2η .
Daraus folgt
N[](2(1 + 2
1/2)η,F1, p) ≤
(
N[](η,F , p)
)2
bzw. nach Umskalierung von η
N[](η,F1, p) ≤
(
N[](C9η,F , p)
)2
,
wobei C9 := (2(1 + 2
1/2))−1. Sei k0 ∈ N die kleinste Zahl, so dass 2−k0 < C9, und q0 so
groß, dass N[](2
−q0 ,F , p) ≥ 1. Daraus folgt N[](C92−k,F , p) ≤ N[](2−(k+k0),F , p), und
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mit C10 := 2
1
2s2k0 sowie q′0 := q0 + k0 ergibt sich
∞∑
q=q0
2−q
(
q∑
k=q0
1 ∨ log(N[](2−k,F1, p))
) 1
2s
≤
∞∑
q=q0
2−q
(
q∑
k=q0
1 ∨ log((N[](2−(k+k0),F , p))2)
) 1
2s
≤
∞∑
q=q0
2−q
(
q+k0∑
k=q0+k0
2(1 ∨ log(N[](2−k,F , p)))
) 1
2s
= 2
1
2s2k0
∞∑
q=q0
2−(q+k0)
(
q+k0∑
k=q0+k0
1 ∨ log(N[](2−k,F , p))
) 1
2s
= C10
∞∑
q=q′0
2−q
 q∑
k=q′0
1 ∨ log(N[](2−k,F , p))
 12s
<∞.
Dies gilt aufgrund der Eigenschaften der Logarithmusfunktion und nach Voraussetzung
an die Funktionenklasse F . Der Term wird, wie oben gezeigt, durch die Wahl einer
hinreichend kleinen Zahl δ > 0 bzw. einer hinreichend großen Zahl q0 ∈ N (bzw.
q′0 ∈ N) beliebig klein. Damit ist auch (6.18) fu¨r F1 gezeigt. Nach Voraussetzung kann
fu¨r jedes δ > 0 (bzw. q0 ∈ N) die Funktionenklasse F u¨berdeckt werden mit disjunkten
Mengen
F1 ·∪ ... ·∪ FN ′q0 ⊂ F ,
so dass p(f − g) < δ, falls f, g ∈ F i. Mit der Markov-Ungleichung und mit (6.11) folgt
P
(
sup
i
sup
f,g∈Fi
|Gn(f)−Gn(g)| ≥ ²
)
≤ 1
²
E
[
sup
i
sup
f,g∈F i
|Gn(f)−Gn(g)|
]
=
1
²
E
[
sup
i
sup
f,g∈F i
|Gn(f − g)|
]
.
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Aus f, g ∈ F i folgt f − g ∈ F1 und wegen (6.40) auch
1
²
E
[
sup
i
sup
f,g∈Fi
|Gn(f − g)|
]
≤ 1
²
E
[
sup
f∈F1
|Gn(f)|
]
=
1
²
E‖Gn(f)‖F1 .
≤ 1
²
(
η + 2n1/2W1{W > a(δ)n1/2}) .
Die Zusammenfassung dieser Resultate liefert
lim sup
n−→∞
P
(
sup
i
sup
f,g∈Fi
|Gn(f)−Gn(g)| ≥ ²
)
≤ η
²
,
wobei η
²
fu¨r jeden festen Wert ² > 0 beliebig klein gewa¨hlt werden kann, wenn nur
δ > 0 hinreichend klein gewa¨hlt wird. Daraus folgt ii) aus Theorem 6.6, und der zweite
Teil des Beweises ist abgeschlossen. 2

Kapitel 7
Anwendungen
Dieses Kapitel behandelt beispielhaft einige Anwendungsmo¨glichkeiten der in Kapitel
6 gewonnenen Resultate. Die schwache Konvergenz empirischer Prozesse ha¨ngt in der
Regel von der Beschaffenheit der Indexmenge ab, auf der die empirischen Prozesse
definiert sind. Dabei spielt die
”
Gro¨ße“ der Indexmenge eine entscheidende Rolle. U¨ber
kombinatorische Betrachtungen liefert die Theorie der Vapnik-Cˇervonenenkis-Klassen
oftmals einfach nachzuweisende Aussagen u¨ber U¨berdeckungszahlen. Deshalb wird ein
Schwerpunkt dieses Kapitels auf Methoden zum Nachweis der Voraussetzung (6.18) in
Theorem 6.12 gelegt.
7.1 Anwendung des Zentralen Grenzwertsatzes
Zentrale Grenzwertsa¨tze wie in Theorem 6.3 erlauben es, das asymptotische Verhal-
ten des Einstichproben-t-Tests bei Verletzung stochastischer Unabha¨ngigkeit der Ein-
gangsdaten zu untersuchen. Sei (Zi)i∈Z eine stationa¨re Folge von reellwertigen und
L2-integrierbaren Zufallsvariablen mit µ0 := E[Zi], und die Folge gegeben durch
Xi := Zi − µ0 erfu¨lle die Voraussetzungen aus Theorem 6.3. Sei wie in Theorem 6.3
σ :=
(
lim
n−→∞
1
n
V ar[Z1 + ...+ Zn]
) 1
2
und S ′[Z1, ..., Zn] eine Scha¨tzerfolge mit
S ′[Z1, ..., Zn] −→ σ in Wahrscheinlichkeit. (7.1)
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Mit Theorem 6.3 folgt dann
n1/2
Z − µ0
S ′[Z1, ..., Zn]
Ã N(0, 1). (7.2)
Die Statistik in (7.2) ko¨nnte also fu¨r einen asymptotisch unverzerrten Test fu¨r das
Testproblem
H0 : µ = µ0 vs. H1 : µ 6= µ0
verwendet werden, falls eine fu¨r σ konsistente Scha¨tzerfolge wie in (7.1) ermittelt wer-
den kann. Leider scheint es schwierig, eine derartige Scha¨tzerfolge zu finden, die zudem
eine akzeptable Konvergenzrate aufweist.
Es stellt sich die Frage nach dem asymptotischen Verhalten des klassischen
Einstichproben-t-Tests. Angenommen, dass nicht nur die Folge (Xi)i∈Z die Voraus-
setzungen aus Theorem 6.3 erfu¨llt, sondern auch die Folge (Yi)i∈Z, definiert durch
Yi := X
2
i − E[X2i ]. Zuna¨chst soll das asymptotische Verhalten des Streuungsmaßes
aus (2.2), wie es beim t-Test vorkommt, untersucht werden:
S[Z1, ..., Zn] =
(
n
n− 1
1
n
n∑
i=1
(Xi −X)2
) 1
2
=
(
n
n− 1
) 1
2
(
1
n
n∑
i=1
X2i − (X)2
) 1
2
=
(
1
n
n∑
i=1
X2i
) 1
2
+ op(1)
=
(
1
n
n∑
i=1
Yi
) 1
2
+ (V ar[Zi])
1
2 + op(1)
= (V ar[Zi])
1
2 + op(1),
wobei die dritte und die letzte Gleichung mit Theorem 6.3 zu begru¨nden ist. Aus
Theorem 6.3 folgt zudem
n1/2
Z − µ0
S[Z1, ..., Zn]
=
σ
(V ar[Zi])
1
2
n1/2
Z − µ0
σ
+ op(1)Ã N(0, σ2/V ar[Zi]).
Der klassische Einstichproben-t-Test ist demnach asymptotisch unverzerrt, wenn σ2 =
V ar[Zi].
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7.2 VC-Klassen und U¨berdeckungszahlen
In diesem Abschnitt soll Theorem 6.12 weiter vertieft werden. Die Hauptschwierigkeit
bei der Anwendung von Theorem 6.12 auf ein konkretes Modell scheint im Nachweis
der Voraussetzungen an die Kovarianzen
Cov[f(Xs1) · · · f(Xsu), f(Xt1) · · · f(Xtv)]
und im Nachweis der Voraussetzungen an die U¨berdeckungszahlen N[](²,F , p) zu liegen.
Ansa¨tze zum Nachweis der ersten Bedingung finden sich in Doukhan und Neumann
(2007) bzw. in Doukhan und Louhichi (1999). Die darin beschriebenen Funktionen-
klassen erfu¨llen jedoch leider nicht die Abgeschlossenheit gegenu¨ber Multiplikation mit
Indikatorfunktionen, wie in der Voraussetzung iv) der Theorems 6.12 gefordert, und
beru¨cksichtigen zudem nicht die Terme σ2(f)‖f‖u+v−2∞ in (6.17). Der Nachweis der in
(6.17) geforderten Bedingung scheint schwierig zu sein.
Zur analytischen Betrachtung der U¨berdeckungszahlen N[](²,F , p) kann der Begriff der
VC-Klasse hilfreich sein (vgl. van der Vaart (1998), Chapter 19).
Definition 7.1 Sei E eine Menge und D ⊂ 2E ein Mengensystem, wobei 2E die Po-
tenzmenge von E bezeichnet. Wenn es ein Polynom p(n) in n ∈ N gibt, so dass fu¨r
jede n-elementige Teilmenge N ⊂ E die Relation
|{N ∩D, D ∈ D}| ≤ p(n)
gilt, dann heißt das Mengensystem D eine Vapnik-Cˇervonenkis Klasse in E bzw. VC-
Klasse.
VC-Klassen wurden erstmals in Vapnik und Cˇervonenenkis (1971) betrachtet. Es kann
gezeigt werden, dass es entweder ein solches Polynom p(n) wie in Definition 7.1 gibt,
oder dass alle endlichen Mengen N ⊂ E in all ihre Teilmengen durch Bildung der
Schnitte mit Mengen D ∈ D zerlegt werden ko¨nnen:
|{N ∩D, D ∈ D}| = 2n ∀N ⊂ E, |N | = n.
Mit anderen Worten: Jede endliche Menge N wird im zweiten Fall von D zerschlagen
(
”
shattered“). Dies ist auch als Sauer’s Lemma bekannt (vgl. van der Vaart und Wellner
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(1996), Corollary 2.6.3). Dieser Sachverhalt ermo¨glicht es, den Begriff von VC-Klassen
u¨ber die VC-Dimension zu definieren
Definition 7.2 Seinen E,D wie in Definition 7.1. Die kleinste Zahl n ∈ N, so dass
fu¨r jede Teilmenge N ⊂ E mit |N | = n die Relation
|{N ∩D, D ∈ D}| ≤ 2n − 1
gilt, heißt VC-Dimension von D in E und wird mit V (D) bezeichnet. Gibt es keine
solche Zahl n ∈ N, so wird V (D) :=∞ gesetzt.
Nach Sauers’s Lemma ist ein Mengensystem D genau dann eine VC-Klasse, wenn die
VC-Dimension von D endlich ist. Die Definition von VC-Klassen wird durch den na¨ch-
sten Begriff verallgemeinert.
Definition 7.3 Sei X eine Menge und F eine Klasse von Funktionen f : X −→ R.
Fu¨r f ∈ F heißt die Menge
{(x, t), f(x) < t} =: Df ∈ 2X×R
Subgraf von f . Falls das Mengensystem von Subgrafen der Funktionen f ∈ F
{Df , f ∈ F} =: DF ⊂ 2X×R
eine VC-Klasse in der Menge X ×R bildet, so heißt F eine VC-Klasse von Funktionen.
Diese werden im Folgenden kurz als VC-Klassen bezeichnet. Die VC-Dimension des
Mengensystems DF in X ×R wird als die VC-Dimension von F bzw. V (F), bezeichnet.
Es kann gezeigt werden, dass ein Mengensystem D genau dann eine VC-Klasse in E
ist, wenn die Klasse von Funktionen
F := {1{D} : E −→ R, D ∈ D}
eine VC-Klasse von Funktionen ist. In diesem Fall gilt V (D) = V (F). Demnach kann
jede VC-Klasse als VC-Klasse von Funktionen (bestehend aus Indikatorfunktionen) de-
finiert werden. Einige Zusammenha¨nge zwischen VC-Klassen und U¨berdeckungszahlen
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ko¨nnen in Bezug auf Theorem 6.12 hilfreich sein. Eine Schwierigkeit bzgl. der Anforde-
rung von Theorem 6.12 an die U¨berdeckungszahlen N[](²,F , p) liegt in der Handhabung
des Funktionals p. Ist jedoch aufgrund der Abha¨ngigkeitsstruktur der Folge (Xi)i∈Z fu¨r
ein r ≥ 1 und C > 0
p(f) ≤ C‖f‖r = C(E[|f(X1)|r])1/r ∀f mit ‖f‖r <∞ (7.3)
gegeben, so kann eine Argumentation u¨ber VC-Klassen helfen, N[](²,F , p) nach oben
hin abzuscha¨tzen. Aus (7.3) folgt unmittelbar
N[](²,F , p) ≤ N[](²,F , C‖ · ‖r) = N[](²/C,F , ‖ · ‖r). (7.4)
Wenn F eine VC-Klasse von Funktionen ist, lassen sich die U¨berdeckungszahlen
N[](²/C,F , ‖ · ‖r) in vielen Fa¨llen nach oben hin abscha¨tzen (vgl. van der Vaart und
Wellner (1996), Chapter 2.7). Jedoch reichen diese Abscha¨tzungen in der Regel noch
nicht aus, um den Anforderungen in Theorem 6.12 an die U¨berdeckungszahlen zu ge-
nu¨gen. Eine Relation zu metrischen U¨berdeckungszahlen N(²/C,F , ‖ · ‖r) wa¨re hierbei
hilfreich. Es gilt zwar
N(²,F , ‖ · ‖r) ≤ N[](2²,F , ‖ · ‖r)
(vgl. van der Vaart und Wellner (1996), Definition 2.16), doch wird eine Abscha¨tzung
von N[](2²,F , ‖ · ‖r) nach oben beno¨tigt. Dazu sollen hier spezielle Funktionenklassen
betrachtet werden. Sei k > 0,
fA : R −→ R, fA(x) :=

−k fu¨r x ≤ −k
x fu¨r −k ≤ x ≤ k
k fu¨r k ≤ x
(7.5)
und
FA := {fA(· − t), t ∈ R},
F0 := {f1{B}, |f | ≤ k, Lip(f) ≤ 1, B ∈ B(R)}.
(7.6)
Die Klasse F0 erfu¨llt die Voraussetzungen i) - iv) aus Theorem 6.12 und FA ⊂ F0. Auf
der Klasse FA ist in natu¨rlicher Weise eine Ordnungsrelation gegeben. Zwei Funktionen
aus FA sind entweder gleich, oder eine Funktion ist punktweise kleiner oder gleich als
die andere Funktion. Fu¨r r ≥ 1, ² > 0 und eine messbare Funktion h : R −→ R sei
Bh,² := {f ∈ FA, ‖f − h‖r < ²} und
Bh,² := {f ∈ FA, ‖f − h‖r ≤ ²},
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wobei ‖f − h‖r := (E[|f(X1) − h(X1)|r])1/r. Ist die Verteilung von X1 so, dass die
Menge Bh,² fu¨r einen hinreichend kleinen Wert ² > 0 stets eine kleinste und gro¨ßte
Funktion u, l ∈ F gegeben durch
lA(x) := inf{f(x), f ∈ Bh,²}
uA(x) := sup{f(x), f ∈ Bh,²}
entha¨lt, dann gilt Bh,² ⊂ [lA, uA] und ‖uA − h‖r, ‖h− lA‖r ≤ ² < ² + ²2 . Durch Hinzu-
nahme der Dreiecksungleichung folgt
‖uA − lA‖r ≤ ‖uA − h‖r + ‖h− lA‖r < 3².
In Hinblick auf die parametrische Struktur der Klasse FA bedeutet dies
Bh,² ⊂ {fA(· − t), t ∈ [a, b]}, (7.7)
wobei [a, b] ein abgeschlossenes Intervall ist und fA(· − a), fA(· − b) ∈ Bh,². Also kann
aus einer U¨berdeckung durch Mengen der Form Bh,² eine U¨berdeckung aus Mengen der
Form [lA, uA] konstruiert werden mit ‖uA − lA‖r < 3². Somit gilt
N[](3²,FA, ‖ · ‖r) ≤ N(²,FA, ‖ · ‖r) bzw.
N[](²,FA, ‖ · ‖r) ≤ N(²/3,FA, ‖ · ‖r).
(7.8)
Ist FA eine VC-Klasse mit VC-Dimension V (FA), dann ko¨nnen die rechten Terme in
(7.8) durch Polynome in 1/² nach oben hin abgescha¨tzt werden. Nach Theorem 2.6.7
aus van der Vaart und Wellner (1996) gilt
N(²/3,FA, ‖ · ‖r) ≤ KV (FA)
(
1
²/3
)r(V (FA)−1)
, (7.9)
wobei KV (FA) eine Konstante ist, welche nur von r, der VC-Dimension V (FA) und
der Schranke k abha¨ngt. Die Schranke k fungiert hier als die einhu¨llende Funktion in
Theorem 2.6.7 aus van der Vaart und Wellner (1996). Es kann leicht gezeigt werden,
dass FA aus (7.6) eine VC-Klasse ist mit VC-Dimension V (FA) = 2. Zusammenfassend
liefern obige Resultate
N[](²,FA, p) ≤ N(²/3C,FA, ‖ · ‖r) ≤ KV (FA)
(
3C
²
)R
, (7.10)
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wobei R := r(V (FA) − 1). Eine polynomielle Abscha¨tzung der U¨berdeckungszahlen
N[](²,FA, p) reicht aus, um den Anforderungen aus Theorem 6.12 in (6.18) an die
U¨berdeckungszahlen zu genu¨gen, ist also hinreichend dafu¨r, dass
Ξ(FA, p) =
∑
q≥q0
2−q
(
q∑
k=q0
1 ∨ log(N[](2−k,FA, p))
) 1
2s
<∞
fu¨r ein q0 ∈ N, wie folgende Rechnung zeigt. Wegen (7.10) gilt
Ξ(FA, p) ≤ KV (FA)
∑
q≥q0
2−q
(
q∑
k=q0
log((3C2k)R)
) 1
2s
≤ KV (FA)
∑
q≥q0
2−q
(
q∑
k=q0
R log(3C) +Rk log(2)
) 1
2s
≤ KV (FA)
∑
q≥q0
2−q
(
R log(3C)q +R log(2)q2
)[ 12s ]+1
= KV (FA)
∑
q≥q0
2−qp(q) <∞,
(7.11)
da p(q) ein Polynom in q ist. Mittels einer leichten Aba¨nderung der Funktionenklassen
in (7.6) kann eine weitere Funktionenklasse analysiert werden. Sei dazu
fB : R −→ R, fB(x) :=
{
|x| fu¨r −k ≤ x ≤ k
k sonst
(7.12)
und die Funktionenklassen wie in (7.6) definiert durch
FB := {fB(· − t), t ∈ R},
F0 := {f1{B}, |f | ≤ k, Lip(f) ≤ 1, B ∈ B(R)}.
(7.13)
Zwischen den Klassen FB und FA besteht der einfache Zusammenhang
FB = {|f |, f ∈ FA}.
Unter den gleichen Voraussetzungen an die Verteilung von X1 erfu¨llt ein ²-Ball Bh,² ⊂
FB eine Relation von der Form (7.7). Zu jeder Menge
[lA, uA] = [fA(· − a), fA(· − b)] ⊂ FA
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mit ‖uA − lA‖r < ² ko¨nnen Funktionen
lB(x) := inf{f(x) = fB(x− t), t ∈ [a, b]},
uB(x) := sup{f(x) = fB(x− t), t ∈ [a, b]}
gewa¨hlt werden. lB, uB sind zwar nicht mehr in FB enthalten, aber eine analytische
Betrachtung zeigt, dass
|uB(x)− lB(x)| ≤ |uA(x)− lA(x)|.
Aufgrund der Monotonie der Norm ‖ · ‖r folgt damit
‖uB − lB‖r ≤ ‖uA − lA‖r < ².
Aus einer minimalen U¨berdeckung der Klasse FA mit Mengen [lA, uA], so dass
‖uA − lA‖r < ²,
kann also eine U¨berdeckung der Klasse FB mit Mengen [lB, uB], so dass ‖uB− lB‖r < ²,
konstruiert werden. Demnach kann die U¨berdeckungszahl N[](²,FB, ‖ · ‖r) abgescha¨tzt
werden durch
N[](²,FB, ‖ · ‖r) ≤ N[](²,FA, ‖ · ‖r).
Mittels der polynomiellen Abscha¨tzung der U¨berdeckungszahlen N[](²,FA, ‖ · ‖r) in
(7.10) und der Rechnung in (7.11) folgt
Ξ(FB, p) <∞.
Damit erfu¨llt auch FB die Voraussetzung (6.18) aus Theorem 6.12. Ein weiteres Beispiel
liefern folgende Funktionenklassen, welche in enger Beziehung zur Teststatistik der
Kolmogorov-Smirnov-Tests stehen. Sei
Λ1 :=
{
f : R −→ R, f(x) =
n∑
i=1
ci1{Ii}(x)
}
,
wobei, und Ii ⊂ R Intervalle und ci ∈ R reelle Zahlen bezeichnen. Die Klasse Λ1 ist in
der Klasse der Treppenfunktionen enthalten. Analog zum ersten Beispiel sei
fC : R −→ R, fC(x) := 1{[0,∞)}(x)
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und
FC := {fC(· − t), t ∈ R},
F0 := {f1{B}, |f | ≤ 1, f ∈ Λ1, B ∈ B(R)}.
(7.14)
Auch die Klasse F0 erfu¨llt die Voraussetzungen i) - iv) aus Theorem 6.12 und FC ⊂ F0.
Ist fu¨r die Funktionenklasse FC aus (7.14) die Relation (7.3) gegeben, so kann wie fu¨r
die Funktionenklasse aus (7.6) argumentiert werden. Auch hier ist auf der Klasse FC
in natu¨rlicher Weise eine Ordnungsrelation gegeben, aufgrund dieser (unter milden
Voraussetzungen) jeder Ball Bf0,² durch eine Menge [l, u] u¨berdeckt werden kann, so
dass ‖u − l‖r < 3². Daru¨ber hinaus ist FC aus (7.14) ebenfalls eine VC-Klasse mit
V (FC) = 2. Mit obiger Argumentation kann damit gezeigt werden, dass in diesem Fall
gleichermaßen die Bedingung (6.18) aus Theorem 6.12 erfu¨llt ist.
7.3 Anwendung des Funktionalen Zentralen Grenzwertsatzes
In diesem Abschnitt soll demonstriert werden, wie mittels Theorem 6.12 asymptotische
Resultate gewonnen werden ko¨nnen. Die beispielhaft betrachteten Funktionenklassen
FB,FC in (7.13) bzw. (7.14) ko¨nnen dazu dienen, die asymptotische Verteilung von
Statistiken zu ermitteln. Angenommen, eine stationa¨re, reellwertige Folge (Xi)i∈Z mit
der Randverteilungsfunktion F erfu¨lle zusammen mit den Funktionenklassen aus (7.14)
die Voraussetzungen aus Theorem 6.12. Wegen E[1{Xi ≤ t}] = P (Xi ≤ t) = F (t)
liefert die Definition der Funktion fC
n1/2(Fn(t)− F (t)) = Gn(fC(· − t)), (7.15)
wobei Fn die empirische Verteilungsfunktion der Zufallsvariablen X1, ..., Xn bezeichnet.
Nach Theorem 6.12 konvergieren die empirischen Prozesse t 7→ n1/2(Fn(t) − F (t))
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schwach gegen einen zentrierten Gaußprozess G′ auf R mit der Kovarianzstruktur
Cov[G′(s), G′(t)] := Cov[G(fC(· − t)), G(fC(· − s))]
=
1
2
∑
k∈Z
Cov[fC(X1 − t), fC(Xk − s)]
+ Cov[fC(Xk − t), fC(X1 − s)]
=
1
2
∑
k∈Z
Cov[1{X1 ≤ t}, 1{Xk ≤ s}]
+ Cov[1{Xk ≤ t}, 1{X1 ≤ s}]
=
1
2
∑
k∈Z
P (X1 ≤ t,Xk ≤ s)− P (X1 ≤ t)P (Xk ≤ s)
+ P (Xk ≤ t,X1 ≤ s)− P (Xk ≤ t)P (X1 ≤ s).
(7.16)
Die Supremumsnorm ‖ · ‖FC als Abbildung von l∞(FC) nach R ist stetig, da diese die
Topologie auf l∞(FC) definitionsgema¨ß induziert. Die Relation
n1/2 sup
t∈R
|Fn(t)− F (t)| = sup
t∈R
|Gn(fC(· − t))| = ‖Gn(f)‖FC
impliziert zusammen mit dem Satz von der stetigen Abbildung (vgl. van der Vaart
(1998), Theorem 18.11), dass auch die Zufallsvariable n1/2 supt∈R |Fn(t)−F (t)| schwach
konvergiert:
n1/2 sup
t∈R
|Fn(t)− F (t)|Ã ‖G′‖∞, (7.17)
wobei die Kovarianzstruktur des zentrierten Gaußprozesses G′ durch (7.16) ge-
geben ist. Durch (7.17) ist damit die asymptotische Verteilung der Teststatistik
n1/2 supt∈R |Fn(t)−F (t)| des Kolmogorov-Smirnov-Tests unter Abha¨ngigkeitsbedingun-
gen wie in Theorem 6.12 bestimmt. Viele Scha¨tzer lassen sich darstellen als Funktionale
T , ausgewertet an der empirischen Verteilungsfunktion Fn. Die Kenntnis des asymptoti-
schen Verhaltens der Folge n1/2(Fn−F ) kann die Mo¨glichkeit bieten, das asymptotische
Verhalten vieler Scha¨tzer der Form T (Fn) mittels einer funktionalen Entsprechung der
Delta-Methode zu ermitteln (vgl. van der Vaart (1998), Theorem 20.8). Ist das Funk-
tional T in gewissem Sinne glatt (Hadamard-differenzierbar), dann ist unter einigen
Regularita¨tsbedingungen die asymptotische Verteilung der Folge n1/2(T (Fn) − T (F ))
durch die Verteilung der Zufallsvariable T ′F (G
′) gegeben, wobei T ′F die Hadamard-
Ableitung des Funktionals T an der Stelle F (die dann mit der Gaˆteaux-Ableitung
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u¨bereinstimmt) bezeichnet (vgl. van der Vaart (1998), Chapter 20.2). Diese Methode
ist nicht eingeschra¨nkt auf empirische Verteilungsfunktionen. Sei Hn die Abbildung, die
einer Funktion f ∈ F die Zufallsvariable n−1∑ni= f(Xi) zuordnet, und entsprechend
H(f) := E[f(X1)]. Sei T ein Funktional, welches die Abbildungen Hn bzw. H bei-
spielsweise in R abbildet, so dass durch T (Hn) eine Folge reellwertiger Zufallsvariablen
gegeben ist. Falls Gn = n
1/2(Hn−H)Ã G, liefert die funktionale Delta-Methode unter
einigen Regularita¨tsbedingungen durch
n1/2(T (Hn)− T (H))Ã T ′H(G)
die asymptotische Verteilung der Folge T (Hn). Mit der funktionalen Delta-Methode
kann beispielsweise die asymptotische Verteilung der Teststatistik des Mann-Whitney-
U-Tests ermittelt werden. Dazu kann die Argumentation aus Example 20.11 aus van
der Vaart (1998) Punkt fu¨r Punkt u¨bertragen werden. Vorausgesetzt X1, X2, ... und
Y1, Y2, ... sind voneinander unabha¨ngige Folgen reellwertiger Zufallsvariablen, welche
in Bezug auf die Funktionenklassen aus (7.14) die Voraussetzungen aus Theorem 6.12
erfu¨llen. Mit FX bzw. F Y seien die Verteilungsfunktionen von Xi bzw. Yi und mit
FXn bzw. F
Y
n die empirischen Verteilungsfunktionen von X1, ..., Xn bzw. Y1, ..., Yn be-
zeichnet. Aus Gru¨nden der Einfachheit werden gleich große Stichprobenumfa¨nge n be-
trachtet. Wird T (F,G) :=
∫
R F (t)dG(t) gesetzt (wobei mit F,G Verteilungfunktionen
auf R bezeichnet werden), so besitzt die Teststatistik des Mann-Whitney-U-Tests die
Darstellung
1
n2
n∑
i=1
n∑
j=1
1{Xi ≤ Yj} = T (FXn , F Yn ).
Das Funktional T ist Hadamard-differenzierbar, und die asymptotische Verteilung von
(2n)1/2
(
T (FXn , F
Y
n )− T (FX , F Y )
)
kann mit der funktionalen Delta-Methode bestimmt werden. In diesem Fall ist sie eine
Normalverteilung.
Ein weiteres Beispiel liefert die Betrachtung der Funktionenklassen FB,F0 aus (7.13).
Diese kann hilfreich sein, um die asymptotische Verteilung von Folgen von der Form
Mn =
1
n
n∑
i=1
|Xi −X| (7.18)
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zu untersuchen. Im Falle der Unabha¨ngigkeit der Zufallsvariablen X1, X2, ... kann
die asymptotische Verteilung der Folge Mn durch eine Argumentation u¨ber Donsker-
Klassen ermittelt werden (vgl. van der Vaart (1998), Example 19.25). Diese Argumen-
tation kann mittels Theorem 6.12 nicht Punkt fu¨r Punkt auf Fa¨lle von Abha¨ngigkeit
u¨bernommen werden. Das liegt im Wesentlichen an der geforderten Beschra¨nkung der
Funktionen der Klasse F0 (Voraussetzung i)). Deshalb soll die Statistik in (7.18) ein
wenig abgea¨ndert werden.
Sei (Xi)i∈Z eine stationa¨re, reellwertige Folge von Zufallsvariablen, die zusammen mit
den Funktionenklassen aus (7.13) die Voraussetzungen aus Theorem 6.12 erfu¨llt. Die
Verteilungsfunktion von Xi wird mit F bezeichnet. Zusa¨tzlich gelte
θ 7→ E[|fA(X1 − fA(θ))|] differenzierbar bei θ = 0,
X = oP (1) und n
1/2
(
fB
(
X
)− 1
n
n∑
i=1
fB (Xi)
)
= oP (1).
(7.19)
Die erste Bedingung an X kann bei Bedarf noch leicht abgeschwa¨cht werden durch
fA(X) = oP (1). Die letzte Bedingung in (7.19) ist beispielsweise erfu¨llt, wenn Xi ≤ k ∀i
fast sicher, wobei k den Wert aus der Definition der Funktion fB in (7.12) bezeichnet.
Statt nun die Folge Mn zu betrachten, soll die Folge
M ′n =
1
n
n∑
i=1
fA(|Xi − fA(X)|) = 1
n
n∑
i=1
fB(Xi − fA(X))
untersucht werden. Die Funktion fA aus (7.5) bildet betragsma¨ßig kleine Werte auf sich
selbst ab, vera¨ndert diese also nicht, und ersetzt nur betragsma¨ßig große Werte durch
k bzw. −k. Wenn Xi ≤ k ∀i fast sicher, so folgt also Mn = M ′n fast sicher. Zuna¨chst
soll gezeigt werden, dass
Gn(fA(| · −X|)) = Gn(fA(| · |)) + oP (1), (7.20)
wobei X im linken Term von (7.20) als Konstante zu verstehen ist. Wegen der Drei-
ecksungleichung und der Monotonie der Funktion fA gilt
fA(|x− c|)− fA(|x|) ≤ fA(|x|+ |c|)− fA(|x|)
≤ fA(|x|) + fA(|c|)− fA(|x|)
= fA(|c|),
(7.21)
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wobei die letzte Ungleichung aus einer analytischen Betrachtung der Funktion fA folgt.
Sei
fn(x) := fA(|x−X|), f0(x) := fA(|x|),
wobei fn als zufa¨llige Funktion zu verstehen ist. Der zufa¨llige Erwartungswert
E[(fn(X1)−f0(X1))2] konvergiert stochastisch gegen 0. Wegen Ungleichung (7.21) und
der Forderung (7.19) folgt
E[(fn(X1)− f0(X1))2] ≤ E[(fA(|X|))2] = (fA(|X|))2 = oP (1). (7.22)
Nach Theorem 6.12 konvergiert Gn schwach gegen einen Gaußprozess G auf FB. Eine
genaue Analyse des Beweises von Lemma 19.24 in van der Vaart (1998) fu¨r den Unab-
ha¨ngigkeitsfall zeigt, dass die Forderung, die Funktionenklasse sei eine Donsker-Klasse,
ersetzt werden kann durch die Voraussetzungen in Theorem 6.12. (Hier ist zu beachten,
dass fA(|x|) = fB(x) und dass an dieser Stelle mit der Funktionenklasse FB gearbeitet
wird.) Verwendet wird lediglich die schwache Konvergenz von Gn gegen einen (steti-
gen) Gaußprozess G, wie sie durch Theorem 6.12 zusammen mit Lemma 18.15 in van
der Vaart (1998) gewa¨hrleistet ist. Die Relation (7.20) folgt nun mittels obiger Ab-
a¨nderung von Lemma 19.24 aus van der Vaart (1998) und aus (7.22). Die klassische
Delta-Methode (vgl. Theorem 3.1, van der Vaart (1998)) und (7.22) implizieren mit
Hn := fA(X), T (θ) := E[|fA(X1 − fA(θ))|] und θ0 := 0, dass
n1/2 (T (Hn)− T (θ0))
= n1/2
(
E[fA(|X1 − fA(X)|)]− E[fA(|X1|)]
)
= n1/2
(
E[|fA(X1 − fA(X))|]− E[|fA(X1)|]
)
=
∂
∂θ
E[|fA(X1 − fA(θ))|]
∣∣∣∣
θ=0
n1/2fA(X) + oP (1)
=
∂
∂θ
∫
R
|fA(t− θ)|dF (t)
∣∣∣∣
θ=0
n1/2fA(X) + oP (1)
=
∂
∂θ
∫
R
fA(|t− θ|)dF (t)
∣∣∣∣
θ=0
n−1/2
n∑
i=1
fA(Xi)) + oP (1)
=
∂
∂θ
∫
R
fA(|t− θ|)dF (t)
∣∣∣∣
θ=0
Gn(fA(·)) + oP (1),
(7.23)
wobei X in den Erwartungswerten von (7.23) wiederum als Konstante zu verstehen
ist. Nun kann die asymptotische Verteilung der Folge Vn := n
1/2(M ′n − E[fA(|X1|)])
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ermittelt werden:
Vn = n
1/2
(
1
n
n∑
i=1
fA(|Xi − fA(X)| − E[fA(|X1|)])
)
= n1/2
(
E[fA(|Xi − fA(X)|)]− E[fA(|X1|)]
)
+Gn(fA(| · −X|))
=
∂
∂θ
∫
R
fA(|t− θ|)dF (t)
∣∣∣∣
θ=0
Gn(fA(·)) +Gn(fA(| · |)) + oP (1)
= Gn(h) + oP (1)Ã G(h)
(7.24)
wegen (6.11), wobei die Funktion h definiert ist durch
h(x) :=
∂
∂θ
∫
R
fA(|t− θ|)dF (t)
∣∣∣∣
θ=0
fA(x) + fA(|x|).
Sowohl die Funktion fA(·) als auch die Funktion fB(·) = fA(| · |) sind in F0 aus (7.13)
enthalten und somit auch die Funktion h (eventuell bis auf einen konstanten Vorfaktor).
Nach Theorem 6.8 folgt damit
n1/2(M ′n − E[fA(|X1|)])Ã N
(
0,
∑
k∈Z
Cov[h(X1), h(Xk)]
)
, (7.25)
weil die asymptotische Normalverteilung von Gn(f) fu¨r jedes feste f ∈ F0 gewa¨hrleistet
ist.
Kapitel 8
Zusammenfassung und Ausblick
In dieser Arbeit wurde das Verhalten statistischer Methoden bei beschra¨nkter Ver-
letzung stochastischer Unabha¨ngigkeit untersucht. Um stochastische Abha¨ngigkeit zu
beschra¨nken wurden in Kapitel 3 zuna¨chst Maße fu¨r Abha¨ngigkeit eingefu¨hrt, um sto-
chastische Abha¨ngigkeit zu quantifizieren. Betrachtet wurden sowohl klassische Ab-
ha¨ngigkeitsmaße, wie sie in der Zeitreihenanalyse unter dem Begriff
”
strong mixing“
auftreten, als auch neuere Abha¨ngigkeitsmaße, die auf bedingten Verteilungsfunktionen
basieren. Bekannte Konzepte aus der Literatur wurden variiert, um weitere Abha¨ngig-
keitsmaße zu konstruieren.
In Kapitel 4 wurden Auswirkungen infinitesimaler Abweichungen vom Unabha¨ngig-
keitsfall bei endlichen Stichproben untersucht. Es konnte fu¨r einige Abha¨ngigkeitsmaße
gezeigt werden, dass hinreichend kleine Verletzungen stochastischer Unabha¨ngigkeit
beliebig kleine Auswirkungen auf eine Vielzahl statistischer Verfahren haben.
Die nachfolgenden Kapitel behandeln das asymptotische Verhalten von Scha¨tzerfolgen
bei stochastischer Abha¨ngigkeit. In Kapitel 5 wurden Scha¨tzerfolgen auf Konsistenz
hin untersucht. Ein wesentlicher Schwerpunkt lag dabei in der Betrachtung der empi-
rischen Verteilungsfunktion. So konnten Bedingungen fu¨r stochastische Abha¨ngigkeit
gefunden werden, so dass die fast sichere, gleichma¨ßige Konvergenz der empirischen
Verteilungsfunktion im Sinne des Glivenko-Cantelli-Satzes wie im Unabha¨ngigkeitsfall
sichergestellt ist. Darauf aufbauend konnte die Konsistenz fu¨r Klassen von Scha¨tzer-
folgen, die bereits aus der robusten Statistik bekannt sind, bei Abha¨ngigkeit gezeigt
werden.
In Kapitel 6 wurden die asymptotischen Verteilungen von Scha¨tzerfolgen bei Abha¨ngig-
keit betrachtet. Es konnte ein Zentraler Grenzwertsatz gezeigt werden, bei dem die Ab-
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ha¨ngigkeitsbedingung eines bereits bekannten Zentralen Grenzwertsatzes um den Preis
anderer Bedingungen abgeschwa¨cht wurde. Aufbauend auf einer Ungleichung vom Typ
der Bernstein-Ungleichung und einer bekannten Beweistechnik mittels U¨berdeckungs-
zahlen wurde auch ein Funktionaler Zentraler Grenzwertsatz fu¨r empirische Prozesse
bei Verletzung stochastischer Unabha¨ngigkeit bewiesen.
In Kapitel 7 wurde an Beispielen demonstriert, wie die Resultate aus Kapitel 6 verwen-
det werden ko¨nnen, um asymptotisches Verhalten von statistischen Verfahren zu un-
tersuchen. Mit einem Zentralen Grenzwertsatz kann beispielsweise der Einstichproben-
t-Test genauer beleuchtet werden, da damit die asymptotische Verteilung der t-
Teststatistik bei stochastischer Abha¨ngigkeit hergeleitet werden kann. Ein Funktionaler
Zentraler Grenzwertsatz wie in Kapitel 6 erweist sich als hilfreich, um die asymptotische
Verteilung einer Reihe von Scha¨tzern zu ermitteln. Das liegt insbesondere daran, dass
damit unter einigen Bedingungen auch die empirische Verteilungsfunktion auf schwache
Konvergenz untersucht werden kann.
Die Resultate dieser Arbeit ero¨ffnen weitere Themenbereiche. Es stellt sich die Frage,
ob der Beweis des Zentralen Grenzwertsatzes unter leicht abgea¨nderten Bedingungen
auf Folgen von Zufallsvektoren u¨bertragbar ist. Der Nachweis der Bedingungen des
Zentralen- und des Funktionalen Zentralen Grenzwertsatzes stellt eine weitere Schwie-
rigkeit dar. Methoden zum Nachweis dieser Bedingungen ko¨nnten die Verwendung die-
ser Sa¨tze vereinfachen. Hilfreich wa¨ren hierbei insbesondere Relationen zwischen Ab-
ha¨ngigkeitsmaßen bzw. Schranken fu¨r Abha¨ngigkeit, wie sie in obigen Grenzwertsa¨tzen
auftreten, und stochastischen Modellen.
Ein immer wieder auftretendes Problem bei asymptotischen Aussagen ist die Ermitt-
lung von Konvergenzraten. Fu¨r praktische Anwendungen wa¨re Methoden zur Bestim-
mung von Stichprobenumfa¨ngen hilfreich, bei denen die asymptotischen Betrachtungen
eine hinreichend gute Approximation darstellen. Dies gilt insbesondere fu¨r die Resul-
tate aus Kapitel 6.
Wie in Kapitel 5 dargelegt, erweisen sich einige Scha¨tzer in Bezug auf Konsistenz in ge-
wisser Weise als unempfindlich gegenu¨ber stochastischer Abha¨ngigkeit. Wu¨nschenswert
wa¨ren weitere Methoden zur Konstruktion von Scha¨tzern und statistischen Verfahren,
die gegenu¨ber Verletzungen stochastischer Unabha¨ngigkeit im Sinne von Abha¨ngig-
keitsmaßen unempfindlich sind.
Dazu sollte bei fest vorgegebener oberer aber kleiner Schranke fu¨r Abha¨ngigkeit bei ei-
109
ner endlichen Stichprobe die
”
schlimmste“ Auswirkung bzw. die
”
gro¨ßte Abweichung“
vom Verhalten bei Unabha¨ngigkeit ermittelt werden. Aus dieser Betrachtung ko¨nnte
ein Konzept, das mit dem Konzept der Influenzfunktion aus der robusten Statistik ver-
gleichbar wa¨re, entwickelt werden.
Sowohl die Verletzung stochastischer Unabha¨ngigkeit als auch Ausreißer ko¨nnen die
Resultate statistischer Methoden verzerren. Beide Formen von Sto¨rungen ko¨nnen mo¨g-
licherweise auch kombiniert auftreten. Deswegen wa¨ren weiterfu¨hrende Untersuchungen
von Auswirkungen auf statistische Verfahren interessant, die aus Kombination stocha-
stischer Abha¨ngigkeit und dem Auftreten von Ausreißern herru¨hren.
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