Abstract
Introduction
Affective computing is an important field which computer science will focus on in nowadays. It is allow computers to identify human feelings and emotions, and interact with people by having feelings of human. The simplest and most direct way of the research is begin with analysis of human facial expression.
Most researchers' works on affective computing are based on CV (Computer Vision) technology [1] [2] . A human facial expression is the formation of facial muscle movement. To research facial expressions of human, we should start with the research of identify the specific movements of human facial muscle, and focus on the movement itself but not the face pictures. So we have been studying on how to identify this kind of movements. Our work is based on Ekman's FACS (Facial Action Coding System) [3] . Psychologists' study had demonstrated that human facial expressions corresponding to a fixed form of muscle movement which is not subject to age, gender, race, education and other factors influence.
In this paper, we proposed an approach which can recognize facial expression by identify human facial muscle movement. In our previous work, we had approached several ways to recognize Action Units defined in [3] and identify facial expressions based on BP neural network [4] [5] [6] . In this paper, we described an approach which can recognize human facial expressions by using deep learning neural network. The researches were based on our previous research. Experimental results show that the method can identify human face expression in real-time and the performance was better than we had proposed in [6] .
The remainder of the paper is organized as follows: we present the relevant theories of our method in Section 2. Our method is elaborated in Section 3. In Section 4, we report on the experimental setup and results. Finally, Section 5 concludes the paper and outlines directions for future work. 
Methodology

Motion Templates
We proposed an approach in [5] which can quickly and automatically identify AU (Action Unit). The proposed method was based on motion templates that can identify human facial muscle movement in real-time. Motion templates were invented in the MIT Media Lab by Bobick and Davis [7] [8] and were further developed by Davis and Bradski [9] [10] . The algorithm depends on generating silhouettes of the object of interest. There are a lot of methods to achieve the silhouettes; we don't describe the method we used because it isn't the main issue in this paper.
Assume that we have an object silhouette. A floating point Motion History Image [11] where new silhouette values are copied in with a floating point timestamp is updated as follows:
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where τ is the current time-stamp, and δ is the maximum time duration constant associated with the template. This method makes the representation independent of system speed or frame rate so that a given gesture will cover the same MHI area at different capture rates [10] . Figure 1 shows a schematic representation for a person doing shake head movement. Regardless of the number of images between the left 2 pictures, the MHI will cover the same area even if only the first and the last image were used to generate the MHI.
A novel modification to the MHI gradient algorithm has an advantage in this regardby labeling motion regions connected to the current silhouette using a downward stepping flood fill, we can identify areas of motion directly attached to parts of the object of interest [10] . We can isolate regions of the motion template MHI and determine the local motion within the region.
We can scan the MHI for current silhouette regions. When a region marked with the last time stamp is found, the region's perimeter is searched for sufficiently recent motion just outside its perimeter. When such motion is found, mark it with a downward flood fill, then remove that region, and repeat the process until all regions are found ( Figure 2 ).
Figure 2. Motion Segmentation
Here, we illustrate our approach by showing how to train a classifier which can identify the movement of an eyebrow [5] . We identify the image region which contains an eyebrow in an image which is the every picture in a video or sequence as an ROI, and then generate MHI of the ROI image in every frame of the video firstly. After that job, for all segmentations in every MHI, we select the segmentations which corresponding to a movement of eyebrow as positive samples and set other segmentations as negative samples manually. Then these samples are normalized to a unified size. Finally, we train a classifier based on adaboost by using these samples. The trained classifier can identify the movement quickly and accurately.
Deep Learning Neural Network
Deep learning neural network is a new area of Machine Learning research. In 2006, Hinton presented a way to reduce the dimensionality of data with neural networks [12] . In the paper, Hinton described a way to train a multilayer neural network which can convert high-dimensional data to low-dimensional codes. He used gradient descent to fine-tuning the weights in such "autoencoder" networks. Usually, autoencoders use three or more layers, including a visible layer, a number of hidden layers, and an output layer. Hinton built a four-layer network in which each layer was an RBM (restricted Boltzmann machine). The network could then encode a picture and reduce its dimension from 784 to 30, with a performance superior to a PCA (principal components analysis).
RBMs were invented by Paul Smolensky [13] and have gain popularity after Hinton published the famous paper [12] . RBMs are probabilistic graphical models that can be interpreted as stochastic neural networks. They have attracted much attention as building blocks for the multi-layer learning systems called deep belief networks, and variants and extensions of RBMs have found applications in a wide range of pattern recognition tasks [14] .
An RBM is an MRF associated with a bipartite undirected graph, shown in Figure 3 . It consists of m visible units and n hidden units. W = {w nm } is the weight between the visible layer and the hidden layer. The visible units constitute the first layer and correspond to the components of an observation (e.g., one visible unit for each sample value of a digital signal). The hidden units model dependencies between the components of observations (e.g., dependencies between the sample values in the signal) and can be viewed as non-linear feature detectors [15] . In the RBMs network graph, each unit is connected to all the units in the other layer, with no connections between units in the same layer.
An RBM can be trained by adjusting its weight matrix (W) such that the probability distribution the RBM represents fits the training data as well as possible. Although training an RBM is computationally demanding, many researchers have presented different ways to solve the problem [1 2, 14] . However, that problem is not the focus of this paper, and will not be discussed here . As a kind of unsupervised learning algorithms, autoencoder systems can make use of unlabeled data. Obviously, this kind of data is more abundant than labeled data. These algorithms are usually used in multi-class classification problems. A popular way to train such network is as following: Firstly, the whole network was pretraining using unsupervised learning except the last layer, just as the method presented by Hinton in [12] . The trained part of the network can be seen as a kind of auto feature extractor which converts high-dimensional to low-dimensional codes. The converted codes are used to feed the last layer of the network. The last layer can be seen as a softmax regression, which is a generalized form of logistic regression and will be trained in supervised learning with the labels of the training data. Finally, as the method Hinton used, combine each part of the network and train it using backpropagation algorithm.
The Proposed Approach
We designed a real-time system which can recognize angry, disgust, fear, happy, sadness and surprise. Figure 4 is the general diagram of our approach. 
Input of the Network
Figure 5. Divide a Face into 13 ROIs
There many ways to get ROIs in an image based on object detection. For an example, the method proposed in [16] is a very popular algorithm. But in our method, it is according to previous knowledge that we divided a human face image into 13 ROIs (Table 1 and Figure 5 ). In Table 1 , x & y is the coordinates of ROI in the face area, w is the width of ROI, h is the high of ROI, W is the width of face area, H is the high of face area. In fact, the accurate positions of ROIs are not necessary for our method. Based on previous knowledge, our method can work more simply and lower computational cost. For every ROI, one or more boosting classifiers will be trained to recognize a kind of muscle movement; each classifier corresponded to an Action Unit defined in FACS or a form of facial muscle movement. In order to distinguish with FACS, we named the output of these classifier as AUa~AUr, see Table 2 .
Boosting classifier is a binary classifier, but its output is a floating point value. Actually, the value is a superposition of many weak classifiers' output. Through experimental observation, we found that, Boosting classifiers' output values can reflect the similarity of test sample and training samples. That is, test samples with a high positive output are more similar to the positive training samples than those samples which have a lower positive output. According to this phenomenon, we used the boosting classifiers as a kind of feature extractors. A classifier can output a feature when feeding MHI to it. The output value can be seen as a feature corresponding to the movement in ROI. Therefore, we defined AUa~AUr as the boosting classifiers' output value and used it to feed our deep learning neural network.
Structure of Network
After repeated tests, we constructed a 4-layer deep learning neural network which had 18 visible input units, 4 layers and 7 output units. Each layer of the network was an RBM. Figure 6 shows the structure of our network. Each input corresponds to a boosting classifier's output (AUa~AUr) which is a floating point value, and the 7 outputs correspond to the six basic facial expressions and non-expression. In the training phase, the output unit was set to 1 which corresponds to the expression represented by the input data (AUa~r), and other six output units were set to 0. In the predict phase, the expression corresponds to the unit which has the maximum output value reveals the recognition result. 
Results
Training Set
In order to demonstrate the improve of our method presented in this paper, we tested our method on the same database which was reported in [6] . Most of the current expression databases were made of static images or image sequences, few databases contain video expression library. So we trained a deep learning neural network on the database which captured in our laboratory. In this database there are 10 real-color videos in nearly frontal view from 10 participants, male and female in 50-50%, being 25 to 60 years of age. The videos were captured in the scale of 640X480 pixels at 30 fps (frame per second). In each section, the participants were asked to make 6 basic facial expressions clearly, each expression was required to show twice (it is 5 times in the current version database). The 10 video clips were randomly divided into two groups; each group contained 5 videos, named test set 1 and test set 2. In the training phase, one group of the two set was used as the training set, the other group as the test set. We handpicked the best two continuous 10 frames which can representative one expression in training set videos and extracted AUa~AUr from every frame. That is, there are 140 samples in a training set; each expression has 20 samples and 20 non-expression samples.
Experimental Results
Like the works in [6] , our test is also divided into two stages. There were 2 tests in the first stage. In test 1, the whole system was trained by using test set 1 and tested on test set 2. In test 2, we swapped the train samples and test samples. On the second stage, we used both test set 1 and 2 as training set to train a deep learning neural network which had the same structure with was trained in the first stage. We tested the trained network with another video clips captured ourselves and Cohn-Kanade expression database [17] by feeding them to the network. In this time, a set of videos named test set 3 were captured from peoples who were not in test set 1 & 2. Like the capture policy reported in [6] , we didn't ask the subjects to act expressions in accordance with a prior requirement. The only rule was that he must show expressions clearly, and recorded the expressions he had shown after the video capturing. Our method can identify expressions from a video or image sequence. Generally speaking, expressions will be reflected in the continuous frames in a video. That means the output of our system is recognition result which corresponding with the last continuous several frames. In order to determine whether the recognition result is correct or not, we made the following defined: For a ten frames image sequence, if the expression is identified correctly in the last frame, we regarded it as a CORRECT result; if there is a wrong expression (does not include an expression was identified as non-expression, unless in the continuous frames which an expression was shown, each frame was identified as non-expression) identify result in the end image of a sequence, we regarded it as an ERROR. The recognition results are shown in Table 3 , Table 4 and Table 5 . In the tables, row heads mean the labels of the input subjects and the column heads mean the recognition results. Compare with our previous work, correctly identify rate in the first stage was raised from 86.5% [6] to 90.8%, a total of 240 expressions were identified incorrectly 22 times. In the second state, there were 23 happy expressions, 17 angry, 11 sadness, 25 surprise 10 disgust and 12 fear expressions in all video clips. We have achieved identification rates of 87.8%, a total of 98 expressions were identified incorrectly 12 times. We select 100 image sequences from the Cohn-Kanade database, which include 4 expressions: happy, angry, sadness and surprise. We selected 25 image sequences for each expression. Ten image sequences were corresponding to each expression. We have achieved identification rates of 91%.
Discussion and Conclusion
We had introduced a method which can identify Action Unit in [5] . But for various reasons, the method was not robust enough to identify expressions. In in this paper, we present the approach that we used a number of boosting classifiers' floating-point output value as the input of deep learning neural network can solve the problsem. Figure 7 shows the phenomenon that when AU classifiers gave an error result, the network's output was still correct. In Figure 7 A, some AU classifiers (AUi, AUj, AUl, AUm, etc.) identified it as smile or sad. When we combined all of the classifiers' output and fed them to the network. The system's output was happy. In  Figure 7 B, AU classifiers identified it as smile and sad, the network's output was sadness. Especially in Figure 7 C, AU classifiers identified the image as sad; the network gave a correct result: surprise. The AU classifiers can be seen as a kind of feature extractors. Its output can reflect the motion in ROI. But it is a local feature. We separated the face into 13 ROIs and trained 18 classifiers. The combined feature which was consisting of the 18 outputs can reflect every muscle movement in each face ROI. We used this kind of feature to recognize facial expressions. When change the network from BP network to deep learning network, the approach we proposed in this paper get a better result.
In this paper we present a robust, highly accurate method for identify expressions in video based DL neural network and some our previous work. We test our method and had achieved relatively good results, and solve some of the problems encountered in previous research.
In future work we will investigate try to measure the degree of an identified expression. Also we plan to identify the composition of a complex expression.
