This article examines the influence of interviewers on the estimation of regression coefficients from survey data. First, we present theoretical considerations with a focus on measurement errors and nonresponse errors due to interviewers. Then, we show via simulation which of several nonresponse and measurement error scenarios has the biggest impact on the estimate of a slope parameter from a simple linear regression model. When response propensity depends on the dependent variable in a linear regression model, bias in the estimated slope parameter is introduced. We find no evidence that interviewer effects on the response propensity have a large impact on the estimated regression parameters. We do find, however, that interviewer effects on the predictor variable of interest explain a large portion of the bias in the estimated regression parameter. Simulation studies suggest that standard measurement error adjustments using the reliability ratio (i.e., the ratio of the measurement-error-free variance to the observed variance with measurement error) can correct most of the bias introduced by these interviewer effects in a variety of complex settings, suggesting that more routine adjustment for such effects should be considered in regression analysis using survey data.
INTRODUCTION
Regression analysis is an omnipresent statistical method for examining the relationships of two or more variables in a given population for many areas of quantitative research. Regression analysis conditions on predictor variables; if these variables are measured with error, the estimated regression coefficients will be biased. Similarly, bias can arise from nonresponse, depending on the nature of the mechanism. If a finite population is the target of inference, failure of the sampling frame to cover the population can induce bias, as well. This study focuses on measurement and nonresponse error in intervieweradministered surveys.
In interviewer-administered surveys, interviewers can contribute to both nonresponse and measurement error: each interviewer might introduce a specific amount of error on each measured variable, leading to data being more similar when it is collected by the same interviewer. In this study, we investigate the impact of interviewers and their interviewer effects on estimated coefficients in a simple linear regression model. A well-known source of systematic error (bias) in estimated regression coefficients is the presence of measurement errors in the values of independent variables. The case of fitting regression models to survey data collected by human interviewers is a more complex situation, because both dependent and independent variables can contain two different types of errors. The first is nonresponse error, where the units of analysis that respond to particular questions have different characteristics on the variables of interest compared with the nonresponding units, and the second is measurement error, where the measurements of the responding units contain errors and differ thus from their true values. The existing literature in this area has targeted the influence of these two errors due to interviewers on the estimation of descriptive parameters (means, proportions, etc.) for single survey variables. Scientific articles examining the effects of interviewers on the relationships of two or more variables are rare. Davis and Scott (1995) concentrated on the joint effects of interviewers and sampling clusters in survey data on estimated domain comparisons. The authors found evidence that interviewer effects on survey variables can vary between domains and therefore the variance of the estimated comparisons of a specific variable between these domains (e.g., the differences in means for a given variable between women and men) can be enlarged due to interviewers. In addition to these empirical results, they also presented theoretical work about joint cluster effects and interviewer effects on the precision of domain comparisons. A second paper (Beullens and Loosveldt 2014) is concerned with interviewer effects on covariances of survey variables and their impact on factor analysis. Essentially, these authors found that there are interviewer effects on covariances which slightly lower the magnitude of the factor loadings and possibly enlarge their variances. However, the authors used real data from the European Social Survey, (i.e., only data from respondents), and did not consider possible nonresponse error introduced by interviewers nor the absence of an interpenetrated design. The first limitation might be problematic because the interviewer effects literature presents several examples of interviewers varying in terms of their response distributions and response rates (West and Blom 2017) , motivating additional study of what is causing these phenomena. Recent work (West and Olson 2010; West, Kreuter, and Jaenichen 2013) has also suggested that interviewer variance may be arising from different interviewers recruiting different types of respondents. The second limitation can lead to confounding of interviewer effects with sampling area effects. In a study with an interpenetrated design, Schnell and Kreuter (2005) found that the effects of interviewers on the variances of descriptive survey estimates are stronger than geographical cluster effects.
To take the absence of an interpenetrated study design into account, (i.e., to separate interviewer effects from area effects), two papers (Wiggins, Longford, O'Muircheartaigh 1992; Hox 1994) used hierarchical regression models to control for interviewer effects on both intercepts and slopes by assuming that interviewers are drawn from a population of potential interviewers and compared several strategies modeling these as random effects. Wiggins et al. (1992) found that inferences related to regression coefficients can change when interviewer effects are included in regression models by analyzing two case studies. In Hox (1994) , the modelling approach includes random intercepts and slopes for interviewers, in addition to interviewer-specific and subject-specific covariates resulting in a multlevel mixed effects model. Both articles consider the lack of an interpenetrated design by including possible area-specific confounding variables in their models; however, they ignore possible nonresponse error caused by interviewers, similar to the work of Davis and Scott (1995) and Beullens and Loosveldt (2014) . Collectively, these studies show that interviewer effects can influence multivariate analysis, but the possible nonresponse error introduced by interviewers can not be estimated from the data used and is therefore assumed as negligible. Thus, there is a need to investigate the impact of both nonresponse errors and measurement errors caused by interviewers on the estimated relationship of two variables.
One more recent paper is also concerned about interviewer effects on the estimation of relationships between multiple variables: Beullens and Loosveldt (2016) compare interviewer effects on regression analysis between European countries based on data from the European Social Survey. However, this work focuses mainly on the measurement error side of interviewer effects and does not consider the effects of interviewers on response propensity.
In this paper, we will examine the impacts of both sources of errors due to interviewers by simulating many different real-world scenarios where dependent and independent variables in linear regression models will contain interviewerspecific measurement errors and nonresponse errors. In the following sections, we give a short introduction to linear regression models and show our theoretical expectations regarding interviewer effects on regression coefficients. The following section provides a comprehensive description of the simulated scenarios. The relevant results, focusing on the bias of the estimated slope parameter, will be presented afterwards. We then apply these results to real data from a national faceto-face survey in Germany, with validation data available on the sampling frame. Finally, we discuss our findings in a context of further research opportunities. We assume that our independent variables are continuous and approximately normally distributed. We discuss relaxing this assumption in the discussion section.
THEORETICAL RESULTS

Linear Model
In this paper, we focus on a simple linear regression model defining the relationship between the continuous variables y and x:
We make the standard linear regression assumptions: for the residuals j we assume Eð j jx j Þ ¼ 0, and all j are stochastically independent and normally distributed with a constant variance r 2 for all j. The intercept parameter b 0 and the slope parameter b 1 remain constant for all given pairs of values (x j , y j ), and x j is observed without error. A model-unbiased estimator for b 1 is given bŷ
This and further theory about linear regression models can be found in Fahrmeir, Kneib, Lang, and Marx (2013) , chapters one through four.
Measurement Error Model
Despite the best efforts of survey organizations to standardize the training of interviewers, it has long been known that interviewers can differentially affect the responses to single survey variables (Fowler and Mangione 1990) . This may be due to verbal or nonverbal signals sent by interviewers or by personal characteristics of the interviewer that suggest interviewer preferences or expectations (West and Blom 2017) . In a statistical framework, these interviewer effects are often viewed as a form of measurement error so that, for a variable with an underlying true value of x ij for the jth respondent interviewed by the ith interviewer, the actual reported value is x Ã ij , where
Here u xi is a constant interviewer effect across all individuals interviewed by interviewer i, or, equivalently and perhaps more realistically, an average effect across the respondents associated with this interviewer. (For ease of exposition, we typically assume that n j ?n i across all i ¼ 1; . . . ; n int interviewers, although that is not required.) It is considered to be a random variable in a formal superpopulation sense, in that an infinite number of possible interviewers could have been drawn to be associated with the population and eventually the observed sample. Or, somewhat more informally, we assume that repeated sampling of the population does not condition on the set of interviewers that were used in the observed sample, but rather assumes they were drawn from a very large pool of potential interviewers relative to those in the sample. Under (3), the intra-interviewer correlation q int associated with x is given by
When x is used as a predictor in a linear regression model, the presence of interviewer effects can be described using a classical additive regression model (Carroll, Ruppert, Stefanski, and Crainiceanu 2006, p. 22) . We assume our target parameter of interest is the slope b 1 relating y to the true value of x:
y Þ. The model fitted using the observed data estimates is given by
Impact of Interviewer Effects on Regression Coefficients
In (5), k is called the reliability ratio. In our case, k can be decomposed if the components x ij and u xi from (3) are assumed as independent (Carroll et al. 2006) :
We therefore expect that the interviewer effect on x will shrink the estimated regression slope towards zero by q int;x Ã 100%.
Further, we suppose that a correction of the shrinkage introduced by interviewers is possible with the inverse reliability ratio
We are able to estimate the components of k int from the observed data: the empirical variance of x Ã is an estimator for the overall variance of x Ã . An estimator for the interviewer variance s 2 x in x Ã can be calculated by fitting the following mixed-effects regression model:
x
where l represents an overall fixed intercept term, c i the random intercept of the interviewers, and x;ij a random error term. This model assumes independence of the interviewer effects and the errors. We also assume that any additional variability in case-specific measurement errors is negligible relative to the variance of the random interviewer effects (i.e., there is no case-specific error term in [3]). If one was able to estimate the variance of these case-specific errors, this term would also need to be subtracted from the denominator of the corrective factor introduced previously. Corrections based on interviewer effects alone may therefore not recover all of the bias in the parameter estimates if the variability in the case-specific errors is substantial. The variance of the c i terms, estimated by REML estimation, is then an unbiased estimator for s 2 x (Fahrmeir et al. 2013, pp. 373-374) . Further, the interviewer effect on x also causes an increase in the standard error of the estimated slope because the residual variance in the linear model is Carroll et al. 2006, p. 22) , with r 2 x as the variance of x;ij in (7). However, this increase also depends on values of b 1 and r 2 x . We now consider the interviewer effect on the measurement of the dependent variable y. Similar to (3), the measurement error model for this variable is given by
with the assumption of independent components. In contrast to the interviewer effect on the independent variable, adding interviewer effects to the dependent variable in a linear regression model does not cause bias in the slope:
But the variance of the residuals will increase by the variance of the interviewer effects s 2 y and the variance of the additional error term y;ij :
This leads to a larger standard error of the estimated slope and hence to reduced power of the usual single-parameter tests in the linear model with
All expectations so far assume no correlation of the interviewer effects on x and y. Adding correlated error terms leads to a more complex situation. Following Chai (1971) , the generalized reliability ratio with possible correlated measurement errors can be approximated for large n obs by
with r u xi ;u yi and r x;y describing the covariance of the random interviewer effects on x and y and the covariance of the dependent and independent variables. With the given model specification, the second term can be expressed as
Depending on the values of r u xi ;u yi and r x;y , the introduced bias in relation to zero can either be reduced or increased (Biemer and Trewin 1997) . Thus, we assume a change in the magnitude of the bias of b 1 in the presence of correlated interviewer effects for both dependent and independent variables.
Nonresponse Model
To model the probability of response p ij for a subject j recruited by an interviewer i, we use the following logistic regression model:
with the random interviewer effects u pi $ Nð0; r 
Impact of Interviewer Effects on Regression Coefficients
the overall response rate, d 1 and d 2 represent the relationships of the true values of y and x with the response probability, and u pi is the random interviewer effect associated with response propensity, which is assumed to be normally distributed with zero mean and a variance r 2 RP . The random effects u piY and u piX represent random interviewer slopes for the true values of y and x on the response propensity. For d 1 ¼ d 2 ¼ 0, a "missing completely at random" mechanism occurs for the sampled cases of one interviewer (Little and Rubin 2002, pp. 11-19) . Because of a lack of systematic tendency in the response rate as a function of y or x in this setting, we expect no bias in the estimation of b 1 due to nonresponse and just an increase of the estimate's standard errors as a result of fewer observations. When d 1 ¼ 0 and d 2 6 ¼ 0, we have a "missing at random" mechanism; assuming the linear model is correctly specified, the conditional distribution of yjx will be unchanged, and thus b 1 will be estimated without bias. Whenever d 1 6 ¼ 0, the individuals with higher values on y are either more likely or less likely to respond, leading to a "not missing at random" mechanism. In this situation, the estimated variance of y from the respondents only ( d Varðy RP Þ) is less than d VarðyÞ, the estimated variance of y from the whole sample. Goldberger (1981) and Groves (2004, p. 158) describe the impact of the systematic underestimation of this variance on the estimated slope parameter in a simple linear regression model:
In (11), q 2 is the coefficient of determination or the proportion of variance in y explained by x. Because the influence of y on p ij in (10) is a main effect, the variance ratio
For that reason, we expect a shrinkage of the estimated parameterb RP 1 towards zero for d 1 6 ¼ 0. This bias depends also on the magnitude of VarðyjxÞ ¼ VarðÞ, the residual variance; a smaller residual variance leads to less bias, and in the situation of a perfect fit, there is no bias at all. Interviewerspecific random effects introduce additional variance in response probabilities. If they are random and independent from other parameters, we expect no influence on the bias ofb 1 . We consider the implications of a correlation between interviewer effects on the measurement of Y and interviewer effects on response propensity in the next section.
Correlation of Nonresponse and Measurement Error
In the case of a relationship between the measurement error and nonresponse introduced by interviewers, (i.e., correlated u pi and u yi ), we expect no additional bias in the slope but rather in the estimated intercept parameter. If Corðu yi ; u pi Þ > 0, then respondents with high u yi have a higher response propensity because of their higher values in u pi , and therefore, the estimated intercept increases. However, the size of this effect depends on the sizes of the involved variances s 2 y ; r 2 RP and the Corðu yi ; u pi Þ, with larger variances and higher correlation leading to more bias. However, the adjustment k À1 int from section 2.2 can be estimated using data from respondent only and used to account for the bias in the slope parameter introduced by measurement error. How much of the overall bias can be reduced by this approach is investigated in the following simulaion study. Table 1 shows the varying parameters for all of the following simulation scenarios. Data generated for the x and y variables comes from a super-population with the relationship y j ¼ b 0 þ b 1 x j þ j , where j denotes the elements of the super-population. We assume x j $ Nð0; 1Þ, j $ Nð0; 2Þ, x j is independent of j ; b 0 ¼ 0:5, and b 1 ¼ 1. Thus, y j jx j $ Nð0:5 þ x j ; 2Þ. Additionally, given a sample of n int ¼ 50 interviewers from a population of interviewers, n obs ¼ 50 describes the number of interviews attempted per interviewer. Thus, the total number of interviews attempted is n ¼ n int Á n obs ¼ 2500.
SIMULATION DESIGN
The number of interviews completed will shrink with the simulated unit nonresponse. Starting from a base response rate of 50 percent (d 0 ¼ 0 in [10] ), the response propensity may vary by subject when missingness depends on y (not missing at random) and/or there is interviewer heterogeneity in nonresponse. We consider two values of d 1 in (10), corresponding to missing completely at random (d 1 ¼ 0) and to a stronger association with the outcome (d 1 ¼ 0:6).
For r 2 RP we consider two levels corresponding to trivial and substantial interviewer effects on response propensity (0.01 and 0.25), based on West and Olson (2010) and West et al. (2013) .
In addition, the observed values of x j and y j are subject to a specific measurement error for the corresponding interviewer, as introduced in (3) and (8), resulting in clustering effects according to interviewers. For both variables, x and y, we add either a trivial (s 
Further, we consider three possible values, negative (À0.25), positive (0.25) and zero, for the correlation of the interviewer effects on x and y (Corðu xi ; u yi Þ). Finally, the influence of a possible correlation between the interviewer effects on y and on the response propensity (Corðu yi ; u pi Þ), as described in section 2.4, is examined for three possible values (À0.5, 0 and 0.5). Because of a lack of empirical results for these correlations, we choose rather extreme values in order to examine their potential influence.
This set of parameter values results in 1,152 possible scenarios. For every scenario, we replicated the following procedure n rep ¼ 100 times: first, values for x and y with the described structure were drawn at random, and linear models were fitted to the generated data (assuming no nonresponse and no measurement error). Next, based on the models from section 2, x Ã (3), y Ã (8), and p ij (10) were generated for all observations. The response indicator RP ij was calculated by comparing p ij with a random variable w ij drawn from a uniform distribution over the interval ½0; 1, and the following decision rule was implemented to simulate a response indicator:
In the second step, we fitted linear models to the true values of the responding subjects and to the values containing errors. We also estimated the reliability ratio from (5), using data from respondents measured with errors (i.e., the data situation of a real survey) and calculated an adjusted slope parameter as described in section 2.2. The simulation study was performed in the software package "R" (R Core Team 2017). The annotated R code for performing the simulation study is available in the supplementary materials. Selected results of the simulation are presented in the following section.
SIMULATION ANALYSIS
We focus on the results for the bias ofb 1 in this section because it dominates the root mean squared error (RMSE) in all investigated scenarios. The estimator of the bias for one parameter combination was calculated as the mean of the differences from the true value b 1 over all replications:
To obtain an overview of the influence of the various simulation parameters on the estimation of b 1 given the large number of scenarios, we use a variable importance measure generated from an application of the random forest method. A short introduction to the random forest method and our used variable importance measure procedure is given in the following section. 
Introduction to the Random Forest Method
To understand the random forest method, we first need to take a look at treebased methods. They divide the covariate space (also known as the feature space) into subspaces and fit a simple model like the mean of the dependent variable from the observations at the subspace (for a continuous dependent variable) or assign one category (for categorical dependent variables) to every produced subspace. For a regression problem (for continuous dependent variables), the algorithm starts with one split value of one covariate (z m ) that divides the space into two subspaces R 1 and R 2 . In our application, the dependent variable w contains all estimated slope parametersb 1 from all simulated scenarios and all one hundred replicates. The covariates consist of all varying parameters in the simulation. Thus, the resulting R 1 and R 2 are two sets of parameter values from the simulation who differ only by the values of the selected split variable/simulation parameter z m . The optimal split variable v and the optimal split point s minimize the following criterion:
with l denoting the index of the subspaces. The inner terms are minimal for which is the mean of the w values in the produced subspace (here the mean of theb 1 values within the subspace). The values of the inner sums can be computed for all v, s to find the optimum and thereby the border that separates the subspaces R 1 and R 2 . This procedure is repeated for all resulting subspaces until a stopping rule is fulfilled. The only change for a classification problem is that a different split criterion is necessary. Despite their flexibility and interpretability, trees can be very unstable, (i.e., a small change in the given data can produce a totally different tree) (Friedman, Hastie, and Tibshirani 2009, p. 312) .
The random forest is an ensemble method where many trees are fitted to bootstrap samples of the given data set and aggregated to produce a prediction rule. This aggregation, or the average of all tree results in the case of a continuous variable, produces a prediction function with less variance than received from a single tree, (i.e., the method solves the instability problem of a single tree). The variance reduction is especially efficient if the aggregated trees are different from each other. This further de-correlation of the trees can be obtained by using only a random sample of the covariates for every split and by enlarging the trees as much as possible. This idea was developed by Breiman (2001) .
Unfortunately, a random forest is harder to interpret than just a single tree. To overcome this absence of interpretability by constructing a variable importance measure, one could use the observations which are not used to fit the tree, (i.e., the observations from the data which are not included in the bootstrap sample). These observations are called the out-of-bag (OOB) sample. To compute a measure of variable importance, the prediction accuracy of one tree for its OOB observations is calculated. Then the values of a variable q in the OOB sample are randomly permuted and the prediction accuracy is measured again. The mean loss of accuracy due to random permutation over all trees is then a measure of the variable importance for variable q (Friedman et al. 2009, pp. 593-594) . For a regression tree, the implemented prediction accuracy in the R Package "randomForest" is the mean squared error (MSE) (Liaw and Wiener 2002) . Theory about tree-based methods and random forests (including an alternative variable importance measure) can be found in Friedman et al. (2009) , chapters nine, ten, and fifteen.
Simulation Results
To analyze the results of our simulations, we estimate a random forest (1,000 trees) withb 1 as a continuous dependent variable, all varying parameters
x ; s 2 y ; Corðu xi ; u yi Þ; Corðu yi ; u pi Þ) as covariates and all n rep Á #scenarios ¼ 100 Á 1152 ¼ 115200 simulation runs as the underlying data set. A measure for the parameter importance can be produced as described in section 4.1. A permutation in an important variable would lead to a high increase in the MSE of the random forest. Figure 1 shows the calculated variable importance for all nine varying input parameters in a decreasing order withb 1 as the dependent variable. The x-axis shows the mean percentage increase of the MSE if the values of the parameters at the y-axis are permuted. The parameter resulting in the highest MSE increase and thereby having the highest estimated importance according to this criterion is d 1 , which is the relationship between y and the response propensity, followed by s 2 x , which is the variance of the random interviewer effects on the variable x. The third and fourth most important parameters are d 2 , the relationship between x and the response propensity, and Corðu xi ; u yi Þ, the correlation of the interviewerspecific random effects. The other parameters play minor roles. This high impact of s 2 x on the estimation of the slope parameter is not surprising and can be explained by the relationship expressed in (5) and (6). The same applies for the high impact of d 1 , consistent with our expectations in section 2.3, and the effect of Corðu xi ; u yi Þ, which is anticipated because of (9). The magnitude of s 2 y ' s effect can also be explained by (9). This generalized reliability ratio shows that the MSE increase from permuting s 2 y is based on the relationship with the highly relevant parameters s 2 x and Corðu xi ; u yi Þ; for Corðu xi ; u yi Þ ¼ 0, the effect disappears. That r 2 RP seems to be less important is consistent with our expectation from section 2.3. The minor importance of Corðu yi ; u pi Þ results from the lower importance of s 2 y and r 2 RP and their relationship with Corðu yi ; u pi Þ, as described in section 2.4. In summary, by analyzing the simulated data with the random forest procedure, it is possible to determine which of the varying simulation parameters has the highest influence on the estimated slope parameterb 1 in a linear regression model. From this overview, it can be derived that the biggest influence onb 1 from interviewers is introduced by measurement error in the independent variable x.
To overcome the limitations of analyzing the variable importance in a broader sense and to gain a deeper insight in possible interactions of simulation parameters and their effects on the bias of the slope parameter, figure 2 shows a detailed matrix of the estimated biases for r (1) Data from all subjects with a response indicator RP ij ¼ 1 (respondents) and the true values for x and y, (i.e., only a possible bias due to nonresponse is observed.) (2) Data from all subjects with a response indicator RP ij ¼ 1 (respondents) and the values for x Ã and y Ã containing interviewer effects (measurement errors) (3) Data from all subjects with a response indicator RP ij ¼ 1 (respondents) and the values for x Ã and y Ã containing interviewer effects (measurement errors) and an additional adjustment for the slope parameter by the Considering the interviewer effects on the variables as an additional source of bias, a specific pattern is visible: whenever the variance of the random interviewer effects on x, s 2 x , is small, the bias in all three situations is the same, (i.e., there is no additional bias due to measurement errors in this case). For s The adjustment by the inverse reliability ratio is a useful method to overcome interviewer effects in x Ã . However, the reliability ratio ignores the additional changes in bias introduced by s 2 y and Corðu xi ; u yi Þ and corrects not enough in some cases or even too much in other cases. The generalized reliability ratio, introduced in (9), may help to address these minor differences. If the variance of the random interviewer slopes for x or y (r 2 RPX or r 2 RPY ) is high, correcting with the estimated reliability ratio may lead to a slight positive bias. This effect is generally stronger in scenarios where high r 2 RPX values are present. In cases of high variances for both variables, their effects add up and the correction can introduce a positive bias. The variation of the parameter Corðu yi ; u RP Þ produces slight changes in the bias in some cases, but even with big values for this correlation, there is no obvious pattern apparent. These minor effects match our expectations in section 2.4.
We also simulated the same scenarios with b 1 ¼ À1 and negative values for d 1 and d 2 , but the pattern of results across the simulation parameters is basically the same, with a positive bias occurring for b 1 ¼ À1 due to the shrinkage towards zero.
APPLICATION
We now confirm the empirical results presented so far in this paper by examining this problem using data from a real face-to-face survey. An ideal data set for further understanding the simulation findings would have the following characteristics: 1) measurements on two continuous variables from the survey that have an approximately linear relationship; 2) an underlying interpenetrated sample design to avoid confounding of area effects and interviewer effects; and 3) a unique interviewer identification variable available for every interviewed person, so that all observations can be associated with a specific interviewer. Furthermore, true values for the two variables of interest would need to be available for the entire sample for validation purposes. Given a data set meeting these criteria, we can estimate all of the parameters varied in the simulation studies and assess how these estimates impact our inferences related to the regression coefficient of interest.
We analyze data from a face-to-face survey that was conducted in fifteen large areas in Germany (West, Conrad, Kreuter, and Mittereder 2018) . In each area, 480 currently employed adults with a history of at least one unemployment spell were randomly sampled from the Integrated Employment Biographies (IEB) database, which contains official government information on employment histories. The overall sample size was thus n ¼ 7,200. Four professional interviewers were assigned to work in each of the fifteen areas (sixty interviewers total), and each was randomly assigned 120 cases in total (i.e., interpenetrated sample assignment, conditional on the area). While the larger goal of this study was to evaluate the effects of experimentally manipulated interviewing techniques on data quality, we do not consider that experimental manipulation here. The survey instrument included questions with responses that could be validated using administrative information on the IEB sampling frame. We specifically focus on log-transformed annual income as the dependent variable of interest and the longest uninterrupted period of employment in the last twenty years (in months) as the independent variable of interest, with the underlying theory being that individuals who are able to hold positions for longer periods of time experience greater benefits in terms of annual income.
Data collection continued from March to October in 2014. Respondents were provided with a 20 Euro token of appreciation for participating. In total, n ¼ 1,850 interviews were completed by the sixty interviewers (AAPOR RR1 ¼ 25:7%), and after accounting for item-missing data on the two variables of interest, there were n ¼ 1,469 respondents with data available on both variables. Additional details related to the design of the parent study can be found in West et al. (2018) . Table 2 below provides estimates of the parameters of interest in our simulation studies based on the data from this German study. When estimating the variance of the random interviewer effects on a particular variable, we fit multilevel models explicitly controlling for the fixed effects of the fifteen areas, removing any variability in the variable being modeled due to fixed effects of the different areas. Of note, the relationships of the dependent and independent variables with response propensity (d 1 and d 2 ) were not significantly different from zero, similar to the correlation of the random interviewer effects on the reported values of the dependent and independent variables. We also did not find any evidence of interviewer variance in the relationships of the dependent and independent variables with response propensity, and these random coefficients were therefore dropped from the model. The variance of the random interviewer effects on x, found to be the second most important factor in the simulations, was significantly greater than zero (p ¼ 0.003 according to a mixture-based likelihood ratio test), but only of moderate size relative to the simulation inputs (corresponding q int;x ¼ 0:027).
Given this combination of estimates, we would predict that the attenuating effects of the interviewer variance on the estimate of the regression coefficient of interest would be relatively modest based on the theory and simulation studies presented here. Table 3 presents the OLS estimates of the regression coefficient of interest, after adjusting for the fixed area effects, for 1) the full sample, when using the true values of each variable; 2) the respondents, when using the true values of each variable; and 3) the respondents, when using the reported values of each variable.
We see in table 3 that the estimated coefficient based on respondent reports is only attenuated by a modest amount (a 5.3 percent reduction in magnitude) relative to the" true" coefficient that would have been computed if every individual had responded and provided the exact correct value on each variable. Therefore, these results match our expectations based on the simulation studies, and overall inferences would not be affected. The proposed correction factor, when applied to the OLS estimate of 0.00467 based on respondent reports, would be computed as 2,725.67 (the total variance of the independent variable) divided by 2,652.17 (the variance of the true values of the independent variable in the absence of the interviewer effects), or 1.03. This correction would bring the slightly biased OLS estimate closer to its "true" value: 0:00467 Á 1:03 ¼ 0:00481. We note that the denominator of this correction may be too large, given the presence of case-specific measurement errors, and knowledge of the variance of these errors would allow us to fully correct for the bias in this estimate. We were not able to fully estimate this variance in the present application because not all respondents consented to having their reports linked to administrative data (which would be required for computing the case-specific errors).
DISCUSSION
We saw how interviewer effects resulting in measurement errors and nonresponse errors can influence the estimation of the slope parameter in a simple linear regression model in the presence of different missing data mechanisms. In our simulated scenarios, the introduced measurement error in an independent variable and the missing data mechanism have the strongest influences. Both sources introduce a bias towards zero and therefore weaken the estimated relationship between the independent and the dependent variable. The standard treatment for correcting slope parameters estimated from variables containing errors-the reliability ratio-can help to repair the introduced bias from this source, but not the bias from nonresponse error. In our simulated scenario, the reliability ratio estimated only from respondent data is adequate to correct the biggest part of the bias introduced from interviewer effects because the interviewer effect on the response propensity introduces only small bias in the regression slope. There is much additional work to be done in this area. An important next step would be to evaluate the change in the standard errors of the slope in order to determine the interviewer effects on significance tests of b 1 . Furthermore, we only considered the case of simple linear regression with a single predictor in this paper; future work should extend the results of this paper in a multivariate direction. While we considered an extensive simulation setting, there are a number of factors that remain to be explored. The correlation between the interviewer-specific random effects on x and y needs more investigation because it has an non-negligible influence on the bias. To correct jointly for both interviewer effects and nonresponse error, one could use Heckman's selection model (Heckman 1979 ) and try to use (2015) and control for the interviewers in the regression model. Or, one could combine this approach with pattern-mixture models as in the work of Yuan and Little (2009) to adjust for nonresponse error. The magnitudes of interviewer variance for various survey variables are highly dependent on the characteristics of survey questions (Schaeffer, Dykema, and Maynard 2010) . To reduce this source of variance, interviewer training (Billiet and Loosveldt 1988; Fowler and Mangione 1990, Chapter 7) and standardized interviewing instead of conversational interviewing (West, Conrad, Kreuter, and Mittereder 2017, 2018) has been shown to be effective. Whenever researchers analyze survey data collected by interviewers, the article by Elliott and West (2015) can be consulted as practical guidance about how to deal with interviewer effects in the case of descriptive estimation. As seen in our simulation study, interviewer variance in the independent variable of a regression model can introduce bias in the estimated slope parameter. Therefore, analysts should estimate the impact of interviewer effects on regression parameters of interest using the proposed adjustment and make appropriate adjustments with the inverse of the reliability ratio if necessary. As we noted previously, this work has focused on the simple linear regression model, and appropriate adjustments for regression models with multiple predictors subject to interviewer effects should be an important focus of future work in this area.
While cluster effects and differential measurement error are not unique to interviewer effects-for example, misreporting of parental education in the Programme for International Student Assessment (PISA) may confound relationships between parental education and student performance (Kreuter et al. 2010 )-an uncommon feature of this setting is the ability to estimate the degree of measurement error using random effects models applied to the regression predictors of interest. Our simulation study suggests that use of the reliability ratio estimated from such models can correct for much of the resulting bias even under settings where the measurement error structure is more complex than implied by a simple reliability ratio adjustment. This suggests that such adjustments should be considered more routinely than is currently the case; although, further research is needed to better understand how failures of assumptions such as interpenetration may impact such adjustments. 
