The n-queens puzzle is a well-known combinatorial problem that requires to place n queens on an n×n chessboard so that no two queens can attack each other. Since the 19th century, this problem was studied by many mathematicians and computer scientists. While finding any solution to the n-queens puzzle is rather straightforward, it is very challenging to find the lexicographically first (or smallest) feasible solution. Solutions for this type are known in the literature for n ≤ 55, while for some larger chessboards only partial solutions are known. The present paper was motivated by the question of whether Integer Linear Programming (ILP) can be used to compute solutions for some open instances. We describe alternative ILP-based solution approaches, and show that they are indeed able to compute (sometimes in unexpectedly-short computing times) many new lexicographically optimal solutions for n ranging from 56 to 115. One of the proposed algorithms is a pure cutting plane method based on a combinatorial variant of classical Gomory cuts. We also address an intriguing "lexicographic bottleneck" (or min-max) variant of the problem that requires finding a most beautiful (in a well defined sense) placement, and report its solution for n up to 176.
Introduction
The n-queens puzzle is a well-known combinatorial problem that requires to place n queens on an n×n chessboard so that no two queens can attack each other, i.e., no two queens are on the same row, column or diagonal of the chessboard. Initially stated for the regular 8 × 8 chessboard in 1848 [6] , it was soon generalized to the n × n case [20] , and has attracted the interest of many mathematicians (including Carl Friedrich Gauss) and, more recently, by Edsger Dijkstra who used it to illustrate a depth-first backtracking algorithm. As a decision problem, the n-queens puzzle is rather trivial, as a solution exists for all n > 3, and there are closed formulas to compute such solutions; see, e.g., the survey in [5] . On the other hand, the counting version of the problem, i.e., to determine the number of different ways to put n queens on a n × n chessboard turns out to be extremely challenging. The sequence, labelled A000170 on the Online Encyclopedia of Integer Sequences (OEIS) [23] , is currently known only up to n = 27. The related problem of finding all solutions to the problem was shown in [16] to be beyond the #P-class.
Another variant of the problem, which is somewhat related to the one addressed in this paper, is the n-queens completion problem, in which some queens are already placed on the chessboard and the solver is required to place the remaining ones, or show that it is not possible. The n-queens completion problem is both NP-complete and #P-complete, as proved in [12] .
Following a suggestion of Donald Knuth [19] , in this paper we study another very challenging version of the n-queens problem, namely, finding the lexicographically-first (or smallest) feasible solution. This is sequence A141843 on OEIS. Solutions for this variant are known only for n ≤ 55 [22] , while for some larger chessboards only partial solutions are known.
It is worth noting that the lexicographically optimal solution is known for the case of a chessboard of infinite size. Indeed, such a sequence can be easily computed by a simple greedy algorithm that iterates over the anti-diagonals of the chessboard and places a queen in each anti-diagonal in the first available position (this is sequence A065188 on OEIS). Interestingly, as the size of the chessboard increases, its lexicographically optimal solution overlaps more and more with this greedy sequence.
Finally, we address a very intriguing variant of the problem, also proposed to us by Donald Knuth [18] . This variant calls for a solution where the queens are placed so as to minimize the multiset of distances to the center of the board. This solution (which is not unique) enjoys a number of nice properties (including double symmetry) and was argued to be the "most-beautiful" placement of the queens in a blackboard.
To be more specific, Knuth proposed the following lexicographic bottleneck (or min-max) variant of a classical lexicographic optimization problem: given a ground set of available options and the associated costs, find a feasible solution w.r.t. to a given set of constraints that minimizes (lexicographically) its maximum cost, and then the second-maximum, and so on. At first glance, this problem can be solved first sorting the options in non-increasing order of the associated costs, and then by finding the corresponding lexicographic minimal feasible solution. If the costs are all different, this approach is indeed correct and produces the required min-max optimal solution. When repeated costs are allowed, however, different orderings of the costs can lead to very different (suboptimal) final solutions and the approach, as stated, is wrong-hence a more clever approach has to be applied. This latter situation arises, in particular, in the most-beautiful n-queens problem where the options are the blackboard positions, and the costs measure the distance of each cell from the center of the chessboard. Solutions for this problem are only known for n up to 48 [18] .
The outline of the paper is as follows. In Section 2 we describe the basic Integer Linear Programming (ILP) formulation for the n-queens model, as well as potential families of valid inequalities. In Section 3 we describe the different methods developed to solve the instances to lexicographic optimality, and computationally compare them in Section 4. In Section 5 we show how to solve a lexicographic bottleneck problem (and, in particular, the most-beautiful n-queens problem) through a sequence of ILPs. Conclusions and future directions of research are drawn in Section 6. Finally, we list in Appendix all the new lexicographically-first solutions we found for n ranging from 56 to 115, and also report the most-beautiful solutions for some values of n up to 176.
A preliminary version of the present paper was presented at the international conference on the Integration of Constraint Programming, Artificial Intelligence, and Operations Research (CPAIOR) held in Delft, The Netherlands, on 5-8 June, 2018 [9] .
An ILP model
A basic ILP model for the n-queens problem can be obtained by introducing the binary variables x ij = 1 iff a queen is placed in row i and column j of the chessboard, for each i, j = 1, . . . , n. Constraints in the basic model stipulate that (i) there is exactly one x ij = 1 in each row i; (ii) there is exactly one x ij = 1 in each column j; and (iii) there is at most one x ij = 1 in each diagonal of the chessboard. Note that all such constraints are clique constraints.
In principle, it would be possible to encode the (row-wise) lexicographically minimum requirement by just adding the objective function:
and solve the problem with a black-box ILP solver. However, the size of the coefficients makes such a method practical only for the smallest chessboards. Still, this simple model, without the objective (1) , is the basis of all the methods that will be discussed in Section 3. A compact way to represent a feasible solution is to use a permutation π = (π 1 , . . . , π n ) of the integers 1, . . . , n defined as follows:
Among all permutations π that correspond to a feasible x, we then look for the lexicographically smallest one. For example, the lex-optimal solution for n = 10, depicted in Figure 1 , can be described as (1, 3, 6, 8, 10, 5, 9, 2, 4, 7).
The n-queens problem can also be easily reformulated as a maximum independent set problem, as noted for example in [10] . Indeed, one just needs to construct a graph in which there is a node for each square of the chessboard and an edge for each pair of conflicting squares, i.e., for any two squares in the same row, column or diagonal. Then any independent set of cardinality n is a solution to the puzzle. The independent set reformulation immediately suggests classes of valid inequalities for the n-queens problem, namely all that are valid for the stable set polytope, such as clique and odd-cycle [15] inequalities.
Among clique inequalities, the following (polynomial in n) family is particularly relevant for our problem:
where i, j, h ∈ {1, . . . , n}; of course, variables x uv corresponding to a position (u, v) outside the n × n chessboard are removed from the summations. The three different types of cliques in this family are depicted in Figure 2 .
Clique inequalities (3)-(5) can be trivially separated in time that is polynomial in n. In addition, in preliminary experiments we implemented a general-purpose exact clique separator based on the solution of an auxiliary ILP model, and it never produced any additional violated clique inequality for the instances in our testbed.
A second class of inequalities contains the so-called odd-cycle inequalities. Given any odd cycle O in the graph, the following inequality:
is valid for the stable set polytope. Odd-cycle inequalities can be easily separated as {0, 1/2}-cuts with the combinatorial procedures described in [7, 8, 2] . An example of odd-cycle inequality occurring in the n-queens problem is illustrated in Figure 3 .
(c) Figure 2 : Three different families of clique cuts for n-queens. 0Z0Z0Z l0l0Z0 0Z0lqZ Z0Z0Z0 0Z0Z0Z Z0Z0l0 Figure 3 : Example of odd-cycle inequality for n-queens: no more than two of the five positions can be occupied by a queen.
Solution methods
We next describe the solution algorithms that we implemented.
Using a Constraint Programming solver
The n-queens puzzle can be easily modeled as a Constraint Programming (CP) problem. Indeed, working directly on the variables π i , the puzzle can be formulated by just three alldifferent [21, 24] global constraints:
We implemented the model above with Gecode [11] . In order to enforce the model to find the lexicographically-smallest solution, we use Depth-First Search (DFS) as search strategy, always branching on the first unfixed variable π i and picking values in increasing order-in Gecode terminology, that amounts to using a brancher specified by INT VAR NONE() and INT VALUES MIN().
In the following, we will refer to this solution method as CP.
Using an exact ILP solver
A simple algorithm to compute the lex-optimal solution by iteratively using a black-box ILP solver is as follows: We scan all the chessboard positions (i, j) in lexicographical order, i.e., row by row. For each (i, j), we are given the queens already positioned in the previous iterations (i.e., we have a number of fixed x variables), and our order of business is to decide whether a queen can be placed in (i, j) or not. This in turn requires solving the basic ILP model with some variables fixed in the previous iterations, by maximizing x ij : if the final optimal solution has value 1, we place a new queen in position (i, j) by fixing x ij = 1, otherwise we fix x ij = 0 and proceed with the next chessboard position 2 . This approach requires solving n 2 ILPs.
In our actual implementation, a more effective scheme is used that exploits representation (2) . To be specific, we scan the rows i = 1, . . . , n, in sequence. For each i, we have already fixed in the previous iterations the lex-optimal sequence π 1 , · · · , π i−1 and the corresponding x variables, and we want to compute the smallest feasible integer π i . To this end we solve the basic ILP model, with some variables fixed in the previous iterations, by minimizing the objective function (2), fix all the x ij variables in row i accordingly, and proceed with the next row. In this way, only n ILPs need to be solved. In the following, we will refer to this solution method as ILP-ITER.
Using a truncated ILP solver
We also implemented an explicit depth-first backtracking algorithm to build the lex-optimal permutation π, very much in the spirit of the CP approach described in Subsection 3.1. At each iteration (i.e., at each node of the branching tree) we have tentatively fixed a lex-minimal, but possibly infeasible sequence, (π 1 , . . . , π i−1 ) and the corresponding x variables, and we have to decide the next value in position i. This is in turn obtained by solving a relaxation of the current ILP with objective function (2), to be minimized, i.e., by applying the following three steps:
i) invoke the ILP solver (with its default cutting-plane generation and preprocessing) for a limited number of nodes, say N N ; ii) define π i as the best lower bound available at the node limit (rounded up); iii) tentatively fix π i , along with the corresponding x variables, as the i-th value in the sequence.
As a lower bound (instead of the true value) is used, it may happen that, at a later iteration, the current ILP becomes infeasible, proving that the current tentative subsequence (π 1 , · · · , π k ) till position k (say) is infeasible as well. In this case, a backtracking operation takes place, that consists in imposing that the k-th position must hold a value strictly larger than π k . The latter requirement can easily be enforced in the ILP model by setting x kj = 0 for j = 1, . . . , π k .The algorithm ends as soon as the first feasible complete permutation (π 1 , . . . , π n ) is found.
After some preliminary tests, we decided to set N N = 0, i.e., to only solve the root node of the ILP at hand. Note that this is not equivalent to solving the LP relaxation of the ILP, as cutting planes and (most importantly) preprocessing play a crucial role here. According to our computational experience, solving just the LP relaxation is indeed mathematically correct and very fast, as the dual simplex can be used to reoptimize each LP, but the number of backtrackings becomes too large to have a competitive implementation. In the following, we will refer to this solution method as ILP-TRUNC.
An enumerative method based on lexicographic simplex
Finally, given the strong lexicographic nature of the problem at hand, we decided to implement a custom enumerative algorithm based on the lexicographic simplex method [13, 14] . The lexicographic simplex method not only finds an optimal solution to a given LP, but it guarantees to return the lexicographically smallest (or greatest) one among all optimal solutions. The lexicographic variant of the simplex method can be implemented quite easily on top of a black-box regular simplex solver, as described for example in [3, 25] . The idea is as follows. Given an ordered sequence of objective functions f k to optimize lexicographically, at each step we impose to stay on the optimal face of the current objective by fixing all variables (including the artificial variables associated to inequality constraints) with nonzero reduced cost, move to the next objective and reoptimize. Once all objectives have been optimized, in sequence, the original bounds for all variables are restored, which does not change the optimality status of the final basis, which is the lex-optimal one.
In our n-queens case, given our encoding of the permutation variables π as x ij , we are interested in the lexicographically maximal solution in the x space or, equivalently, the sequence of objective functions to be minimized is −x ij , for all i, j = 1, . . . , n.
Using a lexicographic simplex method within an enumerative DFS scheme, in which again we always branch on the first unfixed variable and explore the 1-branch first, provides the following advantages over using a "regular" simplex method:
• Whenever the LP relaxation turns out to be integer, i.e., there are no fractional variables, we are guaranteed that this is the lex-optimal integer solution within the current subtree, hence we can prune the node. Given our branching and exploration strategy, this also implies that we are done.
• If the first unfixed variable at the current node gets a value strictly less than one, then we can fix the variable to zero. This is easily proved using the lex-optimality of the LP solution as an argument. Being the first unfixed variable, this is the first objective to be considered by the lexicographic simplex at the current node, so a lex-optimal value < 1 means that there is no feasible solution (in the current subtree) in which this variable takes value 1. Note that this reduction can be applied iteratively until the first unfixed variable gets a value of 1. We call this process mini-cutloop.
The basic scheme above can be improved with some additional modifications. First of all, we do not need to branch on single variables but we can branch directly on rows, again always picking the first row that contains an unfixed variable. For example, let the first unfixed variable be x ij : instead of branching on the binary dichotomy x ij = 1 ∨ x ij = 0, we use the n-way branching
Of course, variables that are already fixed are removed from the list. This basically mimics the branching that would have been done by working directly with the π variables, as done by the CP solver.
Note that, because of our rigid branching strategy, there is no need for a full lexicographic optimization at each node. Indeed, for the purpose of branching, we can stop the lexicographic optimization at the first fractional variable, as we will be forced to branch on its row, or on a previous one. For this very reason, and because of the n-queens structure, we implemented a specialized lexicographic simplex method, where instead of optimizing one variable at the time, we optimize row by row, also integrating the mini-cutloop in the process. In particular, we do the following:
1. Let i * be the first row with an unfixed variable. Set the objective function to n j=1 jx i * j and minimize it.
2. Apply the mini-cutloop, by iteratively fixing the first unfixed variable in the row if its fractional value is < 1 and by reoptimizing with the dual simplex.
3. If all variables in the current row are fixed this way, then we can move to the next row and go to step (1). Otherwise stop.
Note that the method above does not need to temporarily fix variables as the regular lexicographic simplex would. It is also important to note that, in the loop above, if the current fractional solution is integer, we are no longer guaranteed that this is the lexicographically optimal solution. In this (rare) case, we resort to a full-blown lexicographic simplex method to tell whether we can prune the node or need to branch.
The effectiveness of the node processing above greatly depends on the mini-cutloop, which in turn relies on being able to recognize fixed variables, i.e., to distinguish between a variable that happens to be zero or one in the current fractional solution, and a variable that is actually fixed at that value in the current node. For this purpose, we implemented a specialized propagator for the clique constraints of the basic model-while there is no need to propagate the clique constraints (3)-(5) as those can never lead to additional fixings.
Finally, separation of the clique inequalities (3)-(5) and odd-cycle inequalities has also been implemented and added to the node processing code. In the following, we will refer to this solution method as LEX-DFS.
A pure cutting plane method based on lexicographic simplex
Another option, still based on the availability of the lexicographic simplex method, is a pure cutting plane method. Being a pure integer model, it is well-known that Gomory cuts, together with lexicographic simplex, yield a cutting plane method converging in a finite number of iterations [13, 14] .
Recent computational studies show that the method can indeed converge in practice on some nontrivial models [3, 25, 4] . Unfortunately, a preliminary implementation of the method proved to be numerically unstable on our n-queens models.
However, it turns out that we can obtain a convergent method by using a different family of cutting planes, which we call lexicographic nogoods, and that we now describe. Let x * be the optimal solution obtained by the lexicographic simplex method at the current iteration. If x * is integer, then we are done, otherwise let x i * j * be the first variable with a fractional value, i.e., 0 < x i * j * < 1. Finally, let F be the (possibly empty) set of variables that precede x i * j * and that are assigned a value of 1 in x * . Then we can add the following cutting plane to the model:
Note that, by definition, F contains exactly one variable for each row i < i * . The rationale behind the cut is as follows: x * being a lexicographically optimal solution, if we leave all variables in F set to one, then we must set x i * j * = 0. Otherwise we must flip at least one of the variables in F to zero. In both cases inequality (10) is valid and cuts the fractional solution x * .
It is easy to show that the family of cuts (10), together with the lexicographic simplex, yields a convergent method: each cut forces a strict worsening of to the lexicographic objective, thus the lexicographic simplex cannot cycle. As there is only a finite (albeit exponential) number of cuts, the process must terminate in a finite number of iterations.
The pure cutting plane method based on cuts (10) did not eventually yield a faster algorithm than LEX-DFS in preliminary experiments, so we will not present it in the computational section. Still, it was able to solve almost as many chessboards as LEX-DFS, which is still remarkable for a pure cutting plane method.
Computational comparisons
We implemented our ILP models with the MIP solver IBM-ILOG CPLEX Cplex 12.7.1 [17] , while we used Gecode 5.1.0 [11] as the CP solver for model (7)- (9) . All experiments were done on a cluster of 24 identical machines, each equipped with an Intel Xeon E3-1220 V2 quad-core PC and 16GB of RAM.
The testbed is made of all instances with n ranging from 21 to 60. A time limit of 2 days was given for each instance to each method. Detailed results are given in Table 1 , where we report the running time, in seconds, for all of our methods. The last two rows of the table report the shifted geometric mean [1] of the computing time (with a shift of 10 sec.s) and the number of solved instances. According to the table, the CP model is able to solve models up to size 40 in a reasonable amount of time, after which it can no longer solve any model. Comparing with the numbers reported in [22] , this can be already considered a good achievement, and a testament to how efficient Gecode's implementation is. On the other hand, all methods based on ILP, while initially slower, turn out to be able to solve almost all models in the testbed. Among the ILP methods, ILP-ITER, while being the easiest to implement, is also the slowest method, while ILP-TRUNC and LEX-DFS are the fastest methods, with very similar average running times.
As already noted in [22] , the size of the chessboard is not a direct indicator of instance difficulty, as some bigger chessboards can be solved significantly faster than smaller ones. This is true in particular for ILP-based methods, where for example n = 48 is unsolved while n = 49 can be cracked in a few seconds. Interestingly, chessboards with even n seem to be consistently harder than the ones with odd n.
As for the advanced techniques implemented in LEX-DFS, we have to admit that for some of them the overall effect was rather disappointing. In particular, the separation of clique and odd-cycle inequalities, while able to reduce the number of enumerated nodes by more than a factor of 2, does not lead to a faster algorithm overall. To the contrary, disabling cut separation leads to a slightly faster method with an average runtime of 246 sec.s. Note that this is not due to the complexity of separating cuts, separation being extremely fast for both classes of inequalities, but rather for the reduced node throughput. Figure 4 : Most beautiful n-queens costs and a feasible (actually, optimal) arrangement for n = 6, with fingerprint (34, 34, 26, 26, 10, 10).
Most-beautiful queens
In the most-beautiful version of the n-queens problem, each blackboard cell (i, j) has a cost defined as
2 that gives (4 times the squared) distance of cell (i, j) from the center of the blackboard, for i, j = 1, . . . , n.
Let us define the fingerprint of a feasible solution x as the list The most-beautiful n-queens problem then calls for a (not necessarily unique) solution x whose fingerprint φ(x) is lexicographically minimal. This is a rather general setting, asking for a "lexicographically bottleneck" (or lexicographically min-max) optimal solution of a given combinatorial problem, hence the solution approach we propose in what follows extends to more general contexts.
When stated in the above way, the most-beautiful n-queens problem can be solved as in Algorithm 1, where the different cost values D k (say) are scanned in decreasing order, and an ILP model is solved to find (and then fix) the minimum number of selected cells (i, j) sharing the same cost d ij = D k .
Algorithm 1: ILP-based solver for the most-beautiful n-queens problem.
1 build an ILP model for the standard n-queens problem, with no objective function; 2 sort the costs d ij 's in decreasing order (removing duplicates) and obtain the list of m (say) distinct costs
solve the current ILP model with objective function i,j:dij =D k x ij (to be minimized), and let x * be the optimal solution found and z * its value; 5 add the constraint i,j:dij =D k x ij = z * to the current ILP model
Step 5, in case z * = 0 one can more conveniently set x ij = 0 for all (i, j) such that d ij = D k . Note however that, when z * > 0, one cannot fix x ij = 1 for d ij = D k and x * ij = 1, as solution x * is not necessarily unique-hence this fixing would affect the correctness of the algorithm. In addition, one can exit the for-loop as soon as the sum of the right-hand-side values z * of the cardinality constraints added at Step 5 reaches n.
We observed that most iterations (in particular, the first ones) produce z * = 0; e.g., for n = 128 this occurs for the first 397 (out of 1464) iterations. In this situation, the computing time of the overall algorithm is highly affected by the availability of heuristics that are able to find very quickly a solution not using any cell (i, j) with d ij = D k -possibly starting from the optimal solution found at the previous iteration. Modern ILP solvers do have such parametric heuristics in their arsenal, which is highly beneficial for the overall computing time.
To gain an additional speedup, we implemented the following simple preprocessing mechanism: We start with k = 1 and try to find a feasible ILP solution x * with x * ij = 0 for all (i, j) such that d ij ≥ D k+100 . (To abort the ILP solver as soon as possible, we provide a very small upper cutoff on input to the ILP solver, namely 0.01 in our implementation). If we are successful, we fix to zero all those x ij variables, increase k by 100, and repeat. Otherwise, we just enter the for-loop at Step 4 with the current value of k.
Conclusions and future directions of work
Finding a lexicographically minimal (also called "first") solution of the n-queens puzzle is a very difficult problem that attracted some research interest in recent years. Following a suggestion by Donald E. Knuth, we have developed new solution methods based on Integer Linear Programming, and have been able to provide the optimal solution for several open problems.
The two main outcomes of our research are as follows: (1) ILP has been able to solve many previously unsolved models for this problem, sometimes in unexpectedly-short computing times; (2) the yet-unsolved cases provide excellent benchmark examples on which to base the next advances in ILP technology. In addition, we think that improving our understanding on how to solve lexicographic variants of combinatorial problems is an interesting topic on its own. Finally, we developed a convergent pure cutting plane method based on a combinatorial variant of Gomory cuts that we called lexicographic nogood cuts. Though not competitive in our case, this method is theoretically interesting and can be possibly extended to more general binary integer programs.
We also addressed the "most beautiful" version of the problem, that calls for a lexicographically bottleneck (or min-max) solution, and proposed a new ILP-based solution scheme capable of discovering those solutions for some open cases.
Future research should address the unsolved cases, and in particular should try to better understand the reason why, for the lexicographically-first version, the ILP instances with even n seem to be much more difficult to solve than those with n odd. And these are some most-beautiful solutions found by our ILP-based approach (those with n > 48 are new); the reported computing times are wall-clock seconds on a notebook (Intel Core i7 2.3GHz with 16GB RAM). 
