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SUMMARY
Hydrogen embrittlement (HE) is a complex process, in which the interactions of H
atoms, vacancies, and dislocations lead to a macroscopic loss of ductility. Although this
phenomenon is commonly observed, its microscopic origins remain unclear. In this thesis
we study the process of HE, starting from the microscale, using atomistic simulations and
modeling to connect with higher length scales. Passing information from physically real-
istic atomic scale simulations allows for improved understanding of the underlying mech-
anisms of H embrittlement and specifically how effects attributed to H contribute at the
meso and macroscale. We begin by studying the direct interaction of H with dislocations.
A method for computing the distribution of H around an edge dislocation is presented and
compared to an alternative approach. The presented method is then exercised in an ex-
ample, studying the effect of H on the stacking fault width (SFW) of an extended edge
dislocation. It is shown that H acts to decrease the SFW. Further, only the H very locally
around and inside the dislocation cores and stacking fault contribute significantly to the
observed decrease in the SFW.
In addition to dislocations, H interacts significantly with vacancies and can act to lower
their formation energy. Vacancies are produced in concentrations far greater than equilib-
rium values in regions of high plastic deformation. Inspired by a model which attributes
the production of excess vacancies to dislocation-dislocation interaction is persistent slip
bands (PSBs) we develop a vacancy balance model for the production of excess vacancies
which is integrated in a macroscopic crystal plasticity finite element (CP-FEM) framework.
The CP-FEM simulations are exercised to study the role of vacancy production around a
blunted fatigue crack. The production of excess vacancies results in a competition between
dominant modes of H transport, with transport being dominated by dislocation pipe dif-
fusion in the low vacancy concentration regime and by the vacancy trapping effect in the
high vacancy concentration regime. Lastly, we study the role of H on nanovoid nucleation.
xiii
Methods for computing the formation energy and structures of small vacancy clusters (up to
15 vacancies) and large voids (up to 500 vacancies), both with H, are presented. It is found
that H lowers the formation energy for vacancy clusters. For large voids the decrease in
formation energy due to H can be modeled through the H effect on the void surface energy.
This H-effected surface energy can be integrated into mesoscopic simulations as a way of
incorporating H effects into the void nucleation criterion. It is also used to calculate the
critical void nucleation size. The critical size decreases with increasing H. At high H con-
centrations the critical void size becomes sufficiently small to allow for spontaneous void




Hydrogen embrittlement (HE) has been a long standing problem in physical metallurgy
with works dating back to the 1870s [1, 2]. Generally, HE refers to a decrease in duc-
tility due to the presence of H. Particular emphasis has been placed on associated effects
on the decrease of fracture toughness and fatigue crack growth resistance. The underly-
ing microscopic mechanisms governing the HE response remain unclear. Several possible
mechanisms have been proposed and these mechanisms as well as their potential valid-
ity have been discussed in detailed reviews [3, 4]. Perhaps the most prominently studied
mechanism is the hydrogen enhanced localized plasticity (HELP) mechanism [5]. The
HELP mechanism is based on a few important experimental observations. It was observed
in α-Ti that with H present dislocation velocity tends to increase [6]. Notably, this process
is reversible, and when H is removed from the system the dislocation velocity returns to
normal. In another experiment [7] on 310S stainless steel, H played the role of reducing the
interaction between dislocations leading to a decrease in the spacing between neighboring
dislocations in pileups. In yet another experiment [8], in austenitic stainless steel, it is in-
ferred through an observed increase in stacking fault width that H lowers the stacking fault
energy in extended dislocations. The HELP mechanism holds that H acts through its direct
interaction with dislocations, leading to increases in dislocation mobility and decreased
interaction between dislocations and other obstacles.
Along with HELP, hydrogen enhanced decohesion (HEDE) [9] has been studied thor-
oughly as another possible mechanism. HEDE posits that H acts to lower the bond strength
between layers of metal atoms, lowering the energy barrier for decohesion. For exam-
ple, H trapped in a grain boundary will lower the bonding strength across the boundary,
promoting fracture along such a boundary. For H segregating into the high stress region
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ahead of a crack tip, the decreased bond strength may promote crack growth. Unlike the
HELP mechanism, it is difficult to measure the effects of HEDE experimentally; it is not
currently possible to resolve the positions of H with available experimental methods. How-
ever, attempts have been made to infer the HEDE type effects on intergranular fracture
from experimental data using S impurities instead of H [10] by studying fracture surfaces.
Over the last 20 years a significant body of research has emerged, indicating that H does
not always act alone in HE effects. Instead it has been suggested that H-vacancy complexes
can play a significant role [11]. Alongside this observation, during heavy plastic deforma-
tion, concentrations of vacancies much greater than equilibrium levels are produced [12, 13,
14]. Following these observations, hydrogen enhancement of the strain-induced generation
of vacancies (HESIV) [15, 16] has been proposed. HESIV holds that the high concentra-
tions of vacancies generated by plasticity are enhanced with H present [17], and that the
effect of the resultant damage accumulation is consistent with experimental observations
[16]. Compounding this effect, it has been observed in a variety of metals that H can lower
the formation energy of vacancies, thereby stabilizing these high vacancy concentrations
[18, 19, 20]. Unlike HELP and HEDE, HESIV considers the interaction between vacancies
and H to play a significant role in HE with dislocations driving the production of excess
vacancies.
A significant limitation in the study of HE mechanisms has been length scales acces-
sible to experimental measurements. It is not currently possible to measure the spatial
distribution of small atoms, like H in a crystal, nor is it possible to measure details of
the mesoscopic features (like the distribution of dislocation sources in a wall). Specific
mechanisms occurring at the microscale can often only be inferred from measurements
and cannot be directly observed. Detailed computation is often the only way of directly
testing the hypotheses put forth by proposed mechanisms. A wide variety of computa-
tional methods have been applied to study HE mechanisms including density functional
theory (DFT) [21, 22], molecular dynamics (MD), molecular statics (MS), and a variety of
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Monte Carlo (MC) methods [23]. Significantly, MD simulations have been used to study
the HELP mechanism [24] in α-Fe. They found that in the presence of H, there is no ob-
servable change in the spacing between dislocations in a pile up, contradicting the HELP
mechanism. On the other hand, the HEDE mechanism has been studied using atomistic
simulations in both grain boundaries [25] and around a crack tip [26], finding that H can
reduce the bonding strength between atomic layers along planes in a lattice, supporting the
HEDE mechanism. Addressing the lack of experimental capability to observe atomic H in
a metal lattice, atomistic simulation tools and modeling approaches have been leveraged to
study the thermodynamic details of the distribution of H in the elastic field of a dislocation
[27, 28]. Finally, the production of excess vacancies can be modeled in persistent slip bands
(PSBs) [29] and the role of H on lowering the formation energy of single and di vacancies
has been demonstrated in density functional theory (DFT) calculations [30, 31, 32, 33].
While the production of excess vacancies has been studied in PSBs, the same logic can be
applied to other structures consisting of dislocation rich (and thus dislocation source rich)
regions separated by dislocation sparse regions. This work is concerned with refined, cel-
lular microstructures which are formed in high stress regions in FCC crystals under cyclic
loads and we apply these concepts developed for PSBs to this system. Together these works
emphasize the critical role of atomic scale simulation in understanding HE and filling gaps
where experiments cannot probe. Inspired by this foundation of atomistic modeling, in this
thesis we leverage atomistic simulation techniques along with model development to study
the processes underlying HE.
We focus first on studying the distribution of atomic H around dislocations but note that
this technique is general and allows for sampling H distribution on interstitial sites. Fol-
lowing this, we focus on the production of excess vacancies and the role of H on formation
energy of vacancy clusters. In Chapter 2 we begin by addressing the distribution of H in the
elastic field of an extended dislocation. A sampling method based on the binding energy
of H to sites around the dislocation is introduced and applied to study the effect of the H
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field on the core structure of an extended edge dislocation, enabling the observation of a
system which is otherwise not measurable. In chapter 3 we turn our attention to vacancies.
Chapter 3 develops a model for the production of excess vacancies in PSBs which is de-
signed with the purpose of being used upscale in a crystal plasticity finite element model
(CP-FEM) [34]. This allows for the integration of vacancy production (as a new module)
into an existing FEM framework. Lastly, Chapter 4 connects the effects of H with the pro-
duction and clustering of vacancies by integrating H effects through computational studies
of the formation energy and geometric structure of both small and large H-vacancy clusters.
This information is then intended to pass to mesoscale dislocation dynamics simulations to
enable the integration of H effects into nanovoid nucleation.
The body of work in this thesis supports a broader research program, Environmentally
Influenced Crack Evolution Modeling (EICEM), sponsored by Fluor Marine Propulsion,
LLC (Naval Nuclear Laboratory), aimed at the development of predictive design tools for
quantifying HE effects on fatigue crack growth in autenitic stainless steels. The EICEM
program integrates research thrusts across a wide range of scales, from interatomic potential
development up to fatigue crack propagation. The overarching goal of the work in this
thesis and the role of this work within the broader EICEM program is to act as a bridge
between scales to provide new, physically-based approaches of integrating HE effects into
higher length and time scale models.
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CHAPTER 2
HYDROGEN DISTRIBUTIONS AT DEFECTS IN CRYSTALS
The phenomenon of H embrittlement is believed to be largely controlled by atomic scale
mechanisms. One of the most prominent proposed mechanisms is the HELP mechanism
[35]. A central claim of the HELP mechanism is that H atmospheres, which form around
dislocations, screen the interactions between dislocations, leading to increased dislocation
mobility and increased stacking fault width (SFW); this promotes slip planarity. There
has been limited detailed atomistic study of this particular effect, notably by Song and
Curtin [24]. They concluded that H atmospheres around perfect edge dislocations in body
centered cubic (bcc) Fe had no discernible effect on the pile up spacing of dislocations.
While indicating that the proposed screening mechanism may be incorrect (at least for
perfect dislocations), this leaves open the question of the effect of H atmospheres on partial
dislocations.
In addition to affecting dislocations, H can segregate into grain boundaries, potentially
altering their response to mechanical loading. Specifically, it has been proposed that H
can act to lower the cohesive strength of a grain boundary, promoting decohesion [36, 25,
37]. Under shear loading grain boundaries may migrate [38], moving perpendicular to
the boundary plane. Atomistic calculations have been used in survey type studies of grain
boundaries (GBs) [39, 40, 41, 42, 43] with the aim of determining trends in properties of
GBs as a function of misorientation. Particular attention is placed on trends in the GB
energy and mobility. Additionally, hydrogen effects on GBs have been studied in atomistic
simulations [44], with a focus on measured bulk mechanical response (stress-strain curves)
as well as the intergranular fracture at boundaries but with H added in an ad-hoc manner.
To address the various effects H may have on dislocations and grain boundaries with
atomistic calculations, we must first be able to construct physically realistic H distributions
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around these defects. This chapter begins with a discussion of methods for calculation of
discrete distributions of H. The proposed energy-based method is then compared with an
existing stress-based method. H distributions calculated by the energy-based method are
then used to generate structures for atomistic calculations of the H effect on the structure
of extended edge dislocations at various background concentrations.
2.1 H distributions around dislocations
In order to compute the distribution of H around a dislocation core, we consider two dif-
ferent approaches; stress-based methods and energy-based methods. Stress-based methods
consider the lattice to be a continuous medium, with insertion of defect atoms being mod-
eled as Eshelby inclusions [45]; the distribution profile is determined by the work required
to perform such an insertion. Recently, such Eshelby methods have been used to predict
distributions of H in the vicinity of dislocations [27, 37]. Further, an alternative stress-
based approach has been proposed [28] based on the Larche-Cahn open system theory [46,
47], which we will call the LC method. It has been shown [28] that predictions of the LC
method correspond closely to results of Monte Carlo (MC) simulations for distributions of
substitutional defects around a dislocation core, while the Eshelby method overestimates
the distribution profile.
Energy-based methods consider the segregation energy, i.e., the difference in binding
energy between a bulk site and a particular site of interest, to determine the distribution
profile. These methods have not been considered as extensively in microscale modeling.
This is likely due to their higher computational cost associated with calculation of the full
set of site binding energies and site locations over a given structure of interest. However,
energy-based methods can be readily used in systems for which the stress field due to the
defect decays within roughly a few lattice parameters. Grain boundaries in a bicrystal are
examples of such systems and have recently been studied in this way [48]. Energy based
methods offer the advantage of calculating the binding to a specific site on the lattice, where
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stress based methods require some approximation as they use a continuous stress field to
calculated the occupancy. This, however, comes with a higher computational cost. De-
spite their higher computational cost, application of energy-based methods in the context
of atomistic study has a strong advantage in applications to detailed atomic systems where
single site resolution is important, such as near a dislocation core. Moreover, it is challeng-
ing to represent the stress field at dislocation cores, as required by stress-based methods,
giving rise to uncertainty.
Typically the distribution of interstitial solute atoms among available sites is described
by the site occupation, χ = ni/ns, where ni is the number of interstitial atoms, and ns is the
total number of sites. In the case of the Eshelby model, one can obtain the site occupancy













where σii(x, y) is the hydrostatic stress, ∆V is the misfit volume of the solute, χ0 is the
bulk site occupancy, kB is Boltzmann’s constant, and T is the temperature. From isotropic










where G is the shear modulus, ν is Poisson’s ratio, and b is the Burgers vector.
Although Equation 2.1 has been perhaps the most commonly used site occupancy ex-
pression in the literature, its use presents some difficulty. In the Eshelby model the misfit
volume, ∆V , for an interstitial inclusion is taken to be the stress free atomic volume of that
inclusion outside the host lattice. For H this is not a well-defined quantity. Instead, ∆V is
often calculated from the partial molar volume of H [50, 27], ∆v/Ω, where Ω is the average
volume of an atom comprising the host lattice and we can take ∆v to be an alternative to
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the misfit volume, ∆V , defined in the Eshelby model [51]. This may be measured exper-
imentally [52, 53]. Similar to its experimental determination, it can be calculated using





where nH is the number of H and εij is the total strain tensor. Summation over repeated
indices is implied. If the strain is only due to the insertion of solute atoms (zero external






nH = αδijnH (2.4)




is the size factor, a is the lattice constant, and δij is the Kronecker delta.
Combining Equations 2.3 and 2.4 gives
∆v = 3αΩ (2.5)
Conveniently, an analogous term to the Eshelby ∆V arises in the LC theory, V ∗, which
is equivalent to ∆v, lending some validity to the approximation of ∆V using the partial
molar volume [28]. If we take the approximation that ∆V = ∆v, then it can be determined
directly by computation of α and Ω [54].
In the LC theory, a coupled chemo/mechanical equilibrium problem is solved, result-
ing in modification of the elastic constants by a concentration dependent term. The linear
theory is used here, details of which will be omitted as they are discussed thoroughly else-
where [54, 55]. For the purpose of this study, the LC theory results in modification of the
∆V term in Eqn. 2.1 and a change in the constant pre-factor of Eqn. 2.2 owing to the sub-



















is the modifying factor on the adiabatic compliance in the LC theory, µ is the chemical
potential, and ω is the per atom volume of the stress free host matrix. Combining Eqns.














An expression similar to Eqn. 2.1, but in terms of the binding energy of interstitial sites,












Notably, instead of a stress/volume work term driving the concentration profile, the profile
is determined by the segregation energy, ∆εi = εi − ε0, where εi is the binding energy
at a particular interstitial site of interest, and ε0 is the binding energy to a bulk interstitial
site. Forms similar to this have been studied previously [56, 57]. Although χBE appears
somewhat simpler than χLC , the calculation of the set of binding energies and locations
of the corresponding interstitial sites can quickly become computationally intractable, due
to the large number of energy minimizations which must be carried out. In this work, we
will find the interstitial sites and their binding energies through energy minimization using
relevant Embedded Atom Method (EAM) potentials [58]. While energy minimization can
provide estimates of the binding energies, it is important to bear in mind that such energies
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are approximate and depend on the chosen interatomic potential. To demonstrate this effect,
results are compared using several available EAM potentials for Ni and Pd with interstitial
H.
2.1.1 Calculating discrete H distributions from the energy-based site occupancy
The main effort in computing χBE is finding all of the stable interstitial binding sites and
computing their energies. To do so, we systematically insert single H atoms into the initial
structure, energy minimize that structure allowing the H atom to relax into a favorable
interstitial site, and compute the total energy of the system, EH . This is then compared to
the total energy of the edge dislocation structure with no hydrogen atoms, E0. To generate
the full field of energies, a single H atom is rastered through the structure on a grid, and
energy is minimized at each position. From the values of EH and E0, the binding energy
of each interstitial site can then be calculated as
εi = EH − E0 (2.10)
It should be noted that this procedure neglects any H-H interactions, since the binding en-
ergies are all calculated for a single, independent H atom. The effect of the H-H interaction
has been studied [59], finding that at sufficient interaction strength a hydride phase will
form below an extended edge dislocation. These calculations are done by MS resulting in
a zero temperature structure which may not be stable. To quantify the feasibility of this
approximation we compare this method to the (self consistent) LC distributions. Following
this procedure, the segregation energy is calculated and a discrete field of interstitial site
occupancies is obtained. Each iteration of this calculation outputs both a binding energy
and the location of its corresponding interstitial site. Unfortunately, this is the limiting
step of the method and substantially reduces its tractability for large systems (larger than a
few hundred thousand atoms). However, once the binding energy distribution is computed,
generating discrete samples is trivial in terms of computation time.
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To sample equation Equation 2.9, we generate a histogram of the energy (i.e., counts
of the number of interstitial sites with a specific binding energy) to generate bins. Then,
the quantity χBE is computed for each energy bin. Since the number of sites with a given
binding energy is known (from the number of counts in our histogram) we can then calcu-
late how many of those sites will be occupied by using χBE(εi) = nins → nsχBE(εi) = ni.
Finally, the set of site locations in a single energy bin is randomly sampled ni times and a
H atom placed on each sampled site; for any given energy bin, all of the ns locations are
equally probable but only ni will be occupied.
Systematically, the procedure is carried out as follows:
1. Generate a histogram from the field of interstitial binding energies, associating site
positions with their corresponding energy. This step gives bins of the binding energy
with counts of the number of degenerate sites.
2. Compute χBE(εi) for each energy bin.
3. Compute nsχBE(εi) = ni for each energy bin. We now know the number of H atoms,
ni, to be distributed in each energy bin.
4. For each bin, randomly sample ni positions from a uniform distribution without re-
placement and assign a hydrogen atom to each position.
5. Compile and output the positions of all of the hydrogen atoms in a format appropriate
for our application.
The appearance of the histogram of energies in this procedure is analogous to that of a
density of states, i.e., a ”density of interstitial states”. If we consider the sampling in this









where the summation is over all Nbins bins. Further, if we consider ns(ε) and χBE(ε) to be





It is apparent in this interpretation that ns is a density of interstitial states and χBE is a
probability density function, specifically in this case a Fermi-Dirac distribution. With this
















≈ χBE(ε) (1− χBE(ε)) (2.14)
In the sampling procedure, the ensemble average site occupancy is calculated for each
energy bin. By use of Eqn. 2.14, variance can be incorporated into the sampling, thus
accounting for natural thermodynamic fluctuations of the system. Values needed for com-
puting λ and V ∗ can be obtained by atomistic calculations. The α parameter is calculated
by inserting H atoms into a perfect single crystal and calculating the corresponding volume
change. The ∂µ
∂ni
factor can be calculated analytically for interstitial hydrogen, assuming
that the H atoms do not interact, since its chemical potential is well defined.
2.2 Comparing LC-based distributions with energy-based sampling
In the following section we make a comparison between the H distributions around an
idealized perfect dislocation for the energy-based and the LC methods. The calculations
in this section are carried out for an edge dislocation with a Burgers vector, b, in the [100]
direction (b = a[100]) for FCC Ni and FCC Pd with interstitial hydrogen. This particular




dislocation will, thus permitting the use of classical solutions for stress fields of perfect
edge dislocations. This dislocation is the same used in [28] and thus facilitates direct
comparison. For atomistic calculations, the simulation cell is periodic in the dislocation
line direction, ξ, and in the direction of the Burgers vector. There are free surfaces in the
ξ × b direction. The dislocation structure is shown in Figure 2.1. The Atomsk software
package [61] is used to generate the initial structure, which is then energy minimized. The
energetics of the Ni-H system are modeled using two EAM potentials [62, 48] and the Pd-
H systems by another [63]. All atomistic calculations are performed using LAMMPS [64].
Images of atomistic structures are generated using Ovito [65].
Figure 2.1: Edge dislocation structure with Burgers vector b = a [100] colored by common
neighbor analysis. The simulation cell is 178 Å in the y-direction and 128 Å in the z-
direction and contains 29492 Ni atoms. The boundaries normal to the x and y-directions
are periodic while the boundaries normal to the z-direction are free surfaces. The inset is a
magnified view of the dislocation core.
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Figure 2.2 compares the curve for χLC to computed values of χBE for two Ni-H po-
tentials. The χBE values somewhat overestimate the site occupancy as compared to the
LC curve, by a difference of about 1 per 100 occupied sites. As mentioned above, the
choice of potential plays a significant role in the calculation of the binding energy of the
H interstitials. The Angelo potential [62] has been widely used to study H interaction with
defects. The newer Tehranchi potential [48] is a modification of the Angelo potential which
aims to improve accuracy of binding energy values of H atoms to grain boundary sites. It
may be expected that this might also improve accuracy of the binding energy values around
dislocations. Indeed, the Tehranchi potential more closely matches the LC curve.
Figure 2.2: Site occupancy as a function of distance from the dislocation core in the di-
rection mutually perpendicular to the Burgers vector and dislocation direction for the Ni-H
system. Negative distances correspond to the tensile region below the core (where H is ex-
pected to concentrate) and positive distances to the compressive region above the core. The
bulk site occupancy is χ0 = 0.01. The solid line is the LC site occupancy. The points are
the computed values of χBE for both the Angelo (blue) and Tehranchi (yellow) potentials.
The comparison between the Tehranchi and Angelo potentials provides a somewhat bi-
ased result, as the Tehranchi potential is a modified version of the Angelo potential. To
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provide an independent comparison, a Pd-H potential [63] is studied. The results for the
Pd-H calculations are shown in Figure 2.3. The χBE values for this potential more closely
match the LC result, again illustrating the strong dependence on the choice of potential.
Ideally more potentials could be included, however few metal-H EAM potentials are avail-
able. It is also worth noting the deviation of the computed χBE values near the edge of
the simulation box; this is likely due to the influence of free surfaces in that direction on
the binding energy calculations. The stress field used in calculation of χLC is derived for a
dislocation in an infinite medium, with no consideration of free boundaries.
Figure 2.3: Site occupancy as a function of distance from the dislocation core in the di-
rection mutually perpendicular to the Burgers vector and dislocation direction for the Pd-H
system. Negative distances correspond to the tensile region below the core (where H is
expected to concentrate) and positive distances to the compressive region above the core.
The bulk site occupancy is χ0 = 0.01. The solid line is the LC site occupancy. The points
are the computed values of χBE for the Pd potential [63].
In the analysis of the data to this point, we have implicitly assumed that the most ac-
curate site occupancy is given by the LC curve. This is justified to some degree as the LC
values have been shown to match MC data for substitutional solute atoms. However, this
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has not been tested in the same way for interstitial solutes, let alone interstitial H. To the
author’s knowledge, the capability to conduct open system MC simulations for interstitial
solutes is not currently available. This would require the calculation of the location of all
interstitial sites at any step to avoid very high rejection rates. In other words, without a pri-
ori knowledge of the interstitial positions, during a MC step it is unlikely that a randomly
inserted interstitial atom will place the system near an energy minimum position, and thus
it is unlikely that any random insertion will lead to an accepted move.
Overall there is some correspondence between the two presented methods, as shown in
Figures 2.2 and 2.3, although they do not produce identical results. This may be attributed
to the choice of potential in the binding energy-based calculations; however, this is difficult
to test as there are a limited number of potentials available for metal-H systems. With that
in mind, each method has strengths and weaknesses in the context of discrete sampling
of interstitial sites for use in atomistic simulations. Stress-based methods can provide fast
and accurate calculations of the site occupancy, given a stress field. Because they are
continuous, they are limited in their resolution when producing discrete samples. There is
no information regarding the exact location of the interstitial positions and thus sampling
may be inaccurate. In contrast, energy-based methods sample the interstitial sites directly,
providing full resolution for generating discrete samples. Given a suitable potential, the
energy-based methods can be used effectively to generate accurate discrete samples of
non-homogeneous solute environments amenable for use in atomistic studies.
2.3 Stacking fault width of a partial edge dislocation in a hydrogen atmosphere
As an example problem which utilizes our energy-based sampling method, we study the
screening of dislocation-dislocation interactions due to H atmospheres. One of the primary
arguments of the HELP mechanism is that H atmospheres screen dislocation-dislocation
interactions [66], thereby reducing pileup spacing of dislocations and, in the case of ex-
tended dislocations, widening stacking faults [7]. The effect of H atmospheres on pileup
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spacing in bcc Fe has been previously studied using atomistic calculations [24], with the
conclusion that H atmospheres have little effect. Here we address the effect of H on stack-
ing fault width (SFW) in FCC Ni. The SFW is determined by a set of competing forces.
The partial cores repel each other, while the force due to the stacking fault energy pulls the
cores together. Here we investigate the effect of a H atmosphere on these interactions for
a periodic array of dislocations. We note here that while this example draws parallels with
dislocations pileups, this simulated system differs in that the spacing between dislocations
is uniform whereas in a pileup, spacing between dislocations is nonuniform.
2.3.1 Stacking fault width of dislocations with H atmospheres
To test the effect of H atmospheres on dislocation-dislocation interactions, we introduce
H atoms around an extended edge dislocation, shown in Figure 2.4. Structures used are
b = 1
2
[110] edge dislocations. The simulation cell is oriented with the dislocation line
direction (x-axis) along the [11̄2] direction, the Burgers vector is along the (y-axis) [110]
direction, and the orientation along the vector normal to the stacking fault (z-direction) is
[1̄11]. The simulation cell is quasi 2D and has dimensions 26×250×167 Å. There is a free
surface boundary normal to the z-direction and periodic boundaries normal to the x and y
directions. The cell contains roughly 100,000 atoms. H atmospheres of background con-
centrations χ0 = {0, 0.0002, 0.0004, 0.0008, 0.001, 0.005, 0.01} are introduced according
to the method described in section 2.1.1. After H atmospheres are introduced, NVT dy-
namics are run at 300K using a Langevin thermostat until the SFW stabilizes. The relaxed
system is then run, with measurements taken every 2 ps, and the output data processed to
measure the SFW of the dislocations. The dislocation line positions are extracted using the
dislocation extraction algorithm (DXA) [67] as implemented in Ovito [65] and run through
its included Python interface. The time averaged SFW is then calculated. This is repeated
5 times for each background concentration. The calculated SFW values are averaged and
their variance (due to the sampled structure) is computed. These data are shown in Figure
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Figure 2.4: Edge dislocation structure with Burgers vector b = 1
2
[110] colored by common
neighbor analysis. The simulation cell is 26 × 250 × 167 Å and contains roughly 100000
atoms. The boundaries normal to the x and y directions are periodic while the boundaries
normal to the z-direction are free surfaces. The dislocation is created such that the extra
half plane is in the upper region (above the dislocation).
2.5. We choose to focus on edge dislocations over screw dislocation as the effect of H
on the screw dislocation is expected to be significantly smaller than that on an edge dis-
location. This is because the hydrostatic stress field of a screw dislocations is very small
compared to an edge dislocation and thus the amount of H segregating to screw dislocations
is expected to be much lower than that around edge dislocations.
To isolate the effect of trapped H in the dislocation core from the surrounding atmo-
sphere effect, two additional calculations are run on the structure with χ0 = 0.005. Here we
define the ”core” region as the region containing the partial dislocation cores and stacking
fault. In terms of the interstitial spaces, the core comprises all the interstitial sites contained
within the partial dislocation cores and stacking fault (the red and connected white atoms in
Figure 2.4). The ”atmosphere” refers to the entire region outside of the core region. In one
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simulation, the H atoms are removed from the core region of the dislocation but H atoms
are left in the atmosphere; in the other, H atoms are removed from the atmosphere but are
left in the core.
Additionally, the effect of H on the generalized stacking fault energy (GSFE) is con-
sidered as a means of explaining the results. The GSFE can be calculated via molecular
statics. In this case, a single crystal structure is prepared with the x, y, and z axes oriented
along the [112], [1̄10], and [1̄1̄1] directions, respectively. The structure is divided in two
along a [111] plane and the the upper section displaced along the [112] direction, minimiz-
ing energy at each step, keeping the x and y positions of all atoms fixed. H atoms are added
to the plane between the upper and lower region in random positions and allowed to relax.
This is performed for a set of concentrations χ = {0.01, 0.02, 0.03, 0.04, 0.05} with 10 re-
alizations for each concentration. The average GSFEs for each concentration are displayed
in Figure 2.6. This calculation is an elaboration on that done previously [68]. We include
our calculation here to provide additional curves for systems with H atoms fixed in position
throughout the process. Results will be discussed in the next section.
2.3.2 Results and discussion
Contrary to what has been observed experimentally [5], in our simulations the SFW de-
creases with increasing H concentration. This effect has been observed in previous studies
[50, 69], indicating that the local interaction of H with the dislocation is dominant. As
background H concentration increases, the measured SFW decreases (Figure 2.5). Further,
the core effect dominates this phenomenon. The system with only H atoms in the stacking
fault and core region yields a SFW about 4Å lower than that of the system with only H
atoms in the atmosphere around the dislocation. To model our observations we start by re-
viewing the classical description of the extended dislocations. Without H, the total energy
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Figure 2.5: Average stacking fault width vs. background H concentration, χ0. Error bars
are the variance due to the sampled configurations from which the averages are measured.
Also plotted (in blue) is the breakdown of the contribution due to H located in the atmo-
sphere vs. the core of the dislocation for the structure with χ0 = 0.005. The point labeled
”No core” is a system with no H in the core but with H in the surrounding atmosphere, the
point labeled ”In core” has only H in the dislocation core and none in the atmosphere. The
dashed line is the SFW with no H.
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Figure 2.6: Generalized stacking fault energy for various H concentrations in the stack-
ing fault plane. Dotted lines indicate that the H atoms are fixed in their positions during
displacement while solid lines indicate that the H atoms are allowed to relax during the de-
formation (free H). The solid black line is the GSFE curve with no H. The discontinuities
in the free H curves are due to the rearrangement of H atoms in a single step, leading to a
large jump in the GSFE curve.
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of an extended dislocation can be written
Etot = Eel + Eγ (2.15)
where Eel is the energy contribution due to the elastic field of the dislocation (repulsion of
the partial cores) and Eγ is the energy due to the stacking fault between partial cores. In
the case of an infinite lattice with a single dislocation Eel only accounts for the repulsion of
the two partial cores but for a periodic array of dislocations we assume that the interaction
with neighboring dislocations is accounted for in this term as well. The equilibrium SFW,


















One approach to explaining the H effect on dislocation core structure is to consider the
competing effects of the H affected stable stacking fault energy, γSF , and shear modulus.
It is shown by Wen [70] that with increasing H concentration, G decreases linearly, which
is consistent with decreasing SFW. The effect on stacking fault energy is not as clear. It
has been suggested that for a Ni-H system, γSF may increase or decrease depending on
the positions of the H atoms [68]. If the H atoms are only relaxed initially, prior to any
SFE calculation involving subsequent changes of configuration, the SFE increases with in-
creasing H concentration (shown in Figure 2.6). The increase in γSF for fixed H implies a
decrease in SFW with increasing H concentration, consistent with our simulations. How-
ever, it is unclear that fixing the positions of H atoms in calculating the stacking fault energy
is physically reasonable. If we consider the stacking fault energy calculated with H free to
move, for a background H concentration (χ0) of 0.01, γSF decreases from 87 mJ/m2 to 80
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mJ/m2. This then implies that the SFW will increase by roughly 8%, inconsistent with our
observation. Additionally, H may locally screen the elastic interaction of the neighboring
partial cores, thereby reducing the repulsive interaction. In the following, we assume that
the local screening effect of H on the interaction of the partial cores dominates over any
long range screening and its effect on the stacking fault energy. We propose a method that
models such local screening by explicitly accounting for the interaction energy of H with
the partial cores.
H-affected SFW
We start by noting that H has a tendency to segregate in the tensile region under the dis-
location core and in the stacking fault. This has the effect of screening the interaction of
the partial cores, resulting in the decrease in the dislocation SFW. The decrease in SFW is
illustrated in Figure 2.7. This effect is captured by decomposing the elastic energy into two
terms, one which describes the elastic energy of the dislocation with no H, E0el, and another
which describes the effect of the interaction of H with the dislocation field, EH . The addi-
tional term, EH is consistent with interaction energies described in previous studies [69].
We can then write the total energy, including H effects, i.e.,
EHtot = E
0
el + EH + Eγ (2.18)
















If we seek to understand the observation that H decreases the SFW of an edge dislocation,
we place requirements on EH that must be satisfied.
In the classical model of extended dislocations [49] the contribution due to the elastic
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Figure 2.7: Resultant edge dislocation core structures for two different background H con-
centrations. In (a) χ0 = 0.01 and in (b) χ0 = 0.0002. It is clearly visible that in the higher










∝ γSF so that if we consider the minimum of the total energy including H, as in














If we require that dH < d0 then any model for the interaction of H with the dislocation
must satisfy the condition ∂EH
∂d
> 0. Further, we have observed that increasing background
H concentration, χ0, decreases the SFW monotonically.
Energy of the dislocation-H interaction
To test the condition required by Eqn. 2.22, we define the interaction energy of a single
interstitial site as the interaction energy between a single point defect and a dislocation,
weighted by the probability of a site being occupied, i.e.,
E1H = χ(σjj)Uint(σjj) (2.23)
Since the stress field is not defined at each site we instead calculate the interaction energy
of a small region, or an element in a mesh. For the ith element, if we take χi and Uint to be





Here, N is the number of sites per element, which is N = ρsVele; ρs is the site density and
Vele is the volume of an individual mesh element. Element size is included here for clarity
of the analysis, but in a calculation the element size should be taken so that N > 1. The












where χ(σii) = χσ is the site occupancy field as a function of the hydrostatic stress field,
σii given in Equation 2.1 and the summation is over all elements. ∆V is the excess volume
due to the insertion of H, however this is typically referenced to the stress free atomic
volume of the solute atom, which is poorly defined for H. To address this, we use the LC
effective volume of insertion in place of the Eshelby definition of ∆V . In order to calculate
this value we require two components: the site volume, ω, and the compositional derivative
of the strain, α. The site volume is calculated by computing the Voronoi volume of the
octahedral interstitial sites. In order to calculate α, NPT dynamics are run at 300K and
the simulation cell edge lengths measured for a range of H concentrations. The strain as a
function of concentration is then calculated from the time-averaged edge lengths. Finally,
the interaction energy is defined using a non-singular, gradient based stress field [71, 72],
so that for a pure dilatation,
Uint = −Qσii (2.27)
Here, Q is the dilational strain due to defect insertion and the hydrostatic stress field is
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where r = (x2 + y2)1/2, K1 is the Bessel function of the second kind, and l is a length
scale associated with the size of the dislocation core, which we take here to be 0.4a0. This
is a modification of the classical stress field given by Equation 2.2 which is derived from
a gradient theory and properly accounts for the nonsingular stress at the dislocation core
[72]. To represent an extended dislocation (and to introduce the stacking fault width, d) we
superimpose the contributions of the two cores, separated by the stacking fault, i.e.,













It is noteworthy that although the stacking fault is explicitly taken into account in the sim-
ulated binding energies, in the stress-based approaches (using a stress field as above) the
stacking fault is not accounted for. Instead we assume that the effect is driven primarily by
the hydrostatic component of the stress fields of the partial dislocation cores. We can then
calculate the contribution of the H field by numerically integrating EH . Figure 2.8 shows
example plots of EH and ∂EH∂d for values of d from 20 to 30 Å.
EH is a monotonically increasing function of d, and thus ∂EH∂d is positive for all d,
verifying our first condition. This supports the observation that H acts to decrease the
SFW of a dislocation relative to its H free configuration, but does not confirm the trend
that increasing χ0 leads to decreasing SFW. This trend can be tested by calculating ∂EH∂d
for a range of values of χ0. Figures 2.8 and 2.9 are plots of ∂EH∂d for several values of χ0
and the resultant SFW as a function of χ0, respectively. The increasing trend of ∂EH∂d with
increasing χ0 indicates that the SFW should decrease, in agreement with our simulation.
In Figure 2.9, SFW determined from the outlined model is compared with the SFW
data from MD simulations. It is shown that trends observed in the simulation data can
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Figure 2.8: EH (a) and ∂EH∂d (b) as a function of SFW for differnt values of the background
H concentration χ0 = {0.01, 0.005, 0.001, 0.0005, 0.0001}
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be reproduced by explicitly accounting for the interaction of H with the dislocation. It
should be noted that in calculation of dH the classical descriptions of E0el and Eγ may be
incompatible with the the description of EH . These terms are temperature independent and
are derived from different distance scales than our description of EH ; as such, we allow
flexibility in choosing the values of Q and ∆V . The model curve shown in Figure 2.9 is for
Q = 0.006 and ∆V = 3.6 × 10−30m3. For reference, the value of ∆v calculated for this
system is 1.8× 10−30m3.
2.3.3 Summary
We have utilized physically realistic equilibrium distributions of H around a periodic array
of partial edge dislocations to study the effect of H on the interaction of neighboring dis-
locations. An algorithm for sampling such distributions was presented and subsequently
used to generate structures for atomistic calculations. The SFW of the extended dislocation
was computed, after the dislocation is allowed to dynamically relax, to study any potential
effect that the H field may have on the dislocation core structure. The results of MD calcu-
lations indicate that the effect is primarily due to local screening of the repulsive interaction
of the partial cores, rather than a long range interaction effect.
A decrease in SFW is observed with increasing H concentration. While consistent with
some recent results [50, 69], this is inconsistent with conventional modeling approaches,
which ascribe the effect of H to a change in the stable stacking fault energy or shear modu-
lus and predict that increasing H concentration leads to increasing SFW for H. To interpret
our atomistic simulations, we introduce an interaction energy term into the energy balance
which accounts for the observed local screening by explicitly adding the interaction energy
of H with the extended dislocation. Significantly, we observe that the local interaction of
H with the extended edge dislocation drives a relaxation process leading to a net decrease
of the SFW.
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Figure 2.9: SFW as a function of the background H concentration, χ0, for MD simulations
as well as calculated values from described model (Equation 2.22).
30
2.4 Conclusion
In this section we have described a method for calculation of the H distribution in the
elastic field of a dislocation. In our method, the H binding energy is used to determine
the occupation probability of the collection of possible interstitial H sites, from which a
discrete H distribution can be sampled. This method provides the advantage (in comparison
to stress-based methods) of computing the exact interstitial positions, providing a more
precise distribution in and directly around the dislocation cores. This model is exercised
to study the effect of H on the core structure of an extended edge dislocation in Ni-H. Its
is found that the SFW decreases with increasing H concentration and that this effect is
primarily due to the interaction of the partial cores with the local H atoms near the cores.
Little far field effect is observed. This indicates, consistent with other simulations [24],
that H does strongly influence long range dislocation-dislocation interactions. This places
stronger emphasis on HE mechanisms that consider H to act locally in conjunction with
other defects (such as HESIV). Following this, for the remainder of this thesis, we focus on
the role of H in the development of high vacancy concentrations due to plastic deformation.
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CHAPTER 3
PRODUCTION OF EXCESS VACANCIES BY DISLOCATION INTERACTIONS
Recently there have been indications that H alone cannot account for the observed H-
embrittlement phenomena and that the interactions of H with vacancies plays a significant
role in the effect [73, 11]. Vacancy concentrations much greater than those expected at
equilibrium are produced during plastic deformation [74]. Production of excess vacancy
concentrations has been observed experimentally by X-ray line profile analysis [75], by
electrical resistivity and differential scanning calorimetry [13]. When high levels of va-
cancies are present H can act to stabilize this excess by lowering the formation energies
[18, 19, 20] promoting the formation of vacancy-H complexes. These observations are
consistent with a proposed mechanism [16] which ascribes that the main action of H on
embrittlement effects to its role in the formation of high concentrations of vacancies and
vacancy clusters.
A model has been introduced which considers the production of vacancies during plas-
tic deformation to be due to the interactions of dislocations in persistent slip bands (PSB)
[29, 76] based on a previously developed bowing and passing model [77, 78, 79]. Within
this context, vacancies are generated by the annihilation of dislocation loops [80] and the
subsequent dragging of jogged segments [81]. In the following chapter we introduce this
model as a starting point for development of an expanded model of vacancy production in
PSBs. While this previous model is developed with PSBs in mind, the formulation remains
valid for cellular substructures during cyclic slip as well. The goal here is to develop a
physics based model inspired by this previous framework, for vacancy balance which is
compatible with macroscopic crystal plasticity finite element (CP-FEM) simulations. The
term describing vacancy production is defined explicitly, but currently the vacancy annihi-
lation term is parameterized. Possible mechanisms of vacancy annihilation are discussed
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along with some corresponding atomic scale simulations and analysis. This model is im-
plemented in an existing CP-FEM framework and some preliminary results are shown and
discussed.
3.1 Polák-Sauzay model
Polák and Sauzay [29] proposed a model for the steady state vacancy concentration in
PSBs. A PSB generally consists of dislocation rich walls separated by sparse channels.
While a PSB has a specific structure, this is analogous to cellular dislocation substructures
that are formed by processes associated with interacting mobile dislocations under cyclic
shear. When subject to an applied stress, sources embedded within the walls may emit
dislocation loops which will bow out into the channels. These loops can then cross the
channel, with the leading segment being annihilated into the wall. In this case two screw
type segments are left behind, spanning the length of the channel. These segments glide in
the channels until they are annihilated by other screw segments. In another case dislocation
loops emitted from adjacent walls may meet in the channel resulting in annihilation of the
leading edge type segments. The annihilated segments leave behind a row of point defects,
of either vacancy or interstitial type depending on the relative signs of the dislocations. In
addition, two jogged screw segments are left spanning the channel. As jogged segments
glide they drag the jogs along with them, resulting in generation of additional point de-
fects. These processes are illustrated in Figure 3.1. In their model, they take the vacancy
production rate to be independent of the current vacancy concentration and the vacancy
annihilation rate to be a linear function of the current vacancy concentration, i.e.,
∂cv
∂N
= p− Acv (3.1)
where p is the production rate parameter, A is the annihilation parameter, cv is the vacancy
concentration, and N is the cycle number. They then calculate the vacancy concentration,
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Figure 3.1: An illustration of a PSB from the work of Polák and Man [76]. The scenario
of a loop bowing out and spanning a channel is illustrated as well as the possibility of two






While this approach is appealing in its simplicity, the production and annihilation parame-
ters are unclear. In the following, we propose a model in the spirit of the work of Polák and
Sauzay but that directly accounts for the statistics of dislocation bow out and annihilation
processes.
3.2 Statistical model of vacancy production
To more clearly define the vacancy production term, we consider the statistics of bow out
and annihilation processes. In the model we envision a substructure consisting of dislo-
cation rich walls separated by channels, as in a PSB or a cellular substructure. The walls
contain a collection of Frank-Read sources [82] which, when activated, can bow out dis-
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location loops into the channels. A Frank-Read source is simply a dislocation segment
pinned between two obstacles. As a force is applied to the pinned dislocation it will bow
out from the pinning points until a critical stress is achieved, after which the dislocation
loop breaks free of the source. The critical stress required to bow out a dislocation loop





where G is the shear modulus, b is the Burgers vector, and L is the source length or the
distance between pinning sites. While this equation provides a general result several mod-
ifications have been made over time [83] but are outside the scope of this analysis.
We start our analysis by calculating the density of activated sources in a wall following
a recent approach [84] that considers a collection of sources with their activation strengths
being normally distributed. If the probability density for the source strength, ψ(τ), is the
normal distribution where τ is the resolved shear stress on a source then the cumulative














Here τ̄ is the average critical activation stress of a normally distributed collection of Frank-
Read sources and σ is the standard deviation in the distribution of activation stresses. The
distribution of critical activation stresses can be thought of in the context of this model as a
distribution of source lengths, L, related through equation 3.4. For single slip, the density
of activated sources is
ρact ∝ ρ0Ψ(τ) (3.5)
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where ρ+ is the density dislocations generated by activated sources, the average dislocation
velocity, v̄, is obtained from the Orowan relation [85], γ̇ = ρbv̄ (ρ here is the total dislo-
cation density), where γ̇ is the plastic shear rate, and ls is the distance a loop must travel
from a source before that source can emit another loop. Assuming the sources are spa-
tially distributed according to a uniform random distribution, the probability of two loops
annihilating in the channel is
pann(τ) ∝ Cnyedges (ρ+)2 (3.7)
where yedges is the edge dislocation annihilation height and Cn = 1/ρmat is a normalization
factor related to the material density, ρmat (which for FCC is 4a30). The number of vacancies
generated is then given by
ċ+v = Φannpann(τ) (3.8)
Here Φann is the annihilation efficiency, or the number of point defects produced per dislo-
cation annihilation event. The superscript ’+’, as in the case of the dislocation density due to
source activation, denotes the additional quantities generated in this model formulation. In
the above analysis, many of the values can be obtained by a finite element crystal plasticity
(CP) calculation; however, some can not. With this formulation we have outlined a model
for the generation of excess vacancies based on the physical mechanism of dislocation bow
out from walls comprised of Frank-Read sources and their subsequent annihilation. This
provides a formulation which, rather than being based on arbitrary parameters, relies on
input of physical parameters. For some quantities this is straight forward and values for τ ,
ρ, γ̇ , and ∆t can be obtained or are used in the CP calculation while Φann , yedges , and ls
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can be calculated directly. However, the values of the source parameters τ̄ , σ, and ρ0 are
more difficult to obtain, as measurements do not exist. Further, discrete dislocation dynam-
ics calculations which could potentially assess the source properties require prohibitively
large dislocation densities. Due to these limitations, we consider choices for the source
parameters as approximations and choose values consistent with other work [84].
For the vacancy concentration to reach a saturation point, as is observed in experiments
[75, 13], vacancies must also be allowed to annihilate by some mechanism (or set of mech-




v − ċ−v (3.9)
where c+v is the concentration of vacancies being produced and c
−
v is the concentration of
vacancies being annihilated. While this section focused on the calculation of c+v in the fol-
lowing section we provide analysis of possible vacancy annihilation processes contributing
to the required vacancy balance.
3.3 Vacancy annihilation
As a simple way of estimating the vacancy annihilation term we can take c−v ∝ Acv, as was
done in the work of Polák and Sauzay [29]. Approaching the problem in this way obscures
the underlying mechanism by using a fitting parameter to characterize the vacancy annihi-
lation process, but provides a simple estimate of the model form. With this in mind we can
explore some possible mechanisms for vacancy annihilation with the goal of quantifying
their impact on vacancy annihilation. For mobile vacancies an additional term will be in-
corporated into the vacancy annihilation, accounting for the diffusion of vacancies to sinks
[29, 86]. As a starting point for investigating mechanisms we propose a simple form which
accounts for the mechanisms of static Frenkel pair annihilation and diffusion of vacancies.
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In this case,
ċ−v = yvcicv +Dvτ
(α)∇2cv (3.10)
where yv is the activation volume for Frenkel pair recombination, ci is the self interstitial
concentration, Dv is the vacancy diffusion coefficient, and τ (α) is the slip system level
shear stress. The first term captures static recombination of vacancy-interstitial pairs [87].
Effectively it represents the probability of annihilation given two randomly distributed sets
of points defects. Here we have vacancies, cv, and self interstitial atoms, ci, which will
recombine if they are located within yv of each other. The second term captures diffusion
of vacancies to dislocation walls [29]. This term is directly proportional to the vacancy
diffusivity.
Another possible mechanism is the sweeping of vacancies by mobile dislocations. This
is feasible, provided that the vacancies are not stabilized in some way. However, it has
been shown in MD simulations of α-Fe that H can stabilize vacancies and vacancy clusters
with respect to sweeping by dislocations [48, 88]. When a single vacancy with no H is
encountered by a dislocation the vacancy is absorbed by the dislocation, creating a jog. If,
however, the vacancy contains a sufficient number of H atoms the dislocation will simply
bypass the H-vacancy cluster. The same has been observed for di-vacancies [48]. Perhaps
in situations with low H concentrations a significant number of vacancies are swept by
dislocations, or perhaps the stabilization effect is less pronounced in FCC Ni; however,
these results suggest that this mechanism is not dominant.
In addition to the other proposed mechanisms, pipe diffusion (diffusion of point defects
along dislocation cores) provides another possibility. Pipe diffusion can be incorporated
into theoretical formulations via an ’effective diffusivity’ which can be written as a combi-
nation of the lattice diffusivity, Dv, and the diffusivity along a dislocation, Dpipe, weighted
38
by their fractional occupancy [89] i.e.,
Deff = (1− fd)Dv + fdDpipe (3.11)
where fd is the dislocation volume fraction. There are two possibilities regarding pipe
diffusion. The first is that vacancies may diffuse a relatively short distance to a dislocation
line which is spanning the channel, and can then be ’piped’ to the wall. Another possibility
is that vacancies coalesce into nanovoids. Screw dislocation segments are then pinned by
these voids, creating channels for diffusion of vacancies from the voids into the PSB walls.
In the following section we provide some analysis of the possible mechanisms, starting
with atomistic simulations of Frenkel pair recombination. Next, we consider the role of va-
cancy diffusion by studying the lattice vacancy diffusivity, Dv. Following this, a discussion
of the effect of pipe diffusion on vacancy diffusivity is presented. The applicability of each
mechanism is evaluated based on the results in each section.
3.3.1 Frenkel pair recombination
Calculation of the contribution of static recombination to vacancy annihilation requires the
activation volume, yv, as input. This can be calculated from the Frenkel pair recombination
radius, which has been calculated for bcc Fe by object kinetic Monte Carlo (OKMC), giving
r ≈ 2.26a0 [90] where a0 is the lattice parameter. Here we perform a similar calculation
for a self interstitial atom as it diffuses to and recombines with a vacancy in FCC Ni. The
EON code [91] is used to conduct adaptive kinetic Monte Carlo (AKMC) calculations of
the hopping of a self interstitial atom in Ni using an appropriate EAM potential [58, 62].
We choose to use this method as opposed to direct MD simulation in order to accommodate
the long timescale associated with diffusion. In conventional MD, the time step must be
chosen to accommodate the highest frequency modes relevant to the system. In the case
of atomic crystals this mode is the vibration of individual atoms, which is on the order of
fs; integration time steps are typically chosen to be on the order of fs. With time steps this
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small (2 fs), it quickly becomes computationally intractable to study processes driven by
rare events, such as diffusion.
Kinetic Monte Carlo (KMC) methods get around this limitation by employing harmonic
transition state theory to estimate the rates of rare events. The transition rates are calculated
by using the standard Arrhenius form
R = ν exp(−∆E/kBT ) (3.12)
where ν is an attempt frequency, ∆E is the activation barrier of the process, kB is Boltz-
mann’s constant, and T is the temperature. In AKMC [92, 93] transition pathways are
found by adaptive search. Starting from an initial state, a dimer search [94, 95, 96] is
carried out to find an accessible transition pathway. A library of all pathways is gener-
ated for the particular state and the fastest transition rates are sampled. The system is
then progressed to a new connected state. The time is updated by randomly sampling the
distribution of escape times from the starting state.
This method is employed here to calculate the recombination radius of a self interstitial
with a single vacancy. A small simulation cell is created with a single self interstitial and a
single vacancy. It is ensured that the self interstitial atom is initially located a distance of at
least 5a0 from the vacancy. The self interstitial atom relaxes into a [100] split configuration,
which is common for FCC metals. Following the initial relaxation, an adaptive search
is run from the initial state to find possible escape pathways. The interstitial atom hops
through the pathway illustrated in Figure 3.2. Starting from the [100] split configuration,
one of the split interstitial atoms shifts through the transition state resulting again in a [100]
split configuration along a different [100] direction. The activation energy for this process
is found to be 0.106 eV. Interstitial hopping proceeds in this manner until recombination
occurs.
The value of the recombination distance is measured as the last recorded position of
the self interstitial prior to annihilation with the vacancy. This point is determined by
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Figure 3.2: Nudged elastic band (NEB) calculation of the energy barrier for self diffusion in
Ni. The left image shows configurations at the initial, saddle, and final states moving from
a [100] split interstitial (A) through the transition state (B) to another [100] split interstitial
along a different line direction (C). The green diamond labels the moving interstitial atom.
Atoms are colored according to their potential energy. On the right is the corresponding
plot of the energy of each state as a function of the reaction coordinate.
a discontinuity in the total system energy as a function of time (due to the defect pair
recombination). This is run 10 times, allowing for annihilation from different positions.
Each sampled transition pathway is added to a library (that is shared among runs), which
is used to accelerate simulations. Measured distances are averaged giving a value of r ≈
1.8a0. Taking r = 2a0 and cv = ci = 10−5 we arrive at yvcicv ≈ 1.5 × 10−37m−3. This
value is much smaller than the production term and thus this mechanism likely does not
contribute significantly to the vacancy balance.
3.3.2 Vacancy diffusion to walls
In the Polák and Sauzay work, their goal was to connect vacancy generation in PSBs to ex-
trusion and intrusion growth on metal surfaces. They posited that the vacancies generated
in PSB channels migrate to walls where they are rapidly transported to surfaces leading
to formation of intrusions and extrusions. This assumes that vacancy diffusion to walls
is a significant mechanism for vacancy annihilation; however, vacancy diffusion can be
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Table 3.1: Diffusion coefficients in Ni as a function of T
Dv(m
2s−1) T (K) source
8× 10−27 300 This work
4.44× 10−23 773 Wazzan [99]
7.76× 10−17 1195 Maier et al. [100]
very slow, and thus this mechanism may only contribute significantly to vacancy annihi-
lation at high homologous temperatures. In this section, we investigate this postulate by
calculating the room temperature diffusivity of vacancies by use of the nudged elastic band
(NEB) method. In addition, we make comparisons to available experimental data at higher
temperatures.
To calculate the prefactor for the vacancy diffusivity, the Eyring equation [97] is em-
ployed, as has been studied in first principles calculations of vacancy diffusivities [98]. In





where h is Planck’s constant. The activation energy for vacancy migration, calculated by
NEB, is 0.868 eV.
Using this value we obtain Dv = 8× 10−27m2s−1 at 300K. This compares favorably to
experimental data on higher temperature samples. The lowest temperature value presented
by Wazzan was Dv = 4.44×10−23m2s−1 at 773K [99] and a study from Maier et al. found
Dv = 7.76× 10−17m2s−1 at the higher temperature of 1195K [100]. These values are col-
lected in Table 3.1. The calculated diffusivity is very low, suggesting that vacancy diffusion
occurs primarily through a process other than lattice diffusion at low temperatures. This is
not to say that vacancies in PSBs do not diffuse. For Dv = 10−27(m2s−1) it would take a
vacancy roughly 1 hour to diffuse a distance of 1 micron. Rather than direct diffusion there
may be another process governing the effective diffusivity, as discussed in the next section.
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3.3.3 Pipe diffusion
While diffusion at low temperatures is very slow, there may be alternative ways in which
vacancies can be transported. Pipe diffusion [101, 102], or accelerated diffusion along
dislocation cores, provides one possible mechanism. Self diffusion coefficients along dis-
locations have been measured in Al by measuring the volume change of large voids which
are connected to a surface by a dislocation line [102]. In addition, diffusion coefficients
of impurity atoms along dislocations in Al have been measured to increase relative to the
bulk by about 4 orders of magnitude [103]. In Ni, self diffusion coefficients have been
measured along edge dislocations lines by measuring surface accumulation of vacancies.
At 800K diffusion coefficients of 10−12 m
2
s have been observed [104]. In addition, diffusion
coefficients of 10−11 m
2
s , also at 800K, have been measured along screw dislocations in dis-
location dynamics simulations [105]. This is a difference of 11 or 12 orders of magnitude
compared to self diffusion coefficients measured in pure Ni [99]. Of the presented mech-
anisms this provides the most feasible mechanism that can account for significant vacancy
annihilation. It is possible that dislocations are pinned at voids in the channels, providing
a connection to the dislocation walls. Vacancies can then diffuse along this network from
the channels, into the dislocation walls, and eventually to surfaces.
3.3.4 Conclusion
Analysis of the proposed vacancy annihilation mechanisms reveals that direct diffusion
and annihilation mechanisms are likely very slow and thus are unlikely to contribute sig-
nificantly to vacancy annihilation. Static Frenkel pair recombination is likely to only play
a significant role in point defect annihilation at very high concentrations. Direct vacancy
diffusion near room temperature is quite slow as well indicating that direct diffusion of va-
cancies to dislocation walls from inside channels occurs very slowly (on the time scale of
hours). Pipe diffusion provides a possible mechanism for enhanced vacancy diffusivity. It
has been observed that pipe diffusion may increase diffusivity 4 orders of magnitude in Al.
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It is possible that screw segments spanning the channels are pinned to voids in the channels
and subsequently act to pipe vacancies to the dislocation rich walls, which are ultimately
transported to surfaces. With this possible mechanism in mind, in the current implementa-
tion we choose the simple linear model for vacancy annihilation (c−v ∝ Acv), leaving open
the possibility of incorporating pipe diffusion based more directly in the future.
3.4 Model implementation and simulations
The vacancy balance model described in the previous section has been implemented along
with a H transport model into a microstructure-sensitive crystal plasticity (MS-CP) model
[34]. A goal of this MS-CP approach is to incorporate micro-scale and meso-scale mecha-
nisms so that the model may be informed from the bottom up by lower scale simulations.
In addition, this allows explicit tracking of dislocation substructure and of defect densities.
The MS-CP model is fit to experimental data for single crystal Ni [106]. The governing
vacancy balance equations, restated here for continuity, are solved using inputs from the
MS-CP calculation. The concentration of vacancies generated by dislocation loop annihi-




















Equations 3.14 are solved in ascending order starting with the density of activated sources.
The time integration is carried out via forward Euler integration [107]. Along with the
vacancy production equations we calculate the number of vacancies annihilated by
ċ−v = Acv (3.15)





v − ċ−v (3.16)
Values for τ , ρ, and γ̇ can be directly obtained from the MS-CP calculation. All of the ad-
ditional variables are estimated or calculated directly. Outputs from the MS-CP calculation
are used in the vacancy balance model to generate the change in vacancy concentration.
This can then be fed back into the MS-CP module for use in the next step.
3.4.1 Estimation of model parameters
The ΦAnn parameter describes the number of vacancies produced by the annihilation of two
bowed out edge dislocation segments and the subsequent non-conservative jog dragging of
the remaining screw dislocation segments. This can then be estimated by adding the length
of the annihilated edge segment, D, and the average irreversible slip distance for a screw





If we take D ≈ 1µm, ρs = 1013m−2, and ys = 50nm, then ρline(Lirr + D) ≈ 1900
vacancies with ρline being the atomic density along the edge dislocation line direction for
an FCC lattice. This states that if a jog is drug along the edge dislocation line direction
for a distance Lirr + D then with an atomic density of ρline, roughly 2000 vacancies are
generated.
The additional required parameters include information regarding the source densities
and strengths which we estimate based on other work [84, 109]. We require that the
source density is smaller than the total dislocation density in the walls, and the critical
bow out length is estimated from experimental results and coarse grained atomistic simu-
lations [109]. The remaining model parameters are consistent to first order with values in
45
Table 3.2: Parameter values used in the vacancy balance model
τ̄ (Pa) 108 Φann 1000
σ (Pa) 2 ∗ 107 dt (s) 0.003
ρ0 (m−2) 1010 ls (m) 5 ∗ 10−9
yedges (m) 6 ∗ 10−10 A 0.1
b (m) 2.5 ∗ 10−10 Cn 4 ∗ a−30
a0 (m) 3.52 ∗ 10−10
similar work [29]. These parameters are relevant for simulations at 300K. The full set of
parameters is listed in Table 3.2.
3.4.2 Model implementation in crystal plasticity
The vacancy production model has been implemented into a modular MS-CP code, based
on a previously developed constitutive framework [34], along with a H transport model,
which is based on a heat equation [110], and a trapping (including dislocations and vacan-
cies) model [35]. Vacancy production enters this framework, illustrated in Figure 3.3, in the
Crystal Plasticity User MATerial subroutine (CP-UMAT). A significant goal of the EICEM
program is the development of the modular CP-UMAT along with modules to incorporate
vacancy production and H transport. This work is done as a part of the broader EICEM
program in collaboration with Theodore Zirkle, who developed the CP-UMAT code and
implemented the additional modules. Together these modules facilitate FEM calculations
that integrate microstructural information via the MS-CP model [34], vacancy production
by implementation of the method described here into the UMAT, and hydrogen transport
in the UMATHT (UMAT Heat Transfer) module.
The UMATHT module is used to cast the H diffusion problem as a heat equation so that
∂cH
∂t
+∇ · J + r = 0 (3.18)
where cH is the H concentration, J is the H flux, and r is the source/sink rate for H [111].
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This module is solved along side the MS-CP UMAT, allowing for the coupling of the H
transport with the vacancy evolution. Later in this section, effects of this coupling are
studied in the regions around a blunted crack tip and results are shown in Figure 3.8.
Figure 3.3: Flowchart outlining the full FEM calculation, including integrated modules.
The green box indicates the location of the vacancy production module in this framework.
A goal of this implementation is to exercise the physically-informed CP-FEM model
to understand the role of vacancies and H on crack tip plasticity and their role in fatigue
crack growth. To this end we focus on studying the vacancy fields around a crack tip in Ni.
In the following, the crack is oriented so that the crack plane is on the (001) surface and
the crack front lies along the [01̄0] direction. Initial cyclic loading simulations have been
run to measure the effect of the vacancy production model as a function of distance from a
crack tip. The simulations are run for 2 cycles at Kmax = 30 ksi in1/2, Kmin = 21 ksi in1/2,
and R = 0.7. Values for the vacancy concentration per slip system as a function of the
simulation time step are measured at 3 positions, illustrated in Figure 3.4 in the simulation
cell. One computed result is recorded very near the crack tip, another in the damage region
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ahead of the crack, and another in the far field. In the CP calculation the vacancy production
model is calculated for each slip system. The output values for γ̇ and ρ from the CP-UMAT
that are used in vacancy production model (Equations 3.14) are per slip system values. As
such the calculated dislocation density due to activated sources is also calculated per slip
system. Results for all 12 slip systems are shown in Figure 3.5.
(a)
(b)
Figure 3.4: A schematic of a crack tip, illustrating positions around the crack where va-
cancy concentrations are sampled (a). The red plumes indicate high stress regions along
the primary slip system ahead of the crack tip. The ’Near’ point is located very close to the
crack tip, in a high stress region, the point labeled ’Mid’ is in the damage region ahead of
the crack tip, and the ’Far’ point is measured away from the crack tip in a region of low
plastic strain. These regions correspond to the data shown in Figure 3.5. The crack tip
orientation used in the simulations is shown in (b).
Only two slip systems tend to contribute significantly to the vacancy concentration in
each case. As may be expected from the model formulation, these are the slip systems with
the highest dislocation densities. Vacancy concentration is presented here as the dimension-
less quantityNv/Ns (the number of vacancies per lattice site). Vacancy concentrations near
the crack tip reach very high levels of around 10−3, with concentrations of roughly 10−6
in the damage region and 10−12 in the far field. Bulk experiments have measured vacancy
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concentrations due to plastic deformation to reach orders of magnitude in the range of 10−4
down to 10−6 in Cu [75, 13, 12]. In Ni, specimens deformed under high pressure torsion
(HPT) reach concentrations on the order of 10−4 [112, 113]. The value measured near
the crack tip in this simulation exceeds these experimentally measured values; however,
it should be understood that the experimental measurements capture the bulk concentra-
tion. It is expected that local concentrations higher than those observed in the bulk occur
in regions under very high stress, such as near a crack tip. Within this simple simulation,
observed values appear reasonable in the context of available experimental data.
Figure 3.5: Vacancy concentration vs time step for data obtained from an MS-CP cal-
culation in the near field close to the crack tip (‘Near’), the damage region ahead of the
crack(‘Mid’), and the far field (‘Far’). All slip systems are shown. Only two contribute
significantly to the vacancy concentration.
In addition, this CP-FEM framework has been exercised in monotonic loading with the
same crack tip geometry to study the characteristics of each component of the model. The
MS-CP model [34] is calibrated with data from single crystal Ni [106]. The simulation
mesh is split into two domains, one in the near field around the crack tip which utilized the
MS-CP model, and another in the far field which employs a J2 plasticity model [114]. The
crack tip radius is 8 µm and the simulations are run at 300K. The vacancy concentration is
measured as a function of radial position around the crack tip. The mesh geometry as well
as the positions at which measurements are taken are shown in Figure 3.6. The line in the
figure shows the arc along which the vacancy concentration is measured.
49
Figure 3.6: Crack tip mesh showing the location of the radial measurements (curved line
labeled with -1, 0, 1).
The vacancy generation ahead of the crack tip was computed by loading to a stress
intensity factor of 20 MPa-m1/2 over 200 s. Vacancy concentration is computed on four
slip planes: (111), (11̄1̄), (1̄1̄1), and (1̄11̄). Data for both the vacancy concentration (a) and
the dislocation density (b) is shown in Figure 3.7. The two dominant planes, the (111) and
(1̄1̄1) planes, are on the primary slip planes associated with the prescribed crack orientation
[115]. Additionally, the peaks in the vacancy concentration are oriented at about 55 degree
angles relative to the crack plane, closely matching the orientations of the (111) and (1̄1̄1)
planes (54.7 degrees) [115].
One role vacancies play in metals is as strong H traps [116, 117]. To investigate the
interplay between vacancies and H, a trapping model [116] has also been implemented into
the CP-FEM framework. The trapped H concentration is given by
CT =
αTNTCMKT
CM(KT − 1) + βNL
(3.19)
where αT is the number of H atoms per trap site, β is the number of atoms on a normal
lattice site, NT is the molar trap density, KT is the equilibrium rate constant, and CM is the
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Figure 3.7: Vacancy concentration (a) and dislocation density (b) measured as a function
of radial position (shown in Figure 3.6) around the blunted crack tip. Different markers
correspond to different slip planes.
mobile H concentration. The mobile H concentration as a function of radial position around
the crack tip has been calculated for three different scenarios: in the first it is assumed
that there are no vacancies (0 CV a), in the second the vacancy production model is used
to generate the vacancy concentration, CV a, and in the third the vacancy concentration
generated by the model is elevated by a factor of 10 (10 CV a). Data are shown in Figure
3.8. In addition to the mobile H concentration, the points corresponding to the maximum
dislocation density (Max ρ) and the minimum and maximum trapped H concentrations
(CHV a) are shown.
As expected, with vacancy production turned off, the amount of mobile H is high; with
vacancy production elevated, the mobile H density decreases. Interestingly, in the case
with no vacancies, H transport appears to be dominated by pipe diffusion and convective
transport, as the maximum in the mobile H concentration coincides with the maximum dis-
location density. At the other extreme (elevated vacancy concentrations), the maximum in
the mobile vacancy concentration corresponds to the minimum trapped H concentration,
indicating that localization of vacancies tends to allow for higher mobile H concentrations
in regions with low vacancy concentrations. Results at these two extremes provide insight
into the role played by the localization of vacancy production around cracks. The data
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Figure 3.8: Normalized mobile H concentration around a crack tip. The points labeled Max
ρ, Max CHV a, and Min CHV a correspond to direction of maximum dislocation density,
maximum trapped H concentration and minimum trapped H concentration respectively.
corresponding to the vacancy production model represents a competition between the two
effects observed at the extremes. A small local maximum is still observed in the direction
associated with the minimum trapped H (consistent with the high vacancy case) and an-
other maximum is observed corresponding to the maximum dislocation density (consistent
with the no vacancy case). These two effects indicate that, at moderate vacancy concentra-
tions, there is competition between localization of H transport in regions of high dislocation
densities (when vacancy concentrations are low) and to regions of low vacancy concentra-
tion (when vacancy concentrations are high). In scenarios with a high number of vacancies
being generated (high plastic strain), such as near a crack tip, vacancies act as the most
significant traps for H and thus H-vacancy clustering effects dominate the HE response.
Mechanisms like HESIV dominate in this regime. Under conditions with lower vacancy
concentrations, dislocations act as the most significant trap in the system and H transport is
enhanced. H is then transported more broadly into the bulk material and mechanisms like
HEDE (with H segregated into boundaries) may play a more significant role.
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3.4.3 Conclusion
In this Chapter, a new model is presented to incorporate the production of vacancies by
annihilation of dislocation loops, inspired by previous models in PSBs, into a modular CP-
FEM framework. The production term is based on the bow out of dislocation loops from
PSB walls and their subsequent colinear annihilation in the channels. Several mechanisms
for the annihilation of vacancies are discussed with the conclusion that the most likely
mechanism is pipe diffusion of vacancies along dislocations. Together, the production and
annihilation terms yield the total rate of change of the vacancy concentration. This model
has been implemented in a modular CP-FEM framework which uses a MS-CP model along
side modules for the transport and trapping of H. Under cyclic loading, the vacancy produc-
tion module results in distributions with high vacancy concentrations very near the crack
tip, shown in Figures 3.4 and 3.5. Exercising this framework to study trapping and transport
of H around a blunted crack tip under monotonic loading reveals significant competition
between promotion of H transport in regions of high dislocation density and suppression
of H transport by high localized vacancy concentrations, shown in Figures 3.6, 3.7, and
3.8. This model, integrated into the CP-FEM framework, will be used in other parts of the




HYDROGEN-VACANCY COMPLEX FORMATION AND NANOVOID
NUCLEATION
In Chapter 2, the segregation of H to energetically favorable sites was studied, particularly
its interaction with dislocations. The previous chapter focused on the generation of vacan-
cies during plastic deformation. In this final chapter, we link these concepts together to
study the role of H on vacancy clustering and nanovoid formation. As previously noted, it
has been observed in experiments that the accumulation of plastic deformation in metals is
accompanied by vacancy concentrations that are significantly higher than equilibrium con-
centrations [75, 13, 118, 14]. Elevation of the vacancy concentration can be particularly
pronounced when H is present [118, 20], as H is believed to stabilize vacancies by reducing
their formation energy. With high concentrations of vacancies being produced by plastic
deformation, as discussed in the previous chapter, and considering the stabilization effect
of H, it is expected that H-vacancy clusters are numerous in highly strained regions and
play a significant role in HE [15] by reducing shear ductility.
Complementing the role of H in stabilizing vacancies, vacancies act as significant traps
for H [116]. Using the Angelo Ni system as an example, the binding energy of an H atom to
the most energetically favorable site around an extended edge dislocation is about -2.32 eV.
Noting that the bulk binding energy of atomic H to an octahedral interstitial site is -2.19 eV,
the maximum (on the most favorable site) segregation energy to this dislocation is -0.13 eV.
For a broken octahedral site inside a vacancy in the same Ni-H system, the binding energy
is -2.38 eV, or a segregation energy of -0.19 eV. Dislocations are typically believed to be
strong trapping sites for H, but (at least in the case of this system) vacancies are even more
significant traps. Density Function Theory (DFT) calculations have revealed that vacancy-
H complexes may contain up to 6 H atoms [30, 31], with some material dependence [32,
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118, 20]. More recently it has been suggested that in some cases VaH2 clusters are most
favorable [33], particularly in α-Fe, while other studies suggest that up to 6 H atoms can be
accommodated within a single vacancy in a variety of FCC metals [32]. These simulations
provide valuable insights into the nature of trapping of H by vacancies, but are generally
limited to single or di-vacancies. Additionally, they focus on the role that these vacancies
play in influencing the availability (or trapping) of lattice H.
Here we consider a different aspect, studying the role of H on vacancy cluster formation.
In addition, we extend from single and di-vacancies up to large vacancy clusters. We
draw inspiration from the radiation damage literature in which large void clusters are often
observed. For example, in 304 stainless steel under deuterium bombardment, void clusters
with sizes of up to 127 Å have been observed at 450 ◦C [119]. At similar temperatures but
under neutron irradiation, clusters of up to 250 Å have been observed [120]. In Ni at 480
◦C, 250 Å diameter voids have been observed, also under neutron irradiation conditions
[121]. Under irradiation conditions it is expected that very high point defect concentrations
are present. As such, these void cluster sizes provide an upper bound on what may be
expected for void growth due to plastic deformation. As a point of comparison, the largest
void clusters analyzed in this study have a diameter of roughly 35 Å.
We begin with the studies on the effect of H on the formation energy of small (contain-
ing up to 15 vacancies) H-vacancy clusters by two different methods. These methods then
form the basis for a hybrid calculation method with the goal of simulating larger cluster
sizes. Formation energies are then calculated for nanosized clusters (up to 500 vacancies)
generated by this hybrid MC/MS simulation. The role of H on the formation energy is
studied in the context of its effect on the surface energy of a void. Through this analysis,
we calculate a H-affected surface energy. At the end of this chapter, application of this data
to consider the aggregation of vacancies into nanovoid at the mesoscale is discussed.
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4.1 Formation energy of small vacancy clusters
For single or di-vacancies, it is has been shown that H plays a role of lowering the formation
energy, thereby stabilizing void formation and growth [118]. While the stabilization effect
of H has been quantified in calculations for single vacancies and very small clusters [33,
122], this has not been extended to larger cluster sizes. The formation energy of a vacancy
cluster [123] for a Ni-H system can be calculated as
Ef = E[(N − n)Ni +mH]− (N − n)Ecoh −mEbulkH (4.1)
where E[(N − n)Ni + mH] is the energy of the system containing N lattice sites with a
vacancy cluster of size n and with m H atoms, Ecoh is the cohesive energy of Ni, and EbulkH
is the binding energy of a H atom to a bulk interstitial site in the Ni lattice. This expres-
sion compares the total system energy containing a vacancy-H cluster with the energy of a
crystal with n (unclustered) vacancies, and compares the binding energy of H in vacancy
sites to that in bulk interstitial sites. Thus, this accounts for the energy differences between
a random distribution of vacancies and a cluster of vacancies, as well as the segregation
energy of H to vacancy sites from bulk sites. The cohesive energy is a property of the
interatomic potential, while the H binding energy must be calculated. This can be done,
as described in Chapter 2, by comparing the total energy of a simulated crystal with and
without a single H atom. The difference in energy of these systems is the H binding energy.
In this system, H preferentially occupies octahedral sites in the bulk, thus, EbulkH is taken to
be the binding energy to an octahedral site in an otherwise perfect crystal. All that remains
to be calculated with regard to the formation energy is the first term that accounts for the
total energy of the vacancy-H cluster.
In the following, we work through several methods for computing E[(N − n)Ni +
mH] and the resultant cluster formation energy. We start with a MS-based method and a
more flexible MC method for small (fewer than 15 vacancies) clusters. These methods are
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thorough and require few approximations, but have high computational cost, especially if
they were to be applied to larger clusters. We then outline a method for constructing larger
clusters by driving the cluster growth toward an energy minimum and only applying MC
sampling to the H distribution. The results of these calculations are then discussed in the
context of power law relations for modeling the formation energy. An H-affected formation
energy is calculated by fitting the obtained data to these models. In the last section, we
outline the use of these models to inform mesoscale dislocation dynamics simulations by
incorporating H effects in a nanovoid nucleation criterion. The H-affected formation energy
is then implemented in a MC sampling scheme and can be used to study the effect of H
on the clustering of vacancies. Implications of the H effects on the critical void size for
nanovoid nucleation are discussed.
4.1.1 MS for small clusters
Initially we perform a MS-based calculation aimed at generating small vacancy clusters
containing up to 12 vacancies. H is introduced into the small clusters at various concen-
trations and the formation energies are calculated. In this method, we start with a perfect,
defect free lattice. One atom is removed to create a single vacancy. The first nearest neigh-
bor atoms to the vacancy are then all added to a group. From this group, n atoms are
selected randomly and deleted, generating a Vacn cluster. H atoms are then added into the
region around this cluster and the structure is energy minimized resulting in a VacnHm∗n
cluster. Here, m is the number of H atoms per vacancy and n is the number of vacancies
comprising the cluster. For each value of m and n the simulation is run 100 times and the
formation energy is calculated from an average energy over the 100 runs. A schematic of
this process is shown in Figure 4.1.
This MS calculation is run in LAMMPS [64] for systems ranging from 1 to 12 vacan-
cies per cluster with 0 to 6 H per vacancy, distributed randomly in the vacancy cluster.
Minimization is carried out using conjugate gradients employing the Angelo EAM poten-
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Figure 4.1: A schematic of the MS method for vacancy generation and H addition. Starting
from top left (a), a single vacancy, the grey circle, is added to an otherwise perfect lattice.
The neighboring atoms, green circles, around that vacancy are selected (b) and a random
set is deleted to generate the vacancy cluster (c). H atoms, the light blue circles, are then
added into the region contained by the vacancy cluster, shown in (d) and the structure is
energy minimized allowing the H atoms to relax into interstitial positions (f).
tial [62] for Ni-H, which is used in previous sections as well. Data are shown in Figure
4.2. The formation energy decreases sharply with 1 H per vacancy relative to the case with
no H. With 1 H per vacancy, the formation energy decreases relative to the bare vacancy.
Increasing the number of H per vacancy then increases the formation energy. For values of
5 and 6 H per vacancy, the formation energy exceeds the 0 H case.
Lower formation energies for 4 and fewer H per vacancy indicates that up to 4 H per
vacancy are favorable relative to the 0 H case, with 1 H per vacancy being the most fa-
vorable, as it has the lowest formation energy. With 5 and 6 H, per vacancy the formation
energy is higher. This indicates a lower relative stability when compared to the bare va-
cancy. This is not fully consistent quantitatively with the DFT results for single vacancies
but retains some of the qualitative features. H lowers formation energy relative to the 0 H
case up to 4 H per vacancy, but beyond this threshold the formation energy becomes unfa-
vorable. The formation energy tends to increase linearly with increasing vacancy number;
however, in these simulations the 5 and 6 H cases appear to increase in slope at between
8 and 10 vacancies. This is because the number of possible H sites does not scale linearly
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Figure 4.2: The formation energy of various H vacancy clusters calculated from equation
4.1 using data from the MS method.
with increasing void size (number of H sites 6= 6 ∗ n) but instead the number of H sites per
vacancy decreases with increasing void size (number of H sites ≤ 6 ∗ n). As a void grows,
the H sites are dominated by the available surface sites and the interior vacancies do not
contribute any sites at all. Thus, in larger voids the number of H sites is greatly reduced
compared to the number of available sites for individual vacancies (6 sites per vacancy or
6 ∗ n). This will be discussed in more detail in Section 4.2.3.
While these simulations provide good estimates for the formation energy, there are
some limitations to this method. Most notably, the vacancy clusters generated in this way
are restricted in their configuration. Since atoms can only be removed from the region
neighboring the initial vacancy the cluster is always compact. The possibility of no cluster-
ing (randomly distributed vacancies) is thus not admitted in this situation, which may not
always be correct. Creating the clusters in this way allows the simulation to skip explicit
MC calculations regarding the vacancy structure in order to save time. This is what allows
for the large number of runs and generates smooth data, but this approximation is somewhat
artificial. In addition, H is only added to the interior region of the vacancy, not allowing
for the possibility of H populating of the exterior octahedral sites around the vacancy. The
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binding energy to these nearest extremal sites in the Ni-H system is -2.26 eV, or a segrega-
tion energy of -0.07 eV. This is less favorable than that of the most favorable sites around
the extended edge dislocation, but is still a favorable site relative to the bulk, indicating that
some H will likely occupy these nearest external sites. In the following section, we address
these issues by pursuing explicit MC calculations.
4.1.2 MC for small clusters
To allow for more flexibility in the simulations, we use a hybrid MC-MD approach to cal-
culate the structure of the vacancy-H cluster. This is done by initially preparing a perfect
Ni crystal with a sublattice of unoccupied octahedral H sites. To incorporate these unoc-
cupied sites into the simulations, a vacant site type element was added into the Angelo
potential. This is done by adding an element type which does not contribute to the energy
and has no interaction with other element types. The sites of this vacancy type are fixed
in position during the simulations. Next, n Ni vacancies are introduced into the system by
swapping occupied Ni atoms with vacant type elements. Similarly, m H atoms per Ni atom
are added on the sublattice by swapping unoccupied sublattice points from vacant elements
to H type. This results in a structure containing n vacant Ni sites andm∗n H atoms located
on octahedral interstitial sites.
After the initial structure is prepared, MC swaps are attempted. Ni and vacant elements
are swapped on Ni lattice sites and H and vacant types are swapped on the sublatice. A
trial swap is accepted or rejected according to the Metropolis criterion [124, 125], which
accepts a trial step with probability
p =

1 if ∆Φ ≤ 0
exp(−∆Φ/kBT ) if ∆Φ > 0
where ∆Φ = ∆E is the change in energy due to the swap. After a full MC step, MD steps
are run to allow for the system to relax. MD simulations are run at 10K, which allows
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Figure 4.3: A schematic of the formation energy calculated by the full MC method. A
perfect lattice (blue points) is produced with a sublattice of vacancy H sites in octahedral
interstitial sites (red points) shown in (a). H atoms (yellow points) are added to the sub-
lattice and vacancy type elements to the main lattice (light blue points) shown in (b). The
entire structure is allowed to relax by attempting MC swaps of H atoms with vacant H
sites (red and yellow points) and the Ni atoms with vacant lattice sites (blue and light blue
points), illustrated in (c).
for some relaxation but is purposefully chosen to inhibit too much rearrangement. If the
atomic sites were to undergo significant rearrangement, it is possible that the underlying
H site sublattice and the Ni lattice could become misaligned, resulting in a dramatically
decreased acceptance probability for H-vacant site swaps. Figure 4.3 illustrates the full
calculation procedure.
Simulations of this type are run for cases of 0 to 15 vacancies (n ∈ [0, 15]) and for 0 to 6
H per vacancy (m ∈ [0, 6]). Due to increased computational cost of this full MC approach,
only 1 simulation is run for each stoichiometry. This leads to significant noise in the results
but general trends are still indicated. The results are shown in Figure 4.4. Relative to
the 0 H case, all of the cases with H have lower formation energy. The formation energy
decreases sequentially from 0 to 4 H per vacancy and appears to saturate at about 4 H per
vacancy. The data for 4 to 6 H per vacancy appear clustered.
Here, the formation energy always decreases relative to the H free case, indicating that
there is always some stabilization effect of H on voids. For high H, this saturates but does
not increase and never exceeds the case with 0 H. This is inconsistent with the DFT results,
which indicate that for high H per vacancy, the formation energy should increase beyond
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Figure 4.4: Formation energy calculated form Equation 4.1 using data from the full MC
simulations.
a threshold value; after the vacancy is overfilled, inserting additional vacancies should be
energetically unfavorable. However H is only placed on broken sites on the interior of
a vacancy in the DFT calculation. In these simulations, H is allowed to distribute not
only inside the void but also in any of the neighboring interstitial sites. Qualitatively, it is
observed that for high H values (values of greater than 4 H per vacancy), H has a strong
tendency to not only occupy interior vacancy sites but also the nearest external sites. These
simulations indicate that although a single vacancy allows for up to 6 H on interior sites,
it may allow for greater number of H if the first nearest neighbor external sites are also
considered.
The full MC simulations provide a more flexible means of calculating the formation en-
ergy, but this method is not without limitation. Avoiding the approximations in the previous
molecular statics calculations results in simulations which have a much higher computa-
tional cost. Accordingly, fewer runs are made and thus the results are much more noisy.
This also restricts simulations to small cluster sizes. Despite these limitations, this method
provides interesting qualitative results; while not fully consistent with DFT simulations
they provide insight into the role of H on the formation energetics in small vacancy clus-
ters. In the following sections, we introduce additional approximations intended to ease
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the computational burden of computing the cluster structure while retaining the full MC
approach to distributing the H field in and around the vacancy cluster. This can ultimately
allow for study of a wider range of larger clusters.
4.2 A hybrid MS/MC approach for nanosized clusters
In this section we extend the previous small vacancy cluster calculations to larger sizes by
invoking an approximate method for the growth of the vacancy cluster in the spirit of the
previous MS calculation, but with the H field being estimated periodically by a full MC re-
laxation. This calculation is performed sequentially, so that as the vacancy cluster grows in
size, H is added periodically and allowed to relax via MC sampling in this process. To be-
gin, a perfect FCC Ni lattice is generated and one vacancy is created by removal of a single
Ni atom. The resultant vacancy structure is then energy minimized. After minimization,
the energies of each individual Ni atom in the system are output and the atom with the high-
est energy is removed from the system, adding a second vacancy to the cluster. Choosing
to grow the void in this way is very fast and drives the system toward an energy mini-
mum without need for explicitly searching for the minimum energy configuration [126]. It
should be noted that although this process drives the vacancy toward an energy minimum,
it is not necessarily the global energy minimum after relaxation. After a vacancy is added
to the void, a sub-lattice of vacancy type atoms is added in all of the octahedral interstitial
sites m H atoms are added onto this sublattice by swapping from vacant type elements to
H type elements. From here, a full MC calculation is run, allowing the H and vacant type
elements on the sublattice to swap. The Ni lattice (and thus the vacancy cluster structure)
remain fixed in this calculation. Following the MC step, the H atoms are relaxed and the
vacancy addition process is repeated, retaining the distribution of H atoms and vacant sub-
lattice sites, by finding and removing the highest energy Ni atom. The calculation proceeds
sequentially in this way until the desired VacnHm∗n cluster is formed. A schematic of this
method is shown in Figure 4.5.
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This method borrows some strategies from the previous calculations in that it employs
a MS method for the vacancy growth but retains a full MC run to determine the H distri-
bution; there are some significant differences as well. Because MS is used in determining
the void structure, this calculation is fast relative to full MC. This allows for calculation
of very large void sizes, comprising up to 500 vacancies. In addition, because the H and
vacancies are added in a sequential manner (every time a vacancy is added, H atoms are
added as well), the concept of stabilization rate enters our considerations. By varying the
rate at which H is added compared to the rate at which vacancies are added to the growing
cluster, we can explore scenarios where growing clusters are experiencing different rates of
H stabilization at identical stoichiometries. This will be discussed in more detail in Section
4.2.3.
4.2.1 Structure and formation energy of nanosized clusters
Simulations are run for clusters containing up to 400 vacancies. Initially, simulations are
run for 0, 1, and 2 H per vacancy. In the initial runs, the H atoms are added into the
simulation after each vacancy addition. For example, in the case of 1 H per vacancy, after
the vacancy cluster is grown from 5 to 6 vacancies, 1 H atom is added, to increase the
number of H atoms present from 5 to 6. MC swaps are then run on the H sublattice,
allowing the 6 H atoms to relax into favorable sites. The formation energy is calculated
using Equation 4.1, as before, and the results are shown in Figure 4.6. In addition to the
formation energy data, we also consider the structure of the vacancy clusters. Images of
the vacancy clusters are generated using Ovito [65].
Unlike in the previous simulations, the formation energy curves with H are quite wavy,
indicating that there is something unusual or unexpected happening in the simulation. The
formation energy for the case with 0 H follows a smooth curve and appears consistent with
other similar simulations [126]. Visually, the cluster formed with 0 H is an octahedron
(shown in Figure 4.7) with facets along the [111] surfaces. The blue elements in Figure
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Figure 4.5: A schematic of the hybrid MS/MC method. The top illustrates the vacancy
cluster growth. A single vacancy is generated (grey circle) in (a). The structure is energy
minimized and the highest energy atom is removed (b), growing the vacancy cluster. In the
bottom section the MC steps are illustrated. A sublattice of possible interstitial H sites is
determined (c) and H atoms are added to random positions on the sublattice (d). The green
circles represent the unoccupied H site sublattice and the blue circles represent sites which
are occupied by H. The H field is relaxed around the existing vacancy cluster via MC swaps
on the sublattice (e).
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Figure 4.6: Formation energies of H vacancy clusters calculated from the MS/MC method.
H is added in to the simulation the cluster is grown by one vacancy.
4.7 are vacant type elements, displaying the structure of the vacancies comprising the full
vacancy cluster. Again this is qualitatively similar to observations in Nb [126] but geome-
tries of this type have been observed in Cu near the cavitation point using a coarse-grained
atomistic method [127]. Experimental TEM observations often reveal faceted voids in FCC
metals under irradiation conditions [128] in a variety of materials.
In the cases with H, the situation is more complicated, as shown in Figure 4.8. As in
the 0 H figure, the blue elements are vacancies but in Figure 4.8 the light yellow elements
are H atoms distributed around the vacancy cluster. In the one H per vacancy case, the
clusters are visually more linear, with H atoms settling on opposite sides of the vacancies,
resulting in a sheet. In Figure 4.8(a) the sheet changes direction on the left and right ends.
The cluster has grown to the edge of the box and thus has no more room to expand in the
same direction. This is an artifact of the simulation and likely influences the form of the
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Figure 4.7: Geometry of a nanovoid with no H generated by the MS/MC method. The blue
points are vacant lattice sites. The surfaces of the octahedron are along the {111} planes.
formation energy curve. In the case with two H per vacancy, the clustering is more random
in appearance; notably, the H atoms appear to cluster into a small hydride phase around
the vacancy. This is sometimes observed in MC calculations but may only be physically
reasonable at extremely low temperatures [69]. In this case it is likely that this H clustering
has a substantial effect on the formation energy curve. These two clusters are qualitatively
very different and it is difficult to draw any general conclusions. It appears that there
are some difficulties with these simulation setups that warrant further investigation and
refinement.
These simulations have some dependence on the rate at which H addition is performed.
This set represents an extreme case of very rapid H addition. In this setup, the cluster grows
by one vacancy upon which it is immediately stabilized by the addition of the corresponding
amount of H. Perhaps this is possible in scenarios where void growth is slow or where H
concentration is very high; in the model presented in Chapter 3, vacancy concentrations
locally are likely very high relative to H concentrations. This suggests that cluster growth
at lower H stabilization rates is more relevant in that model system. In the following section,
we investigate the role of stabilization rate on vacancy cluster growth within this simulation
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(a) 1 H per vacancy (b) 2 H per vacancy
Figure 4.8: Geometries of nanovoids with H generated from the MS/MC method. Blue
atoms are vacant lattice sites with light yellow point representing H atoms
framework.
4.2.2 Rate dependence of void structure and formation energy
To study the dependence of the void structure and formation energy on the rate of H ad-
dition, we consider two cases with H added at different stages during the vacancy cluster
growth and compared to the case with 0 H. In one case, H atoms are introduced only after
every 10th vacancy, and in the other only after every 20th vacancy is added to the cluster.
For both cases, the number of H per vacancy is fixed at 1 for consistency. The new simu-
lation procedure begins with a cluster of 10 vacancies, produced by sequentially removing
the highest energy atom in the system. After each single vacancy is added to the cluster,
the structure is energy minimized before another atom is selected and removed. At 10 va-
cancies, 10 H atoms are added to the sublattice of H sites and MC swaps between those
sites are attempted, allowing for the H field to relax around the vacancy. The simulation
then continues by adding 10 more vacancies as before and then 10 more H after until the
cluster has reached 400 vacancies. From these data, the formation energy is calculated and
are shown in Figure 4.9 as a function of void size.
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Figure 4.9: Rate dependence of the formation energy. The red curve is calculated from a
system containing no H. The blue and orange curves are for a system with 1 H per vacancy
added a different rates. In the blue curve 10 H atoms are added after every 10 vacancies
are added to the vacancy cluster and in the orange 20 H atoms are added after every 20
vacancies. Both curves represent a H per vacancy ratio of 1.
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Figure 4.10: Vacancy cluster generated at a slower H addition rate. In this image the blue
points are vacant lattice sites and the light yellow are H atoms. This structure is from the
case with 20 H added after every 20 vacancies.
The formation energy at this lower H stabilization rate is decreased relative to the case
of 0 H. Moreover, the curves are smoother than in the previous set (with H added with
every vacancy). In addition, the curves for the two different rates are practically identical.
This indicates that while rate has some effect, it appears to saturate. To address this in
the continuing simulations, we choose to use the intermediate rate (H additions every 10
vacancies) for the following simulations.
Perhaps more interesting is the structure of the resultant cluster, shown in Figure 4.10;
it is dramatically different from those observed in the previous section. Here, the cluster
grows into an oblate structure. The surfaces are not as well defined as in the perfect octa-
hedral case with 0 H, but this structure does not deviate as significantly as those in Figure
4.8 (from the 1H 1 vacancy simulations). Although it is not fully faceted, it bears some
resemblance to a faceted void. The H field also appears to occupy many of the surface
sites, with some of the H occupying the first neighboring octahedral sites, as was predicted
in the simulations of smaller clusters. Overall, simulations at a lower rate of H addition
generate more qualitatively reasonable clusters and smoother, less wavy formation energy
curves. For these reasons, we choose to use a slower rate, adding H for every 10 vacancies.
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4.2.3 Formation energy and structure as a function of H
Having explored several scenarios, we next proceed with calculating the formation energy
of H-vacancy clusters as a function of number of H per vacancy. We choose to add H
after every 10th vacancy and allow the H field to relax around the cluster by MC swapping
after each addition. In this set of runs, we vary the number of H per vacancy ranging from
0.1 to 2. Included in this set are values less than 1. It was not previously mentioned, but
using a slower rate (not adding H with every vacancy) allows for lower H concentrations at
constant rate. This also allows for accommodation of the decrease in number of sites with
increasing cluster size, as will be discussed later. These calculations, as before, are run for
at least 400 vacancies per cluster. Results are shown in Figure 4.11.
Figure 4.11: Formation energy for a range of ratios of H per vacancy with H being added
after every 10 vacancies are added to the vacancy cluster.
In Figure 4.11, the formation energy decreases with increasing H per vacancy. It is
noteworthy that at large cluster sizes, the formation energy curves for H per vacancy values
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of one and greater appear to curve upward for large clusters. As shown in Figure 4.12
the clusters are more ordered, and more closely resemble the octahedral geometry of the
bare vacancy cluster than those of the rapid H stabilization cases. The case of 0.1 H per
vacancy is very similar to that of the 0 H octahedron, but slightly elongated, the 0.5 H per
vacancy case is more oblate. In the higher H per vacancy cases, the structure is significantly
elongated. These serpentine structures are surrounded in many sections by a dense H field,
accommodating H in both interior vacancy sites as well as in neighboring octahedral sites.
In the most extreme case, with two H per vacancy, the H field seems to form a hydride
phase, as was observed in the two H per vacancy case at the higher rate of H addition.
The lower and no H structures are qualitatively distinct from those of the higher H
clusters. In contrast, the higher H structures are all fairly similar, aside from the differences
in their H fields. It it possible that this is due to a saturation of the H in and around
the cluster as it grows. As a vacancy cluster becomes larger, the number of H sites per
vacancy decreases. To understand the limiting H per vacancy for the cluster sizes studied
here, we enumerate the number of sites as a function of number of vacancies for a perfect
octahedral cluster. To do this, we note that the surface of an octahedral void is comprised
of 8 equilateral triangular faces and 12 equal edges and 6 verticies. We then add up the
number of vacancies on the interior of the faces, along the edges (excluding the verticies),






Nedge + 6 = 8Nface + 12(l − 2) + 6 (4.2)
where Nsurf is the number of surface vacancies in the cluster, Nface is the number of
vacancies on the interior of a face, and Nedge = (l− 2) is the number of vacancies along an
edge minus the vertex points where l is the integer edge length. The number of vacancies in
the interior of a face is given by the l− 3 triangle number and can be written as a binomial
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coefficient, noting that the interior is comprised of a triangle with edge length of l− 3, i.e.,
Nface =
(




(l − 3)((l − 3) + 1)
2
(4.3)
To understand the decrease in available sites, we note that each surface site contributes
one interior vacancy site and seek to calculate the ratio Nsurf/Ncluster, where Ncluster is the
total number of vacancies in the cluster. This number can be calculated for the octahedral
cluster by noting that the octahedron is constructed from two stacked pyramids of edge
length l − 1 separated by a plane of edge length l. The number of lattice points in the





(l − i)2 (4.4)
From Equations 4.2, 4.3, and 4.4, we now have an expression for the ratio of surface
vacancies to total vacancies in a cluster as a function of the size (edge length). This is
plotted in Figure 4.13 and provides a quantitative approach to evaluate the decrease in
relative number of surface sites as a function of cluster size.
The blue point in Figure 4.13 corresponds to a vacancy cluster of about 500 vacancies.
This gives a value for Nsurf/Ncluster of about 0.5, indicating that at a size of about 500
vacancies only around half of the vacancies contribute potential H sites. This is consistent
with the formation energy results, indicating that for large sizes the formation energy be-
gins to increase more rapidly. In addition, this supports the qualitative observation from
this work that for high H per vacancy values, the H field around a void appears to sat-
urate, leading to the growth of local hydride phases. While this cluster size exceeds the
maximum cluster sizes in these simulations, we take this as an upper bound for the H per
vacancy values which can be expected to provide reliable results. As such, we continue
with calculations highlighting the regime of H per vacancy values less than or equal to 0.5.
In the last set of simulations, we calculate the formation energy for H per vacancy
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values ranging from 0 to 1 in increments of 0.1. As in the previous calculations, this is run
for the case where H is added after every 10th vacancy. Results are shown in Figure 4.14.
The simulations for 0.5 H per vacancy and below show a consistent trend of decreasing
cluster formation energy with increasing H. Above this value, the trend breaks down and
appears noisy. In addition, the curves ’wiggle’ more than in the lower H cases, indicating
some external effect (e.g., H clustering outside the vacancy cluster). This is consistent
with the above analysis, which indicates that values above about 0.5Nv for clusters around
500 vacancies may be over-saturated with H. Overall, this supports the analysis above and
provides bounds for these simulations. The data obtained in this section can then be used
to further understand the H effect on vacancy clustering. These data are analyzed in this
context in the following sections, and connections are made to a nanovoid nucleation model
at the mesoscale.
4.3 H effects on Nanovoid nucleation
As a means of quantifying H effects on void growth, we follow an analysis on the free
energy of void growth due to radiation damage [87, 129]. Under irradiation conditions,
vacancy (and interstitial) concentrations are very high relative to equilibrium concentrations





where Cv is the vacancy concentration and C0v is the equilibrium vacancy concentration
(which is a function of T). We apply this analysis noting that the vacancy production mech-
anisms which have been discussed in previous sections (collinear annihilation of loops and
jog dragging) both result in high local vacancy concentrations, above the equilibrium val-
ues. While this approach may not fully represent the bulk behavior of such systems, it is
capable of capturing the effect of the locally elevated vacancy concentration.
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Accounting for voids, the Gibbs free energy for a system can be written [129]





where G0 is the free energy of a perfect lattice, ρ0(n) is the distribution of void sizes, ωn
is the number of ways ρ0(n) voids of size n can be arranged (i.e., possible configurations),
and Gn is the reversible work of void formation, given by
Gn = En + pVn − TSn (4.7)
The last two terms respectively capture the ’PV’ work (p is the hydrostatic pressure and
Vn is the volume change due to n vacancies in a void) and the entropy change, Sn, due
to the void formation. If, following Olander [129], we neglect the pressure and entropy
dependence then Gn ≈ En is simply the internal energy of the system. It has been shown
that for sufficiently large voids the energy is related to the surface energy, γ, [130] and




where Rv is the void radius. For a spherical void, the radius is related to the number of





where Ω is the atomic volume. For a spherical void, γ can be thought of as an averaged
value over the possible surface orientations, as opposed to the surface energy for only one
specific crystallographic orientation. It should be noted here that the voids generated in the
previous simulations are not spherical but instead tend to have an octahedral geometry. In
the case of octahedral voids it should be expected that the formation energy should depend
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on the surface energy of the faces (in our case {111}), and some contribution associated
with the edges. We retain the spherical approximation in order to make a direct qualitative
comparison, bearing in mind this discrepancy. Using this expression yields
En = (36πΩ
2)1/3γn2/3 (4.10)
Notably, the formation energy has a 2/3 power dependence on the number of vacancies
comprising a void. Equation 4.10 provides a physically based starting point for analysis of
the obtained formation energy data, with the limitation that this is an approximation for a
spherical void and the observed voids are faceted. As such, there is expected to be some
deviation in the calculated surface energies. Calculation of the H-affected surface energy
using Equation 4.10 will be discussed in the following section.
This analysis continues with the calculation of the number of configurations of the







To calculate the equilibrium distribution, we require that the system be in equilibrium







with the condition that the vacancy field be in chemical equilibrium with the void distribu-
tion, i.e.,
nµv = µn (4.13)
Here, µv is the chemical potential of a single vacancy. Invoking Stirling’s approximation
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and differentiating, we obtain the expression






For a single vacancy, this expression reduces to the form






In the dilute limit, the equilibrium vacancy concentration is






where Ev is the formation energy of a single vacancy. Combining Equations 4.15 and 4.16
yields





= kBT ln(Sv) (4.17)
From equations 4.14, 4.17, and 4.13 we obtain the void size distribution








and noting that ρ0 = N0 exp(−∆G0n/kBT ) we can then write the change in free energy
due to the formation of a spherical void containing n vacancies as
∆G0n = −nkBT ln(Sv) + (36πΩ2)1/3γn2/3 (4.19)
This expresses competition between two effects, the vacancy supersaturation driving
the growth of the void by lowering the free energy of formation, and the cost of the surface
formation energy. Balance between these two effects defines a threshold for the critical
void size, after which void growth is favorable with respect to changes in the free energy.
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The analysis presented in this section is intended to guide discussion on the H-affected
surface energy and its role in void nucleation at the mesoscale. In the following section,
discussion is focused on the estimation of γ from simulation data, the role of H on γ, and
how H effect enter in equation 4.19.
4.3.1 Power laws for the nanovoid formation energy and the H-affected surface energy
Equation 4.10 provides a physically-based power law expression for the formation energy
of spherical voids as a function of number of vacancies comprising the void. Material
dependence enters through the atomic volume, Ω, and the surface energy, γ. In addition
to this expression, void formation energies have recently been studied using an empirical
model which takes the formation energy to be [126]
Ef = E0(1− An2/3) (4.20)
Here, E0 and A are fitting parameters and we retain the 2/3 power scaling in n. The E0
parameter may be related to the cohesive energy, but the relationship between A and the
surface energy is unclear. While the parameter values do not have direct interpretations
in terms of material parameters, this type of fitting provides the benefit that there is no
assumption of spherical void geometries.
Perhaps a simpler way of relaxing the assumption that a void is spherical is to include a




where f is a geometric factor. In the simulation data for 0 H, the geometry is purely
octahedral, with all surfaces all along {111} planes. The value of f can then be determined
by fitting Equation 4.21 to the 0 H data, taking γ = γ{111} to be the surface energy of
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Table 4.1: Effective surface energies as a function of H atoms per vacancy







a {111} plane. There are also edges present in the simulated structure which contribute
to the energy; however, for simplicity we neglect this contribution and assume that this is
captured in f . The obtained value of f can then be held fixed and used to model the H
dependence of γ.
Simulation data are fit to both Equations 4.10 and 4.21. In the case of Equation 4.21,
only γ is fit, retaining the leading factors for spherical voids. The data for cases from 0 to 1
H per vacancy in increments of 0.1 are used to perform fits. Recall that for H per vacancy
values above about 0.5 the data are expected to be unrealistic, as the vacancy cluster is
over-saturated with H atoms. There are more H present than there are sites available in the
cluster. These data are retained, however, for the purpose of illustrating the breakdown in
the trend with increasing H after this threshold. Curves and data for both fits are shown in
Figure 4.15. Figure 4.15(c) plots the fit values for γ as a function of nH/n, the ratio of the
number of H atoms to the number for vacancies. Table 4.1 contains the values of γ in the
ranges of 0 to 0.5 H per vacancy obtained by fitting Equation 4.10 in two sets of units (for
ease of interpretation).
A consistent decrease in the surface energy with increasing H is evident from the sim-
ulation data. The surface energy as a function of the ratio nH/n shows a uniform decrease
until about 0.6, consistent with the argument for the number of available sites as a function
of cluster size. For the data fit directly to Equation 4.10 the 0 H formation energy is 2042
mJ/m2. Compared to the value of γ{111} for the interatomic potential [62] (1929 mJ/m2),
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this is high. The relative increase is likely due to the presence of edges in the octahedral
geometry which are not considered explicitly in this fit. Fitting by Equation 4.10 or Equa-
tion 4.21 results in curves that are simply shifted relative to one another (Figure 4.15(c)).
Since they are similar, we choose to use the simpler result provided by the Equation 4.10.
As such, the γ values reported in Table 4.1 are for the fits obtained by Equation 4.10.
With these data in hand, we finish by investigating the role of H on the free energy
change due to void nucleation. These curves are calculated by inserting γ values from
Table 4.1 into Equation 4.10. Values of ∆G0n are then plotted as a function of n and the
maximum of these curves represents the critical void size. Data are shown in Figure 4.16.
At the critical size, if the void either increases or decreases in size the free energy change
decreases (the change is energetically favorable). If the void grows beyond the critical
void size it then becomes favorable for the void to continue growing, and thus a void has
been successfully nucleated. In Figure 4.16, as the number of H per vacancy increases, the
maximum in the curves shifts to the left. This decrease in critical void size with increasing
H indicates that H plays the role of decreasing the critical void size for nucleation, thereby
promoting the formation of voids.
At high H concentrations the critical void size drops to about 2.5. With critical sizes this
low void growth is effectively energetically favorable. If more than 2 vacancies coalesce
to form a cluster it is then more favorable (has a lower energy cost) to add a vacancy to
the cluster than to remove one. An implication of this at the macroscale is that, when H is
present, void nucleation is spontaneous and therefore the evolution of the size and density
of nanovoids is only driven by the growth kinetics.
To summarize, the effect of H on the surface energy is calculated by fitting the obtained
simulation data to Equations 4.10. The γ values obtained from these fits indicate that H
decreases the surface energy. This effect exhibits a consistent trend up to about 0.5 H per
vacancy, consistent with the notion that larger clusters have fewer sites available for H to
occupy. Decreasing surface energy has the additional effect of lower the critical void size
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for nucleation. Thus we conclude that H acts to stabilize the formation of voids through a
decrease in the critical size which results from a decrease in the H-affected surface energy.
Under the simulation conditions the critical size for nucleation decreases from about five
vacancies to three vacancies.
4.3.2 Nanovoid nucleation in continuum dislocation dynamics
Continuum Dislocation Dynamics (CDD) is a coarse grained dislocation dynamics method
that relies on a statistical interpretation of the evolution equations for the dislocation density
[131, 132, 133, 134]. In contrast to Discrete Dislocation Dynamics (DDD) [135, 136, 137],
which treats dislocations as discrete lines, CDD casts the local dislocation density evolution
as a field equation to be integrated over a mesh. This facilitates faster computations at high
dislocation densities relative to DDD, for which computation time increases with increasing
dislocation density. Within the EICEM program, CDD, has been used to study the evolution
of dislocation structure with plastic strain and several additional modules have been built
in, including one which tracks the production of vacancies by jog dragging [49].
Following the above framework, a nanovoid nucleation model, informed by the calcu-
lations presented here, can also be introduced in this CDD framework. Given the density
of voids of size n








with ∆G0n given by Equation 4.19, we can determine if a void will form. This is done by
sampling the void size from the void size distribution, given a local value of Cv (or equiv-
alently Sv). This is then compared to the critical void size, determined as in Figure 4.16.
If n is greater than the critical void size, then we accept the nucleation and a small void is
formed. This is done in each element taking into account the local vacancy concentration
and the number of H per vacancy, which determines the value of γ. In this framework, the
H effect is introduced through its role in reducing the surface energy leading to a reduction
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in the critical void size for nucleation. This model, integrated with the H-affected surface
energy, represents a novel approach to the introduction of H effects on nanovoid nucleation
at the mesoscale.
This formulation can also guide continuum modeling efforts and further development of
the CP-UMAT. At this higher length scale the model is relatively coarse and requires con-
sideration of the distribution (and densities) of a collection of voids over a larger region.
Along with this difference, the vacancy concentration model implemented in the CP-UMAT
accounts for production of vacancies through the colinear annihilation of edge segments in
channels along with the non-conservative jog dragging of screw segments. Qualitatively,
the nucleation rate of voids when H is present is expected to be high because H lowers the
critical void size, as shown in Figure 4.16. As such the density of nanovoids is expected
to be directly related to the vacancy concentration. In regions where a high density of va-
cancies exist, nanovoids will nucleate in proportion to the local vacancy concentration and
grow by trapping nearby vacancies. Additionally, while the CP-UMAT accounts for dislo-
cation annihilation in vacancy production (and CDD only considers jog dragging) the two
may produce similar results, since in both cases localization of high vacancy concentrations
is critical in the void nucleation process.
In regions of high vacancy and H concentrations, high H-vacancy cluster densities will
follow. These clusters can then grow to form large nanovoids, due to the decreased critical
size for nucleation, and subsequently act as strong obstacles to the glide of dislocations.
After a sufficiently high stress is reached, such that the collection of dislocations can free
themselves from these obstacles, the dislocations resume motion. CDD can be used to
inform these types of modeling in the CP-UMAT. With the integration of nanovoid nucle-
ation, CDD can be used to estimate the distribution of void sizes as a function of H concen-
tration and dislocation density. This, along with the assertion that nanovoids will nucleate
in proportion to the vacancy concentration, provides an estimate of obstacle distribution
and strength (size) at the continuum scale. In this way modeling starting at atomistic length
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scales can be passed into the mesoscale for use in CDD, which can inform the bulk kinetics
of dislocation-obstacle interaction at the macro scale to aid in development of additional
modules for the CP-UMAT.
4.4 Overall summary
This chapter began by outlining two methods for computing the formation energy of small
vacancy clusters with H. In one method, a MS-based approach is used which is fast but
has significant constraints that may limit the validity of the simulation results. In the other,
a full MC technique is used to compute the cluster formation energy, allowing for fewer
constraints but at a much higher computational cost. It is observed in these simulations that
H plays the role of decreasing the formation energy up to a threshold value of about 4 H
per vacancy. Beyond this level, the formation energy appears to saturate. Following these
approaches, we then discuss a hybrid MS/MC approach that balances the constraints of MS
with some of the flexibility of a full MC to allow for faster computation times and larger
cluster sizes. In this method, the system is driven toward an energy minimum by removal
of the highest energy atom to grow the vacancy cluster. The H field is then allowed to relax
around the cluster with a full MC calculation over the sublattice of H sites. Clusters tend
towards octahedral geometries in these simulations, with surfaces along [111] planes.
Using relations between the cluster formation energy and the surface energy, a H-
affected surface energy is calculated, showing the H decreases the surface energy. This
decrease in surface energy results in a corresponding decrease in the critical void size for
void nucleation, implying that H promotes void nucleation. At high H concentrations the
critical void size is sufficiently small for nucleation to occur spontaneously. This implies
that at the macroscale it can be assumed that voids will nucleate and only the growth process
need be considered. In addition, an application of this data to a mesoscale void nucleation
model was discussed. In the mesoscale simulations a void may be nucleated on any inte-
gration point. The distribution of void sizes (which depends on ∆G0n) is sampled at each
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point to generate a distribution of void nuclei.
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(a) No H (b) 0.1 H per vacancy
(c) 0.5 H per vacancy (d) 1 H per vacancy
(e) 1.5 H per vacancy
(f) 2 H per vacancy
Figure 4.12: Structures corresponding to the formation energy curves in Figure 4.11 illus-
trating the qualitative trend with increasing H concentration. All voids contain the same
number of vacancies. Blue spheres are vacant lattice sites and H atoms are indicated by the
light yellow spheres.
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Figure 4.13: The ratio of surface vacancies to total vacancies in an octahedral cluster as
a function of edge length. The blue rectangle corresponds to a cluster size of about 500
vacancies and is used as an upper bound for cluster sizes observed in these simulations.
Figure 4.14: Formation energies as a function of void size for H per vacancy ratios of 1 or
less.
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(a) Fits from equation 4.10 (b) Fits from equation 4.21
(c) γ values for each set of fits
Figure 4.15: Plots qualitatively illustrating the fits from (a) equations 4.10 and (b) equation
4.21. The values of γ obtained from each set of fits are shown in (c). The red curve
corresponds to equation 4.10 and the blue curve to equation 4.21.
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Figure 4.16: The free energy change due to void formation. Blue points indicate the maxi-
mum in ∆G, which corresponds to the critical void size.
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