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Abst ract - -Th is  paper studies the asymptotic behavior of a predator-prey model with stage struc- 
ture. It is found that an orbitally asymptotically stable periodic orbit exists in that model. When 
time delay due to gestation of predator and time delay from crowding effect of prey are incorporated, 
we establish the condition for the permanence of populations and sufficient conditions under which 
positive quilibrium of the model is globally stable. 
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i .  INTRODUCTION 
The predator-prey system is an important population model and has been studied by many 
authors [1-3]. It is assumed in the classical predator-prey model that each individual predator 
admits the same ability to attack prey. In this paper, we classify individuals of predator as 
belonging to either the immature or the mature and suppose that the immature population does 
not feed on prey. This seems reasonable for a number of mammals, where immature predators 
are raised by their parents; the rate they attack at prey and the reproductive rate can be ignored. 
Stage-structured models have been studied by several authors. In [4], a stage-structured model 
of one species' growth consisting of immature and mature individuals was analysed. In [5], it 
was further assumed that the time from immaturity to maturity is itself state dependent. An 
equilibrium analysis and eventual lower bound and eventual upper bound of positive solutions 
for that model were given. The main feature of the present paper is to study the asymptotic 
behavior of a two species model with stage structure, and to find the difference between the 
model without stage structure and the model with stage structure. 
Let us consider 
x ' (0  = x (0( r  - a (t - - by2(0) ,  
y~(t) = kbx(t  - v2)y2(t - r2) - (D + vl)yl(t), (1.1) 
y~ (t) = Dy l  (t) - v2y2(t), 
where z(t) is the density of prey at time t, yl(t) is the density of immature predator at time t, 
y2(t) is the density of mature predator at time t, r is the intrinsic growth rate of prey, Vl is the 
death rate of immature predator and v2 the death rate of mature predator, constant k > 0 denotes 
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the coefficient in conversing prey into new immature predator, constant rl _> 0 corresponds to 
the time delay in the feedback of prey's density and constant r2 >_ 0 denotes the time delay due 
to gestation of mature predator, constant D > 0 denotes the rate of immature predator becoming 
mature predator. It is assumed that this rate is proportional to the density of immature predator. 
System (1.1) originates from predator-prey model of Lotka-Volterra type. If we drop out time 
delays and assume that each predator has the same reproductive rate, the same death rate, and 
the same rate of attacking at prey, system (1.1) reduces to the classical Lotka-Volterra model 
• ' = ~( , "  - a~ - by) ,  
y' = y( -v  + kbx). 
It is well known [1] that either a positive quilibrium of this system or the boundary equilibrium 
(r/a, 0) of this system is globally asymptotically stable. This means that the system has no 
nontrivial positive periodic solution. In this paper, we show that an orbitally asymptotically 
stable orbit exists when stage structure for the predator is considered. This suggests that stage 
structure may be a cause of periodic oscillation of populations and can make the behavior of 
population models more complex. 
The organization of this paper is as follows. In the next section, we present conditions for 
the permanence of system (1.1). In Section 3, we consider system (1.1) without time delays. 
By using the theory of monotone flows for three-dimensional competitive systems and using the 
permanence r sult given in Section 2, we obtain the existence of orbitally asymptotically stable 
periodic solution. In the final section, we discuss the global stability of positive equilibrium of 
system (1.1). 
2. PERMANENCE OF POPULAT IONS 
We begin by presenting certain notations that will be used throughout this paper. Let r = 
max{r1, r2} and let C([-r, 0], R 3) denote the set of continuous functions mapping [-r,  0] into R~. 
For vectors x and y in R 3, the inequality x _< y means that xi _< Yi holds for all i. For elements 
and ¢ in C([-r,0],R3), the inequality ~ _< ¢ means that ~i(0) _< ¢(0), 0 e [-r,0], for all i. 
For ecological reasons, we always assume that the initial data (~, ¢1, ¢2) for system (1.1) satisfy 
(~, ¢1, ¢2) e C([-r,  0], R3). If (x(t), yl(t), y2(t)) is a solution of system (1.1) through (~, ¢1, ¢2) 
at t = 0 with ~(0) > 0, ¢1(0) > 0, and ¢2(0) > 0, it is easy to verify (x(t),yl(t),y2(t)) is positive 
on the maximum existence interval of solution. Such solutions will be called positive solutions. 
DEFINITION 2.1. System (1.1) is said to be permanent (or tmiform/y persistent) ff there are 
positive constants M1 and M2 such that each positive solution (x(t), yl(t), y2(t)) of the system 
satist]es 
M1 _< liminft-.+oo x(t) < limsupt_~+o o x(t) < M2, 
MI _< liminft-~+oo yi(t) _< limsupt_.+o¢ yi(t) _< M2, i -- 1,2. 
The principal result of this section is the following theorem. 
THEOREM 2.1. System (1.1) is permanent provided that 
3 
rrl <_ 2' (2.1) 
r > v2 (D + Vl) (2.2) 
a (kbD) " 
In order to prove Theorem 2.1, we present he persistence theory for infinite dimensional 
systems from paper [6]. Let X be a complete metric space. Suppose that X ° C X, Xo C X, 
X ° N Xo = 0. Assume that T(t) is a Co semigroup on X satisfying 
T(t )  : X ° - ,  X °, 
T(t): X0 --* Xo. (2.3) 
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Let Tb(t) = T(t)Ixo and let Ab be the global attractor for Tb(t). The following is a small variant 
of Theorem 4.1 in paper [6]. 
THEOREM 2.2. (See [6].) Suppose that T(t) satisfies (2.3) and we have the following: 
(i) there is a to >_ 0 such that T(t) is compact for t > to; 
(ii) T(t) is point dissipative in X; 
(iii) -4b = U w(x) is isolated and has an acyclic covering 1~I where 
zEAb 
1~I = {M1,M2,. . .  ,Mn}; 
(iv) WS(Mi) N X ° = 0 for i = 1, . . . ,  n. 
Then Xo is a uniform repellor with respect o X °, i.e, there is an e > 0 such that for any 
x • X °, lim inft-.+oo d(T(t)x, Xo) >_ e, where d is the distance of T(t)x from Xo. 
To prove Theorem 2.1 we also need the following lemma. 
LEMMA 2.3. There is an M > 0 such that for any positive solution (x(t),yl(t),y2(t)) of sys- 
tem ( i .1), 
(x(t),yl(t),y2(t)) < (M,M,M) ,  for all large t. 
PROOF. Due to initial data in C([-v, 0], R3), it is easily seen that each solution of system (1.1) 
is nonnegative on its maximum existence interval. Then by similar arguments to those in the 
proof of Lemma 2.2 of paper [7], we see that there exists an M1 > 0, depending only on r and a, 
such that for any solution (x(t),yl(t),y2(t)) of (1.1), x(t) < M1 for all large t. 
Set 
v( t )  = kx (t - 72) + yl( t )  + y2(t). 
Calculating the derivative of V along the solutions of system (1.1), we find 
V' (t) -~ krx (t - 7"2) - kax (t - 71 - 72) x (t - 72) - ylYl (t) - v2Y2(t) 
< -vY( t )  + k(r + u)x (t - 72), 
where v = min{gl, v2}. It follows that 
[ i ] V(t) < exp(-ut) k(r + w) x (s - T2) exp(vs) ds + V(O) . 
o 
Recall that x(t) < M1 for all large t. There exists a constant M2, depending only on the 
parameters of system (1.1), such that V(t) < M2 for all large t. The assertion of Lemma 2.1 now 
follows and the proof is completed. 
We are now able to state the proof of Theorem 2.1. 
PROOF OF THEOREM 2.1. We begin by showing that the union of the Yl-Y2 plane and x-axis 
repels the positive solutions of system (1.1) uniformly. Let us define 
c l  = {(~,¢1,¢2)  e c ([-7,01,R~): ~(e) - 0, o ~ [-7,0]}, 
c2 = { (~o, ¢1, ¢2) e c ([-7, 0], R~) :  ¢i (8) = 0, 8 • [-r ,  0], i = 1, 2}.  
If Co = Ct U C2 and C O = intC([-r ,  0], R~_), it suffices to show that there exists an eo > 0 
such that for any solution ut of system (1.1) initiating from C °, liminft_.+ood(ut, C °) > co. 
To this end, we verify below that the conditions of Theorem 2.2 are satisfied. It is easy to 
see that Co and C o are positively invariant. Moreover, conditions (i) and (ii) of Theorem 2.2 
are clearly satisfied. Thus, we only need to verify the conditions (iii) and (iv). There are two 
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constant solutions El and E2 in Co, corresponding, respectively, to x(t) = y1(t) = y2(t) = 0 and 
x(t) = r/a,  yl(t) = y2(t) = 0. If (x(t), yl(t), y~.(t)) is a solution of system (1.1) initiating from C1, 
then y~l(t) = - (D  + vl)Yl(t). Hence, yl(t) ~ 0 and y2(t) --* 0 as t ~ +co. If (z(t) ,y l(t) ,y2(t))  
is a solution of system (1.1) initiating from C2 with x(0) > 0, since r~- < 3/2, it follows from 
paper [8] that x(t) ~ r /a as t --* +co. This shows that if invariant set E1 and invariant set 
E2 are isolated, {El, E2} is isolated and is an acyclic covering. It is obvious that E1 is isolated 
invariant. The isolated invariance of E2 will follow from the the following proof. 
We now show that WS(E1) f3 C O = 0 and WS(E2) N C o = 0. We restrict our attention to the 
second equation, since the proof for the first is simple. Assume the contrary. Then there exists 
a positive solution (~(t), yl(t), y2(t)) of system (I.I) such that 
(-:) (~( t ) ,~91( t ) ,92( t ) )  --* ,0 ,0  , as t ~ +co .  
Choose ~ > 0 small enough such that 
r _ D+ v1) 
a > u2 ((kbD) 
Let to > 0 be sufficiently large such that 
- -  - -  r r ~ < ~(t) < - +~ for t > t0 -  r. 
a a 
Then we have, for t > to, 
r 
~li(t) >_ kb (a  -~)  ~2(t -  r2) - (D  + Ul) 91(t), 
9~(t) = Dgl(t) - u292(t). 
Let us consider the matrix A¢ defined by 
(2.4) 
(2.5) 
Since A~ admits positive off-diagonal elements, the Perron-Frobenius theorem implies that there is 
a positive eigenvector v for the maximum eigenvalue a of A¢. Moreover, by a simple computation 
we see that the maximum eigenvalue a is positive since we have (2.4). 
Let us consider 
(2.S) 
y~(t) = Dyl(t)  - u2y2(t). 
Let v = (Vl,V2) and let l > 0 be small enough such that 
I72 1 <yl(t0"~-~), for OE [--T, 0], 
l?) 2 < #2(t0 n u 0), for 0 e [-r, 0]. 
If (Yl (t), Y2 it)) is a solution of system (2.6) satisfying Yi (t) = Ivi, i = 1, 2, for to - T < t < t0, since 
the semiflow of (2.6) is monotone and A~v > 0, it follows from papers [9,10] that yi(t) is strictly 
increasing and y¢(t) --* +co as t --* +co. Note that ~i(t) > yi(t) for t > to. We have l)i(t) -* +co 
as t ~ +co. This contradicts Lemma 2.3. The above assertion is thus proved. At this time, we 
are able to conclude from Theorem 2.2 that Co repels the positive solutions of (1.1) uniformly. 
As a consequence, there exists a dl > 0 such that each positive solution (z(t), yl(t), y2(t)) of (1.1) 
satisfies lira inft-.+oo z(t) _> dl and lies eventually outside the set E1 defined by 
El = {(x,m,y2) : x > 0, 0 < m < dl, 0 < ~2 < dl}. 
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Let 0 < d2 < rain{d1, dlD/(2v2)} be fixed. Then y~(t) > Ddl /2  on region E2 defined by 
E2={(x ,  y l ,y2) :x>0,  dl_<yl, 0<y2_<d2}.  
It follows that each positive solution (x(t),yl(t) ,y2(t)) of (1.1) leaves E2 eventually and lies 
eventually outside E~. Hence, y2(t) > d2 for all large t. In view of liminft_~+oo x(t) > dl, we see 
that for sufficiently large t, 
Yl(' t )>  kb d12 d2 (D + Ul) Yl it). 
It follows that 
kb dl d2 
lim inft--.+oo Yl (t) > 
(4 (D + vl))" 
Consequently, system (1.1) is permanent. The proof of Theorem 2.1 is completed. 
By similar arguments as those in the proof of Theorem 2.1, we obtain the following corollary. 
COROLLARY 2.4. Let 71 = 0 and assume 
r (D + vl) -<v2- -  
a (kbD) 
in system (1.1). Then the equilibrium E2 = (r/a,O,O) attracts all positive solutions of (1.I). 
3. STABLE PERIODIC OSCILLATION 
This section is devoted to system (1.1) without delays. We show that there exists an orbitally 
asymptotically stable periodic orbit in (1.1). 
By putting Vl = v2 = 0 in (1.1), we obtain 
x' = x (r - ax  - by2) ,  
y~ = kbxy2 - ( D + Vl) Yl, 
Y'2 = Dyl - v2y2. 
(3.1) 
If (2.2) holds, Theorem 2.1 implies that (3.1) is permanent. In this case, system (1.1) admits a 
IX* * unique positive equilibrium x , Yl, Y~), where 
x* = (D  + Vl)  
kbD ' 
, a//2 [r  (D -}- Vl) v2] (3.2) 
Yl = ~ kbD ' 
Y~ = -b kbD " 
We now analyze the stability of the positive equilibrium. 
(x* ,  is 
-ax* 0 -bx* ] 
A= kby~ -D-u1  kbx* | . 
0 D -v2 " J 
The characteristic equation of A is 
The Jacobian of system (3.1) at 
A s + (ax* + D + vl + Vu) A 2 + lax* (D + vl) + v~ (ax* + D + vl) - kbDx*] A 
+ ax*v2 (D + Vl) - kbaD (x*) 2 + kb2Dx*y~ = O. 
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In view of (3.2), it reduces to 
A s + (ax* + D + b,l + Y2) A2 + ax* (D + Vl + Y2) A + kb2Dx*y~ = O. 
By the Routh-Hurwitz theorem, all the characteristic roots have negative real parts if 
a (ax* + D + 1/1 -[- V2) (D + IJ 1 -b I]2) > kb2Dy~, (3.3) 
and two of the characteristic roots have positive real parts if the inequality is reversed. By using 
by~ = r - ax* and (3.2), it is easy to see that (3.3) is equivalent to 
k2b2D2r < kabD (D + v 1 +//2) 2 "[- (D -b/J1)/22 (a2 (D + ul + u2) + kabD). (3.4) 
We are now able to state the main results of this section. 
tX* * THEOREM 3.1. Let (2.2) hold. Then positive equil/brium ( , Yl, Y~) is asymptotically stable ff 
(3.4) holds. There exists an orbitally asymptotically stable periodic solution ff it is reversed. 
PROOF. It suffices to prove the second assertion of Theorem 3.1. A change of variables Zl = -x ,  
z2 = yl, and z3 = -Y2 transforms system (3.1) into 
z~ = Zl (r + azl + bz3), 
z~ = kbzlz3 - (D + Ul) z2, (3.5) 
z~ = -Dz2 - v2z3. 
If we write (3.5) as z' = f(z), the Jacobian matrix of f at z is as follows: 
[ r + 2azl + bz2 0 bZl ] 
J(z) = [ k~3 -D  - kbZl_v2 ] " 
If E = {(zl, z2, z3) : zl < 0, z2 > 0, z3 < 0}, J(z) has nonpositive off-diagonal elements at each 
point of E. Thus, system (3.5) is competitive in E. Let z~ = -x~, z] = y~, and z] = -y ] .  It 
is obvious that (z~, z], z]) is the unique equilibrium of system (3.5). Since the inequality (3.4) 
is reversed, the analysis above shows that (z~, z], z]) is unstable and det J(z*) < 0. Moreover, 
since system (3.1) is permanent, here exists a compact subset B of E such that for each z0 E E, 
there exists a T(zo) > 0 such that z(t, zo) E B for all t > T(zo). Consequently, by Theorem 1.2 
of paper [11], system (3.5) has an orbitally asymptotically stable periodic solution. The second 
assertion of Theorem 3.1 now follows and the proof is completed. 
EXAMPLE. Let us consider 
z '  = z (r  - 2z  - y2) ,  
yl 1 = xy2 -- 3y l ,  (3.6) 
Y~ = Yl - 2y2. 
If r > 12, this system has a unique positive equilibrium (x*,y~, y~) with x* = 6, y~ = 2r - 24, 
y~ -- r - 12. By applying Theorem 3.1 to system (1.1), we see that the positive equilibrium is 
asymptotically stable if 12 < r < 182 and that there exists an orbitally asymptotically stable 
periodic solution when r > 182. 
4.  STABIL ITY OF THE SYSTEM WITH DELAYS 
We begin by considering the asymptotic stability of the positive equilibrium of system (1.1). 
THEOREM 4.1. Let (2.2) hold. Then the positive equilibrium (x*,y~,y~) of system (1.1) is 
asymptotically stable provided that 
ax* > a 2 (x*) 2 rl + kby~, (4.1) 
u2 > kbx* + ab(x*)2T1. 
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ix* * *~ PROOF. Linearizing system (1.1) at ~ , Yl, Y2J, we obtain 
Xl(t) = --ax* x ( t -- "rl) -- bx* y2(t), 
i t Yl( ) = kby~x (t - 72) - (D + Vl) yl(t) -I- kbx* y2 it - 7"2) i4.2) 
I t y2(  ) = Dy l ( t )  - 
It suffices to show that system (4.2) is asymptotically stable. Let us define Liapunov functional V
by 
V(t)  = Ix(t)l + ]yl(t)] + ly2(t) I + a 2 (x*) 2 Ix ( 0 - -  rl)[ dO ds 
1" 1 
L //(/st ) + a 2 (x*) 2 rl n Ix(O)[ d~7 + ab (x*) s n ]y2(0)[ 40 ds 
ft + kby [x(s)l ds + kbx* ly2(s)l ds. 
J r - - r2  J t -  ~'2 
Observe that the first equation of (4.2) can be rewritten as 
Zl x'(t)  = -ax*x( t )  + ax* x'(s) ds - bx*y2(t) 
71 
£ = -ax*x( t )  + ax* ( -ax*x(s  - n )  - bx*y2(s)) ds - bx*y2(t) 
T1 
2 2 = -ax*x( t )  - a s ix*) s x (s - rl) ds - bx*ys(t) - ab (x*) 2 y2(s) ds. T1 T 1 
Calculating the upper right derivative of V along the solutions of (4.2), we find 
ly2(t) l. 
It follows from (4.1) that the trivial solution of (4.2) is asymptotically stable. The proof is 
completed. 
We now turn to the global stability of the positive equilibrium (x*, y~, y~). 
THEOREM 4.2. Let (2.1) and (2.2) hold. Then the positive equilibrium (x*,y~,y~) is globally 
stable provided that 
a > b + r~li a + b) exp (rT1), 
D + Vl > kby~ + kbr exp (rvl) ,  
a 
v2>D.  
To prove Theorem 4.2, we need the following lemma. 
LEMMA 4.3. Let M > 0 be given. Suppose rl > O. Then there exists a T > 0 such that for 
any positive solution (x(t ) ,y l ( t ) ,y2(t ) )  of system (1.1) through (~,~)1 ,~2)  with 0 < ~(0) <_ M,  
0 E [ -r ,  0], we have x(t) < rexp( r 'o ) /a  for t > T. 
PROOF. Without loss of generality we may assume M > rexP i r r l ) /a .  Let T > rl be such that 
M exp {r (1 - exp (rrl)) (T - rl)} < r exp (rr l) .  
a 
There are two cases to be considered. First, xi t  ) > r /a  for -~" < t <_ T. Second, there is a 
to e I-v, T] such that xito ) = f la .  We restrict our attention to the first case, the second case 
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being similar. In the first case, it easily seen that  x(t) is strictly decreasing for 0 < t < T. If 
x(T) > rexp(rT1)/a, we then have 
It follows that 
x'(t) < rx(t)(1-exp(rvl)) ,  t e [Vl,T]. 
x(T) < x (Vl) exp {r (T - vl) (1 - exp (rvl))} < r exp (rv l ) ,  
a 
a contradiction. Thus, x(T) < rexp(rT1)/a. 
We now claim that x(t) <_ rexp( r r i ) /a  for all t >_ T. To see this, we assume that  there is 
a tl  > T such that  x(t,) > rexp(rzl)/a. Then either x(t) > r/a for T < t < tl,  or there is 
t* 6 IT, t1) such that  x(t*) = r/a. Note that the first case implies that  x(t) is strictly decreasing 
on [0, tl] and therefore, 
x (tl) < x(T) < r exp ( r r l ) ,  
a 
which contradicts the assumption on tl. Thus, we are left to prove the second case. Let { 6 IT, t l )  
be such that  x(~ = r/a, x(t) > r/a for { < t _< ta. Then since x'(t) < rx(t) and x(t) is decreasing 
when {+ 71 _< t <_ tl,  we have 
x(t) <_ r exp (rr l )  , t '< t < t l ,  
a 
which again contradicts the assumption on tl. This proves the claim. The assertion of Lemma 4.3 
now follows and the proof is completed. 
PROOF OF THEOREM 4.2. We only give the proof for ~'1 > 0, the case r,  = 0 being more simple. 
Due to Lemma 4.3, we restrict our attention to 0 < x < rexp(r71)/a. System (1.1) can be 
rewritten as 
x'(t) = z(t )  ( - a (z(t)  - X*) b (w(t) Y~) 
Z' } +a x(s ) [ -a (x (s -v l ) -X* ) -b (y2(s ) -y~) ]  ds , 
7"1 
y~(t) = kbx(t - r2)(Y2 (t - r2) - y~) + kby~ (x(t - v2) - x*) - (D -t- v l ) (y l ( t )  - y~), 
y~(t) = D (yl(t) - y; )  - v2 (y2(t) - y~). 
Let us define 
V( t )  = max { Iz ( t )  - ~*1,  Iv l ( t )  - y~l ,  lyu(t) - y~ l} .  
Choose ~ > 1 and a > 0 such that 
a > ~ [rr l(a + b) exp (rvl) + b] + ~, 
D + ul > ~ (kby~ + kbreXp~ r'l) ] + a, 
u2 > ~D+a.  
Note that  
o + IxCt) - x ' l  <_ xCt) I - a IxCt) - x ' l  + b ly2(t) - ~1 
Sl } +rexp( rv l )  (a lx (s -n ) -x* l+b lza(s ) -yG I )  ds ,
T1 
D + lyl(t) - y;[ _< - (D -t- Ul)[yl(t) - y~[ -t- kbr exp (rVl) lYn (t - v2) - y~[ 
a 
+ k~G IxCt - r~) - x ' I ,  
0 + I~n(t) - v~l -< -~ Iv2(t) - vGI + D ly~(t) - Y~I.  
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If  we set 9(t) = min{ax( t ) ,a} ,  it is easy to see 
D+V(t) < -g(t)V(t), 
if V(t  + O) < iV(t) for -2T  < 0 <_ 0. Since system (1.1) is permanent,  it follows from the 
Razumikh in - type theorem that  the posit ive equi l ibrium is asymptot ica l ly  stable and a t t rac ts  all 
posit ive solutions. The proof is completed. 
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