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Let Y be any integer 22. There exist absolute constants C, and C, such that if 
G(N, p) denotes the random graph on N= Ctn vertices with edge probability 
p = Czr/N and, for each n, r, is a tree on n vertices with maximum degree ,< r + 1, 
then the probability that G(N, p) contains T, tends to 1 as n + co. (!? 1988 Academic 
Press. Inc 
Soit pour chaque n, T, un arbre a n sommets de degre maximum < r + 1, r 3 2. 
La probabilite pour que le graphe altatoire G(N, p) a N = C,n sommets et a 
probabilitt des a&es p = C2r/N contienne T, tends vers 1 quand n + co (C, et Cz 
sont deux constantes absolues). 6 1988 Academic Press. Inc. 
1. INTRODUCTION 
The problem of the maximum length of a path in a random graph with 
constant average degree has been investigated by Ajtai, Komlbs, and 
Szemertdi [l], Fernandez de la Vega [4], Bollobas [2], and Bollobas, 
Fenner, and Frieze [3]. Here we look at the somewhat similar question of 
the existence of large trees with specified shape contained in these random 
graphs (as not necessarily spanned subgraphs). This question was 
suggested to us by Jozsef Beck. 
We denote by G(n, p) the random graph on M vertices with independent 
edges, each one present with probability p. We shall prove the following 
theorem. 
THEOREM. Let r be any integer 22. There exist absolute constants C, 
and C, such that if G(N, p) denotes the random graph on N = C, n vertices 
with edge probability p = Czr/N and, for each n, T,, is a tree on n vertices 
with maximum degree d r + 1, then the probability that G(N, p) contains T,, 
tends to 1 asn+co. 
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In fact it will be apparent from the proof that this convergence is 
uniform in the sense that we have 
where the p,‘s do not depend on the T,‘s and tend to 1 as n + co. 
We shall actually prove the theorem with C, = C2 = 8. We shall show 
further that C2 can be chosen as near as wished to 1 if r and C, are chosen 
sufficiently large. It can be shown that the value C, = 1 is acceptable for no 
choice of C, (and r). We believe that, in contradiction to the case of the 
path (r = 1, see Cl]), for each r > 2, the lowest upper bound of the accep- 
table values of Cz strictly exceeds 1. 
Perhaps one can guarantee that our G(N, p) contains together all the 
trees on n vertices with maximum degree < r -I- 1, again with probability 
tending to 1 as n + cx). This, however, does not seem to be within reach of 
our method of proof. 
Similarly as was done in [ 1] for long paths, we turn the problem into 
that of finding a large tree of specified shape within the random family tree 
of a Galton-Watson process without looking at too many vertices of this 
family tree. The main novelty here is the discovery that this can be 
achieved for a tree of maximum degree n by a greedy algorithm applied to 
a family tree with no more than d outgoing edges from each vertex, if only 
the probability of finding that many edges is sufficiently large. In this 
respect our proof is also similar to the one we gave in [2], where, when 
searching for a path, we looked at most at two outgoing edges from any 
vertex. We describe this algorithm for the special case of regular trees in 
Section 2. We show next in Section 3 how this algorithm can be adapted to 
the search of regular trees in sparse random graphs, The general case is 
treated in Section 4. 
2. REGULAR SUBTREES OF THE FAMILY TREE OF A BRANCHING PROCESS 
For each integer r 3 2 and real q satisfying 0 < q < 1 we denote by F,, I,+ 
the random family tree of the Galton-Watson process in which there 1s 
almost surely exactly one initial point at time O-F,. + i, 4 will be rooted at 
this point-and each point of each generation spawns either 0, with 
probability 1 -4, or r + 1, with probability q, new points of the next 
generation. 
We denote by T,, the r-ary tree of depth k: Tr,k has a root of degree r, 
all other internal vertices of degree r + 1, and all end vertices at distance k 
from the root. Let us denote by qk the probability that Fr + r, 4 contains a 
rooted copy of T,$ k, . ., i e a copy whose root coincides with that of F, + I, y. 
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This will occur iff Fr + 1, y is not reduced to a single vertex and, from the 
Y + 1 points of the first generation, at least Y are each one the top vertex of 
a Tr,k+l in F,,,,,. Hence we have 
4/;+1 =dqL+‘+(r+ l)qL(l -qk))=wi(l +r(l -qk)). 
Let us introduce the function y = qx’( 1 + v( 1 - x)). Its derivative is 
j=qyxr-L (1 +y(l -x))-qrx’=qtx-‘(1 +r)(l -x). 
Hence we have ?j< (r2+ v)(l -x) for 0 <x< 1. Let us set x0= 1 - 
f(~+ 1))3 and x1 =l -f(~+ 1)-j. It is easily checked that we have 
y(x,)>x, for q>x,. Moreover we have I’< 1 for x,.<x< 1. These 
inequalities imply that, for q 2 x1, the equation y = x has a unique root q, 







Let us prove that qm = P[F,+ I,y contains a rooted T,, ,I. Notice that if 
F _I + 1, y contains T,, i for each i then F,, 1, y contains T,, 03. This is because if 
TLi denotes the “leftmost” Tr, i contained in F,, ,, y then the sequence 
(T,, i)i=O, I, ... converges since it necessarily converges at each level. This 
shows that the even F,, 1, y 1 T, 33 is measurable as the conjunction of the 
denumerable sequence of events’ (F,, 1, 9 2 T,, i)i=o, 1, ,,_. As these events are 
decreasing we have, by a classical theorem of probability theory (see Loeve 
r5, P. f3511, 
~CFr+,,,~Tr.,l= h PCFr+l,y~Tr,il=qx~ 
i-m 
as we wished to prove. 
Let us denote by ak the probability that Fr+ ,, q contains a rooted copy of 
Tr,k but no rooted copy of Tr. m. Then clearly a,= l-q, ak =qk-qm for 
k 3 1 and, by (l), for q 3 1 - f(r + 1) -3, which we shall assume from now 
on, 
In order to search for a copy of T,, m in F,, i,q, we shall construct a 
sequence S,, S,, . . . of rooted subtrees of Fr+ 1 4 whose vertices will have 
outdegrees in the set (0, r - 1, r}-we shall refer to the vertices of degree 0 
or r - 1 as the unsaturated vertices-as follows. 
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- S, is the trivial tree with the root of F,, ,, y as unique vertex. 
- Suppose that S,, S,, . . . . S, have been defined. Then an unsaturated 
vertex of smallest level in Si is chosen, say the leftmost one x-and there 
are three cases. 
(i) If x is an end vertex on Si but not on F,, I,y then the first r 
edges outgoing from x in F,, i, q are added to Sj to obtain Si+ i. 
(ii) If x is an end vertex on both Sj and F, + i, q then x and its incom- 
ing edges are suppressed from Si. 
(iii) If x has outdegree r - 1 on Si and there remains one outgoing 
edge from x in E;+ I, y which was not used previously then this edge is 
added to obtain Si+ i. Else x, its incoming edge, and the subtree pending 
from it are suppressed from S,. 
Of course any suppressed edges or vertices are never used again. This con- 
cludes our inductive definition of the sequence (Si). This sequence will be 
infinite iff F,, 1, y contains an infinite rooted r-ary subtree and will, in this 
case, define the “leftmost” T,, m contained in F,, i, y. Else this sequence will 
end in finite time with the empty set. We shall require an upper bound for 
the conditional expectation of the number F of vertices of F, + r, y which are 
visited given that the sequence (Si) terminates. Observing that the number 
of vertices of level k in F, + 1, y is bounded above by (r + 1)” and denoting 




l-q,+ 2 ak(r+l)k+l 
k=O 
<l+(r+l)(l+;+ -) 
using (2). This implies 
EF6 2r + 3. (3) 
Suppose now that F,, I,y does contain a rooted copy of Tr, m. Let U, 
denote the number of vertices of F,, 1, 4 which are visited by our procedure 
until the first time when a copy of T, k is found. 
Analogously as in [ 11, let us consider the T, r which we shall denote by 
0, given by our procedure. Clearly Uk is bounded above by the number of 
vertices visited until the first time when the subtree 8, containing the 
vertices of level d k in 0 is fixed. Let us associate to each vertex x of BkP 1 
the number U, of vertices spoiled by the procedure on the subtree of 
F r + i, 4 rooted at x. These are the vertices visited on the (eventual) branch 
of x whose unique vertex of level 1 is not the top of a T,, o. contained in 
F r+l,q. Clearly 
U,=M,,-+ 1 KY (4) 
XE Y(OkLI) 
where n,, denotes the number of vertices of T,., k. Continuing to borrow 
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from [1], we observe that the r.v.‘s U, are independent for distinct x’s Let 
us derive an upper bound for their common expectation. It is equal to the 
product 
P(one of the r first sons of x is bad/x is good) x E(number of 
vertices visited on the subtree rooted at a bad vertex), 
where to be good (resp. bad) means to be (resp. not to be) the top of a 
T r.m in F,+,,,. The first factor is, by the chain rule, equal to 
w&(1 - qm) 
-2 
dr(l -q,)C+. (5) 
qm 
The second factor is bounded by EF. By (3) we obtain that the expectation 
of U, is bounded above by 2r-l/3. Hence, using (4), we obtain 
By the law of large numbers applied to the sum of the r.v.‘s U, the ration 
U,IEU, tends to 1 in probability and therefore 
P(Uk6nr,k(i +r-*))+ 1 as k-co. (6) 
Let us summarize. We have proved that, if q 2 1 - $(r + 1)-3 and assuming 
that 6 + 1, y contains a rooted copy of T,, oo, our procedure finds in F,, 1, 4 a 
rooted T,, k without visiting, with probability 1 -o(l) (where the o(1) is 
relative to k --f co), more than n, k( 1 + r -‘) vertices. 
3. SEARCHING FOR A REGULAR TREE IN A SPARSE RANDOM GRAPH 
Let G = G(N, p) denote the random graph with parameters N= 8n and 
p = 8r/N. For convenience we shall view G as the subgraph spanned by the 
N first vertices of the infinite random graph G* with vertex set the natural 
integers and the same edge probabilities as G. 
Let x denote a vertex of G* and Y a subset of V(G*)\{x} of cardinality 
5n. The probability p(r, n) that x has at most r adjacent vertices in Y 
verities 
p(r,n)=~o(5~)(~)‘(l-f)i~-’ 
<(1+0(l)) i e+q 
i=o 
<(I +o(l))e-5’ p$ i 5-‘<5 We-” 
i=O ‘4 r! 
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for sufficiently large n. It is easily checked that this bound is smaller than 
;(r + 1)P3 for all Y 2 2. Th ere ore, f setting q* = 1 - p(r, n), we have for all r 
and all sufficiently large n, 
Now we shall construct a sequence To, T,, . . . of r-ary trees in G* (i.e., 
r-ary trees which are (not necessarily induced) subgraphs of G*) as follows. 
At each step of this construction, we refer to the vertices of G* which have 
not yet been used as the “free” vertices. 
- T, is the trivial tree rooted at the first vertex of G*. 
- Suppose that T,, T,, . . . . T, have been defined. If Ti is empty then Ti+ , 
is the trivial tree rooted at the first free vertex. Or else a vertex of outdegree 
either 0 or r - 1 of smallest ievel in Ti, say X, is chosen and there are two 
cases. 
(i) If x is an end vertex then the first 5n free vertices are scanned in 
search for r + 1 neighbours of x. If at least that many neighbours are found, 
then the first r ones are appended to x giving T,, , , the (r + 1 )st is kept 
apart for an eventual later use, and the set of free vertices is updated by 
suppressing these r + 1 vertices from it. If there are less than r + 1 
neighbours then x and its incoming edge are thrown away from Ti to give 
T;+,. 
(ii) If x is a vertex of outdegree r - 1 in Tj, then if the vertex which 
was reserved when x was first expanded has already been used, then x, its 
incoming edge, and the subtree of T, pending from x are deleted to give 
T;+I. If the reserved vertex is still available it is appended to x to give 
Ti+l. 
This concludes the description of the construction of the sequence (Tj). 
Now it follows from the updating of the set of free vertices that at each 
time when we search neighbours for some end vertex x, the subgraph 
spanned by x and the free vertices has never been scanned before so that 
the conditional distribution of the edges of this graph (conditional on all 
the previous steps of the construction) coincides with their unconditional 
distribution. The conditional probability that at least r + 1 neighbours are 
found is therefore equal to q*, exactly as when we were treating the 
random family tree F,, ,, ~ with q= q*. This implies that the sequence 
To, T,, . . . has the same distribution as the sequence S,, S,, . . . which was 
defined in Section 2 if we stipulate that the sequence S,, S1, . . . starts anew, 
with a new F,, ,. 4, whenever the empty tree is obtained. (Here we use the 
fact that a Markov chain is defined in distribution by its mere transition 
probabilities.) Hence the number V; of vertices of G* visited until the first 
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time when an r-ary tree of depth k is found is bounded above by the sum of 
U, and three further terms: 
- the number of free vertices which might have been visited (5~); 
- the number, say W, of vertices visited on the eventual fi.rst dying trees 
given by the procedure; 
-the number of unused “reserved” vertices corresponding to the 
vertices of 6kP 1 (those corresponding to the death branches are already 
counted in U,). 
The last term is bounded by rzr,k- I. W is the sum of a random number, 
with Iinite expectation, of independent r.v.‘s distributed as F. Therefore W 
has also finite expectation. This implies 
n 
P w<--- -1 ( > 100 as n-+co. 
Using (6) and the bound n, kP i d r ~ ‘n, k, we obtain 
P(U;d5.01n+n,,(l +r-‘+r-2)<6n+2n,,)-+ 1 as n-+03. 
If we choose k = k, such that n r.k<n, then the above statement says that, 
with probability tending to 1 as n + co, our construction gives an r-ary tree 
of depth k without looking at more than 8n vertices of G:*. This tree is 
contained in G. This concludes the proof of the theorem for the particular 
case of regular trees. 
4. THE GENERAL CASE 
Let r 3 2 be lixed and let T, denote a tree on n vertices with maximum 
degree r + 1. Let us root T, at some vertex of degree d r. This rooted T,, 
can be embedded in the infinite r-ary tree T,, m. Let us fix such an 
embedding with the roots identified. We set again G = G(1V, p) with the 
same parameters as in Section 3. The idea is to build the full T,, co using 
vertices of G for the embedded T,,-these vertices will be called essential 
vertices-and dummy vertices elsewhere. Now the details. 
We now view G as the subgraph of G* spanned by the 8n first odd 
vertices. We use the procedure described in Section 3 with the following 
modifications. 
-We maintain two sets of free vertices: a set-of odd vertices (initially all 
of them) and a set of even (dummy) vertices (again initially all the even 
vertices of G*). 
- If the current vertex x to be expanded is either an end vertex of T, or 
582bl45/1-6 
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a dummy vertex then it is expanded as in Section 3 using even vertices. If x 
corresponds to an internal vertex of T, which has its full possible number 
(Y) of sons in T,, then it is expanded using odd vertices. 
-The main change concerns the case where x is an essential vertex 
which has g < r sons in T,. In this case, if x has not been expanded before 
we look first for r + 1 prospective sons of x in the set of the 5n first free odd 
vertices. If we do not find that many sons, then we proceed as in Section 3. 
If we do, then we select from them the required number g which we append 
to x, we put one more of these vertices apart as a reserved son for x, and 
complete the set of sons of x by r - g dummy vertices. Note that in this 
case only g+ 1 free odd vertices disappear. In the subcase where x had 
already been expanded once, then we proceed as in Section 3-i.e., we 
check if there remains a reserved son for x and so on. 
Let U, denote now the number of odd vertices which are visited by this 
modified procedure. Denoting by V(T,,) and Z(T,) the external vertices 
(resp. internal vertices) of T,, we have 
where W has the same meaning as in Section 3 and the last term is a bound 
for the number of unused odd “reserved” vertices. Using the bound 
EU,y < 2r ~ ‘13 derived in Section 2, we obtain 
by the law of large numbers. This gives, with the previous inequality, the 
obvious bound IZ( T,,)l <n and (7), 
P(U,<n(7.Q1+rp’))+ 1 as n-+co. 
Since 7.01 + r ~ ’ < 8 for any r, the above statement means that our 
modified procedure gives, with probability + 1 as n -+ co, a copy of T,, in 
G. This concludes the proof of the theorem with C, = C, = 8. In order to 
conclude it remains to justify our claim that C, can be chosen as near from 
1 as wished if Y and C, are chosen sufficiently large. This follows from the 
easily verified fact that, taking p = (1 + E) rN- ‘, F > 0, the probability that a 
vertex of G(N, p) has at least r + 1 neighbours exceeds 1 - f(r + 1)-3 for 
sufficiently large r (depending on E). A sufficiently large C, is needed to 
keep the size of the set of free vertices near N during the entire procedure. 
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