Abstract The influence of local climatic factors on groundlevel ozone concentrations is an area of increasing interest to air quality management in regards to future climate change. This study presents an analysis on the role of temperature, wind speed, wind direction, and NO 2 level on ground-level ozone concentrations over the region of Eastern Texas, USA. Ozone concentrations at the ground level depend on the formation and dispersion processes. Formation process mainly depends on the precursor sources, whereas, the dispersion of ozone depends on meteorological factors. Study results showed that the spatial mean of ground-level ozone concentrations was highly dependent on the spatial mean of NO 2 concentrations. However, spatial distributions of NO 2 and ozone concentrations were not uniformed throughout the study period due to uneven wind speeds and wind directions. Wind speed and wind direction also played a significant role in the dispersion of ozone. Temperature profile in the area rarely had any effects on the ozone concentrations due to low spatial variations.
Introduction
Increased air pollutant concentrations in the urban environment do not typically result from sudden increases in emissions, but rather from meteorological conditions that impede dispersion in the atmosphere or result in increased pollutant generation (Cheng et al. 2007 ). There are many aspects of variations in air pollution that are still difficult to understand. One of these aspects is the estimation of the sensitivity of air pollutants to individual meteorological parameters. A combination of meteorological variables important to these conditions includes temperature, winds, radiation, atmospheric moisture, and mixing depth (US EPA 2009). It is well known that concentrations of pollutant within local air sheds are affected by meteorological parameters (Chung 1977; Elminir 2005; Ordonez et al. 2005; Cheng et al. 2007; Beaver and Palazoglu 2009 ). This has proven particularly challenging for several reasons. Primarily, meteorological parameters are inherently linked, resulting in strong interdependencies, for example, the dependency of atmospheric stability on temperature profile or the link between surface temperature and solar radiation. These associations make separating the effects of individual parameters a highly complex task. Further, meteorological parameters can affect pollutants through direct physical mechanisms such as the relationship with radiation and ozone or indirectly through influences on other meteorological parameters such as the association between high temperatures and low wind speed (Ordonez et al. 2005; Jacob and Winner 2009 ). Thus, multiple approaches are necessary to understand the true nature of meteorological pollutant relationships. To further complicate matters, the magnitude and nature of these effects can vary from one geographical region to the other due to differences in the topographical features. Additionally, the effects also changes across seasons, making site-specific assessments necessary for understanding local responses (Dawson et al. 2007 ; US EPA 2009).
One approach that has proven effective in measuring the effects of meteorological factors on air pollution is statistical modeling (Camalier et al. 2007 ). Statistical models are well suited for quantifying and visualizing the nature of pollutant response to individual meteorological parameters as they directly fit to the patterns that arise from the observed data (Schlink et al. 2006) .
Ground-level ozone is a major component of smog. Photochemical reactions of volatile organic compounds (VOCs) and nitrogen oxides (NO x ) under high temperatures lead to ozone formation (Im et al. 2013; Seinfeld and Pandis 1998; Chung 1977) . Often, NO x alone controls the ozone formation, but increases with increasing VOC (Sillman et al. 1990; Im et al. 2013) . The lifetime of the ozone depends on breaking of ozone and dispersions factors. Moreover, the spatial distribution of ozone concentrations is affected by precursor concentrations and the atmospheric conditions. Since source apportionment of O 3 is difficult as it is a secondary pollutant, and is not directly emitted from any source, it is imperative to accurately find the sources contributing to O 3 concentrations in urban areas in order to take corrective policy measures and develop cleaner technologies. Previous studies (Darby 2005; Pakalapati et al. 2009 ) investigated the influence of wind patterns on ozone concentrations in Houston, Texas, but did not assess the potential correlation between temperature and NO 2 which is considered to be a major precursor for ozone formation. Thus, a geographic information system (GIS)-based analysis was conducted for understanding the O 3 contributing factors (wind patterns, temperature, and NO 2 concentrations) in the proposed study area. Additionally, the mapping of ozone in urban areas assists the decision makers to describe and quantify its concentrations at locations where no measurement has been done and also to identify vulnerable areas for epidemiological studies. The preparation of maps is feasible if a spatial correlation of the variable of interest is identified (Hopkins et al. 1999) . The existence of a spatial correlation of air pollution is not only a condition for an optimum interpolation of the data in space in order to generate a map of ozone, but it also provides very useful insights on the formation and distribution processes. The overall objective of this research was to investigate the nature in which daily ozone concentrations respond to measures of local-scale meteorology and NO 2 concentrations in the eastern part of Texas, USA.
Materials and methods

Study area
The eastern part of Texas State (shown in the Fig. 1 Fig. 1 .
Data sources
As NO 2 and temperature play an important role in ozone formation, data on all three parameters were gathered. Ground-level ozone concentrations (daily maximum 8-h concentrations), and NO 2 concentrations (daily maximum 1-h concentrations) data monitored by US EPA were used in the study. Air pollution data collected by US EPA's air quality system (AQS) at the various monitoring stations located in different counties of the eastern part of Texas for the 7-day period from May 1 to 7, 2012 were used for the study. The air pollution data used in this study was taken from the (U.S. EPA) air quality system data mart (Source: http://www.epa. gov/airdata/ad_rep_mon.html). The pollution concentrations of two criteria air pollutant parameters (NO 2 and O 3 ) at various monitoring stations located in different counties were retrieved for a 7-day period from May 1 to 7, 2012. Air pollution concentrations of NO 2 and ozone were obtained from 33 and 58 monitoring stations, respectively. The characteristics of the raw data collected from the website are daily maximum 8-h average concentrations of ozone and daily maximum 1-h average concentrations of NO 2 . The pollutants were monitored as per the designated US EPA reference and equivalent methods. The details of the US EPA reference and equivalent methods are available in the website (http://www. epa.gov/ttnamti1/files/ambient/criteria/reference-equivalentmethods-list.pdf). The spatial locations (latitude and longitude) of each monitoring station were also obtained from the same source (source: http://www.epa.gov/airdata/ ad_rep_mon.html). Generally, the highest ozone concentrations in urban areas were found in summer seasons. Hence, the duration for the present study was selected arbitrarily for 7 days (May 1 to 7, 2012) during the summer time. Temperature data along with the spatial locations at 49 monitoring stations were obtained from US EPA's offices on personal request. Statistical analyses were carried out for characterizing the data. Wind speed and wind direction data were obtained from the US Department of Agriculture's website (Source: http:// www.wcc.nrcs.usda.gov/nwcc/site?sitenum=2016). The monitoring station is located in Waller county of Texas as shown in Fig. 1 . The latitude and longitude of the location are 30°5″ N and 95°59″ W, respectively. Since the wind speed and wind directions data in multiple stations are not available or accessible in the study area, the wind characteristics are assumed to be uniformed in the regions. 
Geostatistical (kriging) method for mapping
The sources of air pollution data for geographic information system (GIS) analysis were based on the measurements of air pollutant concentrations and temperature data that were routinely collected at 140 US EPA administered monitoring stations (33 for NO 2 , 58 for ozone, and 49 for temperature) distributed in different counties as shown in Fig. 2 . All point data (NO 2 , O 3 , and temperature) were entered into a GIS using ArcGIS software from Environmental Systems Research Inc. (ESRI). The first stage involved determining the location (latitude and longitude) of air pollution and temperature monitoring stations for the each station. The spatial locations of each of the selected monitoring stations along with the pollutant concentrations or temperature were fed into the GIS system for applying the kriging method for mapping. Kriging is a geostatistical method involving statistical techniques to analyze and predict spatial distribution pattern of a variable. It begins with a semivariance analysis, in which the degree of spatial autocorrelation is displayed as a variogram. Though, there are different types of kriging such as simple, ordinary, indicator, universal, disjunctive, and probability, the choice of a particular kriging method to use depends on the characteristics of the data and the type of spatial model desired. The most commonly used method is ordinary kriging, which was selected for this study because of its versatility and the limited application of other methods. Indicator kriging is used when it is desired to estimate a distribution of values within an area rather than just the mean value of an area whereas universal kriging is used to estimate spatial means when the data have a strong trend and the trend can be modeled by simple functions. The method of kriging is briefly explained in this paper (for details see Yuval et al. 2005; Yuval and Broday 2006; Gorai and Kumar 2013) . Kriging interpolation involves three steps: (i) exploratory analysis of data, (ii) structural analysis of data, and (iii) prediction and cross validation. Exploratory data analyses were performed to check data consistency and identify statistical distribution. Kriging methods work best for normally distributed data (Goovaerts 1997) . The normality of the data for each day for three variables (ozone, NO 2 , and temperature) was checked by Q-Q plot analyses [shown in Fig. 3a, c] . Transformations can be used to make the data normally distributed and satisfy the assumption of equal variability for the data. Q-Q plots analyses revealed that the data for each day for each variable were closely follow normal distribution. Thus, in the present study, no transformation of data was done for geostatistical analyses.
Structural analyses of data needed to determine the spatial correlations among data. Spatial correlation or dependence can be quantified with semivariograms (or simply known as variograms). Kriging relates the semivariogram, half the expected squared difference between paired data values z(x) and 
where z(x i ) is the value of the variable z at location of x i , h is the lag distance, and N(h) is the number of pairs of sample points separated by h. For irregular sampling, it is rare for the distance between the sample pairs to be exactly equal to h. A semivariogram plot is obtained by calculating semivariance at different lags. These values are then usually fitted with a theoretical model (circular, spherical, exponential, Gaussian etc.). The models provide information about the spatial structure as well as the input parameters for the kriging interpolation. Stable semivariogram model were used for spatial prediction in each cases. Stable semivariogram model represents either the exponential or gaussian model depending on the optimum cross validation results.
The subsequent stage is the prediction of variables levels in unsampled locations. Predictive performances of the fitted models were checked on the basis of cross validation tests. The values of mean square error (MSE), and root mean square standardized error (RMSSE) estimated to ascertain the performance of the developed models. If the predictions are unbiased, the MSE should be near zero. RMSSE values should be close to one. If the RMSSE is greater than one, the variability of the predictions is underestimated; likewise if it is less than one, the variability is overestimated (ESRI 2003) . After conducting the cross validation process, maps estimates from Kriging were generated, which provided a visual representation of the distribution of O 3 , NO 2 , and temperature. MSE and RMSSE are defined by the Eqs. (2)-(3).
where b σ 2 (X i ) is the kriging variance for location X i , b Z X i ð Þ is predicted value and Z(X i ) is the actual (measured) value at location X i (Goovaerts 1997; Johnston et al. 2001) .
All these analyses were carried out using Geostatistical Analyst module of ArcGIS software version 10.2. Results and discussion
Variogram model analysis
To depict the distribution pattern of ozone, NO 2 and temperature in the study region, experimental semivariograms and their semivariogram models were first analyzed for each case. The cross validation results and the characteristics parameters of semivariogram models for each case are represented in Table 1 . MSE for ozone prediction are 0.02, −0.04, 0, −0.01, 0.09, 0, and 0.03, respectively for 7 days (May 1 to 7, 2012) The ratio of nugget variance to sill expressed in percentages can be regarded as a criterion for classifying the spatial dependence of ozone, NO 2 , and temperature. The ratios were calculated for each case and represented in Table 1 . If this ratio is less than 25 %, then the variable has strong spatial dependency; if the ratio is between 25 and 75 %, the variable has moderate spatial dependency, and if greater than 75 %, the variables shows only weak spatial dependency (Shi et al. 2007; Chien et al. 1997; Chang et al. 1998 ). The ratio represented in Table 1 clearly indicate that ozone and temperature showed strong spatial structure in all cases. NO 2 showed strong spatial structure in four (May 1, May 2, May 5, and 
(g) May 7) of the seven cases and moderate spatial structure in remaining cases. The shape of the semivariogram was used to understand the spatial structures of ozone concentrations. Sill was used to quantify the variability of the ozone concentration among the sample sites. The sill (i.e., spatial variation) values in each case for ozone and NO 2 were significantly high. The sill values for temperature were found to be consistently low in each case except one (May 7).
Spatial distribution analysis
The spatial distribution of daily maximum 8-h ozone concentrations were examined using GIS and geostatistical techniques. Figure 4a (May 1, 2012 ). This clearly indicates that the variation in maximum concentrations is higher than the variations in minimum concentrations. This is due to the fact that the minimum ozone level is dominated by the existence of background ozone and the maximum ozone level is influence by formation and dispersion factors. Figure 4a , g indicate that the average/mean O 3 concentrations significantly declined from May 1 to 3 and then gradually increased until May 5. The mean concentrations remain at the same level in the next 2 days. The maximum concentrations in the 7-day period (during May 1 to 7, 2012) were observed, respectively, in the counties of Harris, Harrison, Grayson, Denton, Tarrant, Harris and Liberty. Figure 4a , g clearly indicate that the spatial trends of ozone concentrations were not uniformed in the study area during the period of May 1 to 7. This is due to frequent changes in the weather conditions in the regions. Therefore, the formation and dispersion of ozone have varied within the regions and thus showed no uniform spatial trend of ozone concentrations. The results of this study clearly illustrate the complex nature of spatial variation in ozone concentrations, and confirm the marked variation in dispersions and precursor's emissions characteristics. 
(g) 
(g) Similarly, Fig. 5a , g show spatial distribution of daily maximum 1-h NO 2 concentrations from May 1 to 7, respectively. The mean NO 2 concentrations in the area ranged from 4.24 ppb (May 3, 2012) to 13.05 ppb (May 1, 2012) . The minimum and maximum ozone concentrations ranged from 1.94 ppb (May 3, 2012) to 4.73 ppb (May 1, 2012) and 8.72 ppb (May 3, 2012) to 45.19 ppb (May 1, 2012) , respectively. This clearly indicates that the variation in maximum concentrations is higher than the variations in minimum concentrations. This spatial pattern reflects most likely the aggregated density of emission source. Although no counties were exposed to "alert" (1-h maximum NO 2 guideline of US EPA, which is 100 ppb) levels during the 7 days (May 1 to 7, 2012), many counties in Beaumont/Port Arthur (BPA), Dallas/Fort Worth (DFW), and Houston/ Galveston/Brazoria (HGB) zones could be of some concern. The significant level of NO 2 was observed in the counties situated close to the three major emission zones (BPA, HGB, and DFW). The maximum NO 2 levels were observed in Harris county on May 1 to 4 and May 7. On May 5 and 6, the maximum levels were found in Dallas and Tarrant counties, respectively. Thus, it is clear from the exploratory data analyses that the major NO 2 emission sources situated on or near the Harris county.
The daily average temperature profiles for 7 days are shown in Fig. 6a , g. The spatial variation of temperature was relatively less. The mean temperatures in the area ranged from 75.28°F (May 7, 2012) to 82.47°F (May 3, 2012) .
The graphical representations of the descriptive statistics for the three parameters are shown in Fig. 7a , c. These figures clearly indicate that the trend of mean ozone concentrations in the area followed the mean NO 2 concentrations during the 7-day period. But, the trends of these two pollutants did not match with the temperature variations in the area.
Correlation among ozone, temperature, and NO 2 Correlation analysis was done for quantifying the influence of temperature and NO 2 on ozone concentrations. Since the monitoring values of pollutant concentrations or temperature at common locations were not available, they were extracted from the interpolated maps using GIS. The values of ozone concentrations, NO 2 concentrations, and temperature at the centroid positions of each county (157 counties) were determined using spatial analyst tool of ArcGIS. The extracted data for 7 days (May 1 to 7, 2012) were used for correlation analyses. Pearson two-tailed correlation analyses were conducted using SPSS software version 21. Correlation analyses results of three variables in each day are represented in Table 3 .
The results represented in Table 3 clearly indicate that NO 2 concentrations were significantly correlated with the ozone concentrations at 1 % significance level except on May 1 and 7, 2012. On May 1, the two variables were correlated at 5 % significance level. The correlation coefficients between ozone and NO 2 are 0. 173, 0.683, 0.592, 0.302, 0.641, 0.452, and 0.091 , respectively, for May 1 through 7. Since, all the correlation coefficients values are positive, it indicates that the higher concentrations of NO 2 level in the area increased the concentration of ozone.
Temperature did not show uniformed correlations with either NO 2 or ozone. The correlation coefficients between ozone and temperature were −0.387, −0.716, 0.534, 0.049, 0.406, −0.459, and 0.303, respectively, for May 1 to 7, 2012. The correlation coefficient results clearly indicate that ozone concentration was not influenced by temperature level in the area. Similarly, the correlation coefficients between NO 2 and temperature were −0.156, −0.425, 0.581, −0.375, 0.352, −0.569, and −0.120, respectively, for May 1 to 7. Again, the correlation coefficient result did not show any trend, that is, the values are negative in five occasions and positive in two occasions. Thus, the NO 2 concentrations in the study area may not be influenced by temperature level or some other factors playing a role in the observed differences in correlation coefficients.
Role of wind speed and wind direction on spatial distribution
Though the maximum NO 2 concentrations were observed near the emission sources in most instances, the locations of recorded maximum ozone concentrations varied with time. The prime reason behind this is the influence of wind speed and direction. The wind rose diagrams for 7-days period are shown in Fig. 8a , g. The wind rose diagrams were generated using WRPLOT View software version 7.0.0. Wind rose diagrams clearly indicate the significant fluctuation in wind speed and wind direction.
On May 1, 98.5 ppb of peak hour O 3 was observed in Harris county. This is due to maximum NO 2 level (45.19 ppb) also observed in the same county and the horizontal dispersion of NO 2 and ozone were relatively less as there was no particular dominant wind directions in that day. Easterly and south-easterly wind blowing in that day transported the ozone slowly in the south-east direction. Figure 5a clearly indicates the major sources of NO 2 are mainly in the regions HGB and DFW. The contribution of NO 2 from BPA was also significant.
On May 2, the maximum ozone concentration (68.66 ppb) was observed in Harrison county whereas the maximum NO 2 level (26.15 ppb) was observed in Harris county. The highest concentrations of NO 2 were observed in the counties situated close to the three major sources (BPA, HGB, and DFW). The top five counties, which showed maximum NO 2 levels, were Harris, Tarrant, Newton, Jasper, and Liberty. Three major sources of NO 2 mainly contribute to form high O 3 concentrations. The top five counties, where maximum ozone concentrations were observed, are Harrison, Marrion, Newton, Jasper, and Panola. Wind rose diagram clearly indicates that the prevailing wind directions were S to N and S-S-E to N-N-W. This leads to the significant transport of emissions from downwind urban and industrial areas, and thus the ozone concentrations were found to be maximum in the counties situated in the east and north east regions of the major pollution sources (Fig. 1) .
On May 3, the maximum ozone concentration was observed in counties situated in the north-west region of the NO 2 emission sources. The wind rose diagram clearly indicates that the prevailing wind direction was S-S-E to N-N-W on May 3. Thus, the emissions of NO 2 in the regions HGB and BPA transported to northwest regions either after formation of ozone or in the same form. This process facilitates increase in the ozone concentrations in the counties Grayson, Cooke, Collin, Fannin, and Denton.
On May 4, the prevailing wind direction was same as that on May 3. But on May 4, the direction was more dominant (a) (b) (c) Fig. 7 Graphical representations of the trend of NO 2 , ozone, and temperature and thus, the pollutants were transported to a greater extent in comparison to that on May 3. The spatial distribution map [ Fig. 4d ] of ozone clearly reveals that the ozone concentrations were found maximum in the N-W corner.
On May 5, there was no particular prevailing wind direction and thus the dispersion of NO 2 was not very significant. Spatial distribution maps of ozone on May 5 indicate that the maximum concentrations observed were close to the NO 2 emission sources.
On May 6, though the prevailing wind direction was S-S-E to N-N-W, the transportation of NO 2 was not significant due to lower frequency of wind in this direction in comparison to that on May 2 and 4. Thus, the maximum NO 2 level was observed near to the emission sources and the secondary ozone dispersed in every direction of the emission sources.
On May 7, the maximum NO 2 concentration was found maximum near the emission sources but most of the time wind was blowing from N-E and N-W directions. This facilitates the dispersion of the secondary ozone towards the south. NO 2 emission in the region DFW dispersed towards the south and because of the low level of NO 2 , no significant level of ozone was observed in the south of DFW. Higher level of ozone concentrations was observed in Liberty, Jefferson, Hardin, Harris, and Fortbend counties due to the transfer of NO 2 and ozone from the BPA region.
Conclusions
Ground-level ozone prediction and mapping have become an increasingly important part of air quality public outreach programs designed to inform the public about air quality conditions and protect public health. Exposure assessments that are only based on a small number of monitoring sites are likely to yield inaccurate results during epidemiological studies. Thus, understanding of the spatial distribution of ozone and identifying the underlying factors that affect its concentrations within an area of interest, is vital. GIS-based analysis was done for mapping and understanding the influence of NO 2 , and local climatic conditions on ozone concentrations in Eastern Texas, USA. Study results indicated that ozone concentrations were highly correlated with NO 2 concentrations. Higher concentration levels of NO 2 were associated with higher concentrations of ozone. The distribution pattern of ozone was very much influenced by wind speed and wind direction but rarely showed any correlation with the temperature profile in the studied area. Hence, geospatial mapping of ozone provided a scientific basis for informed decisionmaking regarding the management of emission sources and control/prevention of ozone-related air pollution. This research also provided a basis to formulate new research hypotheses for further epidemiological studies regarding the health effects of air pollution in the studied area. 
