INTRODUCTION
Future increases in human-mortality rates are among the suite of potential impacts expected to arise from anthropogenic climate warming (Kalkstein 1993 , Kalkstein & Greene 1997 , National Assessment Synthesis Team 2000 , IPCC 2001a ). These predictions are derived from studies that have identified statistically significant historical relationships between high heat and/or humidity and mortality at many locations (e.g. Oeschli & Buechley 1970 , Bridger et al. 1976 , Kalkstein & Davis 1989 , Kalkstein & Greene 1997 . In the US, this possibility is of special concern because heat is the most common weather-related cause of death (Changnon et al. 1996 , Kilbourne 1997 .
But mortality exhibits a strong seasonal cycle, with winter-mortality rates significantly elevated relative to summer. The observed warming in the latter half of the ABSTRACT: Human mortality in US cities is highest on extremely hot, humid summer days, but in general, winter-mortality rates are significantly higher than summer rates. The observed winterdominant warming pattern, which has been linked to increasing greenhouse-gas concentrations, has led some researchers to propose future mortality decreases, while others contend that increasing heat-related mortality in summer will more than offset any winter-mortality reductions. Because winter mortality is only weakly linked to daily weather, we examine the seasonality of mortality using monthly data for 28 major US cities from 1964 to 1998. Daily all-causes mortality counts are agestandardized, aggregated monthly, and related to mean monthly 07:00 h local standard time (LST) air temperature in each city. The climate-mortality seasonality patterns are examined for spatial and temporal (decadal-scale) variability, and the impact of climate change on mortality rates is investigated after an approximation of the inherent technology/adaptation trend is removed from the monthly time series. Mortality seasonality varies little between most US cities with comparable climates. By the 1990s, monthly mortality anomalies were similar between all cities regardless of climate, suggesting there is no net mortality benefit to be derived from a location's climate. After removing the impact of long-term declining mortality rates, some statistically significant monthly climate-mortality relationships remain in most cities, with generally positive temperature-mortality relationships in summer and negative relationships in winter. Future mortality could be reduced with a winter-dominant warming but increase with pronounced summer warming. In each case, however, net future climate-related mortality rates are very low relative to the baseline death rate, indicating that climate change will have little impact in defining future mortality patterns in US cities.
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Resale or republication not permitted without written consent of the publisher twentieth century has been winter dominant, and both theory and climate models suggest that this seasonal warming pattern is linked to increasing greenhousegas concentrations in the atmosphere (e.g. Michaels et al. 1998 , IPCC 2001b . By coupling these seasonal warming and mortality patterns, some researchers have suggested that future mortality rates will exhibit a net decline (Bentham 1997 , Moore 1998 , Michaels & Balling Jr 2000 .
These divergent views are based upon fundamentally different methods of examining weathermortality relationships. Because summer heat events seem to be causally linked to increased mortality, summer mortality has garnered much of the attention of the research community, especially in the US. However, comparatively little effort has been put forth in examining the seasonality of deaths and how these seasonal variations might or might not be related to climate. Therefore, our goals are to study the seasonal mortality cycle in 28 major cities in the US, to investigate the possible role of climate in shaping this cycle, and to attempt to estimate the effect of potential climate change on future mortality rates in US cities and thereby add to the debate on possible future climate change impacts on US mortality.
BACKGROUND: A DEMONSTRATION OF THE PROBLEM
The winter dominance of mortality is widely recognized throughout the US and in many other mid-latitude countries that experience some climate seasonality (Sakamoto-Momiyama 1977 , Langford & Bentham 1995 , Donaldson & Keatinge 1997 , Eurowinter Group 1997 , Lerchl 1998 , Laschewski & Jendritzky 2002 . Although many different causes of death exhibit this seasonality, cardiovascular and respiratory mortality seasonal variations have garnered the most attention (Donaldson et al. 1998 , Eng & Mercer 1998 , Danet et al. 1999 , Kloner et al. 1999 , Lanksa & Hoffmann 1999 , Pell & Cobbe 1999 , McGregor 2001 , McGregor et al. 2004 ). The seasonal component so dominates the long-term signal that it is even evident in plots of daily data. For example, Fig. 1a shows daily population-adjusted mortality (see Section 3 for details) versus morning temperature in Kansas City, Missouri, for the 10 592 available days from 1964 to 1998. The subtle U-shaped relationship, with higher mortality at the tails of the distribution, is common in most mid-latitude cities. There is a pronounced increase in mortality rates associated with hot mornings and a more subdued increase in mortality on the coldest mornings. But, despite the obvious mortality peak on hot days, there is an overall statistically significant negative relationship in which winter mortality exceeds summer mortality in Kansas City by approximately 15% (based upon an unpaired, 1-tailed, 2-sample t-test). This seasonality is evident and statistically significant even when the extremes of the distribution (the hottest and coldest days) are deleted. It is also noteworthy that not all of the hottest days are associated with aboveaverage death rates. In fact, many hot days exhibit below-normal mortality. One hypothesis is that these lowered death rates represent 'mortality displacement' by which the more susceptible individuals die during an extreme heat event, leaving behind a healthier population that is comparatively resistant to high heat and humidity.
Application of relationships like that depicted in Fig. 1a to a background climatic warming have led to differing views on future climate-change impacts. Research groups that predict future mortality increases focus on the summer-mortality relationship being much stronger than the winter-mortality relationship -thus proposing that summer temperature increases will raise summer deaths relative to any small mortality 'savings' that might occur with a winter warming. By contrast, those who have projected net mortality declines emphasize the overall negative relationship between temperature and mortality (focusing on the data at the monthly/seasonal rather than the daily level of specificity) and cite a preponderance of winter warming relative to summer. Although one of these forecasts must be correct by default, we contend that neither approach is sufficient based upon fundamental assumptions. Researchers predicting higher future mortality rates inherently assume that the time series of the weather-mortality relationship is stationary, i.e. that future relationships between hot, humid weather and mortality rates will be similar to past relationships. However, our research team has documented that these times series are, in fact, non-stationary (Davis et al. 2002 (Davis et al. , 2003a . Through a wide variety of adaptive and technological responses, US society has largely become desensitized to increasing heat and humidity, such that mortality rates on hot and humid days have declined significantly between the 1960s and 1990s (Davis et al. 2002 (Davis et al. , 2003a . With the caveat that a few cities did not exhibit these mortality declines, we concluded that climate change will have little to no impact on future warm-season mortality in most US cities based on an increasing frequency or intensity of hot and humid days. Furthermore, by not explicitly accounting for mortality displacement effects, forecasts of more summer heat-related deaths are overestimates. However, mortality displacement (Gover 1938 , Schuman et al. 1964 , Schuman 1972 , Marmor 1975 , Lyster 1976 , Kalkstein 1993 , Kilbourne 1997 , Laschewski & Jendritzky 2002 is not a universal feature in all cities, and the topic has not been examined systematically in the US with respect to heat.
It is likewise inappropriate to assume that a winterdominant warming will save lives, because the overall mortality-temperature relationship is negative. This can be demonstrated by removing the inherent seasonality from the data. This step is necessary because a weak heat event in April, for example, might exhibit higher absolute mortality than an even stronger event in July simply because April mortality rates are higher on average. After de-seasoning the data by subtracting from each observation the median mortality rate for the month in which it occurred, the summer mortality peak becomes even more pronounced but the winter peak is diminished (Fig. 1b) . This result, which is consistent across all cities examined, suggests that there is little relationship between daily weather and mortality in the winter despite winter's higher overall death rate. Although some winter research has uncovered relationships between extreme cold and mortality at time lags of 1 wk or more (Laschewski & Jendritzky 2002) , the excess mortality is small and the relationship does not seem to be universal (Glass & Zack 1979 , Larsen 1990a ,b, Frost & Auliciems 1993 , Gorjanc et al. 1999 . These seasonal-mortality patterns produce the apparent quandary that, whereas cold days are not associated with high mortality, winter months are. While there are some potential explanations for this (see Section 6.2), it is clear that the fundamental nature of weather-mortality relationships differs between summer and winter. Therefore, from the perspective of daily weather events, the conclusion that future winter mortality will decline simply because winters will be warmer seems unfounded.
In this research, we examine relationships between mortality and temperature seasonality in 28 major US metropolitan areas using monthly data. There are both advantages and disadvantages to performing this research at the monthly time scale. Given the lack of any clear daily linkages between cold-season weather and mortality, use of the longer, monthly time-scale could identify some general underlying relationships between mortality and climate. Although this approach is clearly not preferable in summer in light of the well-known impact of individual heat events on mortality, monthly data are beneficial for eliminating possible biases related to mortality displacement, as often it is difficult to clearly delineate the beginning and end of high-temperature events using daily meteorology and mortality data. Therefore, integration of mortality data over longer time periods (months) may provide better estimates of the net impact of daily weather events, although the identification of specific weather events becomes much more difficult (i.e. is a 'warm' month one with moderately elevated temperatures on every day, or one with several extremely hightemperature events with the remainder of the days being near normal?).
The goals of this research are (1) to explore the spatial patterns of climate-mortality seasonality in major US cities; (2) to examine whether and how mortality seasonality has changed over time; and (3) to offer some insight on future net mortality changes that might arise under different seasonal patterns of climate change.
For clarity purposes, this paper is organized in a nontraditional format. Research related to each of the goals is described in detail in separate sections (4 to 6), each of which include distinct methods and results/ discussion subsections. The implications of the overarching findings are then summarized in a single conclusions section (7).
DATA AND METHODS
Daily total deaths from all causes are extracted from National Center for Health Statistics (NCHS) archives (National Center for Health Statistics 1998). Data are organized into metropolitan statistical areas (MSAs) that include the city center and the surrounding counties that comprise the urban ring. MSAs are defined by the counties linked to each city in the 1990 definition; this ensures a temporally consistent MSA definition over time. Mortality data are extracted from 1964 (the start of the daily archive) through 1998 (the last year available in digital form), except for 1967-1972, when the data were incomplete. The resulting data set includes 29 years of daily mortality data for 28 of the largest MSAs in the continental US (Table 1, Fig. 2) .
Variations in the age-structure within a given city over time produce fundamental changes in the death rate. Furthermore, different MSAs have inherently different age demographics. To allow for both inter-and intra-MSA comparisons, daily mortality counts are standardized using a direct standardization method commonly employed by epidemiologists (Anderson & Rosenberg 1998) . Specifically, each daily death total is age-standardized relative to a standard population, in this case the average population distribution for the entire US in 2000 (Anderson & Rosenberg 1998) . Our standardization employs population counts within 10 age categories extracted from the US Census records from 1960, 1970, 1980, 1990 and 2000 and linearly interpolated for each intervening year (US Department of Commerce, 1973 Commerce, , 1982 Commerce, , 1992 Commerce, , 2001 ). The resulting standardized death total represents the daily number of deaths per standard million population. These standardized daily mortality totals are then averaged by month. All of the subsequent analyses in this paper utilize standardized deaths (per standard million) -we therefore use the terms mortality 'counts' and 'rates' interchangeably.
Weather data are extracted from a first-order (hourly) National Weather Service recording station within each MSA (National Climatic Data Center 1993 , National Environmental Satellite, Data, and Information Service 2000 . No consideration is given for possible climatic biases arising from increased urbanization over time, since the weather observations within each MSA should approximate the ambient conditions actually experienced by MSA residents. In this study, our independent variable of choice is air temperature at 07:00 h local standard time (LST; within a given time zone and neglecting Daylight Savings Time). Although it is difficult to select one variable to represent weather influences on mortality that would be applicable in both summer and winter, morning surface air temperature is our compromise choice. Summer weather stress indices typically incorporate both air temperature and humidity, but the air usually becomes saturated by early morning in most of the US in summer (dewfall is common), so 07:00 h LST temperature is quite often equal to 07:00 h LST dew-point temperature (Hayden 1998) . Morning dew-point temperature has been identified as a key mortality indicator in prior research (Kalkstein & Davis 1989 , Smoyer et al. 2000 , so in summer, 07:00 h LST air temperature is also a proxy for moisture. In winter, most daily biophysical indices incorporate some version of wind speed along with air temperature (Steadman 1971 , Osczevski 1995 , Quayle & Steadman 1998 , Bluestein & Zecher 1999 . However, our analysis is at the monthly rather than daily scale, so mean wind speed adds little intrinsic value. Our use of 07:00 h LST temperature is an approximation of the average time of daily minimum temperature in winter. During a period from the mid-1960s to the late 1970s, many first-order weather stations collected data only at 3 h intervals.
Because observations were not gathered at 07:00 h LST in some time zones, the 07:00 h LST temperature values were linearly interpolated from the available observations. This could introduce a small bias in 9 stations within the Central and Mountain time zones, but observation frequencies shifted from 3 h to hourly in many cities by the 1970s, so the overall impact of this interpolation error is small. For each of the 28 MSAs, we relate monthly mean standardized mortality (deaths per standard million) to monthly mean 07:00 h LST air temperature. More complete details on these data sets and the standardization procedure can be found in Davis et al. (2002 Davis et al. ( , 2003a .
MORTALITY SEASONALITY
Our first goal is to examine mortality seasonality in 28 MSAs and to investigate any link between mortality seasonality and temperature.
Methods
Our daily mortality dataset includes information on the primary cause of death as assigned to 1 of the 17 general disease categories identified in the International Classification of Diseases (Versions 8 and 9). The disease-specific death rates are averaged over the period of record on a monthly basis across all 28 cities to examine US disease seasonality. A simple disease seasonality index is developed by calculating the percentage change in winter mortality (December, January, and February average) above the summer (June, July and August average) baseline.
For each MSA, mortality within the 17 disease categories is combined to produce a single all-causes average daily mortality value for each month averaged over the period of record. Then for each MSA, mortality is plotted against the climatological average monthly 07:00 h LST air temperature (12 data points for each of 28 MSAs). Even after age-standardization, differences in deaths rates across cities can complicate interpretation. Therefore, for each city, mean monthly death rates are converted to mean monthly mortality anomalies by subtracting the annual mean mortality from each monthly value. Thus, the mortality for all of the MSAs is directly comparable. Linear least-squares regressions are run both within cities (N = 12 months) and across cities within months (N = 28 MSAs) to fully examine mortality seasonality. In these and all other analyses, we test the null hypothesis of a regression slope equal to zero using a 0.05 Type I error rate. Regression analysis is applied here to illustrate the relationships between variables -these results are not used for prediction.
Results and discussion
The seasonality of specific diseases, averaged over the 28 MSAs in this analysis, is presented in Table 2 (table values represent winter increases in mortality rates relative to a summer baseline). Eleven of the 17 categories demonstrate at least a 10% increase in winter mortality relative to summer, and 4 disease classes (diseases of the circulatory, respiratory, and nervous systems and mental disorders) show a more than 20% winter increase. As circulatory and respiratory disorders are the first and third leading causes of death in the US, their seasonality dominates all-causes seasonality. Neoplasms, the second leading cause of death, has a very small seasonal component (3.1%). It is interesting that category 15, perinatal mortality, is higher in summer than in winter, in contrast to most other categories. Although this may be an artifact of higher summer birth rates and a reflection of the changing seasonal sample size (Cesario 2002), this topic merits further study because of its potential public health implications but lies beyond the scope of this research.
A plot of monthly mortality anomaly versus mean monthly 07:00 h LST temperature exhibits a very strong inverse relationship (Fig. 3) . It is a characteristic of the US population that winter mortality greatly exceeds summer mortality. The monthly variance of winter mortality is higher than in summer, partly because of the higher winter death rates and the possi- Table 1 for station abbreviations ble influence of cold-season diseases like influenza (see Section 6.2). To investigate mortality seasonality at the MSA level, we examine the relationship between monthly average 07:00 h LST temperature and the monthly average mortality anomaly by calculating the best-fit linear regression within each MSA (Fig. 4) . Because the y-axis depicts mortality anomalies constructed individually for each MSA, and since winter mortality exceeds summer mortality, most cities have more months with negative than positive mortality anomalies. The variability in the x-direction is purely a function of climate. The slope for each MSA indicates the mortality sensitivity of the population to changes in temperature over the course of the year. Cities with the steepest negative slopes (such as San Francisco, Los Angeles, Miami) are cities with little seasonal temperature variation and thus an apparent greater mortality response to month-to-month temperature differences. Cities with the shallowest negative slopes (such as Minneapolis, Chicago, Detroit) have large intrannual temperature variations and a low mortality response to monthly temperature differences. The remaining cities fall in between these extremes.
Another way to examine mortality seasonality is to compare mortality in different cities within a given month (Fig. 5) . Using the same dataset, the betweencity regressions show the relationship between air temperature and mortality for each month. The statistically significant positive slopes (increasing mortality with increasing temperature) for January, February, and March indicate that winter-mortality rates are significantly higher in warm cities than in cold ones. Conversely, the significant negative slopes for May, June, September, October, and November suggest that mortality rates in these months are lower in warmer locales. This result implies that, in general, cities with warmer winters have a greater annual mortality amplitude than colder cities. However, this result must be viewed with caution, because the y-axis contains mortality anomalies standardized for each MSA by the annual mean. Thus, a city with a high winter-mortality anomaly must also have a large summer-mortality anomaly and a large seasonalmortality amplitude because of the standardization procedure.
TEMPORAL SEASONALITY CHANGES
An initial interpretation of Fig. 5 suggests that winter warming results in higher mortality and spring and autumn warming result in lower death rates. But that analysis contains no temporal component. To properly analyze the potential impact of climate change, it is necessary to consider whether the relationships depicted in Fig. 5 are stable over time. Therefore, our second goal is to determine whether the monthly patterns of mortality-climate seasonality have changed at the decadal scale. 
Methods
To examine temporal changes in mortality seasonality, the data used in Fig. 5 are subdivided into 3 decades: the '1960s-1970s' (10 years; 1964-1966 and 1973-1979); the '1980s' (10 years; 1980-1989); and the '1990s' (9 years; 1990-1998) . Monthly least-squares linear regression analyses are utilized once again, but in this case the analyses are run separately for each decade to determine whether decadal-scale changes in mortality seasonality are evident.
Results and discussion
Examination of the within-month relationships computed separately by decade shows evidence of significant changes over time. Fig. 6 presents the slope of the regression lines when the overall relationship in Fig. 5 is calculated separately for each decade. The months with positive slopes, December-March, exhibited some significant positive mortality-temperature relationships in the 1960s-1970s and 1980s but none in the 1990s. Similarly, in April, May, June and September, the significant negative relationships in earlier decades are no longer evident in the 1990s. Only 2 months, October and November, have statistically sig- nificant mortality-temperature slopes in the 1990s. From the 1960s through the 1980s, MSAs with higher average December-March temperatures had greater mortality anomalies than MSAs with lower average temperatures. Conversely, from April-June and September-November, warmer cities had comparably lower mortality. But almost all of these relationships were no longer apparent by the 1990s. Thus, over time, the strength of the relationship between monthly mortality anomalies and temperatures between US cities has become muted. Because few of the slopes differ in the 1990s, this result suggests that there are few intercity (or climaterelated) differences in mortality seasonality across the US -in other words, the average annual mortality cycle, which is similar across US cities, is largely independent of climate. The overarching implication of this result indicates that there is no net mortality benefit to one's place of residence derived from the location's climate. This finding is apparently contrary to the general perception within the populace that one's longevity can be increased by moving to warmer locales. (It is interesting that Laschewski & Jendritzky (2002) found that in Germany, on a weekly scale, transitions toward cooler conditions within all seasons resulted in lower mortality rates.) While there may be other longevity benefits to be derived from one's location that are distinct from climate, the data for the 1990s indicate little seasonal difference in mortality rates between US cities. This result also calls into question the approach that has been used to determine climate-change impacts by identifying 'surrogate' cities whose projected future climates most resemble the contemporary climates of some cities (National Assessment Synthesis Team 2000). For example, if in the future the climate of Charlotte (North Carolina) is expected to become more like Atlanta's (Georgia) current climate, one might consider using the regression relationships from Atlanta to project Charlotte's future mortality seasonality for each month. But this approach is problematic in several different ways. First, it implies that the mortality response to heat of the populace in surrogate cities is comparable to that of the base city. But differences in urban infrastructure, health care, housing types, etc., all impact mortality rates (Smoyer 1993) . Second, this method implicitly assumes that future weathermortality relationships will be comparable to the average, past relationships (i.e. that the time series of the mortality response to weather is stationary). Our prior research demonstrates that this assumption is invalid in US cities (Davis et al. 2002 (Davis et al. , 2003a . Third, by the 1990s, the monthly mortality-temperature relationships were almost identical in most MSAs.
Thus, there is little merit in the 'surrogate city' approach to mortality forecasting.
IMPACTS OF CLIMATE CHANGE ON MORTALITY
Our third goal is to assess the impact of climate change on observed patterns of mortality-climate seasonality and examine how potential future patterns of temperature change may influence future mortality rates.
Methods
We wish to investigate the sensitivity of future mortality to patterns of potential temperature change. Thus far, our analyses have been based upon annually normalized monthly mortality anomalies for each city. But these are not appropriate for projection pur- MSAs examined in this study poses because of the between-month linkage inherent in the standardization procedure used to compute mortality anomalies (i.e. a large positive January anomaly forces a large negative July anomaly). To estimate future mortality, we must examine actual mortality counts (still standardized as rates per standard million population) rather than anomalies (monthly departures). Thus, simple monthly average, age-standardized mortality counts are used in this portion of the analysis. There has been a systematic temporal decline in adjusted death rates across all cities that is (presumably) unrelated to climate (Fig. 7) . Improved health care, technological advances, reduced poverty, etc. (hereafter referred to as 'technological' influences), have resulted in greater average longevity in the US. But these declines have also taken place during a period of background climate warming. For the 28 cities in this study over our 1964-1998 period of record, 07:00 h LST temperatures have increased in all months, with the largest warming from JanuaryMarch and May-August (Fig. 8) . Some component of these temperature trends may be related to increased greenhouse-gas concentrations, but they also include urbanization effects that diurnally are most evident in morning observations (e.g. Kalnay & Cai 2003) .
Because of advances in medical technology and other factors, mortality rates have declined over time across the US (Fig. 7) thereby complicating our analysis. To remove this inherent 'technological trend' from the monthly mortality data for each MSA, the annual time series for each of the 12 months is individually regressed against the annual total death rate (sum of 12 monthly values), the results of which we use as an indicator of the overall technological trend. Thus, the sample size for each of the 336 regressions (12 mo × 28 MSAs) is N = 29 yr. For all citymonths, this relationship is highly statistically significant (p < 0.0001 for all but 1 case). Typical examples are presented for the Kansas City MSA for January and July, respectively (Fig. 9a,b) .
The residuals from this regression analysismonthly mortality departures from the technological trend line -are then regressed against 07:00 h LST temperature (again, N = 29) for each month (Fig. 9c,d ). This analysis also requires 336 regressions representing the strength of the temperature signal in the mortality data for each month and city. Because of the small size of these samples and the higher probability that the fundamental regression assumption of independent identically distributed residuals could easily be violated, estimates of the regression slopes (betas) are bootstrapped (with replacement) 10 000 times and a new frequency distribution of beta is established. Based upon the 2.5 and 97.5 percentile observations in the bootstrap sample, a determination is made for each case as to whether the mean regression slope significantly differs from zero. Any resulting significant relationships between residual mortality and temperature should therefore be largely independent of technological influences that resulted in temporally declining death rates. Now that monthly mortality-temperature relationships have been identified for each MSA and month, independent of technological trends, it is possible to estimate the past mortality change over our period of record given the observed temperature trends and to proffer some insights on the potential impacts of future climate change. For each city-month with statistically significant mortality-temperature relationships, the slope (mean beta value from the bootstrapped distribution of betas) of the mortality-temperature regression relationship is multiplied by the observed temperature change, to produce a mortality change over the period of record.
We also use the beta values for each statistically significant city-month to estimate future mortality rates (change in deaths per decade) by multiplying the regression slopes by several different seasonal temperature change patterns. We apply 3 different temperature change situations to each city to demonstrate the sensitivity of the results to the seasonal patterns of potential climate change: a uniform 1°C warming across all months; a winter-dominant warming (1.5°C mo −1 from October-March and 0.5°C mo −1 from April-September); and a summer-dominant warming (1.5°C mo −1 in the warm half-year and 0.5°C mo −1 in the cold half-year). The individual city responses are then summed to produce a net national response. Our goal here is not to forecast future mortality rates but to examine the sensitivity of mortality to a few different inter-monthly patterns of temperature change. This allows us to examine the issue of how a winter warming might compensate for increased summer mortality during hot months -a topic that lies at the heart of the seasonal mortality issue. 4  14  7  2  12  20  26  18  11  5  2  4  125  Negative  24  14  21  26  16  8  2  10  17  23  26  24 Table 3 . Beta values (slopes) of the regressions for mortality (with the technological trend removed) vs 07:00 h LST temperature for each MSA and month. Regression slopes are the means of the distribution of 10 000 bootstrapped samples of beta for each MSA-month. Statistically significant slopes (2.5 and 97.5% confidence intervals) are calculated using the percentile method and indicated in bold. Marginals include counts of the number of significant and total positive and negative relationships in each column
Results and discussion
In general, negative temperature-mortality relationships dominate in winter and positive relationships are most common in summer (Table 3, Fig. 10 ). Of the 336 MSA-months examined, 52 (or 15.5%) are statistically significant, more than the number expected by random chance based on a 0.05 alpha level. There is a high degree of consistency between MSAs across months suggesting that the relationships are robust, although some false positives can still be present in the analysis. All 36 of the negative mortality-temperature relationships occurred between October and May, mostly from October through December. Similarly, of the 16 positive mortality-temperature relationships, 15 are found in June, July, and August. (The only statistically significant monthly relationship that is spatially inconsistent for a given month is the positive mortality-temperature relationship found in Denver in December.)
When the significant MSA relationships are aggregated for the US as a whole, the resulting pattern highlights the summer/winter dichotomy (Fig. 11) . Warmer-than-normal summers, particularly warm Julys and Augusts, are linked to increased mortality rates. But from October through May, warmer-thannormal conditions actually reduce death rates beyond the observed reductions related to technological trends. Clearly, July is the most critical month, when 8 of the 28 MSAs have significant slopes, many of which are large in magnitude. The average of all the relationships, regardless of statistical significance, across MSAs depicts a sinusoid-like seasonality. We argue later that the significant role played by influenzarelated mortality tends to damp the real amplitude of this seasonal pattern.
Geographically, there is a monthly shift in the positive summer relationships. In July, significant positive mortality-temperature relationships are evident in Table 3) New York, Philadelphia, Baltimore, Washington, DC, Detroit, Chicago, St. Louis, and Dallas (Fig. 10) . With the exception of Dallas, all of these cities are in the northeast-north central US. Although hot and humid summer weather is not uncommon in these regions, prior research has demonstrated that cities in the northeastern quadrant of the continental US are most susceptible to summer heat mortality (Kalkstein & Davis 1989 , Davis et al. 2003a . In August, of the 6 cities with significant positive relationships -Detroit, Houston, Dallas, Los Angeles, Portland, and Seattle -5 are located in Texas or along the West Coast. This geographic shift suggests that the nexus of summer high temperature mortality impacts can vary within season. The peak mortality in West Coast cities could be related to an increased prevalence of Santa Ana winds and their associated high temperatures. It is likewise possible that August heat events in the northeast and northern interior have a reduced impact because of 'mortality displacement' -the July heat had already resulted in excess mortality (Kalkstein & Smoyer 1993 , Kalkstein & Greene 1997 , Laschewski & Jendritzky 2002 . However, July is typically warmer than August in the southern and western MSAs as well as in the Northeast, so mortality displacement alone cannot explain this monthly geographical shift.
Interpretation is more complicated in the cold season. Winter mortality is believed to be higher because of the enhanced spread of infectious diseases as people spend more time in closer proximity, thereby increasing the infection rate (Eurowinter Group 1997) . Indeed, infectious disease mortality is higher in winter (Table 2 ). Influenza and pneumonia account for over 5000 excess deaths yr −1 (Simonsen et al. 2001) and are largely responsible for the seasonality in the mortality from respiratory diseases (Table 2) . However, influenza infection can result in deaths attributed to other causes, and these co-morbid factors may account for the observed seasonality in some other disease categories (Simonsen et al. 2001) . Thus, part of the winter peak is directly attributable to influenza, part is related to co-morbid conditions, and part is probably unrelated to influenza in any way but simply reflects some other inherent seasonal fluctuation. Although influenza is a winter disease, efforts to relate the strength of the flu virus or influenza-related mortality to weather and climate have been largely unsuccessful. It is not the case that severe winters have higher rates of influenza infections or mortality (Frost & Auliciems 1993) . However, influenza mortality does vary substantially from year to year (Simonsen et al. 2001) , for reasons that, at present, remain unknown. Recent studies have found that influenza-related mortality rates have been increasing over time in the US (Thompson et al. 2003) .
Given the lack of a relationship between climate and influenza, the temporal trend in influenza deaths, and the impact of influenza on diseases in other cause-ofdeath categories, it is difficult to fully understand the relationships between climate and mortality in winter months. In most cities, there is a strong tendency for the relationship to be negative -warm winters are associated with fewer deaths than cold winters. This tendency becomes most pronounced starting in October and continues through April, with the exception of February, which exhibits many positive and negative relationships (Table 3 ). In reality, the primary influenza season begins in late fall and has typically ended by March or April, if not sooner (Simonsen et al. 2001) . If the influence of influenza is to mask mortalitytemperature relationships, then we might look to April as an indicator of the correct magnitude of this interaction. Using April-October as guidance, superposition of a curve on the seasonal course of climate-related mortality suggests that we are probably significantly underestimating the impact of climate on cold-season mortality (Fig. 11) . However, this is mere speculation, and it may ultimately prove very difficult to effectively remove the influenza signal from the background seasonal mortality pattern in the historical time series. Obviously, there is no simple cause-effect relationship between winter mortality and the thermal environment. One might argue that influenza deaths be removed from the analysis a priori. Some mortality researchers chose to work specifically with diseases known to be weather-related and discard all others (e.g. Sakamoto-Momiyama 1977 , Auliciems & Skinner 1989 , Seretakis et al. 1997 , McGregor 1999 , 2001 , McGregor et al. 2004 ). However, significant relationships remain evident using all-causes mortality (e.g. Applegate et al. 1981 , Kalkstein & Davis 1989 , Kunst et al. 1993 . To date, however, it has been difficult to isolate the influence of influenza and co-morbid conditions from the mortality signal, so simple removal of deaths directly attributable to influenza will not address this problem. Even though we are knowingly including deaths that are not likely to be related to weather and climate, our approach is conservative, since this biases our analysis toward not finding significant relationships.
The observed pattern of temperature change, with a net warming of 1.16°C since 1964 and some warming in all months (Fig. 8) , results in the excess summer deaths being partially cancelled by the reduction in winter death rates (Fig. 12) . Although most of the warming has occurred from January-March, these winter months exhibit only very weak negative temperature-mortality relationships. Thus, the warming in July and August, though somewhat less than what occurred in winter, has a greater net mortality impact. The net impact of the observed temperature change over our period of record is an increase of 2.9 deaths in the annual total mortality (per standard million) per city since 1964 -a number that is very small relative to the annual death rate of about 9500 deaths (per standard million) during the 1990s. If these projections are within an order of magnitude of the correct value, our results indicate that the observed, historical climate warming has had very little influence on human mortality rates.
Future mortality projections indicate that the monthly pattern of temperature change will be important in estimating future climate-related death rates. Using 3 simple monthly patterns of temperature seasonality, we find that a uniform 1°C warming results in a net mortality decline of 2.65 deaths (per standard million) per MSA, the summer-dominant warming generates 3.61 additional deaths, and the winter-dominant warming produces 8.92 fewer deaths (Fig. 13) . Again, these numbers are very small compared with the annual average mortality rate. It is important to reiterate that our analysis was performed at a coarse monthly scale because of the lack of any strong daily relationships between mortality and weather in winter. Our goal was to examine the general seasonality of climate and mortality. A model developed to predict the number of excess deaths arising from longer or more intense heat waves, for example, might produce different mortality estimates. Clearly, there remains a net impact of heat on mortality in the US, even after removal of the long-term technological trend. However, on an annual basis, the influences of mortality displacement, mortality benefits from warmer winters, and technology tend to mitigate against summer heat mortality. This analysis, in 73 Fig. 12 . Number of excess or reduced deaths, by month, at the end of the record compared with the beginning based on the observed monthly temperature trend and the statistically significant mortality-temperature relationships (Fig. 10) . The relationships are derived separately for each MSA-month and then combined to produce the 28-city national average ) under 2 different climate-change scenarios, with 75% of the total annual warming in the 6 coldest months and the 6 warmest months which we relate mean monthly temperatures (rather than weather events) to mortality, tends to smooth over the impacts of specific events like heat waves and provides a general idea of the linkages between a warming climate and mortality patterns.
CONCLUSIONS AND IMPLICATIONS
Temperature currently does not have a major influence on monthly mortality rates in US cities. By the 1990s, there was little evidence of a net mortality benefit to be derived from one's place of residence. In all locations, warmer months have significantly lower mortality rates than colder months, undoubtedly related to the impact of influenza during the cold season, although influenza (and co-morbid influences) alone cannot account for the observed seasonality in mortality. The winter-summer mortality rate difference of residents in Phoenix or Los Angeles, for example, is similar to those of people in Minneapolis or Boston. This consistency across cites with largely different climate regimes can be partially attributed to adaptations (both biophysical and infrastructural) and influences of technology. The implication is that the seasonal mortality pattern in US cities is largely independent of the climate and thus insensitive to climate fluctuations, including changes related to increasing greenhouse gases.
Our analysis of the relationship between monthly mortality and monthly temperature after taking into account the technological influences on declining mortality rates represents one of the first efforts of its kind to assess the net impact of seasonal climate variability on mortality, although admittedly in a somewhat rudimentary manner. We find that the lives saved in conjunction with warm winters do tend to offset the additional deaths associated with warmer conditions in July and August. However, again we stress that the individual MSA plots of monthly mortality-temperature relationships (Fig. 10) provide more evidence that climate impacts on US mortality are very small. We find that the net impact of the observed temperature change from 1964 to 1998 is far less than 0.1% of the average total annual mortality in the 1990s. This implies that impacts of a future climate change that are within 1 or even 2 orders of magnitude of those observed during the past 35 yr will be very small.
Our finding of small net future mortality impacts from increasing temperatures, and of positive mortality-temperature relationships in summer and negative relationships in winter, are in general agreement with research conducted in other industrialized nations. For example, Guest et al. (1999) noted that future mortality impacts in Australia's 5 largest cities would be small by 2030. McGregor et al. (2004) found that years with strong temperature seasonality also exhibited elevated mortality from ischaemic heart disease in 5 English counties. In research conducted for Germany, Lerchl (1998) emphasized the importance of extreme cold relative to extreme heat in association with high mortality rates, although extremes also generated higher overall mortality, as in our research. But Laschewski & Jendritzky's (2002) work in southwest Germany noted that summer heat wave mortality exceeded that associated with cold conditions in winter.
Perhaps the primary impact of our research will be to emphasize how little is known about the seasonality of mortality and its relationship to climate. Before we can begin to make confident projections of future impacts, much additional work is needed on this topic. An important component of this seasonality is the role played by climate on influenza transmission, because influenza has a major influence on higher wintermortality rates. The general lack of clear relationships between winter weather and mortality on a daily basis suggests that cold-weather events do not significantly raise mortality rates. However, in aggregate, our results indicate that cold winters do have higher net mortality than warm winters, for reasons that, at least at present, remain unknown.
