Abstract. In this paper, we prove the following two results which generalize the theorem concerning automorphic-differential endomorphisms asserted by J. Bergen. Let R be a ring, R F its left Martindale quotient ring and A a right ideal of R having no nonzero left annihilator. (1) Let C be a pointed coalgebra which measures R such that the group-like elements of C act as automorphisms of R. If R is prime and ξ · A = 0 for ξ ∈ R#C, then ξ · R = 0. Furthermore, if the action of C extends to R F and if ξ ∈ R F #C such that ξ · A = 0, then ξ · R F = 0. (2) Let f be an endomorphism of R F given as a sum of composition maps of left multiplications, right multiplications, automorphisms and skew-derivations. If R is semiprime and f (A) = 0, then f(R) = 0.
Introduction
The motivation of this note is the following problem in [B, Question 4] , posed by J. Bergen.
Question. Suppose R is a ring, H a Hopf algebra acting on R, and let f ∈ R#H.
If R is special, such as being prime or a domain, and if λ = 0 is a special subset of R, such as being an ideal or a one-sided ideal, must f · R = 0 whenever f · λ = 0?
This question is mentioned as a consequence of the theorem concerning a special mapping, called an automorphic-differential endomorphism, in prime rings. Let End(R, +) be the ring consisting of all additive endomorphisms of a ring R. For a ∈ R, T a and L a represent the right and left multiplication maps of R respectively. Let A be the subring of End(R, +) generated by {T a , L a |a ∈ R}, all automorphisms and derivations of R. An element of A is called an automorphic-differential endomorphism of R. For a subset A ⊆ R, we set (A) = {a ∈ R|aA = 0} and r(A) = {a ∈ R|Aa = 0}. Bergen proved the following theorem.
Theorem A ([B, Theorem 1]). Let A be a right ideal of a prime ring R with (A) = 0 and f an automorphic-differential endomorphism of R. If f(A) = 0, then we have f (R) = 0.
Our first aim is to extend this fact to the action of a pointed coalgebra on prime rings. For this purpose, we use the Taft-Wilson theorem, which determines the structure of the coradical filtration of a pointed coalgebra. Theorem 2. Let R be a prime algebra and C a pointed coalgebra which measures R such that the group-like elements of C act as automorphisms of R. If ξ · A = 0 for ξ ∈ R#C and a right ideal A of R with (A) = 0, then ξ·R = 0. Furthermore, if the action of C extends to R F and if ξ ∈ R F #C such that ξ ·A = 0, then ξ·R F = 0.
In [B, Question 1] , Bergen also asked whether Theorem A holds even if R is semiprime, and in [O] , A. Ouarit gave an affirmative answer to this problem. We extend this result to an endomorphism with skew-derivations, using a different proof from [O] , in Section 4.
Theorem 6. Let R be a semiprime ring and f an automorphic-skew-differential endomorphism. If f (A) = 0 for some right ideal A with (A) = 0, then f(R) = 0.
Martindale quotient rings and actions of coalgebras
We recall some notions which we need in this paper. Let R be an arbitrary ring and F the set of all ideals I of R with r(I) = (I) = 0. If R is a prime ring, F is the set of all nonzero ideals; and if R is semiprime, all essential ideals. We denote the left Martindale quotient ring of R by R F , the symmetric quotient ring of R by Q and the extended centroid by K. (See [K2, §1.4] , [M2, p.97] for detailed definitions.) If R is semiprime, it is known that R F and Q are semiprime rings and K is a von Neumann regular ring; and if R is prime, R F and Q are prime rings and K is a field.
We have the following facts on R F and Q.
1. For any q ∈ R F , there exists I ∈ F with Iq ⊆ R. 2. For any q ∈ Q, there exists I ∈ F with qI ⊆ R.
For nonempty subsets A, B ⊆ R F , we define A (B) = {a ∈ A|aB = 0}. Throughout, C represents a coalgebra over a field k with comultiplication ∆ and counit ε. We use the sigma notation as follows : ∆(c) = c 1 ⊗ c 2 for c ∈ C. Let R be a k-algebra. We say that C measures R if an action C ⊗ R c ⊗ r → c · r ∈ R satisfies the following conditions:
We can define an (R, R)-bimodule R#C as follows:
(1) R#C = R ⊗ C as a k-space, (2) the element a ⊗ c is denoted by a#c, and (3) the left (right) action of R is given by
for a, a ∈ R and c ∈ C.
For ξ = a i #c i ∈ R#C and r ∈ R, we define ξ · r = a i (c i · r). It is easy to show that for ξ ∈ R#C and a, r ∈ R, we have (ξa)·r = ξ ·(ar) and (aξ)·r = a(ξ ·r).
On prime rings with actions of pointed coalgebras
We recall the coradical filtration of a coalgebra. For a coalgebra C, the coradical C 0 is the sum of all simple subcoalgebras of C. For n ≥ 1,
C n is a subcoalgebra of C for all n, and
where G is the set of all group-like elements of C, i.e.
We state the Taft-Wilson theorem.
Proposition 1 ([TW]
, [Ma] ). Let C be a pointed coalgebra and {C n } ∞ n=0 its coradical filtration. Set C −1 = 0. For each non-negative integer n, there exists a subspace X n of C n with C n = X n ⊕ C n−1 as a k-space. Moreover, for the above X σ,τ,n (1) X n = σ,τ X σ,τ,n , and
We are ready to prove our first main theorem.
Theorem 2. Let R be a prime algebra and C a pointed coalgebra which measures R such that the group-like elements of C act as automorphisms of
Proof. Let B denote either R or R F , depending upon whether we are proving the first or second part of the theorem. In any case, we can assume that C acts on B, ξ · A = 0, and we need to show that ξ · B = 0. Suppose the contrary. This means that the set D = {ξ ∈ B#C|ξ · A = 0 and ξ · B = 0} is not empty. Let n be the smallest integer satisfying D ∩ (B#C n ) = ∅. From the Taft-Wilson theorem, we have a basis {x i } for X n satisfying ∆(
An element of D ∩ (B#C n ) can be written in the form a i #x i + y for a i ∈ B and y ∈ B#C n−1 . We take an element ξ for which the number of terms a i #x i (a i = 0) appearing in ξ is least among all elements of
If a 1 ∈ R, multiplying by a suitable element of I 1 ∈ F with I 1 a 1 ⊆ R, we may assume that a 1 is contained in R.
By assumption, the mapping
1 (ra 1 ))))#x i + y for some y ∈ B#C n−1 . By the assumptions on k and n, ω cannot be contained in D, so ω · B = 0. However, (ξ(g 
Automorphic-skew-differential endomorphisms on semiprime rings
For any ring A, the set of all automorphisms of A is denoted by Aut(A). For
The set of all σ-derivations is denoted by Der σ (A).
An element of σ∈Aut(A)
Der σ (A) is called a skew-derivation.
Proposition 4. (1) Any automorphism σ : R → R can be extended to an automorphism of R F , and in this case, σ(Q) = Q. (2) Any σ-derivation d : R → R can be extended to a σ-derivation of R F , and in this case, d(Q) ⊆ Q.
Proof. This is similar to [KP, Lemma 1] .
According to Proposition 4, we can consider Aut(R) ⊆ Aut(R F ) and Der σ (R) ⊆ Der σ (R F ) for σ ∈ Aut(R).
We regard End(R F , +) as a K-module via (cf )(x) = c(f(x)) for f ∈ End(R F , +), c ∈ K and x ∈ R F . Let B be a subring of End(R F ) generated by {T a , L a |a ∈ R F }, Aut(R) and
Der σ (R). We call an element of B an automorphic-skew-differential endo-
morphism.
Before proving the semiprime case, we apply Theorem 2 to the automorphicskew-differential endomorphisms of prime rings.
For f ∈ B, let {d ij ∈ Der σi (R)|1 ≤ i ≤ m, 1 ≤ j ≤ n i } be the set of all skew derivations and {g k } that of all automorphisms appearing in f . Removing the overlapping elements, we assume that {σ i , g k |1 ≤ i ≤ m, 1 ≤ k ≤ t} is the set of distinct automorphisms. Let B be the algebra with generators
Then B will be a pointed bialgebra under the following operations:
We define the action of
Now, we have an element ξ ∈ R F #B corresponding to f . As ξ · r = f(r) for any r ∈ R and B is pointed, we have the following result as an easy consequence of Theorem 2. We need several lemmas to prove this theorem. For the remainder of this note, we assume that R is a semiprime ring. The set of all idempotents of K is represented by E. Let e 1 , e 2 be elements in E. The operation ⊕ defined by e 1 ⊕e 2 = e 1 +e 2 −2e 1 e 2 and the ordinary multiplication make E into a Boolean ring. Besides, we define the partial order ≤ of E by e 1 ≤ e 2 ⇔ e 1 e 2 = e 1 . When E 0 is a nonempty subset of E, a nonzero element e ∈ E 0 is called minimal in E 0 if e ≤ e for 0 = e ∈ E 0 implies e = e.
A finite subset of E generates a finite Boolean subring. For every nonempty subset S of R F , we can uniquely determine an idempotent e = e(S) ∈ E satisfying (i) es = s for all s ∈ S and (ii) ex = 0 for any
For σ ∈ Aut(R) and q ∈ Q, set (ad σ q)(
Proposition 7 ([K1, Lemma 10])
. Any d ∈ Der σ (R) can be uniquely decomposed into the sum ad σ q+µ σ for some q ∈ Q and some left and right E-linear σ-derivation µ σ .
For any x ∈ R, a ∈ R F , g, σ ∈ Aut(R) and σ-derivation d, we have the following relations.
erated by {g µ (e 1 )} satisfying {µ ∈ M |e 2 g µ (e 1 ) = 0} = ∅ and {µ ∈ M |e 2 g µ (e 1 ) = 0} = ∅. Set f 1 (x) = f(x)e 2 − f(xe 1 )e 2 and f 2 (x) = f(xe 1 )e 2 . Then e 2 f = f 1 + f 2 and f 2 = 0. Moreover, for I ∈ F with Ie 1 ⊆ R, we have f 1 (AI) = f 2 (AI) = 0, as AIe 1 ⊆ A. It is easy to see that (AI) = 0. As each number of the distinct automorphisms appearing in f 1 and f 2 is less than that of f , continuing this process, we get the conclusion of the proposition.
Proposition 9. Let f be an automorphic-skew-differential endomorphism of R.
Assume that for any e ∈ E, there exists e ∈ E satisfying 0 = e ≤ e and f (R)e = 0. Then we have f (R) = 0.
Proof. See the proof of [K2, Theorem 2.3.6 (p.109) ].
Here, we write e f = f λ as shown in Proposition 8. If we can show that f λ (R) = 0 for each f λ , it follows that e f (R) = 0, and by Proposition 9 we obtain the conclusion of Theorem 6. Hence, we may assume that g λ (e ) = e , as it is sufficient to show that g −1 λ (f λ (R)) = 0 for each λ. So, we assume that f λ (e x) = e f λ (x) for any idempotent e ≤ e . In this case, f λ (x) = e f λ (x) = f λ (e x), and thus our aim is to show that f λ (e R) = 0 for a semiprime ring e R. From the above argument, setting e = 1 and f = f λ , we may assume every automorphism appearing in f is E-linear.
According to [K2, p.59 ], we induce a certain "topology" on the K-module M . Let Γ be a directed set. We call m ∈ M a limit of a family {m α ∈ M |α ∈ Γ} if there exists a family {e α ∈ E|α ∈ Γ} satisfying Lemma 1.6.6, 1.6.10, 1.6.11, 1.6.26] 
There is an element t ∈ T satisfying e(f (t)) = e(f (T )).
By Lemma 10(2), RE is a subring of Q, where RE is the set of all linear combinations a i e i , a i ∈ R, e i ∈ E. Let ℘ be a maximal ideal of K. The ideal of R F generated by ℘ is denoted by ℘R F . Let φ be a canonical homomorphism Lemma 11. For a ∈ R F , a ∈ ker φ ⇔ e(a) ∈ ℘.
Proof. See the proof of [K2, Lemma 1.9 .18].
Lemma 12. Let A be a right ideal of R with (A) = 0, and a an element of R F . Then a AE ⊆ ker φ ⇔ a ∈ ker φ.
Proof. Assume that a AE ⊆ ker φ. By Lemma 10(4), there exists t ∈ AE with e(at) = e(a AE). As (1 − e(at))a AE = 0 and RE ( AE) = 0 for (A) = 0, we have (1−e(at))a = 0, and so e(a) = e(a)e(at). Since at ∈ ker φ, by Lemma 11, e(at) ∈ ℘. Thus, e(a) ∈ ℘ and a ∈ ker φ. The other direction is easy.
From Lemma 11, it is clear that ker φ ∩ Q = E(℘)Q, where E(℘) = ℘ ∩ E. So this ideal is invariant under any E-linear mapping β : Q → Q. Thus, we can define a mapping β of φ(Q) by β(φ(q)) = φ(β(q)).
Moreover, if β is an automorphism or skew-derivation, by restricting β to φ( RE), we have an automorphism or skew-derivation of φ( RE) F from Proposition 4. We denote it by the same β. Now, as all automorphisms and skew-derivations appearing in f are E-linear, we can define f , which is an automorphic-skew-differential endomorphism of a prime ring φ( RE), by changing each automorphism g to g, each skew-derivation d to d and coefficient a to φ(a) ∈ φ( RE) F .
Proof of Theorem 6. Let ℘ and φ be as above. For A r R with f (A) = 0 and (A) = 0, φ( AE) is a right ideal of φ( RE) and f(φ( AE)) = φ(f ( AE)) = 0 by the fact that f is E-linear and Lemma 10(1),(3). By Lemma 12, φ( RE) (φ( AE)) = 0, so we can apply Theorem 5 to a prime ring φ( RE) and f; we have f(φ( RE)) = 0. Thus, f (R) ⊆ f ( RE) ⊆ ℘R F for each maximal ideal ℘ of K.
Assume that a is contained in ℘R F for any maximal ideal ℘ K. By Lemma 11, e(a) is contained in ℘ E(℘) ⊂ ℘ ℘, where ℘ runs over all maximal ideals of K. Since K is a regular ring, the intersection of all maximal ideals is zero. Hence a = e(a)a = 0.
Thus, we have f (R) = 0, and the proof is completed.
