ABSTRACT. We describe exact solutions to the thermomechanically coupled shallow ice approximation in three spatial dimensions. Though artificially constructed, these solutions are very useful for testing numerical methods. In fact, they allow us to verify a finite difference scheme, that is, to show that the results of our numerical scheme converge to the correct continuum values as the grid is refined in three dimensions. Comparison of numerical results to exact solutions has helped us to precisely quantify and understand the numerical errors we are making. Our verified numerical scheme shows the basal temperature spokes which arose in the EISMINT II intercomparison (Payne and others, 2000) . The careful error analysis in Appendix B describes these warm spokes as numerical errors which occur when the derivative of the strain-heating term with respect to the temperature is large. On the other hand, the appearance of basal temperature spokes in a verified numerical scheme strongly suggests that they are a feature of the EISMINT II experiment F continuum problem. In fact they are clear evidence of an unstable equilibrium point of the continuum problem. This paper is a sequel to Bueler and others (2005), which addresses exact solutions and verification in the isothermal case.
INTRODUCTION
Surprising asymmetries known as "spokes" are known to arise in the numerical solutions of thermomechanically coupled ice sheet flow (Hindmarsh, 2004 (Hindmarsh, , 2006 Payne and others, 2000; Payne and Baldwin, 2000; Saito and others, 2006) . In this paper we clarify some of the numerical difficulties in shallow ice sheet modelling which make the interpretation of these spokes difficult.
While wishing to clarify the spokes problem in a pragmatic manner, we are also intrinsically interested in demonstrating agreement between the results of a standard numerical scheme and the predictions of the continuum model. Indeed, such verification (Roache, 1998; Bueler and others, 2005) of numerical schemes is a desirable step for ice sheet modelling because validation (comparison of numerical results to observed ice flow) is relatively difficult. Glaciologists obviously lack control of, and cannot even completely observe, the actual flow, temperature and basal fields which they would want to use to validate their numerical ice sheet models. (Compare this situation to that of shallow water modelers with their wave tanks, for example.)
At issue are the numerical solutions of a partial differential equation free boundary problem, namely the thermomechanically coupled, cold (not polythermal; compare Greve, 1997) shallow ice approximation (Hutter, 1983 ). This continuum model, detailed in the next section, is the one in which all stresses except shear stresses in planes parallel to the geoid are neglected. It is, in particular, the same continuum model as that of the important intercomparison experiments described in (Payne and others, 2000) , hereafter referred to as "EISMINT II".
Our tools for assessing numerical results are exact solu- * Date: March 2, 2007. Submitted Oct. 16, 2006 tions of the whole problem, that is, of all the equations, all coupling mechanisms, and of the boundary conditions. The exact solutions are described and illustrated in the Exact Solutions section. Complete details of their derivation are given in a separate technical report (Bueler and Brown, 2006) , and C and Fortran 90 procedures to compute them are freelyavailable (Brown and others, 2007) . We envision that they can be incorporated into ice sheet codes for routine verification purposes, as they have been for our group (Brown and others, 2007) .
In the Results section we use these solutions to verify, for the first time, a numerical scheme for fully thermomechanically coupled ice sheets. We have chosen to verify a particular finite difference scheme, described in Appendix A, but many other numerical schemes are likely to perform equally well (or better) and can be verified by the same means. We satisfy the usual standard for verification by comparing numerical results to exact solutions in situations which exercise all terms (Roache, 1998) and, in particular, all thermocoupling mechanisms. We verify using both a steady state and a time-dependent exact solution. We find clear evidence of convergence of the numerical solutions to the exact continuum values under grid refinement.
After completing this verification, in the Results section we also apply our code to EISMINT II experiment F. Spokes are observed in the basal temperature field even though the continuum problem has angular symmetry. In other words, though verification is accomplished for the numerical scheme, there remain initial/boundary value problems for which the numerical results are significantly far from the continuum solution. The Analysis and Discussion sections interpret this situation.
The continuum ice sheet model here consists of two evolutionin-time partial differential equations, one for mass conserva-tion and one for conservation of energy; see the next section. Approximation of the decoupled versions of these equations is, naturally, better understood. For instance, numerical schemes for solving the isothermal shallow problem can be verified by the methods described by Bueler and others (2005) . The stability of several numerical schemes for the isothermal problem been studied by Hindmarsh and Payne (1996) and Hindmarsh (2001) . On the other hand, the numerical analysis of linear advection-conduction equations like the decoupled temperature equation is relatively well-understood. In particular, a finite element method for the decoupled temperature equation for ice sheets, with a nonlinear source term corresponding to strain-heating, is carefully described and, to a limited extent, verified in (Calvo and others, 1999) . A semi-coupled finite element approximation, with moving upper surface, is carefully analyzed in (Calvo and others, 2002) .
One benefit of our verification has been, we believe, an ability to clearly identify and separate the numerical issues which endanger the ice sheet modeler. We feel that these have not been sufficiently identified in the literature, so we list them here and then expand upon this list in the Analysis section:
(i) The equilibrium grounded margin of an ice sheet always has infinite gradient. In the isothermal case, the inevitable numerical consequences of this fact are explored by Bueler and others (2005) , and those consequences also apply to the thermomechanically coupled case. We believe, for reasons which remain poorly understood, that the geometry of thermomechanically coupled margins is intrinsically more difficult to approximate than the geometry of isothermal margins. Purely numerical techniques, not used in this paper, may significantly improve numerical approximation of margins in the thermomechanically coupled case (Saito and others, 2007) .
(ii) A "diffusivity" can be assigned to the mass conservation equation, in both the isothermal and the thermomechanically coupled cases. (See the Analysis section for a precise definition.) Its magnitude controls stability and maximum time step for an explicit numerical scheme (Hindmarsh, 2001) . In particular, the longest allowed time step for an explicit scheme to maintain stability is one inverselyproportional to the maximum of this diffusivity. The time step is also proportional to the square of the spatial step. Inclusion of implicitness in the numerical treatment of the equation largely resolves this problem, but explicit methods are also effective, especially when adaptive timestepping is used. We verify an explicit scheme in this paper.
(iii) Large numerically-computed velocities, especially large vertical velocities arising through incompressibility from rapidly changing horizontal velocities, can cause the temperature equation to be overly dominated by vertical advection. The primary numerical consequence is that the temperature time step must be shortened to maintain good approximation of advection; this is the so-called "CFL" condition for advection (Morton and Mayers, 2005) . This consequence holds regardless of the degree of implicitness included in the scheme for solving the temperature equation.
(iv ) The mass conservation and temperature equation are nonlinearly coupled. This occurs both because of the temperature dependence in the flow law for ice and because of the strong dependence of the strain-heating term in the temperature equation on the geometrically-determined effective shear stress. This feedback drives an instability which can create "spokes" in near-basal temperatures. They are seen both in angularly-symmetric (Payne and others, 2000) and rectangular (Payne and Dongelmans, 1997) , cases. From the numerical analysis point of view we diagnose these spokes as numerical errors which are caused by large derivatives with respect to temperature of the strain-heating term; a precise error analysis of our finite difference scheme supports this conclusion (Appendix B). On the other hand, and without any contradiction, these spokes are also a property of the continuum dynamical system itself. In particular, as we describe in the Discussion section, the continuum problem described by the EISMINT II experiment F setup is believed to have an unstable (repelling) equilibrium solution.
The numerical issues described above will differ in details among numerical schemes, but we believe issues (i), (iii), and (iv ) are universal among finite difference and finite element schemes, while (ii) applies at least to all explicit timestepping schemes. The techniques of this paper deal in practical ways with all of these issues.
From one point of view the issues above all address numerical errors, that is, numerical results which differ from the generally unknowable predictions of the differential equations themselves. It is possible for numerical schemes which take excessively long time steps to experience numerical instabilities, numerical errors in which small irregularities of the gridded values (i.e. "wiggles") grow exponentially. In the current nonlinear circumstances it is possible for such wiggles to grow to bounded maximum magnitude, though they may grow exponentially at small magnitude; this can happen for implicit and semi-implicit schemes (Hindmarsh and Payne, 1996) which would be unconditionally stable when applied to linear differential equations. On the other hand, bad margin approximation, issue (i) above, is an example of a stable numerical error of large magnitude.
A deeper issue is whether the thermomechanically coupled shallow ice approximation can be regarded as a trustworthy continuum model. This question is an area of active research (Hindmarsh, 2004 (Hindmarsh, , 2006 Saito and others, 2006) . The verification results of this paper, as well as the spoke-free results from many numerical codes for the better-behaved EISMINT II experiments (e.g. experiments A, B, C, D, E, G, in particular), give strong evidence that for many initial/boundary value problems, and/or for equations with additional source terms, this continuum model is well-posed and can be effectively approximated by numerical schemes. In fact, as described in the Discussion section, we find no clear evidence that the time-dependent thermomechanically coupled shallow ice approximation is ill-posed.
As noted, we do observe that the spokes of EISMINT II experiment F strongly suggest an unstable equilibrium point of the continuum dynamical system. Furthermore, as addressed in the Discussion section, it may be the case that the equilibrium thermomechanically coupled shallow ice approximation is "ill-posed" in EISMINT II experiment F circumstances in the sense that the solution of the continuum problem is not, apparently, a continuous function of the data of the problem (accumulation, bed elevation, and surface temperature).
Clear identification of the sources and nature of numerical errors is critical to the assessment of increasingly sophisticated codes which approximate the many coupled continuum processes in ice flow. Identification and understanding of errors can only occur using reasonably precise tools, and this is one value of exact solutions. An additional practical benefit is that if a suite of exact solutions are available during the code development process then the effect of various numerical choices and changes may be immediately assessed. One can determine whether a change puts the numerical results closer to or further from the continuum solution. This situation contrasts strongly with the use of the results of intercomparison exercises as "benchmarks;" see the discussion of this point in (Bueler and others, 2005) .
CONTINUUM MODEL
The flat bed, non-sliding base case of the (cold) shallow ice approximation is, for the purposes of this paper, taken to be the following pair of evolution-in-time partial differential equations:
temperature:
Here H(x, y, t) is the ice sheet thickness and T (x, y, z, t) is the ice temperature. Coordinates x, y, z form a cartesian system with z positive above the flat base at z = 0. Here and in all that follows, the dot product, gradient and divergence are in the horizontal variables only. Also, (a, b) will denote a two component vector so ∇f = (∂f /∂x, ∂f /∂y) and ∇ · (a, b) = ∂a/∂x + ∂b/∂y. The remaining notation in Equations (1) and (2) is listed with values of physical constants in Table 1 . Our notation essentially matches that of EISMINT II. The first of the above equations enforces mass conservation in the map plane, and the second is the shallow approximation of conservation of energy. These two evolution equations are coupled by the following relations and definitions:
constitutive function:
horizontal velocity:
map-plane flux:
vertical velocity:
strain heating:
The vector (σxz, σyz) represents the non-negligible part of the deviatoric stress tensor in the shallow ice approximation. The effective shear stress σ is the length of this vector, so by Equation (3),
The constitutive relatioṅ
relates the strain rate tensor˙ ij = (1/2) (∂ui/∂xj + ∂uj/∂xi) to the deviatoric stress tensor σij by the scalar factor F (T, σ) which we specify in (4). We use Glen exponent n = 3 throughout this paper. Note that the form of the constitutive relation (10) allows much more general dependence on temperature and effective shear stress than the chosen Arrhenius-Glen form in Equation (4). Nonetheless we will use form (4) for the construction of exact solutions.
The physics included in this model is described in (Paterson, 1994) , among other sources, while a derivation from the Stokes equations for slow fluid flow, including a small-aspectparameter shallowness argument, appears in (Fowler, 1997) . This model is called "the" shallow ice approximation in this paper and elsewhere (Hutter, 1983) , but there are other shallow limits of the Stokes equations which are useful in ice flow (Blatter, 1995; MacAyeal, 1989) ; these are not addressed directly by this paper.
Here are some brief further comments on the equations. The horizontal ice flux Q = Q(t, x, y) can be represented Q =ŪH ifŪ =Ū(t, x, y) is the average horizontal velocity in each column. Equation (5) can be derived from the constitutive relation by vertically integrating the non-negligible components of the strain rate tensor. The vertical velocity w(t, x, y, z) is found, as in Equation (7), by vertically integrating the incompressibility equation
using w = 0 at the frozen base of the ice on a non-moving bed. Equations (1), (6), and (7) imply
the surface kinematic equation; indeed Equation (1) is equivalent to Equation (12) in the coupled system. Finally, note that Equations (2), (3), (5), and (8) all incorporate shallowness assumptions. Regarding conservation of energy, Equation (2), we have assumed that the ice is cold and that no liquid is present in the ice lattice, so the ice is not polythermal (Greve, 1997) . As is standard in the shallow ice approximation, we ignore conduction of heat in horizontal directions, but include advection in the horizontal and we include both advection and conduction terms in the vertical direction (Fowler, 1997) .
Quantities σ, U, w, Q, Σ and F (T, σ) could all be eliminated, reducing system (1),. . . ,(9) from nine to only two equations for the evolution of H and of T . This would not improve clarity, but one might say that the resulting coupled system of two scalar evolution equations is the system we are "actually solving." These two equations would be integro-differential equations because velocities are built from integrals of the z-dependent temperature function.
It is by no means true that the above system incorporates all features of existing ice sheet models. Most existing codes based upon the shallow ice approximation include additional continuum processes including polythermal ice, bedrock heat storage, bed deformation, coupling to ice shelves, etc. Evidently, such models exhibit even more complex dynamics. Verification of a numerical scheme for the continuum model in this paper is, we believe, necessary but not sufficient to claim verification for those complex models.
Some ice sheet models include more elaborate, or simply different, stress balance than included in the shallow ice approximation. These models, which are based on the full Stokes system or on other shallow approximations (Blatter, 1995; MacAyeal, 1989) , cannot be meaningfully verified using the exact solutions of this paper. These other continuum models evidently must be verified using exact solutions of the relevant equations. For example, (Schoof, 2006) contains a nontrivial exact solution to the MacAyeal (1989) equations for an isothermal ice stream with purely-plastic till.
Note that a simplification of the continuum model of this paper is the isothermal shallow ice equation, a single PDE for thickness H. It is derived from Equation (1) by supposing a constant temperature in integral (5). The flat bed result, after eliminating σ, U, and Q, is
where A0 is a softness parameter corresponding to a constant temperature.
Boundary conditions
Partial differential Equations (1) and (2) require boundary and initial conditions to complete a presumed well-posed mathematical problem. Because the margin is allowed to move, the "boundary condition" for Equation (1) used in this paper (and in Bueler and others, 2005) is
which is really a constraint on the allowed thickness functions. It is essential to note that Equation (1) is solved (in general) as a free boundary problem. That is, the map-plane region covered by ice is not predetermined. This free boundary problem is known to be well-posed in the isothermal case (Calvo and others, 2002a) . In particular it is shown by Calvo and others (2002a) that at a free margin where H = 0 the flux Q is also zero in the correctly formulated (weakly formulated) mathematical problem including inequality (14). Find-ing the location of the margin is part of the problem and, to make up for the added unknown boundary location, the boundary conditions are over-determined, with both thickness equal to zero and a flux equal to zero applying. These would be over-determined boundary conditions if they were regarded as boundary values for a partial differential equation in the classical sense. Mathematically correct numerical approximations of this boundary condition are available in an appropriately-formulated finite element method (Calvo and others, 2002a) , but a principled approximation is much less clear for a finite difference method like the one in the current paper. That is, it is harder to know in advance that a given finite difference approximation treats the moving margin boundary condition correctly. We note, however, that the straightforward enforcement of inequality (14) at each time step and at each point of the finite difference grid gives verifiably reasonable results in the current paper and in the isothermal case (Bueler and others, 2005) .
The three-dimensional region on which Equation (2) applies varies in time but the boundary conditions are of the classic type. On the upper surface of the ice,
where r 2 = x 2 + y 2 and (x, y) = (0, 0) is taken to be the center of the angularly-symmetric ice sheet. In this paper, as in EISMINT II, the surface temperature is a specified function of the map-plane position. For construction of exact solutions (below) we take Tmin = 223.15 K, the cold value used in experiment F of EISMINT II; experiment F has the strongest basal temperature "spokes" of the EISMINT II non-sliding base experiments. (See Table 1 for values of constants not discussed in the text.) A constant geothermal flux is applied at the base z = 0:
There is no bedrock thermal model.
EXACT SOLUTIONS
The differential equations describing ice flow are complicated and highly nonlinear. It is generally correct to say that they do not possess exact solutions that can be computed by hand. More precisely, for arbitrary initial/boundary values and arbitrary source functions it is rare to find that one can construct analytical solutions. (By "source functions" we mean known functions which appear additively as terms in the differential equations. In practice these functions are often observed data. The accumulation M in the ice flow Equation (1) is a source function.) If one seeks an exact (analytical) solution only for the purpose of testing the accuracy of a numerical code, however, there is hope for producing such solutions. One idea, implemented in this section, is to choose more-or-less reasonable "solution" functions, in this case analytical functions of time and space for ice thickness and temperature, and then adjust the source functions to accommodate the chosen solution functions. One thereby makes the chosen functions into actual solutions. Roache (1998) One can test a code for approximating Equation (13) by comparing the numerical thickness to the chosen exact thickness function. In particular, the exact compensatory accumulation M is used at each time step during the numerical run, while the exact thickness is only used once as the initial condition and then a second time at the end of the run to evaluate the accuracy of the numerical thickness.
In the thermomechanically coupled case, to manufacture solutions we must replace Equation (2) with a more general form incorporating an additional heat source (denoted Σc):
By adding a term to Equation (2) we are solving a more general version of conservation of energy. The reader may interpret Equation (17) as modelling of radioactive ice, for instance. We make two other modifications of the model to allow the manufacture of exact solutions. These modifications, which are less significant than the addition of a source term in Equation (17), are: (i) the constitutive relation (4) used for the exact solutions in this paper is of simple Arrhenius-Glen-Nye form with constant A and Q; specifically we use the "cold" part of the (Paterson and Budd, 1982) relation; and (ii) the temperature T used in Equation (4) is the nonhomologous (absolute) temperature.
We then adopt the following strategy for manufacturing a solution to the simultaneous equations (1), (17), (3), . . . , (9): We determine a compensatory heat source Σc and a compensatory accumulation M through the ice flow and temperature equations, and through all the coupling relations, from chosen H and T . In particular, once H and T are chosen, the coupling quantities σ, U, w, and Σ are determined by the appropriate equations. Then the compensatory heat source Σc can be calculated as the quantity necessary to make Equation (17) true. Likewise, a compensatory accumulation function M can be determined, through the full system, as the quantity which makes Equation (1) true.
Note that the continuum model has precisely two evolutionin-time equations, Equations (1) and (17). This means that we have the flexibility to adjust two source functions, M and Σc, to allow more-or-less arbitrary chosen functions H and T to be a solution to the system. Because the thermomechanically coupled system involves both partial derivatives and integrals, however, our procedure for computing M and Σc involves both by-hand differentiation and by-hand integration. The need for exact by-hand integration, in particular, constrains the form of our flow law and our choice of analytical forms for H and T ; see below.
A universal caveat about manufactured solutions is that the computed source functions-the accumulation M and the heat source Σc in our case-are not generally physical (Roache, 1998) . This caveat does not strongly affect verification of numerical codes, fortunately. Note, however, that if one can find expressions for H and T close to a physical solution then M will be close to physical and Σc will be close to zero. Complicated forms for H and T will, however, inevitably yield difficult by-hand or computer algebra system calculations when one uses the equations to compute the source functions.
Chosen thickness and temperature functions
We calculate two angularly-symmetric exact solutions, denoted Tests F and G, which are proposed additions to the suite of exact solutions in (Bueler and others, 2005) . Test F is a steady state solution and Test G is a time-dependent perturbation of that steady state. In what follows the solution is described as time-dependent, that is, we describe Test G. The derivation of Test F is a strict simplification, and the simplifications are noted. A complete derivation of Tests F and G appears in a separate technical report (Bueler and Brown, 2006) , so we give only a high-level version here.
We also restrict ourselves, in the remainder of this section, to the angularly-symmetric case; cylindrical coordinates r = √ x 2 + y 2 and z are used. The numerical computations in the Results section are all on a cartesian grid, however.
To be reasonably physical, we choose H = H(t, r) based on an angularly-symmetric steady state solution of the isothermal Equation (13), namely the Test D thickness function from (Bueler and others, 2005) :
, where s = r/L. Here r = L is the (constant) location of the margin; we choose 750 km for both of Tests F and G. This function solves the steady version of Equation (13) if the accumulation is given by "Ms(r)"in Equation (22) in (Bueler and others, 2005) ; see Figure 4 in that source. We will use Hs(r) as just written but we will not use Ms(r) from (Bueler and others, 2005) because the compensatory accumulation in the current paper comes from the full thermomechanically coupled system. The profile given by Equation (18) is a smooth function of r. This is important because of the derivative-intensive exact calculations which (eventually) yield the compensatory accumulation M and heat source Σc.
Next we define a perturbed thickness function
where, concretely,
if 0.3L < r < 0.9L while φ(r) = 0 otherwise, and
The term "+φ(r)γ(t)" is an annular perturbation with amplitude Ap and period tp. It also appears in isothermal Test D in (Bueler and others, 2005) . For the steady solution Test F we will choose Ap = 0 so the perturbation vanishes. For Test G we set Ap = 200 m and tp = 2000 a. In particular, our choice of Ap in Test G is small enough so that ∂H/∂r is always negative (for all r and t); a consistent sign for ∂H/∂r is convenient in the computation of compensatory sources.
Next, we define the temperature field for the exact solutions Test F and G by
where ν is found from H and Ts by ν(t, r) = kTs(r) 2G
Then T satisfies boundary conditions (15) and (16), that is, T = Ts at the surface and ∂T /∂z = −G/k at the base.
Illustrations and comments Figure 1 shows a radial section of the Test F ice sheet defined by Equation (19) with temperature field defined by Equation (22). Figure 2 shows the same quantities for Test G at t = 500 a, that is, at one-quarter of the perturbation period tp when the perturbation has maximum magnitude. Equation (22) defines a vertical temperature profile which (unfortunately) is not very realistic. Note that the ice does warm as one goes from the surface to the bed, but the magnitude of ∂T /∂z is relatively constant in each column of ice and there is no horizontal advection "bulge" in the temperature contours; compare Figure 17 below.
The compensatory heat source Σc, derived from H and T via the full thermomechanically coupled system, is nonzero and thus is also nonphysical. In fact Σc is larger in magnitude than Σ, though the maximum magnitudes of these functions are within a factor of five.
Because our particular continuum model has a simple Arrhenius term in the constitutive relation (4), and because we do not impose T ≤ Tpmp, where Tpmp is the pressure melting temperature, we restrict ourselves to cold ice. This is achieved by using a relatively cold surface temperature (the EISMINT II experiment F surface temperature condition, with a range 223
• K < Ts < 235
• K) and a relatively thin sheet (with dome height H0 = 3000 m compared to H0 = 3600 m in EISMINT II). It follows from Equations (22) and (23) A crucial technical point is that T (t, r, z) in Equation (22) satisfies the boundary conditions (15) and (16) and possesses the property that the integrals for horizontal velocity, flux, and vertical velocity can be computed analytically. Specifically, because integrals of the form e z z n dz can be expressed in terms of elementary functions, and because of the form of the Arrhenius term, we see that functions T with zdependence of the form 1/(C + z) are convenient for purposes of analytical computation. In fact, the integrand in the expression for horizontal velocity-see Equations (4) and (5)takes the form e z z n times a complicated z-independent factor. Thus the integrals (5), (6), and (7) can each be computed exactly. These admittedly technical issues explain choices (22) and (23).
Interestingly, T defined by (22) satisfies
and thus it can be regarded as having a steady state profile generated by vertical conduction and downward (vertical) advection with a hypothetical "vertical velocity" whyp = −2k(ρcp) −1 (ν+z) −1 . This may suggest some measure of physical reasonableness, but whyp is not the vertical velocity w in the solution which follows. Indeed, T satisfies Equation (17) by design while it satisfies Equation (24) incidentally.
Proceeding with the calculation, substitution of H and T from Equations (19) and (22), respectively, into Equations (3) and (5), and use of constitutive relation (4), gives analytical formulas for effective stress σ and horizontal velocity U. Taking the horizontal divergence of U and vertically integrating the result-see Equations (7) and (6)-gives analytical formulas for the vertical velocity w and for the term ∇ · Q in (1). Substitution of H and ∇ · Q into Equation (1) gives an analytical formula for the compensatory accumulation M . Substitution of T , U, and w into Equations (8) and (17) gives an analytical formula for the compensatory heat source Σc.
The formulas we derive for M and Σc have the following property: If Equations (1) and (17), along with coupling relations (3) through (8), are solved using the initial values found from the exact H and T , and if the derived formulas for M , Σc are used as accumulation and heat source for the whole coupled system during the solution, then H in (19) and T in (22) solve the whole initial/boundary problem. The previous sentence is at the heart of the matter: we have used the continuum model to find, from chosen H and T , the functions U, w, M, Σ, and Σc so that all of the coupled equations are true simultaneously. As long as we believe in the uniqueness of solutions of the continuum problem, then we have the exact solution to that problem. We have manufactured a continuum truth against which to compare numerical approximations. In the next section we will perform such a comparison against the result of a finite difference scheme. The calculations summarized above are both tedious and nontrivial (Bueler and Brown, 2006) . We can, however, communicate many of the essential features of the exact solutions by illustrating the various coupling quantities in the thermomechanically coupled system: Figures 3, 4 , 5, 6, and 9 show fields for Test F, and Figures 7, 8 , and 9 show a subset of these fields for Test G at time t = 500 a.
In some of these figures the margin is not shown. This is in order to avoid division by zero. All quantities H, T, U, w, Σ, Σc, M are bounded all the way to the margin, but in some cases the formulas have "0/0" limits at the margin (Bueler and Brown, 2006) . Numerical errors which might arise merely by numerically evaluating the exact formulas near these "0/0" limits are avoided in the illustrations here. Similarly, evaluating the exact formulas very close to the (exactly-known) location of the margin can and should be avoided when the exact solutions are used for verification. In particular, one should check that a grid point is at least a few meters inside the exact margin r = L before evaluating the exact solutions at that grid point in order to determine the numerical error there.
RESULTS Verification
The exact solutions described above were specifically designed for the purpose of verification. The verification procedure described next, along with similar procedures using simpler isothermal tests from (Bueler and others, 2005) and an exact solution for ice streams from (Schoof, 2006) , is permanently built-in to our comprehensive ice sheet model (Brown and others, 2007) . When we make code changes we redo verification to determine if numerical results are still close to continuum values.
The data presented here involved substantial grid refinement and represents many thousands of processor hours, but use of exact solutions Tests F and G for basic verification should be within the resources of all ice sheet modelling groups.
We briefly summarize our thermomechanically coupled shallow ice approximation scheme in Appendix A. The reader not interested in the details of the scheme and not interested in reproducing our results need not read Appendix A but should note that we use a explicit finite difference scheme for Equation (1), with Mahaffy (1976) type evaluation of the diffusivity (see also "method 2" in Hindmarsh and Payne, 1996) . Furthermore we use a semi-implicit and first-order upwinded (Morton and Mayers, 2005) scheme, with equal spacing in the vertical, for Equations (2) and/or (17). Roughly speaking, our scheme uses only the easiest consistent choices. The local truncation error (Morton and Mayers, 2005) of our scheme for Equation (1) is O(∆x 2 , ∆y 2 , ∆t) while the local truncation error for our temperature scheme is O(∆x, ∆y, ∆z, ∆t); F (dashed) . The equilibrium radius for Test F is r = 403.6 km.
see Appendix B. A major purpose of the current paper is to quantify the ways in which actual numerical errors for the coupled free boundary problem are worse than these local rates.
To verify our thermomechanically coupled shallow ice approximation scheme using Tests F and G, we initialize with the exact continuum values-at least their values to full 15 decimal digit machine precision-of all quantities and run the code using the exact values of the compensatory accumulation M and heat source Σc at every step. The quantities H, T, u, v, w, and Σ are computed numerically at each time step and no reference is made to their exact values after initialization except to measure errors at the end of the run. The boundary conditions, for example surface temperature, are held to their correct values at every step. Of course, the numerical solution gradually diverges from the exact values; the results below describe this quantitatively.
The runs reported here were for a fixed time of 25k years. This was sufficient time for the scheme to diverge significantly from the exact values and reach rough equilibrium. Because the exact values are known there is no reason to run to "numerical equilibrium," by whatever standard that might be determined. Instead the actual errors were computed at the final time. Our verification results would not have been significantly different if we had run all computations for 200k years, in particular.
All runs were done with adaptive time stepping, though with maximum time step ∆t limited to 10 years. In particular, ∆t satisfied both constraints (25) and (27) at each step; see the Analysis section below. (Inequality (25) was the active constraint because the maximum velocities in Tests F and G are relatively modest. By contrast, the computations of EISMINT experiment F reported next were affected by both constraints.)
We use a computational "box" with dimensions 1800 km × 1800 km × 4000 m. For example, a spatial grid with spacing ∆x = ∆y = 10 km and ∆z = 40 m corresponds to a threedimensional grid with 181 × 181 × 201 ≈ 6.6 × 10 6 points. Note that our simple scheme has equal spacing in the vertical (Appendix A).
Our first use of Test F for verification is to refine the horizontal grid, namely to use ∆x = ∆y = 30, 15, 10, 7.5, 5 km, and to consider thickness errors. Figure 10 shows that there is reasonable decay, under horizontal grid refinement only, of average and dome thickness errors. (Various ∆z in the range 6.7 to 80 m were used to produce Figure 10 . The role of ∆z is addressed next.) This experiment gives an apparently dis- appointing result for maximum thickness error, however, as refinement produces maximum thickness errors which are all in the range 25-29 m. These maximum errors do not significantly reduce with refinement (not shown). On the other hand, the maximum thickness errors are all relatively small compared to those for Tests A, . . . , E in (Bueler and others, 2005) , which apply to thicker ice sheets and accumulationzone margins or to nonsteady circumstances.
The maximum thickness and temperature errors always occur in the vicinity of the inevitably poorly-approximated margin (Bueler and others, 2005) . As explained in (Bueler and others, 2005) and as discovered by Calvo and others (2002a) , the quantity η = H (2n+2)/n = H 8/3 is much better approximated than the thickness H itself because η has bounded gradient at the margin. As shown in Figure 11 , the maximum error in η converges at a reasonable rate under purely horizontal grid refinement. For clarity we report the relative maximum of η, that is, max |ηnum − ηexact|/ηexact.
The grid refinement study reported in Figures m. We see that thickness errors depend weakly on ∆z. We can expect temperature errors to depend on the size of ∆z, however. The average temperature errors made for Test F are shown in Figure 12 for ∆z = 40 m and ∆z = 20 m. We see that the size of ∆z matters. In fact, if ∆x = ∆y = 10 km are fixed and ∆z is reduced steadily from 80 m to 6.7 m then the average temperature error falls steadily from 0.12 to 0.02 K (not shown).
Clearly grid refinement is a three-dimensional matter. Instead of reassessing Test F in this light, we simply turn to time-dependent Test G which adds time-dependence and is thus a bit more interesting anyway.
For Test G we chose a fixed three-dimensional refinement path ∆x = ∆y = 1800/N km and ∆z = 4000/N m with N = 60, 90, 120, 180, 240, 360. In particular, ∆x ranges from 30 km down to 5 km while ∆z ranges from 66.7 m down to 11.1 m. The time step ∆t is limited to 10 years in all runs but this constraint is only active in the ∆x = 20, 30 km cases because for finer grids the time step was further reduced by adaptive time-stepping (constraints (25) and (27); see the Analysis section).
We observed reasonable convergence of all the quantities measured. The convergence is very predictable for the part of the refinement path with ∆x ≤ 15 km. The observed rates O(∆x 1.90 ) and O(∆x 1.98 ) in Figures 13 and 14 , respectively, for the average thickness and relative maximum η errors, are essentially optimal for our O(∆x 2 ) local truncation error scheme for the mass conservation equation (Morton and Mayers, 2005) . In fact, given that there is a free boundary problem for thickness, with margin location not determined in advance, these rates are remarkably good.
The horizontal location of the margin is at best approximated up to O(∆x) error (Bueler and others, 2005; Calvo and others, 2002a) , but this rate is hard to observe because the location of the margin is discrete. That is, there either is or is not ice at a given grid point (Bueler and others, 2005) . Figure 15 shows the temperature errors in verifying with Test G. Note that the thickness error made at a single point, namely the dome, and the temperature error at a single point, under the dome at the base, as shown in Figures 13 and 15 , can be somewhat unpredictable because one can "get lucky" and have small error for some relatively rough grid. Reports of average and maximum errors are more meaningful.
We believe Figures 13, 14 , and 15 are the strongest possible indication that we have chosen and correctly coded an effective thermomechanically coupled scheme. In the continuum circumstances of Tests F and G, grid refinement produces good agreement between the numerical result and the continuum solution, as well as good rates of convergence.
The angular symmetry of the basal temperature map is of obvious interest. It is shown for Test G at the end of a 200k year model run with ∆x = 30 km in Figure 16 . There is no significant angular asymmetry even on this rough grid, and grid refinement cleanly reduces the asymmetry. Actually Figure 15 already addresses angular symmetry because the maximum temperature error is less than 2 K at every point in the three dimensional domain of ice (for all levels of refinement). This shows that spokes of greater angular variation than 2 K cannot exist as the reported error compares the numerical result to the exact and angularly-symmetric solution to the continuum problem. Note that the non-existence of spokes in Tests F and G is not asserted to be physically interesting. Tests F and G are, as noted, not based on the physical conservation of energy but rather on the more general Equation (17). But we emphasize that because an angularly-symmetric exact solution is known, any spokes would appear as numerical errors in a figure like Figure 15 .
Note Test G is as cold as EISMINT II experiment F. Figure  16 recalls another fact, however, namely that the temperature regimes of Tests F and G are not physical. We repeat that Tests F and G solve Equation (17) while EISMINT II experiment F describes a temperature field solving Equation (2). Compare Figure 16 to Figure 21 (below). (We believe that the latter figure is close to the basal temperature map for the exact-but-unknown angularly symmetric solution to the continuum problem described by EISMINT II experiment F. As explained in the Discussion section, however, producing Figure 21 as a "solution" to EISMINT II experiment F required a non-physical mechanism to restore symmetry.)
Note that the temperature in Tests F and G is allowed to go above the pressure melting point, though the absolute temperature remains below 273 K, and thus the shaded region in Figure 16 is merely for illustrating the contrast of basal temperature regime. 
On the spokes in EISMINT II experiment F
We now have a "verified" numerical scheme, verified to the extent allowed by known exact solutions. We can apply it to EISMINT II experiment F (Payne and others, 2000) . In intercomparison of eleven models (Payne and others, 2000) , experiment F produced spokes for all schemes which included horizontal advection. Note that for this numerical experiment we solve the thermomechanically coupled system including Equation (2), and not Equation (17) as in verification. We also return to the Paterson and Budd (1982) flow law and use a 1500 km × 1500 km × 5000 m computational box.
Our verified scheme produces spokes for EISMINT II experiment F. Furthermore, they do not disappear under, indeed they are not reduced by, grid refinement, a result confirming that of Payne and Baldwin (2000) and Saito and others (2006) . Figure 18 shows their configuration on a modestlyrefined ∆x = ∆y = 12.5 km grid (a factor of 2 finer than the EISMINT II choice). Note that our code produces results with good angular symmetry for EISMINT II experiment A (not shown).
The temperature distribution at depth for experiment F is significantly different from that in Tests F and G; compare Fig. 18 . Basal temperatures in EISMINT experiment F with ∆x = ∆y = 12.5 km and ∆z = 25 m. Shaded region is at pressure melting temperature. Contour interval is 2 K and innermost, coldest contour is at 244 K. Figures 1 and 17 . It may also be the case that the margin in experiment F is more singular that than in Tests F and G (Saito and others, 2006) , but this is difficult to evaluate as we have only gridded approximate margin shapes for experiment F. Certainly the temperature distribution near the margin is harder to approximate in experiment F than in Tests F and G. Indeed the distribution in Tests F and G is based on an additional heat source Σc which has the effect of reducing vertical temperature gradients near the margin, while the temperature in experiment F is (correctly) based on physical conservation of energy.
We will return to the EISMINT II experiment F numerical results which give spokes, and evaluate their significance as both numerical errors and results close to continuum solutions of importance, in the next two sections.
ANALYSIS
In this section we identify the most important accuracy issues which arise in any numerical simulation of a thermomechanically coupled ice sheet which uses the shallow ice approximation. Many of these issues are widely observed in the literature but we feel that no comprehensive analysis of their effect exists, though partial analyses appear in several places (Payne and others, 2000; Payne and Baldwin, 2000; Hindmarsh, 2001; Bueler and others, 2005; Saito and others, 2006) . The analysis in this section was strongly informed by the verification process described above. It is also supported by the precise analysis of numerical errors in the temperature equation described in Appendix B.
As summarized in the Introduction, we believe margin approximation, diffusivity of the flow equation in the coupled system, domination of the temperature problem by vertical advection, and the role of a derivative of the strain-heating term in the nonlinear "thermal runaway" of the numerical error are the most important numerical issues. By separating and clarifying the first three of these issues we can, in particular, clearly identify the source of the spokes in the fourth. In this section we describe these issues correctly as being about the size of, or the reduction of, "numerical errors," but in many cases we are also talking about issues of interest in the continuum model itself. By definition, the numerical error at a grid location is the difference between the computed quantity at that grid location and the (usually unknown) exact solution of the continuum initial/boundary problem at the same grid location (Morton and Mayers, 2005) . The numerical error at a grid point is simply a number, even if we do not know it.
Because of current controversies in numerical ice sheet modelling, we feel obliged to caution the reader that saying that a numerically computed quantity has a "numerical error" should not be read as license to ignore its possible physical import. Conversely, one should not deny a numerical error in order to claim physical importance of a numerical result.
Many more numerical issues than those addressed here can, of course, be expected to arise if additional physics is added to the continuum model (e.g. thermal bedrock, coupling to ice shelves or ice streams, etc.).
Some modelers have used the Jenssen (1977) change of vertical coordinate to simplify the numerics of the thermal problem by avoiding a free boundary (the surface of the ice) within the numerical grid. This coordinate change introduces an additional issue, namely singular conductivity as one approaches the margin. See, for example, equation (3) in (Payne and Dongelmans, 1997) . Our numerical scheme avoids this issue (Appendix A).
The issues raised in this section are universal for thermomechanically coupled ice sheet simulations, all of which involve putting a particular kind of continuum dynamical system onto a finite grid in space and time. The detailed effects of the issues raised here obviously depend on the particular numerical scheme, however.
Margin approximation
It is well-known that at a grounded margin |∇H| is unbounded. It follows that all known numerical methods are subject to large numerical thickness errors at the margin. In fact these errors completely dominate the numerical thickness errors made anywhere else in an ice sheet computation (Bueler and others, 2005) . The only "solution" to this difficulty is to recognize that the (isothermal) shallow ice approximation is well-posed for transformed thickness η = H (2n+2)/n (Calvo and others, 2002a) . The quantity η has bounded gradient at the margin and is therefore reasonably well-approximated by many numerical schemes.
We are describing here the issue of agreement between numerical and continuum solutions to our model (the shallow ice approximation). A distinct issue is whether the shallow ice approximation is adequate for particular modeling goals, in other words whether margins must be handled by the full, non-shallow Stokes equations in order to adequately model real ice sheets. The results of Leysinger Vieli and Gudmundsson (2004) suggest that even in surprisingly nonshallow circumstances the isothermal shallow ice approximation produces results close to those of the isothermal Stokes model.
The margins of interest to users of the thermomechanically coupled shallow ice approximation have strongly-varying temperature within the ice near the margin. This affects their shape in a poorly-understood manner. For the exact solutions described in the previous section, however, the margin is chosen to have the same profile as the isothermal, steady, ablation-zone margin. For such isothermal margins, if x is the distance from the margin then the thickness satisfies H ∼ x 1/2 for small x (Fowler, 1997) .
Based only on numerical computation we believe that realistic thermomechanically coupled, steady, ablation-zone margins are more singular than isothermal ones; compare Figures 1 and 17. It is, however, very difficult to diagnose the shape of a margin based purely on numerical evidence. Better numerical techniques may clarify the situation (Saito and others, 2007) . No complete asymptotic analysis of thermomechanically coupled margin shape, for the shallow ice approximation, has been found in the literature, though Fowler (2001) analyzes the shape of the margin in the case that advection is ignored.
Diffusivity of the mass conservation equation
Because we are considering the shallow ice approximation, Equation (1) and its isothermal version (13) can each be written in the form of a nonlinear diffusion equation
with diffusivity coefficient (Hindmarsh and Payne, 1996; Saito and Abe-Ouchi, 2005) . The thermomechanically coupled formula combines Equations (1), (5), and (6). It is correct for arbitrary flow laws F (T, σ). The scalar quantity D, the diffusivity coefficient, is known numerically at every mass conservation time step because it is the scalar factor involved in computing the flux Q. The identification "Q = −D∇H" is the ice flow analogue of Fourier's law for heat, though the expression "Q =ŪH", whereŪ is the vertically-averaged horizontal velocity, also holds. As diffusion equations, (1) and (13) are simultaneously highly nonlinear and highly degenerate. The latter description applies because D → 0 at margins and divides, where H → 0 and |∇H| → 0, respectively. The maximum value of D anywhere on an ice sheet controls the largest stable time step for explicit approximations of Equation (1) (Hindmarsh and Payne, 1996; Hindmarsh, 2001) . Indeed, in the thermomechanically coupled case using the explicit numerical scheme described in Appendix A, we observe the stability restriction 
The maximum is taken over values of D computed at every horizontal grid location (xi, yj) on the simulated ice sheet at the current time step tl.
Restriction (25) is reliable enough to use in an adaptive time-stepping scheme if advection in the temperature equation is also well-approximated; see the comments on numerical approximation of the advection below. Our observed restriction (25) is only slightly more restrictive than that in the isothermal case, where Hindmarsh (2001) predicts a critical value of the right-hand side in (25) of 1/(2n) = 1/6. When the time step violates inequality (25) the resulting stability problems (wiggles) emerge at locations on the ice sheet where the function H n+2 |∇H| n−1 is largest. This will generically occur away from divides and margins.
Implicit schemes for Equation (1) avoid stability restrictions like (25), but fully-coupled implicit schemes are significantly harder to implement. In any case there is an additional restriction on thermomechanically coupled time-stepping, described next, which is not helped by implicit scheming.
Domination of the temperature problem by vertical advection
In simulating real ice sheets, rough surfaces sometimes produce large vertical velocities in columns of ice below the roughness. Similarly, sliding laws which allow an abrupt onset of sliding adjacent to frozen bed areas can produce unreasonably large vertical velocities (through incompressibility). These large velocities can produce poor approximation of the advection part of the temperature problem if the numerical time step is not restricited.
To explain why large vertical velocities appear in the first place, suppose we combine Equation (5) and Equation (7), and suppose for completeness there is a possibly nonzero basal horizontal velocity field Ub and a possibly nonflat bed z = b.
(We now need to distinguish between the surface elevation z = h and the thickness H.) Then
where F = F (T, σ) and ∇ 2 h = ∇ · (∇h). One sees that the vertical velocity is affected by both the first and second derivatives of the surface h, by the divergence of Ub, and by the gradient of b. The integrals here are not the point; we are simply identifying dependencies on horizontal derivatives and thus on possible numerically-induced inaccuracies.
Because the vertical velocity depends on the second derivative of the surface, it is more sensitive to surface roughness than are the horizontal velocity components (which depend only on the first derivatives of the surface elevation). In particular, a gridded (rectangular or triangular mesh) approximation of the surface elevation which is acceptable for computing horizontal velocity may be rough enough to cause unreasonable vertical velocities in some columns of ice. We observe, for instance, that digital elevation maps for Antarctica drive this effect in many locations when these maps are used as initial conditions for ice sheet simulation.
The dependence of w upon the divergence of the basal horizontal velocity field has been observed before. For instance, EISMINT II experiment H, which involved pressuremelting temperature activated basal sliding, has been criticized because it used basal velocities Ub proportional to the effective shear stress and thus involved sudden transitions of the basal velocity as one moves from frozen base to melted base (Fowler, 2001 ). The resulting jump in Ub produces unbounded vertical velocity within the ice in the continuum limit. Such discontinuities in basal velocity are presumably avoidable by using more complete physical models of the basal conditions.
Flow velocities are of importance here because they advect heat, and this advection must be numerically approximated. Numerical schemes for Equation (2) are always inaccurate if the advection velocities are too large for a given time step on a given grid. The explicitness or implicitness of the numerical scheme is irrelevant to this advection aspect of the temperature scheme. All schemes, including upwinded schemes of any finite order, require some version of the Courant-FriedrichsLewy (CFL) condition (Morton and Mayers, 2005) .
For example, we use an upwinded method for temperature Equation (2); see Equation (A2) in Appendix A. This method sacrifices order and produces some artificial diffusivity of temperature, but it is essentially as stable as possible (Morton and Mayers, 2005) . For our scheme a precise form of the CFL condition for pure advection is the inequality ∆t max
See Appendix B and Equation (B3) in particular. Here "uijkl" etc. are the gridded values of the components of velocity and the maximum is over the whole 3D gridded region of ice at the time tl. Condition (27) is combined with condition (25) in our adaptive time-stepping scheme and the shorter of the two time steps is used. We observe in practice that condition (27) is more likely to be activated by large vertical than horizontal velocities. Of course vertical speeds in an ice sheet are typically lower in absolute terms than horizontal speeds, but the vertical mesh is always much finer. As described above, numerically-computed vertical velocities can be of surprisingly large magnitude because of surface roughness and/or large gradients in the basal velocity field.
Note that Payne and Dongelmans (1997) introduced a scheme with unequally-spaced five point upwinding which maintains stability with higher-order local truncation error. We believe this scheme, which is subject to some unstated CFL condition, is used in several current ice sheet models. Such a scheme is definitely worthwhile if it can be shown that the global approximation error, the actual error, is reduced. The exact solutions of this paper are well-suited to demonstrating such improved performance.
The strain-heating term; emergence of spokes A standard finite difference convergence analysis (Appendix B) of our scheme for Equation (2) reveals that if condition (27) holds for each time step then the growth of the numerical error is controlled by two quantities. One quantity is the smoothness of the continuum solution to Equation (2), as reflected in the local truncation error of the scheme (Morton and Mayers, 2005) . The other quantity, however, is the size of the derivative of the strain-heating term Σ, which is the strain-heating source term appearing in Equation (2), with respect to temperature T . Recall that in this paper
Let El be the maximum of the numerical temperature errors |Tijk,l − T (xi, yj, zk, tl)| over the entire spatial grid at time step tl. That is, consider the maximum of the difference between the computed approximate temperature Tijkl and the exact temperature T (x, y, z, t) predicted by the continuum equations but evaluated at the grid point (xi, yj, zk) at time tl; this is an instance of the definition of "numerical error" above. One can show (Appendix B) that
where τl is the local truncation error at time tl. Note τl depends on the size of higher partial derivatives of the exact solution to the temperature equation, that is, it depends on the smoothness of the continuum solution. By inequality (29) the local truncation error can, at worst, cause arithmetic growth in the actual error El. By contrast, in estimate (29) the error El multiplies ∂Σ/∂T . Therefore the worst case error can grow exponentially (geometrically) if ∂Σ/∂T is large. The quantity ∂Σ/∂T acts like an "interest rate" for growth of error. A refined form of (29) is inequality (B7), which shows that the exponential growth can be greatest at the locations where ∂Σ/∂T is maximum.
Consider the spokes which appear in EISMINT II experiment F, and are illustrated in the Results section above. Note that the EISMINT II experiment F continuum setup has perfect angular symmetry. The exact solution of this initial/boundary value problem, which is unknown, also has this angular symmetry. Thus the magnitude of the spokes, as measured by the deviation from a given temperature value as one follows a curve of fixed z and r in a circle within the ice around the z axis, is a lower bound for the numerical temperature error. (In this literal sense the spokes unequivocably are a numerical error.) The analysis which gives (29) applies to EISMINT II experiment F, though of course we do not know the exact solution T (t, x, y, z). The analysis explains that large numerical temperature errors, which we observe, can occur because there can be exponential growth of the maximum error El if ∂Σ/∂T is large. Figure 19 shows that ∂Σ/∂T has strong maxima along the warm spokes in EISMINT experiment F. (In this Figure, large values of ∂Σ/∂T for points where the thickness is less than 1000 m are set to zero. We assert that these values are corrupted by margin mis-approximation, but that the slow flow very close to the margin, e.g. within 20 km of the margin, is unable to feed back to affect the surface slopes and near-basal strain rates at the upstream locations of the onset of spokes. Better numerical schemes for approximation of the fields near the margin remove this issue (Saito and others, 2007) .)
Thus we are asserting that the spokes emerge under a version of the well-known thermocoupling feedback mechanism, with warmer spokes locally drawing-down the surface and steepening the gradient nearby, thus increasing the strainheating upstream of the warm spokes, and generally accelerating flow to produce more strain heating, and so on. This describes "thermal runaway" which is observed in fluid systems other than ice (Fowler, 2001) . The spokes themselves are errors, however, because the continuum problem has angular symmetry. Thus the quantity which is "running away" in this analysis is the size of the numbers Tijk,l − T (xi, yj, zk, tl), the numerical temperature errors.
The analysis here usefully predicts that spokes emerge in locations of peak values of the diagnostically-computable quantity ∂Σ/∂T . On the other hand, the derivative of Σ with respect to T , using the second form for Σ in Equation (28), shows that when a Glen-Arrhenius flow law (4) is used then
This quantity is always positive. From (30) it follows, especially, that if a realistic Arrhenius-type term in the flow law is used, with the Paterson and Budd (1982) law as the representative case, then as the temperature rises from cold to within ten degrees of the melting point the quantity ∂Σ/∂T warm part of P.−B. Fig. 20 . Graphs A(T ) for the Paterson and Budd (1982) and Hooke (1981) Hooke (1981) flow law, which has been demonstrated to produce spokes for experiment F in practice (Payne and Baldwin, 2000) , apparently behaves in an even worse manner because the value of ∂Σ/∂T near melting is even larger, though there is no actual jump. This seems to cause even stronger error growth in the immediate vicinity of the margin.
As a practical demonstration showing that the role of the strain-heating term Σ is decisive in creating the spokes, we show that if the contribution of Σ to the temperature Equation (2) is non-physically "smeared" then the spokes go away. In particular, suppose we smooth the strain-heating term Σ in horizontal directions by, at each temperature time step, replacing gridded values Σijk,l with an average of horizontallyneighboring values. An example of the result for the basal temperature map is shown in Figure 21 ; the spokes are gone. In this case, the smoothing was by a finite support averaging kernel which was approximately gaussian and had standard deviation of about two grid spaces (25 km) and maximum range of 4 grid spaces (50 km) on this 12.5 km grid. From runs on various grids we believe the smoothing is effective in eliminating the spokes if it has range (standard deviation) on the order of 25 km for a one year time step.
The average was globally energy-conserving for the ice, that is, all of the heat generated by strain-heating, and no more heat, was put into the ice. The location of that heating was spread in the horizontal by a mechanism not explained by the missing horizontal conduction terms in the conservation of energy equation, however. Easy estimates of the thermal diffusivity of ice show that our ad hoc smoothing is significantly greater than would be the effect of reintroducing horizontal conduction of heat through the ice or through the bed. (Neither of these re-introductions were numerically tested, Fig. 21 . Basal temperatures from EISMINT experiment F, exactly as in Figure 18 , but recomputed with smoothing of the strain heating term as explained in the text.
however.) An interesting possibility is that the inclusion of longitudinal stresses into the coupled system would spread the strain-heating itself in the horizontal (Hindmarsh, 2006) and provide a physical mechanism which smears the spokes.
The "thermal runaway" of the numerical temperature errors is rather slow in that it takes at least thousands of model years to become significant. It can only occur if the conditions causing the runaway remain in place for a significant time and apply over significant spatial extent. In particular, EISMINT experiment F results show spokes in its flat base and smoothly-varying accumulation conditions but they take more than 10k years to stabilize after the geometry is roughly in place. It is therefore likely that in conditions of significantly varying bed elevation, surface temperature, and accumulation conditions, varying in space and/or time, the necessary coherence for thermomechanically coupled runaway of error is less likely to occur. Thus the spokes phenomenon might be less influential for real ice sheets, and this statement reflects our understanding of modelling the Antarctic ice sheet in particular (Brown and others, 2007) .
The "thermal runaway" of the error, though it may grow exponentially in some cases, has a maximal exponential rate if the geometry is fixed. In fact, one can turn inequality (29) into a proof of convergence of our numerical scheme for temperature under the assumption of fixed geometry and also stringent smoothness assumptions about the velocity fields (Bueler and Brown, 2006) . This convergence proof yields a maximum exponential rate based on the largest value of ∂Σ/∂T as above.
We see no strong reason to believe that some version of the spokes will not appear when numerical three-dimensional thermomechanically coupled Stokes simulations are applied to circumstances similiar to EISMINT II experiment F. This is because the temperature equation keeps its same strain heating term, in particular, and thus an analysis of the numerical error in the temperature equation will reveal the same possibility (at least) of "thermal runaway" of the error. Indeed it appears that in at least one higher-order stress balance scheme there are still spokes for the EISMINT II experiment F boundary values (Saito and others, 2006 ).
DISCUSSION
The above analysis of the spokes in EISMINT II experiment F, which identifies them mathematically as numerical errors, is correct but it is also impoverished scientifically. The spokes are not merely telling us that there is some divergence of the numerical solution from the exact (and angularly symmetric) solution. Indeed there is pattern to the numerical error, and the pattern comes from a mechanism in the thermomechanically coupled shallow ice approximation which allows the ice flow to concentrate into spokes (Payne and Dongelmans, 1997 ). We would not want to claim that the spokes are "solely" a numerical artifact (Saito and others, 2006) even though the mathematical analysis clearly identifies them as numerical errors. We now attempt to include both of these complementary interpretations of the spokes in the same discussion.
First note that, based on the verification performed in this paper, we can exclude the possibility that the spokes arose because the numerical scheme does not consistently approximate all the terms, and all the coupling mechanisms, in the continuum thermomechanically coupled shallow ice approximation.
Also, we also have observed no numerical evidence which suggests an unequivocal ill-posedness of the time-dependent problem. That is, we have never observed the effect that the numerical scheme is unable to maintain stability by choosing appropriately small time steps. This would be the symptom if any numerical scheme were applied to the ill-posed backward heat equation ∂u/∂t = −∂ 2 u/∂x 2 , for instance. In such a case, the continuum dynamical system has the property that the rate of exponential explosion of modes of various spatial frequencies is an unbounded increasing function of the frequency. Numerically, all wiggles blow up and the more wiggly they are the faster they blow up. Shortening the time step would never help in this kind of problem.
On the other hand, the kind of ill-posedness claimed by Hindmarsh (2004 Hindmarsh ( , 2006 , in particular, would be more subtle. It would correspond merely to non-decay of the rate of exponential growth of the modes as a function of the spatial frequency. But we don't think we have observed that either. In particular, Figure 18 shows spokes with smooth contours and we believe this must be because the highest frequency components of the temperature variation actually decay slightly (i.e. some smoothing occurs). Actually, the spokes which appear when we use the Hooke (1981) What we confidently think is happening is that the specific time-dependent continuum dynamical system in question, namely the thermomechanically coupled shallow ice approximation with EISMINT II experiment F boundary conditions, has an unstable equilibrium point. In particular we believe that as the continuum solution evolves from the prescribed zero ice initial condition, any added perturbation from perfect symmetry becomes a path which diverges from the intended path (which would head precisely for the equilibrium point). Perturbations will, of course, happen inevitably with numerical errors, even rounding errors. But the unstable equilibrium is a property of the continuum dynamical system itself.
Note that EISMINT II roughly attempts to solve steady state partial differential equation problems. That is, the chosen duration of 200k years for those experiments is explicitly intended to be long enough to achieve rough equilibrium (Payne and others, 2000) and that it is not otherwise a special time scale.
We propose that, in particular, by tuning the central surface temperature from Tmin = 243 K (experiment A) to Tmin = 223 K (experiment F) the angularly-symmetric equilibrium solution undergoes a bifurcation (Guckenheimer and Holmes, 1990 ) from stable to unstable. The spokes we see represent a new stable equililibrium, of a slightly perturbed continuum problem, which is significantly far away from the unstable angularly-symmetric equilibrium of the unperturbed problem. Furthermore it seems that the new stable equilibrium is relatively dependent on the details of the numerical discretization. Thus one sees different forms for the spokes coming from different numerical schemes (Payne and others, 2000; Saito and others, 2006, and this paper) .
Note that, if desired, one could approximate the angularlysymmetric equilibrium by computing on a r, z cylindrical coordinate grid and thereby enforcing symmetry. We suspect that the instability is occurring in directions (in the relevant function space, that is) which are orthogonal to the angularlysymmetric states; compare the form of the most unstable mode in (Hindmarsh, 2006) . In other words, if we restrict to the angularly-symmetric subspace then we expect there to be a stable equilibrium.
It is possible that a change to a more complete continuum model will eliminate the spokes problem by making the equilibrium stable. The addition of higher order stresses by the Blatter (1995) shallow approximation, however, seems not to eliminate the spokes (Saito and others, 2006) . On the other hand Hindmarsh (2006) performs a stability analysis which suggests that use of the Blatter (1995) approximation should dampen the spokes instability.
We certainly believe that the form of the spokes, and even the existence of spoked stable equilibria, is sensitive to the source and boundary functions of the problem. We expect in particular that the equilibrium solution is sensitive to the spatial distribution and value of the accumulation rate. Similarly the equilibrium solution is a sensitive function of the surface temperature and of the shape of the bed. Thus we expect that the solution of the equilibrium continuum problem is very sensitive to the climate. It might even be a discontinuous function of the climate. If the spokes represent the steady state that arises as the surface temperature parameter Tmin passes a bifurcation point then the solution of the problem is certainly a discontinuous function of the climate.
This occurrence, that the equilibrium solution is a discontinuous function of the climate, will not happen in the isothermal shallow ice approximation in cases where the accumulation is a function of the map-plane coordinates only (Bueler, in preparation) .
We do not believe that the time-dependent problem is meaningfully ill-posed. But it seems likely to us that the equilibrium thermomechanically coupled problem is "ill-posed" in the sense that it depends discontinuously on the climate inputs to the ice sheet model. It is an interesting question whether this situation applies to any continuum model of ice sheets which is sufficiently complete.
CONCLUSION
We have described the first non-trivial exact solutions of the thermomechanically coupled shallow ice approximation. These exact solutions come with the caveat that a compensatory heat source is used in their construction. In these exact solutions the temperature field at depth is not physical. We believe, however, that the glaciology community can substantially replace intercomparison with verification using exact solutions as a test method for numerical models of thermomechanically coupled ice sheets based on the shallow ice approximation.
The numerical scheme used by our group shows clear evidence of convergence under grid refinement when approximating these exact solutions.
Our numerical scheme also exhibits spokes, however, when approximating the unknown continuum solution to the EIS-MINT II experiment F boundary value problem (Payne and others, 2000) . On the one hand we assert that the spokes are literally a numerical error relative to the exact solution (which has angular symmetry). On the other hand the spokes grow to finite size through a physically meaningful mechanism (the mechanism discussed by Payne and Dongelmans, 1997, for example). We show that a numerical solution can diverge exponentially from the exact solution at a rate which depends on the size of the derivative of the strain-heating term with respect to temperature. The equilibrium solution of EISMINT II experiment F is unstable, so this actually occurs.
The resulting spokes suggest that the function (map) from the climate data used in the model, in particular the accumulation and surface temperature data, to the solution of the equilibrium thermomechanically coupled shallow ice approximation is probably discontinuous.
APPENDIX A Numerical scheme
This appendix describes the scheme used to produce the results on verification and on EISMINT II experiment F given in the main text. The exact solutions given in this paper are independent of any numerical scheme, of course.
Note that the notation used in this Appendix does not completely conform to Table 1 . We pretend, for the purposes of notational simplicity in this Appendix only, that there is only one horizontal coordinate x. A space-time grid point is denoted (xi, zk, tl). We suppose that the ice sheet is, at all times, contained within a box (x, z) ∈ [−Lmax, Lmax] × [0, Hmax] and that ∆x = 2Lmax/N , ∆z = Hmax/Nz. Gridded values of quantities independent of z are denoted here as "Hil" etc. while quantities depending on z are denoted "Tikl" etc.
Equation (1) is approximated by
(In fact Q = (Q x , Q y ) is a vector, but we are suppressing the y coordinate.) This is an explicit scheme because the right side contains only time tl values.
The temperature Equation (2) is approximated by an upwinded semi-implicit scheme. Let
Both the upwinding and the semi-implicitness are chosen so that relatively long time steps can be computed stably, but the time step is still constrained by (27) . Using boundary conditions (15) and (16), Equation (A2) can be re-arranged to be a rapidly-solvable tridiagonal system for the unknowns {Ti,•,l+1} in the ith column of ice.
Note that boundary condition (15) is approximated by applying the value of the surface temperature to the highest grid point within the ice (for the given horizontal grid location).
That is, boundary condition (15) is applied at the moving surface up to an error of order O(∆z) in the sense that the surface temperature extends as much as a distance ∆z down into the ice from the surface. The Jenssen (1977) change of coordinates is not used. Now, to use the above finite difference equations we need to approximate u, w, Q x , and Σ at time step tl. We will both suppress the time index "l" and revert to two horizontal coordinates x and y in the remainder of this paragraph. The surface gradient ∇H = (∂H/∂x, ∂H/∂y) is computed on a staggered grid by the Mahaffy (1976) scheme ∇Hi+1/2,j = h Hi+1,j − Hij
(Hi+1,j+1 + Hi,j+1) − (Hi+1,j−1 + Hi,j−1) 4∆y i .
A similar formula computes ∇Hi,j+1/2. Using Equation (5) we compute the horizontal velocity on the staggered grid by integrating a scalar function in the vertical:
(ui+1/2,j,k, vi+1/2,j,k)
= ∇Hi+1/2,j · −2ρg
The integral is done numerically by the trapezoid rule. Note F (ζ) = F (Ti+1/2,j,q, σi+1/2,j,q) at ζ = zq; see constitutive relation (4) for F (T, σ). Note σi+1/2,j,k = ρg(Hi+1/2,j − zk) |∇Hi+1/2,j| where Hi+1/2,j = (Hi+1,j + Hij)/2. Also the value Ti+1/2,j,k is computed by averaging horizontal non-staggered grid neighbors. We find ui,j+1/2,k and vi,j+1/2,k by similar formulas to (A4). To compute Q x i+1/2,l we vertically-integrate the staggered grid values of u, computed from Equation (A4), by the trapezoid rule. To compute uikl for the first upwinded term in Equation (A2), we average horizontal staggered grid neighbors. To compute wikl for the second upwinded term in Equation (A2), we use Equation (A4) and compute (∂u/∂x)ikl ≈ (ui+1/2,kl − ui−1/2,kl)/∆x and then integrate the result vertically by the trapezoid rule; see Equation (7). Finally, note that Σ = 2(ρcp) −1 F (T, σ)σ 2 is first computed on the staggered grid by the Mahaffy choices for |∇H| and H in σ = ρg(H − z)|∇H|. These are then averaged onto the regular grid.
APPENDIX B A finite difference error analysis
In this section we analyze the error in the finite difference scheme (A2) which applies to the temperature Equation (2). This analysis of error is standard for finite difference approximations of many PDEs (Morton and Mayers, 2005) , but no similar analysis is known to the authors for the shallow ice flow conservation of energy equation. The most important assumptions made here are that the components of the velocity field are assumed to be fixed functions of space and time (independent of the temperature) and also that the geometry of the ice sheet is fixed. This analysis nonetheless provides enough information to build a reliable adaptive time-stepping scheme for the temperature equation in the coupled system. It also reveals a significant point of numerical error growth.
We analyze the numerical scheme in three spatial dimensions, that is, we add a second horizontal dimension to Equation (A2). In particular the upwinded approximation to the advection term v ∂T /∂y is added. We suppose Equation (2) applies on some bounded region Ω in three spatial dimensions which is fixed in time. We enclose Ω in a rectangular computational domain. We put a rectangular grid on that computational domain with spacing ∆x, ∆y, ∆z. We denote the grid points by (xi, yj, zk). The interval of time is divided in a not equally-spaced manner, but we use "∆t" for the current time step in the analysis.
Let uijkl = u(xi, yj, zk, tl), etc., for fixed velocity fields. Let Tijkl be our numerical approximation of the gridded value of the exact solution T (x, y, z, t); the gridded value of the exact solution we denote T (xi, yj, zk, tl).
The local truncation error τijkl is defined to be the nonzero result of applying the finite difference scheme to the exact solution T (x, y, z, t) (Morton and Mayers, 2005) . It plays a supporting role in the analysis of the global approximation error (the actual numerical error). For our scheme it decays to zero at rate O(∆t, ∆x, ∆y, ∆z) as the grid is refined. Including the Taylor expansions and all cases of upwinding, it has more detailed form
where the higher partial derivatives of T are evaluated somewhere in the neighborhood of (xi, yj, zk, tl) and where K = k/(ρcp). We see that the finite difference scheme is consistent (Morton and Mayers, 2005) , that is, the local truncation error goes to zero as the grid is refined, assuming the exact solution is smooth enough. (This is the minimal situation in which we may proceed.) Let eijkl = Tijkl − T (xi, yj, zk, tl) be the (signed) numerical error at a grid point. Because Tijkl solves scheme (A2) exactly, and by the definition of the local truncation error, Equation (B2), and also (B3) below, applies as stated only in the upwinding case of all positive components of velocity. We are interested in the evolution of error so we solve for the error at grid point (xi, yj, zk) at time tl+1:
+ 2
K∆t ∆z The quantity in curly braces in Equation (B3) tells us a stability condition. In fact, we will assume that quantity is nonnegative in all upwinding cases, which is precisely the CFL condition (27). This assumption, which limits our time step and generates part of the adaptive time-stepping scheme, allows us to proceed now with a version of the standard maximum principle argument for a finite difference scheme (Morton and Mayers, 2005, especially section 2.15). As is standard in such arguments, our plan is to use as a stability condition the assumption that all coefficients of errors nonnegative in Equation (B3). So we now assume that (27) holds.
Let El = maxi,j,k |eijkl| and τl = maxi,j,k |τijkl|. Our goal is to know how much El can grow in one time step. Equation (B3), considering all upwinding cases, and condition (27) This is not by itself a useable error inequality. In fact, the size of the " Σ(T (xi, yj, zk, tl)) − Σ(Tijkl) " term is very important, and we must make another assumption. It amounts to knowing that the derivative of Σ with respect to the temperature T is finite. This assumption is fully justified in the case of existing flow laws, but the size of this derivative, and of the coefficient L which appears next, is of importance in connection with the "spokes"; see the Analysis section.
We assume there exists a bounded nonnegative function L(x, y, z, t) ≥ 0 such that |Σ(T1) − Σ(T2)| ≤ L(x, y, z, t)|T1 − T2|.
Note that the strain-heating term Σ actually depends on coordinates x, y, z, t, as well as temperature T , through its dependence on the thickness and surface slope of the ice sheet.
In particular, if the partial derivative ∂Σ/∂T exists and is bounded, and if we define
