Abstract. Let (Wn(θ)) n∈N 0 be Biggins' martingale associated with a supercritical branching random walk, and let W (θ) be its almost sure limit. Under a natural condition for the offspring point process in the branching random walk, we show that if the law of W 1 (θ) belongs to the domain of normal attraction of an α-stable distribution for some α ∈ (1, 2), then, as n → ∞, there is weak convergence of the tail process (W (θ) − W n−k (θ)) k∈N 0 , properly normalized, to a random scale multiple of a stationary autoregressive process of order one with α-stable marginals.
1. Introduction and main result 1.1. Introduction. The branching random walk on the real line is a model for the evolution of a population with a spatial component. It has connections to classical objects of statistical physics such as directed polymers on disordered trees [8] to give just one example; we refer to the recent lecture notes [23] for further examples and references.
Certain nonnegative martingales, the additive martingales, are key tools in the description and analysis of the asymptotic behavior of the branching random walk such as the spread of particles at typical positions, see e.g. [2] . These martingales are sometimes called Biggins' martingales in honor of Biggins' seminal contribution [1] , in which conditions for the convergence of these martingales to nondegenerate limits were found. It is then natural to ask for the speed of convergence.
In the present paper, we are interested in the rate of convergence of Biggins' martingale in the case where the martingale at time 1 has a power tail. Requiring only minimal assumptions, we prove convergence of the finite-dimensional distributions of the tail of Biggins' martingale, suitably normalized, to a randomly scaled stationary autoregressive process of order one with stable marginals.
Model description.
A (one-dimensional) branching random walk is a particle system on the real line. At time n = 0 it consists of one particle, the ancestor, located at the origin. At time n = 1 the ancestor produces offspring (the first generation) the positions of which are given by the points of a point process Z = N j=1 δ Xj on R. The number of offspring, N = Z(R), is a random variable taking values in N 0 ∪ {+∞} = {0, 1, 2, . . .} ∪ {+∞}. At time n = 2, the individuals of the first generation produce offspring, the second generation, with displacements with respect to their mothers' positions given by independent copies of the point process Z. The further generations are formed analogously.
More formally, let I = n∈N0 N n be the set of all possible individuals. The ancestor label is the empty word ∅, its position is S(∅) = 0. On some probability space (Ω, F , P) let (Z(u)) u∈I be a family of independent and identically distributed (i.i.d.) copies of the point process Z. An individual of the nth generation with label u = u 1 . . . u n and position S(u) produces a random number N (u) of offspring at time n + 1. The offspring of the individual u are placed at random locations on R given by the positions of the point process
where Z(u) = N (u) j=1 δ Xj (u) and N (u) is the number of points in Z(u). The offspring of the individual u are enumerated by uj = u 1 . . . u n j, where j = 1, . . . , N (u) (if N (u) < ∞) or j = 1, 2, . . . (if N (u) = ∞), and the positions of the offspring are denoted by S(uj). No assumptions are imposed on the dependence structure of the random variables N (u), X 1 (u), X 2 (u), . . . for fixed u ∈ I. The point process of the positions of the nth generation individuals will be denoted by Z n so that Z 0 = δ 0 and
where here and hereafter, |u| = n means that the sum is taken over all individuals of the nth generation rather than over all u ∈ N n . The sequence of point processes (Z n ) n∈N0 is then called a branching random walk (BRW).
We assume throughout that (Z n ) n∈N0 is supercritical, i.e., E[N ] > 1. This implies P(S) > 0 where S = {Z n (R) > 0 for every n ∈ N 0 }. The sequence of generation sizes in the BRW, (Z n (R)) n∈N0 , forms a Galton-Watson process if P(N < ∞) = 1.
Consider the Laplace transform of the intensity measure µ(
We assume that m(θ) < ∞ for some θ ∈ R. For each such θ, let
We write |u| < n if u ∈ N k for some k < n and set F n = σ(Z(u) : |u| < n), the σ-algebra generated by the first n generations. It is well-known that, for every θ with m(θ) < ∞, (W n (θ)) n∈N0 forms a nonnegative martingale with respect to (F n ) n∈N0 and thus converges almost surely to a random variable W (θ) satisfying E[W (θ)] ≤ 1. This martingale is called additive or Biggins' martingale.
1.3. The main result. Next, we introduce an object that appears in our main result. Let (U k ) k∈N0 denote a stationary autoregressive process of order 1 with parameter ϕ ∈ (0, 1) defined by
where U 0 is independent of the sequence Q 1 , Q 2 , . . . of i.i.d. random variables which have characteristic function
for some c > 0, where Γ(·) is the gamma function. Notice that the Q k have spectrally positive α-stable laws. Observe that, for t ∈ R,
(1.3) Our main result is the following theorem. Theorem 1.1. Suppose there exist α ∈ (1, 2) and c > 0 such that
Further, let (U r ) r∈N0 be independent of W (θ) and defined as in (1.1) with ϕ = κ 1/α . Let c in (1.2) be the same as in (1.5). Then, with W j (θ) = 1 for j < 0, we have 
< ∞ is a consequence of (1.5). Therefore, the main result of [17] together with the subsequent remark give E[W (θ)] = 1.
On the other hand, the assumptions of our main result do not rule out the case where P(W (αθ) = 0) = 1. In this situation, Theorem 1.1 remains valid, but the limit process in (1.6) is trivial.
Specializing Theorem 1.1 for r = 0, we obtain the following one-dimensional result. 
where, for t ∈ R, E e itW (αθ)
The limit distribution in Corollary 1.3 is a scale mixture of α-stable laws.
1.4. Related literature. Rate of convergence results in the form of a central limit theorem and a law of the iterated logarithm are given in [14] , see also [11] for a recent interesting contribution in the setting of branching Brownian motion. There are various earlier results, but here we confine ourselves to referring to [14, p. 1182] for a thorough account of the literature. The counterpart of our Corollary 1.3 for the Galton-Watson process was proved in [12] . In the setting of weighted branching processes, which includes the branching random walk as a special case, an analogue of our Corollary 1.3 was obtained in [21] (since [21] is not easily available we also refer to the conference paper [22] , which is an abridged version of [21] ) under the assumption m((α + ε)θ) < ∞ for some ε > 0. This assumption is not required here.
1.5. Heuristics. We continue with an informal discussion of why Theorem 1.1 should be true. From the representation of W n+j (θ) − W n+j−1 (θ) as a random weighted sum of i.i.d. copies of W 1 (θ) − 1 and the limit theory for independent, infinitesimal triangular arrays it is plausible that
In view of this one may expect that, for fixed r ∈ N as n → ∞,
Similarly, for r 1 , r 2 ∈ N 0 , r 1 < r 2 one would expect that
having utilized the stationarity of (U r ) r∈N0 for the last distributional equality.
1.6. Examples. Typically, our main result applies when the number of offspring N has a heavy tail while the displacements X j are 'tame'. For instance, if
for some α ∈ (1, 2) and d > 0, and if X 1 , X 2 , . . . is a sequence of i.i.d. random variables independent of N such that condition (1.4) holds, that is,
then (1.5) holds according to Proposition 4.3 in [9] . In particular, condition (1.8) is satisfied for all sufficiently small θ > 0 if the X j have a standard normal law.
On the other hand, one may wonder whether there are point processes Z with infinitely many points satisfying the assumptions (1.4) and (1.5) of Theorem 1.1. In [13] it is demonstrated that (1.4) and (1.5) are incompatible if N = Z(R) = ∞ almost surely and Z is either an inhomogeneous Poisson process or a point process with independent points. Now we show that a slight modification of the example given in the first paragraph of the section leads to a point process Z with P(N = ∞) = 1 which satisfies the assumptions of Theorem 1.1. Let K be a random variable taking positive integer values with the same tail behavior as in (1.7). Further, let Y 1 , Y 2 , . . . be independent copies of a positive random variable Y such that the sequence (Y k ) k∈N is independent of K. For some a > 0 to be specified below, set
Increasing d if necessary we can assume that E[K] > 1 and then pick θ > 0 and a such that
This entails
Since k≥1 e −θak
is almost surely nonnegative and bounded, we infer
Tail behavior in the branching random walk
An important ingredient in the proof of Theorem 1.1 is the following result on the tail behavior of the martingale (W n (θ)) n∈N0 , which we believe is interesting in its own right. As usual, for a real number x, we define x ± := (±x) ∨ 0.
Theorem 2.1. Suppose there exist α ∈ (1, 2), ε > 0 and a function ℓ slowly varying at ∞ such that (1.4) holds, that
and that
If (2.2) holds with lim x→∞ ℓ(x) = c for some c > 0, that is, if (1.5) holds, then (1.4) is sufficient for (2.3) and (2.4) (i.e., (2.1) is not needed).
Remark 2.2. Since W 0 (θ) = 1 almost surely, (2.3) with a j = 1 for j ∈ N 0 yields
This relation can be found in earlier literature in various guises. If P(N < ∞) = 1, then (W n (0)) n∈N0 is a supercritical normalized Galton-Watson process. In this case, (2.5) was proved in [4] for non-integer α > 1 and in [7] for integer α ≥ 2. If θ > 0, P(N < ∞) = 1 and Z((−∞, −θ −1 log m(θ))) = 0 almost surely, W (θ) can be viewed as a limit random variable in the Crump-Mode branching process. In this case, (2.5) was obtained in [5] for non-integer α > 1. In the setting of the branching random walks a proof of relation (2.5) was sketched in [16] . A complete proof for non-integer α > 1 along similar lines was given in 2003 in an unpublished diploma paper of Polotskiy (Kyiv). The techniques exploited in the aforementioned works are based on Laplace-Stieltjes transforms and Abelian and Tauberian theorems. In the more general setting of weighted branching processes limit theorems for triangular arrays were exploited in [21] to prove (2.5) under the extra assumption that the positions of the first generation individuals are almost surely bounded. An alternative probabilistic proof of (2.5) based on martingale theory was given in [13] . Unfortunately, this proof is flawed, and one purpose of the present paper is to give a correct probabilistic proof of (2.5) under optimal assumptions.
The rest of the paper is organized as follows. Theorems 2.1 and 1.1 are proved in Sections 3 and 4, respectively.
Proof of Theorem 2.1
Henceforth, we shall abbreviate W n (θ) and W (θ) by W n and W , respectively. Set
Under the assumptions of Theorem 2.1, the function m θ (p) := E |u|=1 Y p u is log-convex on (1, α), m θ (1) = 1 and m θ (α) = κ < 1. Hence, m θ (p) < 1 for all p ∈ (1, α). We can thus choose δ ∈ (0, α − 1) such that m θ (α + δ) < 1 and further
The second inequality in (3.1) implies in particular that
For k ∈ N 0 , the random variable W k is a function of the family (Z v ) v∈I . For any u ∈ I, we define W (u) k to be the same function applied to the family (Z uv ) v∈I , and
a.s. We shall use the decomposition
Observe that the Y u , |u| = n are F n -measurable, whereas the W (u) 1 , |u| = n are i.i.d., independent of F n and have the same law as W 1 . In what follows, we write P n (·) and E n [·] for P(·|F n ) and E[·|F n ], respectively, and set F (x) := P(
where the first and third inequalities are obtained with the help of the TopchiiVatutin inequality for martingales [24, Theorem 2] , and
Throughout the rest of this section we assume, without loss of generality, that sup j≥0 |a j | ≤ 1. Passing to the proof of (2.3) we first show that there exists some x 0 > 0 that does not depend on n such that for all x ≥ x 0 , we have
where C is a finite, deterministic constant that does not depend on n or x 0 and
for some δ satisfying (3.1). Note that
For typographical ease, set Q :
− 1 and Y u,a := a |u| Y u . For any fixed n ∈ N 0 and x > 0, we infer
We set P n sup |u|≥n |Y u,a Q u | > x =: I 1 (n, x) and
Put T (x) := [0, x] y 2 dF (y) and R(x) := (x,∞) y dF (y) for x > 0. By Karamata's theorem (Theorems 1.6.4 and 1.6.5 in [6] )
as x → ∞. For any A > 0 and δ > 0 satisfying (3.1), there exists x 0 > 0 such that, whenever x ≥ x 0 , we have
Also, x 0 can be chosen so large that (with the same δ as before) whenever x∧(ux) ≥ x 0 , we have
Inequalities (3.11) through (3.13) follow from Potter's bound (Theorem 1.5.6(iii) in [6] ). While constructing bounds for I 1 , I 2 and I 3 below we tacitly assume that x ≥ x 0 . A bound for I 1 . Write
½ {|Yu,a|>x/x0}
½ {|Yu,a|≤x/x0} =: I 11 (n, x) + I 12 (n, x).
For |u| ≥ n, we have
From this, we conclude that
by (3.6). Further, we obtain with the help of (3.11)
A bound for I 2 . By Markov's inequality
as the expectations of the cross terms vanish. By virtue of (3.9) we get
x/|Yu,a| 0 y 2 dF (y)
½ {|Yu,a|>
We use (3.7) and the trivial inequality T (x) ≤ x 2 for x ≥ 0 to obtain
Further, as a consequence of (3.12),
A bound for I 3 . We first observe that for |u| ≥ n
Consequently, by Markov's inequality and (3.10),
½ {|Yu,a|≤x/x0} =: B 2 (I 31 (n, x) + I 32 (n, x)).
Using (3.8) and the fact that R(x) is nonincreasing we conclude that
Finally, by (3.13),
The preceding inequalities imply (3.3) with Ξ k as defined in (3.4). Now some preparatory work has to be done for the next part of the proof. Since
< ∞ a. s. for any n ∈ N as a consequence of (3.2), Lemma A.3 in [18] or Theorem 2.2 in [15] give that, as x → ∞,
This in combination with (3.3) and Lebesgue's dominated convergence theorem enables us to conclude that, as x → ∞,
Alternatively, using an inductive argument relation (3.15) can be deduced from Theorem 2.1 in [19] and the remark following Theorem 2.2 in [19] . We are ready to finish the proof of (2.3). We claim that
for k ∈ N 0 . This will be proved by induction on k. For k = 0, (3.16) is (2.2), which is an assumption. Now suppose that (3.16) holds for fixed k ∈ N. Then, for x > 0 and ρ ∈ (0, 1),
where we used the fact that the variable
In view of (3.14), we have lim x→∞ ζ 1 (x) = ζ 1 a. s. and lim x→∞ ζ 2 (x) = ζ 2 a. s. (3.15) . Since, for x > 0, we have 0 ≤ ζ 1 (x) ≤ ζ 2 (x) a. s., we can invoke Pratt's lemma [20] 
By the induction hypothesis, (3.15) and (3.17)
Letting ρ ↓ 0 yields lim sup
We now derive the corresponding inequality for the limit inferior. To this end, for x > 0 and ρ > 0, we write
The argument that led to (3.17) applies here as well. It gives
By the induction hypothesis, (3.15), (3.19) and (3.20) lim inf
Upon letting ρ ↓ 0, we obtain lim inf
Combining (3.18) and (3.21) gives (3.16) for k+1, thereby proving (3.16) in general.
To check (2.3) we fix k ∈ N 0 , x > 0 and ρ ∈ (0, 1), and write
From (3.22), (3.16) and (3.3), we infer
Letting k → ∞ and then ρ ↓ 0, we arrive at (2.3). The proof of (2.4) is analogous, hence omitted. A perusal of the proof above reveals that the need for condition (2.1) is only motivated by the use of Potter's bound, see (3.11), (3.12) and (3.13). If lim x→∞ ℓ(x) = c, that is, condition (1.5) holds, inequality (3.11) can be replaced by the following: for any A > 1 there exists x 0 > 0 such that whenever x ≥ x 0 and ux ≥ x 0 ,
likewise for (3.12) and (3.13) (with the same x 0 as x 0 can be increased if necessary). This shows that condition (2.1) is no longer needed, (1.4) being sufficient. The proof of Theorem 2.1 is complete.
4. Proof of Theorem 1.1
Our proof of Theorem 1.1 is essentially based on the following result in combination with Theorem 2.1.
for some α ∈ (1, 2) and finite c 1 , c 2 ≥ 0 with c 1 + c 2 > 0. Further, suppose that m(αθ) < ∞ ( (1.4) is not required). For n ∈ N, set
where
Proof. Since, conditionally given F n , Θ n is a weighted sum of i.i.d. random variables, (4.3) follows from the classical limit theory for triangular arrays. Suppose we can check that, for every x > 0, 
for each τ > 0. Then, according to Theorem 1 on p. 116 in [10] , for t ∈ R. Here,
as a consequence of
The last equality follows from
.
(4.9)
In view of (4.9) the right-hand side of (4.8) equals
having utilized the first formula given on p. 170 in [10] for the penultimate equality. Now (4.3) is secured by (4.8), the last displayed formula and Lebesgue's dominated convergence theorem. Next, we are passing to the proofs of (4.4) through (4.7). Proofs of (4.4) and (4.5). We start by recalling that, by Theorem 3 in [3] , Using this in combination with (4.1) gives, for any x > 0,
as n → ∞. This proves (4.4). The proof of (4.5) is analogous. Proof of (4.6). For ε > 0,
Observe that (4.1) entails
Integration by parts thus leads to
Using this and (4.10), we conclude that, as n → ∞,
This last expression vanishes as ε ↓ 0 which proves (4.6). Proof of (4.7). For every τ > 0, since
Using (4.1) and integration by parts, we infer
This asymptotic relation together with (4.10) implies that, as n → ∞, The proof of Theorem 1.1 is complete.
