In this paper, a novel approach for illumination normalization under varying lighting conditions is presented. Our approach utilizes the fact that discrete cosine transform (DCT) low-frequency coefficients correspond to illumination variations in a digital image. Under varying illuminations, the images captured may have low contrast; initially we apply histogram equalization on these for contrast stretching. Then the low-frequency DCT coefficients are scaled down to compensate the illumination variations. The value of scaling down factor and the number of low-frequency DCT coefficients, which are to be rescaled, are obtained experimentally. The classification is done using k−nearest neighbor classification and nearest mean classification on the images obtained by inverse DCT on the processed coefficients. The correlation coefficient and Euclidean distance obtained using principal component analysis are used as distance metrics in classification. We have tested our face recognition method using Yale Face Database B. The results show that our method performs without any error (100% face recognition performance), even on the most extreme illumination variations. There are different schemes in the literature for illumination normalization under varying lighting conditions, but no one is claimed to give 100% recognition rate under all illumination variations for this database. The proposed technique is computationally efficient and can easily be implemented for real time face recognition system.
Introduction
Two-dimensional pattern classification plays a crucial role in real-world applications. To build high-performance surveillance or information security systems, face recognition has been known as the key application attracting enormous researchers highlighting on related topics [1, 2] . Even though current machine recognition systems have reached a certain level of maturity, their success is limited by the real applications constraints, like pose, illumination and expression. The FERET evaluation shows that the performance of a face recognition system decline seriously with the change of pose and illumination conditions [31] . To solve the variable illumination problem a variety of approaches have been proposed [3, [7] [8] [9] [10] [11] [26] [27] [28] [29] . Early work in illumination invariant face recognition focused on image representations that are mostly insensitive to changes in illumination. There were approaches in which the image representations and distance measures were evaluated on a tightly controlled face database that varied the face pose, illumination, and expression. The image representations include edge maps, 2D Gabor-like filters, first and second derivatives of the gray-level image, and the logarithmic transformations of the intensity image along with these representations [4] . The different approaches to solve the problem of illumination invariant face recognition can be broadly classified into two main categories. The first category is named as passive approach in which the visual spectrum images are analyzed to overcome this problem. The approaches belonging to other category named active, attempt to overcome this problem by employing active imaging techniques to obtain face images captured in consistent illumination condition, or images of illumination invariant modalities. There is a hierarchical categorization of these two approaches. An extensive review of both approaches is given in [5] .
Different methods of passive approach can be broadly classified into three main categories. The first approach is based on "preprocessing and normalization". The representative methods are histogram equalization, Gamma correction, logarithm transform, etc. for illumination normalization [4] . But these global processing techniques of image processing are found to be insufficient to overcome variations due to illumination changes. Bischof et al. [32] devised a method to integrate a set of gradient based filter banks into the eigenspace framework, for the purpose of illumination insensitive object recognition. This method concatenates the benefits of global eigenspace representations and local representations through filter banks. The eigen-image coefficients were calculated by solving a system of linear equations in place of projection. These eigen-image coefficients are invariant for linearly filtered images. This results in recognition improvement on an object database comprising varying pose of objects under a point light source [32] . But the method is silent about illumination normalization and compensation.
In the second approach, the systems are exploiting "invariant feature extraction" method. A well established method for feature extraction is Fisher-face (based on linear discriminant analysis (LDA)), which maps the image space to a low dimensional subspace to ignore the variations in lighting etc. [7] . This method is a statistical linear projection method in which the representativeness of the training samples controls the performance of the system. An illumination invariant signature image is generated using a bootstrap set [8] . This signature image is viewed as a quotient image, which can be used for face recognition under varying lighting conditions. This method needs a bootstrap database and the performance degrades when dominant features between the bootstrap set and the test set are misaligned.
The third approach deals with face modeling methods which explores 3-D shape of human faces. Here the attempt is to construct a generative 3-D face model that can be used to render the face images with different poses and illuminations [3, [9] [10] [11] . A generative model called illumination cone was presented in [3, 9] . This method shows that an illumination convex cone can be constructed from a set of face images captured in fixed pose, but under different illumination conditions. A low-dimensional linear subspace can be obtained by approximating this illumination cone. The measure drawback of model based approaches is that a training set containing face images of a subject under different lighting conditions is needed. This limits the application of this type of approach in practical face recognition system. Our approach of illumination normalization belongs to "preprocessing and normalization" technique for compensating illumination variations. In this paper, we propose a new approach that utilizes the image enhancement capability of histogram equalization and DCT. The input image contrast stretching is done by histogram equalization. To suppress illumination variations DCT is applied on the resultant image. As the low-frequency DCT coefficients correspond to illumination variations, the authors propose a new technique to suppress them. The method involves the down scaling of these coefficients. The value of rescaling down factor and the number of lowfrequency DCT coefficients, which are to be rescaled, are obtained experimentally. Further, the mean and k-way nearest neighbor classification is applied on the processed image. The results show accurate recognition in all illumination variation conditions of the database used.
The reminder of this paper is organized as follows. The brief description of histogram equalization, DCT, principle component analysis, correlation and nearest neighbor classification are given in Section II. System Architecture and details of database used, are presented in Section III. In Section IV, experimental results and discussions are carried out and the conclusions are presented in Section V.
Preliminaries

Histogram Equalization
Histogram equalization maps the input image's intensity values so that the histogram of the resulting image will have an approximately uniform distribution [12] [13] [14] . The histogram of a digital image with gray levels in the range [0,
where L is the total number of gray levels (for 8-bit gray level representation, L is equal to 256), r k is the k th gray level, n k is the number of pixels in the image with that gray level, n is the total number of pixels in the image, and
gives an estimate of the probability of occurrence of gray level r k .
By histogram equalization, the local contrast of the object in the image is increased, especially when the usable data of the image is represented by close contrast values. Through this adjustment, the intensity can be better distributed on the histogram. This allows for areas of lower local contrast to gain a higher contrast without affecting the global contrast. The histogram equalization for a digital image is defined as a transformation on the input intensity levels (r k ) to obtain output intensity levels (s k ) as
Discrete Cosine Transform
The DCT is a popular technique in imaging and video compression, which transforms signals from the spatial representation into a frequency representation. The forward 2D-DCT [13] [14] [15] of a M × N block image is defined as
The inverse transform is defined as
where
x and y are spatial coordinates in the image block, u and v are coordinates in the DCT coefficients block. Figure1 shows the properties of the DCT coefficients in M × N blocks with the zigzag pattern used by JPEG compression to process the DCT coefficients. Although the total energy remains the same in the M×N blocks, the energy distribution changes with most energy being compacted to the low-frequency coefficients. In our approach, we have taken the DCT coefficients in zigzag pattern as shown in Figure 1 . The DC coefficient is represented by C(0, 0) in the forward 2D-DCT equation. As the cosine of zero is one, the equation is simplified to:
The DC coefficient, which is located at the upper left corner, holds most of the image energy and represents the proportional average of the
coefficients denote the intensity changes among the block images and are referred to as AC coefficients. The DCT is performed on the entire image obtained after processing the input face images by histogram equalization in our approach.
Correlation Coefficient
The correlation coefficient [13, [16] [17] [18] .
(6) The summation is taken over the whole image region, as we are taking the images A and B of same size. A and B are the average values of images A and B respectively. As correlation techniques are computationally expensive and require great amounts of storage, it is natural to pursue dimensionality reduction schemes. In place of using complete face image for calculating correlation coefficient, a simple variant of this is used in [16] for face space dimension reduction. Here in place of full-face image, the eyes, nose and mouth regions of a face image are used. This technique gives about only 50% of dimension reduction. We have used both techniques for finding the correlation coefficient between two face-images in our experiments, which is further described in the next section.
Principal Component Analysis
One of the most popular schemes of dimension reduction, is Principal Component Analysis (PCA) [7, 9, 19, 20] . We have implemented PCA procedure in our experiments as described by Turk and Pentland [19] . In a training set of M face images, let a face image be represented as a two dimensional N by N array of intensity values, or a vector of dimension N 2 . Then PCA tends to find a M -dimensional subspace whose basis vectors correspond to the maximum variance direction in the original image space. This new subspace is normally lower dimensional (M < M << N 2 ). New basis vectors define a subspace of face images called face space. All images of known faces are projected onto the face space to find sets of weights that describe the contribution of each vector. To identify an unknown image, the image is projected onto the face space as well to obtain its set of weights. By comparing a set of weights for the unknown face to sets of weights of known faces, the face can be identified. If the image elements are considered as random variables, the PCA basis vectors are defined as eigenvectors of the scatter matrix S defined as:
where μ is the mean of all images in the training set (we have taken Subset1 as the training set) and x i is the i th face image represented as a vector i. e. its columns are concatenated in a vector form. A projection matrix W is generated using M eigenvectors corresponding to M largest eigenvalues of S, thus creating a Mdimensional face space. As this face space is generated using eigenvectors of scatter matrix, sometimes this is also called as eigenspace.
Nearest Neighbor Classification
Classification (similarity search) is a very crucial step in any pattern recognition application. One of the most popular non-parametric techniques is the Nearest Neighbor classification (NNC), which simply states that the unclassified object is assigned to the class of its Nearest Neighbor (NN) among a set of design objects. NNC asymptotic or infinite sample size error is less than twice of the Bayes error [21] . Various variants of NNC are given in the literature [22] [23] [24] [25] . In our implementation, we have used kNearest Neighbor Classifier (k-NNC) and Nearest Mean Classifier (NMC). The basic NNC rule behind these techniques is given by Cover and Hart [21] . In k-NNC, instead of 1-NN, generally, k-nearest neighboring data objects are considered. Then, the class label of unseen objects is established by majority vote. The parameter k represents the number of neighbors involved. Tuning k as a way to regularize the NNC gives a trade-off between the distribution of the training data with a priori probability of the classes involved. When k = 1, the training data distribution and a priori probability are considered, while, when k = N, only a priori probability of the classes determines the class label. In NMC, we consider only the mean of each class, i. e. one prototype per class. In comparison to NNC, NMC has a high error on the training data and on the test data, but the error on the training data is a good prediction of the error on the test data. When considered as a regularized version of the NNC with one NN, i. e. 1-NNC, NMC has only one prototype per class instead of as many prototypes as the number of training objects. Thus it is evident that reducing the number of labeled prototypes is another way of regularizing the 1-NNC, where a high number of prototypes makes the classifier more (training data) specific and a low number makes it more general [23] . In our implementation, as we have used both k-NNC and NMC techniques for classification, thus the performance of our approach for illumination normalization under varying lighting conditions, is tested in both extremes of NNC.
3. System Architecture and Database Used
System Architecture
The proposed implementation architecture is drawn in Figure 2 . Here we are applying our new technique for illumination normalization under varying lighting conditions on both training database and test database. These databases are taken from Yale Face Database B. The description of this database is given in the next subsection. In illumination normalization, the histogram equalization (HE) is applied on the input images for contrast stretching. When the light source is not in front of the subject, the image captured in this condition has illumination variation. As the image has large illumination variation, i.e. the light source is more inclined, the image has lower contrast. This is reduced by HE. On the output of HE, DCT is applied to switch into the frequency domain from space domain. Here (in frequency domain) illumination variation is compensated by scaling down the low frequency DCT coefficients. The inverse DCT is applied on the processed Figure 2 . The system architecture of our approach for face recognition. DCT coefficients to generate the illuminationnormalized images. These images are fed to the classifier engine.
We have adopted two variants of classifiers, k-NNC and NMC. The distance metrics used in the classifiers are correlation coefficient and Euclidean distance. In k-NNC, all images of the Subset1 of Yale Face Database B are considered as training images, whereas, in NMC, the mean images corresponding to each subject generated using this subset (Subset1) are considered as training images. The calculation of correlation coefficient is done in two different manners. In one way, we have considered only eyes, nose and mouth region of the face image and in the other way, the full-face image is considered. The correlation coefficient is taken as the similarity score between two images and maximum value of this among different subjects is taken to find the nearest neighbor of a test image. The Euclidean distance is taken as the distance metric for the analysis in the case of PCA. First the eigenspace W is generated for the training images using M eigenvectors of scatter matrix S. After generating eigenspace W, all images, the training as well as the test images are projected on W to generate the set of weights. Euclidean distances are calculated between weights corresponding to the unknown face (test set) and known faces (training set).
The minimum of these Euclidean distances is checked to find the nearest neighbor of a test image. After checking the correctness of nearest neighbors/mean in all cases, the recognition results are generated. Further elaborations of different steps of implementation are carried out in proceeding sub-sections.
Face Image Database Used
The experiments are carried out on the Yale Face Database B [30] which contains 5760 single light source images of 10 subjects, each seen under 576 viewing conditions (9 poses x 64 illumination conditions). As we are analyzing the illumination normalization in this paper, only fixed frontal face images under varying lighting conditions are considered. These images are categorized in five subsets based on the azimuth and elevation of the light source direction with the camera's axis [9] . The azimuth and elevation of light source direction for these subsets are given in Table 1 . All images were cropped to include only the face with as little hair and background as possible. Each frontal pose image was aligned (scaled and rotated) so that the eyes lay at a fixed distance apart (equal to four sevenths of the cropped window width) and on an imaginary horizontal line. Also, the face was centered along the vertical direction so that the two imaginary horizontal lines passing through the eyes and mouth were equidistant from the center of the cropped window. This alignment was performed in order to remove any bias from the recognition results due to the association of a particular scale, position, or orientation to a particular face [9] . The original size of the images is 640 ×480 pixels. After cropping these are of the resolution of 192 ×168 pixels. In our experiments, these images are further subsampled by 1.6 to have a resolution of 120 × 105 pixels. We have used Subset1 as the training set and all other four subsets as the test sets.
Experimental Results and Discussions
Histogram Equalization
As aforementioned, the image captured under varying illumination may have lower contrast. For contrast increasing, we apply histogram equalization (HE) on input images. The HE stretches the contrast of the input images to full range of intensity levels. Figure 3(a) shows one of the images taken from database and its corresponding histogram is shown in Figure 3 (c). that the probability of occurrence of intensity levels is below the mid of gray scale. After histogram equalization, we obtain approximately uniform intensity distribution and we get a high contrast image as shown in Figure 3 (b). But it is also visible from Figure 3 (a) and Figure 3 (b) that the illumination variations are not affected, these remain in the images, although illumination variations are shifted to the upward in the gray scale. This problem is solved by our new approach described in the next sub-section.
Illumination Normalization Using Rescaling of Low-frequency DCT Coefficients
Our approach for illumination normalization utilizes the fact that low-frequency DCT coefficients are correlated with illumination variations. As mentioned in Figure 1 the DCT coefficients are selected in zig-zag pattern, if we select DCT coefficients from upper diagonal elements of top-left corner of Figure 1 , the DCT coefficients will be in increasing order of frequency. For the resolution of images taken in the analysis, the total number of DCT coefficients are 120 × 105 = 12600. Out of these, the coefficients corresponding to low frequencies are selected for re-scaling. Now the questions arise what is the value of Rescaling Down Factor (RDF) and how many low-frequency DCT coefficients (C resc ) are to be rescaled. In next sub-sections, we are finding the dependence of performance variation with respect to the various values of RDF and C resc . Figure 4 shows the change in appearance of the face-image shown in Figure 3 (a) for increasing values of C resc . The Figure 4 (a) shows the result of our method of illumination normalization with C resc = 5.
Similarly the subsequent images of Figure 4 are the result for different values of C resc . For larger values of C resc , the appearance of images shown in Figure 4 is not good. But there are sufficient numbers of high frequency facial features to do discrimination among the subjects. It will be found in sub-section '4.4' and '4.6.' that the best performance (accurate face recognition) is found for C resc = 37, which corresponds to the processed image in Figure 4 (e).
These values of C resc are not the actual selected number of low-frequency DCT coefficients; this is the number of elements in the diagonal of a square matrix. In our implementation, we use this value (C resc ) to select the upper left diagonal elements of a matrix, thus this gives a reduced measure of low-frequency DCT coefficients selected. The actual number of lowfrequency DCT coefficients, selected for rescal- ing, can be calculated using following equation:
Total number of low-frequency DCT coefficients
Eq. (8) gives the value of selected number of AC coefficients only. The first coefficient (DC coefficient C(0, 0)) is not selected for re-scaling down, but it is enhanced. As for illumination normalization, we divide some (depends on the value C resc ) low-frequency DCT coefficients by RDF, when we apply the inverse DCT, the contrast of the image obtained is lower. Then the appearance of the processed image is darker. To reduce this effect, before applying inverse DCT, we increase the C(0,0) by some factor (say 20%). This improves the visual appearance of the processed image. Although in experimentation, we found that the scaling up or down of C(0,0) does not effect the recognition results. This is the reason that correlation coefficient calculation, inherently does image normalization. Similarly, in PCA also, before finding the face space, we are doing image normalization.
Experimentation Using Correlation Coefficient with Rescaling Down Factor
We have calculated the correlation coefficient in two different ways, in first method: eyes, nose and mouth region based and in second method: full-face image based. The Figure 5 shows the image regions of a face image selected for the calculation of correlation coefficient for first and second method. In the first method, the hatched portion of face image are taken, which corresponds to the eyes, nose and mouth corresponding to the main dominant features of a subject in the face image. While in the second method, the complete face image shown in Figure 5 is considered. Based on these, the correlation coefficients are calculated to obtain the performance results.
Haped and Levine [6] have utilized feature extraction capabilities of DCT. They used certain subset of the DCT coefficients as a feature vector describing a face image. This feature vector contains the low-to-mid frequency DCT coefficients, as these are the ones having the highest variance. They applied this method of feature extraction on database of small illumination variations. For illumination compensation, they applied histogram equalization technique only [6] . As aforementioned (Figure 4) , the illumination variations mainly correspond to low-frequency DCT coefficients. Thus illumination normalization means to obtain the lowfrequency DCT coefficients which correspond to the uniform lighting as well as to preserve the low-frequency details of a subject. In our approach of illumination normalization, we have taken the concept of re-scaling of low-frequency DCT coefficients to a lower value. The idea of our approach of illumination normalization is inspired by the relation between low-frequency DCT coefficients of a highly illuminated face image and by that of a uniformly illuminated face image. For example, the value of (0,1)th DCT coefficient of a half-lighted face image is in the order of thousand, whereas that of a uniformly illuminated face image is in tens. Thus dividing the low-frequency DCT coefficients by a constant (named rescaling down factor (RDF) in our implementation) does this objective that eliminates the effect of illumination variation while it preserves the facial features corresponding to the low-frequencies.
We have done extensive experimentation to find the effect of RDF value variation on recognition error. Figure 6 (a) shows the performance variation with respect to RDF for k-NNC and that for NMC is shown in Figure 6 (b). We found that the recognition error is zero when RDF is equal to 15 to 35 for k-NNC. This also happens for NMC when RDF is equal to 9 to 25. Thus the mean value of RDF is 25 in case of k-NNC and that is 17 for NMC. Again, taking the mean value of 25 and 17, which is 21 as the value of RDF for further analysis to obtain the performance variation with respect to other parameter (C resc ) discussed in the next sub-section. The value of C resc is 37 for the performance analysis shown in Figure 6 . The graphs of Figure  6 also proves that our concept of re-scaling of low-frequency DCT coefficients is correct, as we found that for above mentioned range of RDF, the recognition error is zero and for the value of RDF above and below this range, the recognition rate is not zero.
Similarly, Figure 7 shows the performance variation using the second method of correlation coefficients calculation. In this method, the size of pattern vector corresponds to the full-face image based and this is larger in comparison to the size of pattern vector corresponding to eyes, nose and mouth region based. This is evident from Figure 7 that the range of RDF for which the recognition error is zero, is from 11 to 141 for k−NNC. In NMC, if RDF is above 21, the recognition error is zero. Considering k−NNC, we have mean value of RDF as 76. This value of RDF is considered for analyzing the performance variation with respect to C resc when the correlation coefficients are calculated based on full-face image. In the analysis of Figure 7 also, the value of C resc is taken as 37, as in the analysis shown in Figure 6 .
Experimentation Using Correlation Coefficient with Number of Low Frequency DCT Coefficients
Here, the analysis of performance variation with respect to the number of low-frequency DCT coefficients (C resc ) is carried out. As in analysis using RDF, we are here also calculating the correlation coefficients in two ways, with eyes, nose and mouth region based and with full-face image based. The value of RDF is 21 in the first case and 76 in the second case, as mentioned in the previous sub-section. As evident from Figure 8 and Figure 9 , the recognition error decreases significantly after a small number of coefficients selected for re-scaling. The recognition error is zero for C resc ranging from 37 to 39 in case of eyes, nose and mouth region based correlation coefficients calculation ( Figure 8) . Similarly, the recognition error is zero when C resc is equal to 37 in correlation coefficients calculation based on full-face image. In both cases of classification, i. e. k-NNC and NMC the values of C resc remain same. The difference lies in the performance error for the initial values of C resc . When no illumination normalization is applied, i. e. when C resc = 1, the recognition errors for different subsets using k-NNC are less than the recognition errors using NMC. As stated in system architecture sub-section, the subset1 of 'Yale Face Database B' is used as training set. The parameter k in knearest neighbor classifier is equal to six, since there are six images per subject in this subset, while in the nearest mean classifier a mean image is generated using these six images of a subject. There are six images with slight illumination variation to match with a query image in k-NNC and there is only one image (mean image) to match in NMC. Thus the probability of matching in k-NNC is greater in comparison to that in NMC. That is why we are getting less recognition error in k-NNC. All our implementation results, including previous and next sub-section results, are listed in Table 2 .
Experimentation Using PCA with Rescaling Down Factor
As there are 10 subjects in the database and six images per subject in Subset1, the total number of images used as training images is 60. All these images are used to find the face-space in k-NNC. The mean image of a subject is cultivated using its six images of Subset1. Thus there are 10 mean images corresponding to 10 subjects of the database. The face-space in NMC is generated using these mean images. If we compare the dimension of face-space generated using PCA with the dimension of face-space used in correlation coefficients calculation, we see a large reduction in the dimension.
There is a slight reduction in the dimension of face-space used in eyes, nose and mouth region based in comparison with full-face image based. In eyes, nose and mouth region based method of correlation coefficient calculation, the dimension of face-space of training set is 5600 × 60 for k-NNC and this is 5600 × 10 for NMC. Whereas for full-face image based method, the dimension of face-space of training set is 12600 × 60 for k-NNC and this is 12600 × 10 for NMC. For principal component analysis (eigenface method), we have taken 50 principal components in our implementation of this algorithm. Thus the dimension of facespace in PCA is 50 × 60 for k-NNC and this is 50 × 10 for NMC. So this dimension reduction results in much smaller computational complexity incurred in k-NNC and NMC used with PCA. This result is in the cost of increased no illumination compensation recognition error. With all these variations of different algorithms, our method of illumination normalization provides zero recognition error, thus the robustness of proposed technique is proved.
The dependency of recognition error on RDF is plotted in Figure 10 . For RDF ranging from 11 to 89, the recognition error is zero for all test subsets when classification is done using k-NNC. As in the analysis done with full-face correlation coefficient with NMC, here also if RDF is above 13, the recognition error is zero. The mean value of RDF for further analysis is taken as mean of 11 and 89, which is 50 considering k-nearest neighbor classifier. In this analysis also, we have taken the value of C resc as equal to 37.
Experimentation Using PCA with
Number of Low Frequency DCT Coefficients Figure 11 shows the effect of number of lowfrequency DCT coefficients selected for re-scaling (C resc ) on recognition error. As we found with correlation coefficient based analysis, here also the recognition error decreases significantly after a small number of coefficients selected for re-scaling. The percentage recognition error is less than 10% for k-NNC when the value of C resc is greater than 7 and the recognition error is zero for both classifiers for C resc = 37. As aforementioned, the value of RDF is 50 in this analysis.
Experimentation Using PCA with Number of Principal Components
The performance variation with the dimension of eigenspace (number of principal components)
is not yet studied in the analysis of illumination normalization. The graphs in Figure 12 present the analysis of this dependency. It is evident that the smaller number of principal components is sufficient to do accurate classification. The number of principal components is around 13 for k-NNC to do correct classification and this value is even less than 10 in case of the nearest mean classifier. Thus for real-time applications, the reduced dimension of eigenspace can be useful as this reduces the computational complexity.
Discussion and Comparison with Other Approaches
The percentage recognition errors are summarized in With our approach of illumination normalization using any of the above mentioned distance metric 0 0 0 0 0 0 face recognition using our method of illumination normalization, we have tested the performance of different methods of face recognition with two variants of nearest neighbor classifier, k-NNC and NMC. If we compare recognition errors, the without illumination-normalization correlation coefficient using eyes, nose and mouth region based, performs better in comparison to other two methods. Thus local feature based approach performs better in comparison to appearance (global) based approach. It is also evident from Table 2 and different performance graphs that the robustness of NMC is proven in presence of different parameter variation, whereas the k-NNC gives better performance in no illumination normalization.
In Table 3 the recognition errors on Yale Face Database B using other existing methods dealing with illumination normalization are presented along with the proposed approach. The results of existing methods are cited in the reference directly from their and other papers. Most of the existing methods are not finding recognition error for Subset5 as this set contains images corresponding to extreme illumination variations. The last two existing methods cited above our method in Table 3 have larger recognition error compared to the error for Subset4. Using our method, the recognition errors for all subsets are zero. If we compare our implementation results for Subset4 and Subset5 without illumination normalization (Table2), we find that the recognition error for Subset5 is less than that for Subset4. This became possible as all images are histogram equalized before applying DCT and the effect of HE is more for Subset5 compared to Subset4. As a result the images of Subset5 become closer to training image(s).
Conclusions
This paper proposes a novel approach for illumination normalization under varying lighting conditions. The illumination normalization is done in DCT domain using low-frequency DCT coefficients re-scaling. The experimental results show that proper re-scaling down of sufficient number of low-frequency DCT coefficients can result in 100% accurate face recognition. We have also tested the performance of different face recognition methods with our illumination normalization approach. The experimental results show that local feature based approach (correlation coefficient based on eyes, nose and mouth region) performs better in comparison to appearance based approach (correlation coefficient based on full-face image and PCA). It is also evident that the nearest mean classifier is more robust in comparison to k-NNC for parameter change. In the present research work, only frontal images with varying illumination are considered. In our future work, we will focus on the illumination normalization in the presence of pose and expression changes.
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