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We prove spatiotemporal algebraically decaying estimates for the density of the solutions of the
linearly damped nonlinear Schro¨dinger equation with localized driving, when supplemented with
vanishing boundary conditions. Their derivation is made via a scheme, which incorporates suitable
weighted Sobolev spaces and a time-weighted energy method. Numerical simulations examining
the dynamics (in the presence of physically relevant examples of driver types and driving ampli-
tude/linear loss regimes), showcase that the suggested decaying rates, are proved relevant in de-
scribing the transient dynamics of the solutions, prior their decay: they support the emergence of
waveforms possessing an algebraic space-time localization (reminiscent of the Peregrine soliton) as
first events of the dynamics, but also effectively capture the space-time asymptotics of the numerical
solutions.
I. INTRODUCTION
In our recent works [1, 2], we demonstrated, mainly by direct numerical simulations, the emergence of spatiotem-
porally localized wave forms reminiscent of the Peregrine rogue wave (PRW) [3], for the linearly damped and driven
Schro¨dinger (NLS) equation
iut +
1
2
uxx + |u|2u = f − iγu, γ ≥ 0, (1)
excited by initial conditions u(x, 0) = u0(x) vanishing at infinity, i.e.,
lim
|x|→∞
u0(x) = 0. (2)
In [1], we considered the case of a Gaussian driver f = f(x, t), and for the problem supplemented with vanishing
boundary conditions, we found that the PRW-structures emerged on the top of a decaying support. Particularly, we
found that pending on the spatial/temporal scales of the driver, the transient dynamics prior the ultimate decay of the
solutions, resembles the one in the semiclassical limit of the integrable NLS [4], [5], [6] (or may lead to large-amplitude
breather-like patterns). On the other hand, in [2], we considered the case of a spatially homogeneous (time-periodic)
driver. In this case, we found that the PRW-type events are formed on the top of a self-induced finite background.
This dynamics was justified in terms of the existence and modulational instability of spatially homogeneous solutions
of the model, and the continuous dependence of the solutions on the localized initial data for small time intervals.
In the present study, we aim to move a step forward to the analytical considerations for the problem discussed in
[1]: For equation (1), when endowed with vanishing boundary and initial conditions
lim
|x|→∞
u(x, t) = 0, for all t ≥ 0, (3)
we prove spatiotemporal decaying estimates for its solutions. These estimates assume the spatiotemporal localization
of the driver
lim
|x|2+|t|2→∞
f(x, t) = 0, (4)
at suitable rates. Although under condition (4), the global attractor [7],[8],[9],[10],[11],[12],[13],[14] for the associated
dynamical system is trivial, the transient dynamics are highly non-trivial, as described above; the analytical estimates
are found to be strongly relevant to the transient behavior of the system and to the emergence of extreme wave events,
as it will be explained in what follows.
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2Our approach in studying the spatially decaying estimates of the solutions is motivated by the algebraic spatiotem-
poral localization of the PRW. Thus, we study the dynamics of Eq. (1), for initial data, possessing at least, an algebraic
decaying rate. For the forcing term, the assumption (4) is guided by an elementary physical intuition, in order to
model external forces, which are acting on a restricted spatial area and for limited time. With such assumptions,
we revisit the well known functional-analytic approach whose origins are traced back in the seminal work [15]: that
is, to derive energy estimates in suitable weighted Sobolev spaces whose elements are the considered initial data.
At this point however, we should note that the lines of approach we shall follow herein, differ from the relevant
ones, concerning evolution equations incorporating higher order dissipation, e.g., as the complex Ginzburg–Landau
equation [16],[17]. First, being interested in spatially localized solutions as the PRW–rather than fronts, periodic or
quasi-periodic solutions–the selected weight should be unbounded instead of being integrable in the real line. Second,
additional implications are caused by the absence of higher order dissipation, which may impose further restrictions
to the chosen weight (e.g. on the boundedness of its derivative); these implications may be enhanced, by the necessity
to derive some uniform in time estimates (as guided by the numerical results of [1]). Third, although the unbounded
weights have been introduced in [15] (for the study of global attractors of localized solutions for reaction-difussion
equations), or have been used at an auxiliary step to deduce the compactness of the attractor for the NLS (1) in
standard Sobolev spaces (through a suitable decomposition of the semigroup) [13],[14], here, we aim to highlight the
usefulness of the approach in deriving point-wise estimates for the density of its solutions; up to our knowledge this
approach is novel itself in order to study the spatial asymptotics of the solutions of Eq. (1) in the presence of the
localized driver.
Specifically, the weighted energy estimates, combined with standard interpolation inequalities, allow for the deriva-
tion of pointwise estimates for the spatial decay of the density of the solutions, uniformly for all t > 0. The imple-
mentation of the above procedure relies on the following key points: First, one should avoid a radiation boundary
condition imposed by the spatial-weight. For this purpose, we prove the existence of solutions satisfying the prescribed
spatial estimates through an approximation of the original problem in the real line. This approximation is defined
by a sequence of problems considered in finite intervals [−L,L] supplemented with Dirichlet boundary conditions
[15],[18]. Second, the passage to the limit as L→∞, is crucially based on the independence of the various constants
of the aforementioned interpolation inequalities on L, for functions satisfying the vanishing boundary conditions (3).
Such an independence is not generically valid in the case of other boundary conditions, e.g., periodic or Neumann; we
refer to [19–21] for independent (best) constants for periodic functions with zero mean. Also, of major importance for
the passage to the limit (in the nonlinear terms), are the compact inclusions between the involved functional spaces.
Next, guided by the remarkable feature of the PRW, its algebraic temporal localization, we proceed to the derivation
of time-decay estimates, which are uniform on the spatial variable x. We implement a time-weighted energy method
in the spirit of [22], under a suitable condition on the space-time weighted integrability of the forcing term. This
condition suggests a certain time-decay rate for the forcing, in addition to its required spatial decay rate. Yet the
independence on the spatial domain of the various constants mentioned above, allow for the passage, from norm to
point-wise time decay estimates, for the density of the solutions.
Several technical conditions raised in the process of the analytical arguments, which are connected to the primary
question on the emergence of spatiotemporal localized solutions. The considered examples of algebraic weights,
suggest at least, space-time algebraically decaying rates, for some specific types of localized drivers f(x, t): the
strongly localized one, assuming the functional form of a Gaussian function studied in [1], and a weakly localized
driver possessing algebraic decaying rates.
With such examples for an external driver, the damped and driven NLS (1) may become potentially relevant in
the context of weakly nonlinear waves in the presence of wind forcing [23],[24],[25],[26],[27],[28]: Note that in this
context, the damped and driven NLS incorporates linear dissipation with the damping strength being associated to
the fluid’s (e.g., water’s) viscosity, but also linear forcing (competitive to damping) associated to the effect of wind
forcing. Herein, the considered cases of drivers may serve as simplified phenomenological examples representing the
effect of a spatiotemporal wave amplification due to the external forcing f (inducing “wind” effects); we also refer to
the recent work [29] assuming the presence of a stochastic linear driving.
In this regard, the usefulness of the analytical decaying estimates to a potential extreme wave dynamics is underlined
by the findings of a numerical study. For the numerical experiments, we have considered as in [1],[2], a physically
justified regime of forcing amplitude Γ ∼ O(1) and damping strength γ ∼ O(10−2). Such a regime could describe the
impact of strong external forcing Γ, against small fluid viscosity γ (see [27], [28]). Recalling some of the numerical
results of [1] for the Gaussian driver, we proceed to the study of the dynamics in the presence of the weakly localized
forcing. In the present study, we consider both cases, of algebraically and exponentially decaying initial conditions (2).
For both examples of the driving forces and decaying initial conditions, we found that the numerical spatiotemporal
decaying rates are not only covered by the analytical estimates, but they also support the emergence of PRW-
algebraically localized structures as first events in the dynamics at the initial stages of the evolution. In addition, in
most of the cases, these estimates are in excellent agreement with the analytical decaying rates, rationalizing the far
3space-time asymptotics observed numerically.
We conclude the numerical explorations by examining the undamped, driven limit γ = 0, Γ > 0; we remark that this
limit is not captured by our analytical arguments. On the one hand, the emergence of a PRW-type event yet persists
in this limit. On the other hand, afterwards, we observed a totally different behaviour compared to the damped and
forced case: we observe a focusing phenomenon around a breather-like mode of increasing amplitude. The dynamics
shows that the solution becomes unbounded, as the forcing inserts energy continuously, although spatiotemporally
localized.
The paper is structured as follows. In Section II, we present the analytical considerations. In Section III, we report
the results of the numerical simulations. Finally, in Section IV, we summarize our results and briefly describe future
directions.
II. GENERIC SPATIOTEMPORAL DECAY-ESTIMATES
In this section, we present the analytical considerations on the derivation of generic spatiotemporal decay estimates,
for the solutions of the problem (1)-(3). These estimates depend on the rate of decay of the initial conditions, as well
as, on the decaying rates of the forcing term. More precisely, the decay rates of the initial data and of the driver are
determined by the assumption, that both are elements of suitable weighted normed spaces. The section is divided
in two subsections. In the subsection II A, we derive spatial decaying estimates, while in II B, we derive the relevant
time-decaying ones.
A. Spatial decay estimates
The derivation of spatially decaying estimates has two main ingredients. The first is the implementation of well
known, uniform in time bounds in the standard Sobolev spaces [7],[8],[9],[10],[11],[12],[13],[14]. The second is the
derivation of estimates in weighted normed spaces, for the solution and its spatial derivatives. For this purpose, in
order to avoid any radiation condition as |x| → ∞ (and thus, any a-priori restriction on the spatial decaying rates of
the solutions), we follow an approximation scheme similar to that of [15, 18]: at a first step, we derive uniform-in time
estimates on weighted normed spaces for an auxiliary initial-boundary value problem supplemented with Dirichlet
boundary conditions
u(−L, t) = u(L, t) = 0, for all t ≥ 0. (5)
It is crucial that the above weighted-normed estimates are also uniform on L. Thus, by the auxiliary problem, we
may define an approximating sequence of solutions uL. At a second step, we show that the approximating solutions
uL, converge to a solution u of the problem (1)-(3) as L → ∞, which is at least of the class u ∈ C[(0,∞), H1(R)],
and uniformly bounded in the considered weighted normed spaces. Then, the derivation of pointwise decay estimates
follows by a suitable application of standard interpolation inequalities.
The first ingredient, the estimates in usual Sobolev spaces, is provided by the following theorem:
Theorem II.1 Let u0 ∈ H20 (Q), where either Q = R and u is the solution of the problem (1)-(3), or Q = (−L,L),
and u is the solutions of the problem (1)-(5). We assume that f, ft ∈ L∞loc(R, L2(Q)). Then, there exists a numerical
constant R which depends on u0, f, ft and γ, and is independent of t and L, such that the unique solution u ∈
C([0,∞), H20 (Q)) with ut ∈ C([0,∞), L2(Q)), satisfies the uniform in time estimate
‖u‖2H20 ≤ R. (6)
Let us recall for notational purposes, that when Q = R, H20 (Q) ≡ H2(R).
The second ingredient involves the following weighted-normed spaces, [14, 15]; we consider a weight function ρ(x)
with the following properties:
ρ(x) > 0, ∀ x ∈ R, lim
|x|→∞
ρ(x) = +∞, 0 < β1 < |ρ′(x)| < β2, ∀ x ∈ R, β1, β2 = const. (7)
Considering weight functions with the properties (7), the weighted-L2 space, is defined as
L2ρ2(R) :=
{
u : R→ C : ‖u‖20,ρ2 =
∫
R
ρ2|u|2dx <∞
}
,
4endowed with the real inner product 〈u, v〉ρ2 = Re
∫
R ρ
2uv¯dx, for all u, v ∈ L2ρ2 . Clearly, L2ρ2(R) ⊂ L2(R), and conse-
quently Lploc(R, L2ρ2(R)) ⊂ Lploc(R, L2(R)), for all 1 ≤ p ≤ ∞, the inclusions being continuous, [30, 31]. Accordingly,
we shall use the weighted Sobolev space:
H1ρ2(R) :=
{
u : R→ C : ‖u‖21,ρ2 =
∫
R
ρ2|u|2dx+
∫
R
ρ2|ux|2dx <∞
}
,
to deal with the first-order derivative of the solutions. In the following lemmas, we prove the estimates for the solutions
of the auxiliary problem (1)-(5), in the above weighted norms.
Lemma II.1 Consider the Dirichlet initial-boundary value problem (1)-(5) on Q = (−L,L). Let u0 ∈ H20 (Q) ∩
L2ρ2(Q), and f ∈ L∞(R, L2ρ2(Q)). Then, its solution is uniformly bounded in L2ρ2(Q): there exists a constant R0
independent of t and L, such that
‖u‖20,ρ2 < R0, ∀ t ∈ [0,∞). (8)
Proof: We multiply (1) by ρ2(x)u¯, and then integrate over Q, keeping the imaginary parts. The weighted L2-norm
balance equation is
1
2
d
dt
∫
Q
ρ2|u|2dx+ γ
∫
Q
ρ2|u|2dx+ 1
2
Im
∫
Q
ρ2uxxu¯dx = Im
∫
Q
ρ2fu¯dx. (9)
For the third term of the left-hand side, we observe that:
1
2
Im
∫
Q
ρ2uxxu¯dx =
1
2
[
ρ2uxu¯
]L
−L −
1
2
Im
∫
Q
ux(ρ
2u¯)xdx
= −Im
∫
Q
ρρ′uxu¯dx− 1
2
Im
∫
Q
ρ2uxu¯xdx
= −Im
∫
Q
ρρ′uxu¯dx. (10)
Let us remark from (10), that the weighted-L2-energy consideration, already generates a higher-order derivative term
(the integral involving ux in our case). Although there is absence of higher dissipation, this term can be estimated
with the help of Theorem II.1: by using the estimate (6), it follows that
∫
Q |ux|2dx < R. Hence, by using (7),
1
2
∣∣∣∣Im ∫Q ρ2uxxu¯dx
∣∣∣∣ ≤ β2 ∫Q ρ|uxu¯|dx ≤ γ4
∫
Q
ρ2|u|2dx+ β
2
2
γ
∫
Q
|ux|2dx
≤ γ
4
∫
Q
ρ2|u|2dx+ Rβ
2
2
γ
. (11)
Similarly, for the integral involving the driver, we have:∣∣∣∣Im ∫Q ρ2fu¯dx
∣∣∣∣ ≤ γ4
∫
Q
ρ2|u|2dx+ 1
γ
∫
Q
ρ2|f |2dx. (12)
Then, inserting (11) and (12) into (9), the latter becomes
1
2
d
dt
∫
Q
ρ2|u|2dx+ γ
2
∫
Q
ρ2|u|2dx ≤ 1
γ
(
Rβ22 +
∫
Q
ρ2|f |2dx
)
. (13)
Taking the supremum for t ∈ [0,∞), on the right-hand side of (13), and applying Gronwall’s lemma, we derive the
existence of a numerical constant M0, depending on γ, on the norms of u0, and f in L
∞(R, L2ρ2(Q)), but not on t and
L, such that
‖u(t)‖20,ρ2 ≤ ‖u0‖20,ρ2 exp(−γt) +M0(1− exp(−γt)). (14)
From the inequality (14), the estimate (8) readily follows. 
Lemma II.2 Consider the Dirichlet initial-boundary value problem (1)-(5) on Q = (−L,L). Let u0 ∈ H20 (Q) ∩
H1ρ2(Q), and f, ft ∈ L∞(R+, L2ρ2(Q)). Then, its solution is uniformly bounded in H1ρ2(Q): there exists a constant R1
independent of t and L, such that
‖u‖21,ρ2 < R1, ∀ t ∈ [0,∞). (15)
5Proof: This time, we multiply Eq. (1) by −ρ2u¯t, and integrate over Q, keeping the real part of the resulting equation.
Let us note that
−Re
∫
Q
ρ2u¯t|u|2udx = −
∫
Q
ρ2|u|2Re(u¯tu)dx = −1
2
∫
Q
ρ2|u|2 d
dt
|u|2dx,
and since ddt |u|4 = 2|u|2 ddt |u|2, we have that
−Re
∫
Q
ρ2u¯t|u|2udx = −1
4
d
dt
∫
Q
ρ2|u|4dx.
On the other hand, due to the boundary conditions (5):
−1
2
Re
∫
Q
ρ2u¯tuxxdx = −1
2
Re
[
ρ2uxu¯t
]L
−L +
1
2
Re
∫
Q
(
ρ2u¯t
)
x
uxdx
=
1
2
Re
∫
Q
ρ2u¯txux + Re
∫
Q
ρρ′u¯tuxdx
=
1
4
d
dt
∫
Q
ρ2|ux|2dx+ Re
∫
Q
ρρ′u¯tuxdx.
Let us recall from [30, 31], that H20 (Q) =
{
u ∈ H2(Q) : u = ux = 0
}
. Therefore, the boundary term
− 12Re
[
ρ2uxu¯t
]L
−L = 0, and we arrive to a weighted version of an energy balance equation:
1
4
d
dt
[∫
Q
ρ2|ux|2dx−
∫
Q
ρ2|u|4dx
]
= −Re
∫
Q
ρρ′u¯tuxdx+ Re
∫
Q
iγuu¯tρ
2dx− Re
∫
Q
fu¯tρ
2dx. (16)
Moreover, by solving Eq. (1) for u¯t, and then substituting into the first term of the right-hand side of (16), we get
the following expression in terms of u and its derivative ux:
Re
∫
Q
iγuu¯tρ
2dx = Re
∫
Q
iγu(− i
2
u¯xx − i|u|2u¯− γu¯+ if¯)ρ2dx
=
1
2
Re
∫
Q
γuu¯xxρ
2dx+ Re
∫
Q
γu|u|2u¯ρ2dx− Re
∫
Q
iγ2uu¯ρ2dx− Re
∫
Q
γuf¯ρ2dx
= −γ
2
Re
∫
Q
u¯x(ρ
2u)xdx+ γ
∫
Q
ρ2|u|4dx− γRe
∫
Q
ρ2f¯udx
= −γ
2
∫
Q
ρ2|ux|2dx− γRe
∫
Q
ρρ′uu¯xdx+ γ
∫
Q
ρ2|u|4dx− γRe
∫
Q
ρ2f¯udx. (17)
Similarly, for the third term of the right-hand side of (16), we have:
−Re
∫
Q
fu¯tρ
2dx = Re
∫
Q
ρ2ftu¯dx− d
dt
Re
∫
Q
ρ2fu¯dx. (18)
Replacing both terms of the right-hand side of (16), by their equivalent expressions given in (17) and (18), we see
that the former can be rewritten as
d
dt
[
1
4
∫
Q
ρ2|ux|2dx− 1
4
∫
Q
ρ2|u|4dx+ Re
∫
Q
ρ2fu¯dx
]
+
γ
2
∫
Q
ρ2|ux|2dx− γ
∫
Q
ρ2|u|4dx+ γRe
∫
Q
ρ2f¯udx
= −Re
∫
Q
ρρ′u¯tuxdx− γRe
∫
Q
ρρ′uu¯xdx+ Re
∫
Q
ρ2ftu¯dx. (19)
We define the functional J [u], as
J [u] = 1
4
∫
Q
ρ2|ux|2dx− 1
4
∫
Q
ρ2|u|4dx+ Re
∫
Q
ρ2fu¯dx.
By adding, and simultaneously subtracting, in the left-hand side of (19), the terms γ4
∫
Q ρ
2|ux|2dx and γ4
∫
Q ρ
2|u|4dx,
we get that J [u] satisfies the equation
d
dt
J [u] + γJ [u] + γ
4
∫
Q
ρ2|ux|2dx = −Re
∫
Q
ρρ′u¯tuxdx− γRe
∫
Q
ρρ′uu¯xdx+ Re
∫
Q
ρ2ftu¯dx+
3γ
4
∫
Q
ρ2|u|4dx. (20)
6The integral terms of the right-hand side of (20), can be estimated as follows: we note first, that due to Theorem II.1,
there exist constants R′ and R′′, such that
∫
Q |ut|2dx < R′, and ||u||2∞ ≤ R′′, respectively. Therefore, we have:∣∣∣∣Re ∫Q ρρ′u¯tuxdx
∣∣∣∣ ≤ γ16
∫
Q
ρ2|ux|2dx+ 4β
2
2
γ
∫
Q
|ut|2dx ≤ γ
16
∫
Q
ρ2|ux|2dx+ 4β
2
2R
′
γ
,
γ
∣∣∣∣Re ∫Q ρρ′uu¯xdx
∣∣∣∣ ≤ γ16
∫
Q
ρ2|ux|2dx+ 4β22γ
∫
Q
|u|2dx ≤ γ
16
∫
Q
ρ2|ux|2dx+ 4β22γR,∣∣∣∣Re∫Q ρ2ftu¯dx
∣∣∣∣ ≤ 12
∫
Q
ρ2|u|2dx+ 1
2
∫
Q
ρ2|ft|2dx ≤ R0
2
+
1
2
∫
Q
ρ2|ft|2dx.
3γ
4
∫
Q
ρ2|u|4dx ≤ 3γ
4
||u||2∞
∫
Q
ρ2|u|2dx ≤ 3γR
′′R0
4
.
Inserting all the above estimates into the right-hand side of (20), we get the differential inequality for J [u]:
d
dt
J [u] + γJ [u] + γ
8
∫
Q
ρ2|ux|2dx ≤M1, M1 = 4β
2
2R
′
γ
+ 4β22γR+
3γR′′R0
4
+
R0
2
+
1
2
∫
Q
ρ2|ft|2dx. (21)
Omitting the term γ8
∫
Q ρ
2|ux|2dx ≥ 0 from the left-hand side of (21), and taking the supremum for t ∈ [0,∞) on the
quantity M1, we may derive the existence of a numerical constant M2 > 0 (still depending on γ, on the norms of u0
and ft in L
∞(R, L2ρ2(Q)), but not on t and L), such that
J [u(t)] ≤ J [u0] exp(−γt) +M2(1− exp(−γt)).
Evidently, the claimed estimate (8), holds with R1 = R0 +M2. 
With Theorem II.1 and Lemmas II.1 and II.2 in hand, we consider the approximating initial-boundary value problem
for the problem (1)-(3) in the real line, as follows:
iuLt +
1
2
uLxx + |uL|2uL = f − iγuL, ∀x ∈ (−L,L), t > 0, (22)
uL(−L, t) = uL(L, t) = 0, for all t ≥ 0, (23)
uL(x, 0) = uL0 (x) ∀x ∈ (−L,L). (24)
Solutions of the approximating problem (22)-(24), will define an approximating sequence, converging to a weak
solution of the problem (1)-(3) as L → ∞. Let us recall at this point, the weak formulation for the problem (1)-
(3). Decomposing Eq. (1) in its real and imaginary parts, for u = U + iW , and f = g + ih, we consider weak
solutions, at least in the class u ∈ C([0, T ], H2(R)), ut ∈ C([0, T ], L2(R)), satisfying for the given initial condition
u0 ∈ H2(R) ∩H1ρ2(R), the following weak formulas:∫ T
0
∫
R
Wtvdxdt− 1
2
∫ T
0
∫
R
Uxx vdxdt−
∫ T
0
∫
R
U(U2 +W 2)vdxdt = −
∫ T
0
∫
R
gvdxdt− γ
∫ T
0
∫
R
Wvdxdt, (25)∫ T
0
∫
R
Utvdxdt+
1
2
∫ T
0
∫
R
Wxx vdxdt+
∫ T
0
∫
R
W (U2 +W 2)vdxdt =
∫ T
0
∫
R
hvdxdt− γ
∫ T
0
∫
R
Wvdxdt, (26)
for all v ∈ C∞0 ([0, T ]× R). Passing to the limit as L→∞, we shall use the following compactness Lemma.
Lemma II.3 The inclusion H2(R) ∩H1ρ2(R) ⊂ H1(R) is compact.
Proof: Let {un}∞n=1 be a bounded sequence in H2(R) ∩ H1ρ2(R). Therefore, there exists a weakly convergent sub-
sequence unj , such that unj ⇀ u in H
2(R) ∩ H1ρ2(R), as j → ∞. Since the inclusion H2(R) ∩ H1ρ2(R) ⊂ H1(R) is
7continuous, unj ⇀ u also in H
1(R). We will verify that unj → u, as j →∞, i.e., strongly in H1(R). We observe that
‖unj − u‖2H1(R) =
1∑
k=0
∫
R
|∂k(unj − u)|2dx =
1∑
k=0
∫
Q
|∂k(unj − u)|2dx+
1∑
k=0
∫
R\Q
|∂k(unj − u)|2dx
=
1∑
k=0
∫
Q
|∂k(unj − u)|2dx+
1∑
k=0
∫
R\Q
ρ2ρ−2|∂k(unj − u)|2dx
≤
1∑
k=0
∫
Q
|∂k(unj − u)|2dx+ sup
|x|>L
|ρ−2(x)|
1∑
k=0
∫
R\Q
ρ2|∂k(unj − u)|2dx
=
1∑
k=0
∫
Q
|∂k(unj − u)|2dx+ |ρ−2(L)|
1∑
k=0
∫
R\Q
ρ2|∂k(unj − u)|2dx. (27)
Then, since un − u ∈ H2(R) ∩H1ρ2(R), for all n ∈ N, the inequality (27) implies that there exists a constant C > 0,
such that
‖unj − u‖2H1(R) ≤ ‖unj − u‖2H1(Q) +
C
ρ2(L)
.
For arbitrary given  > 0, we may choose L sufficiently large, such that Cρ2(L) < /2. On the other hand, the embedding
H2(Q) ⊂ H1(Q) is compact. Hence, unj → u ∈ H1(Q), as j →∞, and we may also choose j sufficiently large, such
that ‖unj − u‖2H1(Q) < /2. Summarizing, for sufficiently large j ∈ N and L ∈ R, we have that ‖unj − u‖2H1(R) <
/2 + /2 = . Hence, unj → u in H1(R), and the claim of the lemma is proved. 
We may proceed to the statement and proof of the main result on the spatial decay estimates of the problem (1)-(3),
in the following
Proposition II.1 Assume that the initial condition of the problem (1)-(3), is such that u0 ∈ H20 (R) ∩H1ρ2(R), and
that f, ft ∈ L∞(R, L2ρ2(R)). Then, there exists a constant K1 > 0, such that the density of the solution, decays at
least, according the spatial decay estimate
|u(x, t)|2 ≤ K1
ρ2(x)
, for all t ≥ 0. (28)
Proof: The initial condition u0 ∈ H20 (R) ∩H1ρ2(R) can be approximated by an L-dependent sequence uL0 (x), when
L → ∞, defined as follows: uL0 (x) = Ψ(|x|)u0(x), where Ψ(|x|) is a sufficiently smooth function with the cut-off
properties
Ψ(|x|) =
{
1, if |x| ≤ L,
0, if |x| > L.
Clearly,
‖uL0 ‖H20 (R) ≤ ‖u0‖H20 (R), ‖uL0 ‖H1ρ2 (R) ≤ ‖u0‖H1ρ2 (R).
Moreover, uL0 → u0 in H1(R). Indeed,
‖uL0 − u0‖2L2 =
∫
|x|≤L
|Ψ(|x| − 1)|2 |u0(x)|2dx+
∫
|x|>L
|Ψ(|x| − 1)|2 |u0(x)|2dx
=
∫
|x|>L
|u0|2dx ≤ |ρ−2(L)|
∫
|x|>L
ρ2|u0|2dx→ 0 as L→∞.
8Similarly, for the L2-norm of the derivative we have:
‖(uL0 )′ − (u0)′‖2L2 =
∫
|x|≤L
|Ψ(|x|)′u0(x) + Ψ(|x|)u0(x)′ − u0(x)′|2dx
+
∫
|x|>L
|Ψ(|x|)′u0(x) + Ψ(|x|)u0(x)′ − u0(x)′|2dx
=
∫
|x|>L
|Ψ(|x|)− 1|2|u0(x)′|2 =
∫
|x|>L
|u0(x)′|2
≤ |ρ−2(L)|
∫
|x|>L
ρ2(x)|u0(x)′|2dx→ 0 as L→∞.
Working as above, we may approximate higher order derivatives. Then, for L ∈ N, we consider the approximating
problem (22)-(24), with the initial condition uL(x, 0) = uL0 (x), for t ∈ [0, T ], for arbitrary T > 0. There exists
a unique solution of the above approximating problem satisfying the estimate described in Theorem II.1, and the
weighted estimates described in Lemmas II.1 and II.2. Since the latter are uniform on L, we may extend the solution
uL for x ∈ R, as
u˜L(x, t) =
{
uL(x, t), if |x| ≤ L,
0, if |x| > L.
The extended sequence u˜L, is bounded in C([0, T ], H2(R)]), with u˜Lt bounded in C([0, T ], L2(R)]). Combining Theorem
II.1, and Lemma II.2, we derive that u˜L is bounded in L∞([0, T ], H2(R) ∩ H1ρ2(R)). It follows that there exists a
subsequence uLj such that
uLj
∗
⇀ u∞, in L∞([0, T ], H2(R)), (29)
u
Lj
t
∗
⇀ u∞t , in L
∞([0, T ], L2(R)). (30)
Moreover, due to the compactness Lemma II.3, if applying Simon’s compactness results [32, Corollary 4, p.85], on the
inclusions H2(R) ∩H1ρ2(R) ⊂ H1(R) ⊂ L2(R), we derive that
uLj → u∞, in C([0, T ], H1(R)). (31)
The convergence relations (29) and (31), suffice in order to pass to the limit to the nonlinear terms of the weak
formulas (25) and (26), due to the continuity of |u|2 = U2 +W 2. For instance, we have
WLj |uLj |2 ⇀W∞|u∞|2, ULj |uLj |2 ⇀ U∞|u∞|2, in L2([0, T ], H1(R)). (32)
With the convergence relations (29)-(32) in hand, and by applying the restriction procedure of [15, Theorem 1.3, pg.
228] or [18, Proposition 3.2, pg. 192], we may conclude that u(x, t) = u∞(x, t) is a weak solution of the problem
(1)-(3), still satisfying the same estimates (6), (14), and (15). Furthermore, these estimates, and the boundedness of
|ρ′(x)| from (7), imply the existence of some constants c1, c2, R2 > 0 such that∫
R
|∂x(ρu)|2dx =
∫
R
|∂x(ρu)|2dx =
∫
R
|ρ′u+ ρux|2dx ≤ c1
∫
R
|u|2dx+ c2
∫
R
ρ2|ux|2dx ≤ R2,
where the constant R2 depends only on β2, R, R0, and R1. To derive the density estimate (28), we apply the Agmon’s
interpolation inequality
‖ψ‖2L∞ ≤ ‖ψ‖L2‖ψx‖L2 , for all ψ ∈ C∞0 (R), (33)
on the function ψ(x, t) = ρ(x)u(x, t): we have
‖ρu‖2∞ ≤ ‖ρu‖L2‖∂x(ρu)‖L2 ≤ K1,
with K1 =
√
R0R2, from which the density estimate (28), readily follows. 
9B. Time-decay estimates
To derive estimates on the rate of decay of the solutions of the problem (1)-(3) with respect to time, we apply the
time-weighted energy method proposed in [22]. This method was originally introduced for the proof of time-decay
estimates for the solutions of the Navier-Stokes equations. We will consider weight functions φ(t) with the following
properties:
φ(t) > 0, ∀ t ∈ R, lim
|t|→∞
φ(t) = +∞, 0 < δ1 < |φ˙(t)| < δ2, ∀ t ∈ R, δ1, δ2 = const., (34)
or alternatively, 0 < δ′1 < |φ˙(t)| < δ′2|φ(t)|, ∀ t ∈ R, δ′1, δ′2 = const. (35)
As it will be proved in the following proposition, either cases (34) or (35), distinguish between an unconditional or a
conditional decaying behavior of the solutions, with respect to the damping strength γ > 0.
Proposition II.2 Let u0 ∈ H20 (Q), where either Q = R and the solution u of (1), satisfies the vanishing boundary
conditions (3), or Q = (−L,L), and the solution u of (1), satisfies the Dirichlet boundary conditions (5). We assume
that the forcing term is such that f, ft ∈ L∞loc(R, L2(Q)), and in addition, that∫ ∞
0
∫
Q
φ2(t)|f(x, t)|2dxdt <∞. (36)
1. (Unconditional time-decay with respect to γ). Consider a weight function φ(t), satisfying condition (34). Then,
there exists a constant K2 > 0 independent of t, such that the density of the solution of the problem (1)-(3),
decays in time at least, according to the estimate
|u(x, t)|2 ≤ K2
φ(t)
for all x ∈ Q, t > 0, for all γ > 0. (37)
2. (Conditional time-decay with respect to γ). Assume alternatively that the weight function, φ(t) satisfies the
condition (35), Then the density time-decaying estimate (37) is still valid, for γ ≥ δ′2.
Proof : We apply the method of [22, Sec. 3.4, pg. 334]: Multiplying the equation (1) and the boundary conditions
(3), by φ(t), and noticing that φ(0)u(x, 0) = φ(0)u0, we observe that the function φ(t)u(x, t) satisfies the weighted
equation
i(uφ)t +
1
2
uxxφ+ |u|2uφ = f − iγuφ+ iuφ˙. (38)
In the case where Q = R, the function φu satisfies the boundary conditions
lim
|x|→±∞
φ(t)u(x, t) = 0, for all t ≥ 0,
and the initial condition
φ(0)u(x, 0) = φ(0)u0(x), ∀x ∈ Q.
We work as in Lemma II.1, i.e., multiplying Eq. (38) by φu¯ and integrating over Q, keeping the imaginary parts of
the resulting equation. Then φu satisfies the weighted balance law
1
2
d
dt
∫
Q
φ2(t)|u|2dx+ γ
∫
Q
φ2(t)|u|2dx = Im
∫
Q
φ2(t) fu¯dx+
∫
Q
φ(t)φ˙(t)|u|2dx. (39)
Integrating Eq. (39) in the interval [0, t], for arbitrary t > 0, we obtain the equation
1
2
φ2(t)
∫
Q
|u|2dx+ γ
∫ t
0
∫
Q
φ2|u|2dxdτ = 1
2
φ2(0)
∫
Q
|u0|2dx+ Im
∫ t
0
∫
Q
φ2 fu¯dxdτ +
∫ t
0
∫
Q
φφ˙|u|2dxdτ (40)
Handling of the last term of equation (40), shall distinguish between the two cases stated above.
10
1. (Unconditional time-decay with respect to γ): Using the assumption (34), on the weight function φ(t), the last
term of (40) is estimated as∣∣∣∣∫ t
0
∫
Q
φφ˙|u|2dxdτ
∣∣∣∣ ≤ δ2 ∫ t
0
∫
Q
φ|u|2dxdτ ≤ γ
4
∫ t
0
∫
Q
φ2|u|2dxdτ + δ
2
2
γ
∫ t
0
∫
Q
|u|2dxdτ,
while for its second term∣∣∣∣∫ t
0
∫
Q
φ2fu¯dxdτ
∣∣∣∣ ≤ 1γ
∫ t
0
∫
Q
φ2|f |2dxdτ + γ
4
∫ t
0
∫
Q
φ2|u|2dxdτ. (41)
Therefore, Eq. (40) becomes the inequality
1
2
φ2(t)
∫
Q
|u|2dx+ γ
2
∫ t
0
∫
Q
φ2|u|2dxdτ ≤ 1
2
φ2(0)
∫
Q
|u0|2dx
+
1
γ
∫ t
0
∫
Q
φ2|f |2dxdτ + δ
2
2
γ
∫ t
0
∫
Q
|u|2dxdτ. (42)
Since by Theorem II.1, the solution u is in the class C([0,∞)H2(R)]), and the assumption (36) also holds, both
allow us to define the constant K0, as
K0 =
1
2
φ2(0)
∫
Q
|u0|2dx+ 1
γ
∫ ∞
0
∫
Q
φ2|f |2dxdt+ δ
2
2
γ
∫ ∞
0
∫
Q
|u|2dxdt.
Then, inequality (42), directly implies the decay of the L2-norm of the solution, according to
||u(x, t)||22 ≤
2K0
φ2(t)
. (43)
Eventually, the uniform bound (6) and the decay estimate (43), if inserted in Agmon’s inequality (33), imply
that
|u(x, t)|2 ≤ ‖u(t)‖2∞ ≤
K2
φ(t)
, for all x ∈ Q, t > 0.
i.e., the decay estimate (37), with the constant K2 depending on K0 and R0.
2. (Conditional time-decay with respect to γ): Using the assumption (35), on the weight function φ(t), the last
term of (40) is estimated as ∣∣∣∣∫ t
0
∫
Q
φφ˙|u|2dxdτ
∣∣∣∣ ≤ δ′2 ∫ t
0
∫
Q
φ2|u|2dxdτ,
while for its second term, we keep the estimate (41). Therefore, in the case of a weight function φ(t) satisfying
(35), we see that Eq. (40) becomes the inequality
1
2
φ2(t)
∫
Q
|u|2dx+ (γ − δ′2)
∫ t
0
∫
Q
φ2|u|2dxdτ ≤ 1
2
φ2(0)
∫
Q
|u0|2dx+ 1
2γ
∫ t
0
∫
Q
φ2|f |2dxdτ. (44)
Hence, in this case, for γ ≥ δ′2, the assumption (36) on the driver allows us to define from (44), the constant:
K0 =
1
2
φ2(0)
∫
Q
|u0|2dx+ 1
2γ
∫ ∞
0
∫
Q
φ2|f |2dxdt.
For the rest steps of the proof we proceed exactly as in the case 1. 
C. Spatiotemporal decaying estimates
Clearly, the derivation of generic spatiotemporal decaying estimates, simply comes by the suitable combination of
the conditions described in Propositions II.1 and II.2. Such a combination is summarized in
Theorem II.2 Let u0 ∈ H20 (R)∩H1ρ2(R), and assume that f, ft ∈ L∞(R+, L2ρ2(R)) satisfies the condition (36). Then,
the density of the solution of the problem (1)-(3), spatiotemporally decays, at least, according to the rates described
by the estimates stated in Propositions II.1 and II.2, e.g. the spatial decaying estimate (28) and the time-decaying
estimate (37), are simultaneously valid.
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Formal examples of drivers/weights and the relevant spatiotemporal decaying estimates. We conclude
this section, by discussing some formal examples of the weight functions satisfying the conditions stated in Theorem
II.2, and the relevant induced estimates.
The first example for the non-autonomous driver possesses the form of a Gaussian function centered at (0, 0) and
having spreads σx, σt > 0, with respect to the space and time variable, respectively [1]:
f(x, t) = g(x, t) exp(iΘ), where g(x, t) =
√
2 Γ exp
(
− x
2
2σ2x
− t
2
2σ2t
)
. (45)
The function (45), serves as simple phenomenological example, of a spatio-temporally, exponentially localized forcing,
of amplitude Γ > 0. In our study we will consider only the case of Θ = pi4 . It should be warned that the phase factor
Θ may have an important role in the dynamics of the dissipative system, and it will be discussed elsewhere.
The second example for the driver, will have the form:
F (x, t) = G(x, t) exp(iΘ), where G(x, t) =
√
2 Γ
X(x; δx)T (t; δt)
, x ∈ R, t > 0,
X(x; δx) =
[
1 +
∣∣∣∣ xδx
∣∣∣∣+ θx2δ2x
]2
, T (x; δt) =
(
1 +
t
δt
+
ωt2
δ2t
)2
t ≥ 0. (46)
This time, the function (46) serves as an example of a spatio-temporally, weakly localized forcing, decaying at an
algebraic rate. Its rate of decay, both in space and time, is at most quartic, as determined by the constants θ, ω ≥ 0.
The constants δx, δt measure the localization of the forcing with respect to the space and time variable, respectively.
The simplest example of a spatial-weight which satisfies condition (7), is given by the function:
ρ(x) = 1 +
∣∣∣∣ xx0
∣∣∣∣ . (47)
For the weight (47), the condition (7) is satisfied for β2 =
1
x0
.
A natural example for a time-weight φ(t) can be defined, by taking into account, that the time-decaying rate
should depend on the damping parameter γ > 0; this is justified in the unforced case, f ≡ 0, where solutions decay
exponentially with respect of γ. Asking for a potential algebraic decay in time, we may consider the simplest example
of weight functions, satisfying condition (34), or its alternative (35):
φ(t) =
(
1 +
γt
t0
)κ
, t0 > 0, κ ≥ 1, κ = const. (48)
Evidently, the case of condition (34) corresponds to κ = 1, with the constant δ2 =
γ
t0
, while the case of its alternative
(35), corresponds to κ > 1, with the constant δ′2 =
γκ
t0
. In the latter case, it is interesting to observe that the
conditional decay restriction is actually implemented not on the damping strength γ, but on the decay rate κ, and
the parameter t0: as suggested from the second term on the left-hand side of inequality (44), the requirement
γ − δ′2 = γ
(
1− κ
t0
)
≥ 0,
applies for t0 ≥ κ.
It is also important to discuss the conditions of Theorem II.2. It is evident, that both the forcing (45) and the
weight (48) will satisfy the integral condition (36), due to the exponential localization of f . Then, it follows from the
decaying estimate (37), that the density may decay in time, at least with an algebraic rate κ > 1,
|u(x, t)|2 ≤ K2(
1 + γtt0
)κ , x ∈ R, for all γ > 0, with t0 ≥ κ. (49)
Also, it straightforward to see that f, ft ∈ L∞(R+, L2ρ2(Q)), ensuring the spatial decaying estimate (28) of Theorem
II.2. On the other hand, concerning the weakly localized forcing F , when ω = 0 and θ = 0, it decays at least
quadratically in space and time, and obviously, the condition (36) is satisfied for the weight function (48) with κ = 1.
Then, it follows from the decaying estimate (37), that the density decays in time, at least with a linear rate
|u(x, t)|2 ≤ K2
(1 + γt)
, x ∈ R for all γ > 0.
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For an at least, quadratic decay rate κ ≥ 2 in the estimate (49), formally one has to ensure condition (36). We
may set ω > 0 in f(x, t), so that its time-decaying rate will be quartic. Furthermore, in this case, clearly F, Ft ∈
L∞(R+, L2ρ2(Q)), as needed for the validity of the spatial decay estimate (28) stated in Theorem II.2.
The relevance of Theorem II.2 and of the above examples, with the dynamics of the solutions of the problem (1)-(3),
will be explored by suitable numerical experiments, whose results are reported in the next section.
III. NUMERICAL INVESTIGATIONS
In this section, we perform numerical simulations, aiming to investigate the potential relevance and impact of the
generic spatio-temporal decaying estimates of Theorem II.2, in analyzing the dynamics of the problem (1)-(3). As in
[1, 2], we will investigate the dynamics for vanishing initial conditions of the following forms: the algebraically (at a
quadratic rate) decaying
u0(x) =
1
1 + x2
, (50)
and the exponentially decaying one
u0(x) = sech(x). (51)
The initial condition (51) resembles the profile of a bright soliton. Both initial conditions (50) and (51), are satisfying
the assumption of Theorem II.2, u0 ∈ H20 (R) ∩H1ρ2(R).
For these numerical investigations, we have considered a Chebyshev polynomial pseudospectral scheme [37] for
the spatial integration, while, for the integration with respect to time we have used a 4th - 5th order adaptive-step
Runge-Kutta method (see e.g. [38]).
Note that, in our numerical study, we have considered a system of finite spatial length [−L,L] with x(−L) =
x(L) = 0. This fact imposes a numerical error, since, for both the initial conditions (50) and (51), this condition is
only satisfied asymptotically. Nevertheless, since we have considered L > 400, in the case of initial condition (50) the
initial error is of O(10−6), which poses no observable effects for the time intervals considered. On the other hand, for
the condition (51), the initial error is by far smaller than the accuracy used in the calculations.
A. Gaussian driver
We start our presentation with the case of the exponentially localized forcing. For completeness, we recall some of
the numerical results presented in [1]. They are summarized in Fig. 1, discussing the dynamics of the initial condition
(50). Panel (a) of the top row shows a 3D-graph of the spatiotemporal evolution of the density |u(x, t)|2, for t ∈ [0, 30].
The dynamics are found to share characteristics of the semi-classical limit of the integrable NLS, however with some
important differences, as analyzed in [1]. The first peak emerged in panel (a) corresponds to a rogue wave, strongly
reminiscent of a PRW. This fact is clarified in panel (b): The profile of the numerical solution at time t = 1.74 [solid
(blue) curve], is compared against the profile uPS(x, 1.74; 1.74; 1.07) of the analytical PRW-solution of the integrable
NLS [dashed (red) curve]:
uPS(x, t; t0;P0) :=
√
P0
{
1− 4 [1 + 2iP0(t− t0)]
1 + 4P0x2 + 4P 20 (t− t0)2
}
eiP0(t−t0), (52)
Note that the solution (52) is time translated at t = t0 (here t0 = 1.74) and is supported on a finite background of
amplitude P0 = 1.07. Panel (c) shows an expanded view of the profile of the numerical solution at t = 1.74, revealing
the remarkable feature, that the PRW-type waveform is sustained on the top of a decaying support. Panel (d) of the
bottom row is comparing the evolution of the density of the center |u(0, t)|2, against the corresponding one of the
PRW-soliton uPS(x, 1.74; 1.74; 1.07). The half-length interval is increased to L = 500 (if compared with the study of
[1], where L = 250); the time-growth and time decay of |u(0, t)|2, is almost indistinguishable from the corresponding
one of the PRW. The spatial decay of the PRW is also closely preserved, up to |x| ∼ 2 far from the symmetric minima,
as shown in panel (e). Panel (f) is magnifying the profile of the decaying support at t = 1.74. The amplitude of the
support is denoted by hs, while the half-width at half-maximum of the support is denoted by ws.
The decaying rate of the initial condition affects the proximity of the first emerged PRW-type event to the analytical
PRW-solution. This is verified by the results of a new study on the dynamics of the exponentially decaying initial
condition (51). The dynamics, in this case, is very similar to the one observed in Fig. 1, as depicted in the contour plot
13
Figure 1: (Color Online) Dynamics of the algebraically decaying initial condition (50), in the presence of the Gaussian driver
(45). Parameters γ = 0.01, Γ = 1, σx = 100, σt = 0.5, L = 500. Top row: Panel (a) depicts a 3D-graph of the spatiotemporal
evolution of the density |u(x, t)|2, for t ∈ [0, 30]. Panel (b) shows a profile of the density at t = 1.74 [solid (blue) curve], against
the corresponding profile uPS(x, 1.74; 1.74; 1.07), of the PRW (52) [dashed (red) curve]. Panel (c) portrays an expanded view of
the snapshot shown in panel (b). Bottom row: Panel (d) shows the evolution of the density of the center, |u(0, t)|2, against the
evolution of the density of the center of uPS(x, t; 1.74; 1.07). Panel (e): a detail of the spatial profile of the numerical PRW-type
event at t∗ = 1.74, close to the right of the two symmetric minima of the profile uPS(x, 1.74; 1.74; 1.07) of the exact PRW (52).
Panel (f) shows the profile of the emerged decaying support at t = 1.74.
Figure 2: (Color Online) Dynamics of the exponentially decaying initial condition (51), in the presence of the Gaussian driver
(45). Parameters γ = 0.01, Γ = 1, σx = 100, σt = 0.5, L = 500. Panel (a) shows a contour plot of the spatiotemporal evolution
of the density. Panel (b) shows the evolution of the density of the center, |u(0, t)|2, against the evolution of the density of the
center of uPS(x, t; 1.63; 1.16) . Panel (c): a detail of the spatial profile of the numerical PRW-type event at t
∗ = 1.63, close to
the right of the two symmetric minima of the profile uPS(x, 1.63; 1.63; 1.16) of the exact PRW (52).
of the spatio-temporal evolution of the density illustrated in panel (a) of Fig. 2. However, the numerical PRW-type
event has a growing and decay rate which remains proximal to the analytical one for a smaller time interval, as shown
in panel (b) of Fig. 2. The same holds for the spatial profile of the numerical event, as shown in panel (c), showing
that the proximity persists mainly to the core of the analytical PRW. These differences can be understood by the
fact that the algebraic initial condition (50) shares the same quadratic decaying rate of the analytical PRW. Thus, it
is expected that the numerical solution shall preserve the space-time localization rates for larger time intervals, than
the one initiated from the sech-profiled initial datum which possesses an exponential decay rate.
Next, we want to investigate the relevance of the generic spatiotemporal estimates to the observed dynamics.
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Figure 3: (Color Online) Decaying rates in the presence of the Gaussian driver (45). Panel (a): Decay of the density of the
numerical solution for x ≥ 50 [continuous (blue) curve], against the decay of the Gaussian function ρ−2(x) ∝ exp
[
− (x+x0
σ
)2]
,
with x0 ∼ 10−4 and σ = 102.3 [dashed (black) curve], at t = 1.74. Initial condition (50), γ = 0.01, Γ = 1, L = 500, σx = 100,
σt = 0.5. Panel (b): Same as in panel (a), but for t = 5.3. Panel (c): Temporal decay of the density of the center |u(0, t)|2 of
the numerical solution, against the decay of the function φ−1(t) ∝
[
1 + (t+s0)
t0
]−2
, with s0 ∼ 10 and t0 ∼ 24.06 [dotted-dashed
(black) curve]. Algebraically decaying initial condition (50), and the rest of parameters as above. Panel (d): Same as in panel
(c) but for s0 = 2.18, t0 = 29.83, and the sech-profiled initial condition (51). The rest of parameters are fixed as above.
Clearly, the PRW-type event itself, is covered by the algebraic space-time decaying rates predicted by Theorem II.2,
since the PRW solitonic structure possesses algebraic spatiotemporal localization (following closely the analytical
PRW), on the top of the decaying support. However, we also want to study the asymptotics of solutions as |x| → ∞.
For this purpose, we performed a least-square curve fitting of the numerically acquired data, excluding the central
PRW event. From the best fitting curve we acquired the decay rate of the tails of the solutions, while by performing
small translations (if needed), we derived the corresponding bounding curve.
By applying the above procedure, we revealed that the tails of the solutions are not uniformly algebraically decaying;
instead, the decaying rates of the support are found to be switched to Gaussian, as shown in Fig. 3. The upper panels
(a) and (b) demonstrate the decay rate of the solutions [continuous (blue) curve], with initial condition (50), for
x ≥ 50, when t = 1.74 and t = 5.3, respectively. It is shown that |u(x, t)|2 ∝ 1ρ2(x) , where ρ2(x) = exp
[(
x+x0
σ
)2]
,
with x0 ∼ 10−4 and σ = 102.3 [dashed (black) curve]. We observe that the fitting is almost exact, particularly for
t = 5.3. The same spatial decay rates were detected, also for the solution with initial condition (51) (not shown here).
Although the detected spatial decay rates, do not contradict the generic estimates (since the numerical decay rate is
faster), they suggest that the spatial decay rate of the driver seems to be the one which determines the decaying rate
of the vanishing support, and not that of the initial condition.
On the other hand, the analytical predictions seem to capture well the time-decay rate of the numerical solution,
uniformly in time. In order to establish this effect, we performed a fitting as described above, on the peaks of the time
evolution of the density of the center |u(0, t)|2 of the solutions with initial conditions (50) and (51). The acquired
results are shown in Panels (c) and (d) of Fig. 3 respectively, together with the points used for the fitting (red dots)
and the corresponding bounding curve. Panel (c) verifies that |u(0, t)|2 ∝ 1φ(t) , where φ(t) =
[
1 + (t+s0)t0
]2
, with
s0 ∼ 10 and t0 ∼ 24.06 [dotted-dashed (black) curve]. Panel (d) shows that |u(0, t)|2 ∝ 1φ(t) , but for s0 = 2.18 and
t0 ∼ 29.83; we observe that the quadratically decaying bounding curve describes very well the decay rate of the peaks
of the temporal oscillations.
Summarizing, in the case of the Gaussian forcing we found the following: The spatial algebraic decaying estimates
describe the actual decay of the solution in a neighborhood around the PRW-type event, while the sustaining support
is decaying with a Gaussian rate, as it is determined by the spatial decaying rate of the driver. Regarding the temporal
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decay of the solution, it is found that its peaks follow a quadratic decaying rate.
Figure 4: (Color Online) Dynamics of the algebraically decaying initial condition (50), in the presence of the weakly localized
driver (46). Parameters γ = 0.01, Γ = 1.5, δx = 100, δt = 0.5, L = 400. Panels (a)-(f) describe the same dynamical features
as in Fig. 1. The various characteristics of the numerical PRW-type event are plotted against those of the analytical PRW
uPS(x, t; 1.87; 0.745).
B. Algebraically localized driver
We continue with the study of the evolution of the vanishing initial conditions (50) and (51) (which have been
already used in the previous section), but in the presence of the weakly localized driver (46). We only present the
results for the quadratic case (ω = θ = 0), since the corresponding results for the quartic decaying driver (ω, θ > 0)
were found almost identical to the quadratic one.
The emergence of PRW-type solitonic structures, within a reminiscent of semi-classical type dynamics, still persists,
however, we may also identify important differences in comparison with the case of the Gaussian driver: First, by
examining the 3D-graphs shown in panels (a) of Fig. 1 and Fig. 4, we observe a change in the pattern of the
spatiotemporal oscillations; in particular, their density and number within the region bounded by the caustics [traced
by the dashed (red) curves shown in panels (a) of Fig. 2 and Fig.5], is decreased. Second, by comparing the panels
(b) of Fig. 1 and Fig. 4, we observe, in the present case, a decrease in the amplitude of the PRW-event. Third, in
panels (d) and (e) of Fig. 1 and Fig. 4, we see that, in the previously examined case, the time growth/decay of the
PRW-event is closer to the analytical PRW (e.g. they share the same rates for a larger time interval). Fourth, by
comparing the panels (c) and (f) of Figs. 1 and 4, we observe that the profile of the decaying support has drastically
changed, suggesting accordingly, for a change of its decaying rate.
In order to highlight the differences in the spatial decay rates for the two types of the driver, we proceed with a
study on the tails of the solutions in the algebraic case. Fig. 6 illustrates that the spatial decay of the solution is
uniformly algebraic. The upper panels (a) and (b) show the bounding curve of the density of the solution acquired
from the fitting process [continuous (blue) curve], with the algebraically decaying initial condition (50), for x ≥ 50,
when t = 1.87 and t = 4.8, respectively. We observe that |u(x, t)|2 ∝ 1ρ2(x) , where ρ2(x) =
(
1 +
∣∣∣ xx0 ∣∣∣)2, with x0 ∼ 5.95
[dashed (black) curve], i.e., when the weight example (47) is used. This approximation captures with a very good
agreement the decay rate of the tail of the support for x ≥ 70. The algebraic approximation of the spatial decay
becomes almost exact for a quadratic correction of the weight ρ(x): Panels (c) and (d) depict the above comparison,
but for ρ2(x) =
(
1 +
∣∣∣ xx0 ∣∣∣+ x2x20)2 with x0 ∼ 100. The spatially uniform decay rates are also preserved in the case of
the exponential decaying initial condition (51) (not shown here).
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Figure 5: (Color Online) Dynamics of the exponentially decaying initial condition (51), in the presence of the weakly localized
driver (46). Parameters γ = 0.01, Γ = 1.5, δx = 100, δt = 0.5, L = 400. Panels (a)-(c) describe the same dynamical features as
in Fig. 3. The characteristics of the numerical PRW-type event are plotted against those of analytical PRW uPS(x, t; 1.72; 0.86).
Figure 6: (Color Online) Decaying estimates in the presence of the weakly localized driver (46). Panel (a): Decay of the
density of the numerical solution for x ≥ 50 [continuous (blue) curve], against the decay of the function ρ−2(x) ∝
(
1 +
∣∣∣ xx0 ∣∣∣)−2,
with x0 ∼ 5.95 [dashed (black) curve], at t = 1.87. Algebraically decaying initial condition (50), γ = 0.01, Γ = 1, L = 400,
δx = 100, δt = 0.5. Panel (b): Same comparison as in panel (a), but for t = 4.8. Panel (c): Same as above, but for
ρ−2(x) ∝
(
1 +
∣∣∣ xx0 ∣∣∣+ x2x20 )−2 with x0 ∼ 100. Panel (d): Same as in panel (c), but for t = 4.8.
The analytically derived temporal decay rates, are proved to be very relevant in describing the decay of the numerical
solution with respect to time, as justified in Fig. 7: Panel (a) portrays the decay of the density of the center |u(0, t)|2,
for the numerical solution starting from the algebraically decaying initial condition (50). The plot verifies that
|u(0, t)|2 ∝ 1φ(t) , where φ(t) =
[
1 + (t+s0)t0
]2
, with s0 ∼ 15.7 and t0 ∼ 12 [dotted-dashed (black) curve]. Panel (b)
depicts the same comparison for the exponentially decaying initial condition (51); the density of the center decays as
|u(0, t)|2 ∝
(
1
φ(t)
)
, with s0 = 0 and t0 = 20.75. In both cases of initial conditions, the fitting curves describe in a very
good agreement the decay rate of the peaks of the temporal oscillations.
As a summary, in the case of the weakly localized forcing, we found that the solution decays both spatially and
temporarily with algebraic rates, uniformly, as predicted by the analytical estimates. In particular, for the spatial
decay, the actual decay rates are not only justified by the analytical ones in the neighborhood of the emerged PRW,
but predict accurately for large |x|, the decaying rate of the vanishing support. At the same time, the analytically
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Figure 7: (Color Online) Panel (a): Temporal decay of the density of the center |u(0, t)|2 of the numerical solution, against
the decay of the function φ−1(t) ∝
[
1 + (t+s0)
t0
]−2
, with s0 ∼ 15.7 and t0 ∼ 12 [dotted-dashed (black) curve]. Algebraically
decaying initial condition (50) and the rest of parameters as in Fig. 6. Panel (b): Same as in panel (c) but for s0 = 0, t0 = 20.75,
and the sech-profiled initial condition (51). The rest of parameters are fixed as in Fig. 6.
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Figure 8: (Color Online) Contour plots of the spatiotemporal evolution of the density in the undamped and forced limit γ = 0,
Γ = 1 for the quadratically decaying initial condition (50). The rest of parameters are fixed as in the study of Figure 1. Panel
(a): t ∈ [0, 60]. Panel (b): t ∈ [60, 100]. Panel (c): t ∈ [100, 150].
predicted decaying rates, were still found to be in a very good agreement with the numerical ones, in describing the
(decreasing in amplitude) time-oscillations of the solution.
C. Comments in the case of the undamped and driven limit (γ = 0, Γ 6= 0)
In the case of the undamped but driven limit (γ = 0, Γ 6= 0), the analytical arguments, on the uniform-in-time
estimates in the weighted norms, are not valid. Thus, we are unable to acquire estimates on the the spatiotemporal
decaying rates established in the framework of Propositions II.1 and II.2.
Despite the lack of analytic estimates, in order to study the dynamics of the system in this limit, we perform
a numerical study for γ = 0, Γ = 1, while the other parameters are fixed as in the study of Figure 1, for the
quadratically decaying initial condition (50). The results, for this parametric regime, are shown in Figure 8, depicting
the spatiotemporal evolution of the density for the time intervals [0, 60] (panel (a)), [60, 100] (panel (b)) and [100, 150]
(panel (c)), respectively. In panel (a), we observe that while the emergence of the PRW-event yet persists in this limit,
a drastic change appears in the spatiotemporal pattern if compared with the one shown panel (a) of Figure 2. Due to
the presence of solely the driver, the ”lattice” of extreme events (in the form of PRW-structures) which was partially
reminiscent of the semiclassical NLS type dynamics of [5],[6] is now replaced by an “array” of breathing modes. We
also observe the almost periodic pattern around the center, consisting of a centralized, ”hybrid” solitonic/breathing
mode surrounded by breathing-like modes which collide elastically to form a chain-like pattern. Progressively, as
shown in panel (b), the paths of the breathers forming the array are focusing towards the central structure which
gradually increases its amplitude. Finally (panel (c)), a big percentage of the energy of the surrounding modes is also
concentrated to the the central one, forming this way a dominating centralized breathing mode possessing increasing
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amplitude.
Thus, in contrast with the damped case γ > 0, the above dynamical picture suggests that the solutions become
unbounded in the absence of the damping, despite the fact that the spatiotemporally localized driver is asymptotically
vanishing.
IV. CONCLUSIONS
In this work, we have proved spatiotemporal algebraically decaying estimates for the density of the solutions of the
linearly damped nonlinear Schro¨dinger equation, in the presence of localized driving forces. The problem is endowed
with vanishing boundary conditions in the real line. The analytical results on the spatial decaying rates were derived
through an approximation scheme, which corroborates estimates in weighted Sobolev norms for an auxiliary problem
(supplemented with Dirichlet boundary conditions), in order to avoid restrictive a priori radiation assumptions. Then,
the passage to the limit, takes advantage of the independence of the constants of the usual interpolation inequalities
from the spatial interval. For the derivation of the temporal decaying estimates, we implemented in the simplified
one-dimensional set-up, a time-weighted energy method which originates from the analysis of similar questions for
the solutions of the Navier-Stokes equation.
The numerical simulations revealed that the analytically derived decaying rates proved particularly relevant, as an
attempt to rationalize the transient dynamics of the model: on the one hand, they capture the dynamics of extreme
wave events (strongly reminiscent to the Peregrine rogue wave of the integrable NLS), as spatiotemporal algebraically
localized wave forms. On the other hand, it was found that they describe, in most cases with a very good agreement,
the space-time asymptotics of the numerical solutions.
Future extensions, may consider the study of the model in higher-spatial dimensions. Such a task, may involve
interesting implications induced by the functional-analytic limitations of the phase spaces in dealing with the potential
criticality of the nonlinearity exponents. Another direction, concerns the study of the model when supplemented with
periodic boundary conditions. Such a consideration is of particular physical interest as it includes the case of initial
data vanishing on a finite background; it may non-trivially involve the impact of interpolation inequalities for periodic
functions, and the various dependencies of their optimal constants. It is also certainly relevant to study discrete
counterparts in multidimensional lattices, where the interplay of discreteness, dimensionality and nonlinearity may
give rise to fascinating dynamics [35],[36]. Relevant investigations are in progress, and outcomes will be reported in
upcoming publications.
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