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Introduction
Dans ce travail, nous conside´rons un fibre´ vectoriel holomorphe, note´ E0
sur une courbe alge´brique X , de genre g, plonge´e dans CP l. Le rang de E0 est
2 et son degre´ est quelconque note´ d. Soit En le fibre´ E0 ⊗OX(n).On munit
l’espace H0(X,OX(1)) d’une me´trique hermitienne. Le fibre´ OX(1) est muni
de la me´trique induite et note´e hOX(1). La forme volume de X , note´e ω sera
de´finie a` partir de la forme de Chern de cette me´trique et ve´rifiera
∫
X
ω = 1.
Nous pouvons munir En de me´triques compatibles avec sa structure com-
plexe et nous notons Met(En) l’ensemble de ces me´triques. Remarquons que
nous avons l’isomorphisme suivant :
Met(E0)
≃−→ Met(En)
h0 7−→ h0 ⊗ (hOX(1))⊗n =: h.
L’espace Met(En) ne de´pend pas de n via cet isomorphisme.
On conside`re aussi l’espace des me´triques que l’on pourra mettre sur Wn =
H0(X,En) note´ Met(Wn).
On remarque, par le the´ore`me de Riemann-Roch, que la dimension de l’espace
Met(Wn) augmente avec n alors que l’espace Met(En) (inde´pendant de n)
est de dimension infinie. Cela nous incite a` e´tudier les liens e´ventuels entre
les deux espaces Met(Wn) et Met(En), quand n devient grand .
De plus, les the´ore`mes de M. S. Narasimhan et C. S. Seshadri [27] et de
S.K. Donaldson [9] donnent deux crite`res de stabilite´ du fibre´ En : l’un est
alge´brique et l’autre est analytique faisant intervenir la courbure de Chern
du fibre´ (En, h), h ∈ Met(En). C’est pourquoi, on peut se poser la question
d’une caracte´risation plus alge´brique d’objets qui pour l’instant sont de´finis
de fac¸on analytique comme, par exemple, les me´triques de Yang-Mills. Ces
me´triques correspondent aux minima de la fonctionnelle suivante :
YM(D) := (R(D), R(D)) =
∫
M
< R(D), R(D) > ∗ (1),
ou` D est la connexion de Chern du fibre´ holomorphe hermitien (En, h) avec
h ∈Met(En) et R(D) la courbure de D (cf. paragraphe 2.7).
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On commence tout d’abord par relier les espacesMet(Wn) etMet(En). Pour
cela on de´finit deux morphismes (cf. p. 30 et p. 31). Le premier est :
Ln : Met(En) −→Met(Wn),
qui a` partir d’une me´trique h ∈ Met(En) fournit sa me´trique L2 dans
Met(Wn). Le second morphisme est donne´ par :
In : Met(Wn) −→ Met(En)
m 7−→ In(m)(ex, ex) = min{m(v, v)/v ∈ Wn et v(x) = ex},
avec ex ∈ Ex. L’application In de´finit donc, a` partir d’une me´trique m ∈
Met(Wn), une “me´trique induite” via les surjections que nous avons entre
Wn et le fibre´ En lorsque En est engendre´ par ses sections (ce qui est le cas
pour n assez grand).
Il est facile de voir que pour n assez grand, pour h ∈Met(En), InIn(h) est ap-
proximativement e´gal a` h a` une constante multiplicative pre`s. On peut noter
l’analogie avec le re´sultat de G. Tian [36] pour les me´triques ka¨lhe´riennes, et,
au fond, nous obtenons ainsi une ge´ne´ralisation directe du the´ore`me de Stone-
Weierstrass. Notre approche de ce re´sultat, via des sections concentre´es, est
similaire a` celle de G. Tian. Mais nous voulons approximer la me´trique de
Yang-Mills par des me´triques In(k) pour des points k de´termine´s de fac¸on
naturelle.
Pour cela nous utiliserons un travail de S.K. Donaldson [11] concernant la
construction de me´triques de Quillen sur l’espace Met(En) donnant l’e´galite´
liant Met(En) et Met(Wn) :
Normh,ω(β) = (det
Wn
(Ln(h)))
1
2 × Th(X,En),
ou` β est un e´le´ment fixe´ d’un fibre´ particulier L sur Met(En) et Th(X,En)
est la torsion analytique du fibre´ (En, h) (cf. p. 44) . Les extre´mums de
Normh,ω(β) correspondent aux me´triques de Yang-Mills et ses variations
nous fournissent la fonctionnelle de S.K. Donaldson, sur Met(En) note´eM.
En paralle`le, en s’inspirant de la caracte´risation de la stabilite´ du fibre´ En
de´crite par G. Kempf et L. Ness dans [19] et dans [26], nous introduisons la
fonctionnelle KN n sur Met(Wn) de´finie par (cf. p. 40) :
KN n :Met(Wn) −→ R
m 7−→ 1
2
ln(det
Wn
m) +
χ(n)
2r
∫
X
ln(det
En
◦In(m))ω,
ou` χ(n) est la caracte´ristique d’ Euler-Poincare´ de En. Notre but sera d’e´tudier
le comportement des fonctionnelles KN n et M. Dans cette optique, nous
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avons e´te´ amene´s a` e´tudier les variations de la torsion analytique τh(X,En) =
2 ln Th(X,En) (cf. p. 42) et cela de manie`re intrinse`que. L’e´tude de Th(X,En)
en fonction du degre´ d’un fibre´ est d’ailleurs aborde´ dans [5] mais nous en
ge´ne´ralisons l’e´tude a` des variations de me´triques hermitiennes sur le fibre´
holomorphe En. On peut remarquer que les re´sultats obtenus sont quelque
peu diffe´rents de ceux obtenus dans [5] et pre´sentent un inte´reˆt en soi. En
reprenant les de´finitions du paragraphe 4.1.1, on a :
The´ore`me . (cf. p. 101) Etant donne´es deux me´triques hermitiennes h0 et
h1 sur En, on conside`re le chemin h(u) = uh1 + (1 − u)h0 avec u ∈ [0, 1],
alors
d
du
τh(u)(X,En) = O(
1
n
)
Pour cette e´tude nous construisons ce que nous appelons des sections
“concentre´es” sur le fibre´ hermitien (En, h) . Pour cela, e´tant donne´ z0 ∈ X ,
on choisit convenablement (cf. chap 8, p. 76) une base locale holomorphe
{e1, e2} de En dans un voisinage de z0 ou` z0 ∈ X . Une section “concentre´e”
est alors une section holomorphe, projection orthogonale pour h ∈Met(En)
sur H0(X,En) de la section ge´ne´ralise´e u1 de´finie par :
u1 = δz0e1 (cf. p.82) .
Cet outil nous fournira e´galement les re´sultats suivants :
1. le calcul du noyau de l’ope´rateur correspondant a` la projection orthog-
onale pour la me´trique h des sections de En sur l’espace Wn (cf. p. 82
et p. 95),
2. l’image de h ∈Met(En) par InLn :
The´ore`me . (cf. p. 103) Soit (En, h) un fibre´ holomorphe hermitien
sur X, on a :
h−1InLn(h) =
π
n2
(RC(OX(n)IdE0−RC,h(E0)IdOX(n)+rIdEn)+O(
1
n3
).
Pour les notations on regardera p. 55.
Ce the´ore`me nous permet alors d’e´tablir le lien entre les deux fonctionnelles
M et KN n :
The´ore`me . (cf. p. 47) ∃C , ∀h, k ∈Met(En, C4)
|(M−KN n ◦ Ln)(h)− (M−KN n ◦ Ln)(k)| ≤ C
n
.
6
Soit maintenant U un compact de Met(En, C
4) donne´. On de´montre
e´galement que pour n assez grand, si m est un extre´mum de KN n|Ln(U)
alors m est l’image d’un minimum local deM. En particulier, si le minimum
de Yang-Mills est contenu dans U alors le minimum de KN n|Ln(U) pour n
assez grand correspond au minimum de Yang-Mills. Plus pre´cise´ment, on a
le the´ore`me suivant :
The´ore`me . (cf. p. 47)
Soit En un fibre´ stable sur X. Soit U un compact convexe donne´ de
Met(E,C4). Supposons que hYM , la me´trique de Yang-Mills(elle existe car
En est stable), appartienne a` U . On a alors :
∀ε > 0 ∃nU , ∀n ≥ nU ,
il existe m extre´mum de KN n|Ln(U) et
‖hYM − c.In(m)‖L21(Met(E)) ≤ ε,
avec c = n
π
(1 +O(1)).
Notre projet de recherche consiste a` ge´ne´raliser ce re´sultat en utilisant
non pas un minimum de KN n sur Ln(U) mais le minimum de KN n sur tout
Wn . On peut songer a` une e´criture algorithmique de ce processus. En effet si
on se donne un nombre suffisant de points sur X , on peut alors rechercher le
minimum de KN , via le calcul de de´terminants, et en de´duire qu’il provient
approximativement d’un minimum de Yang-Mills sous de bonnes conditions.
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Premie`re partie
Stabilite´ : deux approches
8
Introduction
Dans la suite du texte et sauf mention contraire X de´signe une courbe
alge´brique lisse compacte projective sur C ou de fac¸on e´quivalente un surface
de Riemann compacte lisse. Dans ce cas X pourra eˆtre conside´re´e comme une
varie´te´ ka¨lhe´rienne et on notera ω la forme ka¨lhe´rienne associe´e a` la structure
riemannienne g. La varie´te´ vue comme varie´te´ ka¨lhe´rienne sera note´e (X,ω)
et vue comme varie´te´ riemannienne, (X, g).
On s’inte´resse a` des fibre´s vectoriels sur X . Ils seront conside´re´s holomorphes
si cela n’est pas pre´cise´. On notera deg E le degre´ et rg E son rang . On
prendra en ge´ne´ral deg E = d et on se limitera au cas ou` rg E = 2. La
dimension de H0(X,E) sera note´e p.
Cette partie est consacre´e a` deux approches diffe´rentes de la stabilite´.
Le premier chapitre traite de l’aspect alge´brique de la stabilite´. Apre`s avoir
donne´ quelques unes des proprie´te´s des fibre´s stables, nous rappelons les
re´sultats de M. S. Narashiman et C. S. Seshadri. Ensuite, nous nous inte´ressons
a` la caracte´risation de la stabilite´, via un produit de grassmanniennes, pre´ambule
a` la construction dans la deuxie`me partie de la fonctionnelle de G. Kempf et
L. Ness. Dans le second chapitre, le coˆte´ ge´ome´trie analytique est de´veloppe´.
Apre`s quelques de´finitions sur la courbure, quelques ge´ne´ralite´s sur l’espace
des connexions et la de´finition de la fonctionnelle de Yang-Mills, nous finis-
sons par la relecture d’une caracte´risation des fibre´s stables par S. K. Don-
aldson dans [9]. Cela nous conduit au the´ore`me suivant :
The´ore`me . (cf. p. 25) Un fibre´ holomorphe, inde´composable, E sur X est
stable si et seulement il y a sur E une connexion unitaire tel que sa courbure
centrale satisfasse
∗F = −2πiµ(E) avec µ(E) = deg E
rg E
.
Cette connexion est unique a` isomorphisme pre`s.
Nous donnons une esquisse de la de´monstration de ce the´ore`me qui fait
intervenir une fonctionnelle sur l’espace des connexions du fibre´ E, note´e ici
J qui sert de base a` la fonctionnelle de S.K. Donaldson de´finie dans la partie
deux (cf. paragraphe 3.2.6) et note´e M.
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Chapitre 1
Fibre´s stables et espace de
module
1.1 Fibre´s stables
Nous notons par la suite les fibre´s vectoriels par des lettres baˆtons et
les faisceaux par des lettres curvilignes. Nous rappelons e´galement que nous
attachons a` la courbe X le faisceau OX . Apre`s avoir de´fini un plongement,
note´ θ, dans Pl, pour un l donne´ (Pl e´tant muni si ne´cessaire de sa me´trique
de Fubini-Study (cf. [15]), nous de´finissons les faisceaux OX(d) et ce quelque
soit d appartenant a` Z. Soit X une varie´te´ complexe de dimension complexe
un i.e une surface de Riemann compacte. Soit E un fibre´ holomorphe de rang
r sur X. On pose :
deg E = deg E = c1(E),
avec c1(E) la premie`re classe de Chern de E.
De´finition 1.1.1. On de´finit la pente du fibre´ E par :
µ(E) = c1(E)/ rg (E).
De´finition 1.1.2. E est stable (resp. semi-stable ) si pour tout sous fibre´
E’ propre de E avec 0 < rg E ′ < rg E on a :
µ(E ′) < µ(E)
(resp. µ(E ′) ≤ µ(E)).
Les proprie´te´s usuelles sont regroupe´es dans la proposition suivante :
Proposition 1.1.3. 1. Tout fibre´ en droite est stable.
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2. Si F est stable et L est un fibre´ en droite alors F ⊗ L est stable.
3. Si F1 et F2 sont stables et µ(F1) = µ(F2) alors tout homomorphisme
non nul h : F1 −→ F2 est un isomorphisme.
4. Tout fibre´ vectoriel stable est simple .
5. Soit F un fibre´ semi-stable sur X de rang r et de degre´ d. Supposons
que d ≥ r(2g − 1), alors
(a) H1(F ) = 0,
(b) F est engendre´ par ses sections.
De´monstration .
1. est e´vidente
2. Comme
deg(F ⊗ L) = deg(F ). rg (L) + deg(L). rg (F ) ,
on obtient le re´sultat.
3. Conside´rons un morphisme de faisceaux :
h : F1 −→ F2
et soit les sous fibre´s G1 et G2 associe´s respectivement a` ker h et imh
respectivement. On a alors :
rg (F1) = rg (G1) + rg (G2)
deg(F1) = deg(ker h) + deg(imh)
≤ deg(G1) + deg(G2)
≤ rg (G1).µ(F1) + rg (G2).µ(F2)
= ( rg (G1) + rg (G2)).µ(F1) = deg(F1),
On en de´duit que ker h = 0 et imh = F2
4. Supposons que F soit stable et conside´rons un endomorphisme
h : F −→ F.
Prenons un point x ∈ X . On a alors une application line´aire :
hx : Fx −→ Fx.
Soit λ une valeur propre de hx. Alors h−λIdF n’est pas un isomorphime.
Donc d’apre`s (3) h− λIdF = 0, c’est a` dire h = λIdF .
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5. (a) Supposons que H1(X,F) 6= {0} alors par dualite´ il existe un mor-
phisme de faisceau non nul :
h : F −→ ωX ,
ou` ωX est le fibre´ en droite canonique de X. Le sous fibre´ G de F
engendre´ par ker h a pour rang r − 1 et
deg(G) ≥ deg(ker h) ≥ deg(F)− deg(ωX) = d− (2g − 2).
Puisque F est semi-stable on a :
r(d− (2g − 2)) ≤ r. deg(G) ≤ (r − 1)d ,
donc
d ≤ r(2g − 2)
d’ou` la contradiction.
(b) Soit x ∈ X et conside´rons la suite exacte :
0 −→ mx.F −→ F −→ Fx −→ 0 (1.1)
ou` mx est le faisceau des ide´aux de´finis au point x, Fx le fais-
ceau de torsion avec pour support x. Nous voulons de´montrer que
l’application induite :
H0(X,F) −→ H0(X,Fx)
est toujours surjective. D’apre`s la suite exacte longue associe´e a`
la suite 1.1, il suffit de montrer que
H1(X,mx.F) = {0}.
Comme mx est sans torsion il est localement libre. On peut con-
side´rer le fibre´ en droite associe´ Lx. Alors, d’apre`s (2), F ⊗Lx est
semistable. De plus e´tant donne´ la suite exacte suivante :
0 −→ mx −→ OX −→ k −→ 0
on a : deg(Lx) = deg(mx) = −1. Donc :
deg(F ⊗ Lx) = d− r > r(2g − 2).
D’ou` d’apre`s ce qui pre´ce`de :
H1(mx.F) = H1(F ⊗ Lx) = 0.

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1.2 Re´sultats de M. S. Narasimhan et C. S.
Seshadri
On rapelle brie`vement les re´sultats expose´s dans [27] qui fournit un crite`re
de stabilite´. On conside`re maintenant une surface de Riemann compacte X
de genre g ≥ 2. Soit n ∈ N et q ∈ Z tel que −n < q ≤ 0. Soit π un
groupe discret agissant effectivement, proprement et holomorphiquement sur
le disque unite´ Y , de telle sorte que Y/π = X . On suppose e´galement que la
projection naturelle
p : Y −→ X
est ramifie´e au dessus d’un point x0 ∈ X de degre´ n et non ramifie´e ailleurs.
Soient y0 ∈ p−1({x0}) et τ = τ(q) le caracte`re du groupe d’isotropie πy0 de
π tel que l’entier associe´ a` τ soit −q. On a alors le the´ore`me suivant :
The´ore`me 1.2.1. [27] Un fibre´ vectoriel holomorphe F de rang n et de
degre´ q sur X est stable si et seulement si F est isomorphe a` pπ∗ (E) ou` E est
un π-fibre´ spe´cial sur Y de type τ(q) tel que la repre´sentation :
ρ : π −→ GL(n,C) ,
a` laquelle E est associe´, soit irre´ductible et unitaire.
Nous donnons les de´finitions ne´cessaires a` la compre´hension du the´ore`me
1.2.1.
De´finition 1.2.2. Soit ρ : π −→ GL(n,C) une repre´sentation. Alors π
ope`re sur le fibre´ trivial Y × Cn par (y, v)  (γy, ρ(γ)v) y ∈ Y, v ∈
Cn , γ ∈ π. On appelle π-fibre´ le fibre´ associe´ a` la repre´sentation ρ.
De´finition 1.2.3. Soit ρ : π −→ GL(n,C) une repre´sentation. Elle est dite
de type τ si ∀γ ∈ πy0 ρ(γ) = τ(γ)Id. Si de plus ρ : π −→ U(n) elle est dite
unitaire de type τ .
De´finition 1.2.4. un π-fibre´ E sur Y est un π-fibre´ spe´cial de type τ si E
est associe´ a` une repre´sentation ρ : π −→ GL(n,C) de type τ .
De´finition 1.2.5. Soit E un π-fibre´ de rang n sur Y et E le faisceau associe´.
Alors π agit sur E et donc sur l’image directe p∗(E). On conside`re donc le sous
faisceau, note´ pπ∗ (E), de p∗(E), forme´ des e´le´ments invariants sous l’action
de π. pπ∗ (E) est un sous faisceau localement libre de OX-module de rang n.
On note pπ∗ (E) le fibre´ associe´. On a donc un foncteur p
π
∗ de la cate´gorie des
π-fibre´s sur Y vers la cate´gorie des fibre´s vectoriels sur X.
Un corollaire de ce the´ore`me est :
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Proposition 1.2.6. Un fibre´ vectoriel de degre´ ze´ro sur X est stable si et
seulement si il provient d’une repre´sentation irre´ductible unitaire du groupe
fondamental de X, π1(X).
Remarque . On e´tend le the´ore`me pre´ce´dent pour les fibre´s de tout degre´
en remarquant qu’il existe un fibre´ en droite L, de´pendant de n et de q tel
que −n < deg(F ⊗ L) ≤ 0.
1.3 Sche´ma de Hilbert et produit de grass-
maniennes
On pourra consulter [33] et [23].
Dans ce paragraphe nous nous inte´ressons a` la correspondance entre les points
d’un sche´ma de Hilbert qui correspondent aux fibre´s stables et des points,
stables pour l’action du groupe SL(p), d’un produit de grassmaniennes .
Proposition 1.3.1. [23] Soit F un faisceau cohe´rent sur X. Les quotients
de F qui ont un polynoˆme de Hilbert fixe´ P sont parame´trise´s par les points
d’un sche´ma projectif de type fini note´ Q(F/P ). De plus il existe un faisceau
cohe´rent U sur Q(F/P ) × X et un morphisme surjectif, p∗2 : F −→ U , tel
que U est plat sur Q(F/P ) et “universel”.
Dans notre cas on prend p ≥ 1 :
F = OpX et P (m) = p+ rm .
De´finition 1.3.2. [23] On note Uq, q ∈ Q(F/P ), le faisceau cohe´rent sur
X induit par U restreint a` {q}×X. On conside`re les points q de Q(F/P ) tel
que :
1. Uq soit localement libre.
2. H0(F) −→ H0(Uq) est un isomorphisme ∀q ∈ Q(F/P )
On notera R cet ensemble.
Remarque . Le choix du polynoˆme de Hilbert P et la de´finition pre´ce´dente
implique
∀q ∈ Q(F/P ) H1(Xq,Uq) = 0 .
Remarque . Vues les hypothe`ses, le rang de Uq est r, son degre´ est p −
(r(1− g)) et h0(Xq,Uq) = p . En fait le choix du polynoˆme de Hilbert P est
fait de telle sorte que Uq est ces caracte´ristiques en commun avec E.
Remarque . Si on identifie le groupe GL(p) avec le groupe des automor-
phismes de OpX , alors GL(p) agit sur Q(F/P ) et sur U . De plus cette action
induit une action de PGL(p) sur Q(F/P ) mais pas sur U (car λ × Id agit
sur U en multipliant par λ).
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The´ore`me 1.3.3. [33] On a :
1. R est un ouvert PGL(p)-invariant de Q(F/P ) et U|R×X est localement
libre. Il correspond donc a` un fibre´ U sur R×X.
2. Uq1
∼= Uq2 si et seulement si q1 et q2 appartiennent a` la meˆme orbite
sous l’action de PGL(p).
3. ∀q ∈ R le stabilisateur de q sous l’action de PGL(p) est isomorphe au
quotient Aut(Uq)/{λ× Id}.
Proposition 1.3.4. R est un sous-sche´ma ouvert lisse de dimension p2 +
r2(g − 1).
On conside`re maintenant l’ensemble Rss(resp. Rs) des points de R tels
que Uq soit semi-stable (resp. stable).
Comme pour tout x appartenant a` X le fibre´ U|R×{x} peut eˆtre regarde´
comme une famille de quotients de dimension r de l’espace vectoriel H0(OpX)
(de dimension p), on peut construire le morphisme suivant, en notant Hp,r :=
Grass(p, r) :
ψx : R −→ Hp,r, de´fini par :
q 7→ ψx(q) = (Uq)x.
ψx est un PGL(p)-morphisme i. e. ψx(g.q) = g.ψx(q) ∀g ∈ PGL(p). Prenons
ensuite une suite de points x1, x2 . . . xs de X . On peut donc de´finir :
ψ : R −→
i=S∏
i=1
(Hp,r)i de´fini par
q 7→ ψ(q) = ((Uq)x1, (Uq)x2 , . . . , (Uq)xs).
Ce morphisme est aussi un PGL(p)-morphisme. On a alors le the´ore`me suiv-
ant qui nous sera utile pour la construction de la fonctionnelle de Kempf et
Ness (cf. paragraphe 3.3.2 ). :
The´ore`me 1.3.5. [33] Pour r fixe´, il existe d0 ∈ N tel que ∀d > d0 , il existe
une suite de s := s(d) points telle que le morphisme ψ : R −→
i=s∏
i=1
(Hp,r)i =: Z
ve´rifie :
1. ψ est injective.
2. Rss = ψ−1(Zss).
3. Rs = ψ−1(Zs).
4. ψ : Rss −→ Zss est propre.
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Ici l’action conside´re´e sur Z est celle de SL(p) et, comme pour Rs et Rss,
les notations Zs et Zss de´signent les les points stables ou semi-stables de Z
comme de´fini dans [23].
On peut caracte´riser la stabilite´ sur Z de la fac¸on suivante :
Proposition 1.3.6. Soit v = (v1, v2, . . . , vs) ∈ Z. On pose,
δ(D) =
i=s∑
i=1
(
dimπi(D)
dimD
− r
p
), D ⊂ H0(OpX)
ou` πi correspond a` la projection sur (Hp,r)i. Alors,
v est stable (resp. semi− stable)
si et seulement si
∀D sous-espace propre de H0(OpX), δ(D) > 0 (resp. ≥ 0) .
Meˆme si cela n’intervient pas par la suite, nous remarquons que le the´ore`me
pre´ce´dent nous permet de construire la varie´te´ des modules de fibre´s stables
qui correspond au quotient ge´ome´trique par PGL(p) de Rs. La varie´te´ Rss
n’admettant quant a` elle, qu’un bon quotient par PGL(p) qui est une varie´te´
projective. Pour les de´finitions de bon quotient et de quotient ge´ome´trique
on consultera [28] p. 70. On rappelle qu’un quotient ge´ome´trique est un bon
quotient qui est aussi un orbi-espace. On a e´galement le re´sultat suivant :
The´ore`me 1.3.7. Il existe un espace de module grossier pour les fibre´s vec-
toriels de rang r et de degre´ d. Cet espace a une compactification naturelle
en une varie´te´ projective note´e M(r, d) avec dim(M(r, d)) = r2(g − 1) + 1.
Dans la seconde partie, cette construction pre´cise´e ici et plus partic-
ulie`rement le the´ore`me 1.3.5, nous permettra d’e´tablir une de´finition de la
fonctionnelle de G. Kempf et L. Ness .
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Chapitre 2
Espace des connexions sur E et
fibre´s de Yang-Mills
On pose :
C∞(X,ΛqT ∗X ⊗ F ) = Ωq(F )
avec F un fibre´ sur X . Nous introduisons les notations qui nous serons utiles
par la suite .
2.1 Connexion et courbure
Soit E un fibre´ vectoriel C∞ sur X de rang r et de degre´ d (ici on con-
side`rera une varie´te´ X complexe ou re´elle de dimension n, e´tant entendu que
le cas qui nous inte´resse est celui qui correspond a` une varie´te´ complexe de
dimension complexe 1).
De´finition 2.1.1. Une connexion D sur E est un ope´rateur diffe´rentiel
line´aire D tel que :
D : C∞(X,ΛqT ∗X ⊗E) −→ C∞(X,Λq+1T ∗X ⊗ E) avec ,
D(α ∧ u) = dα ∧ u+ (−1)deg αα ∧Du (Re`gle de Leibnitz)
ou` α ∈ C∞(X,Λq+1T ∗X) et u ∈ C∞(X,ΛqT ∗X).
Remarque .
On notera ▽E la de´rive´e covariante de E de´finie par D et e´galement ▽h
la de´rive´e covariante de (E, h).
Supposons de plus que E soit muni d’une me´trique h, hermitienne (ou eucli-
dienne ), ce que l’on notera (E, h) et soit un champ de repe`res C∞, (eλ)λ=1..r
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de E. Nous avons alors l’accouplement sesquiline´aire (ou line´aire) canonique :
C∞(X,ΛpT ∗X ⊗E)× C∞(X,ΛqT ∗X ⊗E) −→ C∞(X,Λp+qT ∗X ⊗ C)
(u, v) 7−→ {u, v}
ou`
{u, v} =
r∑
λ,µ=1
uλ ∧ vµ < eλ, eµ >h si X est re´elle
et
{u, v} =
r∑
λ,µ=1
uλ ∧ v¯µ < eλ, eµ >h si X est complexe .
On a pose´ :
u =
r∑
λ=1
uλ ⊗ eλ
v =
r∑
µ=1
vµ ⊗ eµ
De´finition 2.1.2. Soit D une connexion sur E. Si
d{u, v} = {Du, v}+ (−1)deg u{u,Dv}
alors
– D est dite euclidienne , si h euclidienne . Nous parlerons dans ce cas
de fibre´ euclidien (E, h),
– D est dite hermitienne , si h hermitienne. (E, h) sera dit fibre´ hermi-
tien.
Si maintenant le fibre´ E est holomorphe sur X , varie´te´ complexe, on a :
De´finition 2.1.3. Une connexion D est compatible avec la structure holo-
morphe si et seulement si
∀s ∈ C∞(X, T ∗X ⊗E) D′′s = ∂¯s ,
ou` D
′′
est la (0, 1)-composante de D.
De´finition 2.1.4. Une connexion D est dite de Chern si elle ve´rifie les
de´finitions 2.1.2 et 2.1.3.
Proposition 2.1.5. [22] La connexion de Chern D sur un fibre´ holomorphe
hermitien (E, h) existe et est unique.
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On reprend le cas d’un fibre´ vectoriel C∞ sur X .
De´finition 2.1.6. On appelle courbure de la connexion D, la 2-forme R(D)
a` valeurs dans End(E) = E ⊗ E∗ de´finie par :
R(D) : C∞(X, T ∗X ⊗ E) −→ C∞(Λ2T ∗X ⊗ E)
R(D) = D ◦D.
On omettra de pre´ciser la connexion en question si le contexte est suff-
isamment clair. Lorsqu’il s’agira de la courbure de la connexion de Chern du
fibre´ (E, h), nous utiliserons e´galement la notation Rh(E).
De´finition 2.1.7. Une connexion D sur E est dite plate si R = 0
Proposition 2.1.8. Soit D la connexion de Chern d’un fibre´ holomorphe
hermitien (E, h) de rang r sur X. On a alors la de´composition suivante pour
une trivialisation donne´e φ : E|U
∼−→ U × Cn :{
D
′
u =|φ ∂u +H
−1∂H ∧ u
D” =|φ ∂¯u
ou` u ∈ C∞(X,E) et H = (hλµ¯) avec hλµ¯ = h(eλ, eµ) avec (eλ)λ=1..r repe`re
holomorphe local .
Remarque .
1. Plus ge´ne´ralement on a D =|φ d+ A avec
– si E est un fibre´ vectoriel sur X , varie´te´ re´elle, A ∈ C∞(gl(r,R)⊗
T ∗X|U) ou` gl(r,R) correspond a` l’alge`bre de Lie de GL(r,R),
– si E est un fibre´ vectoriel complexe sur X , varie´te´ complexe,
A ∈ C∞(gl(r,C)⊗ T 1,0X|U) ou` gl(r,C) correspond a` l’alge`bre de
Lie de GL(r,C),
– si E est un fibre´ vectoriel varie´te´ re´elle X , muni d’une me´trique
h, et D euclidienne pour le fibre´ (E, h) , A ∈ C∞(o(r,R)⊗T ∗X|U)
ou` o(r,R) correspond a` l’alge`bre de Lie de O(r,R),
– si D est la connexion de Chern du fibre´ (E, h) sur la varie´te´ com-
plexe X , A ∈ C∞(u(r)⊗ T 1,0X|U).
La diffe´rence de deux connexions est donc un objet de Ω1(gl(E)) et si
il s’agit de fibre´ (E, h) euclidien (resp. holomorphe hermitien) elle est
dans Ω1(o(E)) (resp. Ω1,0(u(E))).
De plus
R(D) =|φ dA+ A ∧ A.
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2. La courbure R associe´e a` une connexion D compatible avec la structure
holomorphe d’un fibre´ E sur X est une (1, 1)-forme a` valeurs dans
End(E) et dans ce cas
R(D) =φ D
′ ◦D” +D” ◦D′
ou` D
′
est la (1, 0)-composante de D. D’apre`s la premie`re remarque
R(D) = dA+ A ∧ A =|φ H−1∂¯∂H +H−1∂H ∧H−1∂¯H
en utilisant les notations de la proposition 2.1.8.
3. Dans le cas d’une connexion de Chern D sur un fibre´ holomorphe her-
mitien (E, h), la courbure R ve´rifie que
iR(D) ∈ C∞(X,Λ1,1T ∗X ⊗Herm(E,E)).
Ici iHerm(E,E) correspond e´galement a` Ad(E) et a` u(E), c’est a` dire
aux endomorphismes hermitiens du fibre´.
Proposition 2.1.9. [17] La courbure R d’une connexion D d’un fibre´ E sur
X satisfait la seconde identite´ de Bianchi i. e
DR = 0.
2.2 Fibre´s Einstein-Hermite
Nous nous plac¸ons jusqu’a` la fin du paragraphe sur une varie´te´ ka¨lhe´rienne
X de dimension re´elle n ou` n = 2m. Soit E un fibre´ holomorphe sur X de
rang r. Soit h une me´trique sur E. Soit (eλ)λ=1..r un champ de repe`re sur E
et (z1, z2, .., zm) est un syste`me de coordonne´es de X . On note :
hλµ¯ = h(eλ, eµ) et g =
∑
gij¯dz
i ⊗ dz¯j .
La courbure Rh = (R
µ
λ) ∈ C∞(End(E)⊗Λ2T ∗X) s’e´crit par rapport a` (eλ) :
R(eλ) =
∑
µ=1..r
Rµλeµ et R
µ
λ =
∑
i,j=1..m
Rµ
λij¯
dzi ∧ dz¯j .
La courbure peut se de´composer en deux composantes dont l’une a pour
de´finition suivante :
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De´finition 2.2.1. La courbure centrale K de (E, h) est de´finie par :
Kµλ =
∑
gij¯Rµ
λij¯
:= trg(R).
Alors (Kµλ ) de´finit un endomorphisme K sur E.
Remarque . Si on prend E = TM le fibre´ tangent holomorphe et h = g
alors
K = ricX
est la courbure de Ricci de X.
De´finition 2.2.2. Un fibre´ (E, h) sur (X,ω) satisfait la condition Einstein
faible si
K = ϕIE
ou` ϕ est une fonction re´elle .
Si de plus ϕ = cste alors le fibre´ (E, h) est dit Einstein Hermite ou Yang-
Mills Hermite.
Remarque . Si (E, h) est Yang-Mills Hermite alors la constante ϕ est e´gale
a`
ϕ =
2
vol(X)
.
deg(E)
rg (E)
.
Remarque . Si X est une courbe alge´brique on a alors : g = g11dz ∧ dz¯.
Ainsi, Kλµ = g
11Rµλ11. Donc la courbure centrale est toute la courbure et il
n’y a qu’une composante.
Cette notion de fibre´ Yang-Mills Hermite sera utile dans la deuxie`me partie
avec l’introduction de la fonctionnelle de Donaldson.
2.3 Ge´ne´ralite´s sur l’espace des connexions
sur E
Apre`s les rappels du paragraphe pre´ce´dent, nous e´tudions l’espace des
connexions d’un fibre´ E holomorphe. On se place donc dans le cas ou` X est
une surface de Riemann. Soit Dα, Dβ deux connexions sur un fibre´ E qui sont
hermitiennes. Nous avons remarque´ (cf. paragraphe 2.1) que la diffe´rence de
Dα et de Dβ e´tait une 1−forme a` valeurs dans u(E). Donc, si on conside`re
l’ensemble des connexions sur E, que l’on notera A, il s’agit d’un espace affine
de direction vectorielle Ω1(u(E)) ou` Ω1(u(E)) de´signe l’espaces des sections
C∞ de u(E)⊗ T ∗X . On munit A d’une me´trique et la forme associe´e de´finie
par
ωA(D1, D2) =
1
4π2
∫
X
tr(D1 ∧D2) ∀D1, D2 ∈ TA
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en fait un espace symplectique. Regardons, dans le paragraphe suivant, l’ac-
tion du Groupe de Jauge.
2.4 Groupe de Jauge
Soit GL(E), le fibre´ des automorphismes line´aires complexes du fibre´ E
holomorphe sur X . Nous de´finissons le Groupe de Jauge par
G = {s ∈ C∞(GL(E))/ts¯s = idE}.
Soit D ∈ A avec D = ∂¯ + ∂, la de´composition habituelle. L’action de s ∈ G
note´e s∗(D) = s−1 ◦D ◦ s est donne´e par :{
∂¯s(D) = s
−1∂¯Ds
−1
∂s(D) = (
ts¯)∂D(
ts¯)−1.
Les e´le´ments de ce groupe correspondent aux isome´tries de la me´trique
mise sur A.
Par ailleurs le groupe
GC = C∞(GL(E))
agit aussi sur A de la fac¸on suivante :{
∂¯g(D) = g
−1∂¯Dg
∂g(D) = (g
∗)∂(g∗)−1
avec g ∈ GC et D ∈ A.
L’action du groupe GC ne pre´serve pas la me´trique mise sur A. Cependant
deux connexions de´finissent des structures holomorphes isomorphes pour E
si et seulement si elles sont dans la meˆme orbite sous l’action de GC. En effet
par de´finition deux ope´rateurs ∂¯1 et ∂¯2 de´finissent des structures isomorphes
si elles sont conjugue´es par un e´le´ment de C∞(GL(E)).
2.5 Ope´rateur ∗E
Nous conside´rons pour commencer une varie´te´ riemanienne oriente´e com-
pacte lisse (X, g) de dimension re´elle m. On de´finit un ope´rateur line´aire ∗
sur ΛpT ∗xX de la fac¸on suivante :
∗ : ΛpT ∗xX −→ Λm−pT ∗xX avec
fi1 ∧ . . . ∧ fip 7−→ fj1 ∧ . . . ∧ fjm−p
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de telle sorte que (fi1 , . . . , fip , fj1, . . . , fjm−p) soit un base oriente´e positive.
On conside`re maintenant une varie´te´ compacte ka¨lhe´rienne de dimension n
ou` 2n = m. On conside`re aussi un fibre´ holomorphe hermitien E sur X . Soit
τ : E −→ E∗ isomorphisme de fibre´s de´fini via h. On de´finit alors,
∗E : C∞(ΛpT ∗cX ∧ E) −→ C∞(Λ2n−pT ∗cX ∧ E∗) avec
∗¯E(φ⊗ e) = ∗φ¯⊗ τ(e) pour e ∈ Ex et φ ∈ C∞(Λ2n−pT ∗c,xX).
Remarque . On de´finit donc sur (X, g) une me´trique sur les q-formes en
posant : < µ1, µ2 >g= ∗(µ1 ∧ ∗µ2). On a e´galement
∗(1) = (det(gij¯))
1
2dx1 ∧ . . . ∧ dxm
c’est a` dire la forme volume.
2.6 Ope´rateur de Laplace-Dolbeault
Soit D une connexion d’un fibre´ E. On de´finit formellement l’adjoint de
D par :
D∗ = − ∗D∗
ainsi que dans le cas d’un fibre´ holomorphe hermitien (E, h) l’adjoint de ∂¯.
∂¯∗h = − ∗E∗ ∂¯ ∗E .
On de´finit enfin l’ope´rateur de Laplace Dolbeaut par :
∆∂¯ = ∂¯
∗
h∂¯ + ∂¯∂¯∗h.
2.7 Fonctionnelle de Yang-Mills
SoitX , une varie´te´ complexe, (E, h) un fibre´ hermitien holomorphe surX .
Nous pre´cisons d’abord le produit hermitien sur C∞(X,ΛpT ∗X⊗Herm(E,E)).
Proposition 2.7.1. Soient A,B ∈ u(n) on de´finit un produit hermitien sur
u(n) graˆce a` :
A.B = −tr(A.B¯).
Cela de´finit un produit hermitien dans Herm(E,E).
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De´finition 2.7.2. (cf p. 23) Le produit hermitien dans les fibres de ΛpT ∗X⊗
Herm(E,E) est le suivant :
< µ1 ⊗ ω1, µ2 ⊗ ω2 >= µ1.µ2 < ω1, ω2 >g
ou` µ1 ⊗ ω1, µ2 ⊗ ω2 ∈ Herm(Ex, Ex)⊗ ΛpT ∗xX ∀x ∈ X.
Cela induit donc un produit L2 dans C∞(X,ΛpT ∗X ⊗Herm(E,E)) :
(µ1 ⊗ ω1, µ2 ⊗ ω2) =
∫
X
< µ1 ⊗ ω1, µ2 ⊗ ω2 > ∗(1).
On peut maintenant de´finir la fonctionnelle de Yang-Mills.
De´finition 2.7.3. Soient X une varie´te´ ka¨lhe´rienne compacte (E, h) un
fibre´ hermitien holomorphe dont la courbure de Chern est R(D). La fonc-
tionnelle de Yang-Mills est de´finie par
YM(D) := (R(D), R(D)) =
∫
X
< R(D), R(D) > ∗(1).
Proposition 2.7.4. Une connexion D est de Yang-Mills si elle est station-
naire pour YM(D) c’est a` dire quelle ve´rifie :
D ∗R(D) = 0.
Dans ce cas le fibre´ (E,D) est dit fibre´ de Yang-Mills.
De´monstration . Comme l’espace de connexions compatibles avec la me´trique
du fibre´ (E, h) sur X sur E est un espace affine modele´ sur Ω1(u(E)), la
diffe´rence de deux connexions compatibles est un e´le´ment de Ω1(u(E)). Il
s’ensuit que pour e´tudier les points critiques de YM on regarde :
Pour A ∈ Ω1(Ad(E)), s ∈ Γ(E),
R(D + tA)(s) = (D + tA)(D + tA)(s)
= D2s+ tD(As) + tA ∧Ds+ t2(A ∧ A)s
= (R(D) + t(DA) + t2(A ∧A))s
car D(As) = (DA)s−A ∧Ds On obtient donc :
d
dt
YM(D + tA)|t=0 =
d
dt
∫
X
< R(D + tA), R(D + tA) > ∗(1)|t=0
= 2
∫
X
<
d
dt
(R(D) + t(DA) + t2(A ∧A)), R(D + tA)|t=0 > ∗(1)
= 2
∫
X
< DA,R(D) > ∗(1)
= 2(DA,R(D)).
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D’ou`,
d
dt
YM(D + tA)|t=0 = 0⇔ D∗R(D) = 0. 
The´ore`me 2.7.5. La fonctionnelle de Yang-Mills est invariante sous l’ac-
tion du groupe de Jauge G. De plus, ∀s ∈ G, si D est une connexion de
Yang-Mills alors s∗(D) = s−1 ◦D ◦ s est aussi une connexion de Yang-Mills.
De´monstration . Soit s ∈ G, s agit sur l’espace des connexions sur E de
la fac¸on suivante :
s∗(D) = s−1 ◦D ◦ s
on a donc
s∗R(D) = s−1 ◦D ◦ s ◦ s−1 ◦D ◦ s
= s−1 ◦R(D) ◦ s
Comme de plus s est un automorphisme du fibre´ (E, h) qui est une isome´trie
pour < ., . > il s’ensuit :
< s∗R(D), s∗R(D) >=< R(D), R(D) >

2.8 Relecture du the´ore`me de M. S. Narasimhan
et C. S. Seshadri par S.K.Donaldson
Dans [9], S. K. Donaldson a e´tabli un the´ore`me liant les fibre´s stables
et les fibre´s dont la courbure centrale est constante. Pour cela il utilise une
fonctionnelle note´e ici J qui correspond pour les fibre´s de degre´ ze´ro et de
rang deux a` la fonctionnelle de Yang-Mills. Elle pre´figure la fonctionnelle que
nous appelons fonctionnelle de S.K. Donaldson et noteronsM (cf. paragraphe
3.2.6). Voici donc le the´ore`me en question.
The´ore`me 2.8.1. [9] Un fibre´ holomorphe, inde´composable, E sur X est
stable si et seulement il y a sur E une connexion unitaire D telle que sa
courbure centrale satisfasse :
∗F = −2πiµ(E) avec µ(E) = deg E
rg E
.
Cette connexion est unique a` isomorphisme pre`s.
La de´monstration , donne´e dans [9], de ce the´ore`me s’organise de la fac¸on
suivante :
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– Pour les fibre´s en droite il s’agit d’une conse´quence de la the´orie de
Hodge.
– On suppose que le re´sultat a e´te´ prouve´ pour des fibre´s de rang r − 1.
On le de´montre pour des fibre´s de rang r.
Pour cela on conside`re une suite de connexions compatibles avec la me´trique
de (E, h), fibre´ C∞, qui minimisent une fonctionnelle J de´finie par :
J(D) = N(
∗F (D)
2iπ
+
µ(E)
vol X
IdE) avec D connexion sur E,
et N(s) =
∫
X
(s∗s)
1
2 , s ∈ End(E). On extrait de cette suite une sous-suite
convergeant faiblement et on obtient deux cas :
– La connexion limite est dans l’orbite, pour l’action de GC, des connex-
ions unitaires de E. Dans ce cas, si InfJ|Orb(E) est atteint dans Orb(E),
notons le D0. Alors on montre que la courbure R(D0) de la connexion
pour laquelle le minimum est atteint ve´rifie ∗R(D0) = −2πiµ(E) et
que, quitte a` changer de jauge, elle est continue et unique a` l’action du
groupe de jauge pre`s.
– La connexion limite est dans l’orbite d’un fibre´ F distinct de E et dans
ce cas le fibre´ E n’est pas stable.
La deuxie`me situation ne se produit pas si le fibre´ est irre´ductible. Pour cela
on utilise d’abord un re´sultat de Uhlenbeck :
Proposition 2.8.2. ([37]) Supposons que (Di)i∈N soit une suite de connex-
ions unitaires L21 sur E avec ‖R(Di)‖L21 borne´e. Alors il existe une sous-suite
(Dσ(i))i∈N avec σ : N −→ N croissante et une transformation de Jauge L22,
uσ(i) telle que (uσ(i)(Dσ(i)))i∈N converge faiblement dans L
2
1.
Cela nous permet d’obtenir le re´sultat suivant :
Proposition 2.8.3. Soit E un fibre´ holomorphe sur X. Alors on a deux
cas :
– Inf J|Orb(E) est atteint dans Orb(E).
– Inf J|Orb(E) n’est pas atteint dans Orb(E). Il existe alors un fibre´ holo-
morphe F qui est de meˆme degre´ et de meˆme rang que E mais tel que
F 6∼= E, Inf J|Orb(F ) ≤ Inf J|Orb(E) et Hom(E, F ) 6= 0.
Si on choisit un morphisme f non trivial de E dans F on a alors le
diagramme suivant :
0 −−−→ P −−−→
0 ←−−− N ←−−−
E −−−→ Q −−−→ 0yf yg
F ←−−− M ←−−− 0
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avec degQ ≤ degM et rg Q = rg M . Or nous avons les deux proposi-
tions suivantes :
Proposition 2.8.4. Si F est un fibre´ holomorphe sur X qui est une exten-
sion :
0 −→M −→ F −→ N −→ 0
et si µ(M) ≥ µ(F ) alors pour toute connexion unitaire D sur F on a :
J(D) ≥ J0,
avec
J0 = rg M(µ(M)− µ(F )) + rg N(µ(F )− µ(M)).
Proposition 2.8.5. Si E est un fibre´ stable et si le the´ore`me a e´te´ prouve´
pour des fibre´s de rang infe´rieur, si il existe une extension :
0 −→ P −→ E −→ Q −→ 0 ,
alors il existe une connexion D sur E telle que
J(D) < J1,
avec
J1 = rg P.µ(E) + rg Q(µ(Q)− µ(E)).
Donc si on suppose que E est stable et si le the´ore`me est prouve´ pour les
fibre´s de rang infe´rieur alors dans le cas de la seconde situation , il existe un
fibre´ F de meˆme degre´ et de meˆme rang que E avec Hom(E, F ) 6= 0 et J0 ≤
Inf J|Orb(F ) ≤ Inf J|Orb(E). Or d’apre`s la dernie`re proposition Inf J|Orb(E) <
J1 mais comme 

rg (Q) = rg (M)
rg (P ) = rg (N)
deg(Q) > deg(M)
deg(P ) < deg(N)
on a J1 ≤ J0.
Donc le deuxie`me cas ne se produit pas si E est stable.
2.9 Conclusion
Nous avons vu dans cette partie deux visions, l’une plutoˆt alge´brique et
l’autre plus analytique de la stabilite´. On va dans la prochaine partie e´tudier
plus profonde´ment les liens entre ces deux visions. Les outils mis en lumie`re
dans cette premie`re partie seront d’ailleurs utilise´s dans les deux parties
suivantes.
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Deuxie`me partie
Liens entre les espaces Met(En)
et Met(Wn) : comparaison de
me´triques
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Introduction
Nous de´signons par X une courbe alge´brique lisse compacte projective
sur C plonge´e dans CP l. On munit CP l de la me´trique classique de Fubini-
Study. On pourra conside´rer X comme une varie´te´ ka¨lhe´rienne et on notera ω
la forme ka¨lhe´rienne associe´e. On conside`re un fibre´ vectoriel holomorphe sur
X , note´ E0, de degre´ quelconque et de rang deux. Soit En le fibre´ E0⊗OX(n).
Pour comprendre les relations entre les deux caracte´risations de la stabilite´
de´crites dans la premie`re partie, nous abordons, dans cette seconde partie,
les liens qu’il y a entre l’espace des me´triques sur En, note´ Met(En) et celui
des me´triques sur H0(X,En) note´ Met(Wn).On note pn la dimension de
H0(X,En). Nous rappelons que l’espace Met(En) reste inchange´ pour tout
n, alors que Met(Wn) voit sa dimension augmenter avec n.
Nous construisons tout d’abord de fac¸on naturelle, les morphismes reliant
les deux espaces Met(Wn) et Met(En) que nous appelons In et Ln. Nous
de´crivons les objets mis en en jeu et mettons en lumie`re les deux fonction-
nelles qui vont nous inte´resser : une, analytique, de S.K. Donaldson note´eM,
ne de´pendant pas de n et de´finie sur Met(En) et l’autre, alge´brique, KN n
de´finie sur Met(Wn) et construite explicitement p. 40. L’ide´e initiale de cette
construction provient du travail de´crit au paragraphe 3.3.1. La premie`re fonc-
tionnelle permet de de´terminer les points deMet(En) qui sont des me´triques
de Yang-Mills Hermite et la seconde les fibre´s stables.
Ensuite nous examinons un coˆte´ ge´ome´trique de l’espace A des connexions
en utilisant essentiellement la construction de la me´trique de Quillen. Il en
de´coulera en fait assez naturellement le re´sultat de S.K. Donaldson donne´
dans le chapitre 4.3. Ce re´sultat relie en partie les deux espaces Met(En) et
Met(Wn) via la torsion analytique aborde´e dans le chapitre p. 41. C’est enfin
dans le dernier chapitre de cette partie que nous e´nonc¸ons et de´montrons les
re´sultats de ce travail dont un des plus inte´ressant est :
The´ore`me . (cf. p. 47) Soit En un fibre´ stable sur X. Soit U un compact
convexe donne´ de Met(E,C4). Supposons que hYM , la me´trique de Yang-
Mills (elle existe car En est stable), appartienne a` U . On a alors :
∀ε > 0 ∃nU , ∀n ≥ nU ,
il existe m extre´mum de KN n|Ln(U) et si on pose c = nπ (1 +O(1)) alors
d(hYM , cIn(m))L21(Met(En)) ≤ ε.
Autrement dit la me´trique de Yang-mills est approxime´e par des me´triques
de la forme cIn(m) ou` m ∈ Met(Wn) est un minimum de la fonctionnelle
alge´brique KNn sur Ln(U).
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Chapitre 3
L’espace des me´triques sur En
et l’espace des me´triques sur
Wn : les fonctionnelles
“alge´briques” et “analytiques ”
3.1 Morphismes entre Met(Wn) et Met(En).
On pose :
Wn = H
0(X,En)
On de´signe parMet(Wn) (respectivementMet(En)) l’ensemble des me´triques
sur l’espace Wn (resp. sur le fibre´ En). On peut remarquer que :
Met(En1) = Met(En2) ∀n1, n2 ∈ Ncf. p. 4.
Nous ne distinguerons pas ces espaces par la suite.
On s’inte´resse au passage d’une me´trique sur le fibre´ En a` une me´trique
sur H0(X,En). Pour cela nous introduisons deux ope´rateurs :
De´finition 3.1.1. On note
Ln :Met(En) −→ Met(Wn),
l’ope´rateur de´fini par :
Ln(h) =
∫
z∈X
h(., .)(z)ω ,
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avec
∀z ∈ X , h(., .)(z) : Wn ×Wn −→ C
(u, v) 7−→ hz(u(z), v(z)) .
Cette application fait correspondre a` un choix de me´trique h sur En la me´trique
L2 sur Wn de´finie par h.
Remarque . Soit E¯n le fibre´ conjuge´ du fibre´ En et W¯n l’espace conjugue´
de Wn. On conside`re l’application naturelle :
An :Wn ⊗ W¯n −→ C∞(En ⊗ E¯n).
Comme Met(Wn) ⊂W ∗n ⊗ W¯ ∗n et Met(En) ⊂ C∞(E∗n⊗ E¯∗n), l’application Ln
est la transpose´e du morphisme An. C’est un morphisme line´aire.
Maintenant, si le degre´ du fibre´ En est assez grand, alors le fibre´ En est
engendre´ par ses sections c’est a` dire nous avons le morphisme surjectif (cf.
paragraphe 3.3.2) :
Wn ⊗OX φ−→ En.
Ainsi, chaque fibre En,z avec z ∈ X du fibre´ peut eˆtre vue, via le morphisme
φz, comme quotient de l’espace vectoriel Wn. Si on se donne une me´trique
m ∈Met(Wn), φz donne une me´trique induite sur En,z. Plus pre´cise´ment on
a la de´finition suivante :
De´finition 3.1.2. Le morphisme In est de´fini de la fac¸on suivante :
In : Met(Wn) −→ Met(En)
In(m)(ez, ez) = min{m(v, v)/v ∈ Wn et v(z) = ez},
avec ez ∈ Ez, m ∈Met(Wn).
3.2 Fonctionnelles sur Met(En)
Nous commenc¸ons par fixer une application de´terminant dans Met(En).
Soit h ∈ Met(En). Pour tout z ∈ X , hz est une forme hermitienne. Par
conse´quent on peut choisir une application de´terminant,
detEn(h) : X −→ R+∗ ,
a` partir d’un choix d’un isomorphisme Λ2E ∼= OX(2dn) ou` dn = deg(En).
Dans toute la suite du texte nous prenons donc un point de re´fe´rence k0 ∈
Met(En) tel que
det
En
(k0) = 1.
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Remarquons que si on se donne h ∈ Met(En) on a alors : k−10 h = H avec H
endomorphisme autoadjoint de´fini positif du fibre´ En. Il ve´rifie :
∀u, v ∈ En < Hu, v >k0=< u, v >h
Nous avons de´fini dans la premie`re partie la fonctionnelle de Yang-Mills note´e
YM invariante sous l’action du groupe de Jauge G mais pas sous l’action
du groupe complexifie´ GC (cf. p. 24). Nous de´finissons maintenant d’autres
fonctionnelles sur Met(En).
3.2.1 La fonctionnelle de Donaldson M
On pourra consulter [11] ou [25].
Morphisme de Chern-Weil.
Soit En un fibre´ vectoriel holomorphe de rang r sur X . Le cas qui nous
inte´resse est r = 2, mais les de´finitions qui suivent restent valables pour r
quelconque. On note Met(En) l’espace de toutes les me´triques hermitiennes
de´finies sur En.
De´finition 3.2.1. Soit P une application l-line´aire sur gl(r,C) syme´trique
invariante par Gl(r,C). On conside`re le morphisme P˜ de´fini par :
P˜ : Met(En) −→ Ω(l,l)(X)
h 7→ P (iR(D), iR(D), ..., iR(D))
ou` D est l’unique connexion associe´e a` h. Ce morphisme s’appelle morphisme
de Chern-Weil.
Remarque .
1. Soient h ∈ Met(En) et H ∈ ThMet(En). Alors on a l’application tan-
gente :
(δP˜ )h(H) = i.l.∂¯∂P (θ(H), iR(D), . . . , iR(D))
avec θ l’identification canonique de ThMet(En) avec Herm(En, En) :
H(u, v) = h(θ(H)u, v) ou` u, v ∈ En.
2. Si on pose
Φ(H) = l.P (θ(H), iR(D), . . . , iR(D)) ,
Φ est δ-ferme´e modulo Im∂ ⊕ Im ∂¯ (cf. [22] chap 6). Donc Φ est une
1-forme sur Met(En) a` valeurs dans Ω
(l−1,l−1)(X).
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Alors il existe R : Met(En) −→ Ω(l−1,l−1)(X) tel que
(δR)h0(H) = Φ(H) ∀h0 ∈Met(En) et H ∈ Th0Met(En).
Vu la de´finition de Φ, on a e´galement i∂¯∂δR = δP˜ . On pose
R : Met(En)×Met(En) −→ Ω(l−1,l−1)(X)
(h, k) 7−→ R(h, k) = R(h)−R(k).
Soient h, h′ ∈ Met(En). On a alors i∂¯∂R(h, h′) = P˜ (h) − P˜ (h′). Etudions
maintenant les cas ou` l = 1 et l = 2.
1. l = 1 : on note P1 l’application 1-line´aire sur gl(r,C).
P1(A) = tr(A) ∀A ∈ gl(r,C)
alors P˜1(h) = 2πc1(En, h). On note R1 l’application correspondant a`
R dans le cas ou` l = 1. On a
i∂¯∂R1(h, h
′) = 2π(c1(En, h)− c1(En, h′))
et
δR1(H) = Φ(H) = tr(θ(H)) .
C’est a` dire
R1(h
′, h) = ln det(h−1h′) .
2. l = 2 : (Ceci est donne´ pour (X,ω) varie´te´ ka¨lhe´rienne compacte de
dimension complexe m)
on note P2 l’application 2-line´aire sur gl(r,C),
P2(A,B) = tr(A.B) ∀A,B ∈ gl(r,C)(forme de Killing).
P˜2(h) = 4π
2(c1(En, h)
2 − 2c2(En, h)). On note R2 l’application corre-
spondant a` R dans le cas ou` l = 2.
δR2(h
′, h) = 2i.tr(h−1t δht.R(ht))
ou` ht est un chemin diffe´rentiable de me´triques entre h et h
′. Nous
avons en fait :
i∂¯∂R2(h, h
′) = 4π2(π1(En, h)− π1(En, h′))
ou` π1(En, h) est la premie`re classe de Pontryagin de (En, h). On pourra
consulter [22] pour une autre pre´sentation.
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La construction pre´ce´dente permet de poser la de´finition suivante :
De´finition 3.2.2. Soit En un fibre´ vectoriel holomorphe de rang r sur (X,ω),
varie´te´ ka¨lhe´rienne compacte de dimension un. La premie`re fonctionnelle de
S. K. Donaldson est de´finie par
M =
∫
X
R2 + λR1ω,
avec λ = −4πµ(En) et ω est la forme ka¨lhe´rienne de X.
Proposition 3.2.3. (cf. [10]) Soient h, h′, h′′ ∈Met(En), on a :
1. M(h, h′) +M(h′, h′′) +M(h′′, h) = 0 .
2. M(h, ah) = 0 ∀a > 0
3. Soient h(u) est une courbe diffe´rentiable dansMet(En) et vu = h(u)
−1∂uh(u),
d
du
M(h(u), k) = 2i
∫
X
tr(vuR(h(u))) + 2λ.tr(vu)ω.
En particulier d
du
∫
X
R2(h(u), k) = 2i
∫
X
tr(vuR(h(u))), ou` k ∈Met(En)
fixe´.
Nous avons alors le the´ore`me suivant :
The´ore`me 3.2.4. ([22] p .203) La me´trique h ∈ Met(En) est Einstein-
Hermite si et seulement si elle est un point critique de la fonctionnelle
M(h, k0).
Nous de´finissons maintenant une fonctionnelle interme´diaire qui va nous
permettre de de´finir la deuxie`me fonctionnelle de S.K Donaldson construite
a` partir de M .
3.2.2 La fonctionnelle Norm−,ω(β)
On peut de´finir la fonctionnelle Norm−,ω(β) :
Norm−,ω(β) : Met(En) −→ R∗+
h 7−→ Normh,ω(β).
Si h, k ∈ Met(En) sont telles que detEn(h) = detEn(k), Normh,ω(β) ve´rifie
(cf. [11] p. 239 (19)) :
Normh,ω(β) = Normk,ω(β)× exp 1
8π
(
∫
X
R2(h, k)), (3.1)
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avec β fixe´ dans le fibre´ L (cf. p. paragraphe 4.3). En fait si h, k ∈
Met(En), on a
ln
Normh,ω(β)
Normk,ω(β)
= (
χ(n)
2r
∫
X
ln detEn(k
−1h)ω) +
1
8π
M(h, k), (3.2)
ou` χ(n) est la caracte´ristique d’Euler-Poincare´ de En. Tout comme M elle
permet de de´terminer les me´triques qui sont Yang-Mills Hermite. En effet on
a la proposition suivante :
Proposition 3.2.5. (cf. [11]) Soit En un fibre´ holomorphe sur X. Soit k0 ∈
Met(En) fixe´. Une me´trique de En est Yang-Mills Hermite si et seulement
si elle est un extre´mum de la fonctionnelle Norm−,ω(β).
3.2.3 La fonctionnelle M
La formule 3.1 va nous permettre de de´finir la fonctionnelle de S.K Don-
aldson. En effet nous avons alors :
ln(Normh,ω(β)) = ln(Normk,ω(β)) +
χ(n)
2r
∫
X
ln detEn(k
−1h)ω +
1
8π
M(h, k).
(3.3)
De´finition 3.2.6. Nous de´finissons la fonctionnelle de S.K. Donaldson par
M : Met(En) −→ R avec
h 7−→ ln(Normh,ω(β))− χ(n)
2r
∫
X
ln detEn(k
−1
0 h)ω.
Nous rappelons que k0 est la me´trique que nous avons fixe´e dansMet(En).
Nous avons e´galement :
The´ore`me 3.2.7. ([22] p .203) La me´trique h ∈ Met(En) est Einstein-
Hermite si et seulement si elle est un point critique de la fonctionnelle M.
Remarque .
1. Dans le paragraphe 5.1 nous montrons que : ∀h ∈Met(En) ,
M(h) = 1
2
ldetWn ◦ Ln(h)−
χ(n)
2r
knn(h) +
1
2
τh(X,En).
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3.3 Fonctionnelle sur Met(Wn) : Construction
de KN n
On choisit un isomorphisme Λdim(Wn)(Wn) ∼= C. Ceci revient a` de´finir un
de´terminant detWn sur Wn.
Nous notons pn, la dimension de Wn. Soit En un fibre´ holomorphe sur X .
3.3.1 Rappels
On se re´fe´rera a` [19] ou [20] ou [10].
Soit V un espace vectoriel complexe de dimension finie sur lequel agit un
groupe connexe re´ductif G. Soit K un sous groupe compact de G. On fixe
une norme ‖ ‖ sur V de telle sorte que l’action de K sur V pre´serve cette
norme.
Soit v ∈ V . On e´tudie la fonction :
pv(g) = ‖g.v‖ ∀g ∈ G .
Pour me´moire, notons que cette application est relie´e avec la notion d’appli-
cation moment cf. [29]. On a le re´sultat suivant :
The´ore`me 3.3.1. [19] Tout point critique de pv est un point ou` pv atteint
une valeur minimale. Si pv atteint une valeur minimale alors,
1. L’ensemble M ou` pv atteint cette valeur est une seule classe KgGv ∈
K\G/Gv .
2. La variation au second ordre de pv en un point de M dans toutes les
directions non tangentes a` M est de´finie positive.
On a e´galement la de´finition suivante :
De´finition 3.3.2.
v est semi-stable ⇐⇒ 0 n’est pas adhe´rent a` l’orbite OrbG(v).
Si v est semi-stable, on a :
v est stable ⇐⇒ dimG(v) = dimOrbG(v)
OrbG(v) est ferme´e .
Prenons G = SL(pn) le the´ore`me suivant relie la fonction pre´ce´dente avec
la stabilite´ :
The´ore`me 3.3.3. (cf .[19]) le vecteur v est stable ⇐⇒ pv atteint une
valeur minimale.
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3.3.2 Construction sur En de KN alg
Nous voulons construire une fonction qui permette de repe´rer les fibre´s
stables. Pour cela nous utilisons les re´sultats donne´s le paragraphe 1.3 pour
e´tablir le lien entre le fibre´ (En, h) et un espace de dimension finie V = Λ
2Cpn
sur lequel nous pouvons repe´rer les points stables sous l’action d’un groupe
G = SL(pn) graˆce a` la construction de la fonction pv , v ∈ V .
Nous supposons que deg En ≥ d0 ou` d0 est de´fini comme dans le the´ore`me
1.3.5 p. 15. Nous posonsWn = H
0(X,En). Notons pn = dimWn. Nous avons
e´galement Met(Wn) = GL(Wn)/U(Wn).
En utilisant le paragraphe 1.1, on a alors le morphisme induit :
ϕ : OX ⊗Wn −→ En −→ 0.
avec :
∀xi ∈ X, ϕ xi : Oxi ⊗Wn −→ En,xi −→ 0.
Nous rappelons que nous nous limitons au cas ou` rg (En) = 2.
Nous pouvons exprimer En,xi comme un quotient de dimension deux de Wn,
c’est a` dire comme un e´le´ment de Grass(2,Wn). De plus SL(pn) agit sur
Grass(2,Wn) de fac¸on e´vidente.
Conside´rons le plongement de Plu¨cker :
Grass(2,Wn) −→ P(Λ2Wn),
F = V ect{e1, e2} 7−→ [e1 ∧ e2](nous avons identifie´ W ∗n a` Wn).
Ici En,xi ∈ Grass(2,Wn) et En, xi posse`de une structure hermitienne hxi.
Prenons {e1, e2} une famille libre de Λ2Wn telle que {e1, e2} soit une base de
de En,xi hxi-orthonorme´e. Conside´rons e´galement une famille libre {v1, v2}
de Λ2Wn telle que {v1, v2} soit une base de En, xi k0xi -orthonorme´e. On a
alors :
e1 ∧ e2 =
(
< e1, v1 >k0xi < e2, v1 >k0xi
< e1, v2 >k0xi < e2, v2 >k0xi
)
v1 ∧ v2
=
(
< Hxie1, v1 >hxi < Hxie2, v1 >hxi
< Hxie1, v2 >hxi < Hxie2, v2 >hxi
)
v1 ∧ v2 (cf. p.32)
= det
Enxi
Hxi.det(Pe,v)v1 ∧ v2
= det
Enxi
k−10xihxi.det(Pe,v).v1 ∧ v2.
Alors detEnxi k
−1
0xi
hxi .det(Pe,v).v1 ∧ v2 correspond au releve´ dans Λ2Wn de
[e1 ∧ e2] ∈ P(Λ2Wn).
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Remarque . Ceci est inde´pendant du choix des deux bases {e1, e2} et
{v1, v2} pourvu quelles soient hxi-orthonorme´e et k0xi -orthonorme´e. Remar-
quons e´galement que l’action de g ∈ Sl(pn) se traduit par la modification de
Hxi en g.Hxi. Il existe alors h
′
xi
telle que g.Hxi = k
−1
0xi
h
′
xi
Maintenant faisons la meˆme construction mais pour N points. Soient
x1, . . . , xN , N points, sur X avec N ≥ s(deg En) ou` s comme de´fini dans
le chapitre 1.3 . Conside´rons les morphismes ϕxi associe´s a` chacun de ces N
points, nous avons alors :
En,x1 × . . .× En,xN ∈
∏
xi∈X
i=1..N
Grass(2,Wn).
Conside´rons ensuite les N plongements de Plu¨cker on a alors :
∏
xi∈X
i=1..N
Grass(2,Wn) −→
N∏
i=1
(PΛ2Wn),
et SL(pn) agit sur chacune de ces varie´te´s. Nous notons Z, la varie´te´∏
xi∈X
i=1..N
Grass(2,Wn),
comme nous l’avons fait dans le chapitre 1.3. Nous avons remarque´, au
chapitre 1.3, que les points stables (ou semi-stables) de l’espaceR (cf. de´finition
1.3.2 p. 14) correspondaient aux points stables (ou semi-stables) de Z. Cette
fois-ci le travail de G. Kempf et L. Ness permet de caracte´riser ces points
particuliers non pas dans R mais dans ∏Ni=1(Λ2Wn). A chaque point En,xi,
i = 1..N on peut associer un e´le´ment
det
Enxi
k−10xihxi.v1 ∧ v2 ∈ Λ
2Wn.
Nous identifions maintenant W n avec l’espace hermitien Cpn muni de sa base
canonique {ε1, ε2, ..., εpn} en posant ε1 = v1 et ε2 = v2. Nous appliquons
maintenant les re´sultats de G. Kempf et L. Ness.
Dans notre situation nous avons G = SL(pn), K est tel que K
C = G c’est a`
dire K = SU(pn) et V = Λ
2
C
pn. On munit V de la me´trique usuelle ‖ ‖V
qui est U(pn)-invariante. De plus
ln
N∏
i=1
‖ det
Enxi
k−10xihxi.v1 ∧ v2‖V =
N∑
i=1
ln det
Enxi
k−10xihxi .
Nous obtenons alors :
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Proposition 3.3.4. Soit KN alg la fonctionnelle de G. Kempf et L. Ness
alge´brique de´finie par :
∀g ∈ SL(pn), KN alg(h, g; x1, x2, ...xN ) =
N∑
i=1
ln det
Enxi
g.k−10xihxi .
Elle co¨ıncide avec l’application pv de´finie p.36 avec V =
∏N
i=1 Λ
2
C
pn
i , G =
SL(pn).
Remarque .
1. Dans le paragraphe suivant nous de´finissons une fonctionnelle plus
ge´ne´rale que nous noterons KN de´finie a` partire de
KN µn(m) =
1
2
ln(det
Wn
)(m)− χ(n)
2r
∫
X
ln(det
En
In(m))dµ,
avec m ∈Met(Wn) et ou` µ sera une mesure sur X . De plus on aura :
KN alg(h, g; x1, x2, ...xN ) = KN δx1+...+δxN (In(m)),
avec δx1 + . . .+ δxN = µ et In(m) = h .
2. Le fibre´ En sera donc stable si KN alg(h, g; x1, x2, ...xN ) atteint une
valeur minimale lorsque g de´crit Sl(pn).
3.3.3 Fonctionnelle de G. Kempf et L. Ness ge´ne´ralise´e
KN n
L’e´nonce´ de la proposition 3.3.4 ne´cessite un nombre fini de points x1, x2, ..., xN
avec N > s(degEn). Nous allons ge´ne´raliser la fonctionnelle KN alg, en som-
mant non plus sur un nombre fini de points mais sur X tout entier. Pour
toute mesure µ sur X avec µ(X) = 1, on de´finit :
knµn : Met(En) −→ R donne´ par :
h 7−→
∫
X
ln(det
En
h)µ.
Nous rappelons que nous avons choisi un isomorphisme Λdim(Wn)(W ) ∼= C.
Nous posons :
ldetWn : Met(Wn) −→ R
m 7−→ ln(det
Wn
m) .
Nous avons alors une fonctionnelle de Kempf et Ness “ge´ne´ralise´e” de´finie
par :
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De´finition 3.3.5.
KN µn : Met(Wn) −→ R de´finie par
KN µn =
1
2
ldetWn −
χ(n)
2r
knµn ◦ In.
Si, dµ est ω ce qui sera notre cas, nous la noterons plutoˆt KN n.
La proposition 3.3.4 nous permet d’obtenir le lemme suivant :
Lemme 3.3.6. Soit m ∈ Met(Wn). Posons h = In(m). On a alors :
KN µn(m) est la limite (en adaptant les constantes) de KN alg(h, g; x1, ..., xN)
lorsque N −→∞, pour une distribution convenable des points x1, x2, ...xN .
Cette fonctionnelle utilise la construction de´crite dans le paragraphe 3.3.4.
En effet, puisque nous voulons faire augmenter le degre´ du fibre´ En, nous
voulons, en fait, travailler avec des espaces Met(Wn) de dimension de plus
en plus grande. De ce fait le nombre de points pour de´finir la fonctionnelle
KN alg est lui-aussi de plus en plus grand. C’est pourquoi nous avons choisi de
de´finir la fonctionnelle KN n de cette fac¸on. Nous avons ainsi les fonctionnelles
qui nous inte´ressent.
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Chapitre 4
Relations entre les espaces
Met(En) et Met(Wn) : quelques
rappels
Nous travaillons avec des fibre´s En de rang 2 surX de dimension complexe
1, mais les rappels donne´s dans ce chapitre sont parfois donne´s dans un cadre
plus ge´ne´ral. La relation entre Met(En) et Met(Wn) ne´cessitant la notion de
torsion analytique, nous commenc¸ons par en donner une description. On
pourra consulter [1]et [11].
4.1 Fonction Zeˆta et Torsion analytique
La torsion analytique est une version analytique de la torsion de Reid-
meister, invariant topologique de deuxie`me ordre (elle ge´ne´ralise le volume
d’une transformation line´aire). Ray et Singer l’ont introduite en 1971 dans
[31].Beaucoup de travaux comme [3], [4],[5], ont permis de mieux connaˆıtre
cet invariant.
Reprenons le cadre dans lequel nous nous situons. Soit X une surface de Rie-
mann compacte ou de fac¸on e´quivalente une courbe projective irre´ductible
lisse sur C. Soit (En, h) un fibre´ vectoriel holomorphe hermitien. Nous nous
inte´ressons a` l’e´tude de la torsion analytique pour ce fibre´ (En, h).
Soit la suite suivante :
C0
∂¯−→ C1 −→ 0 (4.1)
avec C i = Ω0,iX (En). Ici ∂¯ correspond a` la partie (0, 1) de la connexion de
Chern de (En, h).
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La suite pre´ce´dente (4.1) de´finit un complexe. Notons ∆h,q l’ope´rateur de
Laplace ou Laplacien agissant sur Cq de´fini par :
∆h,q = ∂¯∂¯
∗
h + ∂¯
∗
h∂¯.
Nous avons alors :
De´finition 4.1.1. Soit (En, h) un fibre´ holomorphe hermitien sur X. La
torsion analytique Th(X,En) est de´finie par :
τh(X,En) = 2 ln Th(X,En) =
dimX∑
q=0
(−1)qqζ ′h,q(0) avec
ζh,q(s) =
1
Γ(s)
∫ ∞
0
ts−1tr(exp(−t∆h,q)P⊥n )dt.
(on notera e´galement ζh,q par ζ∆h,q pour pre´ciser l’ope´rateur de Laplace). Ici
P⊥n = 1− Pn ou` Pn est la projection orthogonale pour h sur ker∆h,q .
De plus on a pose´
tr(exp(−t∆h,q)P⊥n ) =
∫
x∈X
tr(pt(x, x))d(vol(x)),
ou` pt(x, y) correspond au noyau de la chaleur de exp(−t∆h,q)P⊥n (cf. ci-
dessous).
Dans la troisie`me partie nous e´tudions les variations de cette torsion an-
alytique lorsque nous faisons varier la me´trique h du fibre´ holomorphe her-
mitien (En, h).
4.2 Noyau de la chaleur
On se rapportera par exemple a` [3]. L’ope´rateur ∆h,q = ∂¯∂¯∗h + ∂¯∗h∂¯ est
un ope´rateur elliptique et l’ope´rateur exp(−t∆h,q)P⊥n existe et posse`de un
noyau que l’on notera pt(x, y), avec x, y ∈ X . Ce noyau s’appelle noyau de la
chaleur. On sait de plus que exp(−t∆h,q)P⊥n admet un spectre discret dont
les valeurs propres non nulles sont positives. On notera λ1 la premie`re valeur
propre et λj j ≥ 2 les autres. A ces valeurs propres, on peut associer une
base hilbertienne, forme´e de sections propres correspondantes que l’on note
ψj ∈ C∞(X,En). Le noyau de la chaleur est donne´ par la formule suivante :
pt(x, y) =
∑
j≥1
exp(−tλj)ψj(x)⊗ ψ∗j (y).
Remarque .(cf. [3]) Le noyau de la chaleur a les proprie´te´s suivantes :
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1. pt(x, y) ∈ C∞(]0,∞[×X ×X,Hom(E,E)),
2. ( d
dt
+∆h,q)pt(x, y) = 0,
3. pt(x, y) −→ δy si t −→ 0,
4. pt(x, y) = p
∗
t (y, x).
Nous utiliserons par la suite pour t proche de ze´ro un de´veloppement asymp-
totique du noyau de la chaleur. Si ne´cessaire nous indiquerons l’ope´rateur en
question.
4.3 Fibre´s en droite particuliers sur A : me´trique
de Quillen
Soit En un fibre´ sur X de degre´ ze´ro. On consultera [10] et [11].
Sur A, on conside`re la forme de´finie (cf. 22) par :
ωA(a, b) =
1
4π2
∫
X
tr(a ∧ b).
Soit D ∈ A, on conside`re le fibre´ en droite sur A de´fini par :
LD = Λ
max(Ker∂¯D)
∗ ⊗ Λmax(Ker∂¯∗D).
L est un fibre´ holomorphe appele´ fibre´ de´terminant (cf. [30]). Nous allons
maintenant expliciter une me´trique h hermitienne bien particulie`re de´finie
par D. G. Quillen (cf. [30]). Pour cela conside´rons un autre fibre´ de´fini sur A
que l’on notera L de´finit comme suit :
Soit α > 0, soit Uα l’ouvert de A ne contenant que des connections D telles
que α ne soit pas valeur propre de l’ope´rateur de Laplace ∂¯D∂¯
∗
D. Au dessus
de Uα nous avons le sous espace propre des valeurs propres de ∂¯
∗
D∂¯D corre-
spondant au valeurs propres λ < α note´ H+α et le sous espace propre de ∂¯D∂¯∗D
de´fini de meˆme pour α > λ et note´ H−α . Sur Uα on de´finit donc :
L = ΛmaxH+α ⊗ Λmax(H−α )∗.
Sur Uα, L|Uα est muni d’une me´trique L2 naturelle, note´e | . |α. Pour “recoller”
ces me´triques on les modifie en les multipliant par le de´terminant re´gularise´
de l’ope´rateur de Laplace c.-a`-d. Πσλσ = exp(−ζ ′∆D(0)) ou λσ de´signe une
valeur propre de l’ope´rateur de Laplace ∆D = ∂¯D∂¯
∗
D + ∂¯
∗
D∂¯D(cf. paragraphe
4.1). Il existe un isomorphisme canonique entre L et L∗(cf. [30]). On de´finit
alors :
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h(., .) = |., .|α.exp(−ζ ′∆.(0)) . (4.2)
C’est la me´trique de Quillen du fibre´ L. Elle a pour courbure −2iπωA(cf.
[30] ). Cette me´trique reste valable si le degre´ du fibre´ En est quelconque.
L’isomorphisme entre L et L∗ et en particulier la formule 4.2 nous per-
mettent de munir le fibre´ holomorphe L d’une norme faisant intervenir la
torsion analytique . En effet, on a le re´sultat suivant :
The´ore`me 4.3.1. ([11]) Soit En un fibre´ sur X. Il existe n0 tel que pour
n ≥ n0 on ait :
∀h ∈Met(En)
Normh,ω(β) = (det
Wn
(Ln(h)))
1
2 × Th(X,En) (4.3)
avec Th(X,En) la torsion analytique qui est de´finie au paragraphe 4.1.
Cette norme sur L nous permet de de´tecter les me´triques hermitiennes
Yang-Mills en regardant les extre´mas de la fonctionnelle suivante :
h −→ Normh,ω(β)
avec β un e´le´ment du fibre´ en droite L. Ce re´sultat est le premier pont que
l’on peut faire entre Met(En) et Met(Wn). Dans notre situation par l’e´tude
du terme Tp(X,En) et graˆce aux deux morphismes Ln et In, nous obtiendrons
divers re´sultats re´sume´s dans le chapitre suivant.
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Chapitre 5
Relation entre les fonctionnelles
Nous rappelons que Met(En) ne de´pend pas de n (cf. 4).
De´finissons la varie´te´ banachique Met(En, C
4) : nous fixons une me´trique
lisse de re´fe´rence note´e k0, l’espace Met(En, C
4) est l’espace des me´triques
h, telles que h = k0H avec H ∈ C4(End(En)). Sur Met(En, C4) on de´finit
alors une distance note´e d(., .)L21(Met(En)) de´finie par :
∀h, k ∈Met(En, C4) d(h, k)L21(Met(En)) = d(k−10 h, k−10 k)L21(End(E)).
5.1 Enonce´s des re´sultats
On a le re´sultat suivant (pour les notations cf. p. 40 et p. 35) :
The´ore`me 5.1.1. Soient h0, h1 ∈Met(En). On conside`re le chemin
h(u) = uh1 + (1− u)h0
avec u ∈ [0, 1]. Alors :
∀ε > 0 ∃n0, ∀n ≥ n0,
|( d
du
(M+ χ(n)
2r
knn − 1
2
ldetWn ◦ Ln))(h(u))| ≤ ε.
Remarque . Si det(hu) = 1, alors
χ(n)
2r
knn = 0, d’ou` le the´ore`me donne avec
les meˆmes hypothe`ses :
|( d
du
(M− 1
2
ldetWn ◦ Ln))(h(u))| ≤ ε.
La preuve de ce the´ore`me est donne´e p. 45. Le second the´ore`me va relier
en fait les fonctionnelles M et KN n. Pour un n donne´, on peut e´crire la
fonctionnelle M sous la forme :
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Lemme 5.1.2.
M(h) = 1
2
ldetWn ◦ Ln(h)−
χ(n)
2r
knn(h) +
1
2
τh(X,En).
De´monstration . En effet d’apre`s le the´ore`me 4.3.1 (p. 44) on a :
Normh,ω(β) = (det
Wn
Ln(h))
1
2 × Th(X,En)
ln(Normh,ω(β)) = ln((det
Wn
Ln(h))
1
2 × Th(X,En))
ln(Normh,ω(β)) =
1
2
ldetWn ◦ Ln + ln(Th(X,En))
ln(Normh,ω(β)) =
1
2
ldetWn ◦ Ln +
1
2
τh(X,En), (5.1)
par de´finition de ldetWn et par de´finition de la torsion analytique p.42.
Vu la de´finition p. 35 de M et en utilisant l’e´quation 5.1 , on a :
M(h) = 1
2
ldetWn ◦ Ln(h)−
χ(n)
2r
∫
X
ln det
En
(k−10 h)ω +
1
2
τh(X,En).
En notant que ∫
X
ln det
En
(k−10 h)ω = knn(h)
(cf. p. 40), on a donc le re´sultat souhaite´. 
Les deux fonctionnelles, M et KN n ve´rifient les proprie´te´s suivantes :
1. les points ou` M atteint son minimum correspond aux me´triques du
fibre´ holomorphe E dont la connexion de Chern est Yang- Mills.
2. Si En est tel que KN n atteint un extre´mum alors En est stable.
Nous voudrions “comparer” les points ou` les extre´ma de KN n et M sont
atteints. Soit n ∈ N, soit h ∈Met(En) alors :
KN n◦Ln(h) = −χ(n)
2r
knn◦In◦Ln(h)+1
2
ldetWn◦Ln(h) (d’apre`s la de´f. 3.3.5 p. 40)
et
M(h) = 1
2
ldetWn ◦ Ln(h)−
χ(n)
2r
knn(h) +
1
2
τh(X,En)
(d’apre`s le lemme 5.1.2 ci dessus). On a donc :
KN n ◦Ln(h)−M(h) = −χ(n)
2r
knn ◦ In ◦Ln(h) + χ(n)
2r
knn(h)− 1
2
τh(X,En).
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On utilise la de´finition de knn (cf. p.40) et on obtient :
(KN n ◦ Ln −M)(h) = −χ(n)
2r
∫
X
ln det
En
(h−1InLn(h))ω − 1
2
τh(X,En).
(5.2)
Le the´ore`me suivant relie KN n ◦ Ln et M.
The´ore`me 5.1.3. ∀h, k ∈Met(En, C4) ∃C ∈ R+
|M(h)−KN n ◦ Ln(h)−M(k) +KN n ◦ Ln(k)| ≤ C
n
.
Conside´rons maintenant U un compact convexe dansMet(En, C
4). On en
de´duit alors, pour n assez grand que sim est un extre´mum de KN n|Ln(U) alors
m est approximativement l’image d’un minimum local deM. En particulier,
si le minimum de Yang-Mills est contenu dans U alors pour n assez grand,
le minimum de KN n|Ln(U) correspond approximativement au minimum de
Yang-Mills. Plus pre´cise´ment on a le corollaire suivant :
The´ore`me 5.1.4. Soit En un fibre´ stable sur X. Soit U un compact convexe
donne´ de Met(E,C4). Supposons que hYM , la me´trique de Yang-Mills(elle
existe car En est stable), appartienne a` U . On a alors :
∀ε > 0 ∃nU , ∀n ≥ nU ,
il existe m extre´mum de KN n|Ln(U) et
d(hYM , cIn(m))L21(Met(En)) ≤ ε,
avec c = n
π
(1 +O(1)).
5.2 Re´sultats de la troisie`me partie utilise´s
Nous donnons ici de fac¸on synthe´tique les deux re´sultats qui seront de´montre´s
dans la troisie`me partie.
5.2.1 Re´sultat 1 (cf. th. 8.9.1 )
The´ore`me 5.2.1. Soient h0, h1 ∈Met(En). On conside`re le chemin
h(u) = uh1 + (1− u)h0
avec u ∈ [0, 1]. On conside`re la famille (En, h(u))n∈N de fibre´s holomorphes
hermitiens sur X. Alors :
d
du
τh(u)(X,En) = O(
1
n
).
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Remarque . On peut remarquer notamment que si on se place sur un com-
pact convexe U de Met(En, C
4), alors ce re´sultat est uniforme en h0 ∈ U et
h1 ∈ U .
5.2.2 Re´sultat 2 (cf. th. 9.1)
Nous notons par la suite pour a ∈ N, O( 1
na
) les matrices dont les co-
efficients appartiennent a` C∞(X,En) et sont comparables, en norme C
0, a`
1
na
.
The´ore`me 5.2.2. (cf. pour les notations p. 55)
Soit (En, h) un fibre´ hermitien sur X on a :
h−1InLn(h) =
π
n2
(RC(OX(n)IdE0 − RC,h(E0)IdOX(n) + rIdEn) +O(
1
n3
).
Ici r est une fonction ne de´pendant que de X(cf. formule 8.4 p. 79).
5.3 Exemple
L’ exemple choisi illustre d’une part le re´sultat du the´ore`me 5.2.1, et
d’autre part permet un calcul deM. Dans ce cas particulier, la fonctionnelle
M est line´aire et donc ne pre´sente pas d’extre´mum car le fibre´ choisi est
instable.
Soit P1 muni de la me´trique de Fubini Study. Si on se donne le fibre´ suivant :
E0 = OP1(1)⊕OP1(−1),
On a alors
En = OP1(1 + n)⊕OP1(n− 1).
On conside`re h(u) un chemin de me´triques de E0 de la forme exp(u)hO
P1(1)
⊕
exp(−u)hO
P1 (−1)
, alors τh(u)(X,En) est inde´pendant de u, car
1. ∆E0 = ∆OP1 (1)⊕∆OP1 (−1), donc les valeurs propres de ∆E0 sont inde´pendantes
de u de meˆme pour ∆En, et de meˆme Rh(u)(En).
2. trα = 0. Ici α = h−1u ∂uhu =
(
1 0
0 −1
)
.
On obtient de plus que :
d
du
M(h(u)) = 2i
8π
∫
X
tr(αRh(u)En) = c1(OP1(1)) = 1.
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DoncM est line´aire (on constate d’ailleurs l’instabilite´ de E0). De meˆme on
remarque que si on a e´crit h(u) = exp(u)hO
P1(1)
⊕ exp(−u)hO
P1 (−1)
ldetWn(Ln(h(u))) = u.dimH
0(X,En+1)− u.dimH0(X,En−1).
Cette fonctionnelle ne pre´sente pas non plus d’extre´mum car elle est line´aire.
De plus
d
du
ldetWn(Ln(h(u))) = 2.
Donc cet exemple illustre le the´ore`me 5.2.1, de plus il permet de ve´rifier les
signes utilise´s.
5.4 Preuves
5.4.1 Preuve du the´ore`me 5.1.1
La de´monstration du the´ore`me 5.1.1 de´coule du the´ore`me 5.2.1 et du
lemme 5.1.2.
Soient h0, h1 ∈Met(En). On conside`re le chemin h(u) = uh1+(1−u)h0 avec
u ∈ [0, 1].
M(h(u)) = 1
2
ldetWn ◦ Ln(h(u))−
χ(n)
2r
knn(h(u)) +
1
2
τh(u)(X,En).
Donc
d
du
[M(h(u))− 1
2
d
du
ldetWn ◦ Ln(h(u)) +
χ(n)
2r
knn(h(u))] =
1
2
d
du
τh(u)(X,En).
Nous utilisons alors le the´ore`me 5.2.1 qui nous donne le premier re´sultat
(the´ore`me 5.1.1).
5.4.2 Preuve du the´ore`me 5.1.3
Soit n ∈ N, nous avons vu la formule 5.2 :
(KN n ◦ Ln −M)(h) = −χ(n)
2r 1
∫
X
ln det
En
(h−1InLn(h))ω − 1
2
τh(X,En).
Le the´ore`me 5.2.2 permet d’e´crire :
χ(n)
2r
∫
X
ln det
En
(h−1InLnh)ω =
χ(n)
2r
∫
X
ln det
En
(
π
n2
(RC(OX(n))IdE0 − RC,h(E0)IdOX(n) + rIdEn)
+ O(
1
n3
))ω. (5.3)
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On rappelle que le fibre´ en droite OX(n) est stable (cf. prop. 1.1.3 p. 10).
Donc RC(OX(n)) = n.IdOX(n). On a donc :
5.3 =
χ(n)
2r
∫
X
ln det
En
((
π
n2
RC(OX(n)IdE0)(IdEn−
RC,h(E0)IdOX(n)
n
+
rIdEn
n
+O(
1
n2
))ω.
Cela donne :
5.3 =
χ(n)
2r
∫
X
ln det
En
(
π
n2
RC(OX(n))IdE0)ω
+
χ(n)
2r
∫
X
ln det
En
(IdEn −
RC,h(E0)IdOX(n)
n
+
rIdEn
n
+O(
1
n2
))ω.
On a alors :
5.3 =
χ(n)
2r
∫
X
ln det
En
((1 +
r
n
)IdEn −
RC,h(E0)IdOX(n)
n
+O(
1
n2
))ω. (5.4)
L’e´quation 5.4 donne :
χ(n)
2r
∫
X
ln(1 + tr
RC,h(E0)
(1 + r
n
)n
+
1
4
(
(tr
RC,h(E0)
(1 + r
n
)n
)2 − tr(RC,h(E0)
(1 + r
n
)n
∧ C, Rh(E0)
(1 + r
n
)n
) + o(
1
n
)
)
ω
et nous avons alors :
5.4 =
χ(n)
2r
∫
X
tr
RC,h(E0)
(1 + r
n
)n
+
1
4
(
(tr
RC,h(E0)
(1 + r
n
)n
)2−tr(RC,h(E0)
(1 + r
n
)n
∧RC,h(E0)
(1 + r
n
)n
)
)
+O(
1
n2
)
)
ω .
Nous avons :
χ(n)
2r
∫
X
tr
1
((1 + r
n
)n)2
(RC,h(E0) ∧RC,h(E0))ω = O( 1
n
)
et
χ(n)
2r
∫
X
(
tr
RC,h(E0)
(1 + r
n
)n
)2
ω = O(
1
n
).
Il s’ensuit que :
χ(n)
2r
∫
X
ln det
En
(h−1InLnh)ω
=
χ(n)
2r
∫
X
ln det
En
(
π
n2
RC(OX(n))IdE0)ω +
χ(n)
2r
∫
X
tr
RC,h(E0)
n
ω +O(
1
n
).
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Nous obtenons de meˆme pour k ∈Met(En)
χ(n)
2r
∫
X
ln det
En
(k−1InLn(k))ω =
=
χ(n)
2r
∫
X
ln det
En
(
π
n2
RC(OX(n))IdE0)ω +
χ(n)
2r
∫
X
tr
RC,k(E0)
n
ω +O(
1
n
).
Notons que RC(OX(n)) est inde´pendant du choix de la me´trique sur En.
D’ou` finalement :
(KN n ◦ Ln −M)(h) − ((KN n ◦ Ln −M)(k)
= −χ(n)
2r 1
∫
X
ln det
En
(h−1InLn(h))ω − 1
2
τh(X,En))
− (−χ(n)
2r 1
∫
X
ln det
En
(h−1InLn(h))ω − 1
2
τh(X,En)))
= −χ(n)
2r
∫
X
tr
RC,h(E0)
n
ω +
χ(n)
2r
∫
X
tr
RC,k(E0)
n
ω
+
1
2
τk(X,En)− 1
2
τh(X,En) +O(
1
n
)
= −
χ(n)
2r
n
c1(E0) +
χ(n)
2r
n
c1(E0) +
1
2
τk(X,En)− 1
2
τh(X,En) +O(
1
n
)
=
1
2
τk(X,En)− 1
2
τh(X,En) +O(
1
n
).
Or le the´ore`me 5.2.1 donne :
d
du
τh(u)(X,En) = O(
1
n
).
Le the´ore`me en de´coule alors.
5.4.3 Preuve du the´ore`me 5.1.4
Nous utilisons le lemme suivant :
Lemme 5.4.1. Soit En un fibre´ stable sur X. Soit U un compact deMet(En, C
4).
Alors il existe des constantes C1, C2 telles que : ∀h ∈ U
C1.M(h) ≤ d(h, hYM)2L21(Met(En)) ≤ C2.M(h)
De´monstration . Le point de re´fe´rence est ici hYM . Nous pouvons supposer
que detEn(h) = detEn(hYM). Posons h = hYMe
s, ou` s est une section de trace
nulle de End(E). Nous pouvons remarquer que les valeurs propres de s sont
51
borne´es en normes C0 car U est un compact de Met(En, C
4). L’ine´galite´ de
Sobolev donne pour s section a` trace nulle (∇h est de´fini p.17) :
‖s‖L2(End(En)) ≤ ‖∇hs‖L1 . (5.5)
D’apre`s [11] p. 242 on a : ∃C3 > 0 tel que
‖∇hs‖2L2 ≤ C3.M(h).
En combinant ce re´sultat et l’ine´galite´ 5.5 on obtient : ∃C2 > 0 tel que
d(h, hYM)
2
L21(Met(En))
≤ C2.M(h).
De plus, comme U est compact deMet(En, C
4), les valeurs propres de h−1YMh
sont borne´s en norme C0. On a e´galement : ∃C4 > 0 tel que
M(h) ≤ C4‖∇s‖2L2 cf. [11] p. 242 .
d’ou` : ∃C1 > 0 tel que
M(h) ≤ C1.d(h, hYM)2L21(Met(En)).

Reprenons la de´monstration du the´ore`me 5.1.4. Comme En est stable, la
fonctionnelle de DonaldsonM admet une borne infe´rieure qui est l’image du
point unique hYM inde´pendant de n. Comme U est compact KN n◦Ln admet
un minimum sur U note´ hKNn. On conside`re alors la suite (hKNn)n∈N. Soit
k ∈ U . Posons A = (M−KN n ◦ Ln)(k). On utilise maintenant le the´ore`me
5.1.3 . On a alors :
∃C > 0 , ∀h ∈ U
|(M−KN n ◦ Ln)(h)− A| ≤ C
n
. (5.6)
On obtient donc : ∀n ∈ N
(KN n ◦ Ln)(hYM) − (KN n ◦ Ln)(hKNn) = (KN n ◦ Ln)(hYM) + A−M(hYM)
+ M(hKNn)− (KN n ◦ Ln)(hKNn)−A +M(hYM)−M(hKNn).
Or hYM est un extre´mum de M donc :
M(hYM)−M(hKNn) ≤ 0.
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D’ou` en utilisant l’ine´galite´ 5.6 : ∀n ∈ N
|(KN n ◦ Ln)(hYM)− (KN n ◦ Ln)(hKNn)| ≤ 2c
n
Si on note hKN la limite de la suite(ou d’une sous-suite convergente) (hKNn)n∈N ,
On obtient :
M(hKN) =M(hYM) = 0.
D’apre`s le lemme 5.4.1, on a donc :
d(hYM , hKNn)L21(Met(En)) −→ 0 quand n −→ ∞.
De plus le the´ore`me 5.2.2 donne :
h−1KNInLn(hKN) =
π
n2
(RC(OX(n)IdE0 − RC,hKN (E0)IdOX(n)) +O(
1
n3
)
D’ou` si on pose Ln(hKN) = mKNn, on obtient :
h−1YMIn(mKNn) =
π
n2
(RC(OX(n)IdE0 − RC,hKN (E0)IdOX(n)) +O(
1
n3
).
On de´finit alors c = n
π
(1 +O(1)) tel que :
∀ε ∃nU ∀n > nU ,
d(hYM , c.In(mKNn))L21(Met(En)) ≤ ε.
Ceci ache`ve la de´monstration.
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Troisie`me partie
Torsion analytique et sections
“concentre´es”
54
Introduction
Dans la suite de cette partie, sauf mention contraire, En de´signera un fibre´
holomorphe hermitien sur X faisant partie de la famille {En /n ∈ Z} avec
E0 qui sera un fibre´ de degre´ quelconque, de rang deux, et En sera un fibre´
de´fini en tensorisant le faisceau E associe´ a` E0, par le faisceau OX(n). On
effectue les calculs en coordonne´es explicites pour obtenir des calculs pre´cis.
On choisit donc un syste`me de coordonne´es sur X note´ z tel que z0 soit ze´ro.
On pose
Rh(En) := Rh,C(En)dz ∧ dz¯ := Rh,R(En)dx ∧ dy,
avec
Rh,R(En) = −2iRh,C(En).
On choisit aussi un repe`re local holomorphe de E0 autour de z0 tel que dans
cette situation on a pour z0 ∈ X :
Rh,C(E0)(z0) =
(
d1 0
0 d2
)
, (5.7)
alors :
Rh,C(En)(z0) =
(
d1 + n 0
0 d2 + n
)
=
(
n1 0
0 n2
)
.
Cette troisie`me partie est la partie technique de notre travail . Les nota-
tions, de´finitions des parties pre´ce´dentes seront conserve´es. Cette partie se
divise en deux sous-parties :
– La premie`re consiste en l’obtention pre´cise de la variation de la fonction
zeˆta lorsque l’on fait varier les me´triques hermitiennes sur le fibre´ En
ce qui nous donne le re´sultat suivant :
Proposition . (cf. p. 73) Soient deux me´triques hermitiennes h1 et h0
sur En . On conside`re le chemin h(u) = uh1+(1−u)h0 avec u ∈ [0, 1].
Alors
d
du
τh(u)(X,En) =
1
2iπ
∫
X
tr(αRh(u)(En)) +
∫
X
tr(αPn).
( On pose α := −∗−1En ddu∗En). On peut remarquer que, puisque la dimen-
sion de H1(X,En) est nulle pour n assez grand, nous avons le the´ore`me
de Riemann-Roch qui s’e´crit pour un fibre´ (En, h) avec n assez grand :
dimH0(X,En) =
−1
2iπ
∫
X
tr(Rh(En)) + 2(1− g).
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C’est pourquoi, de fac¸on heuristique, nous pouvons penser, puisque
tr(Pn) correspond a` la dimension de H
0(X,En), que
lim
n→∞
d
du
τh(u)(X,En)
s’annule. Nous montrons, en effet, cela (cf. ci dessous).
– La deuxie`me vise a` construire des sections holomorphes “concentre´es”
du fibre´ En a` partir de sections particulie`res. Cette terminologie, em-
ploye´e, dans un autre cadre, dans [10] , nous paraˆıt adapte´e a` notre
situation.Notons e´galement l’utilisation de ce type d’outil dans [36].
Cette construction ge´ome´trique nous permet d’obtenir deux re´sultats
inte´ressants dont l’un est, comme pre´vu :
The´ore`me . (cf. p. 101)
d
du
τh(u)(X,En) = O(
1
n
).
Remarque . Apre`s lecture d’une version pre´liminaire, P. Pansu a re-
marque´ que cette formule co¨ıncidait avec la variation de la formule de
S.K. Donaldson (cf. [11]ou p. 44), et que l’on pouvait assez facilement
identifier le terme
∫
X
tr(αRh(En)) (resp.
∫
X
tr(αPn)ω avec Pn projec-
tion orthogonale pour h sur Wn) comme correspondant a` la variation
de lnNormh,ω(β) (resp. de ln detWn(Ln(h)))(cf p. 74). Cette remarque
permet, en s’appuyant sur la formule de S.K Donaldson [11], de se lim-
iter a` la lecture du chapitre huit (qui cependant utilise des re´sultats
du chapitre sept) dans cette troisie`me partie pour la de´monstration du
the´ore`me 5.1.3. Cependant, graˆce a` cette remarque, nous obtenons, en
fait, une nouvelle de´monstration de la formule de S. K. Donaldson [11]
que nous exposons dans les chapitres six et sept. L’utilite´ de ceux-ci
re´side dans le fait que l’e´nonce´ de S .K . Donaldson [11] ne s’applique
qu’aux fibre´s de caracte´ristique d’ Euler nulle ; notre de´monstration est
valable en degre´ quelconque.
L’approche ge´ome´trique de la deuxie`me sous partie, nous permet e´galement
de mieux analyser le “passage” de Met(Wn) a` Met(En). Ainsi, le
dernier paragraphe be´ne´ficie de la construction pre´ce´dente pour obtenir
un re´sultat sur In◦Ln(h) en fonction de la courbure de (En, h) qui nous
permet d’obtenir le second the´ore`me :
The´ore`me . (cf. p. 103) Soit (En, h) un fibre´ hermitien sur X, on a :
h−1InLn(h) =
π
n2
(RC(OX(n)IdE0−RC,h(E0)IdOX(n)+ rIdEn)+O(
1
n3
)
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(ici r ne de´pend que de X).De plus cela est vrai uniforme´ment en h ∈
Met(E,C4).
Ces deux re´sultats ache`vent les de´monstrations des the´ore`mes 5.1.1 et
5.1.3.
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Chapitre 6
Etude de la variation de la
torsion analytique de (En, h)
Les notations sont celles du paragraphe 4.1.1.
Nous donnons, dans ce premier paragraphe, un re´sultat pre´alable utile au
calcul de d
du
τh(u)(X,En) .
6.1 Variation du Laplacien ∆h,q le long d’un
chemin h(u)
Soient deux me´triques hermitiennes h0 et h1 sur En. On conside`re le
chemin h(u) = uh1 + (1− u)h0 avec u ∈ [0, 1].
Nous reprenons les notations du paragraphe 4.1.1.Nous posons α := −∗−1En ddu∗En.
Nous avons alors la proposition suivante :
Proposition 6.1.1.
d
du
[−tr(exp(−t∆h(u),1))] = t.tr((∂¯α∗∂¯∗u + ∂¯∂¯∗uα)(− exp(−t∆h(u),1)))
De´monstration . Etudions tout d’abord les variations du Laplacien
∆h(u),q = ∂¯∂¯
∗
u + ∂¯
∗
u∂¯
sur Cq (cf. paragraphe 4.1.1) en fonction des variations de celle de (En, h(u)).
Alors (cf. paragraphe 2.6) :
∂¯∗u = − ∗En∗ ∂¯ ∗En .
Mais ∗En∗ et ∗En de´pendent des me´triques choisies. Cependant comme
∗En∗∗En = cste
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on obtient :
d
du
∗En∗ ∗En + ∗En∗
d
du
∗En = 0.
On pose
α := −∗−1En
d
du
∗En et α∗ := −
d
du
∗En∗ ∗−1En∗ .
On obtient alors, puisque ∂¯ est invariant par changement de me´trique :
d
du
∂¯∗u =
d
du
(− ∗En∗ ∂¯∗En)
= − d
du
(∗En∗)∂¯ ∗En − ∗En∗ ∂¯
d
du
(∗En)
= α∗∂¯∗u + ∂¯
∗
uα
d
du
∆h(u),q = ∂¯
d
du
∂¯∗u +
d
du
∂¯∗u∂¯
= ∂¯α∗∂¯∗u + ∂¯∂¯
∗
uα + α
∗∂¯∗u∂¯ + ∂¯
∗
uα∂¯ sur C
q. (6.1)
On utilise alors la proposition suivante :
Proposition 6.1.2. (cf[31])
d
du
tr(exp− t∆h(u),q) = −t.tr(∆˙h(u),q(exp− t∆h(u),q)
avec ∆˙h(u),q =
d
du
∆h(u),q
(ici q = 0 ou q = 1).
Si q = 1 on obtient d’apre`s l’e´quation 6.1
d
du
∆h(u),1 = ∂¯α
∗∂¯∗u + ∂¯∂¯
∗
uα.
Ceci et la proposition 6.1.2 ache`vent la de´monstration de la proposition 6.1.1.

Remarque . Si q = 0 on obtient
d
du
∆h(u),q = α
∗∂¯∗u∂¯ + ∂¯
∗
uα∂¯.
Remarque . On pose
h(u) = h0Hu,
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avec (φ, ψ)h(u) = (Huφ, ψ)h0 = (φ,Huψ)h0, ou` φ, ψ ∈ C∞(X,Λ0,0T ∗X ⊗ En)
ou φ, ψ ∈ C∞(X,Λ1T ∗X ⊗ En). Soient η ∈ C∞(X,Λ0,0T ∗X ⊗ En) et ζ ∈
C∞(X,Λ0,1T ∗X ⊗ En). On calcule alors :∫
X
(∂¯∗uζ, η)h(u) = 1.
∫
X
(ζ, ∂¯η)h(u) =
∫
x
(Huζ, ∂¯η)h0
=
∫
X
(∂¯∗0(Huζ), η)h0
=
∫
X
(H−1u ∂¯
∗
0(Huζ), η)h(u).
D’ou` :
∂¯∗u = H
−1
u ∂¯
∗
0Hu.
Comme
HuH
−1
u = I,
on a :
d
du
Hu.H
−1
u +Hu.
d
du
H−1u = 0,
donc
d
du
H−1u = −H−1u
d
du
Hu.H
−1
u .
On en de´duit :
d
du
∂¯∗u = −H−1u
d
du
Hu.H
−1
u ∂¯
∗
0Hu +H
−1
u ∂¯
∗
0
d
du
Hu,
d’ou`
d
du
∂¯∗u = −H−1u
d
du
Hu.H
−1
u ∂¯
∗
0Hu +H
−1
u ∂¯
∗
0HuH
−1
u
d
du
Hu.
Posons β = −H−1u dduHu alors :
d
du
∂¯∗u = −β.H−1u ∂¯∗0Hu +H−1u ∂¯∗0Huβ = ∂¯∗uβ − β.∂¯∗u.
On remarque alors que :
β = α et surtout α∗ = −β.
On a e´galement
h(u)−1
d
du
h(u) = H−1u
d
du
Hu = −α. (6.2)
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6.2 Ope´rateurs de Hilbert-Schmidt et ope´rateurs
borne´s : Reformulation de dduτh(u)(X,En)
On se propose, dans ce paragraphe, d’e´tudier la variation de la torsion
analytique par rapport aux me´triques mises sur En, avec n assez grand. Soient
deux me´triques hermitiennes h1 et h0 sur En. On conside`re le chemin h(u) =
uh1 + (1 − u)h0 avec u ∈ [0, 1]. On reprend les de´finitions du paragraphe
4.1.1. On a alors :
d
du
τh(u)(X,En) =
d
du
[
q=1∑
q=0
(−1)qq d
ds
[
1
Γ(s)
∫ ∞
0
ts−1tr(exp(−t∆h(u),q)P⊥n ) dt]]|s=0
= − d
du
[
d
ds
1
Γ(s)
∫ ∞
0
ts−1tr(exp(−t∆h(u),1)P⊥n )dt]|s=0
= − d
ds
[
1
Γ(s)
d
du
∫ ∞
0
ts−1([tr exp(−t∆h(u),1)P⊥n ])dt]|s=0
= − d
ds
[
1
Γ(s)
∫ ∞
0
ts−1(
d
du
[tr exp(−t∆h(u),1)P⊥n ])dt]|s=0.
Nous supposons n assez grand. Le noyau de tr exp(−t∆h(u),1) est alors re´duit
a` ze´ro, donc P⊥n (cf. de´finition 4.1.1) correspond a` l’identite´, nous omettrons
alors l’e´criture de P⊥n dans le terme tr exp(−t∆h(u),1)P⊥n .
Proposition 6.2.1. On a
d
du
τh(u)(X,En) =
d
ds
[
1
Γ(s)
∫ ∞
0
ts[trα
d
dt
(exp(−t∆h(u),1))
+ trα∗
d
dt
exp(−t∆h(u),0)P⊥n )]dt]|s=0.
De´monstration . Nous avons par de´finition
d
du
τh(u)(X,En) = − d
ds
[
1
Γ(s)
∫ ∞
0
ts−1(
d
du
[tr exp(−t∆h(u),1)])dt]|s=0.
Nous utilisons la proposition 6.1.1. On doit donc e´tudier la quantite´ :
d
du
[−tr(exp(−t∆h(u),1))] = t.tr((∂¯α∗∂¯∗u + ∂¯∂¯∗uα∗)(− exp(−t∆h(u),1))). (6.3)
Nous allons pour cela utiliser les proprie´te´s de la trace pour commuter des
ope´rateurs particuliers. Remarquons maintenant le fait que l ’ope´rateur de
Laplace permute avec l’ope´rateur ∂¯ et son adjoint ∂¯∗u :
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∂¯∗u∆h(u),q = ∆h(u),q−1∂¯
∗
u,
∂¯∆h(u),q = ∆h(u),q+1∂¯,
(ici q = 0 ou q = 1).
De plus les ope´rateurs conside´re´s sont Hilbert-Schmidt c’est a` dire :
De´finition 6.2.2. Soit J un ope´rateur sur un espace de Hilbert T muni
d’une base hilbertienne orthonormale (ei)i. J est un ope´rateur de Hilbert-
Schmidt si et seulement si
‖J‖2H.S =
∑
i
‖Jei‖2T =
∑
i,j
|(Jei, ej)T |2 <∞.
On a e´galement la proprie´te´ suivante :
Proposition 6.2.3. ([3]) Etant donne´s un ope´rateur de Hilbert-Schmidt J
sur T et un ope´rateur borne´ K sur T on a :
tr(JK) = tr(KJ).
On applique cette proprie´te´ a` l’ope´rateur exp−t1
2
∆h(u),1 qui est de Hilbert
Schmidt et a` ∆h(u),1∂¯α
∗∂¯∗ exp−t1
2
∆h(u),1 qui est un ope´rateur borne´. On
e´tudie donc les deux quantite´s suivantes qui proviennent de 6.3.
tr(∂¯α∗∂¯∗u exp(−t∆h(u),1)), (6.4)
tr(∂¯∂¯∗uα exp(−t∆h(u),1)). (6.5)
On effectue le calcul pour 6.4, l’ autre s’obtenant de la meˆme fac¸on.
(6.4) = tr(exp(−t1
2
∆h(u),1)(∂¯α
∗∂¯∗u exp(−t
1
2
∆h(u),1)),
= tr(α∗∂¯∗u exp−t∆h(u),1∂¯),
= tr(α∗∂¯∗u∂¯ exp(−t∆h(u),0)P⊥n ).
De meˆme on obtient :
(6.5) = tr(α∂¯∂¯∗u exp(−t∆h(u),1)).
D’ou` finalement :
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(6.3) = t.tr(α∗∂¯∗u∂¯ exp(−t∆h(u),0)P⊥n ) + t.tr(α∂¯∂¯∗u exp(−t∆h(u),1)).
On obtient donc (cf. remarque p. 59) :
(6.3) =
d
du
[−tr(exp(−t∆h(u),1))]
= t.tr(α∗(∂¯∗u∂¯ + ∂¯∂¯
∗
u) exp(−t∆h(u),0)P⊥n ) + t.tr(α(∂¯∗u∂¯ + ∂¯∂¯∗u) exp(−t∆h(u),1))
= t.(trα∗
d
dt
(exp(−t∆h(u),0)P⊥n ) + trα
d
dt
(exp(−t∆h(u),1))).
Ceci ache`ve la de´monstration de la proposition 6.2.1. 
6.3 Etude de de d
du
τh(u)(X,En)
Nous reprenons avec les notations donne´es p. 59 :
d
du
τh(u)(X,En) =
d
ds
[
1
Γ(s)
∫ ∞
0
ts−1.t.[trα∗
d
dt
(exp(−t∆h(u),0)P⊥n )
+ trα
d
dt
(exp(−t∆h(u),1))]dt]|s=0.
Nous posons, pour alle´ger les notations :
A =
d
du
τh(u)(X,En).
Soient ǫ > 0 et M > 0, nous allons e´tudier dans ce chapitre la quantite´
Aǫ,M de´crite ci-dessous. Comme A correspond a` A0,∞ nous en de´duisons une
e´criture simplifie´e de A qui sera exploite´e au chapitre suivant. En effet, nous
obtenons la proposition suivante :
Proposition 6.3.1.
A =
d
du
τh(u)(X,En) =
1
4π
(trα∗Φ1(x, x; ∆h(u),0)+trαΦ1(x, x; ∆h(u),1))−tr(α∗Pn),
ou` Φ1 est de´fini p. 66.
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On commence d’abord par inte´grer par parties la quantite´ :
Aǫ,M :=
d
ds
[
1
Γ(s)
∫ M
ǫ
tstrα∗(
d
dt
(exp(−t∆h(u),0)P⊥n )+
d
dt
(trα(exp(−t∆h(u),1))dt]|s=0.
Aǫ,M =
d
ds
[
1
Γ(s)
∫ M
ǫ
tstrα∗(
d
dt
(exp(−t∆h(u),0)P⊥n ) +
d
dt
(trα(exp(−t∆h(u),1))dt]|s=0
=
d
ds
[
1
Γ(s)
[tstrα∗(exp(−t∆h(u),0)P⊥n ) + trα(exp(−t∆h(u),1))]Mǫ ]|s=0
− d
ds
[
1
Γ(s)
s
∫ M
ǫ
ts−1[trα∗(exp(−t∆h(u),0)P⊥n ) + trα(exp(−t∆h(u),1))]dt]|s=0
= A1,ǫ,M + A2,ǫ,M .
Dans cette e´tude, en ce qui concerne les notations, le deuxie`me et le troisie`me
indice indiquent les bornes d’inte´gration ordonne´es. Nous montrons dans le
paragraphe suivant que :
lim
s−→0
A1,0,∞ = 0,
le terme A2,ǫ,M sera e´tudie´ en utilisant un de´veloppement asymptotique du
noyau de la chaleur.
6.4 Etude de A1,ǫ,M
Proposition 6.4.1.
lim
s−→0
A1,0,∞ = 0
De´monstration . On rappelle que
lim
s→0
1
Γ(s)
= 0
et que
A1,ǫ,M =
d
ds
[
1
Γ(s)
[tstrα∗(exp(−t∆h(u),0)P⊥n ) + trα(exp(−t∆h(u),1))]Mǫ ]|s=0.
Nous avons alors :
– limt→0
1
Γ(s)
ts(trα∗(exp(−t∆h(u),0)P⊥n ) + tstrα(exp(−t∆h(u),1))) = 0
– On a e´galement :
d
ds
( lim
t→∞
[
1
Γ(s)
[tstrα∗(− exp(−t∆h(u),0)P⊥n ) + tstrα(exp(−t∆h(u),1))])|s=0 = 0.
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En effet la proposition suivante nous permet l’e´tude du terme
d
ds
Lim
t→∞
[ 1
Γ(s)
[tstrα(exp(−t∆h(u),1))]|s=0.
Proposition 6.4.2. (cf.[3]) Il existe L > 0 tel que : ∀t ≥ L
‖ exp(−t∆h(u),1) ‖ℓ< c(ℓ)e−t
λ1
2
ou` λ1 correspond a` la premie`re valeur propre non nulle de l’ope´rateur
∆h(u),1 .
Ici ‖ . ‖l de´signe une norme C l sur les sections C l du fibre´ En et c(l)
une constante de´pendant de l.
Donc le terme Lim
t→∞
[ 1
Γ(s)
[ts.trα(exp(−t∆h(u),1))] est nul. Il reste alors le
terme :
d
ds
Lim
M→∞
[
1
Γ(s)
Ms[trα∗(exp(−M∆h(u),0)P⊥n )]|s=0.
On utilise la proposition suivante :
Proposition 6.4.3. (cf.[3]) il existe L > 0 tel que : ∀t ≥ L
‖ exp(−t∆h(u),0)P⊥n, 1
2
‖ℓ< c(ℓ)e−t
λ1
2
ou` λ1 correspond a` la premie`re valeur propre non nulle de l’ope´rateur
∆h(u),0.
Ici ‖ . ‖l de´signe une norme C l sur les sections C l du fibre´ et c(l) une
constante de´pendant de l.
On obtient alors de la meˆme fac¸on :
d
ds
Lim
M→∞
[
1
Γ(s)
Ms[trα∗(exp(−M∆h(u),0)P⊥n )]]|s=0 = 0.

6.5 Etude de A2,ǫ,M
Par de´finition, on a :
A2,ǫ,M =
d
ds
[
1
Γ(s)
s
∫ M
ǫ
ts−1[trα∗(exp(−t∆h(u),0)P⊥n )+trα(exp(−t∆h(u),1))]dt]|s=0
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Posons
I2,ǫ,M =
1
Γ(s)
s
∫ M
ǫ
ts−1[trα∗(exp(−t∆h(u),0)P⊥n ) + trα(exp(−t∆h(u),1))]dt
=
s
Γ(s)
∫ M
ǫ
ts−1trα∗(exp(−t∆h(u),0)P⊥n )dt+
s
Γ(s)
∫ M
ǫ
ts−1trα(exp(−t∆h(u),1))dt
= I2,ǫ,M,0 + I2,ǫ,M,1.
Etudions chacun de ces termes.
6.5.1 Etude de I2,ǫ,M,1.
– Au voisinage de ze´ro, nous utilisons un de´veloppement asymptotique
du noyau de la chaleur. On a, en effet, le re´sultat suivant :
Proposition 6.5.1. (cf. [3])Asymptote du noyau de la chaleur. Soit
t > 0, Pour x ∈ X, ∃N0 ∀N ≥ N0 on a (cf. paragraphe 4.2) :
pt(x, x) =
1
4πt
i=N∑
i=0
tiϕi(x, x; ∆h(u),1) + o(t
N−1).
On pose :
Φi(x, x; ∆h(u),1) =
∫
X
ϕi(x, x; ∆h(u),1)dx .
Fixons N > N0, on a donc :
trα(exp(−t∆h(u),1)) = 1
4πt
i=N∑
i=0
titr(αΦi(x, x; ∆h(u),1)) + o(t
N−1)
=
1
4πt
tr(αΦ0(x, x; ∆h(u),1)) +
1
4π
tr(αΦ1(x, x; ∆h(u),1))
+
1
4πt
i=N∑
i=2
titr(αΦi(x, x; ∆h(u),1)) + o(t
N−1).
Prenons Re (s) > −1.
Effectuons formellement la diffe´rence des deux premiers termes du de´veloppement
asymptotique et de I2,0,1,1 :
I2,0,1,1 − s
Γ(s)
1
4π(s− 1)tr(αΦ0(x, x; ∆h(u),1))−
s
Γ(s)
1
4π(s)
tr(αΦ1(x, x; ∆h(u),1))
Cela de´finit une fonction analytique de s pour Re (s) > −1 et comme
Γ posse`de un poˆle simple en ze´ro, on obtient finalement une fonction
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holomorphe s’annulant en s = 0. Le de´veloppement analytique de I2,0,1,1
nous donne
d
ds
(I2,0,1,1)|s=0 = 1
4π
trαΦ1(x, x; ∆h(u),1).
– PourM au voisinage de l’infini, L’application s 7→ ∫M
1
ts−1trα exp(−t∆h(u),1)dt
est une fonction re´gulie`re pour s = 0 . De plus :
Lim
s−→0
1
Γ(s)
= 0.
Donc s
Γ(s)
∫M
1
ts−1trα exp(−t∆h(u),1)dt posse`de un ze´ro double. Il s’en-
suit,
d
ds
[
1
Γ(s)
s
∫ M
1
ts−1trα exp(−t∆h(u),1)dt]|s=0 = 0.
On a donc la proposition suivante :
Proposition 6.5.2.
d
ds
lim
ε−→0
M−→∞
(I2,0,∞,1)|s=0 = 1
4π
trαΦ1(x, x; ∆h(u),1).
6.5.2 Etude de I2,ǫ,M,0
Le travail est similaire au travail pre´ce´dent. On remarque que puisque
P⊥n = Id− Pn :
I2,ǫ,1,0 =
s
Γ(s)
∫ 1
ǫ
(ts−1tr(α∗ exp(−t∆h(u),0))dt− s
Γ(s)
∫ 1
ǫ
(ts−1tr(α∗ exp(−t∆h(u),0)Pn)dt.
Or
tr(α∗ exp(−t∆h(u),0)Pn) = tr(α∗Pn),
donc on obtient :
I2,ǫ,M,0 = I2,ǫ,1,0 + I2,1,M,0
=
s
Γ(s)
∫ 1
ǫ
(ts−1tr(α∗ exp(−t∆h(u),0))dt
+
s
Γ(s)
∫ M
1
(ts−1tr(α∗ exp(−t∆h(u),0)P⊥n )dt−
s
Γ(s)
∫ 1
ǫ
(ts−1tr(α∗Pn)dt.
Pour I2,1,M,0 on utilise la proposition 6.4.3. La fonction
s 7−→
∫ ∞
1
ts−1tr(α∗ exp(−t∆h(u),0)P⊥n dt
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est re´gulie`re pour s = 0 et I2,1,M,0 posse`de un ze´ro double . La de´rive´e pour
s = 0 de I2,1,M,0 est donc nulle.
Pour s
Γ(s)
∫ 1
ǫ
(ts−1tr(α∗ exp(−t∆h(u),0))dt, on utilise l’analogue de la proposi-
tion 6.5.1 :
Proposition 6.5.3. (cf. [3])Asymptote du noyau de la chaleur. Soit t > 0,
Pour x ∈ X, ∃N0 ∀N ≥ N0 on a :
pt(x, x) =
1
4πt
i=N∑
i=0
tiϕi(x, x; ∆h(u),0) + o(t
N−1)
On pose :
Φi(x, x; ∆h(u),0) =
∫
X
ϕi(x, x; ∆h(u),0)dx .
Fixons N > N0, on a donc :
trα∗(exp(−t∆h(u),0)) = 1
4πt
i=N∑
i=0
titr(α∗Φi(x, x; ∆h(u),0)) + o(t
N−1) .
Un travail similaire a` celui fait dans le paragraphe 6.5.1 donne :
lim
ǫ−→0
s
Γ(s)
∫ 1
ǫ
(ts−1tr(α∗ exp(−t∆h(u),0))dt = 1
4π
trα∗Φ1(x, x; ∆h(u),0).
Enfin, nous avons pour Re(s) > −1 :
d
ds
[
s
Γ(s)
∫ 1
0
ts−1tr(α∗Pn)dt]|s=0 =
d
ds
([
s.ts
Γ(s).s
]10tr(α
∗Pn))|s=0.
D’ou` la proposition
Proposition 6.5.4. .
d
ds
(I2,0,∞,0)|s=0 = 1
4π
trα∗Φ1(x, x; ∆h(u),0)− tr(α∗Pn).
Les propositions 6.5.2 et 6.5.4 nous donnent la proposition 6.3.1.
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Chapitre 7
Calcul de Φ1
7.1 Introduction
Soient deux me´triques hermitiennes h1 et h0 sur En . On conside`re le
chemin h(u) = uh1 + (1− u)h0 avec u ∈ [0, 1]. On reprend les de´finitions du
paragraphe 4.1.1. On a pose´ pre´ce´demment :
α := −∗−1En
d
du
∗En et α∗ := −
d
du
∗E∗n ∗−1E∗n.
On a montre´ que :
A =
1
4π
(trα∗Φ1(x, x; ∆h(u),0) + trαΦ1(x, x; ∆h(u),1))− tr(α∗Pn),
avec Pn la projection sur H
0(X,En).
La fin de la remarque p. 59 nous fournit la reformulation de A :
Proposition 7.1.1.
A =
d
du
τh(u)(X,En) =
1
4π
(trαΦ1(x, x; ∆h(u),1)− trαΦ1(x, x; ∆h(u),0)) + tr(αPn).
(7.1)
Nous allons maintenant e´tudier les deux premiers termes en utilisant la
formule de Lichnerowicz et montrer que
d
du
τh(u)(X,En) =
1
2iπ
∫
X
tr(αRh(u)(En)) + tr(αPn).
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7.2 Formule de Lichnerowicz
On pourra se re´fe´rer a` [3] et [14]. Puisque X est une surface de Riemann,
on peut la conside´rer comme une varie´te´ ka¨lhe´rienne. Conside´rons, comme
d’habitude, le fibre´ En sur cette varie´te´. Comme nous avons une structure
complexe, nous avons le complexifie´ du fibre´ tangent qui s’e´crit :
TX ⊗R C = T 1,0X ⊗ T 0,1X.
Comme la varie´te´ est ka¨lhe´rienne, ces deux fibre´s sont pre´serve´s par la con-
nexion de Levi-Civita dont la de´rive´e covariante est note´e ▽ (cf. p. 17). De
plus le fibre´ Λ(T 0,1X)∗ ⊗ En est un module de Clifford. Soit
s = s0,1 + s1,0 ∈ Γ(X, (TX)∗) = Γ(X, (T 0,1X)∗)⊕ Γ(X, (T 1,0X)∗).
L’action de Clifford est de´finie par :
c(s)β =
√
2(ε(s0,1)− ι(s1,0))β ∀s ∈ C∞(X, (TX)∗) et ∀β ∈ Λ(T 0,1X)∗⊗,
avec ε le produit exte´rieur et ι(u) la contraction avec l’e´lement dual de u
de´fini par la forme quadratique provenant de la me´trique riemannienne de
X. Cette action est auto-adjointe car s0,1 = s¯1,0. On de´finit la courbure de
la connexion de Levi-Civita ▽ note´e RLC qui est donne´e par la relation
suivante :
Soient Y, Z, S,W des champs de vecteurs sur X ,
RLC(S, Y )Z = ▽S ▽Y Z −▽Y ▽S Z −▽[S,Y ]Z.
On conside`re maintenant le Laplacien de Bochner de´fini par :
De´finition 7.2.1. Soit ∂z un repe`re local de T
0,1X pour la me´trique her-
mitienne sur X. Le Laplacien de Bochner de (En, h), ∆
0,•
h , est de´fini par :
∆0,• = ▽En▽∂z∂z¯ −▽
En
∂z
▽En∂z¯ .
En posant {
∂z = ∂x − i∂y
∂z¯ = ∂x + i∂y
,
ou` {∂x, ∂y} est un repe`re local orthonorme´ de TX.
Nous avons alors le re´sultat suivant :
Proposition 7.2.2. (Formule de Lichnerowicz. cf. [3] p140) Soit (En, h)
un fibre´ vectoriel hermitien sur X. Dans un syste`me de coordonne´es locales,
on a :
∂¯∗h∂¯ + ∂¯∂¯
∗
h = ∆
0,• + ε(dz¯)ι(dz)((RLC(∂z, ∂z¯)∂z , ∂z¯) +Rh(En)(∂z, ∂z¯)),
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Ici on utilise le complexe suivant :
C0
∂¯−→ C1 −→ 0 (7.2)
avec C i = Ω0,iX (En).
7.3 Calcul de Φ1
Les e´le´ments du de´veloppement asymptotique du noyau de la chaleur se
de´finissent de fac¸on re´currente. En ge´ne´ral ces coefficients deviennent rapide-
ment difficiles a` calculer mais dans notre situation ce calcul est relativement
simple. Soit d’abord ∂z un repe`re local orthonorme´ de T
0,1X pour la me´trique
hermitienne sur X . On pose :{
∂z = ∂x − i∂y
∂z¯ = ∂x + i∂y
,
ou` {∂x, ∂y} est un repe`re local de TX :
De´finition 7.3.1. On appelle laplacien ge´ne´ralise´ du fibre´ (En, h) un ope´rateur
sous la forme :
∆ = ∆En + F,
avec
∆En = −
∑
i=1,2
▽Enei ▽Enei −▽▽eiei
avec e1 := ∂x et e2 := ∂y repe`re local pour TX et F une section du fibre´
End(En).
Nous avons alors le re´sultat suivant :
Proposition 7.3.2. ([3] p. 84)
Φ1(x, x,∆
En + F ) =
1
3
RX(x)− F (x),
ou` RX est la courbure scalaire de X.
Donc si nous reprenons la proposition 7.2.2 nous allons expliciter la for-
mule entre le laplacien ∆En et le laplacien ∆0,•. Cela donne pour le laplacien
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∆0,• :
∆0,• = ▽En▽∂z∂z¯ −▽
En
∂z
▽En∂z¯
= −▽En∂x−i∂y ▽En∂x+i∂y +▽En▽∂x−i∂y∂x+i∂y
= −(▽En∂x −▽Eni∂y)(▽En∂x +▽Eni∂y) +▽En(▽∂x−▽i∂y )(∂x+i∂y)
= −(▽En∂x −▽Eni∂y)(▽En∂x +▽Eni∂y) +▽En(▽∂x (∂x+i∂y)−▽i∂y (∂x+i∂y))
= ∆En − i([▽En∂x ,▽En∂y ] +▽En(▽∂y∂x−▽∂x∂y))
= ∆En − iRh(En)(∂x, ∂y) + i▽En[∂x,∂y]−▽∂x∂y−▽∂y∂x
= ∆En − iRh(En)(∂x, ∂y) + i▽EnRh(∂x,∂y)
= ∆En − iRh,R(En).
On obtient donc, pour un fibre´ (En, h) en utilisant la proposition 7.2.2
∂¯∗h∂¯+∂¯∂¯
∗
h = ∆
En−iRh,R(En)+ε(dz¯)i(dz)((RLC(∂z, ∂z¯)∂z, ∂z¯)+Rh(En)(∂z, ∂z¯)).
On a par ailleurs la proposition suivante :
Proposition 7.3.3. Soit (En, h) un fibre´ vectoriel holomorphe sur X. Avec
les notations pre´ce´dentes on a :{
∆˜h,0 = ∆
En − iRh,R(En)
∆˜h,1 = ∆
En + iRh,R(En) + (RLC(∂z, ∂z¯)∂z , ∂z¯).
Notons que ∆˜h,q est l’ope´rateur de Laplace ou Laplacien agissant sur
Cq = Ω0,qX (En) de´fini par :
∆˜h,q = ∂¯∂¯
∗
h + ∂¯
∗
h∂¯.
Remarque . Etant donne´ que nous conside´rons, pour le calcul de Φ1, l’ope´rateur
de Laplace ∆h,q agissant sur C
q = Ω0,qX (En), nous remarquons que :{
∆h,0 = ∆
En − iRh,R(En)
∆h,1 = ∆
En⊗ + iRh,R(En) + (RLC(∂z, ∂z¯)∂z, ∂z¯),
avec les notations de´finies p.42.
Dans le lemme 6.1.7 p. 212 de [12] il y a une petite erreur de signe dans la
premie`re formule.
De´monstration . Nous utilisons le re´sultat 7.2.2. En effet pour les 0-formes,
la contraction par le vecteur ∂x+ i∂y, ce qui correspond a` ι(dz) est nulle. On
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obtient donc la premie`re e´quation de la proposition. Pour ce qui est des
(0, 1)-formes, il est imme´diat que
∀η ∈ C∞(X,Λ0,1T ∗X ⊗ En), ǫ(dz¯)ι(dz)η = η.
Remarquons que :
Rh(En)(∂z, ∂z¯) = Rh,C(En).
De plus
Rh(En)(∂z, ∂z¯) = Rh,C(En) = −2iRh,R(En).
Nous obtenons donc le re´sultat . 
Finalement on a :
Proposition 7.3.4.
d
du
τh(u)(X,En) =
1
2iπ
∫
X
tr(αRh(u)(En)) + tr(αPn).
De´monstration . Nous avons (cf. prop.7.1) :
d
du
τh(u)(X,En) =
1
4π
(trαΦ1(x, x; ∆h(u),1)− trαΦ1(x, x; ∆h(u),0)) + tr(αPn).
Etudions le terme trαΦ1(x, x; ∆h(u),1)) − trαΦ1(x, x; ∆h(u),0)). D’apre`s la
proposition 7.3.2 et la remarque p. 72 on a :{
Φ1(x, x; ∆h(u),0)) =
1
3
RX + iRh(u),R(En)
Φ1(x, x; ∆h(u),1)) =
1
3
RX − iRh(u),R(En) + ((R▽(∂z, ∂z¯)∂z, ∂z¯)
Comme α est a` trace nulle
trα((R▽(∂z, ∂z¯)∂z , ∂z¯) = 0.
D’ou`
trαΦ1(x, x; ∆h(u),1))− trαΦ1(x, x; ∆h(u),0)) = −2i
∫
X
trαRh(u)(En).
On obtient donc le re´sultat escompte´. 
La proposition est le re´sultat expose´ p.44 .
Proposition 7.3.5. (cf. p. 44) Soit En un fibre´ sur X.On a pour des
me´triques h telles que detEn(h) = 1 :
∃n0, ∀n > n0
Normh,ω(β) = (det
Wn
(Ln(h)))
1
2 × Th(X,En). (7.3)
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De´monstration . Soient des me´triques h telles que detEn(h) = 1. Nous
avons alors :
ln(Normh,ω(β)) = ln(Normk,ω(β)) +
1
8π
(
∫
X
R2(h, k)) cf. e´quation 3.1 p.34,
et
d
du
∫
X
R2(h(u), k) = 2i
∫
X
tr(vuRh(u)(En)),
ou` k ∈Met(En) fixe´. De plus, d’apre`s l’e´quation 6.2, vu = −α donc
d
du
ln(Normh,ω(β)) =
2
8π
∫
X
tr(vuR(h(u))) =
1
4iπ
∫
X
tr(αRh(u)(En)).
On a e´galement :
d
du
τh(u)(X,En) = 2
d
du
Th(u)(X,En) cf. de´finition p. 42.
On obtient alors :
d
du
ln(Normh(u),ω(β)) =
1
4iπ
∫
X
tr(αRh(u)(En))
et en utilisant la proposition 7.3.4,
=
1
2
d
du
τh(u)(X,En)− 1
2
tr(αPn)
(cf. pour la notation p.56).
De plus
d
du
ln(det
Wn
(Ln(h(u))
1
2 )) =
1
2
d
du
ln(det
Wn
(Ln(h(u)))
=
1
2
d
du
detWn(Ln(h(u))
detWn(Ln(h(u))
=
1
2
tr [det(Ln(h(u))).(Ln(h(u)))
−1 d
du
Ln(hu) ].det(Ln(h(u)))
−1
=
1
2
∫
X
tr((h(u))−1
d
du
(hu)Pn)ω
=
1
2
∫
X
tr(αPn)ω
(ce qui fut la remarque de P. Pansu cf. p. 56). Nous obtenons alors, a` une
constante pre`s :
Normh,ω(β) = (det
Wn
(Ln(h)))
1
2 × Th(X,En). (7.4)
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Il reste a` e´tudier maintenant le terme tr(αPn). C’est l’objet du chapitre
suivant ou` nous construisons des sections “ concentre´es ”.
75
Chapitre 8
Sections “concentre´es”
Dans toute cette partie En est un fibre´ holomorphe sur X de rang deux.
Nous fixons une me´trique lisse de re´fe´rence note´e k, l’espace Met(E,C4) est
l’espace des me´triques h, telles que h = kH avec H endomorphisme de E
autoadjoint de´fini positif de C4(End(E)). Dans ce chapitre, nous e´tudions le
terme tr(αPn).
8.1 Choix d’un repe`re holomorphe local sur
En
Soit h ∈ Met(E,C4). On conside`re un point z0 ∈ X . Nous prenons un
syste`me de coordonne´es locales (U, z) avec z0 ∈ U de telle sorte que z0 soit
donne´ par 0. On va donc choisir un repe`re ǫ de OX(1), ce qui donnera un
repe`re ǫ⊗n sur OX(n). On notera parfois (avec abus) hOX(n)(z) la quantite´
‖ǫ⊗n‖hOX(n). Nous construisons maintenant un repe`re holomorphe dans un
voisinage de 0 {e1, e2} de En, de telle sorte que la me´trique h sur En =
E0 ⊗OX(n) s’e´crive :
h(z) = hOX(n)(1−
(
d1 0
0 d2
)
zz¯ +Azz¯2 +Bz2z¯ + ϕ(z)),
avec
1 =
(
1 0
0 1
)
et A,B ∈ M2(C).
La me´trique hOX(n) est celle du fibre´ OX(n). De plus ϕ(z) = O(|z|3) et les
coefficients des matrices A et B sont inde´pendants de n. On pose e´galement :
hij(z) = (ei(z), ej(z))h(z),
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et
hijkl(z) = h
ij
klz
kz¯l. (8.1)
Commenc¸ons par construire un repe`re local holomorphe sur OX(1) et un
repe`re sur E0.
8.1.1 Construction d’un repe`re sur OX(1)
Nous construisons un repe`re local holomorphe ǫ sur OX(1) et choisissons
une coordonne´e z tels que
hOX(1)(z) = 1− zz¯ +m.z2z¯2 +O(|z|5), (8.2)
avec m ∈ R. Nous imposons donc a` la coordonne´e z de ve´rifier RhOX (1)(z0) =
dz ∧ dz¯ et notons e´galement que ω = RhOX (1)(cf. p. 4). On aura alors en
utilisant le de´veloppement limite´ en ze´ro de exp :
hOX(1)(z) = exp(−|z|2 +O(|z|4)).
Ce travail s’effectue en plusieurs e´tapes. On peut supposer que nous avons
un repe`re local ǫ˜ sur OX(1) et une coordonne´e ζ tels que :
h˜OX(1)(ζ) = 1 +O(|ζ |) (8.3)
(quitte a` multiplier h par un scalaire). Nous effectuons maintenant un change-
ment de repe`re ǫ, holomorphe, de la forme
ǫ = (1 + a1ζ + a2ζ
2 + a3ζ
3 + a4ζ
4 + a5ζ5)ǫ˜ , ai ∈ C, i = 1..5.
On obtient alors :
hOX(1) = ǫ
∗h˜OX(1)ǫ.
On peut ve´rifier que hOX(1) satisfait 8.3 et, en choisissant ai pour i = 1..5,
on impose a` hOX(1) de ve´rifier
hOX(1)(ζ) = 1− ζζ¯ + ...+O(|ζ |5)
Cela donne des conditions sur les coefficients ai pour i = 1..5. Par exemple,
le de´veloppement de Taylor-Young de dhOX(1) en ze´ro donne :
dhOX(1)(ζ) = dhOX(1)(0) + ζζ¯d
2hOX(1)(0) + +O(|ζ |3).
En comparant l’e´criture pre´ce´dente a` cette dernie`re on obtient :
dhOX(1)(0) = 0 et
∂2
∂ζ∂ζ¯
hOX(1)(0) = −1.
77
Mais
dhOX(1)(0) = d(ǫ
∗h˜OX(1)ǫ)(0).
Donc
0 = dǫ∗(0) + dh˜OX(1)(0) + dǫ
∗(0) = a¯ + dh˜OX(1)(0) + a,
car
ǫ∗(0) = ǫ(0) = h˜OX(1)(0) = 1.
Cela donne
a1 = −∂h˜OX (1)(0).
De meˆme on a
d2hOX(1)(0) = d
2(ǫ∗h˜OX(1)ǫ)(0).
D’ou` des conditions sur a2.Nous faisons de meˆme pour a3, a4, a5. Nous obtenons
ainsi le repe`re local ǫ. La me´trique sur OX(1) s’e´crit alors :
hOX(1)(ζ) = 1− ζζ¯ + ....+O(|ζ |5),
avec p ∈ C. Posons maintenant
z = ζ + cζ2 + eζ3 avec c, e ∈ C
Alors, :
hOX(1)(z) = 1− zz¯ +mz2z¯2O(|z|5)
= 1− (ζ + cζ2 + eζ3)(ζ + cζ2 + eζ3) +O(|ζ |4)
= 1− ζζ¯ + pζ2ζ¯ + p¯ζ ζ¯2 + ....+O(|ζ |5),
avec c = p et m = 2cc¯.De meˆme on trouve e. Ce choix de coordonne´e z e´tant
e´tabli, nous avons la me´trique hOX(1) e´crite sous la forme de´sire´e.
8.1.2 Remarque sur la forme volume de X
Notons que la forme volume ω va ve´rifier d’une part :
ω(z0) = RhOX (1)(z0) = dz ∧ dz¯.
D’autre part, la forme volume ve´rifie localement autour de z0 (cf. remarque
p.20) :
ω = ∂¯(h−1OX(1)∂hOX(1)).
Cela donne :
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ω(z) = (1 + rzz¯ + ...)dz ∧ dz¯. (8.4)
Nous posons
ω(z) = w(z)dz ∧ z¯.
Remarquons e´galement que en z0 :
rdz ∧ dz¯ = R(TX)(z0).
8.1.3 Construction d’un repe`re sur E0
Nous construisons maintenant un repe`re {f1, f2} sur E0 tel que
hE0(z) = 1−
(
d1 0
0 d2
)
zz¯ +Mzz¯2 +Nz2z¯ +O(|z|3))
ou` 1 =
(
1 0
0 1
)
et M,N ∈M2(C).
Nous proce´dons comme ci-dessus : quitte a` faire un changement de coor-
donne´es de M2(C), on peut supposer que dans un repe`re {f˜1, f˜2} :
h˜E0(z) = 1 +O(|z|),
et la matrice RC(hE0)(z0) est diagonale. Nous faisons e´galement un change-
ment de coordonne´es holomorphe de la forme :(
f1
f2
)
= (1+ Az +Bz2 + Cz3)
(
f˜1
f˜2
)
, A, B, C ∈M2(C).
On ve´rifie e´galement que
hE0(z) = g
∗h˜E0g = 1+O(|z|).
En proce´dant comme pre´ce´demment c’est a` dire en choisissant A,B,C, on a
maintenant :
h˜E0(z) = hE0 = 1−
(
d1 0
0 d2
)
zz¯ +Mzz¯2 +Nz2z¯ +O(|z|3)).
Nous avons ainsi de´fini le repe`re {f1, f2}.
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8.1.4 Repe`re sur En
On vient donc de construire un repe`re sur E0 ⊗OX(1) de la forme {f1 ⊗
ǫ, f2 ⊗ ǫ}. La me´trique h s’e´crit alors dans ce repe`re
h(z) = hOX(n) ⊗ (1−
(
d1 0
0 d2
)
zz¯ +Mzz¯2 +Nz2z¯ +O(|z|3)).
Et RE1(h)(z0) = ∂¯∂h(z0) =
(
d1 + 1 0
0 d2 + 1
)
dz ∧ dz¯.
Sur En il suffit de conside´rer le repe`re :
{f1 ⊗ ǫ⊗n, f2 ⊗ ǫ⊗n}
que nous noterons {e1, e2}. Nous avons alors :
h(z) = hOX(n)(1−
(
d1 0
0 d2
)
zz¯ +Azz¯2 +Bz2z¯ + ϕ(z)),
avec ϕ(z) = O(|z|3) et les matrices A et B sont des matrices inde´pendantes
de n d’apre`s la formule 8.2 . Remarquons e´galement que nous avons la ma-
joration entre matrices hermitiennes suivante :
∃n0,∃C1, C2 > 0 inde´pendants de n, telles que n ≥ n0
exp(−nC1|z|2)1 ≤ hOX(n)(z) ≤ exp(−nC2|z|2)1. (8.5)
De la meˆme fac¸on : Il existe n′0 et C3, C4 > 0 inde´pendants de n, tels que si
n > n′0 :
exp(−C4n|z|2)1 ≤ C2(h(z))w(z). (8.6)
De plus
REn(h)(z0) = ∂¯∂h(z0)
= IdOX(n) ⊗RE0 + IE0 ⊗ROX (n) (8.7)
=
(
d1 + n 0
0 d2 + n
)
dz ∧ dz¯. (8.8)
8.2 Rappels sur les distributions
Nous donnons tout d’abord les de´finitions sur un ouvert de R2. Nous
ge´ne´raliserons cela a` X en conside´rant les cartes locales de X .
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Soit ouvert Ω de R2. Nous allons de´finir sur cet ouvert ce que l’on appelle
des distributions. On conside`re le sous espace vectoriel DK(Ω) de C∞(Ω)
compose´ des fonctions dont le support est contenu dans K compact de Ω.
On munit DK(Ω) de sa structure d’espace localement compact de´finie par la
famille de semi-normes (‖.‖k)k∈N telles que :
‖f‖k = sup{Dαf(z), |α| ≤ k, z ∈ Ω}.
Ainsi DK(Ω) est un espace de Fre´chet. Si K de´signe l’ensemble de toutes les
parties compactes de Ω, on note
D(Ω) =
⋃
K∈K
DK(Ω).
De´finition 8.2.1. Une forme line´aire u : D(Ω) −→ C est appele´e une
distribution sur X si on a :
∀K ∈ K , ∃Ck ≥ 0 , ∃k ∈ N,
|u(f)| ≤ CK‖f‖k , ∀f ∈ DK(Ω).
On note D′(Ω) cet espace vectoriel.
On peut remarquer que l’espace L2(Ω) peut eˆtre plonge´ dans cet espace.
La distribution qui nous inte´resse est la distribution de Dirac δz, z ∈ Ω de´finie
par :
δz : f ∈ C∞(Ω) −→ f(z) ∈ C
De´finition 8.2.2. On de´finit une distribution u sur X si pour toute carte
locale de X, U ⊂ X, il existe une distribution v sur U conside´re´ comme
ouvert Ω de R2 et pour toute fonction f ∈ C∞(U)(prolonge´e par ze´ro sur X
tout entier, ce qui en fait un e´le´ment de C∞(X)) telle que :
v(f) = u(f).
On note D′(X) cet ensemble.
Nous de´finissons alors les distribution sur X pour un fibre´ vectoriel En :
De´finition 8.2.3. On de´finit une section distributionnelle u sur X pour un
fibre´ vectoriel En de rang 2 par l’existence sur chaque ouvert trivialisant de la
forme U ×C2 de En de distributions v sur C∞(U)2 identifie´ avec C∞(U,En)
telles que pour tout e´le´ment f ∈ C∞(U,E)(prolonge´e par ze´ro sur X tout
entier, ce qui en fait un e´le´ment de C∞(X,E)) on a
v(f) = u(f).
On note Γ−∞(X,En) cet ensemble.
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8.3 Choix d’une section correspondant a` la
premie`re composante du noyau de Pn
La proposition 7.3.4 donne :
d
du
τh(u)(X,En) =
1
2iπ
∫
X
tr(αR(En)) + tr(αPn).
On e´tudie alors tr(αPn), avec Pn projection orthogonale surH
0(X,En). C’est
la situation que nous adopterons jusqu’a` la fin de ce chapitre.
On se donne alors une section distributionnelle u1 ∈ Γ−∞(X,En) telle que :
u1 = δz0e1,
ou` δ est la distribution de Dirac de´finie ci-dessus. Nous allons maintenant
construire une approximation de la section holomorphe σˆ1 correspondant a`
la projection orthogonale pour h de u1. Cette projection existe car on projette
sur le sous-espace vectoriel ferme´ H0(X,En). Par de´finition du noyau,(cf. [38]
chap. 4), on peut remarquer e´galement que :
Pnu1(z) =
∫
X
Pn(z, z1)δz0e1(z1)dvol(z1) = Pn(z, z0)e1(z0),
avec Pn le noyau de Pn. Nous prenons une section qui vaut (1, 0) dans la
base {e1, e2} pour z0 = 0, sous la forme :
f1(z) = e1(z).
Cette section, f1 (dont la notation n’a aucun lien avec celle de´finie dans
les paragraphes pre´ce´dents) est une fonction “cloche” . Elle va nous servir a`
la construction de la projection orthogonale de u1 pour h sur H
0(X,En).
8.4 Extension a` X.
On de´finit ensuite une fonction plateau φ telle que les de´rive´es soient
porte´es par un anneau de centre z0, de rayon inte´rieur r
′ = 1
2
et de rayon
exte´rieur R = 1, note´ A(r′, R), tels que
D(z0, R) ∈ U.
Pour cela soit :
φ˜(x) =
{
1 ∀x ≤ 1
2
0 ∀x ≥ 1.
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On pose ensuite :
φ(z) = φ˜(R−1|z|), ∀z ∈ U.
Il s’ensuit alors, apre`s avoir pose´ f˜1 = φ.f1 qui est une section alors C
∞ :
∂¯(f˜1)(z) = ∂¯(φ.f1)(z) = ∂¯φ.f1(z) = ∂¯φ1e1(z).
Nous effectuons maintenant le calcul de la norme L2(h) de la de´rive´e de
f˜1. Nous utiliserons ce calcul dans le paragraphe suivant.
‖∂¯(φ.f1)‖L2(h) = ‖∂¯φ.e1(z)‖L2(h)
≤ ‖∂¯φ‖L2‖e1(z)‖C0(A(r′,R))
≤ C1 exp(−nr´ 2)‖∂¯φ‖L2
8.5 Proprie´te´ des sections holomorphes
Ce paragraphe e´tablit deux re´sultats utilise´s dans le calcul de la projection
de u1 sur Wn. En effet nous voulons modifier σ1 pour de´finir cette projection.
8.5.1 Premie`re proprie´te´
Soit η ∈ H0(X,En). Nous voulons obtenir une majoration de |η(z)|h pour
z ∈ X . La proposition 8.9 donne une estimation suffisante pour la suite des
calculs.
Nous avons besoin, pour la de´monstration de cette proposition, du lemme
suivant :
Lemme 8.5.1. Soit C4 > 0. Il existe C5 telle que pour tout n ≥ 1, et pour
tout fonction holomorphe f sur D(0, r′) ⊂ C, on ait
|f ′(0)| ≤ C5n
(∫
D(0,r′)
|f(z)|2 exp(−C4n|z|2)dzdz
) 1
2
.
De´monstration . On conside`re l’espace des fonctions holomorphes sur
D(0, r′) avec la me´trique L2 ponde´re´e par exp(−C4n|z|2). Les zi forment une
base orthogonale . On peut alors e´crire
f(z) =
∑
i
aiz
i.
On obtient :
f ′(0) = a1,
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et∫
D(0,r′)
|f(z)|2 exp(−C4n|z|2)dzdz =
∑
i
|ai|2
∫
D(0,r′)
|z|2i exp(−C4n|z|2)dzdz.
En particulier, on a
|a1|2
∫
D(0,r′)
|z|2exp(−C4n|z|2)dzdz ≤
∫
D(0,r′)
|f(z)|2exp(−C4n|z|2)dzdz.
De plus ∃C6 > 0 ∫
D(0,r′)
|z|2exp(−C4n|z|2)dzdz ≥ C6n−2,
d’ou` le re´sultat. Ce lemme est utilise´ dans la proposition suivante. 
Proposition 8.5.2. Soit η ∈ H0(X,En) telle que η(z0) = 0. On a alors :
∃C7 ,∃n0 tel que
n ≥ n0,∀z ∈ X,
|η(z)|h ≤ C7nd(z, z0)‖η‖L2(h). (8.9)
De´monstration . On suppose η(z0) = 0. Soit z ∈ D(z0, r′) Notons par ∇n
la connexion de Chern de En. On a alors :
|η(z)|h ≤
∫ y=z
y=z0
|∇n(η)(y)|hdℓ
ou` dℓ est l’e´le´ment de longueur ge´ode´sique le long du chemin reliant z0 a` z.
Il suffit de montrer que pour i = 1, 2 et D(y, r′′) ⊂ D(z0, r′)
|∇nηi(y)|h ≤ C6n(
∫
D(y,r′′)
|ηi(z)| exp(−C4n|z|2)dzdz) 12 . (8.10)
Pour cela on applique le lemme 8.5.1 a` ηi en supposant y = 0 et au disque
D(y, r′′).

On utilisera a` plusieurs fois cette proposition combine´e au re´sultat suivant :
Proposition 8.5.3. Soit η ∈ H0(X,En) et z ∈ X. On a alors : ∃C > 0
|ηi(z)| ≤ Ch
−1
2
OX(n)
(z)|η(z)|h pour i = 1, 2.
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De´monstration . En effet on a :
|ηi(z)| ≤ C.|η(z)|h
1
2
E0
(z).
car hE0(z) est inde´pendant de de n. On a donc :
|ηi(z)|h
1
2
OX(n)
(z) ≤ C.|η(z)|h
1
2
E0
(z)h
1
2
OX (n)
(z) ≤ C.|η(z)|h.

8.5.2 Deuxie`me proprie´te´
Soit η ∈ H0(X,En) telle que η(z0) = 0. On l’e´crit de la fac¸on suivante :(
η1(z)
η2(z)
)
dans le repe`re {e1, e2} local sur En de´fini dans un voisinage de ze´ro. Supposons
e´galement que ‖η‖L2(h) = 1. Nous voulons estimer∫
D(0,r′)
η1(z)hOX(n)(z)dzdz¯. (8.11)
Le corollaire 8.5.6 nous donne l’estimation souhaite´e.
Dans ce paragraphe la lettre C de´signera de fac¸on ge´ne´rique une constante
inde´pendante de n. Nous utiliserons le lemme suivant :
Lemme 8.5.4. Soit L un fibre´ en droite sur X. Notons k une me´trique sur
L. Soit s une section holomorphe de L. Posons g = k(s, s). On a alors :
∇( s|s|k ) =
1
2
dc ln g.
s
|s|k . (8.12)
De´monstration . Comme ∂s = ∂g
g
s, on a :
∇ s|s|k =
∂s
|s|k − d ln |s|k.
s
|s|k
=
∂g
g
s
|s|k −
1
2
d ln g
s
|s|k
=
1
2
dc ln g
s
|s|k .

Nous rendons tout d’abord ”syme´trique” hOX(n). Pour cela soit une nouvelle
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coordonne´e(non holomorphe) u(z) telle que :
u(z0) = 0 et hOX(1) = exp(−|u(z)|2).
|u(z)|2 = |z|2 − β|z|4 +O(|z|5)
Donc u(z) est de la forme :
z = (1 + β ′u(z)u¯(z) +O(|u(z)|3))u(z),
avecβ ′ ne de´pendant que de β. Alors on a :
dzdz¯ = (1 + β˜uu¯+ ψ(u))dudu¯,
ou` β˜ ne de´pend que de β,
avec ψ(u) = O(|u|3). Nous allons maintenant calculer l’inte´grale de´finie par la
formule 8.11. Nous rappelons (cf. proposition 8.5.3, formule 8.9 et ‖η‖L2(h) =
1) que :
|ηi(z)| ≤ Cnh
−1
2
OX(n)
(z) pour i = 1, 2. (8.13)
Conside´rons maintenant v(z) = (1 + β ′u(z)u¯(z))u(z). On a alors
η1(z) = η1(v(z)) +
∫ z
v(z)
d
dt
η1(t)dt.
Notons que arg(z) = arg(v(z)). Le chemin entre les deux points est donc
le rayon allant de z a` v(z). Nous avons :
|h 12 (z)η1(z)− h 12 (v(z))η1(v(z))| ≤
∫ v(z)
z
| d
dt
h
1
2 (t)η1(t)|dt. (8.14)
Ici d
dt
est la de´rive´e directionnelle dont l’axe est le rayon allant de z a` v(z).
Calculons d
dt
h
1
2 (t)η1(t). En utilisant le repe`re construit dans le paragraphe
8.1.4 on a η1 =< η, fˇ1 ⊗ ǫˇ⊗n >h ou` fˇ1(resp. ǫˇ) est l’e´le´ment dual de f1(resp.
ǫ). De plus h
1
2
OX(n)
= ‖ǫ‖nhOX (n) = ‖ǫˇ‖
−n
hOX (n)
d’ou`
h
1
2
OX(n)
η1 =< η, fˇ1 ⊗ ǫˇ
⊗n
‖ǫˇ‖nhOX (n)
>h .
On obtient alors :
d
dt
hOX(n)
1
2 (t)η1(t) = < ∇ d
dt
η, fˇ1 ⊗ ǫˇ
⊗n
‖ǫˇ‖nhOX (n)
>h
+ < η,∇ d
dt
fˇ1 ⊗ ǫˇ
⊗n
‖ǫˇ‖nhOX (n)
>h
+ n < η, fˇ1 ⊗∇ d
dt
ǫˇ
‖ǫˇ‖hOX (n)
⊗ ǫˇ
⊗n−1
‖ǫˇ‖n−1hOX (n)
>h .
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Nous e´tudions maintenant chacun des trois termes du membre de droite. On
a :
• < ∇ d
dt
η, fˇ1 ⊗ ǫˇ⊗n‖ǫˇ‖n
hOX (n)
>h≤ |∇ d
dt
η|h|fˇ1 ⊗ ǫˇ⊗n‖ǫˇ‖n
hOX (n)
|h ≤ C|∇ d
dt
η|h. La
formule 8.10 nous donne la majoration :
< ∇ d
dt
η, fˇ1 ⊗ ǫˇ
⊗n
‖ǫˇ‖nhOX (n)
>h≤ C.n.
• Nous avons e´galement :
< η,∇ d
dt
fˇ1 ⊗ ǫˇ
⊗n
‖ǫˇ‖nhOX (n)
>h≤ C|η|h|fˇ1 ⊗ ǫˇ
⊗n
‖ǫˇ‖nhOX (n)
|h ≤ C|η|h.
On applique la proposition 8.5.2 pour obtenir :
< η,∇ d
dt
fˇ1 ⊗ ǫˇ
⊗n
‖ǫˇ‖nhOX (n)
>h≤ C.n.
• Enfin, pour le dernier terme, on utilise le lemme 8.5.4 :
∇ ǫˇ‖ǫˇ‖hOX(n)
=
−1
2
dc ln h.
ǫˇ
‖ǫˇ‖hOX(n)
.
Donc
∇ d
dt
ǫˇ
‖ǫˇ‖hOX (n)
= ι d
dt
(
−1
2
dc ln h)
ǫˇ
‖ǫˇ‖hOX (n)
,
ou` ι de´signe l’ope´ration de contraction avec le champ de vecteur d
dt
.
Mais dc lnh est une forme angulaire a` O(|z|4) pre`s(cf. p.86). Donc
ι d
dt
(
−1
2
dc ln h) = 0.
Il s’ensuit :
n < η, fˇ1 ⊗∇ d
dt
ǫˇ
‖ǫˇ‖hOX(n)
⊗ ǫˇ
⊗n−1
‖ǫˇ‖n−1hOX (n)
>h= 0.
On a donc :
|
∫ z
v(z)
d
dt
h
1
2
OX(n)
η1(t)dt| ≤ Cn|z − v(z)| ≤ Cn|u|4.
Et ∫
D(0,r′)
|u|4 exp(−n|u|2)(1 + β˜uu¯+O(|u|3))dudu¯ = O( 1
n3
).
87
Donc on a ∫
D(0,r′)
hOX(n)(
∫ z
v(z)
d
dt
h
1
2
OX(n)
η1(t)dt)dzdz¯ = O(
1
n2
).
Il reste donc a` e´tudier le terme en η(v(z)). Pour cela on a la proposition
suivante :
Proposition 8.5.5. Soit f une fonction holomorphe telle que f(z0) = 0,
alors
∫
D(0,r′)
f(v) exp(−n|u|2)(1 + β˜uu¯))dudu¯ = 0. (8.15)
De´monstration . Comme f est une fonction holomorphe, on a :
f(z) =
∑
j≥1
ajz
j
D’ou`
f(v) =
∑
j≥1
aj(1 + β
′u(z)u¯(z))ju(z)j =
∑
j≥1
ajg(|u|)u(z)j.
L’expression 8.15 est alors e´vidente . 
Cette proposition donne alors le corollaire suivant :
Corollaire 8.5.6. ∫
D(0,r′)
η1(z)hOX(n)(z)dzdz¯ = O(
1
n2
).
De´monstration . On applique la proposition pre´ce´dente a` la section η1. Il
reste donc a` montrer que :∫
D(0,r′)
η1(z)(exp−n|u|2)ψ(u)dzdz¯ = O( 1
n2
). (8.16)
Or ψ(u) = O(|u|3) est inde´pendant de n et
|η1(z(u))| ≤ Cn|u| exp(n |u|
2
2
),
donc
∫
D(0,r′)
η1(z)(exp−n|u|2)ψ(u)dzdz¯ est majore´e par
Cn
∫
D(0,r′)
|u|4(exp−n |u|
2
2
)dzdz¯.
Ce qui donne l’e´quation 8.16. 
On obtient de meˆme :
Corollaire 8.5.7.∫
D(0,r′)
η1(z)hOX(n)(z)zz¯dzdz¯ = O(
1
n2
).
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8.6 Holomorphisation de f˜1
Nous avons donc maintenant une section globale, f˜1, mais C
∞, de En. On
utilise alors la proposition 7.3.3, pour obtenir des objets holomorphes. On a :
∆∂¯ = ∆
0,• + φ(R)− iRR,h(En),
avec φ(R) un ope´rateur utilisant le tenseur de Ricci de X . L’ope´rateur de
Green Gr a une norme L2 pour h qui est comparable a` n−
1
2 (cf. [13]). La
section C∞, f˜1 de En, va eˆtre modifie´e pour avoir une section holomorphe.
On de´finit pour cela :
ζ1 = −∂¯∗Gr∂¯f˜1.
On obtient alors la premie`re section globale holomorphe σ1 = f˜1 + ζ1. De
plus :
‖ζ1‖2L2(h) = < ∂¯∗Gr∂¯f˜1, ∂¯∗Gr∂¯f˜1 >h
= < Gr ∂¯f˜1, ∂¯f˜1 >h
≤ Cn−1‖∂¯f˜1‖2L2(h),
d’ou` :
‖ζ1‖2L2(h) ≤ n−1C1 exp(−2nr2)‖∂¯φ‖2L2. (8.17)
Or pour tout a ∈ N∗ :
exp(−nr´ 2) = o( 1
na
). (8.18)
Par la suite nous pourrons donc ne´gliger de cette manie`re les termes en
exp(−nr2).
On a la proposition suivante :
Proposition 8.6.1. Il existe une section holomorphe que l’on note σ1 telle
que :
σ1(z) =


e1(z) + ζ1(z) ∀z ∈ D(0, r′)
φ(z)e1(z) + ζ1(z) ∀z ∈ A(R, r′)
ζ1(z) ∀z ∈ X\D(0, R),
avec
‖ζ1‖L2(h) = o( 1
na
) , ∀a ∈ N∗.
On a alors :
‖σ1‖2L2(h) =
π
n
− πd1 + πr
n2
+O(
1
n3
).
Ici r ne de´pend que de X(cf. formule 8.4 p. 79).
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De´monstration . Nous conside´rons la forme volume de´finie par la formule
8.4 p. 79 c’est-a`-dire la forme volume est de la forme :
ω(z) = (1 + rzz¯ + ...)dz ∧ dz¯ = w(z)dz ∧ dz¯.
Nous avons :
‖σ1‖2L2(h) = ‖f˜1‖2L2(h) + ‖ζ1‖2L2(h)+ < f˜1(z), ζ1(z) >L2(h) + < ζ1(z), f˜1(z) >L2(h) .
1. Pour le premier terme du deuxie`me membre on a :
< f˜1(z), f˜1(z) >L2(h)=
∫
D(0,r′)
h11(z)w(z)dzdz¯+
∫
A(r′,R)
< f˜1(z), f˜1(z) >h w(z)dzdz¯.
Comme ∫
A(r′,R)
< f˜1(z), f˜1(z) >h w(z)dzdz¯ = o(
1
na
),
et puisque
h11(z) = exp(−n|z|2)(1− d1zz¯ +A11zz¯2 +B11z2z¯ + ϕ(z)),
On a, d’une part :∫
D(0,r′)
exp(−n|z|2)w(z)dzdz¯ =
∫ 2π
0
∫ r′
0
exp(−nρ2)w(ρ, θ)ρdρdθ = π
n
+
rπ
n2
+o(
1
n2
)
et d’autre part, par une inte´gration par partie, on a :
−
∫
D(0,r′)
d1 exp(−n|z|2)w(z)zz¯dzdz¯ = −
∫ 2π
0
∫ r′
0
d1 exp(−nρ2)w(ρ, θ)ρ3dρdθ
= −d1 π
n2
+ o(
1
n2
).
De meˆme il est clair que∫
D(0,r′)
exp(−n|z|2)A11zz¯2w(z)dzdz¯ = 0 +O( 1
n3
),
et ∫
D(0,r′)
exp(−n|z|2)B11z2z¯w(z)dzdz¯ = 0 +O( 1
n3
)
Le dernier terme,
∫
D(0,r′)
exp(−n|z|2)ϕ(z)w(z)dzdz¯, vu les conditions
sur h et vu w(z), est enO( 1
n3
) car il est de la forme :
∫
D(0,r′)
ψ1(z)hOX (n)dzdz¯
avec ψ1(z) = O(|z|4)
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2. Le deuxie`me terme ve´rifie ‖ζ1‖2L2(h) = o( 1na ).
3. Les deux derniers termes ve´rifient en utilisant l’ine´galite´ 8.17 :
| < ζ1(z), f˜1(z) > | = | < ζ1(z), f˜1(z) > | ≤ ‖ζ1‖L2(h).‖f˜1‖L2(h) = o( 1
na
)
On obtient le re´sultat de´sire´.

8.7 Orthogonalisation de σ1 par rapport a` un
sous espace vectoriel W 1n de Wn
Nous rappelons que Wn est de dimension note´e p. Montrons maintenant
que la section σ1 correspond “assez bien” a` la section holomorphe globale
cherche´e. En effet, elle ne correspond pas pour l’instant a` la projection or-
thogonale induite par la me´trique h de la section u1. Pour cela nous devons
la modifier de fac¸on a` ce qu’elle de´finisse une projection orthogonale sur
H0(X,En). De ce fait on e´tudie une perturbation de σ
1. Pour commencer
nous prenons une famille de p − 2 sections orthonorme´es que nous notons
ηi pour i = 1..p − 2. Nous choisissons p − 2 sections de telle sorte que :
ηi(z0) = 0 pour i = 1..p− 2. La re´union de ces sections forment une famille,
appele´e F , de p − 2 sections orthonorme´es de H0(X,En). Elles engendrent
un espace vectoriel de dimension p − 2 que nous appellerons W 1n . Dans le
paragraphe suivant, nous calculons le ”de´faut” d’orthogonalite´ de la section
σ1 avec l’espace vectoriel engendre´ par la famille F .
8.7.1 “De´faut” d’orthogonalite´ de σ1 avec V ect(F)
Nous prenons p − 2 sections orthonorme´es note´es ηi telles que pour i =
1..p− 2 : (
ηi1(z)
ηi2(z)
)
=
(
ηi11z + ...+ η
i
1mz
m + o(zm)
ηi21z + ...+ η
i
2mz
m + o(zm)
)
,
dans le repe`re {e1, e2} local sur En de´fini dans un voisinage de ze´ro.
Elles ve´rifient ηi(z0) = 0.
Calculons maintenant le “de´faut” d’orthogonalite´ de σ1 avec vect(F0).
Soit i ∈ {1..p− 2}.∫
X
< σ1, ηi >h w(z)dzdz¯ =
∫
X
< f˜1 + ζ1, η
i >h w(z)dzdz¯
=
∫
X
< f˜1, η
i >h w(z)dzdz¯ +
∫
X
< ζ1, η
i >h w(z)dzdz¯.
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Or
|
∫
X
< ζ1, η
i >h w(z)dzdz¯| ≤ ‖ζ1‖L2(h).‖ηi‖L2(h)
≤ o( 1
na
) cf . p 89.
De plus pour 1 ≤ i ≤ p− 2∫
X
< f˜1, η
i >h w(z)dzdz¯ =
∫
D(0,r′)
h11(z)ηi1w(z)dzdz¯ +
∫
D(0,r′)
h12(z)ηi2w(z)dzdz¯
+
∫
A(r′,R)
< f˜1, η
i >h w(z)dzdz¯.
On trouve imme´diatemment :∫
A(r′,R)
< f˜1, η
i >h w(z)dzdz¯ = o(
1
na
).
Etudions maintenant les deux inte´grales suivantes. Nous utilisons la meˆme
me´thode dans les deux cas. Nous les de´composons en somme d’inte´grales ou`
chacune correspond au de´veloppement de h11E0(z)w(z) ou h
12
E0
(z)w(z) suivant
le cas.∫
D(0,r′)
h11ηi1(z)w(z)dzdz¯ =
∫
D(0,r′)
ηi1(z)hOX (n)(z)h
11
E0
(z)w(z)dzdz¯
=
∫
D(0,r′)
ηi1(z)hOX(n)(z)dzdz¯ (8.19)
+
∫
D(0,r′)
ηi1(z)hOX(n)(z)(r + d1)zz¯dzdz¯ (8.20)
+
∫
D(0,r′)
ηi1(z)hOX(n)(z)O(|z|3)dzdz¯ (8.21)
Ici O(|z|3) est inde´pendant de n. De meˆme on a∫
D(0,r′)
h12ηi2(z)w(z)dzdz¯ =
∫
D(0,r′)
ηi2hOX(n)(z)h
12
E0
(z)w(z)dzdz¯(8.22)
=
∫
D(0,r′)
ηi2(z)hOX (n)(z)O(|z|3)dzdz¯ (8.23)
Nous voulons maintenant obtenir des estimations sur toutes ces inte´grales.
Pour ce faire, nous utilisons le paragraphe 8.5 et nous rappelons que nous
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avons la majoration suivante (cf. proposition 8.5.3, proposition 8.5.2 et ‖η‖L2(h) =
1) :
|ηij(z)| ≤ Cnh
−1
2
OX(n)
pour i = 1, 2 .
Nous e´tudions de la meˆme fac¸on les inte´grales 8.21 et 8.23. En effet, en
utilisant la la proposition 8.5.2 applique´e a` ηi1(z) ou η
i
2(z) et formule 8.5 ,
nous obtenons :
|
∫
D(0,r′)
ηi1(z)hOX (n)(z)O(|z|3)dzdz¯| ≤
∫
D(0,r′)
|ηi1(z)hOX (n)(z)O(|z|3)|dzdz¯
≤
∫
D(0,r′)
|ηi1(z)|hh
1
2
OX(n)
(z)O(|z|3)dzdz¯
≤ C7n‖ηi‖L2(h)
∫
D(0,r′)
h
1
2
OX(n)
(z)O(|z|3)dzdz¯
= O(
1
n2
).
Ici C7 est inde´pendante de n. On a donc :∫
D(0,r′)
ηi1(z)hOX (n)(z)O(|z|3)dzdz¯ = O(
1
n2
)
et de la meˆme fac¸on :∫
D(0,r′)
ηi2(z)hOX(n)(z)O(|z|3)dzdz¯ = O(
1
n2
).
D’apre`s le paragraphe 8.5.2, on a pour l’ inte´grale 8.19 :∫
D(0,r′)
ηi1(z)hOX(n)(z)dzdz¯ = O(
1
n2
) (cf. corollaire 8.5.6)
et de la meˆme fac¸on (cf. corollaire 8.5.7) l’ inte´grale 8.19 ve´rifie∫
D(0,r′)
ηi1(z)hOX (n)(z)(r + d1)zz¯dzdz¯ = O(
1
n2
).
On obtient donc : ∀ 1 ≤ i ≤ p− 2,
< σ1, ηi >L2(h)= O(
1
n2
). (8.24)
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8.7.2 Construction de la projection σˇ1 de u1 sur W
1
n
Une section holomorphe, projection orthogonale pour h de u1 sur Wn
ve´rifie :
∀η ∈ H0(X,En) < σˇ1, η >L2(h)= η1(z0)
ou` η1 est la premie`re composante de η dans le repe`re {e1, e2}. Cela nous
ame`ne a` de´finir la projection σˇ1 de u1 sur W
1
n , c’est a` dire σˇ
1 ve´rifie :
< σˇ1, η >L2(h)= 0 ∀η ∈ W 1n .
Proposition 8.7.1. Nous de´finissons une section holomorphe, projection
orthogonale de σ1 sur W 1n par :
σˇ1 = σ1 −
∑
i=1..p−2
< σ1, ηi >L2(h) η
i, (8.25)
avec
‖σˇ1‖2L2(h) =
π
n
− πd1 + πr
n2
+O(
1
n3
).
σˇ1(z0) = e1(z0).
Ici r ne de´pend que de X(cf. formule 8.4 p. 79).
De´monstration . On a en effet :
– ∀ηi ∈ F ,
< σˇ1, ηi >L2(h) = < σ
1, ηi >L2(h) −
∑
j=1..p−2
< σ1, ηj >L2(h)< η
j, ηi >= 0
– Nous utilisons la formule 8.24 et la proposition 8.6.1 :
‖σˇ1‖2L2(h) = < σ1, σ1 >L2(h) −
∑
i=1..p−2
| < σ1, ηi > |2
=
π
n
− πd1 + πr
n2
+O(
1
n3
) + (p− 2)(O( 1
n2
))2
et le fait que p ∼ n. Pour la dernie`re proprie´te´ de σ˜1 on utilise l’e´quation
8.25.
σˇ1(z0) = σ
1(z0)−
∑
i=1..p−2
O(
1
n2
)ηi(z0),
et le fait que ηi(z0) = 0 pour i = 1..p− 2.

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8.7.3 Orthogonalisation de σ2 par rapport a` W 1n
Nous effectuons le meˆme travail que pour u1 pour la section
u2(z) = δz0e2(z).
Nous re´sumons ici les diffe´rentes e´tapes de la construction. Nous avons :
Pnu(z) =
∫
X
Pn(z, z1)δz0e2(z1)dvol(z1) = Pn(z, z0)e2(z0).
On conside`re maintenant la section :
f2(z) = e2(z).
On obtient alors :
Proposition 8.7.2. Il existe une section holomorphe que l’on note σ2 telle
que :
σ2(z) =


e2(z) + ζ2(z) ∀z ∈ D(0, r′)
φ(z)e2(z) + ζ2(z) ∀z ∈ A(R, r′)
ζ2(z) ∀z ∈ X\D(0, R),
avec
ζ2 = −∂¯∗Gr∂¯f˜2.
Tout d’abord, nous construisons la section holomorphe σˇ2. Pour cela nous
conside´rons la famille F compose´e de p− 2 sections orthonorme´es note´es ηi
pour i = {1, ..., p − 2} qui s’annulent en z0. (cf. p. 91). Les calculs sont
identiques a` ceux du paragraphe 8.7.
Proposition 8.7.3. Nous de´finissons une section holomorphe, projection
orthogonale pour h de σ2 sur V ect(F) par :
σˇ2 = σ2 −
∑
i=1..p−2
< σ2, ηi > ηi.
On a de plus
‖σ˜2‖2L2(h) =
π
n
− πd2 + πr
n2
+O(
1
n3
),
et
σˇ22(z0) = e2(z0),
ou` σˇ22 est la deuxie`me composante de σˇ
2 dans le repe`re {e1, e2}.
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8.8 Fin de l’orthogonalisation de σˇ1 et σˇ2
Nous comple´tons maintenant la famille F par deux sections de telle sorte
que nous ayons une base de Wn. Nous choisissons tout naturellement les
sections σˇ1 et σˇ2. En effet chacunes de ces deux sections a` une composante
non nulle en z0. Nous commenc¸ons par normaliser σˇ
2. Nous effectuons le
calcul pour la section σˇ1. La de´marche est identique pour σˇ2.
8.8.1 Normalisation de σˇ2
< σˇ2, σˇ2 >L2(h) = < σ
2 −
∑
i=1..p−2
< σ2, ηi > ηi, σ2 −
∑
j=1..p−2
< σ2, ηj > ηj >L2(h)
= < σ2, σ1 >L2(h) −
∑
i=1..p−2
< σ2, ηi >< σ2, ηi >
Il est e´vident que :
∑
i=1..p−2
< σ1, ηi >< σ1, ηi >= O(
1
n3
),
car p ∼ n et < σ2, ηi >= O( 1
n2
)(cf. paragraphe 8.7). De plus
< σ2, σ1 >L2(h) = < e2 + ζ2, e2 + ζ2 >L2(h)
= < e2, e2 >L2(h) +2 < ζ2, e2 + ζ2 >L2(h)
Or (cf. proposition 8.6.1)
| < ζ2, e2 + ζ2 >L2(h) | ≤ ‖ζ2‖L2(h)‖e2 + ζ2‖L2(h) = O( 1
na
).
On a e´galement :
< e2, e2 >L2(h) =
∫
X
h22E0hOX(n)w(z)dzdz¯ =
π
n
+O(
1
n2
) (8.26)
On pose
ηp−1 =
1
‖σˇ2‖L2(h)
σˇ1.
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8.8.2 ”De´faut” d’orthogonalite´ de σˇ1 avec V ect(ηp−1)
Nous calculons donc le ”de´faut d’orthogonalite´” de σˇ1 avec V ect(σˇ2).
< σˇ1, σˇ2 >L2(h) = < σ
1 −
∑
i=1..p−2
< σ1, ηi > ηi, σ2 −
∑
j=1..p−2
< σ2, ηj > ηj >L2(h)
= < σ1, σ2 >L2(h) −
∑
i=1..p−2
< σ1, ηi >< σ2, ηi >
Il est e´vident que : ∑
i=1..p−2
< σ1, ηi >< σ2, ηi >= O(
1
n3
),
car p ∼ n et < σ1, ηi >= O( 1
n2
)(cf. paragraphe 8.7). De plus
< σ1, σ2 >L2(h) = < e1 + ζ1, e2 + ζ2 >L2(h)
= < ζ1, e2 + ζ2 >L2(h) + < e1 + ζ1, ζ2 >L2(h)
Or (cf. proposition 8.6.1)
| < ζi, ej + ζj >L2(h) | ≤ ‖ζi‖L2(h)‖ej + ζj‖L2(h) = O( 1
na
) pour i, j = 1, 2 .
On a donc
< σˇ1, σˇ2 >L2(h)= O(
1
n3
).
D’ou`
< σˇ1, ηp−1 >L2(h)= O(
1
n2
). (8.27)
8.8.3 Projection de u1 sur W
1
n + V ect(η
p−1)
On veut de´finir la projection orthogonale pour h de u1, note´e σ˜
1, sur le
sous espace vectoriel engendre´ par W 1n et V ect(η
p−1). On doit avoir pour
cela :
< σ˜1, η >L2(h)= 0 ∀η ∈ W 1n + V ect(ηp−1).
Proposition 8.8.1. Nous de´finissons une section holomorphe, projection
orthogonale de σ1 sur Wn par :
σ˜1 = σ1 −
∑
i=1..p−1
< σ1, ηi >L2(h) η
i, (8.28)
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avec
‖σ˜1‖2L2(h) =
π
n
− πd1 + πr
n2
+O(
1
n3
).
σ˜1(z0) = e1(z0) +O(
1
n
3
2
)e2(z0).
Ici r ne de´pend que de X(cf. formule 8.4 p. 79).
De´monstration . On a en effet :
– ∀ηi,i = 1..p− 1,
< σ˜1, ηi >L2(h) = < σ
1, ηi >L2(h) −
∑
j=1..p−1
< σ1, ηj >L2(h)< η
j, ηi >= 0
– Nous utilisons la formule 8.24 et la proposition 8.6.1 :
‖σ˜1‖2L2(h) = < σ1, σ1 >L2(h) −
∑
i=1..p−1
| < σ1, ηi > |2
=
π
n
− πd1 + πr
n2
+O(
1
n3
) + (p− 1)(O( 1
n2
))2
et le fait que p ∼ n. Pour la dernie`re proprie´te´ de σ˜1 on utilise l’e´quation
8.28.
σ˜1(z0) = σ
1(z0)−
∑
i=1..p−1
O(
1
n2
)ηi(z0),
et le fait que seule ηp−1(z0) = O(n
1
2 ).

8.8.4 Normalisation de σ˜1
Nous normalisons σ˜1. Cela de´finit la section σˆ1. Alors σˆ1 est la projection
orthogonale de u1 sur H
0(X,En) pour la me´trique h. De plus elle ve´rifie :
‖σˆ1‖2L2(h) = 1 +O(
1
n
) (cf. e´quation 8.26).
On a donc la proposition suivante :
Proposition 8.8.2. σˆ1 est la projection orthogonale de u1 sur H
0(X,En)
pour la me´trique h. Elle ve´rifie :
σˆ11(z0) =
n+ d1 + r
π
e1(z0) + c1e1(z0)
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ou` σˆ11 est la premie`re composante de σˆ
1 dans le repe`re {e1, e2} et c1 = O( 1n ).
De plus
σˆ12(z0) = O(
1
n
)e2(z0)
ou` σˆ12 est la deuxie`me composante de σˆ
1 dans le repe`re {e1, e2}.
On pose
σˆ1 = ηp.
8.8.5 ”De´faut” d’orthogonalite´ de σˇ2 avec V ect(ηp)
On obtient de la meˆme fac¸on :
< σˇ2, ηp >L2(h)= O(
1
n2
). (8.29)
8.8.6 Projection de u2 sur W
1
n + V ect(η
p)
On effectue le meˆme travail que dans le paragraphe 8.8.3
Proposition 8.8.3. Nous de´finissons une section holomorphe, projection
orthogonale de u2 sur W
1
n + V ect(η
p) par :
σ˜2 = σ2 −
∑
i=1..p−2,p
< σ2, ηi >L2(h) η
i, (8.30)
avec
‖σ˜2‖2L2(h) =
π
n
− πd1 + πr
n2
+O(
1
n3
).
σ˜2(z0) = e2(z0) +O(
1
n
3
2
)e1(z0).
Ici r ne de´pend que de X(cf. formule 8.4 p. 79).
De´monstration . On a en effet :
– ∀ηi, i = 1..p− 2, p ,
< σ˜2, ηi >L2(h) = < σ
1, ηi >L2(h) −
∑
j=1..p−2,p
< σ1, ηj >L2(h)< η
j , ηi >= 0
– Nous utilisons la formule 8.24 et la proposition 8.6.1 :
‖σ˜2‖2L2(h) = < σ2, σ2 >L2(h) −
∑
i=1..p−2,p
| < σ2, ηi > |2
=
π
n
− πd2 + πr
n2
+O(
1
n3
) + (p− 1)(O( 1
n2
))2
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et le fait que p ∼ n. Pour la dernie`re proprie´te´ de σ˜1 on utilise l’e´quation
8.30.
σ˜1(z0) = σ
1(z0)−
∑
i=1..p−2,p
O(
1
n2
)ηi(z0),
et le fait que seule ηp(z0) = O(n
1
2 ).

8.8.7 Normalisation de σ˜2
On fait de meˆme qu’ au paragraphe 8.8.4. Nous normalisons σ˜2. Cela
de´finit la section σˆ2. Alors σˆ2 est la projection orthogonale de u2 surH
0(X,En)
pour la me´trique h. De plus elle ve´rifie :
‖σˆ2‖2L2(h) = 1 +O(
1
n
).
On a donc la proposition suivante :
Proposition 8.8.4. σˆ2 est la projection orthogonale de u2 sur H
0(X,En)
pour la me´trique h. Elle ve´rifie :
σˆ21(z0) =
n+ d2 + r
π
e2(z0) + c1e1(z0)
ou` σˆ11 est la premie`re composante de σˆ
1 dans le repe`re {e1, e2} et c1 = O( 1n ).
De plus
σˆ22(z0) = O(
1
n
)e1(z0)
ou` σˆ22 est la deuxie`me composante de σˆ
1 dans le repe`re {e1, e2}.
8.9 Calcul de tr(αPn)
Dans le repe`re local {e1, e2} , on obtient :
Pn(z0, z0) =
(
σˆ1(z0) σˆ
2(z0)
)
=
(
n+d1+r
π
+O( 1
n
) O( 1
n
)
O( 1
n
) n+d2+r
π
+O( 1
n
)
)
. (8.31)
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Nous obtenons alors :
tr(αPn) =
∫
z∈X
tr(αPn(z, z)d(vol(z))
tr(αPn) =
1
−2iπ
∫
X
tr(αRh(En)) +
∫
X
tr(αdiag(
r
π
))ω +O(
1
n
)
=
1
−2iπ
∫
X
tr(αRh(En)) +O(
1
n
), (8.32)
en utilisant la formule 5.7 p. 55. On en de´duit alors :
The´ore`me 8.9.1. Soient deux me´triques hermitiennes h1 et h0 sur En. On
conside`re le chemin h(u) = uh1 + (1− u)h0 avec u ∈ [0, 1].
d
du
τh(u)(X,En) = O(
1
n
).
De´monstration . Comme d’apre`s la proposition 7.3.4 p.73,
d
du
τh(u)(X,En) =
1
2iπ
∫
X
tr(αRh(u)(En)) + tr(αPn),
l’e´quation 8.32 donne :
d
du
τh(u)(X,En) = O(
1
n
).

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Chapitre 9
Calcul de InLn
Nous rappelons que :
1. In est un morphisme de Met(Wn) dans Met(En) et a` m ∈ Met(Wn),
In(m) correspond la me´trique induite par le morphisme surjectif ϕ
de´fini dans 3.3.2 c’est a` dire le morphisme In est de´fini de la fac¸on
suivante :
De´finition 9.0.2. (cf. de´finition 3.1.2)
In : Met(Wn) −→ Met(En)
In(m)(ez, ez) = min{m(v, v)/v ∈ Wn et v(z) = ez},
avec ez ∈ Ez, m ∈Met(Wn).
2. Ln : Met(En) −→ Met(Wn), associe a` une me´trique h sur En la
me´trique L2 sur Wn de´finie par h (cf. de´finition 3.1.1).
Soit z0 ∈ X , nous voulons calculer pour une me´trique h ∈ Met(En), la
quantite´ :
InLn(h)(ei, ej)(z0) , i, j = 1..2 ,
avec ei , i = 1..2 de´fini pre´ce´demment p. 8.1.4. Pour cela nous utilisons le
travail pre´ce´dent sur la cre´ation de sections “concentre´es”. On a vu, dans le
chapitre pre´ce´dent, que σ˜1 est une section holomorphe de norme Ln(h) mini-
mum et e´gale a` e1(z0) a` O(
1
n3
) pre`s. On conside`re v1 une section holomorphe
du fibre´ En telle que en z0 elle soit e´gale a` σ˜1(z0) c’est a` dire a` e1(z0) a` O(
1
n3
)
pre`s. On a alors
(InLn(h)(v1, v1))z0 = < σ˜
1, σ˜1 >Ln(h)
= < σ˜1, σ˜1 >L2(h)
=
π
n
− πd1 + πr
n2
+O(
1
n3
) cf. prop. 8.8.1.
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Soit v2, une section holomorphe e´gale en z0 a` e2(z0) a` O(
1
na
) , ∀a ∈ N∗
pre`s. On conside`re alors la section σ˜2 comme de´fini dans la proposition 8.8.3
et on a :
(InLn(h)(v2, v2))z0 =< σ˜
2, σ˜2 >Ln(h)=
π
n
−πd2 + πr
n2
+O(
1
n3
) cf. prop. 8.8.3.
On a e´galement :
(InLn(h)(v2, v1))z0 =< σ˜
2, σ˜1 >Ln(h)= O(
1
n3
)
et
InLn(h)(v2, v1)z0 = O(
1
n3
).
Donc finalement :
InLn(h)z0 = (
(
π
n
− πd1+πr
n2
0
0 π
n
− πd2+πr
n2
)
+
(
O( 1
n3
) O( 1
n3
)
O( 1
n3
) O( 1
n3
)
)
). (9.1)
Remarque . CommeX est compact Les constantesO( 1
n3
) sont inde´pendantes
du point z0 ∈ X choisi. Remarquons que {v1, v2} est hz0-orthonorme´e a`
O( 1
n3
). On obtient donc, en utilisant l’e´quation 8.8 p. 80 :
h−1InLn(h) =
π
n2
(RC(OX(n)IdE0 − RC,h(E0)IdOX(n) + rIdEn) +O(
1
n3
).
On a pose´
O(
1
n3
) :=
(
O( 1
n3
) O( 1
n3
)
O( 1
n3
) O( 1
n3
))
)
.
Il en de´coule le the´ore`me suivant
The´ore`me 9.0.3. Soit (En, h) un fibre´ hermitien sur X, on a :
h−1InLn(h) =
π
n2
(RC(OX(n)IdE0 − RC,h(E0)IdOX(n) + rIdEn) +O(
1
n3
).
Ici r est une fonction ne de´pendant que de X(cf. formule 8.4 p. 79).
Ce the´ore`me est utilise´ dans la de´monstration du the´ore`me 5.1.3 donne´e
p. 49.
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