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palavras-chave equac¸o˜es diferenciais, ca´lculo cronolo´gico, expanso˜es as-
simpto´ticas, estabilidade de Lyapunov, me´todo de media-
nizac¸a˜o.
resumo Neste trabalho estuda-se a estabilizac¸a˜o de sistemas descritos
por equac¸o˜es diferenciais. Usando te´cnicas do Ca´lculo Cro-
nolo´gico, introduzido na u´ltima de´cada de 70 nos trabalhos de
A.A. Agrachev e R.V.Gamkrelidze, estuda-se a estabilizac¸a˜o da
equac¸a˜o de pequenas oscilac¸o˜es de um peˆndulo duplo invertido
na vizinhanc¸a do seu equil´ıbrio vertical, normalmente insta´vel,
quando sujeito a uma oscilac¸a˜o ra´pida e arbitra´ria. Sa˜o consi-
derados os casos planares e esfe´rico. Analisa-se, tambe´m, uma
classe de sistemas ela´sticos descritos por equac¸o˜es diferenciais
parciais (hiperbo´licas). O exemplo considerado e´ o de uma
corda vibrante sujeita a uma perturbac¸a˜o linear. Estabelecem-
se condic¸o˜es para a estabilidade e estabilizac¸a˜o assimpto´tica
quando, ao sistema, e´ aplicado um controlo vibracional. Sa˜o
considerados os casos de presenc¸a e auseˆncia de atrito. As
te´cnicas de medianizac¸a˜o e do Ca´lculo Cronolo´gico sa˜o esten-
didas para o estudo de sistemas descritos por equac¸o˜es a`s de-
rivadas parciais.

keywords differential equations, chronological calculus, asymptotic ex-
pansions, Lyapunov stability, averaging methods.
abstract Using tools from Chronological Calculus introduced in 1970 by
A.A. Agrachev and R.V.Gamkrelidze, in this Ph.D thesis we
study stability properties of small oscillations of a double in-
verted pendulum near its, usually unstable, upper equilibrium
position. We assume that the pendulum is subject an arbitrary
fast oscillation. Both, planar and spherical cases are conside-
red.
We also analyze a class of elastic systems described by a (hy-
perbolic) partial differential equation. Our working example is
the equation of a vibrating string subject to linear disturbance.
We establish conditions for stabilization and asymptotic stabi-
lization by applying a vibrating control to the string. In the
first situation studied we assume that system is subject to a
damping force; next we consider the system without damping.
We extend the tools from averaging and from Chronological
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Diversos feno´menos de a´reas da cieˆncia como a f´ısica, a biologia ou a economia sa˜o descritos
por equac¸o˜es diferenciais na˜o auto´nomas da forma
p˙(t) = X(p, t)
com p ∈ V, V uma variedade, e t > 0 representando a varia´vel tempo. Caso seja poss´ıvel
actuar no sistema, por exemplo, por aplicac¸a˜o de forc¸as externas, o modelo matema´tico
ganha um paraˆmetro funcional que reflecte a actuac¸a˜o externa. Este paraˆmetro designa-se
por controlo e o sistema passa a ser descrito por
p˙(t) = X(p, t;u(t))
com p ∈ V e t > 0, u(t) ∈ U onde u e´ o controlo e U o espac¸o dos controlos. A a´rea da ma-
tema´tica que estuda estes sistemas e´ a Teoria Matema´tica do Controlo. Um problema t´ıpico
da teoria do controlo e´ determinar o conjunto de pontos que pode ser atingido de um ponto
inicial p0 ∈ V escolhendo diferentes valores de u(t) ∈ U e alternando entre estes valores de
u. Este problema e´ designado por controlabilidade. Um outro problema recorrente da teoria
do controlo e´ o de estabelecer condic¸o˜es, sobre o controlo u ∈ U , de forma a que as soluc¸o˜es
da equac¸a˜o diferencial parametrizada por u ∈ U satisfac¸am determinadas propriedades, por
exemplo serem esta´veis. Aqui, a teoria do controlo cruza um outro campo de estudo da ma-
tema´tica: a Teoria Qualitativa das Equac¸o˜es Diferenciais.
Pode-se considerar que a teoria qualitativa das equac¸o˜es diferenciais nasce em finais do
se´culo IXX com os trabalhos de Poincare´1(1854–1912) e Lyapunov2 (1857-1918). Recorrendo
a me´todos geome´tricos, Poincare´ estabelece uma teoria sobre o comportamento das soluc¸o˜es
de equac¸o˜es diferenciais de segunda ordem e resolve diversos problemas sobre a dependeˆncia
de soluc¸o˜es de um paraˆmetro. Por seu lado, Lyapunov estuda o comportamento das soluc¸o˜es
numa vizinhanc¸a de pontos de equil´ıbrio generalizando o conceito de energia e func¸a˜o de
energia. A ele se deve a teoria da estabilidade apresentada de forma sucinta no Cap´ıtulo
3. A teoria qualitativa, fundada por Poincare´, e´ aprofundada por Birkhoff (1884–1944) que
estabelece diversos factos sobre a teoria qualitativa de sistemas de equac¸o˜es diferenciais de
ordem superior3, [Bir99].
Parte substancial dos feno´menos modelados por equac¸o˜es diferenciais teˆm um comporta-
mento oscilato´rio. Esta´-se a falar de, por exemplo, dinaˆmica populacional (presa/predador),
1H. Poincare´,“Les me´thodes nouvelles de la me´canique ce´leste”, 1-3 , Blanchard (1987)
2A.M. Lyapunov,“Stability of motion”, Acad. Press (1966) (Translated from Russian)
3G.D. Birkhoff, “Surface transformations and their dynamical applications”Acta Math., 43 (1922) pp. 1-119
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ondas electromagne´ticas, ondas neurolo´gicas e tantos outros. Historicamente, a ana´lise dos
movimentos oscilato´rios inicia-se com o estudo do peˆndulo, em finais se´culo XVI, com os
trabalhos de Galileu (1564–1642) seguido por Huygens (1629–1695) e Newton (1643–1727).
Inicialmente, o estudo das oscilac¸o˜es caracterizava-se pela ana´lise de sistemas descritos por
equac¸o˜es diferenciais lineares de coeficientes constantes pelo que era designada por teoria
das oscilac¸o˜es lineares. O problema fundamental era construir soluc¸o˜es perio´dicas e quase-
perio´dicas dos sistemas e compreender as suas propriedades. Embora o estudo das oscilac¸o˜es
lineares tivesse prosseguido, o estudo das oscilac¸o˜es na˜o lineares era feito segundo processos
lineares sendo a parte na˜o linear ignorada sem aparente justificac¸a˜o. Note-se que a presenc¸a
de na˜o linearidades pode exercer um efeito cumulativo: embora a ana´lise do comportamento
de um sistema na˜o linear num per´ıodo se possa assemelhar ao comportamento de oscilac¸o˜es
harmo´nicas, analisando as mesmas oscilac¸o˜es num longo intervalo de tempo (em comparac¸a˜o
com o per´ıodo) encontrar-se-iam diferenc¸as substanciais devido a pequenos desvios do sis-
tema em relac¸a˜o ao caso linear. Uma outra dificuldade do caso na˜o linear adve´m do facto do
princ´ıpio da sobreposic¸a˜o na˜o ser va´lido. Assim, a ana´lise das diferentes oscilac¸o˜es harmo´nicas
que compo˜em o movimento na˜o tem qualquer significado. Os primeiros estudos sobre siste-
mas na˜o lineares devem-se a Ostrogradsky (1801–1862), Helmholtz (1821–1894) e Rayleigh
(1842–1919).
Considera-se uma oscilac¸a˜o na˜o linear como suficientemente pro´xima a uma oscilac¸a˜o li-
near quando depende de um paraˆmetro pequeno que, ao se anular, torna a equac¸a˜o numa
equac¸a˜o linear, [BM61]. Esta abordagem estava ja´ presente nos trabalhos realizados pelos
astro´nomos na ana´lise dos movimentos planeta´rios no se´c. IXX. Com efeito, foi o interesse
da mecaˆnica celeste pela influeˆncia exercida pela Lua sobre o movimento de rotac¸a˜o da Terra
que conduziu ao estudo de pequenas perturbac¸o˜es. Os me´todos desenvolvidos neste aˆmbito
sa˜o essenciais para o ta˜o estudado problema dos treˆs corpos, onde o que esta´ em estudo sa˜o
movimentos planeta´rios descritos por equac¸o˜es diferenciais com um paraˆmetro pequeno cor-
respondente a` massa de um dos corpos. Quando este paraˆmetro e´ nulo, o problema degenera
no problema dos dois corpos. E´ nos trabalhos de Lagrange (1736–1813) e Laplace (1749–1827)
que e´ considerada, pela primeira vez, a presenc¸a de pequenas perturbac¸o˜es. Tambe´m Gauss
(1777–1855) e Poisson (1781–1840) contribu´ıram para este estudo.
A utilizac¸a˜o de expanso˜es em se´rie comportava dificuldades para o estudo das pequenas
perturbac¸o˜es uma vez que, termos obtidos nas expanso˜es, continham poteˆncias da varia´vel
tempo. Assim, o desenvolvimento da soluc¸a˜o em poteˆncias do paraˆmetro revelou-se ineficaz
no estudo de movimentos em longos per´ıodos de tempo pois, a presenc¸a de tais poteˆncias difi-
culta a identificac¸a˜o de soluc¸o˜es perio´dicas. Lagrange e Laplace propuseram alguns me´todos
para superar a existeˆncia desses termos, normalmente designados por termos seculares. Como
e´ sabido, o desenvolvimento de uma func¸a˜o em se´rie e´, com frequeˆncia, divergente. No en-
tanto, fo´rmulas aproximadas recorrendo a um nu´mero pequeno de termos revelam-se u´teis
para computac¸a˜o. De facto, as se´ries em causa sa˜o assimpto´ticas no sentido em que o erro
na aproximac¸a˜o k e´ proporcional a poteˆncia k + 1 do paraˆmetro pequeno, pelo que o erro
pode ser tomado ta˜o pequeno quanto se deseje. Um papel importante no desenvolvimento da
teoria das perturbac¸o˜es foi o de Van-der-Pol (1926) quando propoˆs o me´todo dos coeficientes
de variac¸a˜o lenta, que envolvia a representac¸a˜o da equac¸a˜o em estudo por func¸o˜es harmo´nicas
cujas amplitudes e fases sa˜o func¸o˜es “lentas”do paraˆmetro tempo. A teoria das oscilac¸o˜es e a
teoria das perturbac¸o˜es sa˜o complementares no seu desenvolvimento.
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Paralelamente a` teoria das oscilac¸o˜es, a teoria dos sistemas lineares de equac¸o˜es diferen-
ciais de coeficientes perio´dicos tambe´m foi sendo desenvolvida. Os movimentos perio´dicos
traduzem o caso mais simples dos movimentos oscilato´rios. Uma contribuic¸a˜o importante
nesta a´rea deve-se a Lyapunov e a Poincare´. Recorrendo a` transformac¸a˜o de Lyapunov , um
sistema de coeficientes perio´dicos reduz-se a um sistema de coeficientes constantes. Na litera-
tura actual, o estudo de sistemas lineares de equac¸o˜es diferenciais de coeficientes perio´dicos
aparece sob a designac¸a˜o de teoria de Floquet (1847–1920) em honra ao matema´tico franceˆs
que em 1883 publicou um estudo sobre sistemas lineares com coeficientes perio´dicos, [Flo83].
Uma reformulac¸a˜o desta teoria para o caso de sistemas na˜o lineares perio´dicos e´ feita por
Sarychev em [Sar01a].
Com N.M. Krylov (1879–1955) e Bogoliubov (1909–1992) a teoria das oscilac¸o˜es na˜o
lineares ganha contornos de uma teoria geral. Estes autores desenvolveram um me´todo as-
simpto´tico que permite obter melhores aproximac¸o˜es continuando a recorrer aos me´todos da
teoria das perturbac¸o˜es. O me´todo baseia-se no princ´ıpio da medianizac¸a˜o: a equac¸a˜o dife-
rencial em estudo e´ substitu´ıda por uma equac¸a˜o medianizada, [BM61]. Tambe´m Verhulst e
co-autores se dedicaram ao estudo das te´cnicas de medianizac¸a˜o. Ambos os grupos estudam
mediadizac¸o˜es ate´ a` segunda ordem, pois como nota Krylov et al., aproximac¸o˜es de ordem
superior raramente sa˜o usadas dado o ra´pido aumento da complexidade da sua construc¸a˜o.
Note-se que a teoria da medianizac¸a˜o estava ja´ presente, embora sem prova de validade, nos
trabalhos de Lagrange, [Ver90].
E´ a Poincare´ que se deve o conceito de expansa˜o assimpto´tica e se´rie assimpto´tica intro-
duzido, sempre, no aˆmbito da mecaˆnica celeste. A ana´lise assimpto´tica e´ o ramo da ana´lise
que procura soluc¸o˜es anal´ıticas aproximadas para problemas que envolvam um paraˆmetro (ou
varia´vel) que seja “pequeno”ou “grande”ou ainda quando a soluc¸a˜o esta´ numa vizinhanc¸a
de um ponto onde a soluc¸a˜o na˜o e´ anal´ıtica. As expanso˜es assimpto´ticas continuam a de-
sempenhar um papel importante. Efectivamente, nem todos os problemas admitem soluc¸o˜es
exactas, contudo as soluc¸o˜es podem ser obtidas como aproximac¸o˜es assimpto´ticas. O objecto
de estudo da ana´lise assimpto´tica na˜o se restringe a soluc¸o˜es de equac¸o˜es diferenciais mas
tambe´m abrange soluc¸o˜es de equac¸o˜es integrais, ca´lculo de integrais ou mesmo o ca´lculo de
valores de func¸o˜es representadas por se´ries que, sendo divergentes, permitem o ca´lculo do
valor da func¸a˜o com grande precisa˜o, [Mur84]. Refira-se que os me´todos assimpto´ticos foram
desenvolvidos no aˆmbito dos sistemas dinaˆmicos conservativos na˜o podendo ser aplicados ao
estudo de sistemas oscilato´rios na˜o lineares sem generalizac¸a˜o uma vez que estes sa˜o maiori-
tariamente na˜o conservativos.
Dos diferentes tipos de expansa˜o assimpto´tica, as se´ries de Volterra teˆm particular rele-
vaˆncia no presente trabalho. Estas se´ries foram introduzidas por Volterra em finais do se´culo
IXX tendo tido grande aceitac¸a˜o no campo da engenharia ele´ctrica como forma de modelar
o comportamento na˜o linear dos sistemas. Sa˜o uma generalizac¸a˜o, ao caso na˜o auto´nomo,
do produto convoluc¸a˜o comum no estudo de sistemas lineares auto´nomos. Recorrendo a esta
teoria, um sistema na˜o linear pode ser descrito como uma soma infinita de integrais multi-
dimensionais. E´ recorrendo a`s se´ries de Volterra e a` fo´rmula de Baker-Campbell-Hausdorff que
Agrachev e Gamkrelidze desenvolvem o Ca´lculo Cronolo´gico a que este trabalho se refere no
Cap´ıtulo 2. Esta e´ uma ferramenta que aparece no contexto da teoria matema´tica do controlo
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e que formaliza a soluc¸a˜o de uma equac¸a˜o diferencial na˜o linear e na˜o auto´noma na forma ex-
ponencial. O percursor das ideias exploradas por estes autores e´ Magnus quando em [Mag54]
estuda a forma exponencial da soluc¸a˜o de uma equac¸a˜o diferencial linear na˜o auto´noma (re-
correndo a` fo´rmula de Baker-Campbell-Hausdorff). Igualmente, Brockett, [Bro76], mostra
que equac¸o˜es diferenciais com controlo, anal´ıticas no estado e lineares no controlo admitem
soluc¸o˜es na forma de se´rie de Volterra desde que o tempo de escape(fuga) na˜o seja finito para
a equac¸a˜o na˜o controlada. E´, no entanto, no trabalho de Agrachev e Gamkrelidze que e´ for-
malizado o conceito de soluc¸a˜o de uma equac¸a˜o diferencial na˜o linear e na˜o auto´noma como
exponencial cronolo´gica que, os autores mostram, ser de facto uma expansa˜o assimpto´tica,
[AG79].
No aˆmbito da teoria das oscilac¸o˜es, uma a´rea que esta´ em franco desenvolvimento nos
anos mais recentes, e´ o estudo dos movimentos vibracionais. Quando a frequeˆncia de um mo-
vimento e´ grande comparativamente com o seu per´ıodo esta´-se perante o que, na literatura, e´
designado por movimento vibracional , [Ble00, Mee80]. O estudo deste movimentos subdivide-
se em duas a´reas: a da mecaˆnica vibracional e a do controlo vibracional. Dado o interesse
quer teo´rico quer das aplicac¸o˜es, um sistema que tem sido considerado nesses estudos e´ o de
um peˆndulo cujo eixo vertical e´ sujeito a uma oscilac¸a˜o ra´pida e forc¸ada. Infelizmente, muita
da bibliografia referente aos primeiros trabalhos nesta a´rea encontra-se publicada unicamente
em l´ıngua russa, tornando dif´ıcil o acesso a` mesma. Tanto quanto e´ do conhecimento da au-
tora, na bibliografia dispon´ıvel o sistema estudado e´ o peˆndulo parame´trico isto e´, o sistema
esta´ sujeito a uma vibrac¸a˜o harmo´nica (vide [BGG02]).
No presente trabalho explora-se a aplicabilidade das te´cnicas referidas anteriormente ao
estudo da estabilidade, no sentido de Lyapunov, de movimentos oscilato´rios. Uma diferenc¸a
substancial relativamente aos trabalhos referidos anteriormente reside no facto de a vibrac¸a˜o
forc¸ada ser na˜o harmo´nica. Tambe´m aqui, o caso em estudo e´ o de um peˆndulo. Assim, o
Cap´ıtulo 4 e´ dedicado ao estudo da estabilizac¸a˜o da equac¸a˜o das pequenas oscilac¸o˜es de um
peˆndulo sujeito a uma oscilac¸a˜o ra´pida forc¸ada na˜o harmo´nica. A primeira situac¸a˜o conside-
rada e´ a de um peˆndulo duplo planar. Uma vez que o sistema e´ na˜o auto´nomo, recorre-se
a`s te´cnicas do ca´lculo cronolo´gico para obter a transformac¸a˜o de monodromia do sistema e a
expansa˜o assimpto´tica do seu logaritmo. Constata-se que o primeiro termo desta expansa˜o
coincide com a medianizac¸a˜o da transformac¸a˜o de monodromia. A ana´lise os valores pro´prios
da primeira medianizac¸a˜o e do erro resultante da truncatura da expansa˜o assimpto´tica do
seu logaritmo permite concluir sobre a estabilidade do sistema. O sistema e´ esta´vel desde
que a frequeˆncia da oscilac¸a˜o na˜o harmo´nica imposta seja suficientemente grande. No mesmo
cap´ıtulo, considera-se, ainda, o problema ana´logo para o peˆndulo esfe´rico. Sa˜o analisados os
casos simples e duplo.
A passagem ao estudo de um sistema ela´stico, apresentado no Cap´ıtulo 5, surge como uma
consequeˆncia natural do trabalho realizado no Cap´ıtulo 4. Com efeito, o modelo considerado
e´ o de uma corda sujeita a uma perturbac¸a˜o linear e este sistema pode ser “decomposto”num
nu´mero infinito de peˆndulos. Esta decomposic¸a˜o formal num sistema de dimensa˜o infinita de
equac¸o˜es diferenciais ordina´rias permite a aplicac¸a˜o, pelo menos a uma parte finita designada
por aproximac¸a˜o de Galerkin, das te´cnicas aplicadas no estudo do peˆndulo. No entanto ha´ que
na˜o esquecer a parte “infinita”e o seu contributo para o comportamento do sistema. Nesta
fase ha´ duas abordagens distintas dependendo da presenc¸a, ou na˜o de atrito. No primeiro
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caso recorre-se a um controlo state feedback na˜o auto´nomo. Na auseˆncia de atrito considera-se
um controlo output feedback na˜o auto´nomo. Em ambas as situac¸o˜es recorre-se a uma func¸a˜o
do tipo de Lyapunov para a ana´lise da “parte infinita”da soluc¸a˜o.
A u´ltima parte desta tese, o Cap´ıtulo 5, e´ dedicado ao problema da controlabilidade. O
exemplo em estudo e´ o de um peˆndulo num kart , mostrando-se que este sistema e´ controla´vel.
As te´cnicas utilizadas neste estudo sa˜o as da teoria geome´trica do controlo com particular
destaque para o teorema de Hermann-Nagano. Um conceito fundamental para esta ana´lise
e´ o de famı´lia de campos vectoriais bracket generating(BG), isto e´, um conjunto de campos
vectoriais cuja a´lgebra de Lie num ponto coincide com o espac¸o tangente no mesmo ponto a`
variedade onde os campos esta˜o definidos.
Ao longo do trabalho, tal como acontece na primeira pa´gina, em nota de rodape´ esta˜o
algumas refereˆncias bibliogra´ficas que na˜o foram inclu´ıdas na bibliografia por na˜o ter sido
poss´ıvel a sua consulta. Encontrar-se-a˜o, tambe´m, alguns termos em ingleˆs, tendo-se optado




Este cap´ıtulo e´ dedicado a` formalizac¸a˜o das designac¸o˜es a usar ao longo do trabalho. Pretende
essencialmente fixar a notac¸a˜o e a terminologia a ser usada, sobretudo, no aˆmbito do ca´lculo
cronolo´gico.
Em [Lan72] encontra-se uma introduc¸a˜o detalhada a`s variedades. Outras refereˆncias im-
portantes sa˜o [Mil97], [BJ82] e [War83].
1.1 Variedades diferencia´veis
1.1.1 Definic¸a˜o
Seja V um espac¸o topolo´gico de Hausdorff 1, isto e´, para quaisquer dois pontos distintos p1, p2
de V existem vizinhanc¸as U1 e U2 de p1 e p2, respectivamente, tais que U1∩U2 = ∅. Suponha-se
ainda que V e´ para uma espac¸o topolo´gico paracompacto, ou seja, para toda a famı´lia {Ui}i∈I
de abertos de V , de unia˜o V , existe uma famı´lia localmente finita {U˜j}j∈J de abertos de V ,
ainda com unia˜o V , tal que, para cada j ∈ J existe um i ∈ I tal que U˜j ⊂ Ui. Recorde-se que
a famı´lia de abertos U = {Ui}i∈I se diz localmente finita se, para todo o p ∈ V , existir um
aberto X ⊆ V com p ∈ X tal que X ∩ Uj = ∅ excepto para um nu´mero finito de elementos
de U .
Um sistema de coordenadas, ou carta, de V em p com domı´nio U e´ uma aplicac¸a˜o injectiva
ϕ : U ⊆ V → Rn tal que p ∈ U e ϕ(U) e´ aberto em Rn; escreve-se (ϕ,U). Denotando ϕ(p) por
(x1(p), · · · , xn(p)) onde x1, · · · , xn sa˜o designadas por coordenadas de p, cada coordenada xi
e´ uma aplicac¸a˜o cont´ınua em U . Para quaisquer sistemas de coordenadas (ϕ1, U1), (ϕ2, U2)
tais que U = U1 ∩ U2 6= ∅ as restric¸o˜es de ϕ1, ϕ2 a U sa˜o homeomorfismos, isto e´, as res-
tric¸o˜es de ϕ1, ϕ2 a U sa˜o bijecc¸o˜es nos abertos ϕ1, (U), ϕ2(U) de Rn tais que ϕi e ϕ−1i sa˜o
cont´ınuas. Assim ϕ1 ◦ ϕ−12 e ϕ2 ◦ ϕ−11 sa˜o aplicac¸o˜es de abertos de Rn para abertos de Rn.
Dois sistemas de coordenadas sa˜o compat´ıveis se, escrevendo as coordenadas das aplicac¸o˜es
como (y1(x1, · · · , xn), · · · , yn(x1, · · · , xn)), cada uma das aplicac¸o˜es yi(x1, · · · , xn) for conti-
nuamente diferencia´vel em cada um dos argumentos xj .
Um atlas em V e´ um conjunto de sistemas de coordenadas compat´ıveis em V que cobrem
V , isto e´,
A = {(ϕi, Ui) : i ∈ I},
1Tambe´m se diz espac¸o topolo´gico separado
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sendo I um conjunto de ı´ndices, tal que todos os contradomı´nios de sistemas de coordenadas
esta˜o contidos no mesmo espac¸o euclidiano Rn, ϕi : Ui → Rn e´ carta de V ,
⋃
i∈I Ui = V e se
(ϕi, Ui), (ϕj , Uj) ∈ A e Ui ∩ Uj 6= ∅ enta˜o
a) ϕi(Ui ∩ Uj) e ϕj(Ui ∩ Uj) sa˜o subconjuntos abertos de Rn,
b) ϕi ◦ ϕ−1j : ϕj(Ui ∩ Uj)→ ϕi(Ui ∩ Uj) e´ um homeomorfismo.
A aplicac¸a˜o inversa de um sistema de coordenadas diz-se uma parametrizac¸a˜o ou uma
co-carta. A composic¸a˜o de sistemas de coordenadas e parametrizac¸o˜es diz-se mudanc¸a de
coordenadas ou func¸a˜o de transic¸a˜o.
Definic¸a˜o 1.1 (Estrutura diferencia´vel). Uma estrutura diferencia´vel em V e´ um atlas de V
que na˜o seja subconjunto pro´prio de qualquer outro atlas (e´ maximal) e cujas mudanc¸as de
coordenadas sa˜o de classe C∞.
O par (V,A), onde A e´ uma estrutura diferencia´vel em V em que todos os contradomı´nios
de cartas da estrutura diferencia´vel sa˜o subconjuntos do espac¸o euclidiano Rn, designa-se por
variedade diferencia´vel de dimensa˜o n.
A definic¸a˜o seguinte sintetiza o que acima se introduziu apresentando formalmente o
conceito de variedade diferencia´vel de dimensa˜o n.
Definic¸a˜o 1.2 (Variedade diferencia´vel). Uma variedade diferencia´vel V de dimensa˜o n e´
um espac¸o topolo´gico de Hausdorff paracompacto munido de uma estrutura diferencia´vel: V





designados por vizinhanc¸as coordenadas, estando definido em cada uma um homeomorfismo
ϕi : Ui → Rn,
designado por sistema de coordenadas locais, tal que as composic¸o˜es
ϕi ◦ ϕ−1j : ϕi(Ui ∩ Uj) ⊂ Rn → ϕj(Ui ∩ Uj) ⊂ Rn
sa˜o difeomorfismos.
Definic¸a˜o 1.3 (Sub-variedade). Seja W uma parte da variedade V (na˜o necessariamente
diferencia´vel) de dimensa˜o n. Se a famı´lia de sistemas de coordenadas {ϕ : U → Rn} tal que
ϕ(U ∩W ) e´ um aberto de um sub-espac¸o de Rn constituir um atlas de W , diz-se que W e´
uma sub-variedade de V .
Ao longo deste trabalho, o termo variedade sera´ sino´nimo de variedade diferencia´vel na
qual se subentendera´ uma estrutura diferencia´vel. Assinale-se que alguns autores, por exemplo
[Mac91], utilizam o termo suave em vez do termo diferencia´vel para designar um ente de classe
C∞.
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1.1.2 Aplicac¸o˜es diferencia´veis
Seja A um aberto da variedade V . A aplicac¸a˜o f : A ⊂ V → R diz-se diferencia´vel se, para
todo o sistema de coordenadas (ϕ,U) em V , a aplicac¸a˜o f ◦ϕ−1 for diferencia´vel como func¸a˜o
do aberto ϕ(U ∩A) ⊂ Rn para R.
Dadas duas variedades V e W , de dimensa˜o m e n respectivamente, uma aplicac¸a˜o
cont´ınua F : V → W diz-se diferencia´vel se, para toda a aplicac¸a˜o f diferencia´vel em W ,
f ◦ F for diferencia´vel em V . E´ usual designar-se a composic¸a˜o f ◦ F por pull-back de f por
F e denotar-se F ∗f .
Uma curva α : I ⊂ R→ V e´ diferencia´vel se α∗f = f ◦α for diferencia´vel em I para toda a
aplicac¸a˜o diferencia´vel f em V . Em termos de parametrizac¸o˜es, tem-se que α e´ diferencia´vel
se e so´ se ϕ ◦ α : I → Rn for diferencia´vel para todo o sistema de coordenadas (ϕ,U) em V .
A aplicac¸a˜o F : V →W diz-se um difeomorfismo se for uma bijecc¸a˜o de classe C∞ e a sua
inversa F−1 : W → V tambe´m for de classe C∞. O conjunto de todos os difeomorfismos da
variedade V , Φ : V → V , denota-se por Dif V . Uma aplicac¸a˜o definida numa sub-variedade
diferencia´vel N , F : N ⊂ V → V , diz-se um mergulho se F (N) ⊂ V for ainda uma sub-
variedade diferencia´vel e F : N → F (N) for um difeomorfismo.
Um resultado cla´ssico da geometria diferencial e´ o Teorema de Whitney1. Com base neste
teorema, diversos resultados (locais) sobre equac¸o˜es diferenciais em Rn podem ser extendidos
ao caso de equac¸o˜es em variedades.
Teorema 1.1 (Whitney). Toda a variedade de dimensa˜o n admite um mergulho num espac¸o
euclidiano de dimensa˜o apropriada.
1.1.3 Espac¸o tangente e espac¸o co-tangente
Cada ponto de uma variedade diferencia´vel define um espac¸o vectorial real cuja dimensa˜o
e´ igual a` da variedade; este espac¸o e´ o espac¸o tangente a` variedade no ponto. Defina-se
formalmente tal espac¸o.
Seja V uma variedade de dimensa˜o n e seja α uma curva diferencia´vel em V com in´ıcio
em p, isto e´, uma aplicac¸a˜o diferencia´vel
α : (−ε, ε)→ V
que verifica α(0) = p.
Seja C(p) o conjunto das curvas diferencia´veis em V com in´ıcio em p ∈ V . Neste conjunto,
defina-se uma relac¸a˜o de equivaleˆncia da seguinte forma: duas curvas com in´ıcio em p, sejam



























Define-se, enta˜o, vector tangente a` curva α em p como a classe de equivaleˆncia de tais curvas.
Sendo α ∈ C(p) denota-se por [α] a sua classe de equivaleˆncia.
1H. Whitney. Differentiable manifolds. Annals of Math. 37(1936), no2, 645-680.
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O espac¸o tangente a` variedade V em p, denotado por TpV , e´ o conjunto de todas as classes
de equivaleˆncia definidas em C(p) pela relac¸a˜o de equivaleˆncia (1.1). Desta forma, o espac¸o









|α : (−ε, ε)→ V diferencia´vel, α(0) = p
}
.
Em TpV defina-se a adic¸a˜o e o produto por escalares. Definam-se estas operac¸o˜es recor-
rendo a sistemas de coordenadas.














Seja s(t) = ϕ(p) + t([α] + [β]). Define-se a adic¸a˜o como
[α] + [β] : t 7→ (ϕ−1 ◦ s)(t)
e o produto por escalares como
a [α] : t 7→ (ϕ ◦ α)(at), a ∈ R.
Munido destas operac¸o˜es, TpV e´ um espac¸o vectorial real de dimensa˜o n. Refira-se que cada
sistema de coordenadas (ϕ,U) define uma bijecc¸a˜o de TpV para Rn:






A unia˜o disjunta dos espac¸os tangentes a` variedade V em diferentes pontos⋃
p∈V
TpV
e´ tambe´m ela uma variedade diferencia´vel cuja dimensa˜o e´ 2n, sendo n a dimensa˜o de V .
Esta variedade e´ designada por fibrado tangente da variedade V e e´ denotada por TV .
Recorde-se que, sendo E um espac¸o vectorial real de dimensa˜o finita, o espac¸o dos funcio-
nais lineares em E, ξ : E → R, tem a estrutura de um espac¸o vectorial. Este espac¸o designa-se
por dual de E denota-se por E∗. Em particular, quando E e´ o espac¸o tangente a` variedade
V em p, TpV , o seu dual (TpV )∗ designa-se por espac¸o co-tangente de V em p e denota-se por






O fibrado co-tangente e´ uma variedade diferencia´vel de dimensa˜o 2n, sendo n a dimensa˜o de
V . Os elementos de T ∗V designam-se por co-vectores.
Dadas duas variedades diferencia´veis e uma aplicac¸a˜o diferencia´vel entre elas e´ poss´ıvel
definir uma nova aplicac¸a˜o entre os seus espac¸os tangentes.
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Definic¸a˜o 1.4 (Diferencial). Seja F : V → W uma aplicac¸a˜o diferencia´vel entre variedades
diferencia´veis. O diferencial de F em p ∈ V e´ a aplicac¸a˜o















onde α : (−ε, ε) → V e´ uma curva diferencia´vel em V com in´ıcio em p. E´ tambe´m usual a
notac¸a˜o DpF para o diferencial de F em p.
A aplicac¸a˜o diferencial assim definida tem associada a aplicac¸a˜o entre espac¸os co-tangentes
F ∗p : T
∗
F (p)W → T ∗p V
definida por
F ∗p ξ = ξ ◦ F∗p, ξ ∈ T ∗F (p)W.
Tomando a reunia˜o das aplicac¸o˜es F∗p para todo o p ∈ V obte´m-se uma aplicac¸a˜o entre
os fibrados tangentes
F∗ : TV → TW
definida por
F∗v = F∗pv, v ∈ TpV
e designada por aplicac¸a˜o tangente.
Pelo diferencial F∗, um vector v ∈ TpV e´ transformado num vector F∗v ∈ TF (p)W , en-
quanto que o co-vector ξ ∈ T ∗F (p)W e´ “puxado”para o co-vector F ∗ξ ∈ T ∗p V .
1.1.4 Derivac¸o˜es
Designe-se por F (p) o conjunto das aplicac¸o˜es diferencia´veis definidas numa vizinhanc¸a aberta
de p ∈ V . Munido com a adic¸a˜o usual de func¸o˜es definida na intersecc¸a˜o dos domı´nios, F (p)
e´ um espac¸o vectorial real.
Definic¸a˜o 1.5 (Derivac¸a˜o). Uma aplicac¸a˜o linear δ : F (p) → R e´ uma derivac¸a˜o em p se
satisfaz a regra de Leibniz
δ(f g) = f(p)δ(g) + δ(f)g(p), (1.2)
para todas as aplicac¸o˜es f, g ∈ F (p) onde f g denota o produto de aplicac¸o˜es.
Uma consequeˆncia imediata da definic¸a˜o de derivac¸a˜o e´ o facto de a derivac¸a˜o de aplicac¸o˜es
constantes ser zero.
O espac¸o das derivac¸o˜es em p e´ isomorfo a TpV . De facto, para cada [α] em TpV e f em
F (p) seja
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Ale´m disso, [α] actua linearmente sobre F (p) e, atendendo a` regra da derivac¸a˜o do produto
de aplicac¸o˜es, e´ uma derivac¸a˜o.
Seja δ[α] a derivac¸a˜o induzida pelo par f, [α]. Sejam, ainda, (ϕ,U) um sistema de coorde-
nadas em p e αi a curva definida por ϕ−1(ϕ(p) + tei). Enta˜o {[αi]}i=1,··· ,n e´ uma base para
TpV . Denotando x¯ = (x¯1, · · · , x¯n) as coordenadas de p e x = (x1, · · · , xn) um ponto de uma
vizinhanc¸a de x¯, para toda a func¸a˜o f em F (p) tem-se
f ◦ ϕ−1(x) = f(x¯1, · · · , x¯n) +
n∑
i=1
ai(xi − x¯i) +
n∑
i=1
bij(x)(xi − x¯i)(xj − x¯j) (1.3)
onde ai = ∂f∂xi (x1, · · · , xn) e cada bij e´ uma func¸a˜o C∞ numa vizinhanc¸a de x¯. Assim,







Ora, por definic¸a˜o de derivac¸a˜o em p,
δ((xi − x¯i)(xj − x¯j)bij) = (xi(p)− x¯i)δ((xj − x¯j)bij) + δ((xi − x¯i))(xj(p)− x¯j)bij(x¯),













com λi = δ(xi − x¯i); usualmente denota-se δ[αi] por ∂∂xi . Desta forma, ∂∂x1 , · · · , ∂∂xn e´ uma







Assim, para cada derivac¸a˜o δ em p existe um [α] ∈ TpV tal que δ = δ[α]. Olhando para
TpV como o espac¸o das classes de equivaleˆncia das curvas com in´ıcio em p, denotam-se os
seus elementos por dαdt
∣∣∣
t=0




















Definic¸a˜o 1.6 (Campo vectorial). Um campo vectorial X definido na variedade diferencia´vel
V e´ uma aplicac¸a˜o
p 7→ X(p) ∈ TpV, p ∈ V
que associa a todo o ponto p ∈ V um vector tangente a V em p, X(p). O campo X e´
diferencia´vel se for uma aplicac¸a˜o diferencia´vel da variedade diferencia´vel V para a variedade
diferencia´vel TV .
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Exemplo 1.1. Seja V = Rn. A aplicac¸a˜o
X : Rn → Rk, X(x) = Ax
onde A e´ um operador linear de Rn para Rk, e´ um campo vectorial em Rn. Neste caso, diz-se
que X e´ um campo vectorial linear.
O conjunto de todos os campos vectoriais diferencia´veis da variedade V denota-se por
VecV . Munido com a adic¸a˜o ponto a ponto de vectores
(αX + βY )(p) = αX(p) + βY (p), p ∈ V (1.4)
para α, β ∈ R e todos os campos X eY , VecV forma um espac¸o vectorial real.
Todo o campo vectorial X ∈ VecV e´ a derivada de func¸o˜es no sentido que, dada uma
func¸a˜o diferencia´vel f : V → R, X(f) e´ uma aplicac¸a˜o diferencia´vel definida por
X(f)(p) = f∗(X(p))
para todo o p ∈ V . Obviamente, sendo f, g : V → R duas aplicac¸o˜es diferencia´veis e α, β ∈ R,
para todo o campo vectorial X ∈ VecV tem-se
X(αf + βg) = αX(f) + βX(g) e X(f g) = fX(g) + gX(f).
Em termos de coordenadas locais, diz-se que o campo vectorial X em V e´ diferencia´vel








onde as func¸o˜es Xi : p ∈ U 7→ Xi(p) ∈ R sa˜o diferencia´veis. Estas func¸o˜es sa˜o designadas por
coordenadas do campo vectorial X. Dada uma aplicac¸a˜o diferencia´vel f : V → R tem-se
















(f ◦ ϕ−1)(x) = ∂f
∂xi
(ϕ−1(x))
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onde todas as aplicac¸o˜es envolvidas sa˜o diferencia´veis. Tomando a diferenc¸a tem-se













A nova aplicac¸a˜o esta´ bem definida e e´ u´nica. Ale´m disso, de acordo com a Definic¸a˜o 1.6,
(1.5) e´ um campo vectorial.
Definic¸a˜o 1.7 (Pareˆntesis de Lie). O pareˆntesis de Lie de dois campos vectoriais dife-
rencia´veis X,Y da variedade V e´ o u´nico campo vectorial Z ∈ VecV tal que, para toda a
aplicac¸a˜o diferencia´vel f : V → R, se tem
Zf = [X,Y ](f)
def
= X(Y f)− Y (X f). (1.6)
O pareˆntesis de Lie goza das seguintes propriedades, para todo o X,Y, Z ∈ VecV e
α, β ∈ R,
Anti-simetria [X,Y ] = −[Y,X] (1.7)
Bilinearidade [X,αY + βZ] = α[X,Y ] + β[X,Z] (1.8)
Identidade de Jacobi [[X,Y ], Z] + [[Y, Z], X] + [[Z,X]Y ] = 0 (1.9)
Note-se que se [X,Y ] = [Y,X], pela propriedade de anti-simetria, se tem [X,Y ] = 0.
Refira-se ainda que, o pareˆntesis de Lie de campos vectoriais lineares e´ ainda um campo
vectorial linear e corresponde ao sime´trico do comutador de matrizes
[X,Y ](x) = −[A,B]x
quando X(x) = Ax e Y (x) = Bx.
Com a adic¸a˜o dada por (1.4) e o produto dado pelo pareˆntesis de Lie (1.6), VecV tem a
estrutura de uma a´lgebra real. Uma a´lgebra que satisfac¸a as propriedades (1.7)-(1.9) diz-se
uma a´lgebra de Lie. Desta forma, VecV tem a estrutura de uma a´lgebra de Lie.
1.1.6 Formas diferenciais e volume
Esta secc¸a˜o tem por objectivo introduzir a noc¸a˜o de volume numa variedade. Para isso sera´
necessa´rio definir variedade orientada e formas diferenciais. Uma vez que formas diferen-
ciais na variedade sa˜o formas exteriores no fibrado co-tangente da variedade, comece-se por
introduzir a noc¸a˜o de forma exterior num espac¸o vectorial real.
Dado E, um espac¸o vectorial real de dimensa˜o n e um inteiro k, uma forma exterior de
grau k, ou uma k-forma em E, e´ uma aplicac¸a˜o w : Ek → R multi-linear e anti-sime´trica
w(v1, · · · , α vi + β v′i, · · · , vk) = αw(v1, · · · , vi, · · · , vk) + β w(v1, · · · , v′i, · · · , vk),
w(v1, · · · , vi, · · · , vj , · · · , vk) = −w(v1, · · · , vj , · · · , vi, · · · , vk)
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onde vi ∈ E, α, β ∈ R. Na u´ltima igualdade os vectores das posic¸o˜es i e j trocaram de
posic¸a˜o. O conjunto das k-formas em E munido com a operac¸a˜o de adic¸a˜o e de multiplicac¸a˜o
por um escalar definidas, respectivamente, por
(w1 + w2)(v1, · · · , vk) = w1(v1, · · · , vk) + w2(v1, · · · , vk),
(αw)(v1, · · · , vk) = αw(v1, · · · , vk), vi ∈ E,α ∈ R
tem a estrutura de um espac¸o vectorial. O conjunto de todas as formas exteriores de grau k
definidas no espac¸o vectorial E denota-se por ΛkE.
Sendo w1 e w2 duas formas exteriores de grau k1 e k2, respectivamente, define-se o produto
exterior por





(−1)ν(σ)w1(vσ(1), · · · , vσ(k1))w2(vσ(k1+1), · · · , vσ(k1+k2))
onde a soma e´ feita sobre todas as poss´ıveis permutac¸o˜es σ de ordem k1+k2 e ν(σ) e´ a paridade
da permutac¸a˜o. Esta e´ uma generalizac¸a˜o a`s variedades do produto exterior definido em Rn.
Exemplo 1.2. Sendo w1 e w2 duas formas de grau 1, para v1, v2 ∈ E, tem-se
w1 ∧ w2 : (v1, v2) 7→ w1(v1)w2(v2)− w1(v2)w2(v1).
Uma aplicac¸a˜o diferencia´vel em p ∈ V
w : p 7→ wp ∈ ΛkTpV, p ∈ V
diz-se uma forma diferencial de grau k, ou uma k-forma diferencial, na variedade V . O
conjunto de todas as k-formas diferenciais em V denota-se por ΛkV . Em particular, uma
forma diferencial de grau 1 em V e´ uma aplicac¸a˜o diferencia´vel
p 7→ wp ∈ T ∗p V, p ∈ V,
isto e´, e´ uma famı´lia de aplicac¸o˜es lineares nos espac¸os tangentes dependendo diferenciavel-
mente de p ∈ V : wp : TpM → R; Λ1V denota o espac¸o vectorial das 1-formas diferenciais em
V .
Definic¸a˜o 1.8 (Forma de volume). No caso da n-forma diferencial w ∈ Λn(V ) nunca se
anular em V , isto e´, ser tal que wp 6= 0, para todo o p ∈ V , diz-se que w e´ uma forma de
volume.
Definida a forma de volume numa variedade, e´ agora poss´ıvel definir variedade orientada.
Comece-se por definir variedade orienta´vel.
Definic¸a˜o 1.9 (Variedade orienta´vel). A variedade V de dimensa˜o n e´ orienta´vel se existir
uma colecc¸a˜o {(ϕi, Ui) : i ∈ I} de sistemas de coordenadas que cobrem V tal que, para todo o
i, j ∈ I, o jacobiano da mudanc¸a de coordenadas (ϕi ◦ϕ−1j ) e´ positivo para todo o p ∈ Ui∩Uj.
Se w1, w2 ∈ Λn(V ) sa˜o formas volumes na variedade orienta´vel V, diz-se que w1 e w2
definem a mesma orientac¸a˜o se, existe a ∈ C∞(V ), com a(p) > 0 para todo o p ∈ V , tal que
w1 = aw2. A propriedade “definem a mesma orientac¸a˜o”e´ uma relac¸a˜o de equivaleˆncia no
conjunto das forma de volume de V . Uma orientac¸a˜o para V e´ uma escolha de uma classe de
equivaleˆncia [w]. Uma vez escolhida uma orientac¸a˜o, diz-se que V e´ uma variedade orientada.
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Observac¸a˜o 1.1. Alguns autores definem variedade orienta´vel como uma variedade que pos-
sui uma forma de volume. De facto, esta definic¸a˜o e a adoptada no presente trabalho sa˜o
equivalentes, [BT82].
Numa variedade orienta´vel V com orientac¸a˜o [w], uma carta (ϕ,U), com ϕ(U) = U ′ ⊂ Rn,
diz-se orientada positivamente se ϕ∗(w|U) for equivalente a` forma de volume usual dx1∧· · ·∧
dxn ∈ Λn(U ′).
O suporte de uma n-forma w ∈ ΛnV e´ o fecho do conjunto dos pontos p ∈ V para os quais
w 6= 0 e denota-se por suppw. E´ poss´ıvel definir o integral de formas de suporte compacto.
Seja (ϕ,U) uma carta na variedade V e w ∈ ΛnV uma forma com suporte compacto. Caso
suppw ⊂ U considera-se w|U cujo suporte e´ o mesmo. Enta˜o ϕ∗(w|U) tem suporte compacto
e pode-se definir o integral de w. Se ϕ∗(w|U) tem suporte compacto C ⊂ U , onde (U,ϕ) e´





Quando o suporte da forma w na˜o esta´ contido numa u´nica carta e´, ainda, poss´ıvel definir
o integral de n-formas na variedade
∫
V w. Para isso recorre-se a partic¸o˜es da unidade em
V , isto e´, recorre-se a uma famı´lia {(ψi, Oi) : i ∈ J} onde {Oi : i ∈ J} e´ uma cobertura
localmente finita de V , ψi ∈ C∞(V ), ψi(p) > 0 para todo o p ∈ V e supp(ψi) ⊂ Ui para todo
o i, por u´ltimo, para cada p ∈ V , ∑i ψi(p) = 1. Se A = {(ϕi, Ui) : i ∈ I} for um atlas em V ,
uma partic¸a˜o da unidade subordinada a A e´ uma partic¸a˜o da unidade {(ψi, Oi) : i ∈ J} para
a qual cada elemento Oi da cobertura e´ subconjunto de um domı´nio Uj . A variedade (V,A)
admite uma partic¸a˜o da unidade se existir uma partic¸a˜o da unidade subordinada ao atlas A.
Uma vez que, por definic¸a˜o, a variedade e´ Hausdorff, esta´ garantido que admite uma partic¸a˜o
da unidade.
Definic¸a˜o 1.10 (Integral). Seja V uma variedade orientada de dimensa˜o n, A um atlas de
cartas orientadas positivamente e seja Π = {(ψi, Oi)} uma partic¸a˜o da unidade subordinada







1.2 C∞(V ) e a sua estrutura
Considere-se o conjunto das aplicac¸o˜es reais e diferencia´veis em V , variedade diferencia´vel de
dimensa˜o n. Denote-se este conjunto por C∞(V ) .
Em C∞(V ), defina-se a adic¸a˜o, a multiplicac¸a˜o e o produto por escalares pontualmente,
isto e´, sendo ϕ, ψ ∈ C∞(V ), p ∈ V , α ∈ R
(ϕ+ ψ)(p) = ϕ(p) + ψ(p) (1.10)
(ϕ · ψ)(p) = ϕ(p) · ψ(p) (1.11)
(α · ϕ)(p) = α · ϕ(p). (1.12)
Munido com estas operac¸o˜es C∞(V ) e´ um espac¸o vectorial real.
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Introduza-se em C∞(V ) uma topologia1. Comece-se por considerar o conjunto das func¸o˜es
diferencia´veis em RN , C∞(RN ), munido com a topologia da convergeˆncia uniforme em com-
pactos de (todas) as derivadas de ordem menor ou igual a s. Isto e´, sendo s ≥ 0, K ⊂ Rn um
compacto e ϕ ∈ C∞(RN ), considere-se a famı´lia de semi-normas
‖ϕ‖s,K = sup
{∣∣∣∣ ∂∂xil ◦ · · · ◦ ∂∂xi1 ϕ(m)
∣∣∣∣ : m ∈ K, 1 ≤ i1, · · · , im ≤ N, 0 ≤ l ≤ s}
Esta famı´lia de semi-normas define uma topologia em C∞(RN ). Uma base local para esta
topologia e´ dada pelos subconjuntos{




, n ∈ N.
onde Kn, n ∈ N sa˜o de compactos tais que Kn ⊂ Kn+1 e
⋃
Kn = RN .
Para todo o t0, t1 ∈ R, s ≥ 0 e qualquer K ⊂ RN compacto, diz-se que uma famı´lia de
func¸o˜es t 7→ ϕt ∈ C∞(RN ), t ∈ R e´
• mensura´vel se, para todo o x ∈ RN , t 7→ ϕt(x) e´ mensura´vel;
• localmente integra´vel se for mensura´vel e ∫ t1t0 ‖ϕt‖s,K dt <∞;
• absolutamente cont´ınua em t se ϕt = ϕ0 +
∫ t1
t0
ψt dt para alguma famı´lia localmente
integra´vel de func¸o˜es ψt;
• localmente limitada em t se ‖ϕt‖s,K ≤ C(s,K), t ∈ [a, b], C(s,K) uma constante real.
O teorema de Whitney permite mergulhar a variedade V num RN , com N adequado.
Assim, pode-se “importar”a topologia de C∞(RN ) para C∞(V ). Esta topologia e´ designada
por topologia de C∞(V ). Munido com esta topologia, C∞(V ) e´ um espac¸o de Fre´chet , isto e´,
um espac¸o topolo´gico vectorial completo, metriza´vel e localmente convexo. Nesta topologia,
a famı´lia de func¸o˜es ϕn ∈ C∞(V ) converge para ϕ ∈ C∞(V ) quando n→∞ se e so´ se, para
todo o s > 0 e todo o subconjunto compacto K de V ,
lim
n→∞ ||ϕk − ϕ||s,k = 0.
Partindo da topologia de C∞(V ), podem-se definir famı´lias de semi-normas para matrizes,
aplicac¸o˜es e campos vectoriais da seguinte forma,






φ : V → Rr : ‖φ‖s,K = max
1≤i≤r
‖φ‖s,K ,
X ∈ VecV : ‖X‖s,K = sup{||X ϕ||s,K : ||ϕ||s+1,K = 1}, ϕ ∈ C∞(V ),
s ≥ 0 e K um subconjunto compacto de V .
Refira-se, ainda, que C∞(V ) e´ uma a´lgebra real pois, sendo C∞(V ) um espac¸o vectorial
real no qual esta´ definido um produto (1.11), tem-se para todo o ϕ,ψ, ξ ∈ C∞(V ) e α ∈ R
ϕ(ψξ) = (ϕψ)ξ
(ϕ+ ψ)ξ = ϕξ + ψξ
α(ϕψ) = (αϕ)ψ = ϕ(αψ).
1Para uma exposic¸a˜o detalhada ver, por exemplo, [Rud91]
18 1.2 C∞(V ) e a sua estrutura
Cap´ıtulo 2
Ca´lculo cronolo´gico
O ca´lculo cronolo´gico foi introduzido em 1978 por Agrachev e Gamkrelidze no aˆmbito da teoria
matema´tica do controlo para estudar equac¸o˜es diferenciais na˜o lineares e na˜o auto´nomas em
variedades diferencia´veis, [AG79]. Pretende superar dificuldades decorrentes do facto de, em
diferentes instantes, campos vectoriais na˜o auto´nomos na˜o comutarem. Posteriormente, em
[AG81], os autores exploram a noc¸a˜o de a´lgebra cronolo´gica. No caso de campos vectoriais na˜o
auto´nomos, esta a´lgebra corresponde a` a´lgebra de Lie de um dado grupo na teoria cla´ssica de
Lie. Recorrendo ao produto cronolo´gico, a´ı definido, transformam o espac¸o linear dos campos
vectoriais na˜o auto´nomos absolutamente cont´ınuos numa a´lgebra cronolo´gica e definem o
logaritmo na˜o cronolo´gico do fluxo gerado por campos na˜o auto´nomos obtendo uma sua
expansa˜o em se´rie. Esta expansa˜o e´ fundamental na obtenc¸a˜o dos resultados a apresentar nos
cap´ıtulos seguintes deste trabalho.
De uma forma breve, pode-se descrever o ca´lculo cronolo´gico como um ca´lculo formal
de operadores centrado na noc¸a˜o de exponencial cronolo´gica. Esta e´ uma extensa˜o ao caso
na˜o auto´nomo da exponencial de um campo vectorial auto´nomo definido por uma equac¸a˜o
diferencial auto´noma.
Diversos trabalhos teˆm sido publicados debruc¸ando-se sobre diferentes aspectos e aplicac¸o˜es
do ca´lculo cronolo´gico. O campo mais fe´rtil e´, sem du´vida, a teoria de controlo de sistemas
na˜o lineares [AGS89, AGS89]. Sarychev usa as ferramentas do ca´lculo cronolo´gico para o
estudo da estabilidade de sistemas em [Sar01a].
Embora o ca´lculo cronolo´gico tenha sido desenvolvido no aˆmbito das equac¸o˜es diferencias
ordina´rias, em [AV83] ocorre a primeira incursa˜o na teoria das equac¸o˜es diferenciais a`s de-
rivadas parciais. Posteriormente Tretyak em [Tre98] retoma este assunto e considera ainda
a teoria de sistemas discretos no tempo. Recentemente foi publicada uma se´rie de trabalhos
onde as te´cnicas do ca´lculo cronolo´gico sa˜o aplicadas ao estudo da controlabilidade de equac¸o˜es
a`s derivadas parciais, [AS05, AS06, Shi06]. Tambe´m no presente trabalho se abordara´ esta
questa˜o.
Este cap´ıtulo inicia-se com a apresentac¸a˜o dos objectos com os quais o ca´lculo cronolo´gico
opera. Como refereˆncia considera-se [AG79, AG81, AGS89, GAV91] e [Sar01a]. Em [AS04]
encontra-se uma exposic¸a˜o introduto´ria ao Ca´lculo Cronolo´gico.
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2.1 Representac¸a˜o de V em C∞(V )
A a´lgebra C∞(V ), introduzida na Secc¸a˜o 1.2, desempenha um papel fundamental no presente
cap´ıtulo. De facto, o ca´lculo cronolo´gico baseia-se na representac¸a˜o exponencial de fluxos
pelo que reflecte, sobre tudo, as suas propriedades de grupo. Assim, nesta teoria a varie-
dade diferencia´vel V e´ “substitu´ıda” pela a´lgebra de func¸o˜es diferencia´veis associada C∞(V )
que, embora de dimensa˜o infinita, e´ linear. Com este objectivo, nesta secc¸a˜o esta´-se in-
teressado em identificar pontos, vectores tangentes, difeomorfismos e campos vectoriais com
funcionais e operadores na a´lgebra C∞(V ). Mais precisamente, identificam-se pontos p ∈ V
com homomorfismos pˆ : C∞(V ) → R, vectores tangentes v ∈ TpV com funcionais lineares
ξ : C∞(V ) → R, difeomorfismos P ∈ Dif V com automorfismos Pˆ : C∞(V ) → C∞(V ) e
campos vectoriais Q ∈ VecV com derivac¸o˜es Qˆ : C∞(V )→ C∞(V ).
Todo o ponto p ∈ V define, pela correspondeˆncia entre ϕ ∈ C∞(V ) e o seu valor em
p ∈ V , um funcional linear
pˆ : C∞(V )→ R
ϕ 7→ pˆ(ϕ) = ϕ(p).
O funcional pˆ e´ um homomorfismo das a´lgebras C∞(V ) e R pois
pˆ (ϕ+ ψ) = pˆ ϕ+ pˆ ψ (2.1)
pˆ (ϕ · ψ) = (pˆ ϕ) · (pˆ ψ) (2.2)
pˆ (α · ϕ) = α · pˆ ϕ (2.3)
para ϕ,ψ ∈ C∞(V ) e α ∈ R. O rec´ıproco e´ ainda verdade, para todo o homomorfismo na˜o
trivial de a´lgebras, ϕ : C∞(V ) → R, existe um ponto p ∈ V tal que ϕ = pˆ, [AS04]. Daqui,
a variedade V pode ser reconstru´ıda sendo os seus elementos obtidos dos de C∞(V ) e a
sua topologia obtida da topologia fraca do espac¸o dos funcionais em C∞(V ). Ale´m disso, a
estrutura diferencia´vel de V pode tambe´m ser recuperada de C∞(V ).
Todo o difeomorfismo P : V → V pode ser identificado com um automorfismo da a´lgebra
C∞(V )
Pˆ : C∞(V )→ C∞(V ), ϕ 7→ Pˆ (ϕ) = ϕ(P )
isto e´, para todo o p ∈ V , ϕ ∈ C∞(V ), (Pˆϕ)(p) = ϕ(P (p)). Reciprocamente, para todo o
automorfismo A : C∞(V ) → C∞(V ) existe um difeomorfismo Pˆ ∈ Dif V tal que A = Pˆ ,
[AS04].
Caracterizem-se os vectores tangentes a V em p. Cada vector tangente v ∈ TpV esta´






ϕ(p(t)), p(0) = p, q˙(0) = v
e esta derivada satisfaz a regra de Leibniz. A curva de funcionais pˆ(·) em C∞(V ) que
corresponde a` curva diferencia´vel p(·) de pontos de V satisfaz a regra multiplicativa (2.2):
pˆ(t)(ϕ · ψ) = pˆ(t)(ϕ) · pˆ(t)(ψ). Diferenciando esta igualdade em t = 0 conclui-se que o vector






pˆ(t), vˆ : C∞(V )→ R
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satisfaz a regra de Leibniz
vˆ(ϕψ) = vˆ(ϕ)ψ(p(0)) + ϕ(p(0))vˆ(ψ).
Assim, vectores tangentes v ∈ TpV sa˜o identificados com derivadas direccionais vˆ : C∞(V )→
R, isto e´, funcionais lineares que satisfazem a regra de Leibniz num ponto.
Caracterizem-se os campos vectoriais em V . Como foi visto na Secc¸a˜o 1.1.5, um campo
vectorial diferencia´vel em V e´ uma famı´lia de vectores tangentes vp ∈ TpV , p ∈ V , tal que
para cada ϕ ∈ C∞(V ) a aplicac¸a˜o p 7→ vpϕ, p ∈ V e´ uma func¸a˜o diferencia´vel em V . A cada
campo vectorial diferencia´vel X ∈ VecV corresponde um operador linear
Xˆ : C∞(V )→ C∞(V ), ϕ 7→ Xˆ(ϕ)
satisfazendo a regra de Leibniz
Xˆ(ϕψ) = (Xˆϕ)ψ + ϕ Xˆ(ψ), ϕ, ψ ∈ C∞(V ).
e que e´ a derivada de Lie segundo o campo vectorial X.
A derivada de Lie, Xˆ, e´ uma derivac¸a˜o da a´lgebra C∞(V ) e toda a derivac¸a˜o da a´lgebra
C∞(V ) e´ a derivada direccional segundo algum campo vectorial diferencia´vel em V .
Um ponto P (p) da variedade V pode ser escrito na notac¸a˜o de operadores como pˆ ◦ Pˆ . E´
usual omitir o acento circunflexo e escrever p ◦ P . Esta notac¸a˜o na˜o gera ambiguidade pois
caso p esteja a` direita de P enta˜o p e´ um ponto, P e´ um difeomorfismo e P (p) e´ o valor
do difeomorfismo P no ponto p. Se, por outro lado, p estiver a` esquerda de P enta˜o p e´
um homomorfismo, P um automorfismo e p ◦ P e´ um homomorfismo de C∞(V ). De modo
ana´logo, X(p) ∈ TpV e´ o valor do campo vectorial X no ponto p e p ◦X : C∞(V ) → R e´ a
derivada direccional segundo o vector X(p). Uma vez que
(pˆ ◦ Pˆ2 ◦ Pˆ1)(ϕ) = (P̂2(p) ◦ Pˆ1)(ϕ) = ̂P1(P2(p))(ϕ) = ϕ(P1(P2(p)))),
a identificac¸a˜o de P ∈ Dif V com o automorfismo Pˆ de C∞(V ) e´ contravariante: ao difeo-
morfismo P1 ◦ P2 corresponde o automorfismo Pˆ2 ◦ Pˆ1.
Em resumo, sendo p ∈ V ;P,Q ∈ Dif V ;X,Y ∈ VecV ; v ∈ TpV tal que v = ddt |t=0q(t)
onde q(·) e´ uma curva em V com in´ıcio em p, para ϕ ∈ C∞(V ) as seguintes expresso˜es esta˜o
bem definidas
pˆ ϕ = ϕ(p),
(pˆ ◦ Pˆ )ϕ = P̂ (p)ϕ = ϕ(P (p)),
(pˆ ◦ Pˆ ◦ Qˆ)ϕ = ϕ(Q(P (p))),
(pˆ ◦ Xˆ)ϕ = X(ϕ(p)),
(pˆ ◦ Pˆ ◦ Xˆ)ϕ = (P̂ (p) ◦ Xˆ)ϕ = X(ϕ(P (p)))
bem como as expresso˜es












ϕ(P (q(t))) = P∗vϕ
(pˆ ◦ Xˆ ◦ Pˆ )ϕ = (X̂(p) ◦ Pˆ )ϕ = P∗X(p)ϕ = (pˆ ◦ Pˆ ◦ P∗X)ϕ, X(p) = v.
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Da u´ltima expressa˜o, segue que a acc¸a˜o do difeomorfismo P ∈ Dif V sobre o campo vecto-
rial X ∈ VecV e´ um homomorfismo linear que actua como uma transformac¸a˜o de semelhanc¸a
definida por
P ◦ P∗X = X ◦ P ⇔ P∗X = P−1 ◦X ◦ P.
Em particular, os difeomorfismos preservam a composic¸a˜o
P∗(X ◦ Y ) = P−1 ◦ (X ◦ Y ) ◦ P = (P−1 ◦X ◦ P ) ◦ (P−1 ◦ Y ◦ P ) = P∗X ◦ P∗Y
para X,Y ∈ VecV . Daqui e´ imediato que os difeomorfismos preservam o pareˆntesis de Lie
de campos vectoriais. Recorrendo a` notac¸a˜o usual1 Ad para a transformac¸a˜o de semelhanc¸a
associada ao automorfismo A : C∞(V )→ C∞(V )
(AdA)X = A ◦X ◦A−1, X ∈ VecV
tem-se P∗ = AdP−1, P ∈ Dif V .
Observac¸a˜o 2.1. O pareˆntesis de Lie confere ao conjunto dos campos vectoriais a estrutura
de a´lgebra de Lie de dimensa˜o infinita. Esta a´lgebra denota-se por DerV e e´ a a´lgebra de Lie
do grupo Dif V , [AS04].
2.2 Famı´lias de funcionais e operadores
O ca´lculo cronolo´gico trabalha com famı´lias de pontos, difeomorfismos e campos vectoriais
que gozam de algumas propriedades de regularidade relativamente a um paraˆmetro. Dada
a identificac¸a˜o de pontos e vectores tangentes com funcionais e difeomorfismos e campos
vectoriais com operadores em C∞(V ), introduzam-se algumas propriedades de regularidade
no sentido fraco a` custa das propriedades respectivas de famı´lias de func¸o˜es uni-parame´tricas
t 7→ ϕt, ϕt ∈ C∞(V ), t ∈ R.
Comece-se por introduzir as propriedades de regularidade para func¸o˜es. Como foi visto
na Secc¸a˜o 1.2, C∞(V ) e´ uma espac¸o topolo´gico. Assim, em C∞(V ) a continuidade e a
diferenciabilidade de uma famı´lia {ϕt} com respeito ao paraˆmetro t definem-se da forma
usual.
As noc¸o˜es de famı´lia de func¸o˜es de C∞(V ) mensura´vel, localmente integra´vel ou absolu-
tamente cont´ınua com respeito a um paraˆmetro t, sa˜o ana´logas a`s introduzidas na Secc¸a˜o 1.2
para famı´lias uni-parame´tricas de func¸o˜es em C∞(RN ).
A famı´lia de func¸o˜es {ϕt} ∈ C∞(V ) e´ Lispschitziana com respeito a t se
‖ϕt − ϕτ‖s,K ≤ Cs,K |t− τ |
para todo o s ≥ 0 sendo K um subconjunto compacto de V e t, τ ∈ R; diz-se ainda, que tal
famı´lia e´ localmente limitada (com respeito a t) se
‖ϕt‖s,K ≤ Cs,K,I
1Representac¸a˜o adjunta
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para todo o s ≥ 0 sendo K e I subconjuntos compactos de V e R, respectivamente, e t ∈ I. As
constantes Cs,K e Cs,K,I dependem de s, K e I. Ale´m disso, sendo P ∈ Dif V e ϕ ∈ C∞(V )
tem-se
‖Pϕ‖s,K ≤ Cs,P ‖ϕ‖s,P (K), s ≥ 0
e K um subconjunto compacto de V 1. Campos vectoriais e difeomorfismos sa˜o, deste modo,
operadores lineares cont´ınuos no espac¸o topolo´gico C∞(V ).
Definam-se de seguida, as propriedades de regularidade para os funcionais e operadores
em C∞(V ). Uma famı´lia de funcionais ou operadores lineares em C∞(V )
t 7→ At, t ∈ R
goza da propriedade de regularidade P se a famı´lia
t 7→ Atϕ, t ∈ R
goza da mesma propriedade P para todo ϕ ∈ C∞(V ). A propriedade P pode ser uma das
referidas na Secc¸a˜o 1.2 para as famı´lias de func¸o˜es.
Campos vectoriais e difeomorfismos que gozem de algumas das propriedades de regulari-
dade anteriores merecem especial destaque e sera˜o usados de forma recorrente nos cap´ıtulos
seguintes.
Definic¸a˜o 2.1 (Campo vectorial na˜o auto´nomo). Um campo vectorial na˜o auto´nomo, ou
simplesmente campo vectorial, em V e´ uma famı´lia mensura´vel localmente limitada, com
respeito a t, de campos vectoriais
t 7→ Xt, Xt ∈ VecV, t ∈ R.
Refira-se que a noc¸a˜o de campo vectorial na˜o auto´nomo considerada em [AG79] esta´
associada a uma famı´lia localmente integra´vel de campos vectoriais. E´ o´bvio que se uma
famı´lia e´ localmente limitada tambe´m sera´ localmente integra´vel pelo que a definic¸a˜o de
campo vectorial aqui considerada e´ mais vasta que a apresentada no trabalho referido.
Definic¸a˜o 2.2 (Fluxo). Uma famı´lia absolutamente cont´ınua de difeomorfismos
t 7→ Pt, Pt ∈ Dif V, t ∈ R
diz-se um fluxo na˜o auto´nomo em V .
Assim, para um campo vectorial na˜o auto´nomo Xt, a famı´lia de func¸o˜es t 7→ Xˆt ϕ e´
localmente integra´vel para qualquer ϕ ∈ C∞(V ). De modo ana´logo, para um fluxo Pt, a
famı´lia de func¸o˜es (Pˆtϕ)(p) = ϕ(Pt(p)) e´ absolutamente cont´ınua com respeito a t para todo
ϕ ∈ C∞(V ).
A integrac¸a˜o de famı´lias mensura´veis localmente integra´veis e a diferenciac¸a˜o de famı´lias
diferencia´veis sa˜o tambe´m definidas no sentido fraco, isto e´∫ t1
t0






At : ϕ 7→ d
dt
(At ϕ)
1Para mais detalhes ver [AG79].
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com ϕ ∈ C∞(V ).
Sendo At e Bt duas famı´lias cont´ınuas de operadores em C∞(V ) diferencia´veis em t0,






















Se as famı´lias de operadores At e Bt sa˜o absolutamente cont´ınuas enta˜o tambe´m a sua com-
posic¸a˜o At ◦Bt o e´. O mesmo se verifica com a composic¸a˜o de funcionais e operadores. Para
uma famı´lia absolutamente cont´ınua de func¸o˜es ϕt, a famı´lia At ϕt e´ tambe´m absolutamente
cont´ınua e verifica a regra de Leibniz.
Pode-se agora introduzir o operador ad associado ao operador Ad introduzido na secc¸a˜o
anterior. Se Pt for um fluxo em V tal que





Pt = X ∈ VecV



























adXY = [X,Y ]. (2.4)
O operador ad e´, de facto, uma derivac¸a˜o na a´lgebra VecV , cf. Secc¸a˜o 1.1.5.
2.3 Exponencial cronolo´gica
Todo o campo vectorial na˜o auto´nomo Xt define em V um problema de Cauchy
d
dt
p(t) = Xt(p(t)), p(0) = p0. (2.5)
A soluc¸a˜o do problema de Cauchy (2.5) na variedade V e´ determinada por reduc¸a˜o a um
problema de Cauchy num espac¸o Euclidiano.
A soluc¸a˜o de (2.5) em V e´ uma famı´lia p(t, p0) de aplicac¸o˜es Lipschitzinas em t e dife-
rencia´vel em ordem a p0, satisfaz a condic¸a˜o inicial e satisfaz a equac¸a˜o diferencial para quase
todo o t ∈ I, I ⊂ R.
Definic¸a˜o 2.3. O campo vectorial X ∈ VecV diz-se completo se para todo o p0 ∈ V a soluc¸a˜o
p(t, p0) do problema de Cauchy
dp
dt
= X(p), p(0, p0) = p0 (2.6)
esta´ definida para todo o t ∈ R.
No que se segue, supo˜e-se que a soluc¸a˜o p(t, p0) esta´ definida para todo o p0 ∈ V e todo
o t ∈ R, ou seja, supo˜e-se que o campo vectorial na˜o auto´nomo Xt e´ completo.
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2.3.1 Definic¸a˜o e representac¸a˜o em se´rie
O problema de Cauchy (2.5) pode ser escrito recorrendo uma equac¸a˜o linear para famı´lias de
funcionais1 cont´ınuas Lipschitzianas em C∞(V )
d
dt
p(t) = p(t) ◦Xt, p(0) = p0. (2.7)
Este problema e´ satisfeito pela famı´lia de funcionais
p(t, p0) : C∞(V )→ R, p0 ∈ V, t ∈ R
e o fluxo associado a esta famı´lia
Pt : p0 7→ p(t, p0)
e´ soluc¸a˜o do problema de Cauchy para operadores em C∞(V )
d
dt
Pt = Pt ◦Xt, P0 = Id . (2.8)
Definic¸a˜o 2.4 (Exponencial cronolo´gica). A soluc¸a˜o da equac¸a˜o diferencial de operadores






Nesta notac¸a˜o, a seta indica a posic¸a˜o, na equac¸a˜o (2.8), do campo vectorial Xt relati-
vamente a` composic¸a˜o. Saliente-se que, no caso da condic¸a˜o inicial do problema de Cauchy
ser dada em t0 6= 0, no limite inferior do integral que define a exponencial cronolo´gica devera´

















Xτn ◦ · · · ◦Xτ1 d τn · · · d τ1. (2.10)




Pτ1 ◦Xτ1 d τ1 (2.11)



















Pτ2 ◦Xτ2 ◦Xτ1 d τ2 d τ1.
Iterando este processo indefinidamente obte´m-se a se´rie (2.10).
1Omite-se aqui o acento circunflexo
26 2.3 Exponencial cronolo´gica
Observac¸a˜o 2.2. A exponencial cronolo´gica e´ um caso particular das se´ries cronolo´gicas
formais, [AG81]. Uma se´rie da forma










gm(Xt, Xt1 , . . . Xtm) dtm . . . dt1,
onde gk sa˜o polino´mios em varia´veis na˜o comutativas e Xt e´ um campo vectorial, diz-se se´rie
cronolo´gica formal. De facto, a se´rie (2.10) e´ ainda uma se´rie de Volterra pois sendo uma
se´rie integral, os polino´mios envolvidos sa˜o produtos das varia´veis. No conjunto das se´ries
cronolo´gicas e´ poss´ıvel definir um produto transformando, assim, este conjunto numa a´lgebra
real associativa, [AG79]. Denota-se esta a´lgebra por C.
2.3.2 Exponencial cronolo´gica a` esquerda
A necessidade da designac¸a˜o exponencial cronolo´gica a` direita justifica-se com a possibilidade
de definir a exponencial cronolo´gica a` esquerda.
Definindo Qt = (Pt)−1 e diferenciando a identidade Pt ◦Qt = Id obte´m-se
d
dt
Pt ◦Qt + Pt ◦ d
dt
Qt = 0.
Atendendo a` equac¸a˜o (2.8), esta igualdade pode ser escrita como
Pt ◦Xt ◦Qt + Pt ◦ d
dt
Qt = 0
ou ainda na forma
Xt ◦Qt + d
dt
Qt = 0.




Qt = −Xt ◦Qt, Q0 = Id . (2.12)
Definic¸a˜o 2.5 (Exponencial cronolo´gica a` esquerda). A soluc¸a˜o do problema de Cauchy






Considerando em V = Rn o problema
d
dt
x(t) = A(t)x(t), x(0) = x0
onde x(t) ∈ Rn e t 7→ A(t) ∈ Rn×n e´ uma aplicac¸a˜o localmente integra´vel, o fluxo Pt a ele
associado satisfaz o problema de Cauchy para operadores lineares (matrizes)
d
dt
Pt = A(t)Pt, P0 = Id .
2.3 Exponencial cronolo´gica 27
Escrevendo a forma integral desta equac¸a˜o e procedendo a substituic¸o˜es recursivas, tal como






Ou seja, o fluxo de um operador linear e´ representado por uma exponencial cronolo´gica a`
esquerda contrariamente ao indicado em [CS05b] onde se escreve o fluxo de um sistema linear
recorrendo a` exponencial cronolo´gica a` direita.
2.3.3 Unicidade de soluc¸a˜o do problema de Cauchy
A existeˆncia e unicidade de soluc¸a˜o para o problema de Cauchy e´ um problema da maior
relevaˆncia no que diz respeito a`s equac¸o˜es diferenciais. No caso das equac¸o˜es diferenciais na˜o
auto´nomas a soluc¸a˜o escreve-se a` custa da exponencial cronolo´gica.
Teorema 2.1 ([AS04]). Seja Xt um campo vectorial completo em V . O problema de Cauchy
(2.7) admite como soluc¸a˜o a famı´lia




Xτd τ, t > 0. (2.14)
na classe das famı´lias dos funcionais Lipschitzianos em C∞(V ). Esta soluc¸a˜o e´ u´nica.













(p(t) ◦Qt) = p(t) ◦Xt ◦Qt − p(t) ◦Xt ◦Qt = 0,
conclui-se que
p(t) ◦Qt = constante.
Ora Q0 = Id, logo p(t) ◦Qt = p0. Operando a` direita com Pt obte´m-se a unicidade.
Obviamente p(·) e´ uma curva (de pontos) em V . Dada a identificac¸a˜o feita na Secc¸a˜o 2.1,
cada ponto de V define um funcional linear em C∞(V ). Nesse sentido, a curva p(·) representa
uma famı´lia de funcionais em C∞(V ).
2.3.4 Expansa˜o assimpto´tica
Uma questa˜o que obviamente se coloca e´ a da convergeˆncia da se´rie (2.10). Uma vez que
existe sempre uma aplicac¸a˜o suave em V para a qual a se´rie diverge caso Xt 6≡ 0, esta nunca










Xτn ◦ · · · ◦Xτ1 d τn · · · d τ1,









= O(tm), t→ 0.
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A demonstrac¸a˜o deste resultado e´ feita recorrendo a estimativas sobre as semi-normas envol-
vidas e o lema de Gronwall. A sua demonstrac¸a˜o pode ser encontrada em [AG79] para campos
vectoriais arbitra´rios. Considerando o campo εXt, ε > 0 pequeno, e´ va´lida a estimativa∥∥∥∥(−→exp∫
0
t





= O(εm), ε→ 0,
onde Sεm(t) denota a m−e´sima soma parcial da se´rie (2.10) para o novo campo vectorial εXt.
















Xτn ◦ · · · ◦Xτ1 d τn · · · d τ1. (2.15)
Em [AS04] os autores mostram o seguinte resultado relativamente a` convergeˆncia da se´rie
anterior.
Lema 2.2. A expansa˜o assimpto´tica (2.15) converge para a exponencial cronolo´gica em todo
o subespac¸o normado S de C∞(V ) onde o campo Xt esteja bem definido e seja limitado
Xt S ⊂ S, ‖Xt‖ = sup{‖Xtϕ‖ : ϕ ∈ S, ||ϕ|| ≤ 1} <∞.
Note-se que, o lema anterior, garante a convergeˆncia da expansa˜o assimpto´tica (2.15) no
caso de campos vectoriais lineares reais, isto e´, considerando Rn com o sub-espac¸o dos campos
vectoriais lineares. Caso a variedade e o campo vectorial sejam anal´ıticos, a convergeˆncia esta´
tambe´m garantida para t suficientemente pequeno, [AG79].

















(−Xτ1) ◦ · · · ◦ (−Xτn) d τn · · · d τ1.
Esta expansa˜o assimpto´tica obte´m-se de forma ana´loga a` expansa˜o (2.15) e todas as consi-








como soluc¸a˜o do problema
d
dt
Pt = Pt ◦Xt, P0 = Id
e pelo Teorema 2.1 estabeleceu-se a sua unicidade. Assim, Xt, t ∈ R e´ definido univocamente
pela exponencial cronolo´gica e de (2.8) obte´m-se





























Xτd τ 7→ Xt
e´ designada por logaritmo cronolo´gico a` direita e e´ denotada por
−→
log. De modo ana´logo, e´






























Xτd τ : t ∈ R
}









Xτd τ : t ∈ R
}
= {Xt : t ∈ R} ,
respectivamente, para o logaritmo cronolo´gico a` direita e a` esquerda. O logaritmo cronolo´gico
existe para todo o fluxo Pt, [Roc03].
Na Secc¸a˜o 2.3.1 foi referido que, no caso de a condic¸a˜o inicial do problema de Cauchy





Neste caso escrever-se-a´ Xt =
−→
logt0 Pt0,t funcionando t0 como um paraˆmetro.
2.5 Propriedades da exponencial cronolo´gica
Diversas propriedades da exponencial cronolo´gica obteˆm-se com facilidade por simples ma-



















Uma outra relac¸a˜o entre a exponencial a` direita e a exponencial a` esquerda obte´m-se
operando a` direita com o operador Id = P−1t ◦ Pt na equac¸a˜o do problema (2.8)
d
dt
Pt = Pt ◦Xt = (Pt ◦Xt ◦ P−1t ) ◦ Pt = (AdPt)Xt ◦ Pt.
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At = At ◦ adXt, A0 = Id . (2.16)






(Pt ◦ Y ◦ P−1t ) =
d
dt




= Pt ◦Xt ◦ Y ◦ P−1t − Pt ◦ Y ◦Xt ◦ P−1t
= Pt ◦ (Xt ◦ Y − Y ◦Xt) ◦ P−1t = AdPt[Xt, Y ]
= (AdPt) adXtY,
ou seja, AdPt e´ soluc¸a˜o do problema
d
dt
AdPt = (AdPt) ◦ adXt, AdP0 = Id .












adXτn ◦ · · · ◦ adXτ1 d τn · · · d τ1






Corola´rio 2.4. Seja Pt o fluxo gerado pelo campo vectorial completo Xt ∈ VecV . Enta˜o o
operador AdPt e´ invert´ıvel e
(AdPt)−1 = AdP−1t .
Lema 2.5. Seja Pt o fluxo gerado pelo campo vectorial completo Xt ∈ VecV , enta˜o para todo













◦ P−1 = d
dt
(P ◦ Pt ◦ P−1) = (P ◦ Pt ◦ P−1) ◦ (P ◦Xt ◦ P−1).
Denotando Zt = P ◦ Pt ◦ P−1 tem-se Z0 = Id e a equac¸a˜o anterior e´
d
dt
Zt = Zt ◦AdPXt.






e pela unicidade de soluc¸a˜o fica provado o lema.
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Lema 2.6. Seja Pt o fluxo gerado pelo campo vectorial completo Xt ∈ VecV . O campo
vectorial Y ∈ VecV e´ invariante sob acc¸a˜o de Pt se e so´ se Xt e Y comutam:
(Pt)∗ Y = Y ⇔ [Xt, Y ] = 0.
Como foi visto no final da Secc¸a˜o 2.1, (P−1t )∗ = AdPt. Ora, pelo Lema 2.3
d
dt
AdPtY = (AdPt ◦ adXt)Y = AdPt ◦ (adXt Y ) = AdPt[Xt, Y ]
por outro lado AdPt|t=0Y = Y . O lema segue da unicidade de soluc¸a˜o.
Outras propriedades da exponencial cronolo´gica obteˆm-se como consequeˆncia das proprie-









Xτ dτ ◦ −→exp
∫ t2
t1





Pt = P0,t1 ◦ Pt1,t2 ◦ · · · ◦ Ptk,T .
Uma vez que Id = Pτ,τ = Pτ,t ◦ Pt,τ tem-se Pt,τ = P−1τ,t .
2.5.1 Campos auto´nomos
No caso particular do campo vectorial completo Xt ∈ VecV ser auto´nomo, isto e´,
Xt ≡ X

















A exponencial etX satisfaz o problema de Cauchy (auto´nomo)
d
dt
Qt = Qt ◦X, Q0 = Id . (2.20)
e admite expansa˜o em se´rie assimpto´tica
etX ∼ Id+tX + t
2
2






onde a poteˆncia k do campo vectorial deve ser entendida no sentido da composic¸a˜o de campos
vectoriais.
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Para o campo vectorial auto´nomo X ∈ VecV a relac¸a˜o (2.17) toma a forma,
Ad etX = et adX (2.21)
e a famı´lia de operadores et adX : VecV → VecV e´ a u´nica soluc¸a˜o do problema
d
dt
At = At ◦ adX, A0 = Id .







onde adnX = adX(adn−1X);n = 1, 2, . . . sendo ad0X = Id.
Em geral, os fluxos na˜o comutam, isto e´, sendo Xt, Yt ∈ VecV dois campos vectoriais
completos cujos fluxos associados sa˜o Pt e Zt,
Pt ◦ Zτ 6= Zτ ◦ Pt.
A na˜o comutatividade de fluxos ocorre mesmo quando associada a campos auto´nomos, no
entanto, neste caso vale o seguinte resultado.
Lema 2.7. Sejam X,Y ∈ VecV dois campos vectoriais completos e Pt e Zt os respectivos
fluxos. Enta˜o Pt e Zt comutam se e so´ se X e Y comutam.
Do Lema 2.6 conclui-se que a comutatividade dos fluxos implica a comutatividade dos
campos vectoriais associados a esses fluxos. Da igualdade (2.21) e da expansa˜o (2.22), se
adXY = [X,Y ] = 0 resulta que
Ad et1XY = et1 adXY = Y.
Da aplicac¸a˜o do Lema 2.5, na sua versa˜o para campos auto´nomos, aos fluxos et1X e et2Y ;
t1, t2 ∈ R segue
(Ad et1X)et2Y = et2(Ad e
t1XY ) = et2Y ,
isto e´,
et1X ◦ et2Y = et2Y ◦ et1X .
Se o campo vectorial na˜o auto´nomo Xt; t ∈ [0, T ] for seccionalmente auto´nomo, isto e´





Xτ dτ = et1X
0 ◦ e(t2−t1)X1 ◦ · · · ◦ e(T−tk)Xk .
2.5.2 Campos quase-auto´nomos







isto e´, se Xt comuta com o campo vectorial
∫ t
t0
Xτ dτ , o campo diz-se quase-auto´nomo. Estes
campos verificam a seguinte proposic¸a˜o, cuja demonstrac¸a˜o pode ser encontrada em [AG79].
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e´ um fluxo que satisfaz
d
dt
Qt = Qt ◦Xt = Xt ◦Qt,















Xτ dτ = e
∫ t
t0
adXτ dτ . (2.23)
2.6 Fo´rmula da variac¸a˜o das constantes
A fo´rmula da variac¸a˜o das constantes e´ uma das mais poderosas ferramentas que o ca´lculo
cronolo´gico oferece. Descreve o fluxo de um campo vectorial na˜o auto´nomo quando este e´
“perturbado”por um outro campo vectorial na˜o auto´nomo. Nesta secc¸a˜o pretende-se descrever
a dependeˆncia do fluxo do problema (2.7) de uma perturbac¸a˜o no campoXt, isto e´ pretende-se
conhecer o fluxo gerado pela equac¸a˜o
d
dt
p(t) = p(t) ◦ (Xt + Yt).
Esta questa˜o e´ da maior relevaˆncia no estudo de sistemas reais. A equac¸a˜o anterior pretende
traduzir a sensibilidade do problema (soluc¸o˜es) a perturbac¸o˜es do modelo matema´tico (2.7).
E´ comum tomar como perturbac¸a˜o εYt, onde ε ∈ R e´ um paraˆmetro. Sistemas que sejam
pouco sens´ıveis a pequenas alterac¸o˜es no modelo designa-se por sistemas robustos ou sistemas
estruturalmente esta´veis, [Arn88].
Proposic¸a˜o 2.9 ([AG79]). Sejam Xt e Xt+Yt campos vectoriais completos. Enta˜o o campo


































Esta relac¸a˜o designa-se por fo´rmula da variac¸a˜o das constantes.
Para a sequeˆncia deste trabalho, a versa˜o da fo´rmula da variac¸a˜o das constantes para a
exponencial cronolo´gica a` esquerda sera´ mais conveniente. Optou-se, por isso, por apresentar
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o fluxo gerado pelo campo vectorial na˜o auto´nomo Xt ∈ VecV . Determine-se o fluxo gerado





(Xτ + Yτ ) dτ = Pt ◦Dt (2.26)
para a equac¸a˜o diferencial
d
dt
St = (Xt + Yt) ◦ St
com condic¸a˜o inicial S0 = Id. Substituindo St na equac¸a˜o anterior vem
d
dt




Pt ◦Dt + Pt ◦ d
dt
Dt = (Xt ◦ Pt ◦Dt) + (Yt ◦ Pt ◦Dt).
Como Pt e´ o fluxo gerado por Xt, d/dtPt = Xt ◦ Pt, e a igualdade simplifica-se na forma
Pt ◦ d
dt
Dt = Yt ◦ Pt ◦Dt.
Obte´m-se, enta˜o, uma equac¸a˜o diferencial para Dt
d
dt
Dt = P−1t ◦ Yt ◦ Pt ◦Dt = AdP−1t Yt ◦Dt,






Diferenciando AdP−1t Z, Z ∈ VecV, verifica-se que
d
dt
AdP−1t Z = (AdP
−1








































Dois casos particulares da fo´rmula da variac¸a˜o das constantes merecem especial destaque.
Se os campos X,Y sa˜o auto´nomos tem-se
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t adXθ dθYτ dτ.
(2.28)
2.7 Derivada do fluxo em ordem a um paraˆmetro
A fo´rmula da variac¸a˜o das constantes introduzida na Secc¸a˜o 2.6 permite incorporar, no fluxo
associado ao problema de Cauchy (2.7), perturbac¸o˜es lineares presentes no campo vectorial.
Contudo, as perturbac¸o˜es presentes num sistema podem ser na˜o lineares assim como podem
depender de um paraˆmetro real. Considere-se enta˜o Ft(s), um campo vectorial na˜o auto´nomo
e dependendo de um paraˆmetro real s. Pretende-se estudar a dependeˆncia do fluxo associado
a Ft(s) relativamente ao paraˆmetro s.




































Fτ (s) dτ (2.29)
denotando





Tomando a expansa˜o δFτ (s, ε) = ε
∂
∂s






















Fτ (s) dτ +O(ε2), ε→ 0


































































Fτ (s) dτ. (2.31)
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Recorrendo a` fo´rmula da variac¸a˜o das constantes (2.27), obter-se-ia a seguinte igualdade,





















































a igualdade (2.31) escreve-se como
∂
∂s
Rt(s) = Zt(s) ◦Rt(s).









F (s) dτ ◦ etF (s).
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Xτ dτ = eVt
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onde o lado direito da igualdade deve ser entendido no sentido de (2.19). De seguida
estabelece-se o significado da afirmac¸a˜o anterior.
Considere-se uma famı´lia de campos vectoriais Vt ∈ VecV e o fluxo eτ Vt ; τ ∈ R. Entenda-

































e−τ adVt V˙t dτ = eVt ◦
∫ 1
0
e−τ adVt dτ V˙t.
A famı´lia de campos vectoriais Vt ∈ VecV satisfaz, enta˜o, a equac¸a˜o diferencial
d
dt














Vt = Xt (2.36)
enta˜o o fluxo eVt satisfaz o problema de Cauchy
d
dt
Qt = Qt ◦Xt, Q0 = Id












Em [AG79] os autores introduzem uma expansa˜o em se´rie para o campo Vt com recurso a
se´ries cronolo´gicas. Esta construc¸a˜o e´ retomada em [AG81]. Em [AGS89] e´ apresentada uma
forma alternativa para a se´rie cronolo´gica quando o campo Xt depende linearmente de um
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2.8.1 Expansa˜o via integrac¸a˜o
Observando que o integral presente em (2.36) e´ invert´ıvel, pois admite representac¸a˜o numa




Vt = ϕ(adVt)Xt. (2.39)
onde ϕ e´ definida por
ϕ(z) =
z
1− e−z . (2.40)

















, B4 = − 130 , B6 =
1
42
, ... B2n+1 = 0, n ≥ 1.
Seguindo [AG79], obte´m-se a expansa˜o em se´rie (2.38) por integrac¸a˜o da equac¸a˜o (2.39).
Considere-se o conjunto L(λ) das se´ries de Laurent na varia´vel λ com coeficientes1 em C. As






onde, S(i)t = S
(i)
t (Xτ ) ∈ C. Dada uma aplicac¸a˜o F : L(λ) → L(λ), define-se a derivada de F
em L(λ) ∈ L(λ) por
d
dε




denotado-a por ∂LF (S(λ)). Esta derivada verifica a regra de Leibniz













Designe-se por Ψt a aplicac¸a˜o que associa a uma se´rie, seja St(Xt), a se´rie ϕ(adSt(Xt))Xt
e por ~Ψt a aplicac¸a˜o que a uma aplicac¸a˜o F associa ∂SF (Ψt(S)). Assim, a equac¸a˜o diferencial




1cf. Observac¸a˜o 2.2, pa´g. 26
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~Ψτm ◦ · · · ◦ ~Ψτ2Ψτ1(0) dτm · · · dτ2 dτ1.
Designando g1(Xτ1) = Ψτ1(0) e
~Ψτm ◦ · · · ◦ ~Ψτ2Ψτ1(0) = gm(Xτ1 , · · · , Xτm) para m ≥ 2,







onde V (1)t =
∫ t











gm(Xτ1 , · · · , Xτm) dτm · · · dτ2 dτ1. (2.42)
Para indicar o campo ao qual esta´ associada a expansa˜o e´ usual escrever-se Vt = Vt(Xt) assim
como V (m)t = V
(m)
t (Xt). Resta determinar os polino´mios gm. Estes sa˜o obtidos recorrendo ao
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Define-se, enta˜o, os polino´mios gm como o res´ıduo de alguma se´rie aplicando de forma
recursiva a regra de Leibniz e a derivada de 1/F . Com efeito, da definic¸a˜o de Ψm, para uma
se´rie Q
Ψm(Q) = ϕ(adQ)Xm = res{ϕ(λ)(λ− adQ)−1}Xm.
Assim,
g1(X1) = Ψ1(0) = res{ϕ(λ)λ−1}X1 = X1
pois, por (2.41), res{ϕ(λ)/λ} = 1. Tem-se tambe´m,
Ψ1(Ψ2(Q)) = ϕ(adΨ2(Q))X1 = res{ϕ(λ)(λ− adΨ2(Q))−1}X1
pelo que
~Ψ2(Ψ1(Q)) = ∂QΨ1(Ψ2(Q)) = res{ϕ(λ)(λ− adQ)−1 adΨ2(Q)(λ− adQ)−1}X1
= res{ϕ(λ1)ϕ(λ2)(λ1 − adQ)−1 ad((λ2 − adQ)−1X2)(λ1 − adQ)−1}X1.
Desta forma obte´m-se








A construc¸a˜o dos polino´mios gm, tal como acima descrita, torna-se pouco via´vel. Em [AG79] e´
apresentada uma construc¸a˜o alge´brica alternativa a` anterior que recorre a` noc¸a˜o de polino´mio
comutador.
Construc¸a˜o dos polino´mios gm
Um polino´mio diz-se polino´mio comutador nas varia´veis ξ1, . . . , ξm se puder ser expresso como
uma combinac¸a˜o linear das varia´veis ξ1, . . . , ξm, dos seus comutadores [ξi, ξj ] e de iterac¸o˜es
destes.
Considere-se o alfabeto A = {ad, ξ1, · · · , ξm}. Uma qualquer sequeˆncia de s´ımbolos do
alfabeto designa-se por palavra e denota-se por w. Nestas sequeˆncias sa˜o admitidas repetic¸o˜es
do s´ımbolo ad mas na˜o dos s´ımbolos ξ1, · · · , ξm. Uma palavra diz-se regular se, com a
introduc¸a˜o de pareˆntesis, esta puder ser expressa como um polino´mio comutador nas varia´veis
ξ1, · · · , ξm sendo que o s´ımbolo ad representa, como usual, o comutador, cf. (2.4).
Seja w uma palavra e ξk um s´ımbolo do alfabeto. Suponha-se w = w1 ξ w2, onde w1 e´ uma
palavra, possivelmente vazia, que na˜o conte´m ξk. Suponha-se que w1 = v1 · · · vl onde cada
vi e´ um s´ımbolo do alfabeto. Define-se profundidade de ξk em w como o nu´mero de palavras
regulares da forma vi...vl ξk, 1 ≤ i < l.
O alfabeto A gera uma a´lgebra associativa livre sobre R cujos elementos sa˜o todas as
poss´ıveis combinac¸o˜es lineares das palavras do alfabeto. A cada palavra w associa-se uma
derivac¸a˜o d da a´lgebra que actua sobre os geradores da a´lgebra de acordo com as regras
d(w) ad = w ad, d(w)ξk = wξk
e que se extende aos restantes elementos da a´lgebra pela linearidade e pela regra de Leibniz.
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Exemplo 2.1. As sequeˆncias ξ3 ad e ad ξ1ξ2 sa˜o palavras do alfabeto A. A segunda e´ uma
palavra regular pois
ad ξ1ξ2 = (ad ξ1)ξ2 = [ξ1, ξ2] = ξ1ξ2 − ξ2ξ1.
Aplicando d(ad ξ2) a` palavra ξ1 obte´m-se
d(ad ξ2)ξ1 = ad ξ2ξ1
e aplicando d(ad ξ3) a` palavra obtida anteriormente tem-se
d(ad ξ3) ◦ d(ad ξ2)ξ1 = d(ad ξ3)(ad ξ2ξ1) = (d(ad ξ3) ad ξ2)ξ1 + ad ξ2(d(ad ξ3)ξ1))
= ((d(ad ξ3) ad)ξ2 + ad d(ad ξ3)ξ2)ξ1 + ad ξ2 ad ξ3ξ1
= ((ad ξ3 ad)ξ2 + ad(ad ξ3ξ2))ξ1 + ad ξ2 ad ξ3ξ1
= ad ξ3 ad ξ2ξ1 + ad ad ξ3ξ2ξ1 + ad ξ2 ad ξ3ξ1.
Se w = ad ξ3 ad ξ2ξ1, a profundidade de ξ1, ξ2 e de ξ3 em w e´, respectivamente, 2, 0 e 0.
Partindo de ξ1 e recorrendo a d constro´i-se o elemento da a´lgebra
d(ad ξm) ◦ · · · ◦ d(ad ξ2)ξ1
que e´ a soma de (2m− 3)!! palavras regulares1.
Para construir os polino´mios gm e´ necessa´ria ainda a sequeˆncia dos nu´meros de Bernoulli
Bk; k ≥ 0 introduzida na Observac¸a˜o 2.3. Denotando por υij a profundidade de ξi na palavra
wj , define-se, por fim, g1(ξ1) = ξ1 e
gm(ξ1, · · · , ξm) =
(2m−3)!!∑
α=1
bv1α . . . bvmαwα, m ≥ 2 (2.43)
onde bk = Bk/k!. Assim, os treˆs primeiros polino´mios sera˜o
g1(ξ1) = ξ1, g2(ξ1, ξ2) =
1
2
ad ξ2ξ1, g3(ξ1, ξ2, ξ3) =
1
12
([ξ3, [ξ2, ξ1]] + [[ξ3, ξ2], ξ1]).
2.8.2 Expansa˜o via produto cronolo´gico
Na situac¸a˜o em que campo Xt depende linearmente de um paraˆmetro ε, isto e´, Xt(ε) = εXt
os polino´mios gm podem ser interpretados no aˆmbito de uma a´lgebra cronolo´gica livre. Esta
traduc¸a˜o na˜o e´ por nada simples como e´ evidente do trabalho de Rocha, [Roc03].
Em [AG81], uma a´lgebra cronolo´gica e´ definida como um espac¸o linear, seja A, sobre um
corpo K munido com uma operac¸a˜o bilinear ? : A×A→ A que satisfaz a seguinte relac¸a˜o
x ? (y ? z)− (x ? y) ? z = y ? (x ? z)− (y ? x) ? z, (2.44)
para todo x, y, z ∈ A. A relac¸a˜o anterior e´ designada por identidade cronolo´gica.
Dada uma a´lgebra cronolo´gica livre com um u´nico gerador λ e uma derivac¸a˜o δ na a´lgebra,
a acc¸a˜o da derivac¸a˜o nos elementos da a´lgebra e´ definida a` custa da sua acc¸a˜o sobre o gerador
λ, δλ = λ ∗ λ. Tomando esta derivac¸a˜o e a regra
pk+1(λ) = δkλ.
1n!! representa o produto de todos os nu´meros ı´mpares menores ou iguais que n.
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constro´i-se uma sequeˆncia de polino´mios cujos primeiros elementos sa˜o
p1(λ) = λ, p2(λ) = δλ = λ ∗ λ, p3(λ) = δ2λ = (λ ∗ λ) ∗ λ+ λ ∗ (λ ∗ λ), . . .
Omodelo anterior foi proposto porAgrachev et al. em [AGS89]. Nesse trabalho encontram-
se, ainda, outras formas de gerar os elementos da a´lgebra.
Um dado fundamental para a determinac¸a˜o da expansa˜o (2.38) e´ o facto de o espac¸o
linear dos campos vectoriais na˜o auto´nomos Xt absolutamente cont´ınuos tais que X0 = 0 ter
a estrutura de a´lgebra cronolo´gica quando munido com o seguinte produto, [AG81].
Definic¸a˜o 2.6 (Produto cronolo´gico). Dados dois campos vectoriais na˜o auto´nomos e abso-
lutamente cont´ınuos em t define-se o produto cronolo´gico dos campos X· e Y· como










O produto cronolo´gico e´ na˜o associativo e satisfaz a identidade cronolo´gica (2.44). Ale´m
disso, usando integrac¸a˜o por partes, prova-se que
(X· ∗ Y·)t − (Y· ∗X·)t = [Xt, Yt].
Note-se que, enquanto o pareˆntesis de Lie depende unicamente do valor dos campos num
dado instante, o produto cronolo´gico depende do valor dos campos envolvidos num intervalo
do tipo 0 ≤ τ ≤ t.
Apresenta-se sucintamente a obtenc¸a˜o de uma expansa˜o para o logaritmo Vt definido no
in´ıcio da presente secc¸a˜o quando Xt depende linearmente de um paraˆmetro pequeno ε > 0,
Xt = εXt. Neste caso tem-se Vt = Vt(ε) e pretende-se determinar uma expansa˜o em se´ries de





































































Vt(ε)dτ = Zt(ε) (2.46)
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bk adk Vt(ε)Zt(ε) (2.47)
atendendo a` Observac¸a˜o 2.3.












dτ = (Z·(ε) ∗ Z·(ε))t (2.48)
e conhecida a relac¸a˜o anterior, constro´i-se a se´rie de poteˆncias para Zt(ε)


































Em [AGS89] na˜o sa˜o apresentadas fo´rmulas expl´ıcitas para o ca´lculo de Z(k)t . Uma ex-
































A expansa˜o em se´rie para o campo lnPt dada por (2.38), (2.42) nem sempre e´ uma convergente.
No entanto, representa assimptoticamente o campo lnPt no sentido da seguinte proposic¸a˜o
cuja demonstrac¸a˜o se pode encontrar em [AG79].
Proposic¸a˜o 2.10. Se ∫ t
0













= O(tm+1), t→ 0
para toda a aplicac¸a˜o ϕ ∈ C∞(V ), s > 0 e K um subconjunto compacto de V onde V (k)t e´
dado por (2.42).
Sob certas condic¸o˜es pode-se provar, ainda, a convergeˆncia de (2.38), (2.42). Com efeito,
seja B uma sub-a´lgebra da a´lgebra de Lie DerV (cf. Observac¸a˜o 2.1) na qual esta´ definida
uma norma || · || que verifica
||[X,Y ]|| ≤ ||X||||Y ||
para todos os campos vectoriais X,Y ∈ B. Com esta norma, B torna-se num espac¸o de
Banach.
Teorema 2.11 ([AG79]). Seja Xt ∈ B para todo o t ∈ R. A se´rie (2.38),(2.42) converge
absolutamente em B se ∫ t
0
||Xτ || dτ < 0.44.
2.9 Comenta´rio
A velocidade angular introduzida em (2.34), e de acordo com as designac¸o˜es utilizadas neste




Rt(s) = Zt(s) ◦Rt(s).


















a igualdade (2.32) escreve-se
∂
∂s
Lt(s) = Lt(s) ◦Wt(s)
e Wt(s) representaria a velocidade angular a` direita.
Cap´ıtulo 3
Estabilidade e controlo
3.1 Estabilidade no sentido de Lyapunov
Considere-se a equac¸a˜o diferencial
dp
dt
= Xt(p), p ∈ V (3.1)
onde Xt e´ um campo vectorial diferencia´vel em V . Sendo V uma variedade compacta, o
problema de Cauchy com condic¸a˜o inicial p(t0) = p0 tem soluc¸a˜o u´nica definida num intervalo
real I contendo t0.
Um ponto pe ∈ V e´ um ponto de equil´ıbrio da equac¸a˜o diferencial (3.1) se Xt(pe) = 0,
para todo o t ∈ R. Note-se que, neste caso, a curva p(·) ≡ pe e´ soluc¸a˜o da equac¸a˜o (3.1) e,
pelo teorema da existeˆncia e unicidade de soluc¸a˜o, na˜o ha´ outra soluc¸a˜o que passe em pe ∈ V .
Esta diz-se uma soluc¸a˜o de equil´ıbrio.
Definic¸a˜o 3.1 (Equil´ıbrio esta´vel). O ponto de equil´ıbrio pe do sistema (3.1) e´ esta´vel no
sentido de Lyapunov se, para cada vizinhanc¸a U de pe em V , existir uma vizinhanc¸a U1 de
pe em U tal que toda a soluc¸a˜o p(·) com in´ıcio em U1 esta´ definida e permanece em U para
todo o t > t0.
Se, ale´m disso, a vizinhanc¸a U1 puder ser escolhida tal que
lim
t→+∞ p(t) = pe
para toda a soluc¸a˜o com in´ıcio em U1 enta˜o diz-se que o ponto de equil´ıbrio pe e´ assimptoti-
camente esta´vel .
Um ponto que na˜o seja esta´vel, diz-se equil´ıbrio insta´vel. Formalmente, o ponto pe e´
um ponto de equil´ıbrio insta´vel se existe uma vizinhanc¸a U de pe em V tal que para toda
a vizinhanc¸a U1 de pe em U existe pelo menos uma soluc¸a˜o p(·) com in´ıcio em U1 que na˜o
permanece em U para todo o t > t0.
De uma forma geral, a vizinhanc¸a U1 referida anteriormente, ale´m de depender de U ,
depende do instante inicial t0. Caso U1 na˜o dependa de t0 diz-se que o equil´ıbrio e´ unifor-
memente esta´vel . Como consequeˆncia imediata, no caso auto´nomo, a estabilidade e´ sempre
uniforme.
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Exemplo 3.1. O sistema linear x˙ = −x/(1 + t), definido em R e com condic¸a˜o inicial
x(t0) = x0, tem como soluc¸a˜o a func¸a˜o
x : ]− 1,∞[→ R, t 7→ x(t) = x0 1 + t01 + t .
A origem e´ um ponto de equil´ıbrio esta´vel do sistema e embora limt→∞ x(t) = 0 a estabilidade
assimpto´tica na˜o e´ uniforme pois depende de t0.
Tal como se pode estudar a estabilidade de soluc¸o˜es de equil´ıbrio, tambe´m se pode estudar
a estabilidade de soluc¸o˜es de na˜o equil´ıbrio. Para tal, basta considerar uma mudanc¸a de
referencial. Suponha-se que pn(·) e´ uma soluc¸a˜o de na˜o equil´ıbrio da equac¸a˜o (3.1). Defina-se
q(t) = p(t)− pn(t) + pe e Qt(q) = Xt(q + pn(t)− pe)−Xt(pn(t)).
Ora, Qt(pe) = 0 pelo que q(·) = pe e´ um equil´ıbrio do sistema
q˙(t) = Qt(q).
Verifica-se que a soluc¸a˜o p(·) = pn(·) da equac¸a˜o (3.1) sera´ esta´vel (assimptoticamente esta´vel,
insta´vel) se e so´ se q(·) for uma soluc¸a˜o esta´vel (assimptoticamente esta´vel, insta´vel, respec-
tivamente) do novo sistema.
3.2 Sistemas perio´dicos e teorema de Floquet
No caso do campoXt em (3.1) ser perio´dico, o estudo da estabilidade do sistema na˜o auto´nomo




p(t) = A(t)p (3.2)
onde1 p ∈ Rn, A(·), t ≥ 0, e´ uma matriz n × n cujas entradas sa˜o func¸o˜es cont´ınuas e
A(t+ T ) = A(t), T > 0.
Um conjunto de n soluc¸o˜es linearmente independentes de um sistema linear p˙(t) = A(t)p,
na˜o necessariamente perio´dico, definidas num intervalo aberto I ⊂ R, designa-se por conjunto
fundamental de soluc¸o˜es e forma uma base para o espac¸o das soluc¸o˜es. Uma matriz Pt cujas
colunas sejam os vectores da base do espac¸o das soluc¸o˜es do sistema diz-sematriz fundamental
do sistema. Naturalmente esta matriz e´ uma soluc¸a˜o da equac¸a˜o matricial
d
dt
Pt = A(t)Pt (3.3)
e, reciprocamente, toda a soluc¸a˜o na˜o singular da equac¸a˜o (3.3) e´ uma matriz fundamental
para o sistema linear. Ale´m disso, se for conhecida uma matriz fundamental Qt, enta˜o e´
poss´ıvel escrever o conjunto de todas as matrizes fundamentais como Pt = QtC onde C e´






1Pode-se considerar p ∈ Cn.
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Para um sistema perio´dico, se Pt e´ uma matriz fundamental enta˜o a matriz Pt+T e´,
tambe´m, uma matriz fundamental. Ale´m disso, existe uma matriz constante e na˜o singular B
tal que Pt+T = PtB. Como matrizes constantes associadas a diferentes matrizes fundamentais
sa˜o semelhantes entre si, os seus valores pro´prios sa˜o invariantes do sistema (3.2) e definem a
dinaˆmica das soluc¸o˜es pois
Pt+k T = PtBk. (3.4)
Caso P0 = Id conclui-se que B = PT .





A(τ) d τ (3.5)
designa-se por matriz de monodromia1 do sistema perio´dico (3.2).
Os valores pro´prios de PT designam-se por multiplicadores do sistema (3.2) e cada nu´mero
complexo λ tal que ρ = eλT , onde ρ e´ um valor pro´prio de PT , chama-se expoente de Flo-
quet . Enquanto os multiplicadores sa˜o determinados univocamente, a parte imagina´ria dos
expoentes de Floquet esta´ definida a menos de 2pii/T . Considerando o problema de Cauchy




0 trA(τ) dτ ,
pelo que o sistema (3.2) na˜o admite multiplicadores nulos.
Observac¸a˜o 3.1. A origem do termo multiplicador esta´ associada com o facto de um nu´mero
λ ser um multiplicador do sistema (3.2) se e so´ se existir uma soluc¸a˜o na˜o trivial p(·) do
sistema tal que p(t+ T ) = λ p(t). Para mais detalhes referir-se, por exemplo, a [Adr95].
A matriz fundamental de um sistema perio´dico admite uma decomposic¸a˜o como produto
de duas matrizes, uma das quais perio´dica, dada pelo seguinte teorema.
Teorema 3.1 (Floquet). Cada matriz fundamental do sistema (3.2) pode ser escrita na forma
Pt = Φ(t) eΛ t (3.6)
onde Φ(t) e´ uma matriz perio´dica de per´ıodo T e Λ =
1
T
LnPT e´ uma matriz constante.
Assim, toda a soluc¸a˜o do sistema linear (3.2), p(t) = Pt p0, t ≥ 0, pode ser escrita como
p(t) = Φ(t) eΛ t p0, t ≥ 0. (3.7)
O logaritmo que ocorre na definic¸a˜o de Λ e´ representado com letra maiu´scula ja´ que representa
o logaritmo principal. Recorde-se que, para nu´meros complexos o logaritmo na˜o esta´ definido
univocamente mas mo´dulo 2pi: ln reiθ = Ln r + Θ onde θ = Θ + 2npi,−pi < Θ ≤ pi. Note-se
tambe´m que, toda a matriz na˜o singular admite logaritmo.
1Tambe´m designada por “operador de transic¸a˜o de um per´ıodo”, [Arn85]
2Tambe´m referenciada com fo´rmula de Abel-Jacobi-Liouville: detPt = detP0e
∫ t
0 tr A(τ) dτ , t ∈ I
48 3.3 Me´todo da medianizac¸a˜o
Uma extensa˜o directa do Teorema de Floquet ao caso na˜o linear e´ referida por Sarychev
em [Sar01a]. Ha´, no entanto, algumas questo˜es te´cnicas a ter em atenc¸a˜o na medida em que
logaritmo de um difeomorfismo nem sempre esta´ definido.
O Teorema de Floquet permite reduzir o sistema na˜o auto´nomo (3.2) a um sistema de
coeficientes constantes, na˜o sendo, enta˜o, necessa´rio o estudo da estabilidade de sistemas na˜o
auto´nomos. Com efeito, definindo
p = Φ(t)q (3.8)
e substituindo em (3.2) vem q˙ = Φ−1t (AtΦt − Φ˙t)q. Por outro lado, derivando Φt = Pte−Λ t
vem Φ˙t = AtΦt − ΦtΛ pelo que
d
dt
q(t) = Λ q. (3.9)
A igualdade (3.8) e´ designada por transformac¸a˜o de Lyapunov .
O seguinte resultado, da teoria dos sistemas lineares auto´nomos, [HS74], fornece condic¸o˜es
para a estabilidade da soluc¸a˜o nula do sistema anterior.
Lema 3.2. A soluc¸a˜o nula do sistema auto´nomo (3.9) e´ esta´vel se e so´ se todos os valores
pro´prios de Λ teˆm parte real na˜o positiva e os que teˆm parte real nula teˆm multiplicidade um.
A soluc¸a˜o e´ assimptoticamente esta´vel se e so´ se todos os valores pro´prios de Λ teˆm parte real
negativa.
A derivac¸a˜o do resultado sobre a estabilidade para a soluc¸a˜o nula do sistema (3.2) faz-se
da relac¸a˜o Λ = 1/T LnPT . Na passagem ha´ que ter em conta dois factos: a presenc¸a de T
e de Ln. Assim, se λ e´ valor pro´prio de λ enta˜o eTλ e´ valor pro´prio de PT . Daqui obte´m-se
condic¸o˜es para a estabilidade da soluc¸a˜o nula do sistema na˜o auto´nomo (3.2), [Adr95].
Teorema 3.3 (Estabilidade de sistemas perio´dicos). A soluc¸a˜o nula do sistema (3.2) e´ esta´vel
se e so´ se todos expoentes de Floquet de PT teˆm parte real na˜o positiva e os expoentes com
parte real nula teˆm multiplicidade um. A soluc¸a˜o e´ assimptoticamente esta´vel se e so´ se os
valores pro´prios de PT sa˜o, em mo´dulo, menores que um.
3.3 Me´todo da medianizac¸a˜o
O conjunto das equac¸o˜es diferenciais que admitem soluc¸a˜o anal´ıtica ou uma descric¸a˜o qua-
litativa completa e´ bastante reduzido. O me´todo da medianizac¸a˜o permite estudar equac¸o˜es
perturbadas, isto e´, equac¸o˜es que, na˜o sendo de um tipo conhecido, lhe sa˜o “pro´ximas”.
Considere-se o problema de Cauchy para o sistema linear (3.2) supondo-se, agora, a de-
pendeˆncia de um paraˆmetro ε
d
dt
p(t) = εA(t)p, p(0) = p0 (3.10)
onde, mais uma vez, onde p ∈ Rn, A(·), t ≥ 0, e´ uma matriz n× n cujas entradas sa˜o func¸o˜es
cont´ınuas e tal que A(t + T ) = A(t), T > 0. Supo˜e-se ε ∈ (0, ε0], ε0 > 0 um paraˆmetro
pequeno. Na˜o e´ necessa´rio que o campo vectorial que define a dinaˆmica do sistema seja
linear. Com efeito, o me´todo da medianizac¸a˜o e´ ainda va´lido para sistemas na˜o lineares
p˙(t) = εXt(p) com p ∈ V .
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Definic¸a˜o 3.3 (Medianizac¸a˜o de ordem 1). A medianizac¸a˜o de ordem 1 do campo vectorial







O campo vectorial A e´ tambe´m designado por me´dia do campo A(·). Para o campo na˜o






onde p ∈ V e´ fixo.
Recorrendo ao campo vectorial definido por (3.11), define-se o problema de Cauchy
auto´nomo
q˙(t) = εAq, q(0) = p0 (3.12)
que se designa por sistema medianizado.
O princ´ıpio da medianizac¸a˜o consiste em substituir a equac¸a˜o original pela medianizada.
Este princ´ıpio representa, geometricamente, uma mudanc¸a de referencial. Isto e´, procura-se
eliminar as perturbac¸o˜es escolhendo um sistema de coordenadas apropriado.
Tendo em mente estudar o sistema original recorrendo ao sistema medianizado, importa
determinar sob que condic¸o˜es os fluxos definidos pelos sistemas (3.10) e (3.12) coincidem e
em que sentido coincidem. O paraˆmetro ε desempenha um papel fundamental neste estudo.
O resultado seguinte relaciona as soluc¸o˜es dos problemas de Cauchy (3.10) e (3.12) no caso
na˜o linear, [SV85], [BM61]. Para garantir a unicidade da soluc¸a˜o e´, obviamente, exigido que
o campo vectorial que define o sistema seja Lipschitziano na varia´vel p ∈ Rn. No caso de
p ∈ V , V uma variedade compacta, a unicidade da soluc¸a˜o esta´ garantida.
Teorema 3.4 (Medianizac¸a˜o). Considerem-se os problemas de Cauchy (3.10) e (3.12) com
p, q, p0 ∈ V , t ≥ t0 e ε ∈ (0, ε0]. Suponha-se que q(t) pertence a um subconjunto interior a
Rn na escala de tempo 1/ε. Nestas condic¸o˜es |p(t)− q(t)| e´ O(ε), quando ε→ 0 na escala de
tempo 1/ε.
Formalmente, diz-se que f(t, ε) e´ O(δ0(ε)) quando ε → 0 na escala de tempo δ−1(ε) se a
estimativa for va´lida para 0 ≤ δ(ε) t ≤ L sendo L uma constante independente de ε. Supo˜e-se
δ, δ0 func¸o˜es positivas (ou negativas) em [0, ε0) cujo limite existe quando ε→ 0.
Correctamente, o Teorema 3.4 deveria ser referido como “teorema da medianizac¸a˜o de
ordem 1”, pois e´ poss´ıvel definir medianizac¸o˜es de ordem superior a` primeira.
Estabelecida a relac¸a˜o entre as soluc¸o˜es do problema perturbado e do sistema medianizado,
pode-se considerar um segundo tipo de problema da teoria da medianizac¸a˜o: estabelecer
relac¸o˜es entre as propriedades da soluc¸a˜o exacta e da soluc¸a˜o do sistema medianizado. Neste
caso, esta´-se interessado na estabilidade, [BM61].






definida em (3.11) teˆm parte real negativa enta˜o o sistema (3.10) e´ assimptoticamente esta´vel
para todo o ε suficientemente pequeno. Se a parte real de algum dos valores pro´prios for
positiva enta˜o o sistema (3.10) e´ insta´vel.
50 3.4 Controlo
Uma situac¸a˜o claramente na˜o considerada no lema anterior e´ a existeˆncia de valores
pro´prios com parte real nula. Para a ana´lise desta situac¸a˜o ha´ que considerar medianizac¸o˜es
de ordem superior. Em [SV85] pode-se encontrar o estudo da medianizac¸a˜o de segunda ordem
enquanto em [BM61] sa˜o descritas medianizac¸o˜es de ordem arbitra´ria.
O Lema 3.5 admite uma reformulac¸a˜o para a matriz de monodromia PT definida em (3.5),
[Sar01b]. O sistema (3.10) e´ assimptoticamente esta´vel para todo o ε suficientemente pequeno
se todos os valores pro´prios da matriz de monodromia do sistema (3.10) esta˜o no interior do
c´ırculo unita´rio. Se pelo menos um valor pro´prio esta´ fora do c´ırculo unita´rio enta˜o o sistema
e´ insta´vel. Atendendo ao Teorema 3.3, vale o seguinte crite´rio.
Lema 3.6. Se todos os valores pro´prios do logaritmo da matriz de monodromia do sistema
(3.10) teˆm parte real negativa enta˜o o sistema e´ assimptoticamente esta´vel para ε suficien-
temente pequeno e fixo. Se pelo menos um valor pro´prio tem parte real positiva enta˜o o e´
insta´vel.
Uma vez que o sistema (3.10) depende do paraˆmetro ε, toda a soluc¸a˜o do sistema pode
ser escrita como, cf. (3.7),
pε(t) = Φε(t) eΛε t p0, t ≥ 0. (3.13)
Recorde-se que, na Secc¸a˜o 2.8, foi apresentada uma expansa˜o assimpto´tica para o loga-
ritmo de um fluxo dependente de um paraˆmetro pequeno.
Observac¸a˜o 3.2. Por vezes a varia´vel t, tal como aparece no sistema (3.10), e´ designada por
varia´vel ra´pida. Uma varia´vel da forma ετ seria designada por varia´vel lenta. Neste caso, o
sistema (3.10) escrever-se-ia na forma
d
dτ
p(τ) = A(τ/ε)p, p(0) = p0.
3.4 Controlo
Um sistema de controlo e´, do ponto de vista matema´tico, definido pelo espac¸os de estados
V (variedade de dimensa˜o n), pelo conjunto U das func¸o˜es de controlo admiss´ıveis e pela




onde p ∈ V , u ∈ U e t ∈ R.
Os problemas estudados em teoria do controlo podem-se dividir em quatro grandes cate-
gorias: controlabilidade, realizac¸a˜o, estabilizac¸a˜o e observabilidade.
A controlabilidade lida com a possibilidade de, dados dois estados do sistema, um inicial
e um final, saber se existe uma func¸a˜o de controlo que transporte o sistema do estado inicial
ao estado final pretendido. Caso exista tal controlo para qualquer estado inicial dir-se-a` que
os sistema e´ controla´vel .
O problema de realizac¸a˜o consiste em determinar func¸o˜es de controlo que permitam que o
sistema percorra uma trajecto´ria pre´ definida. No caso dessa trajecto´ria ser uma de equil´ıbrio
do sistema, esta´-se perante o problema de estabilizac¸a˜o. Desta forma, pode-se considerar
o problema da estabilizac¸a˜o como um caso particular do problema de realizac¸a˜o. Explici-
tamente, dado um estado do sistema, o problema da estabilizac¸a˜o consiste em determinar
func¸o˜es de controlo que permitam que o sistema permanec¸a numa vizinhanc¸a desse estado.
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Na impossibilidade de estudar os estados do sistema, mas podendo estudar uma func¸a˜o
destes, esta´-se na presenc¸a do problema da observabilidade. Assim, um sistema diz-se ob-
serva´vel caso, conhecendo a func¸a˜o de controlo e uma observac¸a˜o, seja poss´ıvel determinar
univocamente o estado inicial do sistema.
S. Meerkov, em [Mee80], introduz a noc¸a˜o de controlo vibracional , definindo-a como o
efeito de alterar as propriedades de um sistema dinaˆmico por introduc¸a˜o de vibrac¸o˜es (com
me´dia nula) nos seus paraˆmetros. Uma vez que este tipo de controlo na˜o depende dos es-
tados do sistema nem de perturbac¸o˜es, na˜o e´ um controlo por feedback nem o controlo por
feedforward , te´cnicas cla´ssicas de controlo. Numa se´rie de quatro artigos S. Meerkov et. al de-
senvolve diversos conceitos subjacentes a` noc¸a˜o de controlo vibracional tais como estabilizac¸a˜o
e controlabilidade, vide [Mee80, Mee82, BBM86b, BBM86b] .
Dado um sistema linear auto´nomo
d
dt
x(t) = Ax(t), x ∈ Rn (3.14)
onde A = (aij)ni,j=1, e´ poss´ıvel estabilizar o sistema introduzindo vibrac¸o˜es perio´dicas em A







e´ uma func¸a˜o perio´dica cuja medianizac¸a˜o de ordem 1 e´ nula. O sistema (3.14) e´ vibracional-
mente estabiliza´vel se existir uma matriz perio´dica B(·) com me´dia nula tal que a soluc¸a˜o nula
do sistema x˙ = (A + B(t))x e´ assimptoticamente esta´vel. Se o sistema (3.14) for observa´vel
em princ´ıpio, isto e´ se existir um vector c tal que o sistema e´ observa´vel relativamente ao
output (c, x), enta˜o e´ estabiliza´vel se e so´ se a matriz A tiver trac¸o negativo, [Mee80].
Recorrendo a uma matriz quase-triangular inferior definida por B(t) = (kij sinwijt)ni,j=1,
onde kij = 0; i ≤ j, wij À sup |du/dt| e wij e ws1 com ij 6= s1 sa˜o incomensura´veis, obteˆm-se
condic¸o˜es para a controlabilidade (vibracional) de um sistema na˜o auto´nomo
d
dt
x(t) = Ax+ ru(t), x, r ∈ Rn (3.15)
onde A e´ novamente uma matriz n×n constante e u : R→ R e´ uma func¸a˜o de t com derivada
limitada. O estudo do sistema
d
dt
x(t) = (A+B(t))x+ ru (3.16)
depende de duas matrizes F (t) = (Fij(t))ni,j=1 e C = (cij)
n
i,j=1. Os elementos da matriz F ,
func¸o˜es quase perio´dicas com me´dia nula, sa˜o obtidos como coeficientes quando da integrac¸a˜o












y(t) = (A+ B¯)y
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descreve em me´dia os movimentos do sistema na˜o auto´nomo (3.16), onde B¯ = (−ajicij)nij=1,
[Mee80]. Quer isto dizer que as propriedades deste sistema sa˜o va´lidas, em me´dia, para o
sistema (3.16). Assim, a introduc¸a˜o das vibrac¸o˜es caracterizadas por B conduzem a alterac¸o˜es
no sistema (3.15) semelhantes a`s introduzidas pelo feedback definido por B¯. Desta forma, o
controlo vibracional so´ produz efeitos caso B¯ 6= 0. Um elemento aij de A e´ vibracionalmente
controla´vel se existir uma matriz quase-perio´dica B(·) com me´dia nula tal que b¯ij 6= 0.
Uma outra questa˜o abordada no aˆmbito do controlo vibracional e´ a invariaˆncia de um
sistema: estudam-se as potencialidades de utilizar um controlo vibracional para obter, do
sistema dinaˆmico, algum tipo de resposta a perturbac¸o˜es externas. Tomando novamente o
sistema na˜o auto´nomo (3.15) e uma sua resposta (c, x), c ∈ Rn e considerando u(t) ∈ U como
uma perturbac¸a˜o externa, U o conjunto das func¸o˜es limitadas e seccionalmente cont´ınuas,
o sistema (3.15) e´ dito um sistema invariante relativamente a` resposta (c, x) se, para todo
u ∈ U , se tem
(c, xui(t)) = (c, xuj(t)), ui, uj ∈ U.
sendo (c, xul(t)) a respostas do sistema com u = ul sob condic¸o˜es iniciais ideˆnticas. Observe-
se que, a esta noc¸a˜o de invariaˆncia, na˜o corresponde a` independeˆncia total da resposta (c, x)
face a` perturbac¸a˜o u, mas e´ uma invariaˆncia com uma precisa˜o de 1/k0 ¿ 1 onde k0 ≤ kij .
Tomando uma transformac¸a˜o linear em Rn invert´ıvel, seja T , tal que
Tr = ξ = [ξ1, · · · , ξn]T , T c = ζ = [0, · · · , 0, ζn]T
e fazendo a substituic¸a˜o z = Tx, o sistema (3.15) vem
d
dt
z(t) =Mz + ξu, M = TAT−1.
O sistema (3.15) e´ vibracionalmente invariante para a resposta (c, x) se os vectores c e r forem
ortogonais e se singmni = singmin, i = 1, · · · , n − 1, (mij)ni,j=1 = M , onde sing denota a
func¸a˜o sinal.
As te´cnicas do controlo vibracional desenvolvidas no aˆmbito da teoria dos sistemas lineares
na˜o podem ser extendidas ao caso na˜o linear mesmo quando e´ estudada a linearizac¸a˜o uma vez
que sa˜o exigidas grandes amplitudes de vibrac¸a˜o o que torna a linearizac¸a˜o inva´lida, [Mee82].
Considere-se, enta˜o, um sistema na˜o linear
d
dt
x(t) = X(x, λ) (3.17)
sendo X : Rn × Rm → Rn e onde λ ∈ Rm representa um paraˆmetro. Suponha-se que para
λ = λ0 o sistema anterior admite um equil´ıbrio xs = xs(λ0). No sistema (3.17) introduzam-se
vibrac¸o˜es da forma
λ(t) = λ0 + f(t)
sendo f : R→ Rm uma func¸a˜o vectorial quase-perio´dica cuja medianizac¸a˜o de primeira ordem
e´ nula.
Um equil´ıbrio xs = xs(λ0) do sistema (3.17) e´ vibracionalmente estabiliza´vel se, para todo
o δ > 0 existir uma func¸a˜o vectorial quase-perio´dica com me´dia nula f tal que o sistema
d
dt
x(t) = X(x, λ0 + f(t)) (3.18)
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admite uma soluc¸a˜o quase-perio´dica assimptoticamente esta´vel xs(t) caracterizada por







Se, ale´m disto, xs(t) = const = xs(λ0) enta˜o diz-se que xs(λ0) e´ um equil´ıbrio totalmente es-
tabiliza´vel . Caso so´ uma componente de xs(λ0) seja vibracionalmente estabiliza´vel diz-se que
este equil´ıbrio e´ parcialmente estabiliza´vel. Formalmente xs(λ0) = [xs1(λ0), · · · , xsn(λ0)]T
e´ parcialmente estabiliza´vel relativamente a` componente xsi(λ0) se, para todo o δ > 0,
existir uma func¸a˜o vectorial quase-perio´dica com me´dia nula f e λ1 = const tal que o sis-
tema x˙(t) = X(x, λ1 + f(t)) admite uma soluc¸a˜o quase-perio´dica assimptoticamente esta´vel
xs(t) = [xs1(t), · · · , xsn(t)]T cuja componente i e´ caracterizada por ||x¯si −xsi(λ0)|| < δ. Note-se
que, no caso linear, na˜o ocorre estabilizac¸a˜o total ou parcial, so´ ocorre a estabilizac¸a˜o vibra-
cional.
Sistemas cujas vibrac¸o˜es sejam aditivas lineares, isto e´, sistemas do tipo de (3.18) que
possam ser representados por
d
dt
x(t) = X(x, λ0) +X1(x, f(t))
com X1 : Rn × Rm → Rn linear no segundo argumento, sa˜o estudados por Bellman et. al
em [BBM86b]. Analisando as situac¸o˜es em que X1 e´ do tipo B(t)x, [0, · · · , 0, l(t)]T ou L(t),
Bellman et al conclui que no caso na˜o linear a estabilizac¸a˜o vibracional e parcial sa˜o as formas
t´ıpicas de estabilizac¸a˜o, enquanto a estabilizac¸a˜o total so´ pode ocorre para equil´ıbrios triviais
em sistemas com vibrac¸o˜es da forma B(t)x. O caso particular de vibrac¸o˜es lineares perio´dicas
foi inicialmente abordado por S. Meerkov com a ana´lise do sistema
d
dt








x, 0 < ε¿ 1, (3.19)
onde B(t/ε) e´ uma matriz perio´dica e de me´dia nula, [Mee82]. Neste caso, o conceito de
estabilidade vibracional traduz-se pela existeˆncia de uma matriz B perio´dica e de me´dia nula




0 B(t)dt y∗(τ), τ = t/ε e ||y∗(τ)− xs|| < ε, τ ∈ R
onde y∗(τ) e´ uma func¸a˜o vectorial perio´dica de per´ıodo igual ao de B(τ). Denote-se por T o
per´ıodo da matriz B(τ). Existindo uma vizinhanc¸a U do ponto de equil´ıbrio xs do sistema
na˜o forc¸ado x˙(t) = X(x) tal que
||X(x)|| ≤M1 <∞, ||X(x′)−X(x′′)|| ≤M2 <∞, x, x′, x′′ ∈ U (3.20)












0 B(s)ds z) dτ (3.21)
tiver um equil´ıbrio zs = xs assimptoticamente esta´vel. Esta u´ltima equac¸a˜o resulta de duas
mudanc¸as de varia´vel no sistema x˙(t) = X(x): uma da varia´vel independente τ = t/ε e outra





Assim, o sistema na˜o forc¸ado x˙(t) = X(x) toma a forma
d
dτ





Verificando-se (3.20), pode-se aplicar o princ´ıpio da medianizac¸a˜o a` ultima equac¸a˜o e obte´m-se
(3.21).
3.5 Comenta´rio
A noc¸a˜o de estabilidade na˜o e´, de longe, u´nica. A mais frequente e´ a sugerida por Lyapunov1
e introduzida na Secc¸a˜o 3.1. Uma outra noc¸a˜o de estabilidade e´, por exemplo, a noc¸a˜o de
estabilidade estrutural apresentada por Andronov e Pontryagin2. Enquanto a estabilidade
de Lyapunov reflecte as alterac¸o˜es nos dados do problema, a estabilidade estrutural estuda
os efeitos das alterac¸o˜es no modelo. Ou seja, enquanto a estabilidade de Lyapunov aborda
a soluc¸a˜o das equac¸o˜es, a estabilidade de estrutural aborda o campo vectorial que define a
pro´pria equac¸a˜o. No Cap´ıtulo 6 recorrer-se-a`, ainda, a uma outra forma de estabilidade, esta
no sentido de Poisson.
Os conceitos de estabilidade e medianizac¸a˜o introduzidos neste cap´ıtulo sera˜o explorados
nos Cap´ıtulos 4 e 5 no aˆmbito das equac¸o˜es ordina´rias e das equac¸o˜es parciais, respectiva-
mente. A questa˜o da controlabilidade de um sistema sera´ abordada no Cap´ıtulo 6 para um
sistema formado por um peˆndulo sobre um kart.
A forma de controlo vibracional a usar no estudo do Cap´ıtulo 4 na˜o e´ do tipo estudado
por Meerkov ou Bellman, uma vez que na˜o e´ linear nos estados. Ja´ a func¸a˜o de controlo usada
no estudo da estabilizac¸a˜o de uma corda e´ linear dos estados.
O controlo vibracional podera´ ter particular interesse em aplicac¸o˜es a`s equac¸o˜es com
derivadas parciais pois, com frequeˆncia, e´ imposs´ıvel medir todos os modos e aplicar um
controlo de feedback, [Mee80] como se vera´ no Cap´ıtulo 5.
1A.M. Lyapunov. The general problem of the stability of motion. Ph.D thesis, University of Moscow, 1892
2A.A. Andronov, L.S. Pontryagin. Syste`mes grossiers Dokl. Akad. Nauk SSSR, 14( 5):247250, 1937
Cap´ıtulo 4
Peˆndulo duplo invertido
Os problemas da estabilidade e estabilizac¸a˜o da posic¸a˜o vertical, normalmente insta´vel, de
um peˆndulo invertido teˆm sido largamente estudados, sendo a estabilizac¸a˜o atingida por
aplicac¸a˜o de uma oscilac¸a˜o ao pivoˆ. Algumas refereˆncias interessantes aos primeiros trabalhos
(comec¸ando no in´ıcio do Se´c. XX) sobre o assunto podem ser encontrados em [SELF01].
Duas publicac¸o˜es introduto´rias ao campo do controlo vibrante e da mecaˆnica vibrante sa˜o
[BBM86b, BBM86a] e [Ble00].
Mencione-se, a t´ıtulo de exemplo, um resultado apresentado em [Arn89] referente a` es-
tabilidade de um peˆndulo invertido de comprimento l cujo pivoˆ e´ sujeito a uma oscilac¸a˜o
harmo´nica vertical. A estabilidade da posic¸a˜o de equil´ıbrio e´ assegurada sempre que o nu´mero
de oscilac¸o˜es por unidade de tempo for superior ou igual a
√
3ω/8a, sendo que ω2 = g/l e a
e´ a amplitude de oscilac¸a˜o do ponto de suspensa˜o.
Sarychev, em [Sar01b, Sar01a], considerou a estabilidade de sistemas perio´dicos. Em par-
ticular, o autor analisou o problema de estabilizar a posic¸a˜o vertical de um peˆndulo invertido
quando o pivoˆ e´ sujeito a uma oscilac¸a˜o ra´pida arbitra´ria e estabeleceu condic¸o˜es para a
estabilidade recorrendo a`s ferramentas do ca´lculo cronolo´gico e a` teoria da medianizac¸a˜o. Se-
guindo as te´cnicas usadas em [AS87, Sar01a, Sar01b], no presente cap´ıtulo obteˆm-se condic¸o˜es
para a estabilidade da equac¸a˜o das pequenas oscilac¸o˜es do peˆndulo duplo invertido no caso
planar e no caso esfe´rico. Este trabalho encontra-se publicado em [CS05b].
4.1 Sistema mecaˆnico
Considere-se o sistema mecaˆnico formado por dois peˆndulos matema´ticos invertidos. Cada
peˆndulo esta´ num campo gravitacional sem tenso˜es nem atrito e descreve um movimento
planar. O modelo matema´tico de cada peˆndulo e´ constitu´ıdo por uma massa mi e uma barra
inextens´ıvel, de massa despreza´vel e comprimento ri. Assumindo que na˜o existe rotac¸a˜o axial
das barras, cada peˆndulo tem um u´nico grau de liberdade.
Suponha-se que o pivoˆ do primeiro peˆndulo e´ sujeito a uma oscilac¸a˜o ra´pida e arbitra´ria
δs(k t) onde δ > 0 e´ um paraˆmetro pequeno fixo e k pode ser arbitrariamente grande sendo
que δ k > 1. Suponha-se ainda que s e´ uma func¸a˜o de classe C2(R) perio´dica de per´ıodo 1
tal que s˙(0) = 0.
Considere-se um sistema de coordenadas com a origem no pivoˆ do primeiro peˆndulo. Seja
θi ≡ θi(t); i = 1, 2 o aˆngulo formado por cada peˆndulo com a parte positiva do eixo vertical
no instante t e θ ≡ θ(t) = (θ1(t), θ2(t)). Como habitual, g designa a acelerac¸a˜o da gravidade
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em ms−2. A energia cine´tica e potencial do peˆndulo duplo sa˜o dadas, respectivamente, por
T (θ, θ˙) =
1
2
(m1 +m2) r21 θ˙
2








U(t, θ) = ((m1 +m2) r1 cos θ1 +m2 r2 cos θ2)(g + δ k2s¨(k t)).
O peˆndulo duplo invertido admite quatro pontos de equil´ıbrio (pares de aˆngulos), sa˜o eles
(0, 0), (pi, 0), (0, pi) e (pi, pi). A posic¸a˜o na qual se esta´ interessado corresponde a θ = (0, 0).
O Lagrangeano e´ dado por L(t, θ, θ˙) = T (θ, θ˙) − U(t, θ), onde T (θ, θ˙) = 〈C(θ) θ˙, θ˙〉/2 e





e o Hamiltoniano escreve-se como
H(θ, θ˙, p) = 〈p, θ˙〉 − L(t, θ, θ˙) = 1
2
〈p, C−1(θ)p〉+ U(t, θ)
onde C−1(θ) e´ ainda uma matriz sime´trica. Para obter a linearizac¸a˜o do Hamiltoniano numa
vizinhanc¸a do ponto de equil´ıbrio θ0 = (0, 0), substitui-se U(t, θ) pelo segundo termo da sua





O Hamiltoniano, H`, associado ao sistema forc¸ado relativo a`s equac¸o˜es linearizadas do movi-
mento na vizinhanc¸a do ponto de equil´ıbrio θ0 e´, enta˜o,




〈p, C p〉+ 〈B(t) θ, θ〉
)
(4.1)
com B(t) = −[g A+ δk2s¨(kt)A], A e C sa˜o matrizes constantes dependentes dos paraˆmetros


























Fazendo a mudanc¸a de varia´vel τ = k t e denotando z = (θ, p)T e z˙ = dz/dτ , o sistema
(4.2) transforma-se no sistema linear na˜o auto´nomo





g A+ δk2s¨(τ)A 02
)
.
Dada a periodicidade de s, o sistema anterior e´, tambe´m ele, perio´dico.
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Para estabelecer o resultado sobre a estabilidade ha´ que estudar a matriz de monodromia
do sistema (4.3) associado ao Hamiltoniano (4.1). Este estudo recorre a` fo´rmula da variac¸a˜o
das constantes (2.27) introduzida na Secc¸a˜o 2.6. No entanto, o maior esforc¸o concentra-se
no estudo da expansa˜o em se´rie para o logaritmo da matriz de monodromia. Apo´s estu-
dar a convergeˆncia da se´rie e estimar o termo resto da sua truncatura, o resultado sobre a
estabilidade do peˆndulo duplo obte´m-se da informac¸a˜o espectral da se´rie truncada.
4.2 Matriz de monodromia
Determine-se, recorrendo a` fo´rmula da variac¸a˜o das constantes do ca´lculo cronolo´gico, a matriz










































Uma vez que s e´ perio´dica de per´ıodo 1,
∫ 1





δkNτ dτ = I4,
onde 04 e I4 representam, respectivamente, a matriz nula e a matriz identidade de ordem 4.



















































M = 04, para j ≥ 3.
Assim, os termos aos quais correspondem as reticeˆncias no segundo membro de (4.4) sa˜o nulos,












k−1g A− δ2k s˙2(τ)ACA −δs˙(τ)AC
)
. (4.5)
Embora a matriz P1 seja determinada univocamente, a sua representac¸a˜o como exponen-
cial cronolo´gica ←−exp ∫01Dτ dτ na˜o e´ u´nica. A presente construc¸a˜o de Dτ permite estabelecer
resultados sobre a estabilidade do sistema baseados nas propriedades da medianizac¸a˜o de Dτ .
De acordo com os resultados vistos na Secc¸a˜o 3.2, o sistema (4.3) na˜o pode ser assimp-
toticamente esta´vel pois o trac¸o de lnP1 e´ nulo. Pode, no entanto, ser esta´vel caso todos os
valores pro´prios de lnP1 sejam nu´meros imagina´rios (parte real nula). Pretende-se agora
determinar uma expansa˜o assimpto´tica para lnP1. Designe-se



















gm(Dτ1 , · · · , Dτm) dτm · · · dτ2 dτ1.
onde os polino´mios gm sa˜o definidos por (2.43)
gm(Dτ1 , · · · , Dτm) =
(2m−3)!!∑
α=1
bv1α . . . bvmαwα, m ≥ 2, bk = Bk/k!,
onde Bk e´ o k−e´simo nu´mero de Bernoulli (cf. Observac¸a˜o 2.3).
Como wα e´ um pareˆntesis Lie de dimensa˜o (m−1), procure-se uma estimativa por excesso
para [Dτm , . . . , [Dτ2 , Dτ1 ] . . . ] onde a matriz Dτ e´ definida por (4.5). Suponha-se que, para
todo o τ ∈ [0, 1] se tem |s˙(τ)| ≤ µ. E´ enta˜o va´lido o seguinte resultado cuja demonstrac¸a˜o e´
feita por induc¸a˜o sobre a dimensa˜o do pareˆntesis de Lie.
Lema 4.1. Existem constantes positivas σ e a tais que, para todo τ¯ = (τ1, . . . , τm) ∈ [0, 1]m,











ε−1 σ(m)21 (τ¯)A (CA)
m + εC(m)21 −σ(m)11 (τ¯) (AC)m − ε2 (C(m)11 )T
)
, (4.7)
onde ε = (δ k)−1, |σ(m)ij (τ¯)| < σm e ‖C(m)ij ‖ < am para i, j = 1, 2.
Na expressa˜o do pareˆntesis de Lie de dimensa˜o m apresentada no lema anterior esta˜o
presentes dois tipos de expoentes. Um denota a poteˆncia, como e´ o caso de (CA)m, e outro
representa uma indexac¸a˜o, como e´ o caso de σ(m)11 .
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ε g A− ε−1 s˙2(τ)ACA −s˙(τ)AC
)











ε−1 σ(3)21 (τ¯)A (CA)
3 + εC(3)21 −σ(3)11 (τ¯) (AC)3 − ε2 (C(3)11 )T
)
,
onde |σ(3)11 (τ¯)|, |σ(3)12 (τ¯)| ≤ 8µ3, |σ(3)21 (τ¯)| ≤ 8µ4 e as matrizes C(3)ij sa˜o tais que
||C(3)11 || ≤ 6g µ ||(CA)2||, ||C(3)12 || ≤ 2g ||(CA)C||, ||C(3)21 || ≤ 2g2||ACA||+ 10g µ2 ||A(CA)2||.










ε−1 σ(m−1)21 (τ¯)A (CA)
m−1 + εC(m−1)21 −σ(m−1)11 (τ¯) (AC)m−1 − ε2 (C(m−1)11 )T
)
,
enta˜o o pareˆntesis de Lie de dimensa˜o m e´ dado por (4.7) com
|σ(m)11 (τ¯)| ≤ µ+ σm−1, |σ(3)12 (τ¯)| ≤ (µ+ 1)σ(m−1) |σ(3)21 (τ¯)| ≤ µ (µ+ 1)σ(m−1)
sendo as matrizes C(m)ij tais que
||C(m)11 || ≤ ||µCA+ C||am−1, ||C(m)12 || ≤ ||µCA+ C||am−1
||C(m)21 || ≤ ||(gI + ε2µ2AC)A(CA)m−1||σ(m−1) + µ2||AC(A+ I)||am−1. ¥
Tendo estabelecido a estimativa anterior para o pareˆntesis de Lie, prove-se a convergeˆncia
da se´rie (4.6).
Lema 4.2. A se´rie (4.6) e´ absolutamente convergente para
|δ| < 0.4432
σˆ a
onde σˆ = (σm + 1)1/m e a, σ sa˜o as constantes introduzidas no Lema 4.1.
Demonstrac¸a˜o. A demonstrac¸a˜o do Lema 4.2 e´ feita mostrando treˆs desigualdades. Para uma






Por simplicidade, denote-se [Dτm , . . . , [Dτ2 , Dτ1 ] . . . ] por Dm. Do Lema 4.1, uma vez que
ε < 1,
‖Dm‖ < δm max{σm ‖CA‖m + ε2 ‖Cm11‖+ ε−1 σm‖A‖ ‖CA‖m + ε ‖Cm21‖;
ε σm ‖C‖‖AC‖m−1 + ε3 ‖Cm12‖+ σm ‖AC‖m + ε2 ‖(CT11)m‖}
< δm am max{σm + ε2 + ε−1 σm + ε; ε σm + ε3 + σm + ε2}
< δm am max{σm(ε−1 + 1) + ε(ε+ 1); σm(ε+ 1) + ε2(ε+ 1)},
< δm am [σm(ε−1 + 1) + ε(1 + ε)] < 2 δm am ε−1 (σm + 1)
< 2 ε−1 δm am σˆm,
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onde σˆm > σm + 1. Assim,
‖Dm‖ ≤ 2 ε−1 δm am σˆm. (4.8)
De seguida, estabelec¸a-se, uma estimativa superior para a norma do polino´mio gm. Da
definic¸a˜o de gm, (2.43), vem
‖gm(Dτ1 , . . . , Dτm)‖ ≤
(2m−1)!!∑
α=1
|bv1α . . . bvmα |
 ‖Dm‖ ≤ χm ‖Dm‖, (4.9)






) + 2 =
∞∑
α=0
|bα|zα, z ∈ C
cuja regia˜o de convergeˆncia e´ |z| ≤ 2pi. Recorde-se que bk = Bk/k! onde Bk representa o
k-e´simo nu´mero de Bernoulli.




















dτm . . . dτ2 dτ1








dτm . . . dτ2 dτ1
)
≤ 2 ε−1 χm δm am σˆm 1
m!
.
Em [AG79] os autores mostram que, para cada γ ∈ (0, 2pi)





onde M(γ) = maxz∈C,|z|=γ |χ(z)|. Desta forma
















Conclu´ı-se, enta˜o, que a se´rie (4.6) converge absolutamente quando





Pretende-se, agora, estimar o termo resto em Λ0,1(Dτ )− Λ(1). Uma vez que




pelo Lema 4.2, esta se´rie converge para δ > 0 suficientemente pequeno. Ale´m disso, e´ va´lido
o seguinte resultado.
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R11 + ε2Q11 εR12 + ε3Q12
ε−1R21 + εQ21 −RT11 − ε2QT11
)
,
e ‖Rij‖, ‖Qij‖ < ξ; i, j = 1, 2.
A estrutura por blocos das matrizes Λ(m) foi identificada no Lema 4.1. A demonstrac¸a˜o
das estimativas para cada um dos blocos e´ ana´loga. Para o bloco superior esquerdo, por
















































11 converge absolutamente se |δ a σ| < γ2M(γ) e |δ a| < γ2M(γ) . Ora,
pelo Lema 4.2, as duas condic¸o˜es sa˜o verdadeiras uma vez que σ < σ¯ e σ¯ > 1.
4.3 Ana´lise da estabilidade
Os valores pro´prios da matriz Λ(1) desempenham um papel fundamental no estudo das
condic¸o˜es de estabilidade do peˆndulo.












2(τ) dτ > 0. A matriz Λ(1) e´ obviamente uma matriz Hamiltoniana de dimensa˜o
4.
Denotando δ2s¯ = γ e k−1g A− γ k ACA = Σ o polino´mio caracter´ıstico de Λ(1) escreve-se
det(λI4 − Λ(1)) = λ4 + p2λ2 + p0 (4.10)
sendo
p2 = − tr(k−1ΣC) = −k−2g tr(AC) + γ tr(AC)2 (4.11)
e
p0 = det(k−1ΣC) = det(k−2g I2 − γ AC) det(AC). (4.12)
Como Λ(1) e´ uma matriz Hamiltoniana, o seu polino´mio caracter´ıstico (4.10) e´ um po-
lino´mio bi-quadra´tico. Se Λ(1) e´ esta´vel e possui dois pares distintos e na˜o nulos de valores
pro´prios imagina´rios, enta˜o p2, p0 devem ser positivos. Desta forma, deve-se ter
p2 = − tr(k−1ΣC) > 0 (4.13)
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e
p0 = det(k−1ΣC) > 0. (4.14)








Para estudar o sinal de det(k−1ΣC) em (4.14), comece-se por notar que det(AC) > 0.
Enta˜o, de (4.12), o sinal de det(k−1ΣC) depende somente do sinal de det
(
k−2g I2 − γAC
)
,
que e´ um polino´mio quadra´tico na varia´vel γ
det
(
k−2g I2 − γAC
)
= γ2 det(AC)− γ k−2 g tr(AC) + k−4g2 (4.16)
e cujo discriminante e´
tr2(AC)− 4 det(AC) > 0.
Desta forma, este polino´mio tem duas ra´ızes
γ± = k−2 g
− tr(AC)±
√
tr2(AC)− 4 det (AC)
2 det(AC)
,









s˙2(τ) dτ < γ−. (4.18)
A desigualdade (4.15) e´ incompat´ıvel com (4.18), enquanto (4.17) implica (4.15). Assim,




s˙2(τ) dτ > k−2g
υ(r1 + r2) +
√






= υ, det(AC) =
υ
r1r2




O seguinte resultado vale para o polino´mio (4.10).
Lema 4.4. O discriminante p22−4p0 do polino´mio (4.10) e´ na˜o negativo para qualquer escolha
dos paraˆmetros m1,m2, r1, r2 do sistema. Ale´m disso, e´ positivo se a condic¸a˜o (4.19) for
satisfeita.
Demonstrac¸a˜o. Para simplificar a notac¸a˜o, represente-se tr(AC), tr(AC)2 por t1, t2, respec-
tivamente, e det(AC) por d. Recorde-se que δ2s¯ = γ e fac¸a-se η = k−2g. Das equac¸o˜es (4.11),
(4.12) e (4.16) conclu´ı-se que
p22 − 4 p0 = (−η t1 + γ t2)2 − 4(γ2 d− γ η t1 + η2) d
= η2 (t21 − 4 d)− 2γ η t1(t2 − 2 d) + γ2 (t2 − 2 d)(t2 + 2 d).
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Para qualquer matriz N de dimensa˜o (2 × 2) vale a identidade trN2 = (trN)2 − 2 detN .
Tomando N = AC obte´m-se a igualdade t2 = t21 − 2d. Assim, t21 − 4 d = t2 − 2 d e
p22 − 4 p0 = (t21 − 4 d)(γ t1 − η)2. (4.21)
Substituindo t1 = tr(AC) e d = det(AC), nas expresso˜es de (4.20), vem






υ r21 + υ r
2
2 + 2(υ − 2) r1 r2
)
.
Como v > 1 para m2 > 0 (condic¸a˜o na˜o trivial), a u´ltima expressa˜o e´ estritamente positiva
para todos os paraˆmetros na˜o nulos r1, r2 pelo que o lado direito em (4.21) e´ na˜o negativo.
Se se verificar a condic¸a˜o (4.17), enta˜o γ > η r1+r22 e, uma vez que υ > 1,
γt1 − η = γυr1 + r2
r1r2
− η > γ r1 + r2
r1r2












Desta forma, p22 − 4p0 definido por (4.21) e´ positivo desde que (4.19) seja verdadeira.
¥
Pode-se, finalmente estabelecer as condic¸o˜es para a estabilidade do peˆndulo duplo inver-
tido, ou seja, as condic¸o˜es para a estabilidade da matriz Λ0,1(Dτ ).
Teorema 4.5. Para cada ² > 0 existe δ0 > 0, k0 > 0 tal que a posic¸a˜o de equil´ıbrio vertical




s˙2(τ) dτ > k−2 g
υ(r1 + r2) +
√
υ2(r1 + r2)2 − 4 υ r1 r2
2υ
+ ² (4.22)




s˙2(τ) dτ < k−2 g
υ(r1 + r2) +
√
υ2(r1 + r2)2 − 4 υ r1 r2
2υ
− ². (4.23)
Demonstrac¸a˜o. Do Lema 4.3, Λ0,1(Dτ ) = Λ(1) + δ2R e verifica-se que
det
(
λI − (Λ(1) + δ2R)
)
= det(λI − Λ(1)) + r(λ)
onde r(λ) = ρ2λ2 + ρ0, ρ2 = O(δ(δ2 + k−2)), ρ0 = O(δ(δ4 + k−4)), quando δ + k−1 → 0. O
polino´mio caracter´ıstico de Λ0,1(Dτ ) pode ser escrito como
det(λI − Λ0,1(Dτ )) = λ4 + q2λ2 + q0 (4.24)
e, sob a condic¸a˜o (4.22), esta´ pro´ximo do polino´mio caracter´ıstico de Λ(1), λ4 + p2λ2 + p0.
Nomeadamente, p0 6= 0, p2 6= 0 e q2 = p2 (1 +O(δ)), q0 = p0 (1 +O(δ)) quando δ → 0.
Suponha-se que a condic¸a˜o (4.22) se verifica. Enta˜o p0 > 0, p2 > 0 e p22 − 4p0 > 0.
Obviamente, para δ0 suficientemente pequeno, δ < δ0 e k nas condic¸o˜es de (4.22), obte´m-se
q2 > 0, q0 > 0 e q22 − 4q0 > 0. Logo Λ0,1(Dτ ) e´ esta´vel.
Se a condic¸a˜o (4.23) e´ verificada, enta˜o p0 < 0 e para δ0 suficientemente pequeno, tem-se
q0 < 0 e Λ0,1(Dτ ) e´ insta´vel. ¥
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4.4 Peˆndulo esfe´rico
Nesta secc¸a˜o considera-se um peˆndulo simples invertido sob as mesmas condic¸o˜es que as
enunciadas na Secc¸a˜o 4.1 para o peˆndulo duplo invertido. No entanto, agora, supo˜e-se que
o movimento se desenrola no espac¸o tridimensional e estuda-se, novamente, a equac¸a˜o das
pequenas oscilac¸o˜es.
4.4.1 Peˆndulo esfe´rico simples
Tal como antes, sejam, respectivamente m e r a massa e o comprimento do peˆndulo. Seja θ
o aˆngulo formado pelo peˆndulo e a sua projecc¸a˜o no plano xOz. Denote-se por φ o aˆngulo
formado por esta projecc¸a˜o e a parte positiva do eixo vertical z. O sistema tem dois graus
de liberdade, sa˜o eles θ e φ. Os aˆngulos θ e φ sa˜o, na realidade, func¸o˜es do tempo: θ = θ(t)
e φ = φ(t). Denote-se (θ(·), φ(·)) por q(·).
Procedendo de forma ana´loga ao caso planar, um ponto de equil´ıbrio para o sistema e´
q(t) = (0, 0). Numa vizinhanc¸a deste ponto de equil´ıbrio, o sistema de quatro equac¸o˜es
















Ag + δ k2s¨(k t)A 02
)
z(t) = Q(t) z(t) (4.25)
com z(t) = (q, p)T , A = mr I2 e C = (mr2)−1 I2.
O sistema (4.25) e´ ana´logo ao sistema (4.3), pelo que se pode aplicar a abordagem usada
nas secc¸o˜es anteriores. Assim, e por analogia com a condic¸a˜o (4.19), a posic¸a˜o de equil´ıbrio










Tem-se tr(AC) = 2 r−1 e det(AC) = r−2. Neste caso, a condic¸a˜o para a estabilidade e´ obtida
numa forma simples.
Teorema 4.6. Para cada ² > 0 existe δ0 > 0, k0 > 0 tal que a posic¸a˜o vertical de equil´ıbrio




s˙2(τ) dτ > k−2 g r + ²




s˙2(τ) dτ < k−2 g r − ².
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4.4.2 Peˆndulo esfe´rico duplo
Considere-se um peˆndulo duplo como o apresentado na Secc¸a˜o 4.1 descrevendo um movimento
tridimensional. Sejam θi; i = 1, 2 e φi; i = 1, 2 os aˆngulos como descritos na Secc¸a˜o 4.4.1.
Agindo como nos dois casos precedentes, estuda-se a linearizac¸a˜o do sistema Hamilto-
niano numa vizinhanc¸a da posic¸a˜o de equil´ıbrio e obte´m-se um sistema de oito equac¸o˜es
diferenciais de primeira ordem nas varia´veis θ1, θ2, φ1, φ2, pθ1 , pθ2 , pφ1 e pφ2 . Denotando



















r22 −m2 r1 r2








Este sistema de oito equac¸o˜es pode ser re-escrito como dois sistemas desemparelhados de


























A forma desemparelhada (4.26)-(4.27) do peˆndulo duplo invertido mostra que o estudo da
sua estabilidade pode ser realizado analisando independentemente as suas projecc¸o˜es no plano
xOy (sistema nas varia´veis φi; i = 1, 2) e no plano yOz (sistema nas varia´veis θi; i = 1, 2).
Assim, as condic¸o˜es para a estabilidade do peˆndulo duplo esfe´rico (invertido) coincidem com
as apresentadas no Teorema 4.5 para o peˆndulo invertido planar.
Teorema 4.7. Para cada ² > 0 existe δ0 > 0, k0 > 0 tal que a posic¸a˜o de equil´ıbrio vertical





s˙2(τ) dτ > k−2 g
υ(r1 + r2) +
√
υ2(r1 + r2)2 − 4 υ r1 r2
2υ
+ ²




s˙2(τ) dτ < k−2 g
υ(r1 + r2) +
√
υ2(r1 + r2)2 − 4 υ r1 r2
2υ
− ²,
onde υ = (m1 +m2)/m1.
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Cap´ıtulo 5
Equac¸a˜o da onda
Nos cap´ıtulos anteriores o estudo referiu-se sempre a sistemas mecaˆnicos descritos por equac¸o˜es
diferenciais ordina´rias. O presente cap´ıtulo, por seu turno, tera´ como objecto de estudo um
caso particular das equac¸o˜es a`s derivadas parciais: a equac¸a˜o da onda. A passagem de um
to´pico para o outro exige a adequac¸a˜o da terminologia a usar. Por isso, este cap´ıtulo inicia-se
com a definic¸a˜o dos espac¸os e normas mais adequadas ao trabalho que se pretende desenvolver.
Neste cap´ıtulo o sistema em considerac¸a˜o e´ o de uma corda (finita) sujeita a uma per-
turbac¸a˜o linear. Pretende-se estabelecer condic¸o˜es para a estabilidade/estabilizac¸a˜o assimpto´-
tica do sistema por aplicac¸a˜o de uma oscilac¸a˜o ra´pida arbitra´ria.
As noc¸o˜es e factos principais da teoria das equac¸o˜es a`s derivadas parciais usadas neste
cap´ıtulo seguem essencialmente a monografia [Lad85].
Parte do trabalho considerado neste cap´ıtulo foi apresentado na confereˆncia internacional
“PhysCon05”da qual resultou a publicac¸a˜o [CS05a].
5.1 Os espac¸os e as normas
Seja Ω ⊂ R um intervalo fechado e L2(Ω) o espac¸o das func¸o˜es definidas em Ω mensura´veis







O produto interno em L2(Ω) denota-se por < ·, · >. O conjunto dos elementos de L2(Ω)
que possuem derivada generalizada ate´ a` ordem m tambe´m em L2(Ω) denota-se por Wm2 (Ω).
Este conjunto e´ um espac¸o de Hilbert, isto e´, um espac¸o completo para a norma induzida pelo
produto interno a´ı definido. A norma em Wm2 (Ω) denota-se por || · ||m.
O sub-espac¸o de W 12 (Ω) que coincide com a adereˆncia do conjunto das func¸o˜es infinita-
mente diferencia´veis com suporte compacto em Ω representa-se por W˚ 12 (Ω). Aqui o produto
interno e´ dado por
< u, v >1=
∫
Ω
uv + uxvx dx
e a norma ||u||1 =< u, v >1/21 .
Observac¸a˜o 5.1. Essencialmente, trabalhar na adereˆncia do conjunto das func¸o˜es C∞ de
suporte compacto contido em Ω, isto e´ em W˚ lm(Ω), tem a vantagem de disponibilizar algumas
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estimativas e relac¸o˜es importantes. Por exemplo, a igualdade∫
Ω




so´ e´ va´lida em W˚ lm(Ω). De facto, fazendo o ca´lculo para f e g em C
1, verifica-se que e´
necessa´ria a nulidade de f e g na fronteira de Ω para que a igualdade se verifique. Por outro
lado, sejam f e g elementos de W˚ lm(Ω) e fn e gn duas sucesso˜es de elementos de C
∞ com
suporte compacto contido em Ω e que convergem para f e g, respectivamente. As sucesso˜es
fn e gn verificam (5.1), ja´ que o seu suporte esta´ num compacto contido em Ω. Passando ao
limite, conclu´ı-se que (5.1) e´ va´lida para f e g.
Uma implicac¸a˜o pra´tica de se trabalhar em W˚ lm(Ω) e´ de se trabalhar com func¸o˜es nulas na
fronteira pelo que sempre que se usa integrac¸a˜o por partes na˜o existem termos de fronteira. De
facto, a fronteira de um aberto “regular”tem medida (de Lebesgue) nula. Logo, para elementos
de Lp(Ω) na˜o faz sentido em falar de “nulidade sobre a fronteira”uma vez que, por definic¸a˜o,
se pode alterar o seu valor em conjuntos de medida nula.
Para ultrapassar este tipo de dificuldade, trabalha-se na adereˆncia das func¸o˜es C∞ com
suporte compacto contido em Ω. Para estas, como sa˜o de classe C∞, faz sentido falar do
valor na fronteira, que alia´s e´ nulo.
Pode-se, no entanto, extender o conceito de “valor sobre a fronteira”para elementos de
Lp(Ω). Este resultado, bastante te´cnico, e´ vulgarmente designado por Teorema do Trac¸o
[AF03].
5.2 O problema
Considere-se um sistema ela´stico descrito por uma equac¸a˜o diferencial parcial hiperbo´lica.
Em particular, considere-se a equac¸a˜o da corda ela´stica
uττ = a2uxx, x ∈ Ω (5.2)
onde uξ denota a derivada parcial de u em ordem a` varia´vel ξ. Tome-se Ω = [0, 2pi] e fixem-se
as condic¸o˜es de fronteira
u(x, τ) = 0, x ∈ ∂Ω. (5.3)
Introduzindo em (5.2) uma perturbac¸a˜o γ2u a equac¸a˜o toma a forma
uττ = a2uxx + γ2 u. (5.4)
A soluc¸a˜o identicamente nula desta equac¸a˜o e´ insta´vel sempre que γ2 > a2/4. Na presenc¸a
de atrito, a equac¸a˜o (5.4) sera´
uττ = a2uxx − αuτ + γ2 u, x ∈ Ω (5.5)
onde α > 0 e´ o coeficiente de atrito.
Pretende-se estabilizar/estabilizar assimptoticamente a equac¸a˜o (5.4)/(5.5) atrave´s de um
controlo de feedback1 na˜o auto´nomo
h(u, k τ) = δ k2 g(k τ)u. (5.6)
1Alguns autores portugueses utilizam a designac¸a˜o de controlo realimentado.
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As equac¸o˜es “controladas”sa˜o, respectivamente,
uττ = a2uxx + γ2 u+ h(u, k τ) (5.7)
e
uττ = a2uxx − αuτ + γ2 u+ h(u, k τ). (5.8)
A func¸a˜o g e´ limitada, cont´ınua e perio´dica de per´ıodo 1, δ > 0 e´ um paraˆmetro pequeno
enquanto k ≥ 1 pode ser escolhido arbitrariamente grande. Para g assume-se
Hipo´tese 1.
∫ 1
0 g(ξ) dξ = 0,
Hipo´tese 2. definindo G(t) =
∫ t
0 g(ξ) dξ, tem-se∫ 1
0
G(ξ) dξ = 0⇔
∫ 1
0
ξ g(ξ) dξ = 0.
Sob estas condic¸o˜es, a medianizac¸a˜o dos termos vibrantes e´ nula pelo que a medianizac¸a˜o
das equac¸o˜es (5.7) e (5.8) coincide com as equac¸o˜es (5.4) e (5.5), respectivamente. Desta
forma, as medianizac¸o˜es sa˜o insta´veis.
Para uma condic¸a˜o inicial dada
u(x, 0) = ϕ(x), uτ (x, 0) = ψ(x), (5.9)
onde ϕ ∈ W 22 (Ω) ∩ W˚ (Ω) e ψ ∈ W˚ (Ω), a soluc¸a˜o (cla´ssica) para os problemas de valor na
fronteira (5.7), (5.3) e (5.8),(5.3) existe e e´ u´nica em W 22 (QT ), QT = Ω× (0, T ), [Lad85]. Por
soluc¸a˜o cla´ssica entende-se um elemento do espac¸o W 22 (Ω) que satisfac¸a a equac¸a˜o para todo
o t e para quase todo o x ∈ Ω.
A noc¸a˜o de estabilidade assimpto´tica considerada neste trabalho e´ mais forte que o conceito
usual. De facto, quando aqui e´ referida a estabilidade assimpto´tica, esta´-se a tomar em
considerac¸a˜o a estabilidade assimpto´tica de forma exponencial. Precisem-se os conceitos de
estabilidade e estabilidade exponencial para equac¸o˜es a`s derivadas parciais.
Definic¸a˜o 5.1 (Estabilidade). A soluc¸a˜o nula u˜(x, t) ≡ 0 de (5.7),(5.3) e´ esta´vel se, para todo
o η > 0, existe 0 < ξ < η tal que, para toda a soluc¸a˜o u(x, t) com ‖u(x, 0)‖21+ ‖ut(x, 0)‖2 < ξ
‖u(x, t)‖21 + ‖ut(x, t)‖2 < η
para todo o t ≥ 0 .
Definic¸a˜o 5.2 (Estabilidade exponencial). A soluc¸a˜o nula u˜(x, t) ≡ 0 de (5.8),(5.3) e´ expo-
nencialmente esta´vel se existe 0 < ξ < η tal que, para toda a soluc¸a˜o u(x, t) com ‖u(x, 0)‖21+
‖ut(x, 0)‖2 < ξ, existem σ, C > 0 tais que
‖u(·, t)‖21 + ‖ut(·, t)‖2 ≤ C e−σ t(‖u(x, 0)‖21 + ‖ut(x, 0)‖2),
para todo o t ≥ 0.
Considere-se a mudanc¸a de varia´vel t = k τ . A equac¸a˜o (5.7) na nova varia´vel e´
utt = k−2 a2 uxx + k−2 γ2 u+ k−2 h(u, t)
u(0, t) = u(2pi, t) = 0,
(5.10)
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enquanto a equac¸a˜o amortecida vem
utt = k−2 a2 uxx − k−1 αut + k−2 γ2 u+ k−2 h(u, t),
u(0, t) = u(2pi, t) = 0.
(5.11)
As condic¸o˜es iniciais (5.9) na varia´vel t sa˜o
u(x, 0) = ϕ(x), ut(x, 0) = k−1 ψ(x). (5.12)
5.3 Estabilizac¸a˜o na presenc¸a de atrito
Considere-se o problema da estabilizac¸a˜o assimpto´tica da soluc¸a˜o nula do problema (5.11)
recorrendo a um controlo state feedback
h(u, t) = δ k2 g(t)u.
Isto e´, estude-se a estabilidade assimpto´tica da soluc¸a˜o nula da equac¸a˜o
utt = k−2 a2 uxx − k−1 αut + [k−2 γ2 + δ g(t)]u,
u(0, t) = u(2pi, t) = 0.
(5.13)
Seguindo o me´todo cla´ssico de Fourier, procure-se uma soluc¸a˜o u do problema (5.13) que
seja o produto de duas func¸o˜es, onde cada uma depende de uma u´nica varia´vel, isto e´,
u(x, t) = T (t)X(x).
No que se segue, usa-se ponto e linha, respectivamente, para denotar a derivada das func¸o˜es
em ordem a t e a x. Substituindo u e as suas derivadas na equac¸a˜o a`s derivadas parciais
obte´m-se, para X 6= 0, T 6= 0,







b(t) = −[k−2 γ2 + δ g(t)]. (5.15)
Da igualdade (5.14) torna-se claro que os quocientes envolvidos devem ser constantes; seja
λ ∈ R o valor dessa constante. Assim, X ′′ = λX, λ ∈ R e
T¨ + k−1 α T˙ + [b(t)− λ k−2 a2]T = 0. (5.16)
O problema
X ′′ = λX, X(0) = X(2pi) = 0, (5.17)




1Este e´ tambe´m um (simples) problema de condic¸o˜es na fronteira para uma equac¸a˜o diferencial ordina´ria
de ordem 2
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com condic¸o˜es de fronteira obtidas das originais em (5.13). Conclui-se que, em (5.17), λn =
−µ2n = −n
2
4 e φ˜n(x) = sin(µn x), n = 1, 2, . . . sa˜o os valores pro´prios e as func¸o˜es pro´prias do
operador el´ıptico. No lugar de φ˜n(x) tome-se
φn(x) = pi−1/2φ˜n(x) (5.18)
para que o conjunto das func¸o˜es {φn(x)} forme uma base ortonormada de L2(Ω).
Denote-se por Tn a soluc¸a˜o da equac¸a˜o diferencial ordina´ria (5.16) com λ substitu´ıdo por













Como {φn} e´ uma base ortonormada em L2(Ω), tem-se
Tn(0) =< ϕ, φn > e T˙n(0) = k−1 < ψ, φn > . (5.20)
Assim, se Tn(0) e T˙n(0) sa˜o definidas por (5.20), enta˜o a se´rie (5.19) satisfaz formalmente o
problema (5.13) para uma dada condic¸a˜o inicial.
Substituindo u, definida por (5.19), na equac¸a˜o a`s derivadas parciais (5.13) e igualando
os termos com igual argumento na func¸a˜o sin obte´m-se um sistema infinito de equac¸o˜es
diferenciais ordina´rias lineares de segunda ordem
T¨n(t) + k−1 α T˙n(t) + [b(t) + µ2n k
−2 a2]Tn(t) = 0, (5.21)
para n = 1, 2, . . . . Formalmente, o problema de condic¸o˜es na fronteira (5.13) e´ equivalente ao
sistema de equac¸o˜es diferenciais ordina´rias de dimensa˜o infinita (5.21).
Estabilizac¸a˜o assimpto´tica de uma equac¸a˜o
Tomando a medianizac¸a˜o dos coeficientes da equac¸a˜o (5.21), da Hipo´tese 1 da Secc¸a˜o 5.2,
segue que a medianizac¸a˜o de b(t), definido em (5.15), e´
∫ 1
0 b(t) dt = −k−2 γ2 obtendo-se a
equac¸a˜o medianizada
T¨n(t) + k−1 α T˙n(t) + k−2(µ2n a
2 − γ2)Tn(t) = 0. (5.22)
Se a perturbac¸a˜o linear γ2u for suficientemente grande, isto e´, γ2 > a2 µ2n, enta˜o a equac¸a˜o
medianizada (5.22) e´ insta´vel. No que se segue, prova-se que, mesmo nesta situac¸a˜o, e´ poss´ıvel
obter estabilidade assimpto´tica escolhendo a frequeˆncia da oscilac¸a˜o (na˜o harmo´nica) (5.6)
suficientemente grande. Por frequeˆncia da oscilac¸a˜o na˜o harmo´nica entende-se a constante k
presente no argumento da func¸a˜o g (cf. (5.6)).
Para obter uma condic¸a˜o para a estabilidade assimpto´tica de uma (u´nica) equac¸a˜o em
(5.21) comece-se por transformar tal equac¸a˜o num sistema bidimensional de equac¸o˜es lineares
primeira ordem introduzindo uma nova varia´vel Sn = k T˙n. Sendo zTn = (Tn, Sn) vem
z˙n(t) = An(t) zn(t) (5.23)





k−1 (γ2 − µ2n a2) + k δ g(t) −k−1 α
)
.
Para cada n, o sistema (5.23) e´ semelhante ao sistema (4.3) apresentado na Secc¸a˜o 4.1.
Pode-se, enta˜o, aplicar a abordagem utilizada no Cap´ıtulo 4 para o estudo da estabilidade
assimpto´tica deste sistema.
Escreva-se An(t) como Bn(t) + Cn, onde





e Cn = k−1
(
0 1
γ2 − a2 µ2n −α
)
.
Da fo´rmula da variac¸a˜o das constantes do ca´lculo cronolo´gico (2.27), a matriz de mono-





















− adBn(θ) dθ Cn
)
dτ.
Da Hipo´tese 1, vem
∫ 1





Bn(τ) dτ = I2,







Cn = e−δ k G(t) adBCn
onde
∫ t








Dn(t) = e−δ k G(t) adBCn
=
[
I2 − δ k G(t) adB + (δ k)
2
2
G2(t) ad2B − (δ k)
3
3!
G(t) ad3B + . . .
]
Cn.
Uma vez que adj BCn = 02, j ≥ 3, os termos aos quais correspondem as reticeˆncias
no segundo membro da igualdade anterior sa˜o nulos, pelo que a se´rie correspondente a




k−1(γ2 − a2µ2n)− G˜(t) −k−1α− δ G(t)
)
(5.24)
sendo G˜(t) = α δ G(t) + k δ2G2(t).
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Seja








o logaritmo da matriz de monodromia.
Considere-se a expansa˜o (2.38) para o logaritmo, com Λ(m) definida por (2.42). Mostre-se
que, sob certas condic¸o˜es, as propriedades da estabilidade da equac¸a˜o (5.23) sa˜o determinadas
por Λ(1).
Como foi visto na Secc¸a˜o 4.1, o primeiro termo Λ(1) coincide com a medianizac¸a˜o da










2(t) dt > 0. Os valores pro´prios de Λ(1) podem ser reais ou complexos (conju-







onde Θ = −k−1 α e ∆ = δ2 Γ − k−2(γ2 − a2 µ2n) sa˜o o trac¸o e o determinante de Λ(1),
respectivamente. Tem-se Θ < 0. A matriz Λ(1) tem valores pro´prios reais negativos se
k−2





G2(t) dt ≤ k−2α
2 + 4γ2 − a2 n2
4
. (5.27)




G2(t) dt > k−2
α2 + 4γ2 − a2 n2
4
(5.28)
obte´m-se um par de nu´meros complexos conjugados com parte real negativa.
Observac¸a˜o 5.2. Da equac¸a˜o (5.26), e´ o´bvio que o grau de estabilidade assimpto´tica aumente
com α. Um feno´meno interessante, mas na˜o surpreendente, ocorre quando Θ2−4∆ se anula:
valores pro´prios negativos bifurcam num par de valores pro´prios complexos conjugados.
Para o termo resto Λ−Λ(1) e´ va´lida a seguinte estimativa seguinte, ana´loga a` apresentada
no Lema 4.3.
Lema 5.1. Para n2 < 4k
2+γ2
a2
existe uma constante positiva c e uma matriz R, 2 × 2, tais
que
Λ− Λ(1) = δ2R, ‖R‖M < c (5.29)
onde nem c nem R dependem de n.
Como habitual, ‖ · ‖M denota uma qualquer norma matricial. O limite superior para n
imposto no lema anterior e´ irrelevante: supo˜e-se que tal limite pode ser atingido para k > k0
como estabelecido na proposic¸a˜o que se segue. De (5.27), (5.28) e (5.29), obte´m-se a condic¸a˜o
para a estabilidade assimpto´tica do sistema bidimensional (5.23).
74 5.3 Estabilizac¸a˜o na presenc¸a de atrito
Proposic¸a˜o 5.2. Para cada ² > 0 existem δ0 > 0, k0 > 1 tais que a soluc¸a˜o identicamente




G2(t) dt > k−2
4γ2 − a2 n2
4
+ ², (5.30)




G2(t) dt < k−2
4γ2 − a2 n2
4
− ². (5.31)
Note-se que se a condic¸a˜o (5.30) for satisfeita para n = N enta˜o e´ satisfeita para todo
n ≥ N .
Recorde-se que o sistema (5.22) corresponde a uma so´ equac¸a˜o. No entanto, o pro-
blema (5.13) e´ formalmente equivalente a um sistema de dimensa˜o infinita de equac¸o˜es
onde cada equac¸a˜o e´ da forma de (5.22). A estrate´gia que se propo˜e para provar a estabili-
dade assimpto´tica de (5.13) consiste em obter condic¸o˜es para a estabilidade assimpto´tica da
N−e´sima aproximac¸a˜o de Galerkin de (5.13) e, posteriormente, estudar a “cauda”associada
a tal aproximac¸a˜o.
Estabilizac¸a˜o da aproximac¸a˜o de Galerkin
A N−e´sima aproximac¸a˜o de Galerkin para o problema (5.13) e´ o sistema formado pelas
N primeiras equac¸o˜es de (5.21). Por estas equac¸o˜es serem desemparelhadas, o sistema e´
equivalente a 2N sistemas diagonais por blocos, sendo que, cada um dos blocos e´ da forma
de (5.23). Desta forma, a aproximac¸a˜o de Galerkin e´ o sistema de dimensa˜o 2N
z˙N (t) = HN (t) zN (t) (5.32)
onde zTN (t) = (z˜1(t), . . . , z˜N (t)) e HN (t) = diag{D1(t), . . . , DN (t)}. O sistema anterior e´
assimptoticamente esta´vel sempre que cada um dos sistemas
z˙n(t) = Dn(t) zn(t), n = 1, . . . , N,
o for; e´ insta´vel se, pelo menos, um dos sistemas o for. A instabilidade ocorre se (5.31)
se verificar para algum n = n1 ≤ N (enta˜o vale para todo o n ≤ n1). De acordo com a








Note-se que condic¸a˜o anterior na˜o depende de N .
Seja GN o sub-espac¸o de L2(Ω) gerado pelo conjunto {φn(x)}Nn=1 com φn definida em
(5.18) e seja G⊥N o complemento ortogonal de GN em L2(Ω). Denote-se por uN a projecc¸a˜o
da u´nica soluc¸a˜o do problema (5.13) em GN e por uN a projecc¸a˜o de u em G⊥N . Enta˜o
uN (x, t) =
N∑
n=1




e´ a soluc¸a˜o da N -e´sima aproximac¸a˜o de Galerkin para o problema (5.13) e vale a seguinte
proposic¸a˜o.
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enta˜o a soluc¸a˜o nula zn(t) ≡ 0 da aproximac¸a˜o de Galerkin do problema (5.13) e´ exponen-
cialmente esta´vel.
Por conseguinte, se a desigualdade (5.33) for va´lida tem-se que
‖uN (·, t)‖21 + ‖(uN )t(·, t)‖2 → 0 quando t→ +∞.
Para estabelecer a estabilidade assimpto´tica do problema (5.8),(5.3) ha´ que provar que,
para N suficientemente grande, a norma da projecc¸a˜o de u em G⊥N tende para zero quando
t→ +∞, isto e´,
‖uN (·, t)‖21 + ‖uNt (·, t)‖2 → 0 quando t→ +∞.
Convergeˆncia da projecc¸a˜o de u em G⊥N
Note-se que, para todo o elemento u de W 22 (QT ), onde QT = Ω × (0, T ), uN (·, t) esta´ em
W 22 (Ω) para todo o t ∈ (0, T ). Prove-se agora que
Proposic¸a˜o 5.4. Para a projecc¸a˜o uN existe c > 0 tal que, para todo o t ≥ 0
‖uN (·, t)‖21 + ‖uNt (·, t)‖2 ≤ e−c t(‖uN (·, 0)‖21 + ‖uNt (·, 0)‖2).











< u, ut > (5.34)
onde, mais uma vez, < ·, · > e ‖·‖ representam, respectivamente, o produto interno e a norma
em L2(Ω). Denote-se a restric¸a˜o da func¸a˜o V a G⊥N por V N .
Comece-se por notar que existe uma constante positiva C1 tal que
V N ≥ C1(‖uN‖21 + ‖uNt ‖2). (5.35)









Enquanto a desigualdade ‖uNx ‖2 ≥ N2‖uN‖2 for va´lida, tem-se












∥∥k−1αuN + uNt ∥∥2








Seja, agora, V˙ N a derivada em ordem ao tempo de V N (uN (·, t)). Ca´lculos simples mostram
que







76 5.4 Estabilizac¸a˜o na auseˆncia de atrito
onde













Uma vez que g e b sa˜o func¸o˜es perio´dicas e limitadas, existe uma constante β > 0 tal que
|b(t)| ≤ β para todo o t ≥ 0, (cf. (5.15)). Enta˜o, para todo o t ≥ 0












Suponha-seN suficientemente grande para garantir Cˆ2(N, k) > 0 (para todo o δ < δ0, k > k0).
Enta˜o, para tal N , Cˆ2 pode ser escolhido independente de N






‖uNt ‖ > 0.
Verifica-se tambe´m que





a2‖uNx ‖2 + ‖uNt ‖.
Desta forma, existe uma constante positiva C(k) tal que V˙ N ≤ −C(k)V N , logo
V N (t) ≤ V N (0)e−C(k) t. (5.36)
De (5.35) e de (5.36) conclui-se que
‖uN (·, t)‖21 + ‖uNt (·, t)‖2 → 0 quando t→ +∞. ¥
As Proposic¸o˜es 5.3 e 5.4 permitem concluir a estabilidade assimpto´tica da soluc¸a˜o nula
do sistema de dimensa˜o infinita (5.32) e a consequente estabilidade assimpto´tica da soluc¸a˜o
nula do problema (5.8),(5.3).
Teorema 5.5. Considere-se o problema (5.8),(5.3) para a corda sujeita a uma perturbac¸a˜o
linear e sob acc¸a˜o de um controlo na˜o auto´nomo output feedback (rapidamente forc¸ado e na˜o
harmo´nico) (5.38) na presenc¸a de atrito.
Nestas condic¸o˜es, para cada ² > 0 existem δ0 > 0, k0 > 0 tais que se 0 < δ < δ0, k > k0
e a desigualdade (5.33) e´ va´lida, enta˜o a soluc¸a˜o nula u(x, t) ≡ 0 do problema (5.8),(5.3) e´
exponencialmente esta´vel.
Se (5.31) e´ va´lida para algum n = n1 ≤ N , enta˜o a aproximac¸a˜o de dimensa˜o finita (5.32)
e´ insta´vel conduzindo a` instabilidade da soluc¸a˜o nula do problema (5.8),(5.3).
5.4 Estabilizac¸a˜o na auseˆncia de atrito
Considere-se, agora, o problema da estabilizac¸a˜o da soluc¸a˜o nula da equac¸a˜o na˜o amortecida
(5.4). Neste caso, procura-se estabilizar o sistema
utt = k−2 a2 uxx + k−2 γ2 u+ k−2 h(u, t)
u(0, t) = u(2pi, t) = 0.
(5.37)
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A escolha para o controlo recai sobre um output feedback na˜o auto´nomo, [Cor99],
h(u, t) = δ k2 g(k τ)ΠN u, (5.38)
(cf. (5.6)). Aqui ΠN representa a projecc¸a˜o ortogonal do estado u no sub-espac¸o de L2(Ω)
gerado pelas N−primeiras harmo´nicas, GN .
Para o controlo h definido por (5.38), a equac¸a˜o em (5.37) e´ formalmente equivalente a
um sistema de equac¸o˜es diferenciais ordina´rias de segunda ordem de duas formas distintas
T¨n(t) + [k−2 (µ2n a
2 − γ2)− δ g(t)]Tn(t) = 0, n ≤ N (5.39)
T¨n(t) + k−2 (µ2n a
2 − γ2)Tn(t) = 0, n > N.
Esta equivaleˆncia e´ deduzida da expansa˜o formal (5.19) para u.
A ana´lise da estabilidade de uN segue o que foi feito na secc¸a˜o anterior. Tal como antes,
introduza-se uma nova varia´vel Sn = k T˙n e reduza-se a equac¸a˜o (5.39) a um sistema de duas
equac¸o˜es diferenciais ordina´rias de primeira ordem





k−1 (γ2 − µ2n a2) + k δ g(t) 0
)
.















0 g(ξ) dξ. Considera-se, em seguida, o logaritmo Λ = lnQ
1
n dado pela expansa˜o









2(t) dt > 0.
A este ponto e´ claro que a maior diferenc¸a entre os problemas da corda com atrito e sem
atrito e´ o facto de, no u´ltimo, a matriz Λ(1) ser uma matriz de trac¸o nulo enquanto (5.25) tem
trac¸o negativo. Assim, para obter condic¸o˜es para a estabilidade ha´ que garantir que os valores
pro´prios de Λ(1) sejam dois nu´meros imagina´rios (conjugados). A condic¸a˜o de estabilidade
para cada um dos sistemas (5.40) e´ ana´loga a` Proposic¸a˜o 5.2.
Proposic¸a˜o 5.6. Para cada ² > 0 existe δ0 > 0, k0 > 1 tal que a soluc¸a˜o nula zn(t) ≡ 0 de




G2(t) dt > k−2
4γ2 − a2 n2
4
+ ²




G2(t) dt < k−2
4γ2 − a2 n2
4
− ².
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Recorde-se que a aproximac¸a˜o de Galerkin para a equac¸a˜o em (5.37) e´ um sistema N−
dimensional de equac¸o˜es de segunda ordem da forma de (5.40) para n = 1, · · ·N . Tal como na
Secc¸a˜o 5.3, este sistema e´ esta´vel sempre que todas as equac¸o˜es forem esta´veis, isto e´, quando
a Proposic¸a˜o 5.6 for verdadeira para todo o n ≤ N .
Para concluir sobre a estabilidade da soluc¸a˜o nula de (5.37),(5.3) ha´ que analisar a esta-
bilidade da projecc¸a˜o de (5.37) em G⊥N , isto e´, analisar a estabilidade de
uNtt = k
−2 a2 uNxx + k
−2 γ2 uN .









Embora a func¸a˜o V na˜o seja definida positiva, a sua projecc¸a˜o V N em G⊥N e´ definida positiva
desde que N seja suficientemente grande: N2 > γ2/a2. De facto, uma vez que a desigualdade
‖uNx ‖2 ≥ N2‖uN‖2 e´ va´lida, tem-se




a2N2 − γ2] ‖uN‖2 + 1
2
‖uNt ‖2 ≥ 0.
Seja V˙ N = 0 a derivada de V N (uN (·, t)) em ordem a t. Enta˜o
V˙ N =− k−2 γ2 < uN , uNt > +k−2a2 < uNx , uNxt > + < uNt , uNtt >
=− k−2 γ2 < uN , uNt > −k−2a2 < uNxx, uNt > +k−2 a2 < uNt , uNxx > +
+ k−2 γ2 < uNt , u
N >
=0.
A igualdade < uNx , u
N
xt >= − < uNxx, uNt >, va´lida sob as condic¸o˜es de fronteira (5.3), e´ obtida
por integrac¸a˜o por partes em x.
Assim, V N (uN (·, t)) ≡ const donde se obte´m um limite superior para ||uN || e se conclui a
estabilidade da soluc¸a˜o nula da projecc¸a˜o do problema (5.37) em G⊥N . Daqui e da Proposic¸a˜o
5.6 a condic¸a˜o para a estabilidade da soluc¸a˜o nula de (5.37),(5.3) e´ imediata.
Teorema 5.7. Considerem-se o problema (5.7),(5.3) para a corda na˜o amortecida sujeita
a uma perturbac¸a˜o linear e sob acc¸a˜o de um controlo linear na˜o auto´nomo output feedback
(rapidamente forc¸ado e na˜o harmo´nico) (5.38). Enta˜o, para cada ² > 0 existem δ0 > 0, k0 > 0








e´ va´lida, enta˜o a soluc¸a˜o nula problema (5.7),(5.3) e´ esta´vel.
Note-se que a condic¸a˜o de estabilidade para (5.7),(5.3) coincide com a condic¸a˜o para a
estabilidade assimpto´tica de (5.8),(5.3). O que na˜o e´ surpreendente uma vez que detΛ(1)
desempenha um papel fulcral no processo de obtenc¸a˜o da condic¸a˜o de estabilidade. Ora
detΛ(1) coincide nas duas situac¸o˜es.
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5.5 Comenta´rio
Ao terminar este cap´ıtulo impo˜e-se um comenta´rio relativamente ao trabalho de Yu.S. Kolesov
[Kol03].
A abordagem ao problema da estabilidade/ estabilizac¸a˜o de uma corda apresentada neste
trabalho e´ mais geral que a apresentada em [Kol03]. Com efeito, no presente trabalho
na˜o se considera nenhum tipo particular de controlo vibrante, contrariamente a`s vibrac¸o˜es





Recorrendo a te´cnicas e ferramentas disponibilizadas pela Teoria Geome´trica do Controlo,
nomeadamente ao teorema de Herman-Nagano na sua versa˜o anal´ıtica, no presente cap´ıtulo
prova-se a controlabilidade de um sistema mecaˆnico formado por um peˆndulo duplo planar
sobre um kart. Refereˆncias naturais para este cap´ıtulo sa˜o [AS04] e [Jur97].
6.1 O modelo matema´tico
Considere-se um peˆndulo duplo formado por dois peˆndulos matema´ticos: uma barra e uma
massa. A barra na˜o admite distensa˜o e a sua massa e´ despreza´vel. Na˜o se consideram atritos
nem tenso˜es nas barras.
Supo˜e-se o pivoˆ do peˆndulo fixo sobre um carro que admite uma deslocac¸a˜o segundo o eixo
horizontal. Supo˜e-se ainda que o peˆndulo descreve um movimento planar no plano vertical.
Ao carro e´ aplicada uma acelerac¸a˜o u(·). Designem-se por m1, m2 e r1, r2 a massa e o
comprimento de cada um dos peˆndulos, respectivamente e por θi; i = 1, 2 o aˆngulo formado
por cada um dos peˆndulos e a parte positiva do eixo vertical no instante t, isto e´, θi ≡ θi(t)
com θi : [0,∞)→ R; i = 1, 2.
Considere-se a descric¸a˜o do movimento do peˆndulo em relac¸a˜o a um referencial associado
ao carro: sobre cada uma das massas actua uma forc¸a resultante da aplicac¸a˜o da acelerac¸a˜o.
Sendo θ(·) = (θ1(·), θ2(·)), a energia cine´tica do sistema e´
T (θ, θ˙, t) =
1
2
(m1 +m2) r21 θ˙
2








e a energia potencial
U(θ, t) = g [(m1 +m2) r1 cos θ1 +m2 r2 cos θ2].
Recorrendo a`s equac¸o˜es de Euler-Lagrange, escrevem-se as equac¸o˜es da dinaˆmica. Uma







= mi u(t), i = 1, 2,
onde L = L(θ, θ˙, t) = T (θ, θ˙, t) − U(θ, t) e u : [0,∞) → R e´ a func¸a˜o de controlo. Este e´ um
sistema de duas equac¸o˜es diferenciais ordina´rias de segunda ordem em θi; i = 1, 2. Denotando
r1 r2[m1 +m2 sin2(θ1 − θ2)] = ∆(θ) > 0, (6.1)
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θ˙i = ωi; i = 1, 2 e z = (θ1, θ2, ω1, ω2), o sistema anterior pode ser descrito por um sistema de
quatro equac¸o˜es diferenciais ordina´rias de primeira ordem








−g r2 [m2 sin θ2 cos(θ1 − θ2)− (m1 +m2) sin θ1]








−m2 r2 [r1 cos(θ1 − θ2)ω21 + r2 ω22]









r2 [r1m2 cos(θ1 − θ2)− r2m1]
r1 [r2m1 cos(θ1 − θ2)− r1 (m1 +m2)]
 . (6.4)
Observe-se que as varia´veis ωi; i = 1, 2 representam velocidades, θ˙i; i = 1, 2. Restrinjam-se
as varia´veis θi; i = 1, 2 a [−pi, pi)2. No restante trabalho sera´ conveniente, por simplicidade,
































Ω¯(θ) = −∆(θ)b(θ) e b¯T (θ) = bT (θ)[2∆(θ) ∂θ b− ∂ω(bT (θ) ∂ω a)] (6.7)
onde o sobrescrito T representa o vector transposto.
Pretende-se estudar a controlabilidade do sistema (6.2). Para isso, usar-se-a´ um resultado
de Poincare´ baseado no conceito de estabilidade no sentido de Poisson e alguns conceitos e
resultados da teoria geome´trica do controlo que se introduzem de seguida.
6.2 Conceitos e resultados auxiliares
O primeiro conceito a introduzir e´ o de estabilidade de Poisson. Este conceito de estabilidade
esta´ associada ao campo vectorial que define o modelo. Para que um ponto seja esta´vel no
sentido de Poisson algumas trajecto´rias com in´ıcio na vizinhanc¸a do ponto devem tornar a
essa vizinhanc¸a para tempos arbitrariamente grandes.
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Definic¸a˜o 6.1 (Estabilidade de Poisson). Um ponto p ∈ V e´ esta´vel no sentido de Poisson
para um campo vectorial completo X ∈ VecV se, para quaisquer t > 0 e vizinhanc¸a U de p,
existirem q ∈ U e t′ > t tais q ◦ Pt′ ∈ U , onde Pt e´ o fluxo associado a X.
De acordo com a definic¸a˜o anterior, por exemplo, todos os pontos de uma soluc¸a˜o perio´dica
de uma equac¸a˜o diferencial sa˜o esta´veis no sentido de Poisson. Um campo vectorialX ∈ VecV
e´ esta´vel no sentido de Poisson, se todos os pontos de V forem esta´veis para X. O seguinte
teorema caracteriza estes conjuntos, [AS04].
Teorema 6.1 (Poincare´). Suponha-se que em V esta´ definida a forma de volume Vol. Seja
X ∈ Vec V um campo vectorial completo cujo fluxo Pt preserva o volume. Considere-se um
subconjunto W ⊂ V,W ⊂ intW, de volume finito e invariante para X
Vol(W ) <∞, W ◦ Pt ⊂W, t > 0.
Nestas condic¸o˜es, todos os pontos de W sa˜o esta´veis para X no sentido de Poisson.
Relativamente a sistemas Hamiltonianos, e´ va´lido o resultado seguinte, que permite concluir
que campos Hamiltonianos em variedades compactas sa˜o esta´veis no sentido de Poisson
Teorema 6.2 (Liouville). O fluxo de sistemas Hamiltonianos preserva o volume.
Dada uma famı´lia de campos vectoriais diferencia´veis e completos de uma variedade V ,
F = {X1, ..., Xk} ⊂ VecV,
a a´lgebra de Lie de campos vectoriais gerada pela famı´lia F e´ definida por
Lie(F) = span{[X1, [...[Xk−1, Xk]...]] : Xi ∈ F , k ∈ N}.
Os elementos de Lie(F) sa˜o ainda elementos de VecV . De facto, Lie(F) e´ igual ao menor
sub-espac¸o vectorial S de VecV para o qual F ⊂ S e [X,S] ⊂ S para todo o X ∈ F . De um
modo geral Lie(F) e´ um sub-espac¸o de dimensa˜o infinita de VecV . Avaliando os elementos
da a´lgebra Lie(F) num ponto p ∈ V obte´m-se um conjunto de vectores tangentes a` variedade
V em p. Este conjunto e´ denotado por
Liep(F) = {p ◦ X : X ∈ Lie (F)} ⊂ Tp V.
Definic¸a˜o 6.2 (O´rbita). O conjunto
Op = {p ◦ et1X1 ◦ ... ◦ etiXi : tj ∈ R, Xj ∈ F , j ∈ N},
onde etjXj e´ o fluxo associado ao campo vectorial Xj, designa-se por o´rbita da famı´lia F em
p ∈ V .
Uma o´rbita em p ∈ V e´, assim, o conjunto de pontos ating´ıveis de p ao longo da conca-
tenac¸a˜o das trajecto´rias dos campos X ∈ F admitindo andamentos para a frente e para tra´s
(com tempo inverso). Caso so´ seja permitido o deslocamento ao longo dos campos vectoriais
no sentido positivo dos tempos, obte´m-se o conjunto ating´ıvel
Ap = {p ◦ et1X1 ◦ ... ◦ etiXi : tj ≥ 0, Xj ∈ F , j ∈ N}.
De um modo geral, a estrutura da o´rbita Op e´ mais regular que a do conjunto ating´ıvel
Ap. O resultado que se segue e´ va´lido para variedades anal´ıticas, isto e´, variedades cujas
mudanc¸as de coordenadas sa˜o anal´ıticas (cf. Definic¸a˜o 1.1). A sua demonstrac¸a˜o, pode ser
encontrado em, por exemplo, [Jur97].
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Teorema 6.3 (Hermann-Nagano). Seja V uma variedade anal´ıtica e F uma famı´lia anal´ıtica
de campos vectoriais em V . Enta˜o
a) cada o´rbita de F e´ uma sub-variedade anal´ıtica de V ,
b) se Op for uma o´rbita de F por p ∈ V , o espac¸o tangente a Op em q e´ dado por Lieq(F).
Em particular, a dimensa˜o de Lieq(F) e´ constante quando q percorre Op.
Definic¸a˜o 6.3 (Famı´lia bracket-generating). Uma famı´lia F ⊂ VecV de campos vectoriais
diz-se bracket-generating1 se
Liep(F) = Tp V, (6.8)
para todo o p ∈ V .
Um campo vectorial X ∈ VecV e´ compat´ıvel com uma famı´lia F ⊂ VecV se
Ap(F ∪X) ⊂ Ap(F), p ∈ V.
Sera´ com base nos dois resultados que se seguem que se procurara´, neste trabalho, concluir
sobre a controlabilidade do sistema em estudo. A demonstrac¸a˜o destes resultados pode ser
encontrada em, por exemplo, [AS04].
Proposic¸a˜o 6.4. Seja F ⊂ VecV uma famı´lia bracket-generating. Se um campo X ∈ F for
esta´vel no sentido de Poisson, enta˜o o campo −X e´ compat´ıvel com F .





aiXi : Xi ∈ F , ai ∈ C∞(V ), ai ≥ 0, k ∈ N
}
⊂ VecV
e´ sime´trico. Enta˜o F e´ controla´vel.
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Dois campos vectoriais esta˜o naturalmente associados ao sistema (6.2), sa˜o eles
f(z)∂z e h(z)u(t)∂z (6.9)
Na auseˆncia de controlo, isto e´, quando u(t) ≡ 0; t > 0, a dinaˆmica definida por f∂z
e´ Hamiltoniana. Uma variedade invariante para esta dinaˆmica e´ definida por uma equac¸a˜o
H := c, onde H representa o Hamiltoniano associado ao campo vectorial definido por f∂z e
c ∈ R e´ uma constante que depende das condic¸o˜es iniciais do sistema. Designe-se por M tal
conjunto.
Considere-se a seguinte famı´lia de campos vectoriais obtida dos campos (6.9) e pareˆntesis
de Lie destes
X1 = ∆(θ) f(z)∂z = ΩT (z)∂θ + aT (z)∂ω, X2 = ∆(θ)h(z) = bT (θ)∂ω,
X3 = [X1, X2] = Ω¯T (θ)∂ω + a¯T (θ)
∂b
∂θ





Aqui, o sobrescrito T representa a transposic¸a˜o e notac¸a˜o segue (6.5)-(6.7). Denote-se
{X1, X2, X3, X4} = F . (6.11)
1ou completamente na˜o holono´mica
6.3 Ana´lise da controlabilidade 85
Teorema 6.6. Se F for uma famı´lia bracket-generating, para todo o p ∈ M o conjunto
ating´ıvel Ap coincide com a o´rbita Op.
Demonstrac¸a˜o. Dos campos de F e´ poss´ıvel reconstruir os campos f(z)∂z e h(z)u(t)∂z. Uma
vez que o sistema z˙ = f(z) e´ Hamiltoniano, o teorema de Liouville garante que o fluxo do
sistema preserva o volume na variedade compacta M , isto e´ f(z)∂z e´ esta´vel no sentido de
Poisson. Da Proposic¸a˜o 6.4 segue que −f(z)∂z e´ compat´ıvel com F . Logo, para todo o p ∈M
Ap = Op .
Corola´rio 6.7. Nas condic¸o˜es do Teorema 6.6 sistema (6.2) e´ controla´vel.





aiXi : Xi ∈ F , ai ∈ C∞(M), ai ≥ 0, k ∈ N
}
e´ sime´trico. Pela Proposic¸a˜o 6.5 o sistema e´ controla´vel.
Resta mostrar que a famı´lia de campos vectoriais definida em (6.11) e´, de facto, uma
famı´lia bracket-generating para o sistema (6.2).
6.3.1 Famı´lia bracket-generating
Lema 6.8. A famı´lia de campos vectoriais F definida em (6.10)-(6.11) e´ uma famı´lia bracket-
generating.
A demonstrac¸a˜o deste resultado, embora na˜o seja dif´ıcil, e´ um pouco fastidiosa pois envolve
o estudo de sub-regio˜es de M definidas a` custa de va´rias equac¸o˜es anal´ıticas. A descric¸a˜o
destas regio˜es pode ser encontrada no Apeˆndice B.
O argumento principal usado na demonstrac¸a˜o e´ que a dimensa˜o de Liep(F) e´ constante
para todo o p pertencente a uma o´rbita de F .
Demonstrac¸a˜o. Seja Γ a regia˜o deM na qual os camposX2 eX4 sa˜o linearmente dependentes.
Seja, ainda, Υ a regia˜o de M onde os campos X1 e X3 sa˜o linearmente dependentes nas
direcc¸o˜es ∂θ. Designe-se
M =M\(Γ ∪Υ)
a regia˜o deM onde os campos definidos em (6.10) sa˜o linearmente independentes. Isto implica
que
dimLiep(F) = 4, para todo o p ∈M.
Mostra-se que as regio˜es singulares Γ e Υ sa˜o regio˜es na˜o invariantes por1 F , isto e´, a o´rbita
do sistema abandona estas regio˜es. De facto, embora os campos X2 e X4 sejam linearmente
dependentes em Γ, usando o campo X2 e o campo X3, e´ sempre poss´ıvel abandonar esta
1vide Apeˆndice B.2
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superf´ıcie ao longo da o´rbita do sistema1. Efectivamente, denotando por x2 e x3 o vector das














e, uma vez que b1(θ) e b2(θ) nunca se anulam simultaneamente, x2 e x3 nunca sa˜o colineares.
Uma situac¸a˜o ana´loga acontece para a regia˜o Υ, sendo, neste caso, necessa´rio utilizar tambe´m
o campo X4. A prova destes factos e´ feita em treˆs passos. Comec¸a-se por definir uma regia˜o
Sk, em seguida determinam-se as soluc¸o˜es da equac¸a˜o Yi · Sk = 0. A u´ltima equac¸a˜o define
uma sub-regia˜o Sk+1 ⊂ Sk invariante em relac¸a˜o a Yi. Com estas soluc¸o˜es definem-se novas
regio˜es Sk+1. Para mais detalhes, referir-se ao Apeˆndice B (Secc¸a˜o B.2.1 e B.2.2).
Designe-se por Σ a regia˜o de M onde os campos X1, X3 sa˜o linearmente dependentes
na direcc¸a˜o ∂ω e X2, X4 sa˜o linearmente dependentes (na direcc¸a˜o ∂θ). Logo, Σ resulta da
intersecc¸a˜o das regio˜es Γ e Υ e aqui os camposX2 eX3 sa˜o linearmente independentes. Assim,
a sua dimensa˜o e´ dois.
Seja q0 um ponto de uma o´rbita Ωp gerada pela famı´lia F . Analisem-se quatro situac¸o˜es
diferentes.
Comece-se por considerar q0 ∈ Σ. Como foi referido anteriormente, o sistema abandona
Σ. Quando Oq0 abandona Σ visita M, Υ ou Γ.
Suponha-se, agora, que q0 ∈ M . Em M os campos de F sa˜o linearmente independentes.
A o´rbita da famı´lia F por q0, emM , e´, enta˜o, gerada pelos quatro campos, isto e´, a dimensa˜o
de Oq0 e´ 4. Donde, a dimensa˜o do espac¸o tangente a` o´rbita em qualquer z de Oq0 , Tz Oq0 , e´
tambe´m quatro. Ale´m disso, pelo teorema de Hermann-Nagano
Tz Oq0 = Liez(F), e dimLiez F = 4
para todo o z em Oq0 . Uma vez que tambe´m a dimensa˜o de TzM , para z em M , e´ 4 pode-se
concluir que
TzM = Liez(F), para z em M.
Tome-se, agora, q0 ∈ (Υ \ Σ). O sistema abandona Υ \ Σ. Se Oq0 sai de Υ para M ,
como aqui a dimensa˜o da a´lgebra de Lie gerada por F e avaliada num qualquer z e´ 4, sendo
esta dimensa˜o constante quando z percorre a o´rbita, conclui-se que tambe´m em Υ \ Σ a
dimensa˜o do espac¸o tangente a` o´rbita sera´ quatro: dimTz Oq0 = 4. Recorrendo ao teorema
de Hermann-Nagano, tem-se
dimLiez(F) = 4, z ∈ (Υ \ Σ)
o que significa que existem alguns pareˆntesis de Lie de campos de F , em nu´mero de quatro,
que geram Liez F , z ∈ (Υ \ Σ). A situac¸a˜o em que a o´rbita da famı´lia F por q0 abandona
Υ \ Σ e entra em Γ so´ pode ocorrer sobre a intersecc¸a˜o, isto e´, na primeira situac¸a˜o.
1Para mais detalhes ver Secc¸a˜o B.2.1
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Por u´ltimo, suponha-se q0 ∈ (Γ\Σ). A o´rbita Oq0 abandona esta superf´ıcie. Se Oq0 visita
M , por um racioc´ınio ana´logo ao do segundo caso, existem alguns pareˆntesis de Lie que geram
Liez(F), z ∈ (Γ \ Σ). A situac¸a˜o em que Oq0 visita Υ \ Σ remete para a terceira situac¸a˜o.
Conclui-se, assim, que para z em M ,
TzM = Liez F ,
ou seja, a famı´lia F e´ bracket-generating em M . ¥
6.4 Comenta´rio
Sendo que os campos X2 e X4 so´ teˆm componentes na˜o nulas em duas direcc¸o˜es, ∂ω, parece
natural procurar dois outros campos cujas componentes na˜o nulas sejam so´ nas direcc¸o˜es
∂θ. Na regia˜o de M onde os campos X2, X4 sa˜o linearmente independentes estes constituem,
obviamente, uma base para as direcc¸o˜es ∂ω. Assim, e´ poss´ıvel obter, a partir de X1 e X3,
novos campos Y1 e Y3 cujas entradas associadas a`s direcc¸o˜es ∂ω sejam nulas
Y1 = X1 − (γ2(z)X2 + γ4(z)X4), γ2, γ4 ∈ R
Y3 = X3 − (γ˜2(z)X2 + γ˜4(z)X4), γ˜2, γ˜4 ∈ R.
(6.12)
Isto e´, os novos campos sa˜o tais que Y1 = ΩT (z)∂θ e Y3 = Ω¯T (θ)∂θ ja´ que a operac¸a˜o (6.12)
na˜o altera as componentes nas direcc¸o˜es ∂θ. Desta forma poder-se-ia tomar uma nova famı´lia
de campos, seja
G = {Y1, X2, Y3, X4}.
Naturalmente, resultando os campos de G de combinac¸o˜es lineares de campos de F , tambe´m
G e´ uma famı´lia bracket-generating para o sistema (6.2). Acontece que esta famı´lia na˜o esta´
definida em todo o M sendo necessa´rio sempre considerar outros campos no estudo da regia˜o
Γ.
No final do Apeˆndice B sa˜o apresentadas as quatro condic¸o˜es sobre os paraˆmetros do




Para uma abordagem sistema´tica a`s expanso˜es assimpto´ticas recomenda-se [Mur84] e [Was02]
para aplicac¸o˜es a`s equac¸o˜es diferenciais.
Sejam f e g duas func¸o˜es de uma varia´vel1 x definidas num domı´nio D. Diz-se que f(x) e´
O(g(x)) quando x→ x0, e escreve-se f(x) = O(g(x)), x→ x0, se existem constantes positivas
δ e K tais que
|f(x)| < K|g(x)| quando x→ x0.
De modo ana´logo, diz-se que f(x) e´ o(g(x)) quando x→ x0, e escreve-se f(x) = o(g(x)), x→
x0, se para todo o ε > 0,
|f(x)| ≤ ε|g(x)| numa vizinhanc¸a de x0.
Na pra´tica estas duas notac¸o˜es indicam que o quociente f/g e´ limitado, no caso O, e que
f/g → 0 no caso o.
A notac¸a˜o O(o-grande) e o(o-pequeno) foi introduzida inicialmente por Bachmann em
18942. E´ contudo frequente, a designac¸a˜o de s´ımbolos de Landau em honra de Landau, o
matema´tico alema˜o que a divulgou.
E´ poss´ıvel operar com O e o, sendo va´lido
o(f) e´ O(f), O(f) +O(f) e´ O(f),
O(f)O(g) e´ O(fg), O(O(f)) e´ O(f).
Note-se que, embora se utilize o sinal de igual para expressar o conceito de “da ordem de”,
esta na˜o e´ uma relac¸a˜o de equivaleˆncia. Basta considerar que, por exemplo, O(n) e´ O(n2)
mas O(n2) na˜o e´, obviamente, O(n). Por esta raza˜o, alguns autores preferem a notac¸a˜o de
conjuntos, escrevendo enta˜o f ∈ O(g). Neste caso entende-se, O(g(x)) como o conjunto de
todas as func¸o˜es dominadas por g.
Diz-se que f e´ assimptoticamente igual a g quando x→ x0 e escreve-se








2P. Bachmann, Analytic number theory, vol.2, 1894
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Por exemplo, no caso de func¸o˜es anal´ıticas num dado ponto, a sua se´rie de Taylor traduz
o comportamento da func¸a˜o numa vizinhanc¸a desse ponto e esta se´rie define uma func¸a˜o
assimptoticamente igual a f no sentido de (A.1).
Considere-se uma sucessa˜o de func¸o˜es {φn(x)}, n = 1, 2, . . . . A sucessa˜o {φn(x)} diz-se
uma sucessa˜o assimpto´tica quando x→ x0 se, para todo o n
φn+1(x) = o(φn(x)) quando x→ x0.
A definic¸a˜o que de seguida se apresenta baseia-se no conceito de sucessa˜o assimpto´tica,
inicialmente introduzida por Poincare´ em 18861.
Definic¸a˜o A.1. Dada uma sucessa˜o assimpto´tica {φn(x)} quando x→ x0 diz-se que∑
n=1
an φn(x), (A.2)




an φn(x) + o(φN (x)), quando x→ x0.




an φn(x) +O(φN (x)), quando x→ x0. (A.3)
A expansa˜o (A.3) indica que o erro cometido na aproximac¸a˜o de f pela soma (A.2) e´ da
mesma ordem do primeiro termo omitido. Esta expansa˜o so´ e´ va´lida no domı´nio de definic¸a˜o
da sucessa˜o {φn(x)}. Note-se que em (A.2) na˜o esta´ indicado qualquer limite superior no





an φn(x), x→ x0.
Esta definic¸a˜o na˜o implica que a se´rie do segundo membro e´ convergente, indica simplesmente
que (A.3) se verifica para todo o N .
Dada uma sucessa˜o assimpto´tica {φn(x)}, existe uma expansa˜o assimpto´tica para f e esta














Assim, a expansa˜o assimpto´tica de f depende da sucessa˜o assimpto´tica escolhida pelo
que, para a mesma func¸a˜o, existem diversas expanso˜es assimpto´ticas. Por exemplo, a func¸a˜o














1H. Poincare´. Sur les inte´grales irre´gulie`res des e´quations line´aires. Acta Math. VIII. 295-344. (1886)
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an φn(x), x→ x0 g(x) ∼
∞∑
n=1
bn φn(x), x→ x0
toda a sua combinac¸a˜o linear αf(x) + βg(x);α, β ∈ R admite expansa˜o assimpto´tica
∞∑
n=1
(αan + β bn)φn(x), x→ x0, α, β ∈ R,
no entanto o produto de f e g pode na˜o admitir expansa˜o assimpto´tica. Com efeito, o produto
de duas expanso˜es assimpto´tica conduz a termos da forma
φn(x)φm(x), n,m = 1, 2, . . .
que pode na˜o ser uma sucessa˜o assimpto´tica.
No caso particular de as expanso˜es assimpto´ticas serem se´ries de poteˆncias, o produto
admite tambe´m expansa˜o assimpto´tica na intersecc¸a˜o dos domı´nios das func¸o˜es. Ale´m disso,
estas se´ries podem ser integradas termo a termo e a se´rie resultante e´ ainda uma se´rie as-
simpto´tica contrariamente a` diferenciac¸a˜o termo a termo que na˜o conduz a uma tal se´rie.
Contudo, se tanto f como a sua derivada admitirem expansa˜o em se´rie assimpto´tica quando














no domı´nio de intersecc¸a˜o.
Caso uma func¸a˜o seja anal´ıtica numa regia˜o R possui, por definic¸a˜o, uma expansa˜o em
se´rie assimpto´tica convergente. Pela unicidade da expansa˜o assimpto´tica, esta deve coincidir
com a expansa˜o obtida para a sucessa˜o {x−n}. Assim, tal expansa˜o assimpto´tica e´ integra´vel
e diferencia´vel em R. Caso a func¸a˜o na˜o seja anal´ıtica, a expansa˜o em se´rie assimpto´tica na˜o
podera´ ser a mesma para todos os pontos do seu domı´nio.
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Apeˆndice B
Peˆndulo num kart: ana´lise dos
campos de F
Analisando as componentes dos campos que constituem a famı´lia F conclui-se que o campoX1
se anula em quatro pontos (0, 0, 0, 0), (0, pi, 0, 0), (pi, 0, 0, 0) e (pi, pi, 0, 0) que correspondem
aos quatro pontos de equil´ıbrio do sistema, enquanto os campos X2 e X3 nunca se anulam.









k(θ1 − θ2) e ϕ32(θ) =
∑3
k=1 ζk cos
k(θ1 − θ2) sa˜o dois polino´mios do
terceiro grau em cos(θ1−θ2) e os coeficientes ξk e ζk que dependem das massas e comprimentos
dos peˆndulos sa˜o dados por
ξ0 = r1 r2 (m1 +m2) [(m1 +m2)2 r21 −m1m2 r22],
ξ1 = −m2 (m1 +m2)2 r41 − (m1 +m2) (m21 +m1m2 −m22) r21 r22 − r42m21m2,
ξ2 = r1 r2m2 [(m21 −m22) r21 + 3m1m2 r22],




2 (m1 − 2m2),
e
ζ0 = r1 r2m1 (m1 +m2)2 (r21 − r22),
ζ1 = m2 (m1 +m2)2 r41 − (m1 +m2) (m21 −m1m2 −m22) r21 r22 + r42m21m2,
ζ2 = −r1 r2m1m2 [3 (m1 +m2) r21 − (m1 −m2) r22],
ζ3 = r21 r
2
2m1m2 (2m1 −m2).
Os coeficientes ξk nunca se anulam simultaneamente, assim como os coeficientes ζk. Assim, o
campo X4 anula-se sempre que θ1 = θ2 e θ2 ∈ [−pi, pi), ω1, ω2 ∈ R e que os polino´mios ϕ31(θ)
e ϕ32(θ) se anulem simultaneamente.
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B.1 Dependeˆncia linear dos campos
Esta´-se interessado em conhecer a regia˜o de M onde os campos de F sa˜o linearmente in-
dependentes. Comec¸a-se por analisar os campos X2 e X4, cujas componentes nas direcc¸o˜es
componentes na˜o nulas nas direcc¸o˜es ∂ω. De seguida, considera-se os campos X1 e X3, no
entanto, estuda-se unicamente a sua independeˆncia nas direcc¸o˜es ∂θ. Garantindo a inde-
pendeˆncia linear de X1 e X3 nas direcc¸o˜es de ∂θ e de X2 e X4 nas direcc¸o˜es de ∂ω garante-se
a independeˆncia linear dos quatro campos.
B.1.1 Campos X2 e X4: regia˜o Γ
Os campos vectoriais X2 e X4 so´ teˆm componentes na˜o nulas nas direcc¸o˜es de ∂ω. Os campos
sera˜o linearmente independentes caso o determinante da matriz cujas colunas sa˜o formadas
pelas componentes destes campos nas direcc¸o˜es ω seja diferente de zero. Designe-se este
















= sin(θ1 − θ2)
4∑
k=1
αk cosk(θ1 − θ2) = sin(θ1 − θ2)ϕ4(θ), (B.1)
onde os coeficientes αi; i = 1, · · · , 4 dependem unicamente da massa e do comprimento dos
peˆndulos
α0 = −r1 r2 (m1 +m2)2 [r42m21 − r21 r22m1 (m1 +m2) + r41 (m1 +m2)2]
α1 = m2 (m1 +m2)3 r61 + (m1 +m2)
2 (2m21 + 2m2m1 −m22) r41 r22−
−m1 (m1 +m2) (m21 − 2m2m1 − 2m22) r21 r42 + r62m31m2
α2 = −r1 r2 [2 r42m21m22 + (m1 +m2)4 r21 r22 + 2m1m2 (m1 +m2)2 r41]
α3 = r21 r
2
2m2 [(m1 +m2) (m
2











α4 = −r31 r32m1m22 (m1 +m2).
Uma vez que, por exemplo, o coeficiente α4 nunca se anula, α2,4(θ) na˜o e´ identicamente igual
a zero. Constata-se que α2,4(θ) = 0 e´ a reunia˜o de, no ma´ximo, dez hiperplanos definidos por
condic¸o˜es do tipo
θ1 − θ2 = dj ; j = 1, · · · , 10, e ω1, ω2 ∈ R
sendo dj constantes.
Uma vez que os campos X2 e X4 sa˜o linearmente dependentes sobre a superf´ıcie1 Γ,
denote-se por M˜ = M \Γ a regia˜o onde estes campos sa˜o linearmente independentes. Assim
sendo, aqui, os campos formam uma base para a direcc¸a˜o ∂ω.
B.1.2 Campos X1 e X3: regia˜o Υ
Por um racioc´ınio ana´logo ao utilizado na secc¸a˜o anterior, conclui-se que os campos X1 e X3
sa˜o linearmente dependentes nas direcc¸o˜es ∂θ se
α1,3(z) = ω1 b2(θ)− ω2 b1(θ) = 0.
1dimΓ = 3
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Designe-se por Υ a superf´ıcie1 definida pela equac¸a˜o α13(z) = 0. Tem-se α13(θ) = 0 quando
θ1, θ2 ∈ [−pi, pi), ω1 = ω2 r2 [r2m1 − r1m2 cos(θ1 − θ2)]
r1 [r2m1 cos(θ1 − θ2) + r1 (m1 +m2)] , ω2 ∈ R
ou
cos(θ1 − θ2) = m1 r2
m2 r1
, θ2 ∈ [−pi, pi), ω1 = 0, ω2 ∈ R.
Observe-se que a segunda condic¸a˜o so´ e´ admiss´ıvel caso r2r1 ≤ m2m1 .
B.2 Ana´lise da invariaˆncia
Na demonstrac¸a˜o do Lema 6.8 e´ referida a na˜o invariaˆncia de algumas regio˜es pelos campos
da famı´lia F . E´ a ana´lise da invariaˆncia dessas regio˜es que se apresenta nesta secc¸a˜o.
O procedimento usado e´ iterativo. Considera-se uma regia˜o e estuda-se a sua invariaˆncia
por um campo de F , ou uma combinac¸a˜o linear deles. Normalmente, surge uma sub-regia˜o
dessa regia˜o que e´ invariante pelo campo considerado. Repete-se o processo ate´ o conjunto
de invariaˆncia ser um conjunto numera´vel de pontos.






Figura B.1: Regio˜es de M
B.2.1 Invariaˆncia de Γ
Recorde-se que Γ e´ a regia˜o onde os campos X2, X4 sa˜o linearmente dependentes. Atendendo
a que α24(θ) e´ o produto de duas func¸o˜es (cf. (B.1)) o estudo da invariaˆncia desta regia˜o faz
em duas partes.
Estude-se a invariaˆncia do conjunto
Is = {z| sin(θ1 − θ2) = 0, ω1, ω2 ∈ R}
pelos campos da famı´lia F . Este conjunto reu´ne as condic¸o˜es θ1 − θ2 = 0 e θ1 − θ2 = pi.
Apresenta-se, somente, a primeira situac¸a˜o por a segunda ser em tudo ana´loga. Tome-se o
campo X1.
S : θ1 − θ2 = 0. Tem-se
X1 · S = 0⇒ ω1 − ω2 = 0
e I1 = {z| sin(θ1 − θ2) = 0, ω1 − ω2 = 0, ω1 ∈ R} e´ o conjunto de pontos de S invariante por
X1. Seja S1 a regia˜o definida por I1.
1dimΥ = 3
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S1 : ω1 − ω2 = 0. Tem-se
X1 · S1 = 0⇒ sin θ1 = 0⇒ θ1 = 0 ∨ θ1 = −pi
e I2 = {z| sin(θ1 − θ2) = 0, sin θ1 = 0, ω1 − ω2 = 0, ω1 ∈ R} e´ o conjunto de pontos de S1
invariante por X1.
S2 : θ1 = 0. A condic¸a˜o
X1 · S2 = 0⇒ ω1 = 0
define o conjunto I3 = {z| sin(θ1 − θ2) = 0, sin θ1 = 0, ω1 = 0, ω2 = 0}. Este corresponde a
um conjunto formado por quatro pontos
{z| θ1 = −pi, 0; θ2 = −pi, 0; ω1 = 0; ω2 = 0}.
Neste conjunto pontos, as componentes dos campos da famı´lia F0 sa˜o
X1 : (0, 0, 0, 0),
X2 : (0, 0, r2 (r2m1 − r1m2), r1 (r2m1 + r1 (m1 +m2)))
X3 : r1 r2 (r2m1 (r2m1 − r1m2), r1m1 (r2m1 + r1 (m1 +m2)), 0, 0)
X4 : (0, 0, 0, 0).
(B.2)
Seja, agora,
Ic = {z|ϕ4(θ) = 0, ω1, ω2 ∈ R}.
Uma vez que ϕ4(θ) e´ um polino´mio do quarto grau em cos(θ1− θ2), a condic¸a˜o ϕ4(θ) = 0




Donde θ1 − θ2 = dj sendo dj ; 1 ≤ j ≤ 8 constantes. Daqui obte´m-se, genericamente,
θ2 = θ1 − d, cos d = c, sin d = s (B.3)
sendo d, c, s constantes. Analisem-se, em separado, cada uma destas treˆs hipo´teses.
S : θ1 − θ2 = d. Tem-se
X1 · S = 0⇒ ω1 − ω2 = 0
e I1 = {z|θ1 − θ2 = d, ω1 − ω2 = 0} e´ a sub-regia˜o de Ic invariante por X1.
S1 : ω1 − ω2 = 0. Para esta sub-regia˜o vem
X1 · S1 = 0⇒ fs sin(θ1) + fc cos(θ1) + fω ω21 = 0
⇒ θ1 = α+ arccos(f¯ω) (B.4)
onde
fs = g r2 [m1 +m2 s2], fc = g s [r2m2 c+ r1 (m1 +m2)]
fω = −s [r21 (m1 +m2) +m2 r2 (r2 + 2 c r1)], f¯ω =
fω√
f2c + f2s
e α e´ um aˆngulo tal que cosα = fc/
√
f2c + f2s e sinα = fs/
√
f2c + f2s . As condic¸o˜es (B.3) e
(B.4) definem uma curva (dim = 1). Sob as actuais condic¸o˜es, ha´ dois campos, X2 e X3, que
sa˜o linearmente independentes pelo que a o´rbita do sistema abandona esta curva. Note-se
que esta curva nunca degenera num ponto, pois fs 6= 0, para todos os m1 e m2.
Assim, Γ nunca e´ invariante por F .
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B.2.2 Invariaˆncia de Υ
Na Secc¸a˜o B.1.2, definiu-se a regia˜o Υ pela condic¸a˜o α13(z) = 0. Analise-se, agora, a in-
variaˆncia do conjunto I = {z|α13(z) = 0} pelo campo X4.
S : α13(z) = 0. Ora
X4 · S = 0⇒ sin(θ1 − θ2) = 0 ∨ ψ4(θ) = 0,
onde
ψ4(θ) = 2 r1 r2
4∑
k=0
βk cosk(θ1 − θ2)
e os coeficientes βk sa˜o constantes dadas por
β0 = r1 r2 (m1 +m2)2 [(m1 +m2)2 r41 −m1 (m1 +m2) r21 r22 + r42m21]
β1 = −m2 (m1 +m2)3 r61 − (2m21 + 2m1m2 −m22) (m1 +m2)2 r41 r22+
+m1 (m1 +m2) (m21 − 2m1m2 − 2m22) r21 r42 −m31m2 r62










β3 = −r21 r22m2 [(m1 +m2) (m21 +m1m2 + 2m22) r21 +m1 (2m21 +m1m2 +m22) r22]





A func¸a˜o ψ4(θ) nunca e´ identicamente nula pois, por exemplo, o coeficiente β4 nunca se anula.
Assim, as regio˜es de Υ invariantes por X4 sa˜o definidas pelos conjuntos
I1 = {z|α13(z) = 0, sin(θ1 − θ2) = 0} e I2 = {z|α13(z) = 0, ψ4(θ) = 0}
Repita-se o processo para cada uma das regio˜es anteriores.
S1 : θ1 − θ2 = 0. Tem-se
X1 · S1 = 0⇒ ω1 − ω2 = 0
e a regia˜o de invariaˆncia e´ definida por
I11 = {z|α13(z) = 0, sin(θ1 − θ2) = 0, ω1 − ω2 = 0}
S11 : ω1 − ω2 = 0. A condic¸a˜o
X1 · S11 = 0⇒ sin θ1 = 0⇒ θ1 = 0 ∨ θ1 = −pi
define o conjunto
I111 = {z|α13(z) = 0, sin(θ1 − θ2) = 0, ω1 − ω2 = 0, sin θ1 = 0}
que corresponde a duas sub-regio˜es de invariaˆncia que se podem estudar em simultaˆneo.
S111 : θ1 = 0,−pi. A condic¸a˜o
X1 · S111 = 0⇒ ω1 = 0
conduz ao conjunto
I1111 = {z|α13(z) = 0, sin(θ1 − θ2) = 0, ω1 = 0, ω2 = 0, θ1 = 0,−pi}
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que e´ um conjunto formado por quatro pontos
{z| θ1 = −pi, 0; θ2 = −pi, 0; ω1 = 0; ω2 = 0},
tal como na Secc¸a˜o B.2.1.
S2 : ψ4(θ) = 0. Uma vez que ψ4(θ) e´ um polino´mio do quarto grau em cos(θ1 − θ2),
a condic¸a˜o ψ4(θ) = 0 e´ ana´loga a` condic¸a˜o ϕ4(θ) = 0 estudada na Secc¸a˜o B.2.1 podendo,
por isso, tirar-se a mesma conclusa˜o: recorrendo aos campos X2 e X3, a o´rbita do sistema
abandona sempre a regia˜o definida pela condic¸a˜o ψ4(θ) = 0.
Assim, Υ nunca e´ invariante por campos F .
B.2.3 Invariaˆncia de Σ
Na demonstrac¸a˜o do Lema 6.8 definiu-se a regia˜o Σ como a intersecc¸a˜o das duas regio˜es
onde os campos X1, X3 e X2, X4 sa˜o linearmente dependentes. Pretende-se, enta˜o, estudar a
invariaˆncia do conjunto
I = {z| α13(z) = 0, α24(z) = 0}
por campos de F ou por campos que resultem de combinac¸a˜o linear destes. Este conjunto e´
a reunia˜o dos seguintes conjuntos






I2 ={z| θ1 = θ2, θ2 ∈ [−pi, pi), ω1 ∈ R, ω2 = −ω1 r1 r2m1 + r1 (m1 +m2)
r2 (r1m2 − r2m1) },
I3 ={z| θ1 = θ2 + pi, θ2 ∈ [−pi, pi), ω1 ∈ R, ω2 = −ω1 r1 r2m1 − r1 (m1 +m2)





γk cosk(θ1 − θ2) = 0, θi ∈ [−pi, pi),
ω1 ∈ R, ω2 = ω1 r1 r2m1 cos(θ1 − θ2) + r1 (m1 +m2)
r2 [m1 r2 − r1m2 cos(θ1 − θ2)] }
sendo
γ0 = r1 r22m1 (m1 −m2) (m2 +m1)2,
γ1 = r2 (m1 +m2) [r21m2 (m1 −m2) (m1 +m2) + r22m21 (m1 − 3m2)]
γ2 = −2 r1m2 (m1 +m2) [r21m2 (m1 +m2) + r22m1 (m1 − 3m2)]
γ3 = −r2m2 [3 r21m2 (m1 +m2)2 + r22m21 (m1 −m2)]
γ4 = −m1 r1 r22m22 (m1 +m2).
(B.5)
Note-se que todos os elementos da intersecc¸a˜o teˆm dimensa˜o 2.
Por facilidade de notac¸a˜o, seja
c =
r22m1 − r21 (m1 +m2)
r1 r2 (m1 +m2)
e estude-se a invariaˆncia de cada um dos conjuntos Ij ; j = 1, · · · , 4.
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S1 : θ1 − θ2 = 0 e m1m2 = r1r2 . Uma vez que ω1 = 0, tem-se
X1 · S1 = 0⇒ ω1 − ω2 = 0⇒ ω2 = 0
X3 · S1 = 0⇒ cos(θ1 − θ2) = c.
Assim, os elementos de S1 invariantes por X1 e X3 definem os conjuntos
I11 = {z| θ1 − θ2 = 0, ω1 = 0, ω2 = 0} e
I13 = {z|θ1 − θ2 = 0, cos(θ1 − θ2) = c, ω1 = 0} = {z| c = 1, ω1 = 0}.
Note-se que o conjunto I13 e´, na realidade, um conjunto vazio. Com efeito, de c = 1 e da




r1 (r1 + r2)
r22 − r1 (r1 + r2)
⇒ r1 = 0 ∨ r1 = −2 r2.
Analise-se, enta˜o, o conjunto I11.
S11 : ω2 = 0. Tem-se
X2 · S11 = 0⇒ cos(θ1 − θ2) = −r1m1 +m2
r2m1







ja´ que m1/m2 = r1/r2. Ou seja, e´ sempre poss´ıvel abandonar S11 usando o campo X2.
Conclui-se, assim, que e´ sempre poss´ıvel sair da regia˜o S1 usando o campo X2.
Analise-se, agora, o conjunto I2.
S2 : θ1 − θ2 = 0 e m1m2 6= r1r2 . Aqui tem-se
ω2 = ω1 r1
r2m1 + r1 (m1 +m2)
r2 (r2m1 − r1m2) . (B.6)
Ale´m disso,
X1 · S2 = 0⇒ ∆(θ)ω1 − ω2 = 0⇒ ω1 − ω2 = 0
⇒ ω1 = 0 ∨ m1
m2
=
r1 (r1 + r2)
r22 − r1 (r1 + r2)
por (B.6)
X3 · S2 = 0⇒ cos(θ1 − θ2) = c.
Os elementos de S2 invariantes por X1 e X3 definem os conjuntos
I21 = {z| θ1 − θ2 = 0, ω1 = 0, ω2 = 0},
I22 = {z| θ1 − θ2 = 0, m1
m2
=
r1 (r1 + r2)
r22 − r1 (r1 + r2)
, ω2 = ω1 r1
r2m1 + r1 (m1 +m2)
r2 (r2m1 − r1m2) } e
I23 = {z|θ1 − θ2 = 0, cos(θ1 − θ2) = c}.
S21 : ω2 = 0. Tem-se
X2 · S21 = 0⇒ cos(θ1 − θ2) = −r1 (m1 +m2)
r2m1
.
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De θ1−θ2 = 0 resulta uma condic¸a˜o imposs´ıvel: m1m2 = − r1r1+r2 < 0. Enta˜o I21 na˜o e´ invariante
por X2.
S22 : ω1 − ω2 = 0. Usando o facto de θ1 − θ2 = 0 vem
X1 · S22 = 0⇒ cos θ1 = 0⇒ θ1 = ±pi2 .
Sejam enta˜o
I221 = {z| θ1 = θ2 = pi2 , ω1 − ω2 = 0} e I222 = {z| θ1 = θ2 = −
pi
2
, ω1 − ω2 = 0}
S221 : θ1 − pi2 = 0. Aqui
X3 · S221 = 0⇒ cos(θ1 − θ2) = r2m1
r1m2
.
Uma vez que θ1 − θ2 = 0 ter-se-ia m1/m2 = r1/r2.
Usando o mesmo racioc´ınio para I222 conclui-se que e´ sempre poss´ıvel abandonar S22.




r1 (r1 + r2)
r22 − r1 (r1 + r2)
.




r1 (r1 + r2)
r22 − r1 (r1 + r2)
. (B.7)
Esta condic¸a˜o representa um (conjunto de) sistema(s) em particular.
Considere-se, agora, o conjunto I3.
S3 : θ1 − θ2 = pi. Nesta regia˜o tem-se
ω2 = −ω1 r1 r2m1 − r1 (m1 +m2)
r2 (r2m1 + r1m2)
. (B.8)
Ale´m disso,
X1 · S3 = 0⇒ ω1 − ω2 = 0
X3 · S3 = 0⇒ cos(θ1 − θ2) = c
e os elementos de S3 invariantes por X1 e X3 definem os conjuntos
I31 = {z| θ1 − θ2 = pi, ω1 − ω2 = 0} e I32 = {z|θ1 − θ2 = pi, cos(θ1 − θ2) = c}.
S31 : ω1 − ω2 = 0. Tem-se
X1 · S32 = 0⇒ cos θ1 = 0⇒ θ1 = ±pi2 .
De θ1 − θ2 = pi vem θ2 = ∓pi2 . Sejam enta˜o
I321 = {z| θ1 = pi2 , θ2 = −
pi
2
, ω1 − ω2 = 0} e I322 = {z| θ1 = −pi2 , θ2 =
pi
2
, ω1 − ω2 = 0}
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S321 : θ1− pi2 = 0. De X3 ·S321 = 0 vem m1/m2 = −r1/r2, que e´ uma condic¸a˜o imposs´ıvel.
Para I322 resulta uma condic¸a˜o igualmente imposs´ıvel, pelo que e´ sempre poss´ıvel aban-
donar I32.




r1 (r1 − r2)
r22 − r1 (r1 − r2)
. (B.9)




k(θ1 − θ2) = 0. Esta condic¸a˜o e´ equivalente a
cos(θ1 − θ2) = xk
sendo xk; k = 1, · · · , 4 as quatro ra´ızes, possivelmente na˜o todas reais, da equac¸a˜o
γ4 x
4 + γ3 x3 + γ2 x2 + γ1 x+ γ0 = 0
com os paraˆmetros γk; k = 0, · · · , 4 definidos em (B.5).
S′4 : cos(θ1 − θ2)− xk = 0. Vem
X1 · S′4 = 0⇒ sin(θ1 − θ2) = 0 ∨ ω1 − ω2 = 0
X3 · S′4 = 0⇒ sin(θ1 − θ2) = 0 ∨ cos(θ1 − θ2) = c
e as novas sub-regio˜es de invariaˆncia sa˜o definidas pelos conjuntos
I41 = {z| cos(θ1 − θ2) = xk, sin(θ1 − θ2) = 0}, I42 = {z| cos(θ1 − θ2) = xk, ω1 − ω2 = 0}
e
I43 = {z| cos(θ1 − θ2) = xk, cos(θ1 − θ2) = c}.
Observe-se que I41 corresponde a ter x2k = 1. Substituindo na equac¸a˜o da qual e´ raiz
obteˆm-se duas condic¸o˜es
γ4 ± γ3 + γ2 ± γ1 + γ0 = 0
S42 : ω1 − ω2 = 0. Para X2 vem
X2 · S42 = 0⇒ cos(θ1 − θ2) = c.







Na˜o e´ necessa´rio considerar o conjunto I43 por ser descrito pela condic¸a˜o cos(θ1− θ2) = c,
sendo enta˜o, a conclusa˜o ana´loga.
O sistema abandona S4 excepto para se verifica as igualdades:
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r1 (r1 ± r2)
r22 − r1 (r1 ± r2)
, cf. (B.7) e (B.9)
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