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Coherently splitting a one-dimensional Bose gas provides an attractive, experimentally estab-
lished platform to investigate many-body quantum dynamics. At short enough times, the dynamics
is dominated by the dephasing of single quasi-particles, and well described by the relaxation to-
wards a generalized Gibbs ensemble corresponding to the free Luttinger theory. At later times on
the other hand, the approach to a thermal Gibbs ensemble is expected for a generic, interacting
quantum system. Here, we go one step beyond the quadratic Luttinger theory and include the lead-
ing phonon-phonon interactions. By applying kinetic theory and non-equilibrium Dyson-Schwinger
equations, we analyze the full relaxation dynamics beyond dephasing and determine the asymptotic
thermalization process in the two-wire system for a symmetric splitting protocol. The major ob-
servables are the different phonon occupation functions and the experimentally accessible coherence
factor, as well as the phase correlations between the two wires. We demonstrate that, depending
on the splitting protocol, the presence of phonon collisions can have significant influence on the
asymptotic evolution of these observables, which makes the corresponding thermalization dynamics
experimentally accessible.
I. INTRODUCTION
In recent years, the field of ultracold atoms has pro-
duced tremendous progress in the experimental realiza-
tion and observation of many-body quantum dynamics
out of equilibrium [1–7]. Experiments have demonstrated
that the purity of cold atom systems in combination
with their large degree of controllability allow one to
precisely probe the fundamental processes in quantum
many-body systems. This is exploited by a growing num-
ber of experiments, which study the relaxation dynamics
of interacting quantum systems in a controlled environ-
ment, thereby fostering a more detailed understanding
of paradigmatic single- and many-body effects, such as
dephasing [1, 8–10] and thermalization [4, 11–15].
One-dimensional quantum systems play a special role
in this context since the dynamics, especially that of colli-
sions, is constrained to a reduced phase space. For many
systems this leads to the emergence of an extensive num-
ber of quasi-conserved charges, i.e. an extensive number
of physical observables which are protected from fast re-
laxation by approximate conservation laws. The viola-
tion of these conservation laws becomes only visible for
large time scales. Consequently, a large number of ex-
periments with one-dimensional quantum gases has been
described very well in terms of integrable models, for
which the conservation laws become exact [2, 7, 16, 17].
One general feature of these integrable models is the ab-
sence of thermalization, expressed by the fact that, due
to the large number of conservation laws, they never re-
lax towards a thermal Gibbs ensemble [2, 7, 13, 16, 18–
23], but keep the information on their initial state for all
times and evolves towards a so-called generalized Gibbs
ensemble (GGE).
Realistic systems, however, are expected to behave
generically, and to asymptotically approach a thermal
state, although very slowly in one dimension [24, 25]. The
aim of this work is to study the full relaxation dynamics
process, including thermalization, for a gas of ultracold
bosons after initialization in an out-of-equilibrium state.
The specific setup consists of an initial, one-dimensional
Bose-Einstein condensate (BEC), which is suddenly split
into two halves along its longitudinal axis, as it is per-
formed experimentally in Vienna [2, 7, 16, 26]. The sys-
tem, now consisting of two initially strongly correlated
condensates, evolves in time and relaxes towards a sta-
tionary state.
On short enough time scales, most of the relaxation
dynamics has been described successfully in terms of the
integrable Luttinger theory. It predicts the light-cone
shaped dephasing of anomalous phonon modes, which
leads to the transient relaxation of the system towards a
GGE [18, 22, 24, 27]. The GGE state is determined by
the initial expectation value of the conserved charges of
the integrable Luttinger theory. This description, how-
ever, neglects the effect of phonon-phonon collisions and
the associated decay of the inter-wire correlations, as well
as the energy redistribution between the modes within
each individual wire. The processes, while very slow on
experimental time scales, lead to the breakdown of the
GGE on larger time scales, and the relaxation of the sys-
tem towards a thermal Gibbs state.
The goal of this paper is to obtain a complete and
quantitative picture of the thermalization dynamics of
one-dimensional Bose gases, including the regime where
non-linear effects are important. In particular, we as-
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2sess the observability of the associated physical effects
in experiments. To this end, we study the time evolu-
tion of the two-wire system after the splitting in terms
of a non-linear Luttinger theory, which incorporates the
leading order phonon scattering mechanisms for a gas
of one-dimensional bosons. We focus on a regime with a
large Luttinger parameter K  1, i.e. weakly interacting
bosons, for which diagrammatic methods are applicable
[25, 28–32]. The BEC is longitudinally trapped in a box
potential of length L, which can be realized experimen-
tally with high accuracy [33] and which allows us to ap-
proach the dynamics within a Luttinger framework with
a physical infrared momentum cutoff kIR = L
−1. All an-
alytical results will be discussed for kIR = 0, while the
numerical simulations are carried out for kIR = L
−1. We
determine the time-evolution of temporally local correla-
tors of the system, as these are the quantities accessible
in current experiments.
Summary of main results. – Our approach is based on
a combination of Dyson-Schwinger and kinetic equations
for the weakly interacting Bose gas. In this way, we are
able to quantitatively capture all stages of the thermal-
ization process, including the hydrodynamic relaxation
enforced by global conservation laws on asymptotically
large times [25].
At short times, dephasing of non-interacting phonon
modes leads to a fast relaxation towards a generalized
Gibbs ensemble. The physics can be understood on the
single phonon level, i.e. technically in the framework of
the quadratic Luttinger theory. For intermediate and
large times t > tcoll, set by the typical phonon collision
time tcoll, interactions become important and relaxation
dynamics enters the realm of many-body physics. Colli-
sions lead to energy redistribution between the phonons
and to local equilibration, while on the other hand con-
servation laws do not yet play a dominant role. On the
asymptotic timescales, however, conservation laws con-
strain the effects of many collisions and the dynamics
enters a many-body hydrodynamic regime. This leads to
algebraically slow relaxation of observables [25].
In addition to a quantitative description of the differ-
ent dynamical regimes, we obtain as well a time resolved
estimate for the crossover scale x
(c)
t ∼ t2/3 between the
single-particle and the many-particle regime. It grows in
time with the typical Andreev exponent 1/α = 2/3 [29–
32], confirming the picture that thermalization proceeds
from high to low momentum modes, with crossover mo-
mentum q(c) ∼ 1/x(c). Collisions also lead to a stronger
decay of coherence, which modifies the decay of the rel-
ative phase correlation function logCr ∼ −t4/3 to faster
than linear in time on large distances.
Our formulation allows us to address direct experi-
mental observables, such as the relative phase correlation
function and the coherence factor. We find that a careful
choice of observables is necessary to quantitatively cer-
tify thermalization in the experiment. In more detail, our
results indicate that for the standard splitting procedure
both the relative phase correlation function as well as the
coherence factor are only weakly modified by phonon col-
lisions beyond the quadratic Luttinger model. Thermal-
ization, while definitely present, is therefore hard to ob-
serve in common observables. This is caused by the form
of the initial phonon distribution function, which follows
a thermal Rayleigh-Jeans divergence np,t ∼ Tr/|p|, with
typical temperature Tr, at low momenta. While this tem-
perature increases through the thermalization process to-
wards an absolute temperature Ta, the form of the distri-
bution remains untouched and thus no qualitative change
in observables can be measured.
In order to overcome the difficulty in resolving thermal-
ization, we propose to initialize the condensate in a modi-
fied far-from equilibrium state, for which the phonon den-
sities are different from a thermal distribution. Inspired
by the recent realization of one such non-thermal state
[16], we investigate initial states for which the phonon
distribution oscillates on momentum scales ξ−1. These
oscillations remain preserved under dephasing but are
washed out by the redistribution of energy in the ther-
malization process, leading to a strongly increased signal
of thermalization at distances x = 2ξ, which could be
detected in experiments and which would lead to a clear
observation of tcoll.
This paper is organized as follows. We start by intro-
ducing the interacting Luttinger model and discussing
the relevant physical observables in Sec. II. In Sec. III,
we derive the kinetic equation approach for the corre-
lated two-wire system. This section can be skipped by
a reader more interested in the physics results. The for-
malism is then applied in Sec. IV to study the relaxation
dynamics of an initial state which has nearly thermal
form, corresponding to Refs. [2, 7]. A discussion of the
various stages of the relaxation process is provided in
subsection IV B. In Sec. V, a class of initial states is con-
sidered, which differ more strongly from a thermal state,
and a representative of which has been implemented in
recent experiments [16]. We conclude in Sec. VI.
II. MODEL
The present work analyzes the longitudinal splitting
of a one-dimensional Bose-Einstein condensate at time
t = 0, and the subsequent time evolution of the two re-
sulting, identical and initially correlated BECs [2, 7, 26].
Each individual wire represents a one-dimensional gas of
interacting bosons, whose long wavelength dynamics will
be described in the following in terms of an interacting
Luttinger liquid theory. For a sufficiently strong sepa-
ration of the two wires, all inter-wire couplings in the
Hamiltonian vanish and the only correlations between
the two gases result from the correlations in the initial
state for t < 0.
3A. Hamiltonian
Labeling the two subsystems with bosonic creation and
annihilation operators b†α,x, bα,x, α ∈ {1, 2}, where bα,x
annihilates a boson at coordinate x in wire α, the Hamil-
tonian of the joint system for times t > 0 is
H = H1,IB ⊗ 12 + 11 ⊗H2,IB. (2.1)
Here, Hα,IB describes a generic system of short-range in-
teracting bosons with mass m,
Hα,IB =
∫
x
b†α,x
[
V (x)− ~
2
2m
∇2
]
bα,x
+
∫
x,x′
b†α,xbα,xu(x− x′)b†α,x′bα,x′ , (2.2)
with a two-body interaction potential u, which is short
ranged in space and an external potential V , which we
consider flat enough to justify a local density approxima-
tion (LDA).
The creation and annihilation operators are conve-
niently expressed in terms of conjugate phase and ampli-
tude fields, bα,x =
√
ρα,xe
iθα,x , with ρα,x = ρ0− 1pi∇φα,x,
where ρ0 is the average particle density in both wires
[34, 35]. Phase and amplitude are conjugate variables
[φα,x,∇θβ,x′ ] = −iδ(x− x′)δα,β . (2.3)
In phase-amplitude representation, the leading order
terms of the Hamiltonian (2.2) correspond to an inter-
acting Luttinger liquid (ILL) [28–30] and reads
Hα,ILL =
~
2pi
∫
x
[
νK (∂xθα,x)
2
+ νK (∂xφα,x)
2
+κ (∂xφα,x) (∂xθα,x)
2 ]
. (2.4)
The first line of this equation is quadratic in the
fields and represents the non-interacting Luttinger liq-
uid, which describes non-interacting elementary excita-
tions, i.e. phonons, propagating with sound velocity
ν =
√
ρ0u(0)
m and Luttinger parameter K =
pi~
2
√
ρ0
u(0)m .
This quadratic part is integrable and governs the tran-
sient dynamics after the splitting. It leads to the evo-
lution of the system towards a quasi-stationary state, a
so-called generalized ensemble (GGE) [18, 22, 24, 27].
The second line of Eq. (2.4) instead is a non-linear
coupling, which represents the leading order deviation
from an integrable model and makes the ILL generic, i.e.
it enables true thermalization on large and asymptotic
time scales [28–30]. The vertex κ describes the deviation
from a perfectly linear dispersion and can be estimated
to be κ = ~/m, where m is the mass of an atom. The
major contribution of this work is to include the effect
of non-zero κ, and to study the asymptotic thermaliza-
tion after two different, experimentally relevant splitting
procedures. This extends the understanding of the relax-
ation dynamics after the splitting to time scales beyond
prethermalization.
The Hamiltonian of the entire system after the split-
ting is again the sum of the two individual wires
H = H1,ILL ⊗ 12 + 11 ⊗H2,ILL. (2.5)
Since the considered splitting protocol is symmetric with
respect to the wires, both will be identical in geometry
and average particle density after the splitting. Thus,
they are described by the same set of Luttinger parame-
ters {ν,K, κ}.
In order to diagonalize the quadratic part of the
Hamiltonian Hα,ILL, one applies the canonical Bogoli-
ubov transformation [34, 35] to the phonon operators
a†α,x, aα,x,
θα,x = Θα + i
∫ ′
p
√
pi
2K|p|e
−ipx− |p|Λ (a†α,p − aα,−p), (2.6)
φα,x = Φα − i
∫ ′
p
√
piK
2|p| sign(p)e
−ipx− |p|Λ (a†α,p + aα,−p),
(2.7)
where Λ =
√
4mu(0)ρ0/~ is the short-distance cutoff,
aα,p =
∫
x
eipxaα,x and the integral
∫ ′
p
runs over all mo-
menta except p = 0. The global, zero momentum modes
Θα,Φα contribute only to the global dephasing of the
wires [33], which is not considered here, and are there-
fore neglected in the following.
In this basis, the quadratic part of the Hamiltonian
(first line of Eq. (2.4)) is diagonal and describes phonons
with a linear dispersion p = ν|p|. The non-linear part of
the Hamiltonian describes cubic phonon scattering pro-
cesses. It can be decomposed into a resonant part, which
conserves the phonon energies, and an off-resonant part,
which does not conserve the phonon energy during a sin-
gle scattering process. The latter processes induce only
virtual transitions between the many-body states and
represent irrelevant contributions for the forward time
evolution, in contrast to the resonant ones [36]. The com-
mon procedure is thus to neglect the off-resonant scatter-
ing processes in a rotating wave approximation for the
kinetics at large times, and only consider resonant pro-
cesses. In the resonant approximation, the Hamiltonian
is
Hα,ILL =
∫
p
ν|p|a†α,paα,p
+ v
∫ ′′
p,q
√
|pq(q + p)|
(
a†α,p+qaα,paα,q + H.c.
)
,
(2.8)
with v = κ
√
9pi
2K . The integral
∫ ′′
q,p
only considers reso-
nant processes, i.e. those processes with |p+q| = |p|+ |q|
(for more details on the resonant approximation, see
[28, 29, 36]). From now on, we set ~ = 1 within the
analytic expressions.
The Hamiltonian, Eqs. (2.5) and (2.8), describes the
time evolution of the two wires after they have been split
4initially at t = 0. Each wire thereby represents an inde-
pendent, interacting Luttinger liquid and the Hamilto-
nian generates no additional inter-wire correlations. The
latter are, however, generated by the splitting procedure
itself and the analysis of the inter-wire and intra-wire
correlations’ time evolution under (2.5) is the purpose of
this article.
B. Phonon correlation functions
In the following sections, the dynamics of the two
wires is analyzed in terms of the single-particle phonon
Green’s functions, which in turn determine a set of
relevant physical observables. These are for instance
the so-called phase correlation function C(x, t) =
〈ei(θ1,x,t−θ2,x,t)e−i(θ1,0,t−θ2,0,t)〉 between the two wires and
the coherence factor Ψc(t), which we will introduce in
this section. The basic notation and relations for the
non-equilibrium Green’s functions will be discussed be-
low.
In the Heisenberg picture, with operators aα,p,t =
eiHtaα,pe
−iHt, the retarded Nambu response function is
defined as
iGRα,β,p,t,t′=Θ(t− t′)
(
〈[aα,p,t, a†β,p,t′ ]〉 〈[aα,p,t, aβ,−p,t′ ]〉
〈[a†α,−p,t, a†β,p,t′ ]〉 〈[a†α,p,t, aβ,p,t′ ]〉
)
,
(2.9)
while the Nambu correlation function (or Keldysh
Green’s function) is defined as
iGKα,β,p,t,t′ =
(
〈{aα,p,t, a†β,p,t′}〉 〈{aα,p,t, aβ,p,t′}〉
〈{a†α,p,t, a†β,p,t′}〉 〈{a†α,p,t, aβ,p,t′}〉
)
.
(2.10)
Here, [·, ·] labels the commutator and {·, ·} the anti-
commutator.
The retarded Green’s function can immediately be sim-
plified by noticing, that the Hamiltonian (2.5) does not
introduce any inter-wire coupling and therefore states
with α 6= β in Eq. (2.9) commute at all times. Further-
more, within a single wire, Hα,ILL in (2.8) does not cou-
ple states with opposite momenta aα,q,t, aα,−q,t′ . Conse-
quently, the off-diagonal elements of GR vanish exactly
for all times t, t′. The advanced Green’s function is the
hermitian conjugate of the retarded Green’s function,
GA =
(
GR
)†
.
A special emphasis will be put on the equal time
Green’s functions, relevant for current experiments,
which determine the time evolution of static, i.e. fre-
quency independent observables. For the retarded and
advanced Green’s functions, one finds(
GRα,β,q,t,t −GAα,β,q,t,t
)
= −iδα,βσz, (2.11)(
GRα,β,q,t,t +G
A
α,β,q,t,t
)
= 0 (2.12)
for all times, while
iGKα,β,p,t,t =
(
2nα,β,p,t + δα,β 2mα,β,p,te
2iν|p|t
2mα,β,p,te
−2iν|p|t 2nβ,α,p,t + δα,β
)
.
(2.13)
It describes the time evolution of intra- (α = β) and inter-
wire (α 6= β) phonon densities, both diagonal nα,β,p,t =
〈a†α,p,taβ,p,t〉 and off-diagonal mα,β,p,t = |〈aα,p,taβ,p,t〉|.
Here we made the time-dependent complex phase of the
off-diagonal modes explicit such that mα,p,t is real and
positive for all times.
Both wires are exactly identical and therefore the sys-
tem is symmetric under the exchange of the wire index,
this yields
G
R/A/K
11,p,t,t′ = G
R/A/K
22,p,t,t′ and G
R/A/K
12,p,t,t′ = G
R/A/K
21,p,t,t′ . (2.14)
The same holds for the phonon densities in the wire basis
n11,p,t = 〈a†1,p,ta1,p,t〉 = 〈a†2,p,ta2,p,t〉 = n22,p,t,
(2.15)
n12,p,t = 〈a†1,p,ta2,p,t〉 = 〈a†2,p,ta1,p,t〉 = n21,p,t,
(2.16)
m12,p,t = |〈a1,p,ta2,p,t〉| = |〈a2,p,ta1,p,t〉| = m21,p,t.
(2.17)
C. Relative and absolute mode and experimental
observables
Due to the symmetry of the system under exchange
of the wires, i.e. 1 ↔ 2, the Green’s functions in the
wire basis G
R/A/K
α,β show some redundancy. It can be
removed by switching from the basis of individual wires
to a basis of relative and absolute degrees of freedom
for the two wires. These latter degrees of freedom give
a more compact description and are directly related to
the relevant experimental observables such as the relative
phase correlation function and the coherence factor of the
bosons.
The relative (ar,p,t) and absolute (aa,p,t) degrees of
freedom are introduced by the unitary transformation of
the Heisenberg operators(
aa,p,t
ar,p,t
)
=
1√
2
(
1 1
1 −1
)(
a1,p,t
a2,p,t
)
. (2.18)
Using Eq. (2.14), one can directly see that correlations
between the absolute and relative modes vanish, and
that only two independent Nambu Green’s functions are
required, namely the absolute and the relative Green’s
functions
Gλa,p,t,t′ = G
λ
11,p,t,t′ +G
λ
12,p,t,t′ , (2.19)
Gλr,p,t,t′ = G
λ
11,p,t,t′ −Gλ12,p,t,t′ , (2.20)
5with λ = R,A,K. We note that this does not require
any specific form of the interactions but only the fact
that the Hamiltonian as well as the initial conditions are
invariant under exchange of the wire indexes.
The dynamics of Gλr/a,p,t,t′ is uniquely determined by
Gλ11,p,t,t′ and G
λ
12,p,t,t′ . It is equivalent to work in the
relative and absolute basis or in the basis of individual
wires. The Hamiltonian, however, and the correspond-
ing time evolution takes a simpler form in the individual
wire basis. On the other hand, experimental signatures
and the initial state of the system are determined in the
relative-absolute basis. In the following, the most conve-
nient of both representations is used, depending on the
individual computation.
The major experimental observable for the present sys-
tem is the relative phase between the two wires, from
which the relative coherence between the wires is ex-
tracted. This observable can be measured with high
precision in matter-wave interferometry measurements
[9, 31, 37]. This is done by releasing the two conden-
sates from the wires, and an letting them expand freely
in space. When the two condensates start to overlap,
they form a characteristic interference pattern. The inte-
grated interference pattern is described by the coherence
factor of the two condensates
Ψc(t) = L
−1
∫
x
〈b†1,x,tb2,x,t〉 =
ρ0
L
∫
x
〈ei(θr,x,t)〉 = ρ0e−g(t),
(2.21)
where the integral runs over the entire length L of the
wire and θr,x,t = θ1,x,t − θ2,x,t is the relative phase of
the two condensates. The subleading effect of density
fluctuations has been neglected in the definition of Ψc(t).
According to the linked cluster theorem, the coherence
factor up to fourth order vertex corrections [25, 38] is
g(t) =
∫
p
pie−
|p|
Λ
8K|p| Tr
[
iGKr,p,t(1+ σ
x)
]
(2.22)
=
∫
p
pie−
|p|
Λ
8K|p| (2nr,p,t + 1− 2 cos(2ν|p|t)mr,p,t) .
It is fully determined by the time evolution of the relative
phonon densities nr,p,t,mr,p,t. For the present analysis,
we approximate the system as being spatially homoge-
nous. This approximation applies very well for current
experiments, which are governed by the dynamics in the
longitudinal center of the wires [2, 7, 26].
A further tool to get experimental access to the cor-
relations between the two wires is to measure the rela-
tive phase between the two wires for different positions in
space. The observed interference pattern of this measure-
ment is proportional to the phase correlation function
C(x, t) = e−
1
2 ∆θr,x,t , (2.23)
where x = x1 − x2 and ∆θr,x,t = 〈[θr,x,t − θr,0,t]2〉. The
relative phase fluctuation ∆θr,x,t is determined along the
lines of Eq. (2.21),
∆θr,x,t =
∫
p
[pie− |p|Λ
4Kp
(1− cos(px))
(2nr,p,t + 1− 2 cos(2ν|p|t)mr,p,t)
]
.
(2.24)
It reveals the time-dependent spatial spread (or decay)
of correlations and has served as the major experimental
observable to monitor the time-dependent relaxation of
the two-wire system. In order to shorten notation in the
following, we will refer to ∆θr,x,t simply as the relative
phase.
In order to make theoretical predictions on the dynam-
ics of the phase correlation function and the coherence
factor of the system after the split, we thus need to deter-
mine the time evolution of the relative phonon densities
nr,p,t,mr,p,t. In the major body of previous works, this
has been performed in terms of the quadratic Luttinger
theory, which neglects collisions between phonons, as de-
scribed by the cubic part of Eq. (2.8). This is well justi-
fied for short and intermediate times, which are smaller
that the typical, inverse collision rate, and describes the
so-called prethermalization dynamics. The present work
goes beyond the former, non-interacting approaches and
takes into account the effect of phonon-phonon scatter-
ing, which leads to an energy redistribution between the
phonon modes and enables thermalization on large time
scales. The time-evolution of the phonon densities is de-
termined via a kinetic equation approach, which is set up
in the following section.
III. KINETIC EQUATION FOR THE PHONON
DENSITIES
The time evolution of the phonon densities in the
present system is determined by a modified version of the
common kinetic equation approach [29, 36]. It has been
established in previous works in order to deal with the
resonant phonon interactions, for which perturbative ap-
proaches display fatal on-shell divergencies. The kinetic
equation approach here is based on Dyson-Schwinger
equations [39, 40], resulting in regular expressions for
the time evolution of the phonon densities. The Dyson-
Schwinger equations will be truncated at the level of the
cubic vertex (to be precise, including the cubic vertex
correction) and solved self-consistently. This approach
has been outlined in detail in [28, 29] and will be briefly
discussed below, including the extension to the bosonic
two-wire system.
The kinetic equation is expressed in temporal Wigner
coordinates, which describe the time evolution of any
two-time function, depending on time variables t1, t2, as
a function of the average forward time t = t1+t22 and
the relative time δt = t1 − t2. Fourier transforming
the relative time coordinate introduces the frequency ω,
6i.e. Gt,ω =
∫
δt
eiωδtGt,δt for an arbitrary Green’s func-
tion. Frequency integration thus produces equal-time
functions in Wigner representation. The Dyson equation
[38] in the individual wire basis and in Wigner coordi-
nates reads
G−1αβ,p,ω,t =
(
0 PAαβ,p,ω,t − ΣAαβ,p,ω,t
PRαβ,p,ω,t − ΣRαβ,p,ω,t −ΣKαβ,p,ω,t
)
,
(3.1)
with the self-energies ΣR,A,Kαβ,p,ω,t, and the bare prop-
agators of the non-interacting system PR,Aαβ,p,ω,t =
(σz(ω ± iη)− ν|p|1) δα,β . The retarded and advanced
Green’s functions are modified in the presence of interac-
tions due to non-zero self-energies ΣR,Aαβ,p,ω,t. As pointed
out above, however, the Hamiltonian neither mixes dif-
ferent wires α 6= β nor opposite momenta p,−p and thus
the retarded and advanced self-energies are diagonal in
the wire index and in Nambu space.
Considering a spectral function that has support only
in the close vicinity of the dispersion, the relevant self-
energy contributions for the kinetic equation are the ones,
which are on-shell, i.e. which fulfill ω = ν|p| [36]. Here,
these contributions are purely imaginary and the on-shell
self-energy can be parametrized as [29] (see also appendix
A: Eq. (A10) with ΦRαβ,p,ω,t = 0)
ΣRαβ,p,ω=ν|p|,t = −iδαβ
(
σRp,t 0
0 σAp,t
)
. (3.2)
Here, σR,Ap,t are positive functions of momentum p and
forward time t. For σR,Ap,t  ν|p|, the self-energy is inter-
preted as the inverse lifetime τ−1p,t = σ
R
p,t of the phonon
modes, which remain well defined quasi-particles in this
case.
The on-shell Keldysh self-energy is, by definition,
anti-hermitian and, due to the symmetry of the sys-
tem with respect to exchange of the wires, conveniently
parametrized as
ΣKαβ,p,ω=ν|p|,t = −i2
(
σKαβ,p,t Φ
K
αβ,p,t
ΦKαβ,p,t σ
K
αβ,p,t
)
. (3.3)
In contrast to the retarded self-energy, both the off-
diagonal elements of the Keldysh self-energy in Nambu
space, as well as in the wire index, are generally non-
vanishing. This is a consequence of the initial splitting
protocol, which generates correlations between the wires
but also occupies anomalous phonon modes. We have,
however, again factored out the complex phase of the
off-diagonal modes, as in Eq. (2.13). As a consequence,
ΦK is purely real for all times.
The kinetic equation for the phonon occupations is de-
termined by parametrizing the anti-hermitian Keldysh
Green’s function in terms of the retarded, advanced
Green’s functions and the hermitian occupation function
F , i.e.
GKp,ω,t =
(
GR ◦ ΣzF − FΣz ◦GA
)
p,ω,t
, (3.4)
where ◦ denotes the convolution with respect to times
and frequencies and matrix multiplication with respect
to momentum, Nambu and wire index. The matrix Σz =
σz⊗1 ensures the symplectic structure of bosonic Nambu
space. Inserting Eq. (3.4) into (3.1), one finds(
PR ◦ ΣzF − FΣz ◦ PA
)
p,ω,t
= Icollp,ω,t, (3.5)
with the collision integral
Icollp,ω,t = Σ
K
p,ω,t −
(
ΣR ◦ ΣzF − FΣz ◦ ΣA
)
p,ω,t
. (3.6)
In order to bring Eqs. (3.5) and (3.6) into a convenient
form, several steps have to be performed, which are out-
lined in appendix A. First, the Green’s functions and the
occupation function have to be expressed in the Dirac in-
teraction picture. This guarantees that the l.h.s. of (3.5)
becomes proportional to the temporal derivative of F .
Second, one has to apply the Wigner approximation to
the second term of the collision integral (3.6). The latter
approximates convolution with respect to frequency and
time in Wigner representation by the product
Icollp,ω,t ≈ ΣKp,ω,t − (ΣRp,ω,tΣzFp,ω,t − Fp,ω,tΣzΣAp,ω,t).
(3.7)
As detailed in the appendix and Refs. [25, 28, 29], this is
justified as long as the condition
|∂tFαβ,q,ω,t||∂ωΣRαβ,q,ω,t|
|Fαβ,q,ω,t||ΣRαβ,q,ω,t|
 1 (3.8)
is fulfilled. Physically, Eq. (3.8) requires that the charac-
teristic timescale of the global system’s time evolution is
much larger than the characteristic time scale of a single
scattering event. This is justified for splitting protocols,
at sufficiently low energies, for which (see Ref. [29])
v  ν2, (3.9)
where  is the average energy per momentum mode in
the system.
Multiplying both sides of the kinetic equation (3.5)
with the system’s spectral functions
Ap,ω,t = i
2pi
(GRp,ω,t −GAp,ω,t), (3.10)
projects the kinetic equation onto the region where Ap,ω,t
has non-zero support, i.e. onto the physical quasi-particle
states. For a given momentum and energy p, p the
width of the spectral function can be estimated to be
∼ σRp  p in the relevant regime of low momenta and
small energy density [29, 32]. The corresponding crite-
rion in the present setting is identical to the criterion for
Luttinger theory to be applicable, i.e. to have a suffi-
ciently low excitation energy density nq < Λ/q (cf. [28]).
The kinetic equation is thus projected on-shell and one
7can make use of Eqs. (3.2) and (3.3) to simplify the col-
lision integral Icoll. On the other hand (for α, β = 1, 2)
(2.15),∫
ω
(AΣzFΣz)αβ,p,ω,t ≈
(
2nαβ,p,t + δα,β −2mαβ,p,t
−2mαβ,p,t 2nαβ,p,t + δα,β
)
,
(3.11)
which finally leads to
∂tn11,p,t = σ
K
11,p,t − σRp,t(2n11,p,t + 1), (3.12)
∂tn12,p,t = σ
K
12,p,t − 2σRp,tn12,p,t, (3.13)
∂tm11,p,t = Φ
K
11,p,t − 2σRp,tm11,p,t. (3.14)
The anomalous densities m12,p,t never deviate from zero
and their time evolution is not considered here.
The self-energies are evaluated in self-consistent Born
approximation, see appendix B. An additional rescaling
of time t˜ = vt and the retarded self-energy σ˜Rp,t = v
−1σR
p,t˜
removes the explicit dependence of σ˜R
p,t˜
and np,t˜,mp,t˜ on
the non-linearity v completely. This yields the equations
of motion for the phonon densities
∂t˜n11,p =
∫
0<q<p
γ−p,q[n11,p−qn11,q − n11,p(n11,p−q + n11,q + 1)] + 2
∫
0<q
γ+p,q[n11,p+q(1 + n11,q + n11,p)− n11,qn11,p],
(3.15)
∂t˜n12,p =
∫
0<q<p
γ−p,q[n12,p−qn12,q − n12,p(n11,p−q + n11,q + 1)] + 2
∫
0<q
γ+p,q[(n11,p+q − n11,q)n12,p − n12,p+qn12,q],
(3.16)
∂t˜m11,p =
∫
0<q<p
γ−p,q[m11,p−qm11,q −m11,p(n11,p−q + n11,q + 1)] + 2
∫
0<q
γ+p,q[(n11,p+q − n11,q)m11,p −m11,p+qm11,q],
(3.17)
with the effective scattering vertex
γ±p,q =
qp(p± q)
σ˜Rp + σ˜
R
q + σ˜
R
p±q
. (3.18)
At each time step, the retarded self-energy has to be
determined self-consistently. It is determined by the
equation (see appendix B)
σ˜Rp = 2
∫
q
[(∂t˜ n11,q
σ˜Rq
+ (2n11,q + 1)
)
(
qp(p− q)
σ˜Rq + σ˜
R
p−q
+
qp(p+ q)
σ˜Rq + σ˜
R
p+q
)]
. (3.19)
The system of equations (3.15)-(3.19) is solved iteratively
according to the scheme shown in Fig. 1. The initial
state at t˜ = 0 is determined by the individual splitting
procedure. At each time step t˜, one has to compute the
self-energy σ˜R
p,t˜
which then enables the next infinitesimal
time step t˜+δ via the equations of motion. The procedure
is repeated until the steady state has been reached.
To obtain the closed set of Eqs. (3.15)-(3.19), the
Dyson-Schwinger equations for the interacting Luttinger
liquid have been truncated at the quadratic order, i.e. we
neglect any vertex correction to Eq. (3.18) from higher
order loops. In principle it is possible to include these cor-
rections within the present formalism as was discussed in
Ref. [29]. This work shows, however, that higher order
vertex corrections are generally very small, which is in
agreement with numerical test simulations of the vertex
correction for the present setup, and can thus be safely
neglected. At this order, the Dyson-Schwinger equations
are identical to the self-consistent Born approximation.
IV. SPLITTING TO A NEARLY THERMAL
STATE
The splitting experiments in the Vienna group have
been performed via two different splitting protocols. In
this section, we will investigate a set of splitting exper-
iments, in which the bosonic wires were split in such
a way that the resulting state of the system remained
close to a thermal state. We demonstrate that, as a con-
sequence, the prethermalized state and the asymptotic
thermal state are hard to distinguish and the asymptotic
thermalization dynamics is difficult to track experimen-
tally. We will discuss the different stages of thermaliza-
tion for this splitting procedure and numerically inves-
tigate the behavior of observables in the corresponding
stages. This serves as a preparation for the discussion of
the second set of splitting procedures in the subsequent
section.
A. Initial state
The initial state in the two wires is prepared by coher-
ently splitting a phase-fluctuating one-dimensional quasi-
8condensate in the longitudinal direction. The splitting is
performed on a fast time scale such that the longitudi-
nal phase profiles in the newly generated quantum wires
are nearly identical θ1(x) ≈ θ2(x) [2, 7, 26], while the
uncertainty in the local density is maximal.
We label the phase and density θα, ρα of the two wires
with α = 1, 2 and introduce the relative θr = θ1− θ2 and
absolute phase θa =
θ1+θ2
2 and analogously relative and
absolute density ρr, ρa. The absolute phase and density
remain unchanged by a sudden splitting and correspond
to the initial quasi-condensate. The relative phase and
density instead are generated only by the splitting. Their
initial variance can be expressed via the initial average
density in the wires ρ0 and per unit volume reads as
[2, 7, 26]
〈ρr(x)ρr(x)〉 ≈ ρ0
2
, (4.1)
〈θr(x)θr(x)〉 ≈ 1
2ρ0
. (4.2)
The quasiparticle densities in the relative mode can
be determined from Eqs. (4.1)-(4.2) in combination with
Eqs. (2.6)-(2.7),
nr,p = 〈a†r(p)ar(p)〉 =
Tr
ν|p| + χr|p| −
1
2
, (4.3)
mr,p = 〈ar(p)ar(−p)〉 = Tr
ν|p| − χr|p|. (4.4)
At low momenta |p| <
√
Tr
νχr
the normal density adopts
thermal behavior nr,p ∼ |p|−1 with an effective rela-
tive temperature Tr =
ρ0pi
4
ν
K , which depends on the
state before the splitting via ρ0, and on the Hamilto-
nian via the Luttinger parameters. For intermediate mo-
menta
√
Tr
νχr
< |p| < Λ, on the other hand, it increases
linearly in momentum with a splitting dependent slope
χr =
1
4piρ0
K. On the largest momenta |p| > Λ the quasi-
particle density is suppressed exponentially. Analogous
behavior is found for the anomalous density mr,p, which
must, however, be zero for a thermal ensemble. This
should be contrasted with the thermal occupation of the
absolute quasiparticle mode [2, 7, 26]
na,p = 〈a†r(p)ar(p)〉 =
cosh(ν|p|/Ta)− 1
2
≈ Ta
ν|p| , (4.5)
ma,p = 〈aa(p)aa(−p)〉 = 0, (4.6)
which is described by the initial temperature Ta of the
quasi-condensate before the splitting.
The low momentum effective temperature of the rela-
tive mode Tr ∼ ρ0/K can be initialized at rather small
values, depending on the ratio of the initial density and
the Luttinger parameter. On the other hand, decreasing
Tr increases the slope χr ∼ K/ρ0 and shifts the split-
ting energy from lower to larger momenta. The larger
χr, the more nr,p deviates from a thermal distribution
Figure 1. Schematic illustration of the numerical routine
for solving the kinetic equations. For a given occupa-
tion nq,t,mq,t, the self-energies are computed within self-
consistent Born approximation. Inserting the self-energies
into the collision integral determines the evolution of nq,t,mq,t
via the kinetic equation. Numerical integration yields the oc-
cupations at the next time step t→ t+ δt.
Experimental parameters Luttinger liquid parameters
mRb = 87u K = 25.4
ρ0 = 30 · 106m−1 ν = 1.3 · 10−3 ms
Ta = 30 nK v = 5.4 · 10−10 m2s
u(0) ≈ 8.8 · 10−39Jm Tr = 21.5 nK
Λ = 2.5 · 106m−1
Table I. Left column: Microscopic parameters, which are used
throughout this work in order to perform the numerical sim-
ulations. They represent a set of experimentally realizable
conditions and can be found e.g. in Refs. [2, 3, 26, 41, 42].
mRb is the mass of a Rb
87 atom, which are used in the ex-
periment and u = 1.66 · 10−27kg is the atomic mass unit. For
typical experiments, the relative and absolute temperature
vary between 10nK ≤ Ta ≤ 100nK and 5nK ≤ Tr ≤ 25nK.
Right column: Luttinger liquid parameters inferred from the
microscopic parameters.
and the larger will be the impact of energy redistribut-
ing collisions at large times. In previous experiments, the
linear increase of the occupation has not been detected
in any of the observables, indicating that the crossover
momentum
√
Tr
χrν
is large, i.e. of the order of the ultra-
violet cutoff and thus χr is small. While this still implies
an energy transfer from the high momentum to the low
momentum regime on times of the order of the collision
time, our results show that the initial, thermal form of
the low momentum distribution makes such transfer hard
to detect. This is discussed in detail in Secs. IV B and
IV B 2. An illustration of the relative and absolute den-
sities is shown in Figs. 4 and 5 for two different sets of
splitting parameters.
As pointed out in the previous section, the kinetics of
the quasiparticles is most conveniently expressed in the
basis of individual wires. Inserting the definition of the
relative and absolute mode ar,a =
1√
2
(a1 ∓ a2) into the
9densities one finds immediately
nr,p =n11,p − n12,p, (4.7)
mr,p =m11,p, (4.8)
na,p =n11,p + n12,p, (4.9)
where we used the symmetry n22,p = n11,p and n12,p =
n21,p between the two subsystems andma,p = 0⇔ m11 =
−m12. The initial values can be read off directly from
Eqs. (4.3)-(4.6).
B. Prethermalization and Thermalization: Time
regimes in the double-wire dynamics
The splitting procedure initializes the two-wire system
in a non-thermal, out-of-equilibrium state, which will
start to relax immediately after the splitting. This re-
laxation process undergoes the typical, stepwise process
towards equilibration, which we will discuss in the follow-
ing. We start with a qualitative discussion of the different
relaxation processes based on the Hamiltonian (2.8) and
the initial state properties, expressed via n11, n12,m11.
This scenario is then confirmed quantitatively by simula-
tions of the kinetic equations (3.15)-(3.17) and discussed
on the basis of experimentally relevant observables. The
relaxation of a generic, weakly interacting quantum sys-
tem is expected to happen in a sequence of steps connect-
ing the initial non-equilibrium state with the asymptotic
state of the system [24, 25, 43]. We will review this typ-
ical scenario briefly, adapted to the present system.
Straight after the initialization of the out-of-
equilibrium state, the time evolution of the system is
dominated by the fastest process captured by the Hamil-
tonian (2.8) with v = 0, which is the formation of well-
defined, weakly interacting quasiparticles. Typical for
this first process is the dephasing of anomalous correla-
tions
〈aα,paβ,−p〉t ≈ ei2ν|p|t〈aα,paβ,−p〉t=0, (4.10)
caused by the quadratic part of the Hamiltonian. The
spatio-temporal regime, which is influenced by the de-
phasing is spanned by a pair of counter propagating
quasiparticles, leading to a light cone whose shape is set
by the phonon velocity. Outside this light cone, corre-
lations are still determined by the initial state at t = 0.
We term this regime ”initial state regime”. Inside the
light cone quasiparticles have formed and observables are
dominated by the time-dependent quasiparticle densities
n11,p,t, n12,p,t, whereas the off-diagonal part m11,p,t, due
to the dephasing, is effectively zero.
As long as both wires are described by the same mi-
croscopic parameters, the densities n11,p,t, n12,p,t are con-
stants of motion of the quadratic Luttinger Hamiltonian.
Their time evolution is solely set by energy redistribut-
ing collisions as described in the nonlinear part of HILL.
Since the quasiparticle interactions are weak and dis-
play subleading scaling behavior in momentum space, the
typical time scale for long wavelength collisions is much
larger than for the dephasing, i.e. for a momentum mode
q, tcoll = (v|q| 32 (Tr/ν) 12 )−1  (ν|q|)−1 = tdeph [25, 28].
Consequently, there exists an extended spatio-temporal
regime for which dephasing has lead to the formation of
quasiparticles, which have, however, not experienced a
substantial number of collisions. In this regime, the den-
sities n11,p,t, n12,p,t are pinned to their initial values and
are not yet evolving in time. The corresponding state is
commonly termed prethermal.
For times t > tcoll, typically only few collisions (∼ 3)
are necessary to redistribute energy and establish a lo-
cal thermal equilibrium. By local, we refer to a local
region in momentum space p ∈ [q − δ, q + δ], which
is very well described by thermal quasiparticle densities
n12,p,t = 0, n11,p,t = nB(ν|p|/Tloc) and a joint, local ef-
fective temperature Tloc. This effective thermalization
time scale is of the order of few collision time scales
ttherm = O(tcoll) and therefore, together with Tloc, mo-
mentum dependent.
On asymptotic time scales, the locally thermalized re-
gions have to adjust their temperature and relax towards
the global thermal equilibrium. At this stage of the re-
laxation, conserved quantities like energy and momentum
have to be transferred over large distances in momentum
space. This transport involves many subsequent colli-
sions and belongs to the regime of hydrodynamics, which
is governed by the global conservation laws of the sys-
tem. This regime makes a clear distinction between the
inter-wire coherences n12,p,t, which are not part of any
conservation law and thus decay exponentially towards
their thermal value, and the intra-wire density n11,p,t,
whose evolution is constrained by total energy and mo-
mentum conservation. As a consequence, n11,p,t will re-
lax algebraically slowly towards its thermal value in this
asymptotic regime.
In the following, the time evolution of the densities
n11,p,t, n12,p,t,m11,p,t is determined on the basis of the
kinetic equations (3.15)-(3.17) and the emergence of the
different relaxation regimes is discussed on the basis of
several observables.
1. Time-evolution of the phonon densities
The kinetic equations (3.15)-(3.17) determine the re-
laxation of the densities n11,p,t, n12,p,t and m11,p,t to-
wards a thermal ensemble. The Hamiltonian (2.5) con-
tains no interactions between the two wires and be-
tween states of opposite momentum, such that the off-
diagonal terms are expected to decay to zero n12,p,t→∞ =
m11,p,t→∞ = 0 for a thermal state. The different stages
of relaxation are as follows.
For times t < ttherm, the normal densities n11,p, n12,p
are nearly constant and the only relaxation is caused by
the dephasing of m11,p. This time regime is adequately
described and understood in terms of the quadratic
Hamiltonian alone. On the other hand, for times t >
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Figure 2. For parameters as in Table I but χr set to zero χr = 0 by hand: a) initial distribution in the absolute na and relative
nr,mr modes, b) initial distribution in the single wire basis. We focus in this analysis on the low-energy dynamics of the system
below a certain cutoff p < Λ. Due to equations (4.3) and (4.4), the initial distributions are almost thermal for all momenta.
For parameters as in Table I but χr =
1
4piρ0
K: c)+d) The presence of
√
Tr/(νχr) ≈ 0.5Λ < ∞ distinguishes two momentum
regimes: Small momenta |p| < √Tr/(νχr) with a thermal relative density nr = Tr/(ν|p|) < na and large momenta |p| >√
Tr/(νχr) with a linear increasing density nr = χr|p| > na.
Figure 3. Illustration of the various stages of thermaliza-
tion for an arbitrary but fixed patch in momentum space
centered around momentum q. After an initial state domi-
nated time interval 0 ≤ t < tdeph = (ν|q|)−1, the dephas-
ing of the anomalous modes m11,q becomes significant, intro-
ducing a prethermal regime. Collisions between the phonon
modes modify the normal densities n11,q, n12,q on time scales
t = tcoll = (v|q| 32 (Tr/ν) 12 )−1 and bring the system into a
thermalizing regime for times t > ttherm = O(tcoll). The ther-
malizing regime is separated into an initial stage, governed
by a fast evolution of the normal densities due to few, local
collisions and an asymptotic stage, governed by energy and
momentum transport over many distinct momentum patches.
This stage involves many collisions, captured by slow, hydro-
dynamic modes.
ttherm, the dephasing of the anomalous modes has already
eliminated all the influence of m11,p on physical observ-
ables, although its absolute value remains non-zero. As
it turns out, the dynamics for t > ttherm can be under-
stood completely on the basis of the relaxation of the
normal occupations, and we will thus restrict the fol-
lowing discussion on the time evolution of n11,p,t, n12,p,t.
The simulated relaxation of m11,p,t is, however, shown
for completeness.
The diagonal density n11,p,t→∞ = nB(p/Tf) evolves
towards a Bose-Einstein distribution nB with asymptotic
temperature Tf. In the basis of relative and absolute
modes, both normal occupations approach each other
during the evolution and converge towards an identical,
thermal distribution nr,p,t→∞ = na,p,t→∞ = nB(p/Tf),
as can be inferred from Eqs. (4.7)-(4.9). The anomalous
occupation mr,p,t→∞ = 0 instead decays to zero.
The asymptotic value of the temperature of the diago-
nal, normal phonon distribution n11,p,t→∞ = nB(ν|p|/Tf)
can be determined by the initial state due to energy con-
servation. The quadratic part of the Hamiltonian, i.e.
the kinetic energy density, commutes with the resonant
collision terms in Eq. (2.8). The kinetic energy density is
thus an integral of motion and its final and initial value
must coincide t=0 = t=∞, i.e.∫
p
ν|p|n11,p,t=0 !=
∫
p
ν|p|n11,p,t=∞ = pi
2T 2f
3ν
. (4.11)
This determines the asymptotic temperatures Tf =√
3νt=0/pi.
For initial states of the form given in Eq. (4.3), one can
distinguish between two experimentally relevant limiting
cases, namely K  ρ0 ⇔ χr ≈ 0, where χrΛ is negligibly
small, and χrΛ ≈ Tr/(νΛ), for which the linear tail∼ χrp
cannot be neglected.
In the former case, the relative and absolute mode
are both described by an approximate high tempera-
ture distribution nα,p ≈ Tα/(ν|p|), where α = a, r.
The time evolution then lets both distributions approach
each other slowly, merging at a joint temperature Tf =
(Tr+Ta)/2. In the basis of n11,p, n12,p, such initial states
lead to an almost time independent diagonal occupation
n11,p,t = n11,p,0 and only n12,p,t is decaying to zero. The
results of a corresponding kinetic equation simulation are
shown in Fig. 4.
In the case of χr 6= 0 or generally for a relative dis-
tribution nr,p,t deviating from a thermal one, not only
n12,p,t decays in time, but also n11,p,t will evolve in a
non-trivial way. Since the Hamiltonian conserves the en-
ergy within a single wire, n11,p,t is not simply decaying
but energy is redistributed within this mode. For an ini-
tial distribution of the form (4.3) with χr 6= 0, energy is
initially stored at large momenta
√
Tr/(νχr) < q < Λ
and will be transferred to lower momenta via phonon-
phonon collisions in order to reach a thermal state. In
Fig. 5, the phonon distributions for such a scenario are
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Figure 4. Parameters as in Table I but χr = 0: a) The relative and absolute phonon densities, ni,p with i ∈ {r, a}, with an
initial thermal distribution (bold lines) as shown in Fig. 2 approach each other as time evolves. Both occupations converge
against a final thermal state characterized by a single temperature Tf. b) The anomalous density mr,p,t decays in time and
approaches zero. c) In this case, χr ≈ 0 is negligible and the evolution is governed by the slow decay of n12,p,t in time, while
n11,p,t remains constant in time (all blue (dark) lines coincide).
shown. One can clearly observe the time evolution of
the diagonal density n11,p,t and its effect on nr,p,t, na,p,t,
which are both evolving towards an increased tempera-
ture state with Tf > (Tr + Ta)/2.
Due to the structure of the interaction vertex
V (p, q, p ± q) = v√|pq(p± q)| the collision rate de-
creases with the momentum of the contributing phonon
modes. The modification of nα,p,t due to collisions sets
in at large momenta and approaches lower and lower
momenta as time proceeds. In Fig. 5 c), the deviation
∆nα,p,t = nα,p,t − nα,p,0 of the densities α = 11, 12 from
their initial values is shown for different time steps. It
has been observed previously [25, 28] that this devia-
tion displays two characteristic momentum regimes, a
low momentum regime p < p
(c)
t with linear deviation
∆nα,p,t ∼ |p| and a large momentum regime p > p(c)t with
a Rayleigh-Jeans type deviation ∆nα,p,t ∼ 1/|p|. In this
large momentum regime, the phonon modes have reached
a local, nearly thermal equilibrium and ∆nα,p,t evolves
very slowly in time. In the vicinity of the crossover mo-
mentum p
(c)
t , however, the redistribution of energy is fast
and ∆nα,p,t undergoes a strong evolution. The time evo-
lution of p
(c)
t ∼ t−α is algebraic in time with 1/2 ≤ α < 1
depending on the initial state [25]. For a nearly thermal
initial state α ≈ 2/3, which is consistent with the typical
collision time tcoll = (v|q| 32 (Tr/ν) 12 )−1. Tracking the evo-
lution of the crossover momentum p
(c)
t in the experiment
can thus be used to detect the thermal relaxation expo-
nent α = 2/3 predicted for the one-dimensional Bose gas
[25, 28, 30, 32].
2. Dynamics of the relative phase correlation function
The phase correlation function C(x, t) ∼
exp(−∆θr,x,t/2) defined in Eqs. (2.23), (2.24) is an
experimentally accessible measure to monitor the time
evolution of the two quantum wires [2, 7, 16, 26].
It has been discussed extensively on the level of the
quadratic Luttinger model without phonon collisions,
which describes very well the dynamics of the initial
and the prethermal state. Below, we will discuss in
which way the phase correlation function is modified by
phonon-phonon collisions. We show that C is dominated
by the thermal part of the phonon distribution and
that it is quite insensitive towards a modification of
nr,p,t of the form ∆p = χr|p|. As a consequence, the
thermalization dynamics of C for an initial state of the
form (4.3) does not display any pronounced additional
features compared to a collisionless evolution. The latter
signals the evolution of the system towards a GGE state
caused by the dephasing of mp,t. The only resolvable
effect of the collisions is an effective temperature in the
relative mode Teff > Tr, slightly larger than the initial
state Tr.
Dynamics without collisions – In the absence of colli-
sions, the time evolution of the relative phase is deter-
mined solely by the dephasing of the anomalous modes
mr,p. Eliminating constant terms, which vanish upon
normalization of C, the time dependent relative phase is
∆θr,x,t =
∫
p
e−
|p|
Λ
2K|p| [1− cos(px)][2nr,p,0 + 1− 2mr,p,0 cos(2ν|p|t)] ≈
{
piTr
2Kνx x < 2νt
piTr
K t 2νt < x
, (4.12)
where mr,p,0 =
Tr
ν|p| − χr|p| and nr,p,0 = Trν|p| + χr|p| − 12 . The approximation on the right of (4.12) is valid for
12
x  a, i.e. distances larger than the short-distance cut-
off. It shows two characteristic properties: First, there is
no functional dependence on χr, which modifies only the
short distance modes at larger momenta p >
√
Tr/(νχr).
The linear tail ∼ χr|p| appears only as a global shift
of ∆θr,x,t, which is not resolved in experiments. Sec-
ond, the light cone x = 2νt clearly separates the ini-
tial state regime x > 2νt from the prethermal regime
x < 2νt. This feature of the relative phase has been ex-
ploited in order to experimentally measure the spreading
of prethermal correlations and the value the sound ve-
locity in the quantum wires [2, 3, 7]. It also determines
the ratio Tr/K, which depends both on the initial state
via Tr and the Hamiltonian via the Luttinger parameter
K. In Fig. 6, the time evolution of C,∆θr in the ab-
sence of collisions (orange (bright) lines) is plotted for
two distinct initial states with either χr = 0 or χr 6= 0.
Dynamics in the presence of collisions – In the presence
of collisions energy is redistributed from the absolute to
the relative mode via the decay of the interwire coherence
n12,p,t → 0. For non-zero initial χr, there will be an addi-
tional transfer of energy from larger to lower momenta in
order to establish a thermal phonon distribution within
each wire. This process is monitored by a non-vanishing
deviation ∆nr,p,t = nr,p,t − nr,p,0, which is building up
in time. Following the discussion of the time evolution of
nr,p,t above, ∆nr,p,t can be decomposed into two distinct
regimes. For momenta lower than the crossover momen-
tum p < p
(c)
t , ∆nr,p,t ∼ |p|, while for larger momenta
p > p
(c)
t it is that ∆nr,p,t ∼ 1/|p|.
On distances x > 2νt, the anomalous contributions
∼ mr,p,t have already dephased and the relative phase
can be approximated as
∆θr,x,t =
∫
p
e−
|p|
Λ
2Kp
[1− cos(px)][2nr,p,0 + 1 + 2∆nr,p,t]
≈
{
pix
2KνTf, for p
(c)
t x < 1
pix
2Kν
(
Tr + (Tf − Tr)p(c)t x
)
, for p
(c)
t x > 1
,
(4.13)
where Tf is again the final temperature in the relative
mode, determined via Eq. (4.11), and Tr depends on the
initial condition. The crossover distance in Eq. (4.13) can
be estimated with x
(c)
t = 1/p
(c)
t ≈ (Trv2/ν)−1/3t2/3. For
x
(c)
t > a larger than the short distance cutoff, it spreads
slower than the prethermal distance xpre = 2νt and thus
the decomposition of Fig. 3 applies.
Along the same lines, one can determine the relative
phase for distances x > 2νt, which yields after some al-
gebra
∆θr,x,t
x>2νt≈ pit
K
(
Tr + 2ν(Tf − Tr)p(c)t t
)
. (4.14)
The additional term in this equation compared to the
collisionless case in Eq. (4.12) grows in time ∼ (Tf −
Tr)t
2p
(c)
t = (Tf − Tr)t4/3 for p(c)t ∼ t−2/3, i.e. it is pro-
portional to the difference of initial and final temperature
and grows faster than linear in time, witnessing interac-
tion effects.
As for the collisionless case, Eqs. (4.13), (4.14) do not
contain any explicit dependence on χr. A non-zero χr in
the initial state only enters the final temperature Tf since
the energy stored in the linear tail is redistributed over
the whole momentum range. In total, the phase correla-
tion function C can hardly distinguish between a thermal
state χr = 0 where the only increase in the relative tem-
perature results from the equilibration with the absolute
mode or a non-thermal state χr > 0, for which in addi-
tion to the equilibration with the absolute mode, energy
is redistributed within the relative mode as well. Only
significantly large χrΛ  Tr/(νΛ) would change this
observation, by drastically increasing Tf , which would,
however, as well prohibit to work in the low energy Lut-
tinger framework. Furthermore, the spatial structure of
∆θr,x,t in the thermal (xp
(c)
t < 1) and prethermal regime
(xp
(c)
t > 1) are almost indistinguishable within a real
time evolution of ∆θr,x,t and Cr as shown in Fig. 6.
From this analysis, we must conclude that the ther-
malization dynamics of the two wire system can hardly
be investigated on the basis of initial states of the form
(4.3)-(4.4). One possible, minor witness for the presence
or absence of thermalization, could be the additional,
non-linear growth of ∆θr,x,t in time in the regime x > 2νt
as expressed in Eq. (4.14). Despite the Tf − Tr may be
substantial in experiments, however, the nonlinear de-
pendence of the relative phase would be hard to resolve
in practice, cf. Fig. 6.
3. Time evolution of the coherence factor
The coherence factor Ψc(t) = ρ0e
−g(t) as defined in
Eqs. (2.21), (2.22) measures the integrated coherence be-
tween the two wires. It only depends on the absolute
forward time and is expected to decay as time evolves
since the coherence between the two uncoupled wires de-
cays due to dephasing and collisions. The decay of the
coherence factor has been investigated in previous works,
which found different asymptotic behavior, depending on
the relevant decay mechanism. In Ref. [9], a linear time-
dependence g(t) = g0t of the exponent has been pre-
dicted by the analysis of the collisionless model, while in
Ref. [31], a stretched exponential g(t) ∼ g1t2/3 has been
found by assuming energy exchange via collisions of the
relative mode phonons from a thermal bath. Here, we
will consider the most general case, which combines de-
phasing as well as phonon-phonon collisions as possible
decoherence mechanisms and whose results do not rely on
a particular initial state. We begin the discussion with a
nearly thermal initial state, χr = 0, and then extend the
scenario to initial states with χr 6= 0.
Nearly thermal initial state – For initial states with
χr = 0, the diagonal phonon density n11,p,0 =
Tr+Ta
2ν|p| and
the retarded self-energy σRq in Eq. (3.19) can be solved
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Figure 5. Parameters as in Table I with χr =
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4piρ0
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has a linear tail (see Fig. 2) and energy stored at larger momenta. During the time evolution, nr,p,t and na,p,t converge
towards an identical final distribution, which corresponds to a larger temperature. Energy is distributed from larger to small
momenta. b) The off-diagonal occupation decays to zero exponentially in time. c) Time evolution of the difference ∆nα,p(t) =
nα,p(t)−nα,p(0). The crossover momentum p(c)t separating fast, thermal-like evolution at p > p(c)t from a slow non-equilibrium
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t leads to a bump in ∆nα,p(t) as discussed in the main text.
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Figure 6. Relative phase fluctuation ∆θr and phase correlation function C for a nearly thermal initial state with χr ≈ 0
(left column, corresponding to data as in Fig. 4) and for an initial state with non-negligible linear tail χr 6= 0 (right column,
corresponding to data as in Fig. 5). The evolution in the absence (orange (bright) lines, see Ref. [3]) and in the presence (blue
(dark) lines) of phonon-phonon collisions is compared for increasing times t = (1, 2, 3, 4)/(40vΛ2).
analytically. The self-energy takes the thermal form [29–
32] and reads as
σRq = 0.789v
√
pi(Tr + Ta)
ν
|q| 32 = γ|q| 32 , (4.15)
where we have absorbed all momentum independent
terms in the prefactor γ. The dynamics of the anoma-
lous and the interwire phonon mode m11,q,t, n12,q,t is
not constrained by any conservation laws and they de-
cay in this case as m11,q,t = exp(−γ|q|3/2t)m11,q,t=0 and
n12,q,t = exp(−γ|q|3/2t)n12,q,t=0. The diagonal phonon
mode n11,q,t on the other hand is thermally occupied and
does not evolve in time.
The exponent of the coherence factor in this case can
be computed analytically
g(t) =
∫
p
e−
|p|
Λ
8K|p| (2nr,p,t + 1− 2 cos(2ν|p|t)mr,p,t)
≈
∫
p
e−
|p|
Λ
4Kνp2
[
Tf + e
−γ|p| 32 t (Tr − Tf − cos(2ν|p|t)Tr)
]
=
Tf
2Kν
(γt)
2
3 fy,Tr/Tf . (4.16)
The shape of the dimensionless function fy,Tr/Tf is de-
termined by the value of the dimensionless parameter
y = tν3γ−2. It has the general asymptotic behavior
fy,τ =
{
Γ( 13 ), for y  1
piy
1
3 τ, for y  1 . (4.17)
Thus it is dominated by thermal collisions for small
times t < γ
2
ν3 = 0.789
2piTf and dominated by dephas-
ing for larger times t > 0.7892piTf depending on Tf and
therefore, via Eq. (4.11), implicitly on the initial state.
This behavior is counterintuitive since one expects quan-
tum effects to influence the short time rather than the
long time behavior. It can, however, be explained by
a proper decomposition of the integral into high- and
low-momentum modes and is supported by the numeri-
cal evaluation of the coherence factor in Fig. 7. The lat-
ter starts with a logψc ∼ t2/3 curvature for small times
and becomes less curved at large times in a logarithmic
representation.
A non-linear initial decay of the coherence factor could
be observed in experiments, as suggested in previous
works [31], where the absolute modes na,p,t have been
treated as a bath for the relative modes, which does not
relax at all. For short times, where the distribution of
na,p,t has not yet been modified by collisions, this is a
reasonable assumption and thus coincides with our short
14
time prediction. Compared to the behavior of g(t) in the
non-interacting case g(t) = piTrt2K for all t > 0 is a signa-
ture of collisions and goes beyond the quadratic Luttinger
model.
Non-thermal initial state – For initial states with
χr 6= 0, the major difference compared to the pre-
vious case of χr = 0 is the redistribution of energy
within the diagonal mode, which leads to a non-trivial
∆n11,p,t = n11,p,t − n11,p,t=0 6= 0. Since the exponential
decay of the anomalous and interwire modes is dominated
by the Rayleigh-Jeans divergence in the diagonal density,
it is not expected to be crucially modified. Performing
the decomposition n11,p,t = n11,p,t=0 + ∆n11,p,t and in-
serting this into the definition of g(t), Eq. (2.22), we find
g(t) = g0(t) + ∆g(t) with
∆g(t) =
∫
p
e−
|p|
Λ
4K|p|∆n11,p,t ≈
3Tf
4Kνp
(c)
t
≈ 3
4K
(
T 4f v
2
ν4
) 1
3
t
2
3 . (4.18)
Due to energy redistribution within a single wire, the
coherence factor thus shows again a stretched exponen-
tial decay with an exponent ∼ t2/3 even at the largest
times. This stretched exponential decay of the coherence
factor at the shortest and the longest time scales rep-
resents a clear sign of phonon-phonon collisions, either
leading to a decay of the inter-wire correlations ∼ n12,p,t
or the redistribution of energy in the intra-wire density
n11,p,t. In Fig. 7, the time evolution of the numerically
simulated coherence factor is shown to significantly devi-
ate from a linear exponential decay at all times. For short
and intermediate times, it is faster than the analytically
predicted exp(−(t/t0)2/3) but it approaches this behav-
ior in the limit t → ∞, as predicted from the simplified
analysis above.
V. SPLITTING TO A NON-THERMAL INITIAL
STATE
In order to observe the thermalization dynamics in the
two-wire system much more clearly than in the previous
section, it is most promising to design the splitting proto-
col in such a way that the initial state is no longer close to
an effective thermal state but rather shows a clear struc-
ture of an out-of-equilibrium state in the normal, relative
mode density nr,q,t=0. Such a state will then relax very
differently depending on whether phonon-phonon colli-
sions are present or absent, making their influence on the
dynamics clearly observable. Here, we are inspired by the
latest experiments in Vienna, where the initial state has
been prepared in such a way, that the occupations of the
quantized phonon modes with odd momentum index were
much smaller, than the occupations of the even modes.
The latter could be described by an effective thermal dis-
tribution [16]. Within the short-time evolution probed in
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Figure 7. Time evolution of the coherence factor Ψc(t) from
the kinetic equations (bold line) compared to an exponential
decay ∼ exp(−t/t0) (dashed line), as predicted from pure
dephasing, and a stretched exponential ∼ exp(−(t/t0)2/3)
(dash-dotted line), as predicted from phonon collisions, see
Eqs. (4.16), (4.17). The colors (bright and dark) represent two
different initial states with χr = 0.5Λ
−1 and χr = 0.6Λ−1.
the experiment, the two-wire system entered the prether-
mal regime and relaxed towards a non-thermal, general-
ized Gibbs ensemble (GGE) [18, 22, 24, 27]. Below, we
explore the complete time evolution of such an initial
state in the presence of phonon-phonon collisions and
discuss in which way the thermalization dynamics can
be made experimentally accessible by tuning the initial
state of the system.
A. Initial state and relaxation of the phonon
densities
The above mentioned, experimentally observed initial
state was realized in a wire of length L for which the
low momentum modes were approximately quantized to
integer multiples of pi/L. By modifying the splitting pro-
tocol, only the even modes were considerably populated,
while the odd momentum modes remained empty [16].
Here we generalize this state by going to the continuum
of momentum modes and introducing a flexible length
scale ξ for the oscillations of the phonon occupations.
The phonon occupation shall be maximal for momenta
p = 2αpi/ξ and minimal for p = (2α + 1)pi/ξ, where n
is an integer. Thus, for ξ = L/2 the experimentally ob-
served state is recovered. Motivated by this observation,
we consider an initial phonon distribution of the form
(see Fig. 8):
nr,p,t=0 =
Tr
ν|p| cos
2(pξ)− 1
2
, (5.1)
na,p,t=0 = nB(ν|p|/Ta), (5.2)
mr,p,t=0 =
Tr
ν|p| cos
2(pξ). (5.3)
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Figure 8. Distribution for a non-thermal initial state with parameters as in Table I and an oscillation length ξ = 7.5/Λ: a) The
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Here, Tr is the effective temperature of the envelope func-
tion ∼ Trν|p| , as in the previous section. We will con-
sider, however, a more general oscillation length scale
0 ≤ ξ ≤ L/2, which interpolates continuously between
the GGE state in Ref. [16] for ξ = L/2 and the pre-
viously discussed, nearly thermal state [2, 4, 7, 16, 26],
obtained for ξ = 0.
An initial relative density of the form (5.1) with ξ =
L/2 has been inferred from the experimental data in
Ref. [16] after splitting one wire within a single, rela-
tively fast splitting operation. The corresponding initial
anomalous phonon density mr,p,t is much more difficult
to detect in the experiment. It must, however, be of the
form (5.3) in order to guarantee a vanishing initial rela-
tive phase difference ∆θr,p,t = 0 between the two wires.
The nearly thermal relative density (4.3) with ξ = 0,
on the other hand, has been observed experimentally
after performing a two-staged splitting protocol, which
consists of a slow initial and a much faster final split-
ting operation [16]. It is therefore reasonable to assume
that a general ξ between these two limiting cases can be
obtained by continuously modifying the corresponding
splitting procedure.
In the absence of phonon collisions, the dynamics is
governed by the dephasing of mr,p,t, which drives the
system into the prethermal regime. The corresponding
steady state is described by a GGE, respecting the initial
structure of the normal relative density nr,p,t, which in
the absence of collisions is an integral of motion. In the
presence of phonon collisions, on the other hand, the rel-
ative and the absolute phonon density both relax towards
a thermal distribution with a uniform temperature Tf.
As in the previous section, the temperature Tf can be
determined from the initial state by exploiting the conser-
vation of the total kinetic energy. Analogous to Eq. (4.11)
this yields the final temperature
Tf =
Tr + Ta
2
− Tr(ξΛ)
2
1 + 4(ξΛ)2
. (5.4)
It reduces to the previously discussed expression Tf =
(Tr +Ta)/2 in the limit of vanishing oscillation scale and
to Tf = (Tr/2 + Ta)/2 in the limit ξ = L  Λ. The
time evolution of nr,p,t, na,p,t and the corresponding ad-
justment of both distributions is shown in Fig. 8.
One way of experimentally tracing the thermalization
dynamics is to detect the time evolution of the phonon
densities. The latter can be inferred from the experimen-
tal data in the limit of mr,p,t = 0, i.e. after the complete
dephasing of the anomalous densities, when prethermal-
ization has been reached. In this limit, the relative phase
is determined by the normal distribution alone. This has
been demonstrated successfully in Ref. [16]. For an ini-
tial state considered here, the time evolution of nr,p,t is
most pronounced at the local extremums of the initial
phonon density at momenta p = lpi2ξ , with integer l. The
corresponding evolution is shown in Fig. 9 for parameters
as in Fig. 8. In the inset, we compare this evolution with
the analytical prediction
nr,p,t = nr,p,t=0 + (nr,p,t=∞ − nr,p,t=0)e−σRp t (5.5)
for a self-energy σRp = 0.789v
√
2piTf/ν (cf. Eqs. (4.15),
(5.4)) which we approximate to be time-independent and
uniform.
This comparison demonstrates that the thermalization
of the phonon modes for this particular initial state is a
two-stage process. This is pronouncedly visible in the
maximally occupied modes (p = 2lpi2ξ ), corresponding to
the even modes in the experiment [16]. In the first stage,
the oscillatory behavior of nr,p,t is smoothened via local
collisions of momenta ∼ ξ−1. This corresponds to en-
ergy exchange between the relative modes. In the second
stage, global thermalization is achieved by energy redis-
tribution between the relative and the absolute mode, see
Fig. 9.
B. Relaxation of the phase correlation function
The oscillatory behavior of the phonon densities intro-
duces an additional length scale, the oscillation length
ξ, which will be visible in experimental observables that
depend on nr,q,t, such as the phase correlation function
C(x, t) discussed above. The thermalization dynamics
due to collisions will, however, lead to a uniform, non-
oscillating temperature and erase the effect of ξ in the
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Figure 9. Long-time relaxation of the phonon densities nr,p,t
for momenta p = lpi
2ξ
≈ 0.2lΛ for ξ = 7.5/Λ and l = 1, 2, ...5,
as in Fig. 8 (l = 2, 4 correspond to even modes in the ex-
periment [16]). For better visualization, the phonon densities
are normalized to their asymptotic, thermal value nˆr,t(p) =
nr,p,tν|p|/Tf. The relaxation can be described in terms of a
two-stage process. In the first stage, the relative modes try
to approach one common temperature ∼ Tr < Tf in order to
remove the oscillating structure in nr,p,t, i.e. energy is re-
distributed within the relative modes. This can be achieved
already by local scattering processes with momenta ∼ ξ−1.
In the second, slower stage, the temperature between the rel-
ative and the absolute mode are adjusted via energy transfer
from the absolute to the relative mode. The two stages are
most prominently visible in the evolution for the momenta
p = 0.4, 0.8Λ, which first decrease below their asymptotic
value and then, together with the other modes, increase again
towards Tf. The inset shows comparison of a bare exponential
decay (bold lines) corresponding to a single stage relaxation
process with the numerical data (dotted lines) for p = 0.2Λ
(lower graphs) and p = 0.4Λ (upper graphs). For the latter,
the deviation is very pronounced.
asymptotic evolution. In the following, we discuss in
which way this behavior can be monitored in terms of
the phase correlation function.
Relaxation in the absence of phonon collisions – In the
absence of collisions, the dynamics of θr,x,t is completely
governed by the dephasing of the anomalous contribu-
tions and the relative phase is determined by the middle
part of Eq. (4.12) and the initial densities (5.1)-(5.3),
leading to
∆θr,x,t =
∫
p
Tre
− |p|Λ
Kνp2
[1−cos(px)][1−cos(2ν|p|t)] cos2(pξ).
(5.6)
This equation can be solved analytically but contains
quite a number of different temporal and spatial regimes.
Since we are generally interested in the thermalization
dynamics at distances x ∼ ξ, we assume νt  ξ in the
following. In this limit, we find
∆θr,x,t =
piTr
4Kν
·
 x, for x < 2ξ2x− 2ξ, for 2ξ < x < 2νt4νt− 2ξ, for 2νt < x (5.7)
and recognize a change in the slope of ∆θr,x,t at distances
x = 2ξ. For smaller distances x < 2ξ, the slope is only
half as steep as for larger distances x > 2ξ.
This leads to a clearly observable cusp in the spatial de-
pendence of ∆θr,x,t as well as in C(x, t) at x = 2ξ, as one
can see from Fig. 10 (orange (bright) lines). This cusp is
observable in the prethermal regime tther > t > tpreth, for
which mr,p,t is dephased but nr,p,t remains still pinned to
its initial value nr,p,t=0. One does, however, not expect
such behavior in the thermal regime for times t > ttherm
and thus to serve as an indicator of thermalization on
distances x ∼ 2ξ.
Relaxation in the presence of collisions – In the pres-
ence of collisions, the normal relative density nr,p,t is no
longer prevented from relaxation and acquires the shape
of a thermal Rayleigh-Jeans distribution, nr,p,t→∞ =
Tf/(ν|p|). The thermalized momentum regime, i.e. the
momentum regime p > p
(c)
t , for which the relative den-
sity is well described by this distribution, is established
at larger momenta and spreads to lower momenta as time
evolves. As soon as the thermalized regime reaches the
inverse oscillation scale, 2p
(c)
t = ξ
−1, the effect of colli-
sions becomes visible on the length scale of the oscilla-
tions. Consequently, the relative phase on smaller dis-
tances x < 2ξ is thermal ∆θr,x,t =
piTfx
2Kν . In Fig. 10 a),
the time evolved relative phase ∆θr,x,t in the presence of
phonon collisions is compared to the ∆θr,x,t in the ab-
sence of collisions and the difference is clearly visible at
x = 2ξ = 15Λ−1.
In the limit of t → ∞, one can evaluate the ratio of
the thermal coherence factor C(therm) over the coherence
factor in the absence of collisions C(preth):
cξ =
C(therm)(2ξ, t)
C(preth)(2ξ, t)
= e
piξ
4Kν (Tr−2Tf) = e
piξ
4Kν
(
2Tr(ξΛ)
2
1+4(ξΛ)2
−Ta
)
.
(5.8)
For the choice of a moderate oscillation length ξ ≈
7.5Λ−1 and the parameters from Tab. I, cξ ≈ 0.83, which
is clearly within the experimental resolution of the co-
herence factor.
The typical time scale at which the coherence factor
of the thermalizing system starts to deviate from the
prethermal coherence factor at x = 2ξ is given by the col-
lision time at momentum p = ξ, tcoll =
(
ν/Trv
2
)1/2
ξ
3
2 .
For a set of initial states with different oscillation lengths
ξ this would also allow the measurement of the exponent
α = 3/2 for the self-energy, validating the picture of res-
onantly interacting phonons in one dimension.
In Fig. 10 b), the evolution of the coherence factor
for a thermalizing system with an oscillating initial
distribution is compared to its evolution in the absence
of collisions. For the chosen evolution times t, the evo-
lution at the distance x = 2ξ has taken place and both
graphs are static but well separable. This demonstrates
the clear difference between the prethermal state of the
system (corresponding to an evolution in the absence of
collisions) and the asymptotic thermal state for this class
of initial states and thus cξ can serve as a tool for the
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Figure 10. Initial parameters as in Table I and an oscillation length ξ = 7.5Λ−1: a) Comparison of the evolution of the
relative phase ∆θr,x,t in the presence (black (dark) lines) and absence (orange (bright) lines) of phonon collisions. b) The
same comparison for the coherence factor C(x, t). The difference between a thermal and a non-thermalized state becomes quite
significant at distances on the order of twice the oscillation length, x = 2ξ.
experimental observation of thermalization in the two
wire system. In contrast to the evolution starting from
a nearly thermal state, where asymptotic thermalization
is hardly observable in the long distance behavior of
the coherence factor (cf. Fig. 7), the evolution of an
oscillating initial density features a clear, short-distance
(x ≈ 2ξ) signature of thermalization. Given the exper-
imental realizability of such out-of-equilibrium states,
which is motivated here based on previous experiments,
they may serve as good candidates for the observation
of thermalization in atomic interferometers.
VI. CONCLUSION
In this article, we have investigated the relaxation
of two initially correlated quantum wires after an ini-
tial split in the presence of intra-wire phonon collisions.
We put an emphasis on comparing this dynamics to
the previously studied collisionless Luttinger liquid the-
ory and on the analysis of the experimental observabil-
ity of the asymptotic thermalization in the interacting
model. While the effect of collisions is clearly visible
in terms of the temporal decay of inter-wire correlations
〈a†1,x,ta2,x,t〉 t→∞→ 0 and the redistribution of energy be-
tween the intra-wire modes, it is less pronounced in typ-
ical experimental observables like the coherence factor
Ψc(t) or the relative phase correlation function C(x, t).
This sheds light on the experimental observation that,
even for relatively large times, a deviation of the dy-
namics from the quadratic Luttinger theory prediction is
hardly observable. The latter relies on the fact that for
the common splitting procedure the resulting initial state
is very close to a thermal state, which features a discrep-
ancy in the temperatures between the relative and the
absolute mode. We demonstrate, however, that indica-
tions for thermalization can become more pronounced if
the initial state is prepared farther away from a thermal
state, for instance by modifying the splitting procedure.
By tuning the initial state such that it becomes clearly
non-thermal, the effect of collisions and the dynamics be-
yond single-particle dephasing can be clearly observed in
experiments. This lays out a potential route for further
experiments in order to reveal the asymptotic thermal-
ization dynamics of nearly integrable models.
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Appendix A: Kinetic Equation from the Keldysh
Formalism
We give a short overview on the central concepts and
formulas of the Keldysh field integral formalism that are
used in the main work. The first section is devoted to
the description of the Green’s function in Nambu basis
for the coupled two-wire system. Then we go on and
introduce the Wigner transformation and finally discuss
the derivation of the kinetic equations.
1. Nambu space representation
In the presence of anomalous modes, the Green’s func-
tions and correlations are conveniently expressed in terms
of Nambu spinors of complex bosonic fields in Keldysh
space [S36]
Aα,p,t =(Acl,α,p,t, Aq,α,p,t) (A1)
=(acl,α,p,t, a
∗
cl,α,−p,t, aq,α,p,t, a
∗
q,α,−p,t)
T ,
where (cl, q) label classical and quantum fields and α is
either the wire index α = 1, 2 or labels the relative and
absolute modes α = a, r. The total Nambu Green’s func-
tion in the wire basis is defined as
iGp,t,t′ = 〈
(
A1,p,t
A2,p,t
)(
A†1,p,t′ , A
†
2,p,t′
)
〉. (A2)
It consists of 4 sectors α, β whereas each sector consists
of advanced/retarded and Keldysh (correlation) Green’s
function
iGαβ,p,t,t′ =〈Aα,p,tA†β,p,t′〉 (A3)
=
(
GKαβ,p,t,t′ G
R
αβ,p,t,t′
GAαβ,p,t,t′ 0
)
,
2where, again, α, β are wire indexes. The retarded Green’s
function in operator representation reads ([, ] the commu-
tator)
iGRαβ,p,t,t′ = Θ(t− t′)
(
〈[aα,p,t, a†β,p,t′ ]〉 〈[aα,p,t, aβ,−p,t′ ]〉
〈[a†β,p,t′ , a†α,−p,t]〉 〈[a†β,−p,t′ , aα,−p,t]〉
)
= i
(
dRαβ,p,t,t′ o
R
αβ,p,t,t′
oAαβ,−p,t,t′ d
A
αβ,−p,t,t′
)
. (A4)
Advanced and retarded propagators are hermitian con-
jugate to each other GAαβ,p,t,t′ = [G
R
αβ,p,t,t′ ]
†. Since the
Hamiltonian does not couple the two different wires, an-
nihilation and creation operators of different wires com-
mute at all times, i.e. [aα,p, a
†
β,p′ ] = δα,βδp,p′ and thus
the retarded Green’s function is diagonal in the wire in-
dex.
The Keldysh Green’s function in the wire basis has the
operator representation ({, }the anti-commutator)
iGKαβ,p,t,t′ =
(
〈{aα,p,t, a†β,p,t′}〉 〈{aα,p,t, aβ,p,t′}〉
〈{a†α,p,t, a†β,p,t′}〉 〈{aα,p,t, a†β,p,t′}〉
)
= i
(
dKαβ,p,t,t′ o
K
αβ,p,t,t′
oKαβ,−p,t,t′ d
K
αβ,−p,t,t′
)
. (A5)
It is anti-hermitian GKαβ,p,t,t′ = −[GKαβ,p,t,t′ ]†, which al-
lows us to parametrize it in terms of the hermitian dis-
tribution function Fp,t,t′ and the retarded/ advanced
Green’s function, as well as the matrix Σz = σz ⊗ 1 via
GKp,t,t′ =
(
GR ◦ Σz ◦ F − F ◦ Σz ◦GA
)
p,t,t′ . (A6)
The matrix Σz thereby preserves the symplectic structure
of the bosonic Nambu space and ◦ represents a convolu-
tion in time and a product in momentum space.
2. Wigner approximation and Dyson equation
The two-point functions in this work are represented
in Wigner coordinates in time. It is a convenient rep-
resentation for non-time-translational invariant systems
and for two different times t1, t2 introduces a forward
(or absolute) time t = (t1 + t2)/2 and a relative time
δt = t1 − t2 [S36]. The Wigner transform WT is the
Fourier transform with respect to the relative time ar-
gument, we denote the corresponding Green’s function
as
Gp,t,ω =WT {Gp,t1,t2} =
∫
δt
e−iωδtG
p, t+
δt
2 , t− δt2 .
(A7)
In order to determine the time evolution of the distri-
bution function F , which contains the phonon densities,
one makes use of the Dyson equation
G−1 =P − Σ, (A8)
Figure A1. One-loop diagram for the self-energy Σ. Each line
has momentum and frequency {k, ω} and a direction rα,k,µ =
±1 for outgoing, ingoing lines, which depends also on the wire
index α. Momentum conservation, energy conservation and
the resonance condition have to be applied at each connecting
element {1, 2, 3, 4}, which requires that normal (anomalous)
self-energies are generated exclusively by normal (anomalous)
Green’s functions.
where G is the full propagator and P is the inverse, bare
propagator and Σ is the self-energy. It has the structure
Σαβ,p,ω,t =
(
0 ΣAαβ,p,ω,t
ΣRαβ,p,ω,t Σ
K
αβ,p,ω,t
)
. (A9)
As discussed in section II, the resonant interactions cou-
ple only phonons that travel in the same direction and
thus no pairs p,−p, which excludes anomalous retarded
self-energies. Furthermore, the Hamiltonian contains no
inter-wire coupling, such that the retarded self-energy
must be also diagonal in the wire basis (please note that
both of these statements do not hold for the Keldysh
self-energy). It thus reads as
ΣRαβ,p,ω,t = −iδα,β
(
σRαβ,p,ω,t 0
0 σAαβ,−p,−ω,t
)
. (A10)
The anti-hermitian Keldysh self-energy is
ΣKαβ,p,ω,t = −i2
(
σKαβ,p,ω,t Φ
K
αβ,p,ω,t
(ΦKαβ,p,ω,t)
∗ σKαβ,p,ω,t
)
. (A11)
The kinetic equation (3.5) is now determined by sub-
stituting equation (A8) into (A6) and rearranging it to(
PR ◦ Σz ◦ F − F ◦ Σz ◦ PA
)
p,ω,t
= Icollp,ω,t. (A12)
The collision integral on the right side is defined as
Icollp,ω,t = Σ
K
p,ω,t −
(
ΣR ◦ Σz ◦ F − F ◦ Σz ◦ ΣA
)
p,ω,t
.
(A13)
The Wigner transform of a convolution A = B ◦ C in
time is not simply the product of the Wigner transforms
of B,C. Instead one finds
Aω,t =WT {A} =WT {B ◦ C} (A14)
=WT {B}e i2 (
←
∂ t
→
∂ ω−
←
∂ ω
→
∂ t)WT {C}
=Bω,te
i
2 (
←
∂ t
→
∂ ω−
←
∂ ω
→
∂ t)Cω,t.
Partial derivatives pointing to the left act on B, while
those pointing on the right act on C. Thus approximating
3Aω,t = Bω,tCω,t by the product of Wigner transforms is
ok, if the corrections to the zeroth order term in the
exponential in Eq. (A14) are sufficiently small.
The expansion of the kinetic equation in zeroth order
is
i∂tF˜p,ω,t ≈ ΣRp,ω,tF˜p,ω,tΣz − ΣzF˜p,ω,tΣAp,ω,t + ΣKp,ω,t,
(A15)
where F˜p,ω,t = ΣzFp,ω,tΣz and Eq. (A15) contains only
matrix multiplications. This is the Wigner approxima-
tion for the kinetic equation and it is valid in the case of
negligible higher order corrections, i.e.
|∂tFαβ,q,ω,t||∂ωΣRαβ,q,ω,t|
|Fαβ,q,ω,t||ΣRαβ,q,ω,t|
 1. (A16)
This criterion is discussed in Eq. (3.8).
Appendix B: Diagrammatic Analysis of the
Self-Energies
We give a brief summary of the diagrammatic ap-
proach for the computation of the self-energies and refer
to Ref. [S29] for a detailed analysis. We use the short-
hand notation P = (p, ω, t) and −P = (−p,−ω, t).
1. Selection rules for the diagrammatic
representation of the self-energies
The combination of resonant interactions, momentum
conservation and energy conservation restricts the con-
tributions to the self-energies to a certain subclass of di-
agrams [S29]. A general one-loop diagram is depicted in
Fig. A1. We identify each leg with a label for momen-
tum, frequency and subsystem α, β ∈ {1, 2}. In addition,
we explicitly label the direction of momentum and energy
transfer with rα/β ∈ {±1} for outgoing and incoming.
The resonance condition yields an additional con-
straint to this class of diagrams, which, after some
algebra, requires rβ,k,µ rα,k˜,µ˜ = rβ,q,ν rα,q˜,ν˜ =
rβ,p,ω rα,p˜,ω˜ . In addition to momentum and energy con-
servation at each vertex. This very helpful condition im-
plies, that normal propagators contribute exclusively to
the normal self-energy, while anomalous propagators con-
tribute exclusively to the anomalous self-energy.
2. Self-energies
The self-energies are determined via the canonical
Dyson-Schwinger approach [S29]. The corresponding di-
agrams are summarized in Fig. A2. The analytic expres-
sions for the self-energies contain the diagonal Green’s
functions dR,A,K and the off-diagonal Green’s functions
oK as defined in Eqs. (A4), (A5), as well as the ver-
tex Vp,q,p±q. The Dyson-Schwinger equations for the lat-
ter can be found in Ref. [S29]. Using their bare value
(which corresponds to the Born approximation) yields
V (p, q, p ± q) = √|pq(p± q)|. The Dyson-Schwinger
equations for the self-energies are (all retarded and ad-
vanced functions are diagonal in wire-index and Nambu
space)
σRP =
i
4pi2
∫
q
∫
ν
(
2V 2p,q,p−q[d
K
11,P−Qd
R
Q] + 2V
2
p,q,p+q[d
K
11,P+Qd
A
Q] + 2V
2
p,q,p+q [d
R
P+Qd
K
11,Q]
)
, (A1)
σK11,P = −
1
4pi2
∫
q
∫
ν
(
V 2p,q,p−q [d
R
P−Qd
R
Q] + V
2
p,q,p−q[d
A
P−Qd
A
Q] + V
2
p,q,p−q[d
K
11,P−Qd
K
11,Q] (A2)
+2V 2p,q,p+q[d
R
P+Qd
A
Q] + 2V
2
p,q,p+q[d
A
P+Qd
R
Q] + 2V
2
p,q,p+q[d
K
11,P+Qd
K
11,Q]
)
,
σK12,P = −
1
4pi2
∫
q
∫
ν
(
V 2p,q,p−q[d
K
12,P−Qd
K
12,Q] + 2V
2
p,q,p+q[d
K
12,P+Qd
K
12,Q]
)
, (A3)
ΦK11,P = −
1
4pi2
∫
q
∫
ν
(
V 2p,q,p−q[o
K
11,P−Qo
K
11,Q] + 2V
2
p,q,p+q[o
K
11,P+Qo
K
11,Q]
)
. (A4)
In the quasi-particle approximation, all the spectral
weight is located on-shell. As a consequence, the spectral
functionAP , defined in equation (3.10), is sharply peaked
at frequencies equal to the dispersion. Then retarded,
advanced and Keldysh Green’s function can be expressed
via the spectral function and the phonon densities, as in
Eqs (3.10), (3.11). This yields
4Figure A2. Left column: Illustration of the diagrammatic lines for the propagators in Keldysh space. Dashed lines correspond
to quantum fields and bold lines to classical fields. Arrows indicate the momentum and energy transfer direction, going from
annihilation to creation operators. Right column: Diagrammatic representation of the self-energy diagrams. a) Anomalous
intra-wire Keldysh self-energy, b) Retarded self-energy, c): Normal inter-wire Keldysh self-energy, d): Normal intra-wire Keldysh
self-energy.
σRp,t =
∫
q
∫
ω,ν
(
V 2p,q,p−q[2n1,1,p−q,t + 2n1,1,q,t + 2]AP−QAQ + 2V 2p,q,p+q[2n1,1,q,t − 2n1,1,p+q,t]AP+QAQ
)
, (A5)
σK11,p,t =
∫
q
∫
ω,ν
(
V 2p,q,p−q[(4n1,1,p−q,tn1,1,q,t + 2n1,1,p−q,t + 2n1,1,q,t + 2]AP−QAQ (A6)
+2V 2p,q,p+q[4n1,1,p+q,tn1,1,q,t + 2n1,1,p+q,t + 2n1,1,q,t]AP+QAQ
)
,
σK12,p,t =
∫
q
∫
ω,ν
(
V 2p,q,p−q[4n1,2,p−q,tn1,2,q,t]AP−QAQ + 2V 2p,q,p+q[4n1,2,p+q,tn1,2,q,t]AP+QAQ
)
, (A7)
ΦK11,p,t =
∫
q
∫
ω,ν
(
V 2p,q,p−q[4m1,1,p−q,tm1,1,q,t]AP−QAQ + 2V 2p,q,p+q[4m1,1,p+q,tm1,1,q,t]AP+QAQ
)
. (A8)
This eliminates the frequency integrals from the expres- sion and leads to Eqs. (3.15)-(3.17).
