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Close binary stars are binary stars where the component stars are close enough such that they can exchange mass
and/or energy. They are subdivided into semi-detached, overcontact or ellipsoidal binary stars. A challenging problem
in the context of close binary stars, is their classification into these subclasses, based solely on their light curves.
Conventionally, this is done by observing subtle features in the light curves like the depths of adjacent minima, which
is tedious when dealing with large datasets. In this work we suggest the use of machine learning algorithms applied
to measures of recurrence networks and nonlinear time series analysis to differentiate between classes of close binary
stars. We show that overcontact binary stars occupy a region different from semi-detached and ellipsoidal binary stars
in a plane of characteristic path length(CPL) and average clustering coefficient(CC), computed from their recurrence
networks. We use standard clustering algorithms and report that the clusters formed corresponds to the standard classes
with a high degree of accuracy.
Our study aims to classify close binary stars into semi-
detached, overcontact and ellipsoidal binaries based on
the properties of the recurrence networks constructed
from their light curves. We show how this can be auto-
mated using machine learning algorithms for faster and
efficient classification. Recurrence networks have been
an important addition to conventional nonlinear time se-
ries analysis tools to study the dynamical behavior of real
world systems, with a major advantage in terms of the
number of data points required for reliable analyses. The
methods of machine learning are especially suited to deal
with large numbers of astrophysical objects. In this con-
text, study of nonlinear dynamics of binary star systems
has been mostly restricted to compact objects like neu-
tron stars and black holes, where matter accretion leads to
interesting dynamical phenomena1,2. On the other hand,
nonlinear time series analysis of noncompact binary stars
has not been studied in detail. In close binary stars, ex-
change of matter and energy leads to irregularities in their
light curves and these irregularities reflect the variations
in their underlying dynamics. We start with methods of
nonlinear time series analysis to recreate the dynamics and
capture the subtle variations in their dynamics by con-
structing recurrence networks from them. Then cluster-
ing algorithms like k-means and support vector machines
are used to see the pattern of clusters in the plane of char-
acteristic path length(CPL) and average clustering coef-
ficient(CC), which can correctly identify the three cate-
gories of the stars. Our method is computationally much
less expensive than conventional methods and can be ef-
fective with much smaller data sets and hence an efficient
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way to deal with a large number of data sets.
I. INTRODUCTION
Binary stars are systems of two stars which are gravitation-
ally bound to each other. When the stars are aligned such
that their movement results in eclipses from the earth’s line
of sight, they are termed as eclipsing binaries. Morphologi-
cally they may be classified into detached, semi-detached and
overcontact binary stars3. They are formally defined using the
concept of Roche lobes, which constitutes the region around a
star where its matter is gravitationally tied to it. When both of
the stars in the binary do not fill their Roche lobes, the binary
is termed as a detached binary. When only one of the stars fill
its Roche lobe, it is called a semi-detached binary and when
both components fill their Roche lobes, it is called an overcon-
tact binary star4. A schematic of a semi-detached binary star
is shown in Figure 1. The term close binary stars is used to
collectively refer to the latter two configurations where mass
and/or energy transfer is possible. This happens through the
inner Lagrangian point, L1 as shown in Figure 1. If the stars
are inclined so that no eclipse is visible from our line of sight,
we categorize the stars as ellipsoidal binary stars. In this case,
the mutual gravitation between the stars distorts their shapes,
which is the primary cause of their light variation5. Hence,
the underlying dynamical processes that govern the variations
in the light curves of the three classes of close binaries are
different. In this work, we study how the nonlinear quantifiers
computed from reconstructed dynamics from the light curves
of all the close binary stars in the Kepler field of view, can be
used to classify them into different categories6,7.
The framework of recurrence networks have been put to
extensive use to study real world complex systems from time
series or observational data. It is proved to be useful in differ-
entiating between dynamical states, studying dynamical tran-
sitions etc8–10. The plane of the characteristic path length and
the average clustering coefficient has been shown to be use-
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FIG. 1. Schematic of a semi-detached binary star showing the Roche
lobes, the inner Lagrangian point and the mass transfer stream be-
tween the stars.
ful in differentiating between different dynamical states that
can be exhibited by a system11. Light variability in many as-
trophysical sources have been shown to be due to nonlinear
dynamics and chaos12–14. Hence we are motivated to use the
measures of recurrence network to discern the differences in
underlying dynamics of binary stars and use that information
in classifying them into proper groups. Our classification is
then cross checked with the existing astrophysical classifica-
tion to validate our results. The relevance of the study lies
in the fact that differentiating between the different categories
of close binaries is really challenging. This is especially true
when distinguishing between ellipsoidal and overcontact bi-
nary stars, which are often found at similar inclinations. Tra-
ditionally, morphological classification is conducted for bi-
nary stars by careful examination of the features of the light
curves. This becomes impractical and computationally expen-
sive with increasing sizes of datasets. Since the underlying
phenomena responsible for the light variations in the different
categories of close binary stars are different, we expect differ-
ent values for the nonlinear quantifiers from the corresponding
light curves.
We reconstruct the phase space dynamics from the light
curves of the close binaries and then recurrence networks are
constructed from the trajectory or attractor in the phase space.
The properties of the network thus constructed reflects the pat-
tern of recurrence of phase points on the attractor and hence
the geometrical properties of the underlying dynamics. We
focus on two main measures computed from the recurrence
networks, namely the characteristic path length and average
clustering coefficient. We use clustering algorithms on this
CPL-CC plane and explore the clusters that are formed in
it. We compare these clusters with the existing classification
schemes to check how well these correlate with each other.
Our study thus presents an alternate classification scheme
using recurrence networks from observational data which is
further made effective and automated using clustering and ma-
chine learning algorithms. We show that the classification
scheme developed agrees with the classification done previ-
ously, with high accuracy.
II. RECURRENCE NETWORKS CONSTRUCTED FROM
LIGHT CURVES
Our dataset consists of close binary stars in the Kepler field
of view, classified as such in the second revision of the Kepler
eclipsing binary catalog7. The catalogue divided the eclips-
ing binaries into semi-detached, overcontact and ellipsoidal
morphological classes, containing 152, 463 and 137 samples
respectively. Typical light curves from these three categories
of close binary stars are shown in Figure 2. We use only the
first 3000 points of a light curve, which is initially cleaned for
outlier points using a standard deviation estimated from the
median (the median absolute deviation)15,16. These data sets
are then subjected to preliminary analysis that involves con-
version into uniform deviates. This transformation rescales all
of them uniformly into the range [0:1], with uniform distribu-
tions. Then the data is embedded in a phase space of chosen
dimension by using the method of delay embedding17. The
value at which the autocorrelation falls to 1e is chosen as the
required delay for each dataset18,19. If Iu(t) is the value of the
intensity received from the star at time t, after the light curve
is converted into a uniform deviate and τ is the delay time, a
reconstructed vector in a phase space of dimension M is given
by,
~vi = [Iu(ti), Iu(ti+ τ), ..., Iu(ti+(M−1)τ)] (1)
From this reconstructed space, the recurrence network is gen-
erated by choosing a threshold ε such that attractor points that
recur within, or are closer than, ε are connected. For this we
generate the binary recurrence matrix Ri, j(ε) as
Ri, j(ε) =Θ(ε−||vi− v j||) (2)
Here,Θ is the Heaviside step function and ||.|| is chosen as the
Euclidean norm20. Each point on the reconstructed attractor
serves as a node of the network with a link present when Ri, j
is 1. The pattern of connections in the network thus generated
is captured in the matrix of connections called an adjacency
matrix Ai, j, computed from the recurrence matrix by setting
the diagonal elements to zero20.
Ai, j(ε) = Ri, j(ε)−δi, j (3)
where δi, j is the Kronecker delta function.
Ai, j is used to compute the characteristic measures of the
network21. An important first step in this procedure is the
choice of a proper embedding dimension to reconstruct the
attractor in phase space. For our analysis we use the embed-
ding dimension 4 for all the stars, since in almost all cases
considered, the degree distribution of the recurrence network
saturates at M = 4, as shown in Figure 322.
The next important choice is that of the recurrence thresh-
old ε . It is chosen such that at least 95% of the nodes form
part of the largest component in the network. For M = 4, this
threshold is set to be ε = 0.14, as suggested in Jacob et. al.22.
The recurrence networks created using sample light curves
from the three classes of close binary stars are shown in Figure
4.
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FIG. 2. Typical light curves of (a)Semi-detached star KIC 8509469
(b)Overcontact star KIC 10796477 and (c) Ellipsoidal star KIC
5564600.
Then we proceed to check whether the recurrence net-
works thus generated from the embedded attractor, show dis-
tinct features for different classes of close binaries. This re-
quires quantification of the recurrence networks using two
main characteristic measures, namely the characteristic path
length and the clustering coefficient. The characteristic path
length (CPL) is measured as the average of shortest paths be-
tween every possible node pair (i, j)21.
CPL=
1
N · (N−1) ·∑i6= j
di, j (4)
Here i and j are nodes in the network and di, j is the short-
est path between them. The local clustering for each node
measures how close a node is to being a complete graph (or
clique). If N is total number of nodes in the network, the local
clustering for a node i having degree ki is given by22,23
Ci =
∑ j,kA jiA jkAki
ki(ki−1) (5)
The average clustering for the entire network is then given
by23
CCavg =
1
n
n
∑
i=1
Ci (6)
III. CLASSIFICATION AND CLUSTERS BASED ON
MEASURES OF RECURRENCE NETWORKS
A. CPL and CC values of close binary stars
We try a classification scheme for close binary stars based
on the measures computed from their recurrence networks.
FIG. 3. Normalized degree distributions for differing embedding
dimensions, M, for recurrence networks constructed from the light
curves of (a)Semi-detached star KIC 8509469 (b)Overcontact star
KIC 10796477 and (c) Ellipsoidal star KIC 5564600. All three show
saturation of the distribution at M = 4 or earlier. The error on a
degree value, k, is given by
√
n(k)
N , where n(k) is the number of nodes
with degree k22.
We observe that the semi-detached and ellipsoidal binary stars
have very different values for characteristic path length from
overcontact binary stars. This is shown in Figure 5 which
shows the kernel density plot for the three categories of close
binaries.
This would mean that using CPL alone, we should be able
to identify the overcontact binary stars from semi-detached
and ellipsoidal binary stars. From the kernel density plot
shown in Figure 5, we define the intervals of CPL for the
different categories. Thus at CPL = 9.8, the distributions
are found to merge for overcontact and demi-detached binary
stars, whereas they merge at CPL = 9.2 for overcontact and
ellipsoidal stars. Using these intervals, we correctly classify
402 of 463 overcontact stars and 129 of 152 semi-detached
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FIG. 4. Recurrence networks constructed from the light curves
of (a)Semi-detached star KIC 8509469 (b)Overcontact star KIC
10796477 and (c) Ellipsoidal star KIC 5564600.
stars. For the case of ellipsoidal binaries, 428 of 463 overcon-
tact stars and 120 of 137 ellipsoidal stars are correctly classi-
fied. We define the accuracy of classification or prediction as
the correctly predicted fraction of the total set. Thus for we
can distinguish between semi-detached and overcontact bina-
ries with an accuracy of 0.86 while for classifying ellipsoidal
FIG. 5. Distributions of Characteristic Path Lengths for the three
kinds of close binary stars. The distributions for semi-detached and
ellipsoidal binary stars are distinctly different from the distribution
for the overcontact stars.
stars and overcontact stars, an accuracy of 0.91 is achieved.
We further look at both CPL and CC values of recurrence
networks together. In this context we note that the CPL-CC
plane is known to have very different values for different dy-
namical states11,24. We try to locate all the close binary stars
on the CPL-CC plane and it is shown in Figure 6. Quite
clearly, the semi-detached and ellipsoidal binary stars occupy
a region of the plane very different from overcontact binary
stars. In the following sections, we try to extract these clusters
using one unsupervised learning algorithm, namely k−means
clustering and one supervised learning algorithm, namely sup-
port vector clustering.
B. k-means clustering
In this section, we show the use of a simple k−means clus-
tering algorithm to identify clusters in the CPL−CC plane.
The k−means algorithm is an iterative algorithm that initially
selects a set of k random observations as initial k−means.
Each observation is linked to the closest mean. The centroids
of the clusters are calculated as the new k−means and the pro-
cess is repeated25. We initially attempt to distinguish between
overcontact and semi-detached binary stars. We find the al-
gorithm divides them into two regions in the CPL-CC plane
(Figure 7a), correctly classifying 330 of 463 overcontact bi-
naries and 146 of 152 semi-detached binaries. This leads to
an accuracy of 0.77. On considering ellipsoidal binaries, the
clusters generated by the algorithm contains 357 overcontact
binaries and 135 (of 137) ellipsoidal binaries respectively (ac-
curacy = 0.82).
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FIG. 6. Locations of close binary stars on the CPL-CC plane. Each
point represents a particular close binary. Green corresponds to semi-
detached, red corresponds to overcontact and blue to ellipsoidal bi-
nary stars. We notice that overcontact stars lie in a distinctly different
part of the plane separated from the semi-detached and ellipsoidal
stars.
C. Support vector machines
We now report the use of support vector machines that can
partition a multi dimensional distribution into clusters on the
basis of a discriminating hyperplane. If we need to divide
an n− dimensional space into two clusters, the support vec-
tor machine constructs an optimal n−1 dimensional surface.
This surface is decided so that the distance of the points clos-
est to it, is maximized26.
In our case, we need to partition the 2−d CPL−CC plane
into two clusters using a support vector machine. We keep
aside 50% of the points as the training set and the remaining
50% of data as the testing set. As before, we initially differ-
entiate between semi-detached and overcontact binaries. The
algorithm gives an accuracy of 0.89± 0.01 when applied to
the testing set. In the case of ellipsoidal versus overcontact
case, we get an accuracy of 0.91± 0.01. The error bars are
standard deviations for ten iterations. The predicted clusters
for a particular iteration is shown in Figure 8.
IV. SUMMARY AND DISCUSSION
We report the results of our study on 752 close binary stars
in the Kepler field of view using the framework of recur-
rence networks generated from their observational data. We
invoke machine learning algorithms to distinguish between
FIG. 7. Clusters predicted by the k−means clustering algorithm in
the CPL-CC plane. Predicted clusters for (a)Overcontact and semi-
detached stars and (b)Overcontact and ellipsoidal stars. The color
code is green: semi-detached, red: overcontact and blue: ellipsoidal
binary stars.
TABLE I. Table giving the values of accuracy for different algo-
rithms that differentiate overcontact stars from semi-detached and
ellipsoidal stars.
Algorithm Accuracy(ELV ) Accuracy(SD)
CPL 0.91 0.86
k−means 0.82 0.77
SVC 0.94±0.01 0.89±0.01
different types of close binary stars using the measures de-
rived from their networks. Our study is based on the fact that
the nonlinear dynamical properties of the light curves reflect
the differences in the mechanisms for the variability among
the three classes identified as semi-detached, overcontact and
ellipsoidal binaries. We find that the range of values of char-
acteristic path lengths(CPL) for the overcontact stars is dif-
ferent from ellipsoidal and semi-detached stars. Further the
overcontact stars fall into a different region of the CPL−CC
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FIG. 8. Clusters predicted by the support vector clustering algo-
rithm in the CPL-CC plane. Predicted clusters for (a)Overcontact and
semi-detached stars and (b)Overcontact and ellipsoidal stars. The
color code is same as in Figure 7.
plane, away from ellipsoidal and semi-detached binary stars.
This indicates the possibility of organising them into clusters
in the CPL-CC plane. We identify these clusters using two
machine learning algorithms, one unsupervised and one su-
pervised, the k−means clustering algorithm and support vec-
tor machine. The clusters generated using these algorithms
have a large intersection with the earlier astrophysical classi-
fications. The accuracy of classification is remarkable but can
be improved by further studies on proper choice of training
sets.
Our study illustrates, that the nonlinear dynamical proper-
ties of close binaries may be exploited to classify them into
semi-detached, overcontact and ellipsoidal binary stars. This
is because the variations in the underlying dynamics are re-
flected in the pattern of recurrences of the reconstructed at-
tractors. We could quantify them using the measures of the
corresponding recurrence networks. However, our results in-
dicate that measures of the recurrence networks for ellipsoidal
and semi-detached binary stars have similar range of values
making it difficult to distinguish between the two categories.
We think this must be because even though their inclinations
are different, their underlying dynamics may have similar fea-
tures. Hence our analysis which is based on the nature of non-
linear dynamical properties, may not distinguish them . How-
ever, using simple astrophysical parameters like the angle of
inclination, their differentiation is easily possible6.
With the challenges posed due to the need to classify large
datasets like those from Kepler, methods such as local linear
embedding have been suggested as alternatives27. The num-
ber of data points and computational power required for these
techniques is larger than that for recurrence networks which
give robust results with much smaller datasets. For instance all
the computation done in this study used just 3000 data points
per light curve. The good agreement with conventional clas-
sification suggests that this method is an efficient alternative
for the classification using neural networks or local linear em-
bedding. Further we have shown how we can refine the classi-
fication scheme by using machine learning algorithms which
can be automated for use with very large number of data sets
in a very efficient manner.
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