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ABSTRACT
Protein folding landscapes and protein-protein interaction landscapes are
subject to modulation by many factors inside living cells: crowding, electro-
statics, hydrophobic interactions, and even hydrodynamic phenomena. The
resulting spatio-temporal fluctuations in protein folding rates, protein sta-
bility, protein diffusion, as well as protein structure, protein function, and
protein interactions are the subject of a recent generation of experiments,
as well as in-cell modeling. We discussed some specific examples of how the
cell modulates protein folding kinetics and diffusion. We also provide a hid-
den Markov model for studying the folding and binding of the single- and
few-molecule experiment.
In the first chapter, we measured the stability and folding rate of a mutant
of the enzyme phosphoglycerate kinase (PGK) in living cells as a function
of temperature. To facilitate measurement in individual living cells, we de-
veloped a rapid laser temperature stepping method capable of measuring
complete thermal melts and kinetic traces in about two min. We compared
the temperature dependence of folding kinetics in vitro and in vivo. The
temperature-dependent crowding, local viscosity, or hydrophobicity are in-
cluded in the effective two-state model.
In the second chapter, we measured the protein diffusion in living cells with
fluorescence loss in photobleaching experiment. The temperature dependence
of diffusion of proteins with different sizes, stabilities are compared. We
studied the anomalous diffusion and microenvironment fluctuation in the
cell by comparing the experimental and simulation results.
In the third chapter, we discussed a hidden Markov model that can be
applied to single- and few-molecule experiment to study the protein folding
and binding kinetics. The time resolved fluorescence spectroscopy allows us
to study the fluctuations in fluorescence lifetime and fluorescence anisotropy
during the folding and binding transitions.
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CHAPTER 1
INTRODUCTION
Proteins are constantly subject to a fluctuating environment. Some of these
fluctuations are internal to the protein itself: these macromolecules are large
enough to produce their own environment. For example, self-friction con-
tributes to folding kinetics [1, 2], and fluctuating loops can regulate enzyme
activity [3, 4]. Other fluctuations result from the environment. For example,
solvation water dynamics are affected by the protein’s presence [5–7], and
in turn affect protein dynamics [8], and inside cells, proteins interact with a
myriad of macromolecules and molecular machinery.
The fluctuations of the protein energy landscape inside cells are the topic of
this chapter. They occur both on different spatial length scales and temporal
time scales, resulting in processes such as anomalous protein diffusion in the
cell, or variations of protein stability in different parts of the cytoplasm or
different organelles in the cell. Some of these fluctuations may simply be
the unavoidable physics of small numbers: a protein in a cell is typically
surrounded by only a dozen or so macromolecules, but some of them may
have evolved to optimize the cell for survival. In effect, the crowded interior
of the cell may give living systems another handle for controlling their protein
machinery, a level of control exerted close to the subtle thermal fluctuations
on the order of kBT . At that level, hydrodynamics [9], transiently associated
complexes [10], water-mediated interactions [11], and ultrastructure of the
cell [12, 13] play a role in modulating the energy landscape of the cell. In most
cases, we do not expect such modulation to fundamentally alter the energy
landscape of proteins studied in vitro, but to tweak it in advantageous ways.
In some cases (e.g. disordered polypeptides on the verge of folding), small
modulations may be amplified drastically. Indeed, in complex interaction
This chapter was submitted to Guo, M.;Gruebele, M. Spatio-temporal fluctuations
of protein folding in living cells. Molecular Science of Fluctuations towards Biological
Functions. Springer, 2013
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networks, sensitivities can arise that amplify fluctuations even in the limit of
some of the constituents occurring in large numbers [14].
A number of experimental techniques have been developed during the past
decade to investigate fluctuations of protein dynamics inside cells. Transla-
tional dynamics (e.g. anomalous diffusion) has been studied by tracer par-
ticle or labeling techniques [15, 16]. Stability of proteins has been altered
by additives tolerated by live cells [17]. NMR techniques now can look at
overexpressed proteins inside cells [18], and mass spectrometry techniques
can analyze average stability of proteins inside cells [19]. For a look at fluc-
tuations, fluorescence techniques are currently the most promising, owing to
their spatial resolution (ca. 300 nm at the diffraction limit, potentially 10’s of
nm in super-resolution, which is just becoming possible in live cells [20, 21]).
We developed Fluorescence Relaxation Imaging (FReI) as a simple and ro-
bust microscopy technique to look at fluctuations of protein stability, protein
folding kinetics, protein-protein interactions, and protein function inside liv-
ing cells. The idea is as follows: FRET-labeled proteins are introduced in
a cell through injection, or plasmid expression, or intrinsic expression. The
proteins are imaged inside the cell with millisecond (and potentially even
faster) time resolution. An infrared laser either subjects the cell to a simple
temperature jump [22], or modulates the cell temperature with other wave-
forms [23, 24]. The response of the FRET-labeled protein (or FRET labeled
pair or triplet of proteins) is then imaged throughout the cell as a function
of time, recording responses such as protein unfolding, protein refolding, or
transient protein-protein interactions. The following discussion is based on a
lecture given at the International Symposium on Molecular Science of Fluc-
tuations towards Biological Functions, and discusses some of our work in the
area of spatio-temporal fluctuations of protein stability and folding kinetics
inside living cells.
1.1 Protein Structure and thermodynamics -
consequences of environmental modulation
Inside living cells exists a crowded environment, with macromolecule concen-
tration up to 400 mg/ml [25]. The size exclusion effect of crowders has a large
impact on protein stability. It limits the space a protein can occupy, thus
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distorting the folding energy landscape in favor of more compact structures.
With non-interacting crowders, the unfolded state is entropically disfavored
because it occupies more space, stabilizing the protein. There are also inter-
acting “attractive” crowders, which enthalpically stabilize the unfolded state,
bringing down the melting temperature of a protein [26, 27].
In vitro, the uncharged carbohydrate Ficoll is often used in crowding ex-
periment for the comparison of the folding thermodynamics and kinetics with
protein in aqueous buffer. This 70 kDa inert macromolecule provides a simple
homogeneous crowding environment. The crowding effect alters the protein
folding energy landscape by a small amount, but significant enough to alter
protein populations substantially. For example, the stability of native state of
CRABP1 is changed in Ficoll by up to 5 kJ/mol [28]. Due to the exponential
sensitivity of the population to free energy (the Boltzmann factor e−∆G/kBT ),
this small modulation is enough to alter the population distribution by 7-fold
at constant temperature. Extensive studies have shown that protein folding
energy landscape is modulated on the order of a few kBT in the presence of
crowders [29–31]. Proteins can also be destabilized by crowding or in vivo
[32, 33]. For example, proteins crowded by other proteins in vitro are in some
cases stabilized [34] and in other cases destabilized [32]. This shows that hy-
drophobic or electrostatic interactions with crowders can create “stickiness”
in the protein’s environment, thus stabilizing less compact unfolded states
of the protein. In cells, a rich mixture of environments with different hy-
drophobic and electrostatic properties exists in different organelles, and even
in ultrastructure within the cytoplasm.
We have used the 415 residue two-domain enzyme PGK (phosphoglycer-
ate kinase) extensively to study crowding-induced averages and fluctuations
of protein structure and stability inside cells. Even the structure of PGK
(specifically, the relative orientation and contact among the two domains)
can be modulated by a crowding environment [35]. FRET labeled PGK
shows larger fluorescence energy transfer in a Ficoll-crowded environment
and in living cells compared to aqueous solution. Figure 1.1A shows that the
donor/acceptor fluorescence ratio (D/A) drops to half of the original value as
the Ficoll concentration increases from 0 to 300 mg/ml. This experimental
observation was confirmed by coarse grained molecular dynamic simulation.
The structures found in these simulations reveal that the folded state of PGK
in Ficoll populates a more compact structure than the crystal structure. The
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Figure 1.1: Protein structure change in response to crowding. (A) FRET
efficiency of PGK-FRET in terms of D/A in sucrose (open circles) and
Ficoll (dots). The structure of PGK-FRET is not disturbed in sucrose, but
becomes greatly compact with a lag phase as Ficoll concentration increases
[35]. (B) The four conformations of VlsE indifferent crowding and
denaturant conditions. Bean like shape occurs in crowded environment. It
unfolds to X and U states in sequence [25]
protein population undergoes a shift from the native crystal structure (C)
with two well-separated domains, through collapsed crystal structure (CC),
and finally to a spherical compact state (Sph) as it unfolds in a crowded envi-
ronment. The radii of gyration of the CC and Sph states are ca. 2 A˚ smaller
than in the C state, and such compactness is favored in a crowded environ-
ment. The stability of folded state increases in the presence of Ficoll as a
result of confinement: the melting temperature of PGK in 200 mg/ml Ficoll
increases by 2 ◦C. The drop in D/A and gain in stability of PGK in Ficoll are
consistent with the in vivo result measured for PGK [35]. The comparison
implies that the influence of the cytoplasm on PGK folding can be described
by the macromolecular crowding effect without large enthalpic contributions
that stabilize the unfolded state.
The story is entirely different for the protein VlsE (Variable-major Like
Sequence, Expressed). Borrelia burgdorferi VlsE is an extracellular protein
that assists in the pathogenicity of the Lyme disease agent. VlsE has multiple
variable surfaces to prevent antibody recognition in the infected host [36]. It
is an elongated, football-shaped protein. Experiments have shown that VlsE
is sensitive to a simple crowded environment. In the presence of Ficoll,
more helical contents of VlsE are observed in the far UV CD spectrum,
as compared to aqueous solution. The native state (crystal structure) in
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absence of crowders has only 52% helicity, while it rises to 80% in the folded
state in 400 mg/ml Ficoll 70 solution [37]. MD simulation suggests that VlsE
achieves a more compact bean shaped (B) structure rich in non-native helical
contents in crowded environment (Figure 1.1B). This B state has a bigger N
to C terminal distance than native state, even though it is more structured
and compact [25]. This increase of the N to C distance agrees with the in
cell experiment of VlsE FRET-labeled at the N and C termini, which shows
that the donor/acceptor ratio D/A of the folded state at room temperature
increases from ≈2 in buffer to ≈3 to 4 in cells [33].
However, the Ficoll and in-cell experiments part ways when it comes to
VlsE stability. In the simple in vitro crowded environment, VlsE is stabi-
lized just like PGK. The result can be rationalized mainly by an excluded
volume effect. Yet in vivo, in U2OS human bone carcinoma cells, VlsE has
a melting temperature 3 ◦C lower than in vitro [33]. This interesting result
demonstrates that chemical interactions plays a role and can overcome purely
non-interaction confinement effects [26, 27]. If so, the interactions must be
mainly hydrophobic, as the isoelectric points of VlsE and PGK are very sim-
ilar, so at pH ≈7.2 inside a cell, electrostatics of the two proteins should not
be too different. In addition to chemical interactions with crowders inside the
cell, a more complex volume exclusion mechanism is also possible. For exam-
ple, the states N (native in aqueous solution) and B (the bean-shaped state
stabilized by crowding) may have free energies that tune at different rates
upon crowding. While the X-state is destabilized by crowding relative to the
B state, the B state may not be stabilized enough to make the overall effect
in the cell a stabilizing one. It will be very interesting to investigate chemical
(mainly enthalpic) vs. volume exclusion/crowding (mainly entropic) effects
in the complex environment inside cells.
A sub-cellular resolution study of PGK folding in cells shows how PGK sta-
bility fluctuates among different compartment in the cell, and even within the
cytoplasm. Figure 1.2 is a pixel-resolution map (ca. 0.5 µm) and histogram
of the melting temperature of PGK inside U2OS cells. There is a non-uniform
pattern of melting temperature distributions inside the cytoplasm. This 2 ◦C
wide distribution corresponds to about 4 kJ/mol stability fluctuations of the
protein in various parts of the cytoplasm. In some stabilized areas, there is
only 1/3 unfolded population, whereas in some other areas, there is 2/3 un-
folded population. This map clearly shows protein stability strongly depends
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Figure 1.2: The spatial distribution and histogram of melting temperature
and cooperativity of PGK-FRET measured in live cell. The melting
temperature ranges from 39 ◦C to 43 ◦C in vivo, much wider distributed
than in vitro.
Figure 1.3: The distribution of melting temperature and folding rates of
PGK-FRET in cytoplasm (red), nucleus (blue) and endoplasmic reticulum
(green) compared with in vitro (black) [38]. They are all stabilized and
have slower folding rates with much wider distribution in vivo.
on the local environment. Comparison with intracellular membrane location
shows that the patterns are not co-localized with membranes; they may be
associated with the cytoskeleton. For a protein like PGK, the fluctuations
are relatively small near the cell’s natural temperature of 37 ◦C. However,
an intrinsically disordered signaling protein with a sharp folding-unfolding
transition dependent on the presence of a binding partner might show very
large fluctuations of unfolded-unbound vs folded-bound population inside a
cell, a possible location-dependent regulation mechanism.
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Protein stability can be modulated also by organelles within the cell. Dhar
et al. compared the FRET-labeled PGK in different organelles of mammalian
cells [38]. It was shown that PGK in the endoplasmic reticulum is more com-
pact than in the cytoplasm. Nuclear-localized PGK is even more compact.
Their stabilities vary in the same order: least stable in cytoplasm, median in
the ER, and most stable in nucleus (Figure 1.3). The dramatic stabilization
in the nucleus compared to ER and cytoplasm must be due to more than the
crowded environment (nuclear crowding is similar to cytoplasmic crowding),
perhaps histone-bound nucleic acids provide a sufficiently different chemical
environment than cytoplasm. In recent experiments, Wirth and coworkers
showed that PGK co-localized with chromosomal material during mitosis also
is more stable than in the rest of the cytoplasm, lending support to this idea
[39].
1.2 Protein folding, binding and biological function -
environmental modulation of the energy landscape
Structure and stability are not the only protein properties that fluctuate in
the intracellular environment. Protein folding kinetics is also highly sensitive
to the free energy landscape, which in turn is modulated by a protein’s sur-
roundings. For example, the crowding effect that destabilizes the unfolded
state lowers the activation energy at the same time [40]. That would speed
up protein refolding. At the same time, crowding eventually (at very high
concentrations) increases the local viscosity and decreases the local diffusion
coefficient. That would slow down protein folding. Viscosity inside cells
is a complex phenomenon because of the different length scales of trans-
port involved. For example, protein rotation and folding are very localized
phenomena (length scale < 10 nm), and depend on local viscosity, which
may be relatively similar compared to the bulk in interstitial spaces between
the crowders. At the other extreme, long range diffusional transport may
encounter jammed environments with very high effective viscosity, slowing
down the dynamics.
Thus folding rates inside cells could go up or down, depending on whether
confinement or viscosity dominates [29]. For PGK folding in living cells, the
increased local viscosity plays an important role. In Ficoll, PGK folding ac-
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Figure 1.4: Comparison of folding rates of PGK in cells. (A) Distribution of
folding times in vivo and in vitro, all measured at 43 ◦C. In vivo folding is
slowed down with a bigger standard deviation [43]. (B) Folding rates of
PGK as functions of temperature in six cells are shown in different colors.
The in vitro data is shown in the black curve [23].
tually speeds up relative to aqueous buffer at concentrations up to 100 mg/ml
[35]. The average in vivo folding rate of PGK is slowed down by a factor of
2 compared to aqueous buffer. At the same time, the fluctuations of in vivo
folding rates are large. Figure 1.4A compares the distribution of the folding
rates in vitro and in different cells from a U2OS cell population. The in vitro
data shows negligible variation, which mainly arises from the experiment er-
ror, while the in vivo folding rates vary from 2 seconds to 6 seconds. It is
estimated that the cell-to-cell variation of the activation energy of folding
is only about 0.6 kJ/mol. The estimate is based on measuring fluctuations
of the protein stability (see previous section), and combining this with an
average Phi-value of 0.3. (The Phi value [41] is a measure of how much the
transition state free energy fluctuates compared to the folding free energy; it
lies between 0.3 to 0.5 for most proteins on average, i.e. a stress that desta-
bilizes a protein by 1 kJ/mole destabilizes the transition state on average by
0.3 to 0.5 kJ/mole.) The total folding rate varies by a factor of 3, more than
can be accounted for by 0.6 kJ/mole, so the majority of the fluctuations is
still attributed to local viscosity fluctuations inside the cell [42].
Figure 1.4B illustrates how the folding rate depends on temperature, and
how it is modulated from cell to cell (with similar fluctuations of the rate oc-
curring also within cells). The red curves (in-cell) are similar in appearance
to the black curves (in vitro). Thus the fundamental folding mechanism is
not altered in vivo. They do however differ both systematically, and fluctuate
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from cell to cell. Some of the systematic variations have already been dis-
cussed: the kf (folding) and ku (unfolding) rate constants intersect at higher
temperature and at a lower rate than in vitro. It means that the protein
is stabilized inside the cell, and that the observed relaxation rate near the
protein melting temperature is slower in cells than in vitro. The following
can be observed additionally in the kinetics results: the folding rate is always
faster in-cell than in vitro, whereas the unfolding rate is always slower. This
is in agreement with the crowding scenario, in which the unfolded state is
destabilized. On top of these averages, different cells show different “tilts”
of the rate curves in Figure 1.4B. For example, cells 1 and 4 are more tilted
clockwise. This could be due to a weakening of the crowding effect at higher
temperature, such that the black in-cell curves approach the red in vitro
curves. Clearly this does not happen in all cells, so the crowding effect be-
haves differently for different cells within a population (and also differently
in different parts of the cytoplasm).
The different behavior of in vivo folding rates can be observed also in
organelle-localized folding experiment. Even though nuclear-localized PGK
is stabilized by over 4 ◦C relative to aqueous buffer, the folding rate of is
almost same as in vitro. On the other hand, PGK in ER and in cytoplasm
are less stabilized (only 2 ◦C, see Figure 1.3), but folding is slowed down two-
fold compared to in vitro [38]. PGK folding in the nucleus is more similar to
folding in 200 mg/ml Ficoll [35] than it is to folding in the ER: the protein is
stabilized by a few degrees, rates are not changed by much, and the folding
mechanism remains similar. (The evidence for the latter is that the stretched
exponential constant β ranges from 0.5 to 0.6 both in vitro and in the nucleus
in the fitting formula exp((−t/τ)β) used to fit kinetic relaxation after a T-
jump; in the ER, β is closer to 1, and PGK folds more like a two-state folder
with simple exponential kinetics).
A temporal correlation study of the folding rate in cytoplasm allows us to
learn for how long the microenvironment in live cells persists and how they
rearrange with time. The PGK translational diffusion time is faster than
folding time on a 2 µm spatial scale. The fluctuations of folding rates and
mechanism are therefore washed out below the 2 µm length scale due to rapid
exchange of protein by diffusion. But we can examine the granular and fila-
mentous cytoplasmic microenvironment on a larger spatial scale that persists
much longer than the folding time scale. A set of T-jumps are performed in
9
Figure 1.5: Temporal correlation of the folding rate distribution in live cell.
a time series to study the time correlation of the folding rate distribution
pattern in the cytoplasm is shown in Figure 1.5. This correlation function
decays in about 70 sec, which is the typical time scale that a protein molecule
travels across the whole cell, for example due to cytoplasmic convection in
addition to diffusion.
1.3 Protein binding and function fluctuate within the
cell
Binding is another important effect that modulates protein folding free en-
ergy landscapes in living cells. We discussed above that enthalpically-driven
“sticking” of unfolded protein to crowders can destabilize a protein. Chaper-
ones may act in a similar way by binding to hydrophobic exposed patches on
partly or completely unfolded proteins, storing denatured proteins until they
can refold, or assisting the unfolding of proteins so that refolding may be
attempted [44]. Ultimately, unfolding can be a precursor to proper refolding
in vivo. For example, unfolding-refolding experiments done with PGK in live
cells on a 10 sec time scale show that refolding is more reversible in the cell
than in vitro. This could be due to the general properties of the cytoplasm, or
it could be due to binding and “storage” of unfolded protein by chaperones,
or both. Future experiments to look at co-localization of unfolded proteins
and chaperones inside cells will show whether chaperones can contribute to
protein maintenance even on such short time scales. Intrinsically disordered
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polypeptides (IDPs) are another example of proteins whose functions can
be modulated by crowding and other weak interactions in the cell. IDPs
do not maintain folded structure in vitro, due to an unfavorable charge to
hydrophobicity ratio [45]. In cellular environment, some can fold into sta-
ble structures because crowding and electrostatics overcome the unfavorable
charge/hydrophobicity ratio. NCBD and ACTR are two IDPs that synergis-
tically fold in multiple stages of binding and folding in a highly cooperative
way [42, 46, 47]. A Go model simulation by Ganguly et al. reveals that these
two proteins fold only when they bind to each other. In the absence of inter-
molecular interaction, these two proteins can only form a meta-stable mini
folding core of NCBD helices α1 and α2. At this first stage of folding, the
conformational fluctuations are very large because of very small free energy
barriers of a few kcal/mol or less. Thus the helices are flexible enough to
sample a large configurational space. Once the mini folding core is formed,
binding of NCBD with ACTR and subsequent folding is enabled. The bind
process is fast, limited only by diffusional encounter [48]. This fast binding-
folding cooperative behavior is important for IDPs functioning in the cells
without being identified and degraded by protein degradation machinery.
Protein conformational fluctuations can be highly correlated with biologi-
cal function, and are also modulated within living cells. The conformational
fluctuation of CypA can be coarse-grained into a three-state process that
involves a free state and two enzyme-substrate complexes [49]. The time
scale of interconversion between these states is very fast - sub-ms. Confor-
mational fluctuations of CypA are observed even without substrate bound.
The conformation fluctuations are global, rather than being limited to the
substrate binding site [50]. An interesting question for future study arises in
connection with the “conformational selection” and “induced fit” scenarios
of substrate processing. In conformational selection, the protein already has
a significant probability of occupying structures required for tight substrate
binding. In induced fit, it is the actual binding of the substrates that lowers
the free energy of the proper conformation sufficiently to be populated. The
energy landscape modulation on the order of kBT that occurs in the cell
may be sufficient to favor one over the other. For example, states that are
not populated in vitro may actually be conformationally selected in the cell
because they are stabilized in the cytoplasm.
The crowded cytoplasm has significant effects on enzyme turnover rates.
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Enzyme activity can vary over a wide range. The Michaelis constant Km in
crowded matrices differs from 10 times larger to 3 times smaller relative to
that in buffer without crowding agents, depending on the nature of crowders
and enzymes themselves [51–53]. The concentrations of enzymes in the cell
are kept at values near Km by crowders, allowing efficient function despite
any fluctuation of the substrate concentration. PGK is an example of an
enzyme whose activity is dramatically increased in crowded Ficoll solution
due to accelerated substrate binding [35]. (At five-fold higher enzyme con-
centrations, enzyme-product dissociation is not affected by crowding [52].)
FRET measurements and computer simulations of PGK structure provide
some evidence that upon crowding in Ficoll, the two halves of the active
site (the Mg-ATP and the 3PGA binding site) come closer together. The
crowded environment favors a compact structure that may be enzymatically
more active. It is calculated that the distance between the two halves of
the active site is reduced by 24-42% in the presence of crowders compared
to crowder-free aqueous solution [35]. In this context, crowding may also
improve multi-enzyme processing of substrates. There is some evidences
[54] that diffusion coefficients of metabolic enzymes inside cells are reduced,
possibly because multiple such enzymes loosely cluster inside cells, thereby
decreasing the diffusion time of substrates from one enzyme to the next. Such
weak associations (termed “quinary structure” by McConkey [10]) promoted
by crowding and chemical interactions within cells may confer additional
fitness to cells, although they are difficult to detect by conventional pull-
down assays. Such weak and transient protein-protein association can only
be quantified by the next generation of in vivo experiments.
1.4 Outlook
Spatio-temporal fluctuations of proteins occur at many levels inside the cell:
Protein stability varies within the cytoplasm and from organelle to organelle;
folding and unfolding of proteins is modulated by the cell; protein structure is
modulated; and many types of protein-protein, protein-substrate, and other
protein-biomolecule interactions (e.g. IDP signaling proteins with nucleic
acid binding partner) fluctuate in time and space within the cell. “Downhill”
folding and binding mechanisms are expected to be particularly susceptible to
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cell-induced fluctuations. By definition, “downhill” reactions have negligible
free energy barriers [55, 56] and populations can be strongly shifted along the
reaction coordinate even by small perturbations. It has even been suggested
that downhill reactions can serve as continuously-tunable “rheostats” [57],
as opposed to the classic picture of on-off switches (e.g. genetic switches)
proposed as the major mechanism for regulation of complex networks within
the cell. If so, it may turn out that the cell is doing a substantial amount of
analog computing along with digital on-off processing, and that continuous
fluctuations, as opposed to discrete states, can play an important role in
optimizing life processes. A new generation of single molecule experiments,
in-cell experiments, experiments that highlight the role of “biological” water
in protein-protein interactions, as well as whole-cell simulation [58, 59] will
reveal how important these fluctuations really are.
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CHAPTER 2
TEMPERATURE DEPENDENCE OF
PROTEIN FOLDING KINETICS IN LIVING
CELLS
As the ability of molecular dynamics and physics-based force fields to sim-
ulate protein folding kinetics improves [60–62], folding kinetics in complex
environments such as crowding agents [35, 63, 64] or living cells [43] is re-
ceiving increased attention. Energy landscape theory predicts that the free
energies of different protein states are similar, and that the free energy bar-
riers connecting these states are small [55]; hence, one might expect that
even small perturbations in vivo (on the order of RT ≈ 2.5 kJ/mole) can
have significant effects on folding and function: the relative population of two
pathways is exponentially sensitive to their free energy difference (Boltzmann
factor). In this manner, different microenvironments in the cell could exert
localized “postpost-translational” control over protein structure, folding, and
function [65].
Due to their dynamic nature and small folding equilibrium constant, pro-
teins spontaneously unfold and refold many times in vivo between transla-
tional synthesis and degradation. We recently developed Fast Relaxation
Imaging (FReI) to study posttranslational unfolding and refolding kinetics
inside cells [22]. The technique applies small temperature upward or down-
ward jumps to living cells and monitors a target protein that has been FRET-
labeled to distinguish native and unfolded states by fluorescence microscopy.
As our prototype protein, we chose a FRET-labeled phosphoglycerate kinase
construct (FRET-PGK) for comparison between in cell and in vitro. This
multistate folder should be particularly sensitive to cellular modulation of its
folding rate and mechanism. We found that unfolding was highly reversible
in the cytoplasm up to 43 ◦C [22]. The local viscosity experienced by the
polypeptide chain is about twice as large as in aqueous solvent [43]. Sig-
This chapter is partially reproduced from Guo, M.; Xu, Y.; Gruebele, M. Temperature
dependence of protein folding kinetics in living cells. Proc. Natl. Acad. Sci. U. S. A.
2012, 109, 17863-17867.
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nificant kinetic differences exist between in vitro, nuclear, and endoplasmic
reticulum refolding environments [38].
We now study the temperature dependence of FRET-PGK stability and
relaxation kinetics in bone tissue cancer (U2OS) cells to provide a more
stringent comparison with in vitro results. By developing an automated
temperature stepping method, we are able to complete a series of thermal
melts and kinetics within ≈2 min compared to the previous ≈2 h for such
measurements. This reduces cell damage and propensity for aggregation. We
compared the rate coefficients for six cells with the in vitro result. The melt-
ing curve and rate coefficients could be fitted by an effective two-state model.
A more sophisticated hierarchical three-state free energy landscape confirms
the adequacy of the two-state model and matches the non-exponential re-
laxation kinetics observed by FReI. Consistent with previous measurements
[22, 43], we find that FRET-PGK thermal stability increases by ≈6 kJ/mole
in the cells, and that relaxation is slightly slower. Otherwise, the temperature
dependence of the rate coefficients kf (folding) and ku (unfolding) in the cy-
toplasm closely resembles the in vitro data. The notable exception is small
differences in curvature or tilt of kf and ku as a function of temperature.
To rationalize these differences, we offer several hypotheses that would be
interesting to test with coarse-grained crowding simulations of PGK folding.
2.1 Methods
2.1.1 Protein Expression
The FRET-labeled protein was encoded in the pDream vector and expressed
in E. coli [66]. The His-tagged protein was purified on a Ni-NTA column and
dialyzed against 50 mM phosphate buffer at pH 7. All in vitro measurements
were performed with protein concentrations of 5-10 µM.
2.1.2 Live Cell Experiment
The FRET-PGK plasmid was transfected and expressed in U2OS cells. Trans-
fection was performed with Lipofectamine for 6 h before the cells were split
and grown on coverslips. Confluency was ≈80% before measurements. It is
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estimated that the in cell protein concentration reaches 100-150 µM the time
of imaging 20-25 h after transfection, typical of medium-abundance proteins
in the cytosol [67].
2.1.3 Thermodynamic Fitting
We use the fluorescence intensity ratio D/A, the scaled difference D − aA,
or the FRET efficiency to characterize thermodynamics and kinetics with
the advantages of each outlined in Ref. [38]. The thermal melts plotted as
D(T )/A(T ) were least-squares fitted to an effective two-state model [68]
RT ln[Keq](T ) = ∆H − T∆S + ∆Cp[T − Tm + T ln(Tm/T )]
= ∆G(T ) (2.1)
Adjustable parameters were the folding enthalpy ∆H, folding entropy ∆S,
folding heat capacity ∆Cp, and melting temperature Tm. The constraint
∆G(Tm) = ∆H − Tm∆S = 0 defined Tm as the melting temperature. Keq
was used to calculate the model’s native state fractional population (Ap-
pendix A.2). That fraction was then used to fit the D/A signal as described
in Ref. [38]. After the fit had converged, the final Keq(T ) was further used
for kinetic data analysis.
2.1.4 Temperature-Dependent Kinetics
The in cell relaxation was measured at 16 temperatures from room temper-
ature to 50 ◦C. The kinetic amplitude as a function of temperature reaches
a maximum near Tm that can be used to obtain Tm directly from kinetics
[69]. The resulting Tm is similar to that obtained from fast-step thermody-
namics. Only ≈8 measurements around Tm had enough kinetic amplitudes
for data analysis. The normalized difference D(t)−aA(t) between the donor
and acceptor fluorescence intensities (Figure 2.2) was fitted to stretched ex-
ponentials at each temperature [38]. The optimal choice of the constant a to
yield the highest signal-to-noise ratio depends on the temperature-dependent
relative quantum yields of donor and acceptor and on the sensitivity of the
optical system to the green and red fluorescence [38], but it does not affect
the fitted kobs or β values outside measurement uncertainty. kobs and Keq
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were combined to obtain ku and kf and fitted to a kinetic two-state model
analogous to the thermodynamic two-state model in Eq. 2.1 (Appendix A.2).
2.1.5 Free Energy Landscape Simulation
The FEL kinetics was simulated from 298 K to 328 K in a range of ±15 K
±15 K around the melting temperature. The barrier heights had an optional
quadratic temperature dependence (Appendix A.4). At each temperature
simulated, the initial concentrations in the three states were set to their
equilibrium values at 4 K below the simulation temperature, which is the
size of the temperature jump in the experiment. Relaxation towards the
equilibrium state was calculated by solving
d
dt
 [U ][I]
[N ]
 =
 −kUI kIU 0kUI −kIU − kIN kNI
0 kIN −kNI
 =
 [U ][I]
[N ]
 (2.2)
Rate coefficients were calculated as kXY = k0e
−(GXY +∆GXY /2)/RT and kY X =
k0e
−(GXY −∆GXY /2)/RT . The prefactor k0 was held constant at the previously
measured U ↔ U ′ relaxation rate of 105 s−1 of wild type yeast PGK [70] or
allowed to vary with viscosity as η−γ (Appendix A.4).
To compute kinetic traces from the concentrations, the following FRET
efficiencies E were used. The measured FRET efficiencies of the N and U
states are ≈0.14 and ≈0.25. These values are a combination of actual FRET
efficiency, quantum yield, and camera response. The FRET efficiency of
state I was assumed to be ≈0.195. Relative donor and acceptor intensities
D and A can be calculated from E = A/(A+D). Total FRET intensities D
or A were calculated by summing U, I, and N intensities weighted by their
respective concentrations. The calculated FRET signals as a function of time
were fitted to stretched exponentials and then fitted by the same effective
two-state model as the experimental data.
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2.2 Result
2.2.1 Fluorescence Detection and Fast Temperature Stepping
Our probe protein FRET-PGK is a low-melting triple mutant (Y122W,
W308F, W333F) of the ATP-producing enzyme phosphoglycerate kinase [22].
The enzyme is labeled with a green AcGFP1 donor at the N-terminus and a
red mCherry acceptor at the C-terminus (Figure 2.1) so fluorescence switches
from red towards green when the enzyme unfolds. U2OS cells expressing
the protein adhered to a glass slide immersed in a 120 µm layer of cul-
ture medium. The donor was excited by a blue LED and green and red
fluorescence were separately imaged onto a fast CMOS camera to quantify
FRET (see Methods). mCherry, whose quantum yield decreases linearly by
2.5 %/◦C between 20 and 60 ◦C (11), was excited by a yellow LED to serve
as a thermometer for in vitro and in cell measurements (Appendix A.1). A
thermochromic dye on microbeads can be substituted to provide a reference
for accurate focusing and temperature calibration on the same slide.
To measure protein thermodynamics in living cells with minimal disrup-
tion, we developed a fast temperature stepping method rather than heating
the sample slide only resistively. A 2200 nm wavelength infrared diode laser
was focused by a 25 mm f.l. lens to a ≈1 mm diameter spot on the sample
providing uniform heating over the field of view of a 40× microscope ob-
jective. The laser was computer-controlled to implement any desired power
profile with ms time resolution for upward and downward jumps (limited by
laser power, sample heat capacity, and sample heat conductivity). For fast
thermodynamics measurements of FRET-PGK, the temperature profile was
stepped with a few seconds of dwell time after each step to allow equilibra-
tion. Fig 2.1A (Bottom) shows the resulting donor and acceptor fluorescence
of FRET-PGK in vitro. Instead of simple steps, spiked power steps pro-
vided even faster settling of the temperature for thermodynamic and kinetic
measurements (Appendix A.1).
2.2.2 Thermal Unfolding and Equilibrium Constant
Figure 2.1B shows the resulting donor-acceptor fluorescence intensity ratio
D/A in vitro. The rapid stepping method reached higher D/A ratios upon
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Figure 2.1: Fast temperature stepping measurements in vitro. (A) Stepping
the power of the 2200 nm heating laser and, hence, the temperature (in red,
measured using mCherry), yields donor (AcGFP1, green), and acceptor
(mCherry, red) fluorescence intensity curves upon FRET-PGK unfolding.
Heating to 80 ◦C (reached at 160 s before the temperature was returned to
room temperature) causes some irreversible aggregation even on a 2.5 min
time scale. (B) Fast temperature stepping (blue, ≈2 min) and conventional
stage heating (red, ≈90 min) produce similar melting temperatures, but
fast stepping produces larger donor-acceptor ratios D/A due to reduced
aggregation above 40 ◦C. The insets show ribbon structures of FRET-PGK
folded and unfolded with fluorescent labels symbolized by green and red
cylinders.
unfolding than slow heating of the stage. We attribute this to less protein
aggregation and, therefore, reduced intermolecular FRET [22] when heat ex-
posure is minimized. Upon heating to 80 ◦C in 160 s (Figure 2.1A), refolding
was not fully reversible (baseline at 250 s has not returned to initial value).
Staying below 50 ◦C (relevant in vivo) and using low excitation LED power
yielded nearly reversible thermal scans with minimal chromophore bleaching
(Appendix A.1). A two-state model (see Methods) fitted the sigmoid ther-
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Figure 2.2: FRET-PGK folding/unfolding relaxation traces from cell (A) in
Figure 2.4. The color corresponds to the final temperature after a 4 ◦C
T-jump. At low and high temperatures (blue and red traces), the kinetic
amplitude is small. Near the thermal denaturation midpoint (yellow, green)
the maximum kinetic amplitude is observed. A stretched exponential fit to
this data yields the observed relaxation rate kobs. Chromophore bleaching
was subtracted as a linear baseline fitted to the last 4 s of data.
mal unfolding curve within measurement uncertainty yielding an effective
melting temperature Tm (Table A.1) and equilibrium constant Keq(T ).
2.2.3 Folding and Unfolding Rate Coefficients
Relaxation kinetics was measured alone or together with thermodynamics
using ms temperature steps of ca. 4 ◦C followed by a temperature plateau to
allow equilibration. Figure 2.2 shows a series of donor-acceptor fluorescence
intensity difference traces D(t) − aA(t), linear in protein concentration [38]
for FRET-PGK relaxation in a U2OS cell. All kinetic traces were corrected
for a small amount of photobleaching (Appendix A.2) and then fitted to a
stretched exponential function e−(kobs)
β
. Figure 2.3 compares the observed
rate coefficients kobs obtained by fitting two different sets of in vitro data to
illustrate measurement reproducibility. The fitted values of b ranged from
0.7 to 0.9 in vitro and in vivo.
To calculate effective two-state unfolding and refolding rate coefficients
ku and kf from kobs and Keq, we applied the two-state assumption Keq =
kf/ku and kobs = kf + ku and discarded the information contained in β.
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Figure 2.3: Temperature dependence of the in vitro rate coefficients of
FRET-PGK from two series of measurements (open and closed symbols).
The solid lines are fits to the effective two-state model discussed in the text.
The logarithm is the natural logarithm here and in Figure 2.4.
Figure 2.3 shows the in vitro rate coefficients that were also fitted to a two-
state model (see Section 2.1 and Appendix A.2). Figure 2.4 shows the in vivo
rate coefficients together with two-state fits for six U2OS cells (A) through
(F). Appendix A.3 lists all fitted two-state kinetic parameters. The most
notable difference between the in cell and in vitro data is an upward shift
of Tm by 2-3
◦C and a two-fold decrease of the rate coefficients. The only
other notable feature compared to in vitro is a slightly steeper slope/higher
curvature of kf for cells (A), (B), (D) and (E). To facilitate comparison, all
in vitro and in vivo data were collected in the same way and fitted to the
same model.
2.2.4 Hierarchical Free Energy Landscape
Although an effective two-state model fits the thermal melts and rate coeffi-
cients well, PGK folding kinetics deviates from simple two-state behavior in
vitro [70–72] and in vivo [22, 38]. PGK folds through a hierarchical sequence
of intermediates whose kinetic traces (Figure 2.2) can be fitted within mea-
surement uncertainty only by a stretched exponential function with β 6= 1.
β varies from 0.6 (in vitro) to 1 (in the endoplasmic reticulum) in the lit-
erature (11), and our current results fall within that range. The relative
free energy of states populated during folding is thus sensitive to the cellular
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Figure 2.4: Temperature dependence of the in vivo rate coefficients of
FRET-PGK from cells (A) through (F) in black symbols. The solid black
curves are fits to the effective two-state model discussed in the text. The
solid red lines are the in vitro fits from Figure 2.3 for comparison. The
insets show cells (A-F) at room temperature on the same absolute intensity
scale illustrating expression level, scale bar: 10 µm.
environment.
To validate the effective two-state model that yielded Tm, Keq(T ), kf (T ),
and ku(T ), we analyzed a minimalist three-state free energy landscape (FEL)
of PGK. Figure 2.5 illustrates the FEL: The free energy ∆D(ϕ) was a linear
function of temperature and of the reaction coordinate ϕ according to the
Hammond postulate [73]. We assumed ϕ = 0 (unfolded state U), 0.25 (1st
transition state), 0.5 (intermediate state I), 0.75 (2nd transition state), and
1 (native state N). Kinetics and thermodynamics of the FEL were solved
by relaxing the three coupled differential equations for the concentrations
[U], [I], and [N] (see Methods). The free energies and barrier heights of
the FEL were adjusted so the FEL closely approximated the experimentally
observed Keq, β and kobs. We then calculated kf and ku for the FEL and
fitted them to the same effective two-state model as the experimental data.
The two-state model provides an excellent fit of the FEL rate coefficients
(Figure 2.6). In particular, the effective two-state model Tm is within 0.2
◦C
of the temperature where ∆GNU of the three-state FEL equals zero. We
expect that the melting temperature obtained by fitting the experimental
data to the two-state model is also very close to the true melting temperature
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Figure 2.5: A three-state model that accounts for hierarchical (β < 1)
folding of FRET-PGK and is used to validate the effective two-state model.
The states N, I, and U have a linear dependence of free energy on the
reaction coordinate ϕ (red slope) and temperature (arrow indicating tilt)
given by the formula ∆G(ϕ) = G(1)ϕ(T − Tm). The free energy barriers are
referenced to the average free energy of neighboring states as illustrated for
∆GIN .
of FRET-PGK.
The basic FEL did not incorporate solvent viscosity, and enforced a linear
Hammond postulate for the transition states. As a result, it produces too
deep a “vee” in kobs, and kf and ku are not sufficiently curved (compare Fig-
ures. 2.4 and 2.6A). Inclusion of a viscosity dependence η(T )−1 (Figure 2.6B)
or of a fractional viscosity dependence (Appendix A.4) improved the “vee”
and curvature but it was not sufficient. T-jump experiments of small proteins
in carbohydrate crowders have shown that folding rates cannot be understood
just in terms of simple bulk viscosities (16). Inclusion of a quadratic term
G(2)(T − Tm)2ϕ just for the free energy barriers did produce the correct vee
and curvature compared to experiment (Figure 2.6D). Physically, this corre-
sponds to a different temperature dependence of the activation heat capacity
∆C†p(T ) relative to the folding heat capacity ∆Cp(T ). As can be seen in
Figure 2.6, the effective two-state model fits the data from all FELs with
very good accuracy.
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Figure 2.6: FEL simulated rate coefficients (symbols) fitted to the same
effective two-state model (solid curves) as the experimental data. The FEL
calculation included (η−1) or excluded (η0) the solvent viscosity dependence
of the rate prefactor, and the activation free energies strictly obeyed the
same Hammond’s principle as the U, I, and N state free energies (red free
energy slope in Figure 2.5) or had an added quadratic free energy term G(2).
2.3 Discussion
Evaluating lnKeq = ln(kf/ku) = ∆G/RT for each cell in Figure 2.4 at the in
vitro melting temperature of Tm ≈ 38.9 ◦C, we obtain 〈∆∆G〉 = −2.3 RTm ≈
6 kJ/mole in vivo relative to in vitro. This is a relatively small modulation
of the free energy by the cell, but it could have significant effects as we
discuss later. There are a few other examples of cells modulating protein
folding, structure, and function in a variety of ways following translation
and posttranslational modification. Verkman [54] have shown that glycolytic
pathway enzymes such as PGK diffuse much more slowly in the cell than do
similar-sized proteins such as GFP. A possible explanation is clustering of
enzymes for more efficient substrate processing. Models for such weak asso-
ciation above the quaternary structure level exist [74], but experimental data
remains scarce. In cell NMR measurements show that a protein disordered
in vitro can gain structure in the cell [75]. Simulation, in-cell measurements
and artificial crowder experiments are all consistent with a large shift of the
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PGK domain hinge equilibrium, producing a more compact and enzymati-
cally active state in crowded solutions or in cells [35] (Figure S2 in Ref. [38]).
The average stabilization of FRET-PGK observed here in the cytosol of
six cells is only ∆Tm = 2.6
◦C. This is lower than predicted by the simplest
coarse-grained models for packing fractions around 25-30% [40] but is in line
with some crowding models that represent the protein at an atomistic level
[76]. NMR experiments have shown that protein crowders can even desta-
bilize crowded proteins [77] presumably due to intermolecular interactions
(e.g., electrostatics). It is clear that a quantitative theory of protein stabil-
ity in the cytosol will have to include simple crowding and intermolecular
interactions.
Viscosity effects are turning out to be equally subtle [78]. We showed
here that the standard Kramers viscosity scaling of h−1 helps correct our
FEL, but what about the magnitude of the viscosity? Verkman’s results
require a viscosity 20× higher than that of bulk water to explain slow spatial
diffusion throughout the cell, whereas the modest decrease of intracellular
folding rate coefficients in Figure 2.4 indicates only a factor of two larger
viscosity than in the bulk. (Cell-to-cell studies in Ref. [43] propose that a
change of folding activation energies inside the cell cannot account for the
slower rates.) The effective viscosity is sensitive to the transport property
being described (translational diffusion, formation of secondary structure,
local chain diffusion to fold a protein, etc). Experimental data in cells is
still scarce. It remains to be seen whether more meaningful quantities than
viscosity alone (e.g., hydrodynamic effects) [9] must be developed to describe
diffusion or anomalous diffusion in the interior of the cell.
The slightly more negative slope and larger curvature of log(kf ) in some
cells compared to in vitro (Figure 2.4) is consistent with several hypotheses.
Crowding and jamming could become less efficient when the temperature
is raised. As a consequence, the unfolded state has more room and pays a
smaller entropic penalty. The refolding rate would then decrease towards
the in vitro rate, whereas the unfolding rate would track the in vivo rate.
Cell (D) is a good example. Alternatively, the solvent viscosity may decrease
less rapidly in vivo than in vitro when the temperature is raised. One then
expects kf and ku to decrease relative to in vitro (intrinsic protein friction
of course also plays a role) [79]. Cell (A) is a good example. This scenario
is plausible because the cytoplasmic viscosity is subject to hydrodynamic
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effects [9], and “biological” water has retarded dynamics out to several nm
distances from protein surfaces [80]. As a final alternative, hydrophobicity
may increase more rapidly with temperature in cells than in vitro. This
difference has two counterbalancing effects on folding. More hydrophobicity
means more nonnative contacts reducing the prefactor k0 in the rate constant
expression k = k0e
−∆G†/RT ) (as observed in vitro) [79, 81]. At the same time,
more hydrophobicity stabilizes the native state and decreases the activation
free energy ∆G†. The right combination of these two factors could cause the
opposite trend of kf and ku in vivo relative to in vitro. Cell (B) is a good
example.
Given the range of behaviors observed in our sample of six cells, we sus-
pect that all of these scenarios play a comparable role in vivo. It would be
very interesting to see what coarse-grained simulations predict for the rela-
tive contributions of viscosity, hydrodynamics, crowding, and hydrophobicity
(landscape roughness) to the folding kinetics temperature dependence. Al-
though the free energy change of ≈2.3 RT that we see from in vitro to in
vivo is small, it is worth reiterating that p1/p2 = e
2.3 ≈ 10: pathway popula-
tions could be tuned by a factor of 10 in a two-state system. For intrinsically
disordered or nearly disordered signaling proteins, or for fine control of enzy-
matic activity, such modulation of the free energy landscape could make an
adaptive difference in a living cell. For example, a single Lys→His mutation
in the human XPD helicase changes ATPase activity by only 10% and DNA
binding affinity by only 50%, sufficient to cause Trichothiodystrophy [82].
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CHAPTER 3
LIVE CELL FLIP: ANOMALOUS PROTEIN
DIFFUSION AND ITS FLUCTUATION
Macromolecular crowding in the cell modulates protein structure and stabil-
ity, as well as protein diffusion and transportation in cytoplasm [58]. This
crowded environment limits the protein diffusion in a confined space and
gives rise to anomalous subdiffusion at long time and distance scales [83].
There are diffusion barriers in the cytoplasm that could divide the cell into
several compartments, making certain areas of the cell less accessible to dif-
fusing proteins than others. [84, 85]. More than one diffusion components are
also observed due to crowding [86]. The anomalous diffusion in living cells
have been sufficiently studied with fluorescence recovery after photobleach-
ing (FRAP) [84, 87, 88] and fluorescence correlation spectroscopy (FCS)
[86, 89, 90]. However, both methods focus on local diffusion, giving too little
information about the global cellular environment. Fluorescence loss in pho-
tobleaching (FLIP), though giving up precise details about short distance
behavior, provides a better view on the larger scale of anomalous diffusion
[91]. We use this powerful tool combined with numerical simulation to study
the temperature and protein conformation dependence of diffusion in living
cells.
3.1 Method
3.1.1 Live cell FLIP experiment
We performed FLIP measurements with GFP and GFP tagged proteins that
can freely diffuse in mammalian cells with a conventional fluorescence mi-
croscope (Figure 3.1A). A 440 nm blue laser (doubled Ti:Sapphire laser) is
focused on the sample. The power of the laser at the sample is 5 mW with
a focus spot size of 2 µm. It was combined with a 470 nm LED (Thor-
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labs M470L2) epifluorescence illuminator by a beam splitter (Chroma 21000,
mounted in a filter cube Thorlabs SM1C6 with a customized cutted slot).
The two light paths were carefully aligned, but the sample was illuminated
alternatively by laser and LED. The illumination of the laser and LED are
controlled by the shutter UniBlitz T132 and motor Ledex 2EV, respectively.
The laser is turned on for most of the time for photobleaching the fluores-
cence proteins, while the LED is turned on every 10 seconds when a snapshot
is taken (Fig 3.1b). The fluorescence proteins were locally photobleached
by the focused laser. The fresh fluorescent molecules flow to the bleaching
center driven by the concentration gradient and are photobleached until all
molecules are photobleached.
The FLIP experiment was performed in the human bone cancer cell U2OS.
The plasmid of the protein of interest was transfected with Lipofectamine for
6 hours. Then the cells were incubated for 15-20 hours before measurement.
The temperature of the sample slide was controlled by resistive heater and
PID controller within 0.1 ◦C stability [39]. Four proteins from 28 kDa to
101 kDa were selected with GFP as the fluorescence probe for photobleaching
and imaging. GFP is the smallest and most stable construct in this study.
Yeast phosphoglycerate kinase (PGK) is the model protein we have been
using to study global in cell protein folding and local folding environments
[23, 35, 38, 43]. The destabilized mutant ltPGK (Y122W, W308F, W333F)
with a GFP tag has a lower melting temperature of 37 ◦C in vitro measured
by tryptophan fluorescence. The stable mutant htPGK (Y122W) with a
GFP tag melts at 44 ◦C in vitro. GFP and mCherry double tagged ltPGK
is the largest construct used and has a similar stability to GFP-ltPGK. It is
also used as a control to show that protein diffusion is free and independent
of photobleaching.
3.1.2 Simulation of protein diffusion in cells
To quantitatively analyze the photobleaching and diffusion behavior of the
fluorescent proteins in cell, we constructed 2D and 3D models for protein
diffusion and performed the least square fittings. The simulation models the
protein molecules diffusion and bleaching in the cell, to which the experimen-
tal data is fitted. Row 1 in Fig 3.2A shows the snapshots of the fluorescence
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Figure 3.1: (A) The fluorescence microscope for the FLIP experiment. The
slide temperature is controlled by the resistor and PID program. The LED
for imaging excitation and laser for photobleaching are combined.
Fluorescence images were recorded by the camera. (B) The LED is turned
on every 10 seconds to take a snapshot of the fluorescence signal when the
laser is temporarily off. GFP is photobleached locally so that the cell gets
partially dark during the photobleaching process until the fluorophores are
depleted and the whole cell turns black.
intensity of the cells in false color at the beginning, middle and end of the
FLIP experiment.
The 3D cell model is built with the diffusion accessible region in the x-y
plain matching the cell shape in the experiment. It is about 50-100 µm in
width. Grid size is 0.85 µm, corresponding to the pixel size of the camera.
The cell depth is proportional to the initial fluorescence under the assump-
tion that the concentration of the fluorescence protein in the cell in constant.
The nucleus is placed in the center of cell, with accessible space above and
beneath it. It is excluded from the diffusion accessible region. The nu-
cleus depth is measured by the final intensity which assumes that no protein
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Figure 3.2: The comparison of the diffusion simulation and FLIP
experiment results. (A) In 3D models, the cell depth is proportional to its
initial intensity. (B) In 2D models, the fluorescence intensity is normalized
to the first frame. The residual between experiment and simulation in the
2D and 3D model are very similar
molecule leaks from the nucleus and gets photobleached by the laser. It is
a reasonable assumption that no visible leak from the nuclei was observed
within 15 minutes period after the proteins in cytoplasm were photobleached.
The laser beam is cylindrically shaped, with Gaussian intensity in the x-
y plain and constant in the z direction. The number of protein molecules
photobleached per unit time is proportional to the beam intensity I and
molecule concentration n. The diffusion of protein molecules follows Fick’s
law.
dn
dt
= D∇2n−BIn (3.1)
The bleaching rate B and diffusion coefficient D are the two parameters in
the least square fittings. The simulation diffusion and bleaching dynamics
are computed in the same spatial and temporal range as experiment (second
row in Figure 3.2A). To avoid the noise from interrupting the results, only
the regions with high enough initial intensity are included in the fittings,
i.e. the edges of the cells with lower initial intensity are excluded even if
they are in the diffusion accessible region. The residuals of the experimental
results from simulations are calculated and carefully studied (third row in
Figure 3.2A).
We have performed the simulation in 2D for faster speed and more accurate
results. In 2D model, the nucleus region is totally excluded from the diffusion
accessible region and fitting region in x-y plain. Besides that, they are defined
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in the same way as in 3D model. The intensity is normalized to the first frame
such that it is in equilibrium at the beginning. The procedures of diffusion
and photobleaching simulations and fittings are similar as with 3D model.
3.2 Result and discussion
3.2.1 Size and conformation effect
The fitted diffusion coefficients of all four proteins at four different temper-
atures from 22 ◦C to 37 ◦C are listed in Table 3.1. Within the temperature
range from 22 ◦C to 32 ◦C, the temperature and particle size dependence
of protein diffusion in cells is the same as in aqueous solution. GFP is the
smallest size in the control and has the largest diffusion coefficient among
all four proteins. GFP-ltPGK-mCherry diffuses the slowest due to its large
size. The diffusion coefficient D of globular proteins and flexible polymers in
aqueous solution is related to the molecular weight M [92]:
D ∼M−α (3.2)
Where α is a constant between 0.33 and 0.56. Verkman has measured PGK
diffusion in live cells with FRAP and claims that due to the binding interac-
tions, PGK diffuses 6× in cells compared to in vitro than GFP [54]. If this
result holds, α in Eq. 3.2 has to be more than 2. To calculate the size and
temperature dependence of the diffusion coefficients of proteins in vivo, we
GFP htPGK-GFP ltPGK-GFP
GFP-ltPGK-
mCherry
Molecular weight 28 kDa 73 kDa 73 kDa 101 kDa
Tm 65
◦C 44 ◦C 37 ◦C 39 ◦C
D at 22 ◦C 17.1± 6.5 15.4± 1.9 11.1± 1.8 7.1± 2.0
D at 27 ◦C 21.0± 7.7 15.7± 4.8 13.2± 4.1 9.2± 2.3
D at 32 ◦C 27.9± 6.1 15.2± 1.4 22.8± 8.2 17.6± 5.2
D at 37 ◦C 34.1± 9.2 22.5± 9.1 20.5± 2.0 15.6± 5.4
Table 3.1: Measured diffusion coefficients of four proteins from 22 ◦C to
37 ◦C. A strong size and temperature dependence of the diffusion coefficient
is observed. Unit: µm2/sec.
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have fit the diffusion coefficients of the four proteins from 22 ◦C to 37 ◦C to
D =
CT
e−βTMα
(3.3)
where T/e−βT is the temperature dependence of the viscosity term, Mα is
the size dependence of viscosity radius term, and C is an arbitrary constant.
The data from Table 3.1 yields α = 0.42 which implies that the effect of size
exclusion on GFP and PGK diffusion in cytoplasm is very close to that of
globular protein in vitro. Thus, the crowding effect is not a major contribu-
tion to intracellular diffusion when the protein is folded.
Previous results show that PGK in vivo unfolds two degrees higher than in
vitro [22, 35]. Thus GFP-ltPGK, GFP-htPGK, GFP-ltPGK-mCherry in cells
have melting temperatures of 39 ◦C, 46 ◦C and 41 ◦C, respectively. The stable
mutant htPGK does not unfold in cells within the temperature range of this
experiment. ltPGK has a limited fraction unfolded at 37 ◦C. As a result,
the average radii of gyration of GFP-ltPGK and GFP-ltPGK-mCherry at
37 ◦C are bigger than at lower temperatures, which slows diffusion compared
to GFP-htPGK. As the protein unfolds, The crowding effect in the cell and
nonspecific binding could play a more important role in diffusion than at
lower temperatures.
Similar experiments were also performed at 42 ◦C when ltPGK totally un-
folds but htPGK and GFP remain folded. The fluorescence intensity only
drops a little after being photobleached for 200 seconds, when the cells nor-
mally turns dark at lower temperature, leaving only a black hole at where
the laser hits the cell. Both diffusing and fixed components were observed.
The diffusing component behaves similar as the protein diffusion at lower
temperature. But the fixed component, the majority in the cell, traps the
fluorophores and keeps them from being photobleached. This leads to the
remaining fluorescence intensity after the bleaching cycle. A clear pattern
is visible in the remaining fluorescence signal, showing the localized aggre-
gation in the cell. This behavior is observed in all four probe proteins, no
matter folded or unfolded at 42 ◦C. This is an indication that it is the intrin-
sic cellular proteins rather than our probe proteins that aggregate at high
temperature, preventing free diffusion of the protein of interest.
The mCherry fluorescence of GFP-ltPGK-mCherry was monitored while
the GFP was being photobleached. It shows an unchanged homogeneous
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Figure 3.3: Correlation of diffusion coefficients in 2D and 3D models. The
two models yield similar diffusion coefficients. The correlation coefficient is
0.86, implying that the two models are equally good in calculating the
diffusion coefficient.
intensity even when an obvious intensity gradient in diffusion kinetics is ob-
served in the GFP channel. This confirms that protein diffusion in the cell
is free and undirectional.
3.2.2 Validation of simulation in 2D and 3D models
The typical length scale of a cell in x-y plane is about 50-100 µm, while the
depth is only 5-10 µm. The flat cell can be approximated to a 2D space,
ignoring the depth variation. To validate this assumption, we have fitted the
experimental data to 2D and 3D cell models separately. The diffusion coef-
ficients from the two fitting models are very similar as shown in Figure 3.3.
Row 3 in Figure 3.2 compared the residual map of 2D and 3D simulation.
The 3D model simulations show the same anomalous diffusion modes as de-
scribed in Figure 3.5 with 2D model simulations. However, there are some
defects in the 3D model simulation that can destroy local diffusion behavior
in the residue map. The discretization effect could strongly change the “de-
layed mode” and “synchronized mode”. There might be artificial anomalous
behaviors due to inaccurate estimation of the cell depth. As a result, all the
data reported in Table 1 and the following analysis are the results of the 2D
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simulation, which is a better model for cellular protein diffusion.
3.2.3 Anomalous diffusion and fluctuation in diffusion
Figure 3.4 shows the fluorescence intensity decay at two locations in a cell
due to photobleaching. P2 is further from the laser bleaching center than P1,
so there is a delay phase in the intensity decay at P2. Due to the complex-
ity of the boundary condition, it is impossible to calculate the delay phase
and decay rate analytically. Rather, numerical simulation is the practical
way to quantitatively analyze the photobleaching and diffusion behavior in
the complicated and crowded cells. Protein diffusion in living cells deviates
from the normal diffusion, i.e. the mean squared displacement is propor-
tional to time. The crowded environment in the cell makes protein diffusion
slower over the long range. Only normal diffusion can be calculated in the
simulation. The deviation from the simulation to experimental results in
Figure 3.4 shows the anomalous behavior of the protein diffusion in crowded
cells which is quantified in the residual. The variance in the residual reflects
the heterogeneous in crowding. If two compartments in the cell have similar
crowding environment, the residuals should overlap as shown in Figure 3.5A.
In Figure 3.5B, the red region is less crowded than the blue region, leading
to a delay but smaller amplitude in the residual curve. In Figure 3.5C, the
blue region has the opposite residual trend than the others. This could be
interpreted as locally slow diffusion that traps the protein. To support this,
we performed simulation of a model with multiple diffusion coefficients. The
result of the simple model with a single diffusion coefficient is 37 µm2/sec.
In the multiple diffusion coefficients simulation, we divided the cell into five
parts and fit each to independent diffusion coefficients. The local diffusion
coefficients vary from 32 µm2/sec to 50 µm2/sec as shown in Figure 3.6A,
with a smaller value at P1 than P2. With this correction of the local diffusion
coefficient, the residual at P1 is closer to the ordinary anomalous diffusion
curves. This supports the hypothesis that locally slow diffusion could trap
the protein, making the residual plot inverted.
FRAP has been widely applied in measuring diffusion coefficient in cells.
However, it can only measure the region at or close to the point of interest.
Such an extremely localized result might be very different from all other
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Figure 3.4: The intensity decay due to photobleaching at two locations in a
sample cell. P1 and P2 are the blue and red region shown in Figure 3.5A.
The deviation of the experiment result from the simulation shows the
anomalous diffusion in the real cell environment. The residuals are shown
in Figure 3.5A. A delayed phase in the intensity decay is observed at P2,
the further location from the bleaching center.
Figure 3.5: Three different anomalous diffusion behaviors in the cell
represented by the residuals between experiment and simulation. Two
locations are selected in each cell, shown by the blue and red colors. The
black dots indicate the laser bleaching spot.
regions in the cell. We have measured GFP diffusion coefficient in cells with
a localized FRAP experiment at 22 ◦C and compared with the global FLIP
experiment. FLIP results shows the diffusion coefficients range from 11 to
27 µm2/sec for different cells with an average of 17.1 µm2/sec. The diffusion
coefficients measured by FRAP in different cells and different regions range
from 5 to 47 µm2/sec with an average of 21 µm2/sec. Though both methods
show very similar averaged diffusion coefficients, the variation of FRAP is
much larger. Only 30% of the variation comes from the cell to cell variation.
70% is contributed from the heterogeneous environment in the cell. FRAP
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Figure 3.6: (A) A cell model with 5 independent regions with different
diffusion coefficients, whose values are shown in the figure with the unit of
µm2/sec. It is compared with the model of single value of diffusion
coefficient of 37 µm2/sec. (B) The corrected residuals of the two locations
with the multiple diffusion coefficient model. Residual of P2 remains
similar. Residual of P1 is closer to normal behaviors.
is better to study the local diffusion and association of proteins in the cell at
sub micrometer scale, while FLIP is more accurate to research the protein
diffusion in a larger scale, while it can also reveal the localized behaviors at
a few micrometers scale.
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CHAPTER 4
SIMULATION AND ANALYSIS OF
SINGLE- AND FEW-MOLECULE
DYNAMICS TRAJECTORIES
Single-molecule and fluorescence correlation spectroscopy allow us to study
heterogeneities in protein folding. They are powerful tools to look at the be-
havior of an individual molecule or a few molecules, rather than the average
of a large ensemble in bulk experiments, which average out the fluctuations
of molecular kinetics [93]. Current single molecule techniques include teth-
ering the molecule of interest on a substrate for laser trapping [94–97] or tip
pulling [98–100], or waiting for a molecule in the dilute solution move in and
out of a laser focusing spot [101–103]. All of these methods have a low data
collection efficiency. Long wait time is required to see the reaction of interest,
resulting in a lack of large volume data throughput for detailed analysis. We
have built a high throughput few-molecule detector, with the goal of gener-
ating the high-frequency, non-stop measurement of time-resolved molecular
fluorescence from a few interacting molecules [104]. This setup will allow us
to gather enough data of rare reaction events that occur during wait times.
The wait time problem is especially bad for bimolecular reactions, where a
molecular interaction requires the encounter of two molecules, normally a
very rare event unless they are tethered together or confined. In our experi-
ment, micro-droplet confinement is used to bring a small number of molecules
together to enhance the likelihood of interaction.
This chapter discusses simulations of the process of photon counting flu-
orescence collection from one molecule, or a few molecules interacting, in
a small droplet. A hidden Markov model (HMM) is used to describe the
folding trajectories. The trajectory could be reconstructed by Monte Carlo
sampling based on Bayesian probabilities [105, 106]. A genetic algorithm
optimization method was developed to extract useful information from the
spatial distribution of these photon emissions and the emission time delay af-
ter excitation with a femtosecond pulse. The extracted quantities include the
transition time between states, free energy landscape of the reactions, fluo-
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rescence lifetime, energy transfer between the fluorophores and the rotational
correlation time of the molecules.
4.1 Introduction to the high throughput single
molecule detector
The instrument can currently generate droplets of ≈10 µm micro size re-
peatedly through the aperture of a piezo-electrically driven glass tip. For
single molecule detection or the interaction of a few molecules, the protein
solution is diluted to an appropriate proper concentration that only one or
a few molecules are contained in each droplet on average. The droplets are
trapped by infrared optical tweezers and probed by a pulsed mode-locked
femtosecond laser beam. The fluorescence photons are collected by six pho-
tomultiplier tubes (PMTs) placed around the six faces of the droplet trapping
cube. Four of the six PMTs are placed in the x-y plane where the probe beam
lies. The other two PMTs are placed in z-direction along the polarization of
the beam. They cover nearly all 4pi steradians so that we are able to measure
fluorescence anisotropy as well as fluorescence lifetime (Figure 4.1). We have
the option to install two different band pass filters each on three detectors to
measure kinetics of FRET labeled molecules. The PMTs are connected to a
data acquisition box that is synchronized to the probe laser. For each probe
laser pulse, the fluorophore is excited and emits fluorescence photon. At
most one of the PMTs detects the fluorescence photon and sends the signal
to data acquisition card. Each photon arrival event is recorded with three
components: the index of the PMT that collected the photon, delay between
the probe laser pulse and photon arrival, and the elapsed time representing
the time step of the transitions described by the hidden Markov model.
4.2 Methods
4.2.1 Generation of virtual single molecule folding trajectories
To validate our algorithm of analyzing single- or few-molecule trajectory
data, we generated single molecule folding trajectories to analyze with our
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Figure 4.1: Setup of the high throughput single molecule detector. Six
PMTs (labeled 1-6) are placed at the six faces of the droplet trapping cube
in the center. The blue arrow indicates the pulsed probe laser. The
polarization of the laser is perpendicular to the plain of PMT 2, 4, 5 and 6.
PMT 1 and 3 are placed parallel to the polarization of the laser.
algorithm. The fitted values generated by our fitting algorithm and the
parameters used to generate the virtual data are compared and analyzed.
The process is shown in the flowchart in Figure 4.2.
To illustrate the algorithm, we chose a two-state model with a free energy
landscape that describes protein folding and unfolding kinetics. Experimen-
tally reasonable values of fluorescence lifetime, rotational correlation time
and FRET efficiency for each state were assigned. At each time step (every
10.5 ns, which is the repetition rate of the probe beam pulses) in the simu-
lation trajectory, the molecule will either stay in the previous state or hop
to another state with a given transition probabilities. The angle between
the dipole of the fluorophore and laser polarization determines the absorp-
tion probability. It is sampled based on the previous state and rotational
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Figure 4.2: Process of the generating and fitting of the trajectories
diffusion. The FRET characteristics of the fluorophores determines whether
either the donor or the acceptor will emit a photon, and depends upon the
quantum yield of the fluorophores. The emission time obeys an exponential
distribution given by the fluorescence lifetime of each chromophore. The di-
rection of the fluorescence photon is sampled in all 4pi steradians. Filter and
finite quantum yield of the PMTs will reduce the number of recorded photon
arrival events. Finally, random shot noise is added and a 100 ns instrument
dead time is included in the simulation. See detailed simulation methods in
Appendix C.2.
4.2.2 Monte Carlo method of hidden Markov model
The hidden Markov model is used to describe the transitions between the
two states [105–108]. For a given set of test parameters including dwell
time, fluorescence lifetime, energy transfer, and anisotropy of each state,
we reconstruct the transition trajectory by calculating the likelihood of the
molecule being in each state at every time step. The photon arrival events
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are binned by 10 (about 1 µs) to reduce noise and increase resolution. It
is assumed that no transition happens within the binned ten events, which
is a good assumption for most proteins with folding time longer than 10 µs.
Larger binning would give a higher signal-to-noise ratio to identify the states,
but will reduce the time resolution, increasing the chance of a transition
happening in the time bin. The probabilities of the observed values being in
each state were calculated from the probability distribution of emission time,
rotational time and FRET efficiency.
Fluorescence photon emission time follows exponential function. The prob-
ability of observing the fluorescence emission time ti in a state of fluorescence
lifetime τf is Pi,emi = e
−ti/τf . In a bin of 10 photon events, The distribution
of the average of the fluorescence emission time < ti > can be approximated
to Gaussian distribution with the center at τf and the standard deviation
σ = τf/
√
10. The fluorescence emission time probability of the observing all
the 10 photons in a given state is
Pemi =
1√
2piσ
e−
(<ti>−τf )2
2σ2 (4.1)
The configuration of PMTs at 6 directions allows us to measure the anisotropy
of the fluorescent molecules. PMT 1 and 3 are placed in the direction paral-
lel to the polarization of the probe laser. They can only receive fluorescence
photons that have polarization perpendicular to the probe laser (P⊥). PMT
2, 4, 5 and 6 in the plain perpendicular to the polarization of the probe laser.
They can collect fluorescence photons parallel polarized with the probe laser
(P‖). It can be theoretically proved that PMT 1 and 3 collect fewer photons
than the other PMTs. The probability of the fluorescence photons being
collected by PMT 1, 3 (P⊥) and PMT 2, 4, 5 and 6 (P‖) are (Appendix C.1)
P‖ =
9 + e−t/τr
54
P⊥ =
9− 2e−t/τr
54
(4.2)
where t is the fluorescence photon arrival time. τr is the rotational correlation
time.
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The orientation probability of the photons in the bin can be expressed as
Prot =
∏
i
Pi,rot(t) (4.3)
where Pi,rot = P‖ if the parallel PMTs collects the i-th photon. Pi,rot = P⊥
if the perpendicular PMTs collects it.
FRET label provides us another parameter to identify the state. 3 of
the six PMTs are installed with green filters to collect fluorescence photons
from donor. The other three have red filters installed for accepter emitted
photons. The probabilities that the PMTs with green and red filter collects
the fluorescence photons from the molecule in a given state are pG and pR =
1− pG, respectively. In a bin of 10 photon events, the number of photons nG
collected by PMTs with green filter follows binomial distribution:
PFRET =
(
10
nG
)
pnGg (1− pG)10−nG . (4.4)
The probability of the observed values being in each state are calculated
from the probability distribution of emission time, rotational time and FRET
efficiency:
Pobs = PemiProtPFRET . (4.5)
The likelihood of observing each state at a given time step is determined
by the product of transition probability Ptrans and observation probability
Pobs. For example, if the molecule is in state 1 in the previous time step,
the likelihood of transition from state 1 to state 2 at the next time step is
P2 = Pemi2Prot2PFRET2(1 − e−k12∆t), the likelihood of the molecule staying
state 1 is P1 = Pemi1Prot1PFRET1e
−k12∆t. The state at the next time step
is randomly sampled by the probability ratio P1/P2. The likelihood of the
whole trajectory under the given set of parameters is the product of the
likelihood at all the time steps.
4.2.3 Fitness of the parameters and optimization
The fitness of a set of parameter to the trajectories P (M |D) is determined by
the likelihood of the trajectory of the given parameters P (D|M). Bayesian
42
theory states that
P (M |D)
P (M ′|D) =
P (D|M)P (M)
P (D|M ′)P (M ′) (4.6)
where D is observed data, M and M ′ are models of two sets of parameters
that we need to compare. P (M) is the a priori probability distribution
of the guess parameters, which is assumed to be uniform distributed, i.e.
P (M) = P (M ′) = 1. P (D|M) is the likelihood described above. We define
the fitness of the parameter to the observed data as
f = log(P (M |D)) = log(P (M |D)) =
∑
i
log(Pi) (4.7)
where Pi is the likelihood of the observed data at i-th time step.
Ten independent fitted trajectories are calculated and the fitness functions
are averaged for each set of test parameters to minimize the random fluctua-
tions in the Monte Carlo method. Genetic algorithm is used to optimize the
parameters to fit best to the experiment trajectories, i.e. to maximize the
fitness function. The fitted trajectory with best fitness is used to calculate
transition rate, fluorescence lifetime, anisotropy and FRET efficiency of both
states.
4.3 Result and Discussion
4.3.1 Fitted parameters
All the information about the two states can be extracted from the fitted
trajectory with highest fitness function. Figure 4.3A compares the virtual
experiment trajectory and the fitted trajectory with the algorithm described
above. The two traces are mostly overlapped, suggesting that the fitting
method is reliable. It reproduces the real transitions with high confidence:
the correlation between the “real” and fitted trajectories is 0.81. There are
some fast transitions that are not resolved (false negative) or some artificial
transitions that are introduced (false positive). However, the error rate is
low enough such that the calculated stability and transition rate are still well
characterized. It is accurate enough to calculate parameters like fluorescence
lifetime. A histogram of the calculated dwell time of the two states is shown
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Figure 4.3: (A) Comparison of the real and fitted trajectory. They have a
high correlation of 0.81, validating the fitting algorithm. (B) The histogram
of dwell times of the two states. They are fitted to single exponential
decays. Despite false positive and false negative assignments of the fast
transitions, the analysis recovers real transition rates with high fidelity.
in Figure 4.3B.
The fluorescence lifetime, rotational correlation time and FRET efficiency
can be calculated from the distribution of the two states. The distribution
of the fluorescence photon emission time of each state recorded by all six
PMTs can be fitted to a single exponential function with the individual state
fluorescence lifetime. The anisotropy can be found by fitting the following
function: ∑
P‖ − 2
∑
P⊥∑
P‖ +
∑
P⊥
∼ e−t/τr (4.8)
where τr is rotational correlation time. Table 4.1 lists the real parameters
that used to generate the virtual experiment data and the fitted result. It
shows that the real information of each state can be correctly calculated
with this method. The goodness of the fit and how well the two states can
be separated will be discussed later.
4.3.2 Few molecules experiment
Interesting chemistry or biological signaling or catalysis ultimately requires
the interaction of at least two molecules. The confined droplet approach
makes this possible by producing a high rate of bimolecular collisions for
two molecules in a < 10 µm diameter droplet (t < 200 ns). Due to the
limited signal-to-noise ratio of the current setup (allowing ca 10 molecules to
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Real values Fitted values
State 1 State 2 State 1 State 2
Transition rate (ms−1) 36.8 22.3 41.5 24
Fluorescence lifetime (ns) 1.0 1.1 0.98 1.11
Rotational correlation time (ns) 0.60 0.20 0.75 0.14
FRET efficiency 0.20 0.60 0.226 0.609
Table 4.1: The real parameters used to generate virtual experiment
trajectory and fitted parameters. The fitted results are very close to the
real situation.
be detected), we have measured the fluorescence signal with a few molecules
instead of two interacting molecules, which is the ultimate goal. While the
filtering of excitation light is similar to what is done in confocal microscopy,
the current limitation arises because the droplet itself replaces the confocal
aperture in our experiment. To do this effectively, droplets need to be about
1 µm in diameter, a size goal we have not yet reached reliably, and which
will require controlled droplet evaporation to achieve.
Droplets with a low (≈10 molecules) concentration of Cerulean were gen-
erated, trapped and measured with the six detector array. We compared the
signals from the parallel and perpendicular PMTs (Figure 4.4A). An initial
lower value is found in the perpendicular PMTs, and an initial overshoot in
parallel PMTs, which is predicted in Eq. 4.2. The anisotropy decay can be
found by Eq. 4.8 shown in Figure 4.4B.
4.3.3 Confidence of identifying the two states, dominating
parameters
In the Monte Carlo process, we used three parameters (fluorescence lifetime,
rotational correlation time and FRET efficiency) to calculate the likelihood of
the molecule being in each state. However, not all the parameters are equally
important. Some parameters can identify the states with high resolution
while others cannot. We use the correlation between the real transition
trajectory and the fitted trajectory to quantitatively evaluate the goodness
of the fitted transition trajectories. We have run the hidden Markov model
using all three parameters and only one or two of the three parameters.
Goodness of fittings with different sets of parameters are compared. Table 4.2
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Figure 4.4: (A) The intensity of the parallel and perpendicular PMTs in
the 70 Cerulean molecules experiment. The initial peak is the scattering
background from the air and droplet. Perpendicular PMT shows a lower
value at initial due to the fluorescence anisotropy. (B) The anisotropy
decay of Cerulean calculated with Eq. 4.8.
Parameters used in HMM Goodness of fitting
l, r and f 0.76
l and f 0.74
Only f 0.74
Only l 0.09
Table 4.2: Fitness of the folding trajectories with different combination of
parameters. Only those parameter with larger separation in probability
distribution function is dominating and necessary in the fittings. l, r and f
represents fluorescence lifetime, rotational correlation time and FRET
efficiency.
shows the goodness of fitting results using different combinations of fitting
parameters.
One can conclude that the FRET efficiency in this case is the most im-
portant parameter in the HMM fitting. The significance of the other two
parameters is negligible. We introduced a criteria δ/σ which is able to de-
scribe the confidence of a parameter that distinguishes two states. δ is the
separation between centers of the probability distribution function (PDF)
of the parameter in the two states. σ is the mean width of the PDFs of
this parameter in the two states. δ/σ measures the separation of the PDF
of the two states. For the case of fluorescence lifetime with binning of 10,
δ = τf,1 − τf,2, σ =< τf > /
√
10. If δ/σ is larger, it plays a very important
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role in identify the states. If it is small, it can be ignored in the fittings. For
the parameters in Table 4.1 and 4.2, δ/σ = 0.30, 0.02, 2.84 for parameters l,
r and f , respectively. As a result, only FRET efficiency (f) in this case with
larger δ/σ value dominates the fittings.
In the single molecule folding experiment, it is the usual case that fluo-
rescence lifetime and rotational correlation time do not change significantly
during the folding transition. Only FRET efficiency is a valuable parameter
that can help identify the states. Others cannot be accurately determined in
the HMM fittings. However, once the transition trajectory is found, one can
fit those parameters to the known distributions. Data in Figure 4.1 are the
results from those fittings, which are more accurate than the fitting result of
the HMM fittings.
If a droplet contains two molecules with different kind, binding kinetics
could be measured. A FRET labeled binding reaction is a good approach.
However, half of the photons will be rejected when they hit the wrong filter in
the FRET measurement. An ATP binding assay shows that the fluorescence
lifetime of Alexa 647 could change up to 30% [109]. This separation with
δ/σ = 1.5 is sufficient to distinguish the two states with hight confidence
without the need of other parameters. In this case, FRET label is not nec-
essary. Binding kinetics trajectory with better resolution could be measured
without losing too many photons.
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APPENDIX A
SUPPLEMENTARY INFORMATION OF
TEMPERATURE DEPENDENCE OF
PROTEIN FOLDING KINETICS IN LIVING
CELLS
A.1 Faster stepping, sample temperature and
reversibility
When using the fast step method to measure thermodynamic equilibrium,
the simple laser power steps illustrated in Figure 2.1 are sufficient. However,
the temperature takes≈2 s to equilibrate. Another≈2 seconds are needed for
FRET-PGK conformational equilibrium. We can accelerate this process by
applying an overshoot at the beginning of each step. A smaller overshoot can
be used to produce a square-shaped temperature profile, allowing kinetics and
thermodynamics (via kinetic amplitude [69]) to be collected simultaneously.
An even higher transient overshoot accelerates equilibration further, allowing
the fastest thermodynamic measurements. This method makes the sample
go to the next thermodynamic data point in only 2 s. Figure A.1 shows how
the laser power and temperatures increases in the even faster method with
initial spikes.
Figure A.1: Comparison of minimal hierarchical three-state model with
(γ = 0.6) and without (γ = 0, same as Figure 2.6) fractional bulk solvent
viscosity dependence.
48
Figure A.2: Overshoot stepping for fast acquisition of thermal profiles.
Top: Laser power as a function of time, and temperature at the end of each
step. Middle: FRET-PGK response in the green and red camera channels.
Bottom: thermal denaturation profile. Note that 10 s were used here for
each step to show equilibration. Equilibration was complete after ≈2 s for
each step.
We checked the reversibility of the fast thermodynamics method over the
temperature range of interest in vivo and in vitro. Stepping the power up-
wards heats the sample to 48 ◦C before downward stepping decreases the
sample temperature back to room temperature (Figure A.2). The intensi-
ties at the beginning and end lie within ±3% after 200 seconds exposure.
(Slight photobleaching reduces the intensity at the end. We also observe
a very fast reversible photobleaching before the steps are started at t = 0,
hence the intensity at the end is sometimes slightly larger than at t = 0,
but not larger than the initial intensity.) An alternative approach to prevent
photobleaching is to turn on the LED only at the very end of each step for
measurement. This produces (again within 3%) the same final fluorescence
intensity as always keeping the LED on, providing that the LED power is
low enough.
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Figure A.3: Reversibility of mCherry fluorescence intensity in vitro and in
vivo heated by overshoot stepping from 22 to 48 ◦C and back. Stepping
reverses at 70 seconds. At higher temperatures (e.g. Figure 2.1) irreversible
aggregation is observed, yielding significant loss of fluorescence intensity.
A.2 Kinetics fitting
The kinetics traces in term of D(t)− aA(t) have a non-zero slope at the end
due to photobleaching. The photobleaching baselines are obtained by fitting
the final 4 s of the kinetics traces after the system equilibrates to a straight
line. The baseline subtracted traces are then fitted to stretched exponentials
to yield kobs (see Section 2.1). Effective two-state rate coefficients for folding
and unfolding were calculated from Keq and kobs as
kf = kobsfnative = kobs
Keq
1 +Keq
(A.1)
and
ku = kobsfunfolded = kobs
1
1 +Keq
(A.2)
Keq is the equilibrium constant extracted from the thermodynamic measure-
ment by fitting Eq. 2.1 to thermal melts such as Figure 2.1B. f are the
fractions of native and unfolded states used to calculate the thermal melting
curve by assuming the observed signal is a sum of the native and unfolded
signals, each signal being represented by a linear baseline to account for
temperature-dependent quantum yields. kobs is the observed rate coefficient
extracted from kinetics data such as Figure 2.2 by fitting a stretched expo-
nential function as described in Section 2.1. kf and ku are then fitted to the
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effective two-state rate model (analogous to Eq. 2.1):
ln(k0/ku,f (T )) =
∆G†u,f (T )
RT
=
1
RT
[
∆H†u,f (Tm)− T∆S†u,f (Tm) + ∆C†p;u,f (T − Tm + T ln(TM/T ))
]
(A.3)
The subscript “u” refers to the unfolding reaction, “f” to the folding reaction.
This kinetic two state fitting model and Figure 2.1 assume that the heat
capacity for folding is a constant. The rate prefactor k0 is a function of
solvent viscosity such that
k0 = (10 µs)
−1
(
η(22 ◦C)
η(T )
)γ
. (A.4)
η is the solvent viscosity. (10 µs)−1 is an estimate of the barrier-free rear-
rangement rate at 22 ◦C. The viscosity depends on temperature as Ref. [34].
γ determines how much the viscosity affects the prefactor [110]). γ = 1 was
chosen for fits of the experimental data.
A.3 Kinetic fitting results
The folding and unfolding rates were fitted to the two-state model described
above and Section 2.1. Table A.1 shows the resulting fitting parameters.
Since kf and ku were derived using Keq, the folding rate, unfolding rate
and thermal denaturation parameters are of course not independent. The
thermal denaturation parameters ∆H, ∆S and ∆Cp in Figure 2.1 text can
be obtained from the appropriate differences of the kinetic fitting parameters
because
∆G(T ) = ∆G†f (T )−∆G†u(T ). (A.5)
A.4 Hierarchical free energy landscape
A minimal three-state FEL of PGK folding was investigated. The FRET
efficiencies of the U, I and N states are 0.14, 0.195 and 0.25, respectively, and
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in vitro Cell a Cell b Cell c Cell d Cell e Cell f
Tm 39.9±0.5 42.3±0.6 42.1±1.4 43.1±3.5 41.8±2.3 43.0±0.4 42.5±0.3
∆H†f -333±20 -376±82 -380±20 -357±11 -520±82 -414±15 -421±44
∆S†f -1.18±0.06 -1.31±0.26 -1.33±0.06 -1.26±0.04 -1.77±0.26 -1.43±0.05 -1.45±0.14
∆C†p;f -48±9 -97±35 -96±16 -79±9 -40±39 -69±11 -39±26
∆H†u 337±24 290±75 397±23 428±12 227±80 331±17 323±50
∆S†u 0.96±0.08 0.80±0.24 1.14±0.07 1.23±0.04 0.60±0.25 0.93±0.05 0.90±0.16
∆C†p;u -38±8 -90±29 -87±16 -85±9 -25±33 -62±10 -23±24
Table A.1: The fitted results of ∆H†f,u, ∆S
†
f,u and ∆C
†
p;f,u for the six cell of
which the temperature dependent kinetics shown in Figure 2.4. Tm has
units of ◦C. ∆H†f,u has unit of kJ/mol. ∆S
†
f,u and ∆C
†
p;f,u have units of
kJ/mol/K.
were assumed to be temperature-independent. At a melting temperature of
313 K, the free energies of all three states are zero. The barriers ∆G†UI and
∆G†IN were set to 12.68 and 11.46 kBT to produce stretched exponential
kinetics of τ ≈ 2 s, β ≈ 0.8. The simulation was performed at temperatures
from 298 K to 328 K. All the free energies were tuned as ∆G(1) = G(1)ϕ(T −
Tm) = 0.5kBT/Kϕ(T −Tm), where ϕ = 0, 0.25,0.5,0.75 and 1 for GU , ∆G†UI ,
GI , ∆G
†
IN and GN . Rate coefficients were calculated as in Eq. A.3 with γ = 0
(constant prefactor). Simulations of relaxation after a 4 ◦C T-jump were
performed following Figure 2.2. The resulting concentrations as a function of
time were converted to simulated D(t) and A(t) using the FRET efficiencies
given above. The simulated data was then fitted to stretched exponentials to
yield β and kobs. The final signals at each temperatures are used in calculation
of equilibrium constant Keq(T ). β was discarded, while kobs and Keq were
converted to ku and kf and fitted to the effective two-state model just like
the experimental data. The fitted two-state Tm agrees with the actual input
Tm = 313 K of the FEL within 0.2 degrees.
The basic form of the FEL discussed above did not yield rate vs. tem-
perature plots that looked exactly like the experimental ones (compare Fig-
ure 2.4 with Figure 2.6A). Two modifications of the rate coefficients com-
puted from the FEL yielded the best agreement. An alternative set of acti-
vation barriers with an additional quadratic term ∆G(2) = G(2)ϕ(T −Tm)2 =
0.008kBT/K
2/ϕ(T−Tm)2 was also used to compute kinetics, as shown in Fig-
ure 2.6 C and D. Finally, a viscosity dependence like Eq. A.4 was also added
to the simulated rate coefficients (Figure 2.6 B and D). The larger γ is, the
steeper the temperature dependence of k0 is, which produces a larger tilt of
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the folding and unfolding rates curves in Figure 2.4. Figure A.3 compares
the fit without a viscosity dependence, to the fit with a γ = 0.6 viscosity
dependence often used in the literature for proteins (ref. S2). As expected,
the γ = 0.6 result is intermediate between the γ = 0 and 1 results shown in
Figure 2.6 A and B.
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APPENDIX B
SUPPLEMENTARY INFORMATION OF
LIVE CELL FLIP
B.1 Matlab code for the simulation of protein diffusion
in the cell
function [data] = simul2D( param,x )
% simulaltion of diffusion-kinetic model
% cellshape: 0, out of cell; 1, in the cell;
% bleachmap: total sum up to 1
% fitmap: 0, not used for observation;
% 1, used for observation and fitting.
global kinetics diffus sink F B K D S nState imheight imwidth;
global cellshape cellshapeV cellshapeH st;
% global initialized;
s1 = cputime;
initialized = 0;
diffuStd = param(1);
sinkrate = param(2);
if initialized == 0
load(’cellshape2D’,’time’,’bleachmap’,’fitmap’,’data’);
load(’cellshape2D’,’diffusmap’,’cellshape’,’numpnts’);
exptdata = data;
clear data;
% simulation accuracy, 1 or 4
accuracy = 4;
% save checkpoints
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savecheck = 0;
savefreq = 20;
% colormap
X = jet(256);
X(1,:) = 0;
% kinetics settings
% 0: kinetics off; 1: uniform in space; 2: different in space
kinetics = 0;
% only in squence now. but support matrix in the future.
if kinetics == 1
K=diag(ones(nState,1));
elseif kinetics == 2
K = repmat(diag(ones(nState,1)),[imheight,imwidth,1,1]);
end
% diffusion settings
% 0: diffusion off; 1: uniform in space; 2: different in space
diffus = 2;
% same in different states now. but support matrix in the future.
if diffus == 1
D = 0;
elseif diffus == 2
D = zeros(imheight,imwidth);
end
% source/sink settings
sink = 1;
% random intialization
randinit = 0;
% number of states
nState = 1;
% initial poplation
popinit = 1;
% prefactor of kinetics
k0 = 1000;
% free energy i, usually feStd(1)==0, kT
feStd = 0;
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% barrier energy i->i+1, kT, absolute value, wrt 0 or feStd(1)
beStd = [];
% energy variation, kT
Evar = 1;
% diffusion coefficient, um^2/sec
% diffuStd = 40;
% sinking rate, sec^-1
% sinkrate = 3;
% number of frames
numFrames = max(time);
% frames per second
fps = 1;
% simulation steps per frame
steps = 400;
% simulation step time per frame in sec
st = 1/fps/steps;
% pixel length in micrometer
pl = 0.85;
% image size
[imheight imwidth] = size(cellshape);
redfluo = 0;
greenfluo = 1;
% population
popul = zeros(imheight,imwidth,nState,numFrames);
datared = zeros(imheight,imwidth,numFrames);
datagreen = zeros(imheight,imwidth,numFrames);
if ~exist(’popinit’)
popinit = linspace(73,27,nState); % Tm-2 -> Tm+2
end
% ================ initalization =================
% kinetics
if kinetics == 1
% forward rate, n->n+1, sec^-1
kf = zeros(nState-1);
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% backward rate, n+1->n, sec^-1
kb = zeros(nState-1);
% n->n+1
kf = k0 * exp(-(beStd(1:nState-1) - feStd(1:nState-1)));
% n+1->n
kb = k0 * exp(-(beStd(1:nState-1) - feStd(2:nState)));
% F=kf/fps/steps;
% B=kb/fps/steps;
F = kf;
B = kb;
k1 = diag(kb,1);
k2 = diag(kf,-1);
k3 = diag([kf;0] + [0;kb]);
K = k1+k2+k3;
elseif kinetics == 2
% free energy
fe = zeros(imheight,imwidth,nState);
% barrier energy
be = zeros(imheight,imwidth,nState-1);
% forward rate, n->n+1, sec^-1
kf = zeros(imheight,imwidth,nState-1);
% backward rate, n+1->n, sec^-1
kb = zeros(imheight,imwidth,nState-1);
fe(:,:,1) = feStd(1);
for n = 2:nState
% forward rate
fe(:,:,n) = feStd(n);
if randswitch == 1
r = Evar*randn(imheight,imwidth);
fe(:,:,n) = -abs(fe(:,:,n) + r);
end
end
for n = 1:nState-1
% backward rate
be(:,:,n) = beStd(n);
if randswitch == 1
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r = Evar*randn(imheight,imwidth);
be(n,:,:) = -abs(be(n,:,:) + r);
end
end
% n->n+1
kf(:,:,:) = k0 * exp(-(be(:,:,1:nState-1)-fe(:,:,1:nState-1)));
% n+1->n
kb(:,:,:) = k0 * exp(-(be(:,:,1:nState-1)-fe(:,:,2:nState)));
% F = kf / fps / steps;
% B = kb / fps / steps;
F = kf;
B = kb;
for i = 1:imheight
for j = 1:imwidth
k1 = diag(squeeze(kb(i,j,:)),1);
k2 = diag(squeeze(kf(i,j,:)),-1);
k3 = diag([squeeze(kf(:,i,j));0]+[0;squeeze(kb(:,i,j))]);
K(i,j,:,:)=k1+k2+k3;
end
end
end
% diffusion
if diffus == 1
D = diffuStd/pl/pl;
elseif diffus == 2
r = double(diffusmap > 0) * diffuStd;
D = r / pl / pl;
end
cellshapeV = double(cellshape(2:end,:,:).*cellshape(1:end-1,:,:)>0);
cellshapeH = double(cellshape(:,2:end,:).*cellshape(:,1:end-1,:)>0);
if sink == 1
% bleachmap = double(bleachmap / max(max(bleachmap)));
S = -sinkrate .* bleachmap;
% S = (exp(-sinkrate/fps/steps)-1).*(double(cellshape==2))/st;
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end
for i = 1:nState
% initial population
% r = abs(1 + 0.2 * randn(imheight,imwidth));
r = ones(imheight,imwidth);
popul(:,:,i,1) = popinit(i) .* r .* (cellshape > 0);
end
obsdata(:,:,1) = mean(popul(:,:,:,1),3);
% initial value at t0
for n=1:nState
datared(:,:,1) = datared(:,:,1) ...
+ squeeze(popul(:,:,n,1)) * redfluo(n);
datagreen(:,:,1) = datagreen(:,:,1) ...
+ squeeze(popul(:,:,n,1)) * greenfluo(n);
end
initialized = 1;
% load parameters;
% save parameters;
else
D = diffuStd./pl./pl;
bleachmap = double(bleachmap / max(max(bleachmap)));
S = -sinkrate .* bleachmap;
end
if diffuStd < 0 | sinkrate < 0
data = x*0-1000;
return;
end
% return;
% disp(param);
% ================ evolution ===================
if savecheck == 1
Currentframe = datagreen(:,:,1);
imagecolorscale = max(max(Currentframe));
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Currentframe = uint8(Currentframe / imagecolorscale * 255);
imwrite(Currentframe, X, ’result.gif’, ’DelayTime’, 1, ...
’LoopCount’, Inf, ’WriteMode’, ’overwrite’);
end
for f = 2:numFrames
% start = cputime;
y0 = popul(:,:,:,f-1);
for s = 1:steps
if accuracy == 1
k1 = st*evolution(y0);
y0 = y0+k1;
elseif accuracy == 4
k1 = st * evolution(y0);
k2 = st * evolution(y0 + k1 / 2);
k3 = st * evolution(y0 + k2 / 2);
k4 = st * evolution(y0 + k3);
y0 = y0 + (k1 + 2 * k2 + 2 * k3 + k4) / 6;
else
disp(’error accuracy’);
return;
end
if numel(find(y0<0))
% save(’error’);
disp(’error popul’);
data = x * 0 - 1000;
return;
end
end
popul(:,:,:,f) = y0;
obsdata(:,:,f) = mean(popul(:,:,:,f),3);
for n = 1:nState
datared(:,:,f) = datared(:,:,f) + ...
reshape(popul(:,:,n,f),imheight,imwidth) * redfluo(n);
datagreen(:,:,f) = datagreen(:,:,f) + ...
reshape(popul(:,:,n,f),imheight,imwidth) * greenfluo(n);
end
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% stop = cputime;
% if mod(f,10)==0
% disp([f stop-start]);
% end
% if savecheck == 1 & mod(f,savefreq) == 0
% Currentframe = datagreen(:,:,f);
% Currentframe = uint8(Currentframe / imagecolorscale * 255);
% imwrite(Currentframe, X, ’result.gif’, ...
’DelayTime’, 0.5, ’WriteMode’, ’append’);
% end
end
data = datagreen(:,:,time);
data = data(x);
data = data / mean(data(1:numpnts));
diff = reshape(exptdata-data,[],1);
diff = norm(diff,2) / (numel(diff) ^ (1/2));
s2 = cputime;
t1 = s2 - s1;
disp(num2str([param diff t1],4));
save(’result2D’, ’param’, ’datared’, ’datagreen’, ...
’popul’, ’data’, ’obsdata’);
return;
end
function [fp] = evolution(p)
% fp = \dot{p}=D\Delta p+Kp+Sp
% p(imheight,imwidth,nState);
global kinetics diffus sink F B K D S nState;
global imheight imwidth cellshape cellshapeV cellshapeH st;
fp = zeros(imheight,imwidth,nState);
Vflow = zeros(imheight-1,imwidth,nState); % cvertical diffusion
Hflow = zeros(imheight,imwidth-1,nState); % horizontal diffusion
Dflow = zeros(imheight,imwidth,nState); % totle diffusion
Fflow = zeros(imheight,imwidth,nState-1); % forward kinetics
Bflow = zeros(imheight,imwidth,nState-1); % backward kinetics
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Kflow = zeros(imheight,imwidth,nState); % totle kinetics
Sflow = zeros(imheight,imwidth,nState); % sink/source
if diffus
pD = D.*p;
Vflow(:,:,:) = cellshapeV .* (pD(1:end-1,:,:) - pD(2:end,:,:));
Hflow(:,:,:) = cellshapeH. * (pD(:,1:end-1,:) - pD(:,2:end,:));
Dflow(1:end-1,:,:) = Dflow(1:end-1,:,:) - Vflow;
Dflow(2:end,:,:) = Dflow(2:end,:,:) + Vflow;
Dflow(:,1:end-1,:) = Dflow(:,1:end-1,:) - Hflow;
Dflow(:,2:end,:) = Dflow(:,2:end,:) + Hflow;
end
if kinetics == 2
Fflow = F(:,:,:) .* p(:,:,1:nState-1);
Bflow = B(:,:,:) .* p(:,:,2:nState);
Kflow(:,:,1:nState-1) = Kflow(:,:,1:nState-1) - Fflow + Bflow;
Kflow(:,:,2:nState) = Kflow(:,:,2:nState) + Fflow - Bflow;
end
if sink == 1
for n = 1:nState
Sflow(:,:,n) = S.*p(:,:,n);
end
end
fp = Dflow + Kflow + Sflow;
end
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APPENDIX C
SUPPLEMENTARY INFORMATION OF
SINGLE MOLECULE TRAJECTORY
SIMULATION
C.1 Derivation of the PMT receiving probabilities and
fluorescence anisotropy
C.1.1 Assumptions
Assuming initially when the excitation photon arrives at t0, the fluorophore
dipole is at the orientation Ω0(θ0, φ0) with distribution probability H(Ω0, t0).
The direction of the excitation beam is along x axis, with polarization along
z axis. The absorption probability is
A(Ω0) = cos
2 θ0 (C.1)
with some arbitrary constant. The time evolution of the orientation of the
molecule can be described by [111]
G(Ω0, t0; Ω
′, t′) =
∞∑
l=0
l∑
m=−l
e−l(l+1)D(t
′−t0)Y ∗l,m(Ω0)Yl,m(Ω
′) (C.2)
or if we simply t = t′ − t0
G(Ω0,Ω
′, t) =
∞∑
l=0
l∑
m=−l
e−l(l+1)DtY ∗l,m(Ω0)Yl,m(Ω
′) (C.3)
where Yl,m(Ω) is the spherical harmonic function, D is the rotational dif-
fusion coefficient. For a molecule with dipole oriented at direction Ω′, the
probability of the fluorescence photon it emits at angle Ω is
E(Ω′,Ω) = sin2(Ω′ − Ω) (C.4)
63
The angular distribution of emission photons at time t′ for a molecule at
angle Ω0 absorbing a photon at time t0 can be calculated by
F (Ω, t0, t
′) = C
∫
dΩ0dΩ
′H(Ω0, t0)A(Ω0)G(Ω0, t0; Ω′, t′)E(Ω′,Ω) (C.5)
where C is the normalization factor. In our experiment, the initial orientation
of the molecule is random, H(Ω0, t0) = 1:
F (Ω, t) = C
∫
dΩ0dΩ
′A(Ω0)G(Ω0,Ω′, t)E(Ω′,Ω) (C.6)
The six PMTs are placed in six directions to cover all the solid angles.
PMT 1 and PMT 3 are placed in z directions, PMT 2,4,5,6 are placed in x-y
plain. The PMT accepting areas are defined as
S1 :
2
3
< cos θ < 1, 0 < φ < 2pi
S2 : −2
3
< cos θ <
2
3
,
pi
2
< φ < pi
S3 : −1 < cos θ < −2
3
, 0 < φ < 2pi
S4 : −2
3
< cos θ <
2
3
,
3
2
pi < φ < 2pi
S5 : −2
3
< cos θ <
2
3
, 0 < φ <
pi
2
S6 : −2
3
< cos θ <
2
3
, pi < φ <
3pi
2
(C.7)
In our experiment, the initial orientation of the molecule is random, H(Ω0, t0) =
1. The probabilities of the six PMTs collecting photons at time t = t′ − t0
are
Pi(t) =
∫
Si
dΩF (Ω, t), i = 1 . . . 6 (C.8)
C.1.2 Derivation of the distribution function
By rotational symmetry, it can be written as
G(Ω0,Ω
′, t) = G(Ω˜, t) (C.9)
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where Ω˜ = Ω′ −Ω0 is the angle between the initial and final orientation and
all m 6= 0 terms in Eq. C.3 vanish. Eq. C.3 can be simplified as
G(Ω˜, t) =
∞∑
l=0
e−l(l+1)Dt
2l + 1
4pi
Pl(cos Ω˜) (C.10)
where Pl(cos Ω˜) is the Legendre polynomials.
The angular distribution F can be calculated as
F (Ω, t) = C
∫
dΩ0dΩ
′A(Ω0)G(Ω0,Ω′, t)E(Ω′,Ω)
= C
∞∑
l=0
2l + 1
4pi
e−l(l+1)Dt
∫
dΩ0dΩ
′ cos2 θPl(cos(Ω′ − Ω0)) sin2(Ω− Ω′)
(C.11)
It can be proved that∫ 2pi
0
dφ0 Pl(cos(Ω
′ − Ω0)) = 2piPl(cos Ω′)Pl(cos Ω0) (C.12)∫ 2pi
0
dφ′ sin2(Ω− Ω′) = pi(1 + cos2 θ + cos2 θ′ − 3 cos2 θ cos2 θ′) (C.13)
Eq. C.11 can be simplified to
F (Ω, t) = C
∞∑
l=0
2l + 1
4pi
e−l(l+1)Dt2pi2
∫ 1
−1
dx0
∫ 1
−1
dx′ x20Pl(x
′)Pl(x0)(1+x2+x′2−3x2x′2)
(C.14)
where x = cos θ, x0 = cos θ0, x
′ = cos θ′, θ, θ0, θ′ are the inclination angles
of Ω, Ω0, Ω
′, respectively. Only l = 0 and l = 2 terms survive in Eq. C.11.
F (Ω, t) = C
pi
2
∫ 1
−1
dx0 x
2
0
∫ 1
−1
dx′ (1 + x2 + x′2 − 3x2x′2)
+ C
5pi
2
e−6Dt
∫ 1
−1
dx0 x
2
0(3x
2
0 − 1)
∫ 1
−1
dx′
1
4
(3x′2 − 1)(1 + x2 + x′2 − 3x2x′2)
= C
(
8
9pi
+
8
45pi
(1− 3 cos2 θ)e−6Dt
)
(C.15)
Consider the normalization condition
∫
4pi
F (Ω, t) = 1, we get
F (θ, t) =
1
4pi
− 1
10pi
P2(cos θ)e
−6Dt (C.16)
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Apply Eq. C.7 and C.16 to the integral Eq. C.8, and define rational correla-
tion time τr = 1/(6D):
P⊥ = P1,3 =
1
6
− 1
27
e−t/τr
P‖ = P2,4,5,6 =
1
6
+
1
54
e−t/τr (C.17)
The anisotropy decay is defined as
I(t) =
∑
P‖ − 2
∑
P⊥∑
P‖ + 2
∑
P⊥
=
4
27
e−t/τr (C.18)
C.1.3 More details about PMT acception areas
Eq. C.7 defined the PMT acception areas assuming that the PMT 1 and
3 at the top and bottom are round shaped with area 1/6 of the total 4pi
steradians. Consequently, PMT 2,4,5,6 are of concave square shape. This
assumption is straight forward and easy to calculate. In reality all the lens
are cut in square shape for dense pack. For example, The acception area of
PMT 1 should be defined as
S′1 :
√
1 + | sin(2φ)|
3 + | sin(2φ)| < cos θ < 1, 0 < φ < 2pi (C.19)
The integral Eq. C.8 for PMT 1 should be
P ′1 =
∫
Si
dΩF (Ω, t)
= 4
∫ pi/2
0
dφ
∫ 1√
1+sin(2φ)
3+sin(2φ)
d cos θ
(
1
4pi
− 1
10pi
P2(cos θ)e
−t/τr
)
=
1
6
−
√
3
15pi
e−t/τr (C.20)
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Similarly, we have
P ′⊥ =
1
6
−
√
3
15pi
e−t/τr
P ′‖ =
1
6
+
√
3
30pi
e−t/τr (C.21)
I ′(t) =
4
√
3
15pi
e−t/τr (C.22)
The error between Eq. C.22 and C.18 is smaller than 0.8%. But Eq. C.18 is
much easier to calculate and more computation time saving. So the latter is
adapted in the simulation.
C.2 Single molecule transition events simulation
C.2.1 Generation of the photon events
This section explains how the single molecule transition trajectories are sim-
ulated and the photon events are generated.
Firstly, a multiple-state model is assumed in the simulation, although in
most cases only a two-state model is necessary. Proper values of the transition
probabilities, fluorescence lifetime, rotational correlation time, and FRET
efficiency are assigned to each state.
The dwell time is sampled from the exponential distribution of which the
time constant is the inverse of transition rate. Time is counted by the pulsed
laser, whose repetition rate is 95 MHz (10.5 ns). After the dwell time elapsed,
the molecule hops to the other state (two-state model) or randomly hops to
one of the other state (multiple-state model).
The fluorescence photon events are calculated at each excitation photon
arrival event:
 The fluorescence photon emission time is sampled from the exponential
distribution with a time constant of fluorescence life time. If it is longer
than 10.5 ns, It’s wrapped to the next excitatin photon cycle.
 Consider the instrument dead time. If current photon arrives within
100 ns after previous photon event, it is automatically rejected.
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 The orientation of the emission photon can be calculated as:
– Randomly sample the initial orientation of the molecule.
– Determine the absorption rate by Eq. C.1.
– Sample the orientation of the molecule at the fluorescence emission
time by the equation of the molecule rotation (Eq. C.2).
– Determine the PMT that receives the fluorescence photon based
on Eq. C.7.
 Sample the color of the fluorescence photon (donor or accepter). De-
termine the rejection or acceptance of the fluorescence photon by the
color of the photon and the filter on the PMT.
 Reject the photon by the quantum yield of the PMT.
 Add random noise. The photon emission time and responding PMT
may be replace by random.
C.2.2 Fortran code of generating the single molecule
transition events
subroutine data_generate
use mod_typedef
use mod_random
use mod_writebuffer
use mod_logfile
use mod_globalpara
use mod_para
use mod_data_analysis
implicit none
! local
integer :: ferr
integer :: cstate ! current state
integer :: cstatecount ! current state time remaining count
real :: cet ! current emission time
integer :: i, j, k
real :: ran, temp
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real :: aniso ! anisotropy
real :: pmtslct(6) ! probability of selecting each pmt
integer :: lp ! laser pulse
integer :: pmt ! responsing pmt
real :: etime ! emission time
! fluorescence photon time from next laser pulse
real :: newet
! fluorescence photon time from last laser pulse
! which is larger than maxpsbl
real :: oldet
type(datatype) :: newdata, lastdata
logical :: accept
! functions
real :: expRanNum
integer :: ranPMT
call writeinit(outfilename,ferr)
if( ferr /= 0 ) call errinfo(11,1)
call loginit(’log.txt’,ferr)
if( ferr /= 0 ) call errinfo(12,1)
write(*,*) ’Generating...’
! noisenum = 0
! current state
cstate = 1
! current state remaining life time
cstatecount = 0
! photon emission time in current state
cet = et(cstate)
lp = 1
oldet = -1
newdata.lp = 0
trajectory(:,:,:) = 0
actualnum(cdl) = 0
do while (lp <= datanum)
! generate lp-th data
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if ( cstatecount <= 0 .and. oldet < 0 ) then
! fold/unfold states hopping
ran = urand()
do j = 1, sn
! find j-th state hopping to
if ( ran <= hp(cstate,j)) exit
ran = ran - hp(cstate,j)
end do
cstate = j ! hop to state j
cet = et(cstate) ! photon emission time in state j
temp = expRanNum(slt(cstate))
cstatecount = int(temp/maxpsbl)
call writelog(lp,cstate,cstatecount,ferr)
if ( ferr /= 0 ) call errinfo(14,1)
end if
! generate fluorescence emission time
if ( oldet >= 0 ) then
! fluorescence photon from previous laser pulse
newet = expRanNum(cet)
if ( newet < oldet ) then
! fluorescence photon from current laser pulse
etime = newet
oldet = newet
end if
if ( oldet >= maxpsbl ) then
oldet = oldet - maxpsbl
else
oldet = -1
end if
else
! fluorescence photon from current laser pulse
if ( urand() <= efficiency ) then
! pmt efficiency
etime = expRanNum(cet) ! emission time
if ( etime >= maxpsbl ) then
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! fluorescence time is too long
! go to next laser pulse time
oldet = -1 ! etime - maxpsbl
etime = -1.
else
oldet = -1
if (((lp-newdata.lp) * maxpsbl - newdata.fet * fetunit &
+ etime < deadtime) .and. ( lp > 1 ) ) then
etime = -1
end if
end if
else
etime = -1.
end if
end if
if ( etime > 0 .and. oldet < 0 ) then
! fluorescence photon colletected
! generate pmt number (anisotropic property)
pmt = ranPMT(etime / rt(cstate) / 6.)
ran = urand()
accept = .false.
if (pmt == 1 .or. pmt == 2 .or. pmt == 4) then
! filter 1
if (ran < filter(cstate,1)) accept = .true.
end if
if (pmt == 3 .or. pmt == 5 .or. pmt == 6) then
! filter 2
if (ran < filter(cstate,2)) accept = .true.
end if
! pmt = 1
! accept = .true.
if (accept) then
! record date information
! etime may be larger than maxpsbl,
! but it will be taken care in struct2int
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call getdatar(lp, pmt, etime, newdata)
call writedata(newdata, ferr)
if ( ferr /= 0 ) call errinfo(15,1)
actualnum(cdl) = actualnum(cdl)+1
alldata(cdl, actualnum(cdl)) = newdata
trajectory(cdl, actualnum(cdl), cstate) = 10
end if
end if
cstatecount = cstatecount - 1
lp = lp + 1
end do
close(40)
call logfinal()
call writefinal(ferr)
if ( ferr /= 0 ) call errinfo(31,1)
end subroutine data_generate
! ===================================================================
real function CosAngle(x1,cphi1,sphi1,x2,cphi2,sphi2)
! return cosine of the angle between two vectors
! (theta1,phi1) and (theta2,phi2)
! x = cos(theta)
! CosAngle = cos(angle)
! = cos(theta1)cos(theta2)+cos(phi1-phi2)sin(theta1)sin(theta2)
implicit none
real :: x1,cphi1,sphi1,x2,cphi2,sphi2
CosAngle = x1*x2 + (cphi1*cphi2+sphi1*sphi2) &
* sqrt(1-x1*x1) * sqrt(1-x2*x2)
return
end function CosAngle
! ===================================================================
subroutine RandomRot(x1,cphi1,sphi1,t,x2,cphi2,sphi2)
! random rotation
! initially at (theta1, phi1)
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! return (theta2, phi2) at time t
! input x1 = cos(theta1), cphi1 = cos(phi1), sphi1 = sin(phi1)
! input t = time/tau = scaled time
! output x2 = cos(theta2), cphi1 = cos(phi2), sphi1 = sin(phi2)
! t = time/tau = scaled time
! (theta,phi) is the angle rotated
! theta obeys rotational green function, x = cos(theta)
! GF(x) = \sum_n{\frac{2n+1}{4\pi}exp^{-n(n+1)t}LegendreP(n,x)}
use mod_random
implicit none
! input
real :: x1,cphi1,sphi1,t,x2,cphi2,sphi2
! local
real,parameter :: pi = 3.14159265
real :: x,x0,phi,cphi,sphi
real :: s,s1,s2
real :: r1,r2,r3
real :: ran,prob
real :: Gnx, Gn1,Gx,G1
real,parameter :: prec = 0.0001 ! precision
integer :: n
! functions
real :: LegendreP
if ( t<0 .or. abs(x1)>1 .or. abs(sphi1)>1 .or. abs(cphi1)>1 ) then
x2 = -2 ! error signal
return
end if
if (t < 0.15) then
! time interval is very small
! green function approaches a delta function
! use guassian instead
x0 = 1 - exp(-2*t)
x = -2
do while ( x < -1)
ran = urand()
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x = 1 + x0 * log(ran) ! cos of ratoation angle
! write(49,*) x,x0,ran
end do
else
! calculate sum of the series
do while (.true.)
ran = urand()
x = 2 * ran - 1
n = 0
Gnx = 1.
Gn1 = 1.
Gx = 1.
G1 = 1.
do while (Gn1/G1 > prec)
n = n+1
Gn1 = (2*n+1) * exp(-n*(n+1)*t)
Gnx = Gn1 * LegendreP(n,x)
Gx = Gx + Gnx
G1 = G1 + Gn1
! write(49,*) Gnx,Gn1
end do
prob = Gx / G1
ran = urand()
! write(49,*) x,prob,ran
if (ran < prob) exit
end do
end if
ran = urand()
phi = 2 * pi * ran
s = sqrt(1-x*x) ! sin(theta) x = cos(theta)
s1 = sqrt(1-x1*x1) ! sin(theta1) x1 = cos(theta1)
cphi = cos(phi) ! cos(phi)
sphi = sin(phi) ! sin(phi)
r1 = cphi*s*x1*cphi1 + x*cphi1*s1 - s*sphi*sphi1
r2 = cphi1*s*sphi + cphi*s*x1*sphi1 + x*s1*sphi1
r3 = x*x1 - cphi*s*s1
74
x2 = r3 ! cos(theta2)
s2 = sqrt(1-x2*x2) ! sin(theta2)
if (s2 /= 0) then
cphi2 = r1/s2 ! cos(phi2)
sphi2 = r2/s2 ! sin(phi2)
if(cphi2 > 1) then
cphi2 = 1.
sphi2 = 0.
return
end if
if(cphi2 < -1) then
cphi2 = -1.
sphi2 = 0.
return
end if
if(sphi2 > 1) then
sphi2 = 1.
cphi2 = 0.
return
end if
if(sphi2 < -1) then
sphi2 = -1.
cphi2 = 0.
return
end if
else
cphi2 = 1.
sphi2 = 0.
return
end if
! write(49,*)x
end subroutine RandomRot
! ===================================================================
integer function ranPMT(t)
! return the PMT number the collects
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! the fluorescence photon at time t
! ranPMT = 0 means not absorbed, no photon emission
use mod_random
implicit none
real :: t
integer :: i
real,parameter :: pi = 3.14159265
real :: x,x1,s,s1,cphi,sphi,cphi1,sphi1
real :: theta,theta1,phi,phi1
real :: r1,r2,r3
real :: x2,cphi2,sphi2,s2,phi2
real :: n,RotGF,sRotGF,ran,LegendreP
real :: p(6),p2,phicorrection
ran = urand()
x1 = 2 * ran - 1
ran = urand()
phi1 = 2 * pi * ran ! assume intial uniform distribution
ran = urand()
if (ran > x1 * x1) then ! absoption probability
ranPMT = 0
return
end if
cphi1 = cos(phi1)
sphi1 = sin(phi1)
call RandomRot(x1,cphi1,sphi1,t,x2,cphi2,sphi2)
if (abs(x2) > 1) then ! error
ranPMT = 0
return
end if
p(1) = (23. - 15 * x2 * x2) / 108.
p(3) = p(1)
p2 = (31. + 15 * x2 * x2) / 216.
phicorrection = 23. * (1-x2*x2)*sphi2*cphi2/108.
p(2) = p2 + phicorrection
p(4) = p(2)
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p(5) = p2 - phicorrection
p(6) = p(5)
p(6) = p(6) + 0.0000001
if ( abs(sum(p(:))-1) > 0.0001 ) write(*,*) sum(p(:))
ran = urand()
ranPMT = 1
do while ( p(ranPMT) < ran )
ran = ran - p(ranPMT)
ranPMT = ranPMT + 1
if (ranPMT > 6) then
write(*,*) ’error2’, sum(p(:))
ranPMT = 0
return
end if
end do
end function ranPMT
C.3 Fortran code of Bayesian algorithm for analyzing
the single molecule transition events
real function fitFunc
! use mod_data_analysis
use mod_random
use mod_para
use mod_globalpara
use mod_typedef
use mod_data_analysis
use mod_readbuffer
use mod_logfile
implicit none
! local
real :: ctp(sn),temp ! current transition probability
integer :: ferr
! integer :: datanum
integer :: i, j, k, l
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integer :: cstate ! current state
integer :: dl ! droplet
! type(datatype) :: newdata,olddata
! integer,parameter :: maxbs = 10,minbs = 5 ! max and min bin size
! integer,parameter :: maxlp = 100 ! max laser pulse interval
integer,parameter :: binsize = 10
integer :: binstart, binend ! pointers of the bin
real :: aet ! current bin averaged et
real :: etave(sn)
real :: sigma(sn)
real :: etprob(sn) ! emi time prob
real :: aniprob(sn) ! aniostropy prob
real :: filterp(sn) ! aniostropy prob
! real :: trajp(sn) ! prior trajectory prob
real :: ani ! aniostropy
real,parameter :: r0 = 0.4 ! initial aniostropy
real :: p13 ! probability of finding PMT 1 or 3
real :: totalprob(sn)
real :: probnorm
! real :: norm
real :: ran,ran1
real :: prob
real :: Bscore
! function
real :: Gaussian
! call parainterpret
! write(*,*)’begin’
fitFunc = 0.
! transition parameters
do i = 1, sn
if ( et(i) <= 0. ) return
etave(i) = et(i) - (maxpsbl+et(i)) * exp(-maxpsbl/et(i))
! average of exp distributed fluo et with a cutoff maxpsbl
sigma(i) = etave(i) / sqrt(real(binsize))
end do
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i = 1
if ( actualnum(1) == 0 ) then
call readalldata(ferr)
write(*,*) ’read’
! read all data in the array alldata
! return: alldata(:), actualnum
if ( ferr /= 0 ) call errinfo(11,1)
end if
! call loginit(’baylog.txt’,ferr)
! if ( ferr /= 0 ) call errinfo(12,1)
do dl = 1,dropletnum
binstart = startoffset
Bscore = 0
cstate = 1
! call writelog(1,1,0,ferr)
! if ( ferr /= 0 ) call errinfo(22,1)
do while ( binstart<actualnum(dl) )
binend = binstart + binsize - 1
if ( binend >= actualnum(dl) ) exit ! exit of the loop
if (readtrajectory == .false.) then
if ( binstart == 1 ) then
! calculate current transition probability
! probability of transition from cstate to some other state
ctp(1:sn) = real(1) / sn
else
ctp(cstate) = exp(-tr(cstate,cstate) &
* (alldata(dl,binend+1).lp - alldata(dl,binstart).lp) &
* maxpsbl)
temp = (1-exp(-tr(cstate,cstate)*(alldata(dl,binend+1).lp &
- alldata(dl,binstart).lp)*maxpsbl)) / tr(cstate,cstate)
do j = 1, sn
if ( j /= cstate ) ctp(j) = tr(cstate,j) * temp
end do
end if
else
! use prior trajectory probabilities
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! calculated in the loop below
ctp(:)=1
end if
aniprob(:)=1
filterp(:)=1
! average et in the bin
aet = sum(alldata(dl,binstart:binend).fet) * fetunit / binsize
do j = 1, sn
! calculate probability in every state
etprob(j) = Gaussian(etave(j),sigma(j),aet)
do k = binstart, binend
! ********** orietation probabilities
! probability of finding PMT 1 or 3
p13 = (9-2*exp(-alldata(dl,k).fet*fetunit/rt(j)))/27
if ( alldata(dl,k).pmt == 1 .or. alldata(dl,k).pmt == 3 ) then
aniprob(j) = aniprob(j) * p13
else
aniprob(j) = aniprob(j) * (1-p13)
end if
! ********** filter probabilities
if ( alldata(dl,k).pmt == 1 .or. alldata(dl,k).pmt == 2 &
.or. alldata(dl,k).pmt == 4 ) then
filterp(j)=filterp(j) * filter(j,1)
else
filterp(j)=filterp(j) * filter(j,2)
end if
! ********** prior trajectory probabilities
if (readtrajectory) then
if (trajectory(dl,k,3-j) == 0) then
ctp(j) = ctp(j)*0.05
else
ctp(j) = ctp(j)*trajectory(dl,k,3-j)/10
end if
ctp(j) = ctp(j)**2
end if
end do
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! total prob to be in j-th state
! based on current data set (binstart:binend)
totalprob(j) = (etprob(j)**fitweight(1)) * &
(aniprob(j)**fitweight(2)) *( filterp(j)**fitweight(3)) &
* (ctp(j)**fitweight(4))
! totalprob(j) = trajp(j)
end do
probnorm = sum(totalprob(1:sn))
if ( probnorm <= 0 ) then
! call errinfo(42,0)
return
end if
ran = urand()
ran1 = ran*probnorm
j = 1
do while ( ran1 > totalprob(j) )
! find j-th state to hop to
ran1 = ran1 - totalprob(j)
j = j + 1
if ( j > sn ) then
call errinfo(43,0)
return
end if
end do
if ( j /= cstate ) then
cstate = j
! write(*,*)’hop’
! call writelog(binstart,cstate,0,ferr)
! if ( ferr /= 0 ) call errinfo(22,1)
end if
if ( findtrajectory ) then
trajectory(dl,binstart:binend,cstate) &
= trajectory(dl,binstart:binend,cstate)+1
end if
prob = (etprob(cstate)**fitweight(1)) &
* (aniprob(cstate)**fitweight(2)) &
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* (filterp(cstate)**fitweight(3))
if ( prob <= 0 ) return
Bscore = Bscore - log(prob)
binstart = binend + 1
end do
! write(*,*) Bscore
fitFunc = fitFunc+Bscore
end do
end function
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