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We propose a new methodology, called numerical canonical quantization, to solve quantum
Maxwell’s equations useful for mathematical modeling of quantum optics physics, and numerical
experiments on arbitrary passive and lossless quantum-optical systems. It is based on: (1) the
macroscopic (phenomenological) electromagnetic theory on quantum electrodynamics (QED), and
(2) concepts borrowed from computational electromagnetics. It was shown that canonical quanti-
zation in inhomogeneous dielectric media required definite and proper normal modes (L. Kno¨ll, W.
Vogel, and D.-G. Welsch, Phys. Rev. A 36, 3803 (1987) and R. Glauber and M. Lewenstein, Phys.
Rev. A 43, 467 (1991)). Here, instead of ad-hoc analytic normal modes, we numerically construct
complete and time-reversible normal modes in the form of traveling waves to diagonalize the Hamil-
tonian. Specifically, we directly solve the Helmholtz wave equations for a general linear, reciprocal,
isotropic, non-dispersive, and inhomogeneous dielectric media by using either finite-element or finite-
difference methods. To convert a scattering problem with infinite number of modes into one with a
finite number of modes, we impose Bloch-periodic boundary conditions. This will sparsely sample the
normal modes with numerical Bloch-Floquet-like normal modes. Subsequent procedure of numerical
canonical quantization is straightforward using linear algebra. We provide relevant numerical recipes
in detail and show an important numerical example of indistinguishable two-photon interference in
quantum beam splitters, exhibiting Hong-Ou-Mandel effect, which is purely a quantum effect. Also,
the present methodology provides a way of numerically investigating existing or new macroscopic
QED theories. It will eventually allow quantum-optical numerical experiments of high fidelity to
replace many real experiments as in classical electromagnetics. As in classical electromagnetics,
furthermore, this methodology would provide numerical experiments to explore a large variety of
quantum-optical phenomena in complex systems that still perplex the community: cases in point
are virtual photons, quantum-optical metamaterials, superluminal photons by quantum tunneling,
interaction free measurement, NOON states in quantum metrology and quantum sensing, and time
entanglement.
I. INTRODUCTION
The recent advent in quantum computing spells the
beginning of an exciting era for quantum technologies.
Mathematical modeling of physical phenomena and their
numerical simulations have transformed classical electro-
magnetics technologies. But such knowledge base is still
in its infancy for quantum Maxwell’s equations and quan-
tum technologies. Quantum Maxwell’s equations (QME)
[1–4], where classical Maxwell dynamic field and source
variables are elevated to infinite-dimensional quantum
∗ wcchew@purdue.edu
operators are
∇× Eˆ = −∂Bˆ
∂t
,
∇× Hˆ = Jˆ+ ∂Dˆ
∂t
,
∇ · Dˆ = ρˆ,
∇ · Bˆ = 0. (1)
The above quantum equations are rigorously derived in
the Heisenberg picture, in both coordinate and mode
Hilbert spaces, in [1], and extended to inhomogeneous
media with impressed sources. The above quantum op-
erator equations are meaningful only when they operate
on a quantum state. The corresponding equation of mo-
tion for the quantum state is
Hˆ |ψ (t)〉 = i~ ∂
∂t
|ψ (t)〉 (2)
and the full description of the Hamiltonian is given in
[1]. The Hamiltonian is easily diagonalizable in the mode
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2Hilbert space making it mathematically homomorphic
(analogous) to harmonic oscillators uncoupled from each
other. This is the popular approach in quantum optics
(QO). Then, using this QO approach, we characterize
how photons, transported in the form of electromagnetic
(EM) fields, interfere with each other. Together with
quantum theory, it has spurred the development of var-
ious quantum technologies [5–10] in which few-photon
interference and their granularity are important for their
quantum effects.
Nevertheless, early pioneers have mathematically
shown that one can employ the macroscopic framework
on quantum electrodynamics (QED) which admits the
partial use of the macroscopic Maxwell’s theory. This
theory uses the concept of effective electromagnetic me-
dia [4, 11, 12], when the optical/microwave photon wave-
lengths are typically much larger than the size of the
atoms or molecules. That is, lossless dielectric objects
can be modeled by inhomogeneous permittivity over a
bandwidth which dispersion effect is negligible. More-
over, it is important to find the normal modes in the form
of traveling waves for canonical quantization in these me-
dia [12, 13], [14].
More recently, quantization procedures in general dis-
persive, dissipative, anisotropic, or reciprocal media
[1, 4, 15–20] have been developed. A variety of quantum-
optical phenomena can be captured by macroscopic QED
theory, such as spontaneous emissions in dielectric me-
dia [16], Casimir forces [21], artificial atoms [22], few-
photon interference in passive and lossless quantum-
optical instruments [23], quantum-optical metamaterials
[24], NOON states in quantum metrology and quantum
sensing [25], just to name a few.
Most of previous numerical works for few-photon in-
terference in quantum-optical systems adopted the atom-
istic approach where multi-level atoms interact via free
fields in free space. As such, infinite number of plane
waves are used to expand the free fields. To reduce the
complexity of the problem, cavity QED [26] has been
used to analyze QED effects on spontaneous emission of
an excited two-level atom inside a cavity. And [27–29]
represented free fields by a set of plane waves to investi-
gate the quantum beam splitter (QBS), which is modeled
by multi-level atoms. Despite its interesting physics, the
atomistic model is not suited for dealing with complex
macroscopic problems involving a large number of atoms.
Also, for complex problems, normal modes do not have
closed-form solutions.
In this paper, we propose a numerical canonical quanti-
zation methodology, useful for numerical experiments on
arbitrary passive and lossless quantum-optical systems
for non-dispersive media, as illustrated in Fig. 1. This
is valid over the bandwidth where frequency dispersive
effect can be ignored. Based on the macroscopic QED
theory, such systems can be modeled by linear, recipro-
cal, isotropic, non-dispersive, and inhomogeneous dielec-
tric media. But here, instead of ad-hoc analytic normal
modes, we construct complete and time-reversible numer-
FIG. 1. Illustration of modeling arbitrary passive and lossless
quantum optical systems driven by few photons.
ical normal modes in the form of traveling waves to di-
agonalize the Hamiltonian. In other words, borrowing
the concept of computational electromagnetics (CEM),
we directly solve the Helmholtz wave equations for the
media by using either finite-element or finite-difference
methods on a given mesh.
The present methodology provides a way of using
new macroscopic QED theory to mathematically model
quantum-optical systems with little physical restrictions
in real experimental set-up. Eventually, as has happened
in the classical electromagnetic case, it would provide
a numerical experimental platform to explore a large
variety of perplexing QED/quantum-optical phenomena
such as virtual photons, quantum-optical metamateri-
als, superluminal photons by quantum tunneling, interac-
tion free measurement, quantum metrology and quantum
sensing, and time entanglement [30]. This is increasingly
important as quantum technologies become increasingly
complex.
The numerical canonical quantization here resembles
the analytical canonical quantization. The difference is
that the modes are found numerically, and then quan-
tized analytically. Then quantum information can be in-
jected into these modes displaying their quantum effects.
The modes are formed into wave packets, and we liken
the photons to be “riding” on the wave packet formed by
these modes.
Note that the time convention e−iωt is suppressed
throughout this work.
3II. NUMERICAL CANONICAL
QUANTIZATION IN PERIODIC DIELECTRIC
MEDIA
In this section, we briefly revisit the canonical quanti-
zation for periodic dielectric media but via Bloch-Floquet
normal modes [31].
A. Hamiltonian density and Hamilton’s equations
of motion
Consider a linear, reciprocal, lossless, isotropic, non-
dispersive, and periodic dielectric medium, namely, the
permittivity can be written as
 =  (r) =  (r+R) (3)
where R is a primitive lattice translation vector. Vec-
tor potential A (r, t) should be associated with scalar
potential Φ (r, t) through the general Lorenz gauge [32].
Specifically, when external sources are placed infinitely
far away (or absent) from a region of interest, it becomes
equivalent to Φ = 0 or the generalized Coulomb gauge
[33]. Thus,
∇ ·  (r)A (r, t) = 0 (4)
and the classical Hamiltonian density H (r, t), involved
in the vector potential only, can be defined [1] by
H (r, t) = 1
2 (r)
A˙ (r, t) · A˙ (r, t)
+
1
2µ0
∇×A (r, t) · ∇ ×A (r, t) (5)
where A˙ (r, t) = ∂A (r, t) /∂t. The total Hamiltonian H
is given by
H =
∫
drH (r, t) . (6)
Note that, because of energy conservation, this Hamil-
tonian should be time independent. Then, the classical
Hamilton’s equations of motion, which are vector wave
equations, can be written by
∇×∇×A (r, t) +  (r)µ0A¨ (r, t) = 0. (7)
Furthermore, for the transverse electric (TE) polarization
of vector potentials in 2-D problems, since ∇ ·A (r) = 0,
(7) reduces to
∇2A (r, t)−  (r)µ0A¨ (r, t) = 0 (8)
that does not include the null space. In this work, these
modes are found numerically.
B. Vectorial mode decomposition via
Bloch-Floquet modes
Due to the linearity of media and realness of vector po-
tentials, one can represent a time-harmonic or monochro-
matic vector potential using the separation of variables
(SOV) with respect to space and time as
Aω (r, t) = αω (t) A˜ω (r) = α
∗
ω (t) A˜
∗
ω (r) . (9)
Then, substituting (9) into (8) yields two decoupled dif-
ferential equations linked by a separation constant −ω2;
viz.,
α¨ω (t) = −ω2αω (t) (10)
∇2A˜ω (r) = − (r)µ0ω2A˜ω (r) . (11)
General solutions of αω (t) are given by the linear com-
bination of e∓iωt. A vectorial eigenfunction of the gener-
alized eigenvalue problem (11) is known as Bloch-Floquet
mode that takes the form of
A˜ω (r) = uκ (r) e
iκ·r (12)
where κ is Bloch wavevector and uκ (r) is a periodic
function by the primitive translation vector. It is impor-
tant to note that, in most cases, Bloch-Floquet modes
are time-reversible [34]. This fact induces two impor-
tant properties: (1) Two degenerate vectorial eigenfunc-
tions, having ±κ, are supposed to share the same eigen-
frequency, i.e., ωκ = ω−κ; and (2) they are related by
complex conjugate as
A˜−κ (r) = A˜∗κ (r) . (13)
Hence, a general monochromatic solution A˜ω (r) can
be given by the degenerate pair’s linear superposition.
Eventually, arbitrary real-valued vector potentials in pe-
riodic dielectric media can be expanded by Bloch-Floquet
normal modes over κ
A (r, t) =
∑
κ
qκ (t) A˜κ (r) + q
∗
κ (t) A˜
∗
κ (r) (14)
where qκ (t) = qκ (t = 0) e
−iωκt. Notice that A˜κ (r) ob-
tained from (11) should satisfy the following orthonormal
condition [1]〈
A˜κ
∣∣∣∣∣∣A˜κ′〉 ≡ ∫∫∫
Ω
dr
(
 (r) A˜∗κ (r) · A˜κ′ (r)
)
= δκ,κ′ (15)
where Ω denotes the primitive unit cell volume and δ is
the Kronecker delta function.
C. Diagonalization of Hamiltonian and canonical
quantization
Substituting (14) into (5), taking a volume integral
over Ω, and utilizing integral by parts and the orthonor-
4(a) Single input of classical light
beam
(b) Both inputs of classical light
beams
(c) Single-photon incidence (d) Two-photon incidence
FIG. 2. Schematics for classical and quantum beam splitters for various input scenarios.
mal relation (15), one can rewrite the Hamiltonian as
H =
∑
κ,κ′
(
q˙κ (t) q˙κ′ (t) δ−κ,κ′ + q˙κ (t) q˙∗κ′ (t) δκ,κ′
+ q˙∗κ (t) q˙κ′ (t) δκ,κ′ + q˙
∗
κ (t) q˙
∗
κ′ (t) δ−κ,κ′
+ ω2κqκ (t) qκ′ (t) δ−κ,κ′ + ω
2
κqκ (t) q
∗
κ′ (t) δκ,κ′
+ ω2κq
∗
κ (t) qκ′ (t) δκ,κ′ + ω
2
κq
∗
κ (t) q
∗
κ′ (t) δ−κ,κ′
)
.
(16)
It should be mentioned that δ−κ,κ′ results from the or-
thonormal relation (15) and time-reversibility (13). Since
q˙κ (t) = −iωκqκ (t), all anti-diagonal terms multiplied by
δ−κ,κ′ are canceled out, as a result, the Hamiltonian is
summed over a single dummy index κ as
H =
∑
κ
q˙κ (t) q˙
∗
κ′ (t) + ω
2
κqκ (t) q
∗
κ′ (t)
=
∑
κ
|Pκ (t)|2 + |Qκ (t)|2 =
∑
κ
Bκ (t)B
∗
κ (t) (17)
where conjugate canonical variables Pκ (t) = q˙κ (t),
Qκ (t) = ωκqκ (t), and Bκ (t) = iPκ (t) + Qκ (t). Note
that the above reduction from double sum to a single
sum is the hallmark of the diagonalization of the Hamil-
tonian. It can be seen that the resulting Hamiltonian (17)
is mathematically homomorphic to the sum of Hamilto-
nians of many lone harmonic oscillators or classical pen-
dulums.
At this juncture, we can introduce dimensionless am-
plitude aκ (t) such that
Bκ (t) =
√
~ωκaκ (t) (18)
The classical Hamiltonian then becomes
H =
∑
κ
~ωκa∗κ (t) aκ (t) =
∑
κ
Hκ. (19)
The above is just the classical Hamiltonian for a sum of
harmonic oscillators. This is still a classical Hamiltonian,
but we can now define our conjugate variables as a∗κ (t)
and aκ (t). The equations of motion (EOM) for a
∗
κ (t) and
aκ (t) can be derived using energy conservation argument
to give [35] [36]
daκ(t)
dt
= − i
~
∂H
∂a∗κ(t)
,
da∗κ(t)
dt
=
i
~
∂H
∂aκ(t)
. (20)
The above yields
daκ(t)
dt
= −iωκaκ(t), da
∗
κ(t)
dt
= iωκa
∗
κ(t). (21)
The above are the EOM of a classical pendulum ex-
pressed in rotating wave picture.
Now to turn a classical Hamiltonian H into a quan-
tum Hamiltonian Hˆ, we elevate the conjugate variables
a∗κ (t) and aκ (t) to become quantum operators aˆ
†
κ (t) and
aˆκ (t) which are the quantum creation and annihilation
operators for the quantum harmonic oscillator.
Consequently, the quantum Hamiltonian for this sys-
tem is
Hˆ =
1
2
∑
κ
~ωκ
(
aˆ†κ (t) aˆκ (t) + aˆκ (t) aˆ
†
κ (t)
)
=
∑
κ
~ωκ
(
aˆ†κ (t) aˆκ (t) +
1
2
)
=
∑
κ
Hˆκ. (22)
Finally one can finally obtain quantum vector potential
operators
Aˆ (r, t) = Aˆ(+) (r, t) + Aˆ(−) (r, t) (23)
where
Aˆ(+) (r, t) =
∑
κ
√
~
2ωκ
A˜κ (r) e
−iωκtaˆκ, (24)
Aˆ(−) (r, t) =
∑
κ
√
~
2ωκ
A˜∗κ (r) e
iωκtaˆ†κ, (25)
which are often called positive and negative frequency
components [37]. Note that one can check the physical
5dimension agreement by substituting (25) into an energy
density operator with the fact that eigenfunctions implic-
itly include a factor 1/
√
Ω (r) to meet the orthonormal
condition (15). In other words,
z(+)(t) =
1
2pi
∫ ∞
0
Z(ω)e−iωtdω (26)
where Z(ω) is the Fourier transform of z(t) and similar
definition applies to z(−)(t). Note that the positive and
negative components have their own important quantum
physical meaning, which will be addressed in Sec. IV
more in detail.
Since an operator (i.e., observable) has meaning only
when the operator is acting on a quantum state vector
that describes the state of systems of interest, one needs
to prepare a proper quantum state vector that is a so-
lution of quantum state equation (QSE). First proposed
by Schro¨dinger, QSE is the fundamental postulate of the
quantum theory [35], while describing the time evolution
of quantum state vectors, and takes the form of
Hˆ |ψ (t)〉 = i~ ∂
∂t
|ψ (t)〉 (27)
where |ψ (t)〉 is a quantum state vector which is a function
of time. The quantum state vector can be decomposed
by time-dependent and -independent parts as
|ψ (t)〉 = Uˆ (t− t0) |ψ (t = t0)〉
= e−i
Hˆ
~ (t−t0) |ψ (t = t0)〉 (28)
where t0 is an arbitrary time instant and Uˆ (t− t0) is a
unitary operator. Note that (28) always satisfies (27),
which can be checked by back-substitution to (27), and
the unitary operator is an exponential function taking
the quantum Hamiltonian operator argument. This im-
plies that if one can find a complete set of eigenstates of
Hˆ at an arbitrary time instant t0 to expand |ψ (t = t0)〉,
the time evolution of quantum state vectors can be com-
pletely tracked by (28). The resulting eigenstates of the
quantum Hamiltonian operator for a single mode are pho-
ton number states as
Hˆκp
∣∣nκp〉 = ~ωκp (nκp + 12
) ∣∣nκp〉 = Eκp ∣∣nκp〉 . (29)
Because the quantum Hamiltonian operators are mutu-
ally commuting with respect to different mode index κ,
the resulting composite eigenstate is given by the ten-
sor product of the photon number states over all possible
modes, known as multimode Fock states. Without loss
of generality, we determine the quantum state vector at
t0 = 0 as
|ψ (t = 0)〉 = |nκ1〉 ⊗ · · · ⊗
∣∣nκp〉⊗ · · · (30)
Then,
Hˆ |ψ (t = 0)〉 =
∑
p
Hˆκp |nκ1〉 ⊗ · · · ⊗
∣∣nκp〉⊗ · · ·
=
∑
p
Eκp |ψ (t = 0)〉 = E |ψ (t = 0)〉 (31)
where
E =
∑
p
~ωκp
(
nκp +
1
2
)
. (32)
Therefore, the quantum Hamiltonian operator can be di-
agonalized once again via photon number states. And,
by (28),
|ψ (t)〉 = e−i Hˆ~ t |ψ (t = 0)〉
= e
−i
∑p′ ~ωκp′ (nκp′+ 12)~
t
|ψ (t = 0)〉
= e
−i
(∑
p′ Eκp
~
)
t |ψ (t = 0)〉
= e−i
E
~ t |ψ (t = 0)〉 . (33)
Note that one can prove the second equality in (33) us-
ing BakerCampbellHausdorff (BCH) formula. Thus, by
substituting (33) into the RHS of (27), it is easy to show
that
i~
∂
∂t
|ψ (t)〉 = i~
(
−i
∑
p ~ωκp
(
nκp +
1
2
)
~
)
× e
−i
∑p′ ~ωκp′ (nκp′+ 12)~
t
|ψ (t = 0)〉
= Ee−i
E
~ t |ψ (t = 0)〉
= Hˆe−i
E
~ t |ψ (t = 0)〉 = Hˆ |ψ (t)〉 . (34)
Due to the bosonic property, any composite eigenstates
can be obtained from the ground state by applying some
product of the creation operators, that is,
|nκ1〉 ⊗ · · · ⊗
∣∣nκp〉⊗ · · · =
(
aˆ†κ1
)n1 · · ·(aˆ†κp)np · · ·√
|nκ1〉! · · ·
∣∣nκp〉! · · · |{0}〉
(35)
where |{0}〉 denotes the vacuum state. Again, note that
one can assemble an arbitrary initial quantum state vec-
tor, i.e., |ψ (t = 0)〉, by the linear superposition of (35)
which will be explained later in detail to construct a
quantum state vector for a single photon riding on a
wavepacket.
It should be emphasized that, based on both solutions
of QME and QSE, i.e., operators and quantum state vec-
tors, our mathematical model forms the axiomatic sys-
tem, armed with self-consistency and completeness, so
that the dynamics of arbitrary passive and lossless quan-
tum optical systems can be properly captured. Specifi-
cally, the second diagonalization of the quantum Hamil-
tonian operators by number states makes it possible to
evaluate the expectation values of observables such as the
energy density operator or arbitrary degrees of correla-
tion functions.
6FIG. 3. Schematic diagram for the procedure of numeri-
cal canonical quantization. It is to be noted that the first
four boxes are obtained using computational electromagnet-
ics method.
III. NUMERICAL MODE DECOMPOSITION
AND QUANTIZATION
In this section, we present the detailed procedure on
how to perform numerical canonical quantization. A
schematic diagram for the overall procedure of numer-
ical canonical quantization is illustrated in Fig. 3.
In particular, here, we are focusing on the development
of a customized 1-D formulation for two-photon interfer-
ence occurring in QBS to observe the Hong-Ou-Mandel
(HOM) effect [38], as illustrated in Fig. 2. Note that a 2-
D QBS problem with oblique incidence is mathematically
homomorphic (analogous) to the 1-D problem; therefore,
the HOM effect can be still observed in 1-D QBS simu-
lations.
In what follows, curly braket {·} and square braket [·]
denotes column vector and matrix, respectively.
A. Corresponding 1-D variables
We consider a 1-D single-layered dielectric slab in free
space whose permittivity is given by
 (x) =
{
s0, for |x| ≤ Rs2
0, elsewhere
. (36)
By assuming that the system of interest is in a primi-
tive unit cell where x ∈ [−Rx/2, Rx/2], the permittivity
becomes a periodic function as
 (x) =  (x+Rx) . (37)
The fact should be elaborated that although the above as-
sumption makes the resulting physics equivalent to that
of photonic crystals, capturing the local physics in the
primitive unit cell within a proper time window is of our
main interest. In other words, we first look for the com-
plete set of eigenfunctions from periodic systems and ex-
ploit them to model the original system (36). It is impor-
tant to note that the above assumption that the medium
is periodic is a mathematical trick to numerically deal
with quantum optical phenomena in the presence of in-
homogeneous dielectric media but nothing more. Note
that Rx should be chosen in such a way that the local
physics of our interest should be isolated against neigh-
bor primitive cells’ aliasing effects within a properly set
time window. Specifically, Rx can be several times larger
than the localized size of photons or photon interference
length.
In the 1-D periodic dielectric medium, we look for 1-
D solutions of vector potential with single perpendicular
polarization, i.e.,
A˜κ (r) = zˆA˜κ (x) = zˆφ
(κ) (x) (38)
where the Bloch wavevector is κ = xˆκ. Then, the solu-
tions are governed by the scalar Helmholtz wave equation
d2
dx2
φ(κ) (x) +  (x)µ0ω
2
κφ
(κ) (x) = 0. (39)
Note that the solution set of (39) is uncountably-infinite.
In following sections, we show how the solution set
is reduced to being countably-finite with the use of a
proper boundary condition and numerical methods such
as finite-difference (FDM) [39] or finite-element methods
(FEM) [40] so that one can implement a code to perform
numerical experiments on quantum information propa-
gation.
B. Solving the generalized eigenvalue problem
For a given mesh consisting of N (0) number of grid
points, utilizing numerical methods such as FDM or FEM
to (39), one can obtain a linear system taking form of
[S] ·
{
φ(κ)
}
+ ω2κµ0 [M] ·
{
φ(κ)
}
= 0 (40)
where N (1) = N (0) − 1, {φ(κ)} is an eigenvector having
an eigenfrequency ωκ, sized by N
(1) × 1, and [S] and
[M] are so-called stiffness and mass matrices in the FEM
parlance, see also Appendix section B 4 [40], which are
Hermitian, sized by N (1) ×N (1). Detailed procedures to
obtain (40) are explained in B.
Equation (40) corresponds to a finite-dimensional gen-
eralized eigenvalue problem resulting from the use of nu-
merical methods. Any standard eigensolver can be used
to solve (40); here, we solved it using the eig function
built in MATLAB. The eigensolver returns the total N (1)
number of eigenvectors and eigenvalues; hence, one can
eventually obtain the countably-finite solution set. The
matrix representation is
[S] · [Φ] + [M] · [Φ] · [λ] = 0 (41)
7where
[Φ]i,p =
{
φ(κp)
}
i
, (42)
[λ]p,p = ω
2
κpµ0, (43)
for p = 1, 2, ..., N (1). Note that in the above represen-
tation, we label p-th eigenfrequency and eigenvector as
ωκp and
{
φ(κp)
}
, respectively. As a result, the analytic
normal modes can be evaluated at grid points as
A˜ (xi, t) ≈ zˆ
N1∑
p=1
qκp(t) [Φ]i,p + h.c. (44)
Then, the discrete version of the orthonormal relation
is 〈
φ(κp)
∣∣∣∣∣∣φ(κp′ )〉 ≡ {φ(κp)}† · [M] · {φ(κp′ )} = δp,p′
(45)
or
[Φ]
† · [M] · [Φ] = [I] (46)
where [I] denotes an identity matrix.
C. Numerical canonical quantization
Once numerical normal modes are obtained, the sub-
sequent procedure of numerical canonical quantization is
straightforward using the linear algebra. Since the vector
potential operator can be written as
zˆAˆ (xi, t) = zˆAˆ
(+) (xi, t) + zˆAˆ
(−) (xi, t) (47)
where
Aˆ(+) (xi, t) =
N(1)∑
p=1
√
~
2ωκp
[Φ]i,p e
−iωκp taˆκp , (48)
Aˆ(−) (xi, t) =
N(1)∑
p=1
√
~
2ωκp
[Φ]
†
p,i e
iωκp taˆ†κp , (49)
its equivalent matrix representations of quantum Hamil-
tonian and vector potential operators are
Hˆ = {aˆ}† · [DH ] · {aˆ} , (50){
Aˆ(+) (t)
}
= [Φ] · [DA (t)] · {aˆ} , (51){
Aˆ(−) (t)
}
= {aˆ}† · [DA (t)]† · [Φ]† , (52)
FIG. 4. Reflectivity, transmittivity, and phase difference of
the designed QBS versus wavenumber.
where {
Aˆ(+) (t)
}
i
= Aˆ(+) (xi, t) = {αi} · {aˆ} , (53)
{αi}p =
√
~
2ωκp
e−iωκp t [Φ]i,p (54)
{aˆ}p = aˆκp , (55)
[DH ]p,p = ~ωκp , (56)
[DA]p,p =
√
~
2ωκp
e−iωκp t. (57)
IV. NUMERICAL EXAMPLE: 1-D QUANTUM
BEAM SPLITTER
A. Design of 50/50 quantum beam splitter with pi
phase offset
To investigate the HOM effect, one has to design a
50/50 QBS yielding pi phase offset between reflected and
transmitted waves. Here, performing a parametric study
on reflection and transmission at a dielectric slab [41],
we eventually set the slab permittivity s = 70 [F/m]
and the thickness Rs = 6 [mm]. Fig. 4 illustrates
|R|2 and |T |2 (measured on the vertical left axis) and
arg (R) − arg (T ) (measured on the vertical right axis)
over operating wavenumber. It is to be noted that even
though material dispersion is ignored, geometrical dis-
persion due to the finite thickness of the beam splitter is
present.
At κ = κ0 = 560 [rad/m], |R|2 ≈ 0.4987, |T |2 ≈
0.5013, arg (R)− arg (T ) ≈ −89.16 [deg.]; hence, κ0 will
be chosen to be a carrier wavenumber of Gaussian or
Lorentzian wave packets on which photons ride in the
later use. All parameters used in 1-D QBS simulations
are shown in Table I. Note that κ0, x0, and ∆x0 are
8TABLE I. Parameter setup for 1-D QBS simulation.
Problem geometry Default mesh Gaussian wave packet
Rx 1.5 [m] N
(0) 2, 501 x0 0.375 [m]
Rs 6 [mm] ∆x 0.6 [mm] ∆x0 0.03 [m]
s 70 [F/m] N
(0)
s 11 κ0 526 [rad/m]
carrier wavenumber, localization position, and variance
of a wave packet, respectively.
B. Initializing quantum state vectors to model
isolated photons
Assume that two non-entangled photons, which are lo-
calized in space and time in the forms of Gaussian wave
packets, enter the QBS from the left and right sides, la-
beled as l and r, respectively, as illustrated in Fig. 5.
An initial quantum state of a single photon, localized
around a specific position in the 1-D primitive lattice,
can be represented by the linear superposition of multi-
mode Fock states. The Fock state of one photon in κ-th
normal mode can be written by |1〉κ ⊗ |{0}〉 where |{0}〉
is the vacuum state and its weighting factor becomes the
probability amplitude, denoted by G˜κ; hence, the initial
quantum state vector takes the form of∣∣∣Ψ(1)〉 = ∑
κ
G˜κ |1〉κ ⊗ |{0}〉 =
∑
κ
G˜κaˆ
†
κ |{0}〉
= {aˆ}† ·
{
G˜
}
|{0}〉 . (58)
The above implies that a single photon is “riding” on
top of a wave packet formed by a linear superposition
of many modes. Note that the last equality in (58) is
the representation based on numerical canonical quanti-
zation. The probability amplitude G˜κ is subject to the
normalization condition that∑
κ
|G˜κ|2 = 1. (59)
Then, the probability of finding the photon in the κ-th
mode is proportional to |G˜κ|2. Hence, the photon does
not have a definite momentum or energy but becomes
momentum- or energy-uncertain [3][Chap. 12]. Since
Fock states are not a function of positions, thus, the spa-
tial information of the single photon is incorporated into
a set of probability amplitudes. The probability ampli-
tude can be viewed as modal spectral amplitude; hence, an
initial spatial shape function (t = 0) for the single pho-
ton wave packet can be expanded by numerical normal
modes [3][Chap. 12] as
G (x;κ0;x0; ∆x0) = G0e
−
(
x−x0√
2∆x0
)2
eiκ0(x−x0)
=
∑
κ
G˜κA˜κ (x) (60)
where G0 is a constant for
∣∣Ψ(1)〉 to be normalized.
The probability amplitude G˜κ can be evaluated by the
orthonormal relation (46) as{
G˜
}
= [Φ]
† · [M] · {G} . (61)
Then, an initial quantum state for two non-entangled
photons, which are localized around xl and xr (see Fig.
5), are given by the tensor product of two individual
single-photon quantum states as∣∣∣Ψ(2)〉 = ∣∣∣Ψ(1)l 〉⊗ ∣∣∣Ψ(1)r 〉
= {aˆ}† ·
{
G˜(l)
}
{aˆ}† ·
{
G˜(r)
}
|{0}〉 (62)
where, for ν = l or r,
{
G˜(ν)
}
= [Φ]
† · [M] · {G(ν)} and{
G(ν)
}
i
= G (xi;κν ;xν ; ∆xν). In our simulation, it is
assumed that xr = −xl = x0, ∆xr = ∆xl = ∆x0, and
κl = −κr = κ0. Then, we perturb xr by δx0, viz., xr =
x0 + δx0 to observe the Hong-Ou-Mandel dip.
One can also assume that each photon rides on a
Lorentzian wave packet whose spatial distribution takes
the form of double-sided exponential or Laplace distribu-
tion given by
L (x;κν ;xν ; ∆xν) = L0e
− |x−xν |∆xν eiκν(x−xν). (63)
Then, the corresponding initial quantum state can be
obtained similar to (62).
C. Second order correlation function and HOM dip
Indistinguishability of two photons can be measured
through the degree of intensity coherence, called second
order correlation, denoted as g(2). It was first reported
in [42] for the development of advanced stellar interfer-
ometers with classical light beam inputs. The quantum
version of the second order correlation function can be de-
duced from the physical mechanism of the simultaneous
detection of two photons [43]. In other words, the action
of an annihilation operator on a quantum state resembles
absorption of a single photon at a specific location and
certain time instant, viz., the photoelectric effect. The
detailed derivation for the quantum second order corre-
lation function can be found in [3][Chap. 12]. Also, g(2)
is widely used in many quantum-associated experiments
to test the indistinguishability of two photons.
We place two photodetectors at x1 and x2 and each
photodetector is supposed to detect a photon at time in-
stant t0 and t0+τ , respectively. Note that t0 = 2x0/c and
τ = δx0/c. Therefore, corresponding g
(2) is a function of
τ only and can be written as
g(2) (x1, t0;x2, t0 + τ) =
A
B1B2
(64)
9FIG. 5. Schematic of the numerical experiment for two-photon incidence to observe Hong-Ou-Mandel effect.
where τ is a free variable,
A =
〈
Ψ(2)
∣∣∣Aˆ(−) (x1, t0) Aˆ(−) (x2, t0 + τ)
× Aˆ(+) (x2, t0 + τ) Aˆ(+) (x1, t0)
∣∣∣Ψ(2)〉, (65)
B1 =
〈
Ψ(2)
∣∣∣Aˆ(−) (x2, t0) Aˆ(+) (x2, t0)∣∣∣Ψ(2)〉, (66)
B2 =
〈
Ψ(2)
∣∣∣Aˆ(−) (x2, t0 + τ) Aˆ(+) (x2, t0 + τ)∣∣∣Ψ(2)〉,
(67)
and by the time order
x1 =
{
xr, for τ ≥ 0
xl, for τ ≤ 0 , (68)
x2 =
{
xl, for τ ≥ 0
xr, for τ ≤ 0 . (69)
The detailed procedure to evaluate the above second or-
der correlation function is explained in A.
Fig. 6 depicts g(2) (x1, t0;x2, t0 + τ) versus τ . As ex-
pected, when τ = 0, there is the HOM dip approaching to
almost zero since the pair of photons are perfectly iden-
tical; hence, they are indistinguishable. From FDM and
FEM results with the most refined meshes, the average
visibility of the HOM dip was recorded as 95.24%±1.89%.
Furthermore, overall shapes of our numerically-evaluated
HOM curves look Gaussian, which agree with the theo-
retical explanation [44] that the power spectrum of the
single-photon wave packet is strongly relevant to patterns
of HOM curves.
Note that despite the perfect identicality of the two
photons, the non-perfect-visibility is due to the narrow
bandwidth characteristics of the single dielectric slab. It
is seen that FEM results (red curves) have the faster
convergence than FDM results (blue curves) since the
former method accurately captures the abrupt change of
the medium inhomogeneity around slab interfaces.
It should be mentioned that the HOM dip, shown in
Fig. 6, is usually less than one half, as evident in ex-
perimental results. This is entirely a quantum effect un-
achievable by solving classical Maxwell’s equation that
FIG. 6. The Hong-Ou-Mandel effect is numerically evaluated.
Two sets of curves colored in red and blue illustrate results
by FDM- and FEM-solvers, respectively, for different meshes.
produces the dip always greater than one half depending
on the type of incident fields such as coherent pulses or
chaotic lights [45, 46].
To observe effects of the HOM dip when wave packets
of two incoming photons are non-identical but highly-
correlated with respect to their power spectrum, we study
g(2) (x1, t0;x2, t0 + τ) when left and right photons ride on
Gaussian and Lorentzian wave packets, respectively, de-
picted in Fig. 7. Two photons are riding on Gaussian
and Gaussian wave packets in case A, Lorentzian and
Lorentzian wave packets in case B, and Gaussian and
Lorentzian wave packets in case C, respectively. All re-
sults are obtained by using FEM-solvers with the default
mesh (N (0) = 2, 501). Here, it is assumed that both
wave packets have the same variance ∆x0 and carrier
wavenumber. Their normalized power spectrum is dis-
played in the inset of Fig. 7. It can be seen that the HOM
10
FIG. 7. g
(2)
ta (τ) versus τ for different wave packets of two in-
coming photons: Gaussian and Gaussian (case A), Lorentzian
and Lorentzian (case B), and Gaussian and Lorentzian (case
C).
dip still exists in case C and its visibility is comparable
to the others (identical wave packets). Again, the indis-
tinguishability of a pair of photons originates from the
high correlation in power spectrum of their wave packets
but not identicality.
V. CONCLUSION
We have used numerical canonical quantization to
solve quantum Maxwell’s equations based on: (1) the
macroscopic (phenomenological) electromagnetic theory
on quantum electrodynamics, and (2) concepts borrowed
from computational electromagnetics. Instead of ad-hoc
analytic normal modes, we numerically constructed com-
plete set of and time-reversible normal modes in the
form of traveling waves to diagonalize the Hamiltonian.
Namely, we directly solved the Helmholtz wave equations
for a general linear, reciprocal, isotropic, non-dispersive,
and inhomogeneous dielectric media by using either
finite-element or finite-difference methods. With the
use of Bloch-periodic boundary conditions, and numerical
procedure, we eventually converted a scattering problem
with uncountably-infinite number of modes into one with
a countably-finite number of modes. Those modes corre-
sponded to numerical Bloch-Floquet-like normal modes
sparsely-sampled at a specific Bloch wavenumber. There-
fore, the procedure of numerical canonical quantiza-
tion was straightforward using linear algebra. We pro-
vided relevant numerical recipes in detail and showed the
important numerical example of indistinguishable two-
photon interference in quantum beam splitters, exhibit-
ing Hong-Ou-Mandel effect, which is purely a quantum
effect.
The numerical canonical quantization involves two
processes: (1) to diagonalize the classical Maxwell’s
equations or its ensuing Hamiltonian using classical
CEM (computational electromagnetics) methods; (2)
The quantization of the modes by the elevation of the
field or conjugate variables to become quantum opera-
tors. The subsequent quantum operators are diagonal-
ized by the photon number or Fock’s state, which are
well known. The double diagonalizations allow the ease
of propagating quantum information on a numerical grid.
It is extendable to multidimensional cases in the future,
which will serve as numerical experiments to study future
quantum phenomena. Hence, it would eventually allow
quantum-optical numerical experiments of high fidelity
to replace many real experiments. As such, through
numerical experiments, one can explore a large variety
of quantum-optical phenomena in complex systems that
still perplex the community: cases in point are virtual
photons, quantum-optical metamaterials, superluminal
photons by quantum tunneling, interaction free measure-
ment, NOON states in quantum metrology and quantum
sensing, and time entanglement.
Also, we introduce the concept of photons riding on a
wave packet in developing our numerical procedure. It
helps to guide us correctly through our numerical work,
and it is corroborated by predicting the HOM effect cor-
rectly, which has been observed in the laboratory.
This work involves entirely linear systems; although
photons do not interact with each other in such a system,
they interfere with each other. Hence, it is still useful to
study quantum effects of multiple photon interference in
light-matter interaction. Future involvement of nonlinear
optics and nonlinear effects will more richly endow these
numerical experiments.
It is to be noted that the fully atomistic nature of
matter is not accounted for in this work. The coupling
of the harmonic oscillators to the vast degree of freedom
in the atomistic model will give rise to quantum losses
and emergence of Langevin sources. This is discussed in
[4, 18, 20, 47].
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Appendix A: Calculation of degree of quantum
coherence
In A, we provide a specific numerical recipe on how to
calculate arbitrary degrees of quantum coherence even-
tually taking the form of
〈0|Oˆ|0〉 (A1)
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where an arbitrary operator Oˆ consists of products of the
weighted sum of annihilation or creation operators. For
example, the first order correlation for a single-photon
quantum state vector, which is related to the detection
probability of the photon at specific position and time
instant or the expectation value of the energy density,
can be written as
Oˆ =
∑
p′′′
γ∗p′′′ aˆκp′′′
∑
p′′
α∗p′′ aˆ
†
κp′′

×
∑
p′
αp′ aˆκp′
(∑
p
γpaˆ
†
κp
)
(A2)
where α and γ are constants associated with the vector
potential operator and quantum state vector.
The principle of the present method are based on (1)
reordering process and (2) constantization process. Note
that, in A, a curly braket {·} denotes a column vector
and · is used for the matrix multiplication.
1. Reordering process
Consider two operators Aˆ and Bˆ which are given by
Aˆ =
∑
p
αpaˆκp = {α}t · {aˆ} , (A3)
Bˆ =
∑
p
βpaˆ
†
κp = {aˆ}† · {β} (A4)
where {aˆ}, {α}, and {β} denote column vectors whose
elements are
{aˆ}p = aˆκp , {aˆ}†p = aˆ†κp , (A5)
{α}p = αp, {β}p = βp. (A6)
Then, their product BˆAˆ is
BˆAˆ =
(∑
p
βpaˆ
†
κp
)∑
p′
αp′ aˆκp′

=
∑
p,p′
βpαp′ aˆ
†
κp aˆκp′ . (A7)
By using the commutator relation, (A7) can be also ex-
pressed as
BˆAˆ =
∑
p,p′
βpαp′
(
aˆκp′ aˆ
†
κp − δp,p′ Iˆ
)
=
∑
p,p′
αp′βpaˆκp′ aˆ
†
κp −
∑
p
αpβpIˆ
=
∑
p′
αp′ aˆκp′
(∑
p
βpaˆ
†
κp
)
−
∑
p
αpβpIˆ
= AˆBˆ −
∑
p
αpβpIˆ . (A8)
One can also rewrite (A8) in the equivalent matrix rep-
resentation as
BˆAˆ = {aˆ}† · {β} {α}t · {aˆ}
= {α}t · {aˆ} {aˆ}† · {β} − {α}t · {β} Iˆ
= AˆBˆ − {α}t · {β} Iˆ . (A9)
2. Constantization process
Any successive action of a set of creation and annihila-
tion operators to the vacuum state can be replaced by a
constant. Consider the product of operators AˆBˆ acting
on the vacuum, then,
AˆBˆ |0〉 =
(∑
p
αpaˆκp
)∑
p′
βp′ aˆ
†
κp′

=
∑
p,p′
αpβp′ aˆκp aˆ
†
κp′ |0〉 =
∑
p
αpβp |0〉
= {α}t · {aˆ} {aˆ}† · {β} |0〉 = {α}t · {β} |0〉
(A10)
since
aˆκp aˆ
†
κp′ |0〉 = δp,p′ |0〉 . (A11)
3. First and second order correlations for
two-photon quantum state vector
For example, the first order correlation for two photons
is calculated by
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A =
〈
Ψ(2)
∣∣∣Aˆ(−) (xi, t) Aˆ(+) (xi, t)∣∣∣Ψ(2)〉
= 〈0| {β1}† · {aˆ} {β2}† · {aˆ} {aˆ}† · {α}∗︸ ︷︷ ︸
use (A9)
{α}t · {aˆ} {aˆ}† · {β2}︸ ︷︷ ︸
use (A9)
{aˆ}† · {β1} |0〉
= 〈0| {β1}† · {aˆ}
(
{aˆ}† · {α}∗ {β2}† · {aˆ} − {β2}† · {α}∗ Iˆ
)(
{aˆ}† · {β2} {α}t · {aˆ} − {α}t · {β2} Iˆ
)
{aˆ}† · {β1} |0〉
=︸︷︷︸
use (A10)
{β1}† · {α}∗ {β2}† · {β2} {α}t · {β1} − {α}t · {β1} {β1}† · {β2} {β2}† · {α}∗
− {β1}† · {α}∗ {β2}† · {β1} {α}t · {β2}+ {α}t · {β2} {β1}† · {β1} {β2}† · {α}∗ . (A12)
The above algebra simplifies because of the second stage
diagonalization: The photon number state, in this case,
the vacuum state, is the eigenstate of the quantum oper-
ators. And the second order correlation for two photons
is
A = 〈A′|A′〉 (A13)
where
|A′〉 = Aˆ(+) (xj , t) Aˆ(+) (xi, t)
∣∣∣Ψ(2)〉 = {αj}t · {aˆ} {αi}t · {aˆ} {aˆ}† · {β2}︸ ︷︷ ︸
use (A9)
{aˆ}† · {β1} |0〉
= {αj}t · {aˆ}
(
{aˆ}† · {β2} {αi}t · {aˆ} − {αi}t · {β2} Iˆ
)
{aˆ}† · {β1} |0〉
=︸︷︷︸
use (A10)
(
{αj}t · {β2} {αi}t · {β1} − {αi}t · {β2} {αj}t · {β1}
)
|0〉 . (A14)
Appendix B: Numerical methods
1. Mesh generation
Consider a set of discrete grid points, called mesh,
evenly-spaced by ∆x, that approximates the primitive
unit cell Ω = {x ∈ [−0.5Rx, 0.5Rx]} by
Ω ≈
N(0)⊕
i=1
xi (B1)
where xi denotes a coordinate of i-th grid point and N
(0)
and N (1) = N (0) − 1 are the total number of grid points
and lines, respectively, as illustrated in Fig. 8.
2. Bloch-periodic boundary conditions
Importantly, if one uses usual periodic boundary con-
ditions (PBC) in the presence of inhomogeneous media,
the resulting numerical normal modes become neither
degenerate nor in the form of traveling waves. It can
be physically explained by the fact that wave propaga-
tion in photonic crystal is not allowed at edges of pass-
bands. Equivalently, the solution Bloch wavevector ex-
actly equals to integer multiples of the reciprocal lattice
vector (see Fig. 9b). Hence, one should apply B-PBC to
obtain correct numerical normal modes used in numeri-
cal canonical quantization. The B-PBC gets to sparsely
sample analytic Bloch-Floquet normal modes at an ar-
bitrarily displaced point κRx = θ0 in the first Brillouin
zone with different eigenfrequencies (see Fig. 9a). This
makes the solution set become countably-infinite. The
use of B-PBC consists of (1) value- and (2) derivative-
periodic parts. By the Bloch theorem, the former relates
solutions at boundary grid points in such a way that
φ(κ)
(
xN(0) =
Rx
2
)
= φ(κ)
(
x1 = −Rx
2
)
eiθ0 (B2)
with an arbitrary phase factor κRx = θ0 [rad]. Note that
usual PBC is a special kind of B-PBC when θ0 = 0 [rad].
The latter is implicitly assumed as Neumann boundary
conditions in numerical schemes.
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FIG. 8. Schematic of 1-D mesh.
3. Finite-difference method
Finite-difference method (FDM) [39] is a popular nu-
merical scheme used in a variety of scientific and engi-
neering areas due to its simplicity in formulation and im-
plementation. Approximating second order differential
operators by the central difference method and sampling
solutions at every grid point, one can obtain a discrete
counterpart of (39) as
φ
(κ)
i+1 − 2φ(κ)i + φ(κ)i−1
∆x2
+ iµ0ω
2
κφ
(κ)
i = 0, (B3)
centered on i-th grid point for i = 1, 2, · · · , N (0), where
φ
(κ)
i = φ
(κ) (xi) and i =  (xi) while solutions at bound-
ary grid points are linked in such a way that
φ
(κ)
N(0)
= φ
(κ)
1 e
iθ0 . (B4)
The use of B-PBC results in the decrease of degrees of
freedom (DoF) by 1 from total number of grid points,
viz., N (1). To check the derivative boundary condition
being periodic, one can calculate the spatial derivative
of solutions using the central difference and averaging
methods at the both boundaries as
dφ(κ) (x)
dx
∣∣∣∣∣
x=x1
≈ φ
(κ)
2 − φ(κ)0
2∆x
, (B5)
dφ(κ) (x)
dx
∣∣∣∣∣
x=xN0
≈ φ
(κ)
N0+1
− φ(κ)N0−1
2∆x
= eiθ0
φ
(κ)
2 − φ(κ)0
2∆x
.
(B6)
Hence,
dφ(κ) (x)
dx
∣∣∣∣∣
x=xN0
= eiθ0
dφ(κ) (x)
dx
∣∣∣∣∣
x=x1
. (B7)
Finally, equivalent matrix representation of (B3) can be
written as
[S] ·
{
φ(κ)
}
+ ω2κµ0 [M] ·
{
φ(κ)
}
= 0 (B8){
φ(κ)
}
is an eigenvector for an eigenfrequency ωκ, sized
by N (1) × 1, and [S] and [M] are Hermitian matrices,
sized by N (1) ×N (1), whose elements are given by{
φ(κ)
}
i
= φ
(κ)
i , (B9)
[S]i,j =
{
−2/∆x, for j = i
e(−i)
n±θ0/∆x, for j = m±
(B10)
[M]i,i = i∆x, (B11)
for i = 1, 2, · · · , N (1). Note that, at given i, m± = i ±
1 + n±N (1) should be an element in the integer set of{
1, 2, · · · , N (1)} by properly choosing n±. For example,
if i = 1, [S]1,N(1) = e−iθ0 where m− = N (1) and n− = 1.
4. Finite-element method
Finite-element method (FEM) [40] is a subspace pro-
jection methods extensively used in wave scattering prob-
lems involving complex geometries. It approximates a
continuous solution by the weighted sum of a finite set of
basis functions as
φ(κ) (x) ≈
N(0)∑
i=1
φ
(κ)
i W
(0)
i (x) (B12)
where φ
(κ)
i and W
(0)
i (x) are unknowns and a (scalar) ba-
sis function for i-th grid point, respectively [48]. W
(0)
i (x)
has a compact support and can be explicitly evaluated by
W
(0)
i (x) =
W
(0)
i− (x) =
(x−xi−1)
∆x , for xi−1 ≤ x ≤ xi
W
(0)
i+ (x) =
(xi+1−x)
∆x , for xi ≤ x ≤ xi+1
0, elsewhere
.
14
(a) Global view illustrating the physics of our interest.
(b) Local view at the first bandgap where the degeneracy is broken.
FIG. 9. Dispersion of numerical Bloch-Floquet normal modes
in the first Brillouin zone.
Since unknowns at boundary grid points are related by
φ
(κ)
N(0)
W
(0)
N(0)−
(xN(0)) = φ
(κ)
1 W
(0)
1+ (x1) e
iθ0 , (B13)
one can implement (B2) by putting φ
(κ)
N(0)
= φ
(κ)
1 and
introducing a modified basis function [49]
W
(0)
N(0)−
(x) = eiθ0 (x− xN(1)) /∆x (B14)
for xN(1) ≤ x ≤ xN(0) . Similar to the FDM case, the total
number of DoFs in the FEM formulation also becomes
N (1). Plugging (B12) into (39) and applying integral by
parts and Galerkin testing [40] over Ω, one can obtain
(B8) where{
φ(κ)
}
i
= φ
(κ)
i (B15)
[S]i,j = −
∫
Ω
dx
[
d
dx
{
W
(0)
i (x)
}∗ d
dx
W
(0)
j (x)
]
, (B16)
[M]i,j =
∫
Ω
dx
[
 (x)
{
W
(0)
i (x)
}∗
W
(0)
j (x)
]
, (B17)
for i = 1, 2, · · · , N (1) and j = 1, 2, · · · , N (1). Note that
the derivative-periodic condition can be confirmed from
the derivation of the stiffness matrix in which the bound-
ary integral term is set to be zero.
Appendix C: Validity of numerical normal modes
1. Numerical orthonormality
Fig. 10 shows results of (46), measured in a decimal
log scale, obtained by FDM and FEM formulations. It
can be seen that all diagonal elements, very close to 1, are
larger than the other elements by around 1015; thus, our
numerical spatial eigenfunctions preserves the orthonor-
mal property to within machine precision. Note that, in
this example, Rx = 3 [m], N
(0) = 501, ∆x = 6 [mm],
θ0 = pi/2 [rad], Rs = 0.3 [m], s = 20, and N
(0)
s = 51.
2. Dispersion diagram for bi-periodic medium
In order to test the validity of numerical eigenfunc-
tions, for the same example, we evaluate their dispersion
diagrams compared with analytic predictions. Physically
speaking, the resultant dispersion diagram is equivalent
to that of Bloch-Floquet modes traveling in a bi-periodic
medium. Each eigensolver with a specific θ0 produces a
set of solutions
(
κ(p), ω(p)
)
where κ(p) = (θ0 + 2pip) /Rx
and ω(p). Evaluating the eigensolvers for different θ0,
one can finally construct the dispersion diagram by fold-
ing all solutions within the first Brillouin zone where
κ ∈ [−pi/Rx, pi/Rx]. Fig. 11 illustrates normalized dis-
persion diagrams obtained by FDM, FEM, and analytic
solution. Note that the analytic solutions results from
the use of transfer matrix method (TMM). Overall, ex-
cellent agreement among them can be observed.
Appendix D: Quantum beam splitter
In the quasi-monochromatic limit, the composite in-
put quantum state for the single-photon incidence can
be expressed∣∣∣ψ(1)〉
in
= |1〉1 ⊗ |0〉0 = aˆ†1 |{0}〉 (D1)
where subscription number denotes port index which can
be regarded as different wavenumbers in terms of the
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(a) by FDM (b) by FEM
FIG. 10. The orthonormal property of numerically-evaluated spatial eigenfunctions.
FIG. 11. Dispersion diagram of numerical spatial eigenfunc-
tions.
propagation direction. It is important to note that one
should account for effects of the vacuum fluctuation in the
unused port 0 even with no photon incoming. From the
Heisenberg picture, input operators (ports 1 and 0) are
evolving through a unitary operator, which incorporates
scattering effects inside the 50/50 BS. A tensor product
is often used to characterize a quantum system made up
of multiple subsystems which are not interacting or not
entangled. In other words, a larger Hilbert Space for
such quantum system can be constructed by the tensor
product of sub-Hilbert spaces. Then, input and output
operators are associated with the Stokes relation[
aˆ†2
aˆ†3
]
=
1√
2
[
1 i
i 1
]
·
[
aˆ†0
aˆ†1
]
(D2)
where the transformation is called scattering operator or
matrix. On the other hand, adopting the Schro¨dinger
picture, one can also find the corresponding output quan-
tum state for a given input quantum state to the QBS.
Replacing input operators in (D1) by output operators
as in (D2), one can obtain the output quantum state∣∣∣ψ(1)〉
out
=
1√
2
(
iaˆ†2 + aˆ
†
3
)
|{0}〉
= i |1〉2 ⊗ |0〉3 + |0〉2 ⊗ |1〉3 . (D3)
Thus, the output quantum state is entangled since it can-
not be simply represented by the tensor product between
two individual quantum states, implying that the single
photon can be present at both output ports simultane-
ously before measurement. But after measurement, the
output quantum state collapses into one of two possible
states, as a result, the single photon is detected at only
one of output ports in the random sense (50% probabil-
ity), as illustrated in Fig. 2c.
Similarly, for a two-photon incidence at each input
port, one can represent an input quantum state as∣∣∣ψ(2)〉
in
= |1〉1 ⊗ |1〉0 = aˆ†1aˆ†0 |{0}〉 (D4)
Again, viewing in the Schro¨dinger picture with the use of
(D2), one can obtain the resulting output quantum state∣∣∣ψ(2)〉
out
=
1√
2
(
iaˆ†2 + aˆ
†
3
) 1√
2
(
aˆ†2 + iaˆ
†
3
)
|{0}〉
=
1
2
(
iaˆ†2aˆ
†
2 − aˆ†2aˆ†3 + aˆ†3aˆ†2 + iaˆ†3aˆ†3
)
|{0}〉
=
i√
2
|2〉2 ⊗ |0〉3 +
i√
2
|0〉2 ⊗ |2〉3 . (D5)
It should be stressed that, in the second equality of (D5),
second and third terms can be canceled out since cre-
16
ation operators for different modes commute. This can-
cellation reflects on the wave-like nature of indistinguish-
able photons by interference of two possible output quan-
tum states with different probability amplitudes, i.e.,
− 1√
2
|2〉2 ⊗ |0〉3 and 1√2 |2〉2 ⊗ |0〉3, resulting from one
photon is transmitted and the other is reflected. Eventu-
ally, the output quantum state is also entangled, meaning
that when two photons enter the 50/50 BS one in each in-
put port, two photons always exit through one of output
ports while being bunched (see Fig. 2d).
One can infer more details about the behaviors of QBS
from [3][Chap. 12] and [50][Chap. 6].
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