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Abstract
This paper studies the performances of BERT combined with
tree structure in short sentence ranking task. In retrieval-
based question answering system, we retrieve the most simi-
lar question of the query question by ranking all the questions
in datasets. If we want to rank all the sentences by neural
rankers, we need to score all the sentence pairs. However it
consumes large amount of time. So we design a specific tree
for searching and combine deep model to solve this problem.
We fine-tune BERT on the training data to get semantic vec-
tor or sentence embeddings on the test data. We use all the
sentence embeddings of test data to build our tree based on
k-means and do beam search at predicting time when given
a sentence as query. We do the experiments on the semantic
textual similarity dataset, Quora Question Pairs, and process
the dataset for sentence ranking. Experimental results show
that our methods outperform the strong baseline. Our tree ac-
celerate the predicting speed by 500%-1000% without losing
too much ranking accuracy.
1 Introduction
In retrieval-based question answering system (Wang,
Hamza, and Florian 2017; Liu et al. 2018; Guo et al. 2019),
we retrieve the answer or similar question from a large
question-answer pairs. We compute the semantic similar
score between question-question pairs or compute the se-
mantic related score of question-answer pairs and then rank
them to find the best answer. In this paper we discuss the
similar question retrieval. For the similar question retrieval
problem, when given a new question in predicting, we get
the most similar question in the large question-answer pairs
by ranking, then we can return the corresponding answer.
We consider this problem as a short sentence ranking prob-
lem based on sentence semantic matching, which is also a
kind of information retrieval task.
Neural information retrieval has developed in several
ways to solve this problem. This task is considered to be
solved in two step: A fast algorithm like TF-IDF or BM25
to retrieve about tens to hundreds candidate similar ques-
tions and then the second step leverage the neural rankers to
re-rank the candidate questions by computing the question-
question pairs similarity scores. So one weakness of this
framework with two steps above is that if the first fast re-
trieval step fails to get the right similar questions, the sec-
Figure 1: The pipeline for retrieval-based question answer-
ing. The left is the classical pipeline and the right is our ap-
proach
ond re-rank step is useless. So one way to solve this weak-
ness is to score all the question-question pairs by the neural
rankers, however it consumes large amount of time. A full
ranking may take several hours. See Fig 1. for the pipeline
illustration.
In this paper, to get the absolute most similar question
on all the questions and solve the problem of long time
for ranking all the data, inspired by the idea of (Zhu et
al. 2018) and (Zhu et al. 2019), we propose two methods:
One is to compute all the semantic vector for all the sen-
tence by the neural ranker offline. And then we encode
the new question by the neural ranker online. Tree is an
efficient structure for reducing the search space(Silver et
al. 2016). To accelerate the speed without losing the rank-
ing accuracy we build a tree by k-means for vector dis-
tance computation. Previous research (Qiao et al. 2019;
Xu et al. 2019) shows that origin BERT(Devlin et al. 2018)
can not output good sentence embeddings, so we design the
cosine-based loss and the fine-tune architecture of BERT to
get better sentence embeddings. Another method is to com-
pute the similarity score by deep model during tree search-
ing. In this paper, the words, distributed representations and
sentence embeddings and semantic vector, are all means the
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final output of the representation-based deep model.
In summary our paper has three contributions: First, We
fine-tuning BERT and get better sentence embeddings, as
the origin embeddings from BERT is bad. Second, To accel-
erate the predicting speed, we build a specific tree to search
on all the embeddings of test data and outperform the base-
line. Third, after we build the tree by k-means, we search on
the tree while computing the similarity score by interaction-
based model and get reasonable results.
2 Related Work
In recent years, neural information retrieval and neural
question answering research has developed several ef-
fective ways to improve ranking accuracy. Interaction-
based neural rankers match query and document pair us-
ing attention-based deep model; representation-based neu-
ral rankers output sentence representations and using cosine
distance to score the sentence pairs. There are many effec-
tive representation-based model include DSSM(Huang et al.
2013), CLSM (Shen et al. 2014) and LSTM-RNN (Palangi
et al. 2016) and many effective interaction-based model in-
clude DRMM(Guo et al. 2016) Match-SRNN(Wan et al.
2016) and BERT(Devlin et al. 2018).
Sentence embeddings is an important topic in this re-
search area. Skip-Thought(Kiros et al. 2015) input one
sentence to predict its previous and next sentence. In-
ferSent(Conneau et al. 2017) outperforms Skip-Thought.
(Arora, Liang, and Ma 2016) is the method that use unsuper-
vised word vectors(Pennington, Socher, and Manning 2014)
to construct the sentence vectors which is a strong baseline.
Universal Sentence Encoder (Cer et al. 2018) present two
models for producing sentence embeddings that demonstrate
good transfer to a number of other of other NLP tasks.
BERT is a very deep transformer-based(Vaswani et al.
2017) model. It first pre-train on very large corpus using the
mask language model loss and the next-sentence loss. And
then we could fine-tune the model on a variety of specific
tasks like text classification, text matching and natural lan-
guage inference and set new state-of-the-art performance on
them. However BERT is a very large model, the inference
time is too long to rank all the sentence.
We follow the BERT convention of data input format for
encoding the natural language question. For single sentence
classification task, the question Q = {w1, w2, ..., wn} is en-
coded as following:
[CLS], w1, w2, ..., wn, [SEP ]
For sentence pair classification task, BERT passes two
sentences to the transformer network and the target value is
predicted. The question 1 Q1 = {w1, w2, ..., wn} and ques-
tion 2 Q2 = {w1, w2, ..., wm} are encoded as following:
[CLS], w1, ..., wn, [SEP ], w1, ..., wm, [SEP ]
where [CLS] is a special symbol added in front of every
input example, [SEP] is a special separator token, n, m is
the token number. Our fine-tune training follows the single
sentence classification task convention for representation-
based methods and follows the sentence pair classification
task convention for interaction-based methods.
Figure 2: The fine-tune training architecture of BERT for
representation-based method
Figure 3: The fine-tune training architecture of BERT for
interaction-based method
3 Problem Statement and Approach
3.1 Problem Statement
In this section, we illustrate the short sentence ranking task.
In training time, we have a set of question pairs label by 1 for
similar and by 0 for not similar. Our goal is to learn a clas-
sifier which is able to precisely predict whether the question
pair is similar. But we can not follow the same way as sen-
tence pair classification task of BERT, if we want to output
the sentence embeddings for each of the sentence. In pre-
dicting time, we have a set of questions Q = {q1, q2, ..., qn}
that each have a labeled most similar question in the same
set Q. Our goal is to use a question from the question set
Q as query and find the top N similar questions from the
question set Q. Although the most similar question for the
query is the one that we consider to be the most important
one in question answering system, but the top N results may
be applied to the scenario such as similar question recom-
mendation. In the next section we describe our deep model
and the tree building methods to solve this problem.
3.2 Fine-tune Training
In this subsection we describe our fine-tune methods
for BERT. We call it representation-based method which
fine-tune BERT to get sentence embeddings. We call it
interaction-based method which fine-tune BERT to compute
similarity score of sentence pairs during tree searching.
Representation-based method The sketch view is shown
in Fig. 2. We input the two questions to the same BERT
without concatenate them and output two vector represen-
tation. We adds a pooling operation to the output of BERT
to derive a fixed sized sentence embedding. In detail, we use
three ways to get the fixed sized representation from BERT:
1. The output of the [CLS] token. We use the output vector
of the [CLS] token of BERT for the two input questions.
2. The mean pooling strategy. We compute mean of all
output vectors of the BERT last layer and use it as the repre-
sentation.
3. The max pooling strategy. We take the max value of
the output vectors of the BERT last layer and use it as the
representation.
Then the two output vectors from BERT compute the co-
sine distance as the input for mean square error loss:
loss =MSE(u · v/(||u|| ∗ ||v||), y)
where u and v is the two vectors and y is the label. The
full algorithm is shown in Algorithm 1.
Interaction-based method The fine-tune procedure is the
same to the sentence pair classification task of BERT. The
sketch view is shown in Fig. 3. Note that the colon in the
figure denotes the concatenation operation. We concatenate
the two questions to input it to BERT and use cross entropy
loss to train. The full algorithm is shown in Algorithm 2.
The fine-tuned model inputs the sentence in the tree node
and query sentence as sentence pair to output the score.
Algorithm 1 Pipeline for representation-based BERT
1: init BERT model BERT-A
2: for epoch ∈ epoch num do
3: for question pairs ∈ train question pairs do
4: fine-tune BERT-A to BERT-B
5: end for
6: end for
7: all embeddings = set()
8: for question ∈ test questions do
9: question embedding=BERT-B.forward(question)
10: all embeddings.add(question embedding)
11: end for
12: use all embeddings to init the tree T
13: for question ∈ test questions do
14: question embedding=BERT-B.forward(question)
15: result=T.beam search(question embedding, topN)
16: eval(result,true rank)
17: end for
3.3 Tree Building
In this section we describe our tree building strategies. In
our tree, each non-leaf node have several child nodes. The
leaf nodes contain the real data and the non-leaf nodes are
virtual but undertake the function for searching or undertake
the function that lead the path to the leaf nodes.
Algorithm 2 Pipeline for interaction-based BERT
1: init BERT model BERT-A
2: for epoch ∈ epoch num do
3: for question pairs ∈ train question pairs do
4: fine-tune BERT-A to BERT-B on Fig 2.
5: fine-tune BERT-A to BERT-C on Fig 3.
6: end for
7: end for
8: all embeddings = set()
9: for question ∈ test questions do
10: question embedding=BERT-B.forward(question)
11: all embeddings.add(question embedding)
12: end for
13: use test questions and all embeddings to init the tree T
14: use nearest questions of cluster centers to init the T’s
non-leaf node
15: for question ∈ test questions do
16: result=T.beam search(question, BERT-C, topN)
17: eval(result,true rank)
18: end for
Figure 4: The k-means clustering for building the tree with
cluster number = 3
Figure 5: The beam search strategy (beam size = 2): deep
green nodes are the final choices and light green nodes are
the candidate nodes
Table 1: Our 5-K tree result compare to the baseline
Methods MAP P@1 MRR NDCG MRR@10
wordvec(Arora, Liang, and Ma 2016) 0.274 0.232 0.275 0.305 0.272
InferSent 0.442 0.373 0.443 0.479 0.442
Universal Sentence Encoder 0.485 0.425 0.487 0.522 0.485
our interaction-based method 0.454 0.384 0.455 0.483 0.452
our representation-based method ([CLS]) 0.557 0.478 0.560 0.607 0.557
our representation-based method (mean) 0.570 0.493 0.574 0.619 0.571
our representation-based method (max) 0.564 0.488 0.569 0.614 0.565
Table 2: Analysis of ranking accuracy losing for representation-based method
Methods MAP P@1 MRR NDCG MRR@10
our 10-K tree 0.551 0.474 0.557 0.598 0.555
our 8-K tree 0.555 0.478 0.560 0.603 0.560
our 5-K tree 0.570 0.493 0.574 0.619 0.571
k-d tree 0.610 0.523 0.614 0.668 0.611
compute-all (cosine) 0.610 0.523 0.614 0.668 0.611
compute-all (euclidean) 0.610 0.523 0.614 0.668 0.611
Representation-based method After all the embeddings
of test data are computed, we start to build the tree by k-
means. The sketch figure for tree building is shown in Fig.
4. In real the child nodes for each parent may be not that
balance. We cluster the embeddings recursively. The sen-
tence embeddings are all in the leaf nodes. The non-leaf
node representation is important for the tree search as they
pave the way and lead to the right leaf nodes. We use the k-
means clustering centers as the non-leaf node embeddings.
We think the clustering centers is a good solution for the
non-leaf node representation, as it is hard to get the exact
representation from the child nodes for the parent nodes. As
we already get all the embeddings of test data, we only need
to compute the vector distance during tree searching.
Interaction-based method For interaction-based BERT,
we first build the tree by sentence embeddings from the
representation-based method above and then use the sen-
tence strings as the leaf nodes. We take the nearest 1-5 sen-
tence strings of cluster centers for the non-leaf node. This
strategy has been proved to be effective in experiments.
3.4 Tree Search
In this section we describe our tree searching strategies. The
two strategies are almost the same. The difference is that
representation-based method compute the vector distance at
each node but interaction-based method use the deep model
to score the string pair at each node.
Representation-based method At predicting time, we
use beam search from top to down to get the nearest top
N vectors for the given query vector from the whole tree. If
we set the beam size to N, we first choose the top N nodes
from the all the child nodes of first level and then search
among the chosen child nodes’ child nodes for the second
level. Then we choose top N nodes from the second level.
The detail beam search strategy is shown in Fig 5.
Interaction-based method At predicting time, we com-
pute the score of two sentences by BERT for each node
while we are searching the tree. As we take 1-5 sentence
for a non-leaf node, we use the max similarity score to de-
cide which non-leaf node is better. The detail beam search
strategy is the same as Fig 5. shows. The more sentences that
are nearest to the clustering centers we take for one non-leaf
node, the more computation time we need to do for a non-
leaf node. But the most computation time is consumed at the
leaf nodes as leaf node number is much larger than non-leaf
node number.
4 Experiments
In this section, we describe the datasets, experiments param-
eter detail and the experimental result. Then, we give a de-
tailed analysis of the model and experiment results.
4.1 Data Description
We evaluate the performance on the Quora Question Pairs
datasets. Based on the Quora Question Pairs datasets, we
combine the dev data and test data to get a dataset of 20000
question pairs, which contains 10000 pairs with label 1 and
10000 pairs with label 0. After remove the duplicate ques-
tions, we get a datasets of 36735 questions. We compute the
all embeddings for the 36736 questions in advance. And then
we use the 10000 questions which have label 1 as 10000
queries. For each query it compute 36735 cosine distances
if we loop all the 36735 questions. We take the top 20 ques-
tions for the evaluation of ranking. The training datasets is
384348 question pairs.
Table 3: Case study for query: Who is the best bodybuilder of all time ?
Methods result Label
our tree, rank 1 How much money do professional strongmen make ? 0
our tree, rank 2 Why did Indians want Independence from Britain ? 0
our tree, rank 3 Do you think the Indian marriage traditions needs a change ? 0
our tree, rank 4 Will India still able to win gold medal at Rio Olympics even after 4 days and no medal ? 0
our tree, rank 5 I ’m 18 and have started to do weight lifting . Will it stop my height to increase ? 0
compute-all, rank 1 Who is the best bodybuilder ? 1
compute-all, rank 2 Who is the most skillful fighter in Game of Thrones ? 0
compute-all, rank 3 Which is the best website maker for an online shop ? 0
compute-all, rank 4 Where do you buy kratom online ? 0
compute-all, rank 5 Who are Grubwithus competitors ? 0
4.2 Fine-tune Training
We use the pre-trained BERT-base model file from here1.
The max sequence length is 64 and the batch size is 32. The
hidden dimension of BERT or output representation dimen-
sion is 768. We use Adam optimizer with learning rate 2e-5,
and a linear learning rate warm-up over 10% of the training
data.
4.3 Tree Building
We choose 5,8,10 as clustering number for k-means. We
name the trees 5-K tree, 8-K tree and 10-K tree, based on
the clustering number. The depth for the tree is 5 levels for
36735 vectors. In predicting time, the 5-K tree is the slowest
with best accuracy tree and the 10-K tree is the fastest with
worst accuracy tree. The 8-K tree is in the middle of them.
4.4 Results
We evaluate the retrieved top N sentences by Mean Average
Precision (MAP), Precision @ 1 (P@1), Normalized Dis-
counted Cumulative Gain (NDCG), Mean Reciprocal Rank
(MRR) and MRR@10. The (Arora, Liang, and Ma 2016)
baseline is from here2 and the (Conneau et al. 2017) base-
line if from here3. The detail compare result is shown in Ta-
ble 1. and Table 2. The compute-all result means we score all
the vector pairs from 0 to end sequentially. The vector dis-
tance computation of compute-all uses cosine distance and
euclidean distance, and k-d tree uses euclidean distance. The
speed comparison is shown in Table 4. We count the num-
ber of vector distance computation times for representation-
based method or the number of scoring times for sentence
pair for interaction-based method. Our tree-based methods
outperform (Arora, Liang, and Ma 2016) by 113%, outper-
form (Conneau et al. 2017) by 32% and outperform (Cer et
al. 2018) by 16% in the top 1 accuracy.
4.5 Case Study and Error Analysis
We show some examples from the eval results to demon-
strate the ability of our methods. Table 3 shows the retrieval
1https://github.com/google-research/bert
2https://github.com/peter3125/sentence2vec
3https://github.com/facebookresearch/
InferSent
Table 4: vector distance computation times to retrieve top 20
for 36735 pairs in predicting
Methods times
our 5-K tree 6000-7000
our 8-K tree 3000-4000
our 10-K tree 2000-3000
k-d tree about 24000
compute-all 36735
result of top 5 for the query question ”Who is the best body-
builder of all time ?” for compute-all and our 10-K tree. The
results show that the ranking accuracy losing may be caused
by the non-leaf representation’s error, as the results of our
tree is far from the query question. We even can not find the
right result in the retrieved top 20 questions. We think the
non-leaf node lead to the wrong children in tree searching.
It is the weakness of our tree building strategy.
5 Conclusion and Future Work
In this paper, we study the problem of short sentence rank-
ing for question answering. In order to get best similar score
in all the questions when given a question as query and ac-
celerate the predicting speed, we propose two methods. The
first method is compute the representation for all the ques-
tions in advance and build a tree by k-means. The second
method is to train a deep model and then use it to com-
pute similarity scores of two sentences during tree search-
ing. The experimental results show that our methods out-
perform the strong baseline on the short sentence retrieval
datasets we construct. The sentence embeddings quality may
be improved by better BERT(Liu et al. 2019) or the XL-
Net(Yang et al. 2019) and we will discover more powerful
non-leaf node embeddings for the tree search and evaluate
on other datasets(Cer et al. 2017), as previous research (Zhu
et al. 2018; Zhu et al. 2019) shows that the tree’s prefor-
mance could reach the performance of compute-all. In con-
clusion, our goal is to discover better embeddings and better
tree structure in the future.
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