Abstract. In a graph G = (V, E), the eccentricity e(v) of a vertex v is max{d (v,u) : u E V}. The center of a graph is the set of vertices with minimum eccentricity. A graph G is chordal if every cycle of length at least four has a chord. We present an algorithm which computes in linear time a central vertex of a chordal graph. The algorithm uses the metric properties of chordal graphs and Tarjan and Yannakalds linear-time test for graph chordality.
Introduction
All graphs in this paper are connected and simple, i.e. finite, undirected, loopless and without multiple edges. In a graph G = (V, E) the length of a path from a vertex v to a vertex u is the number of edges in the path. The distance d (u, v) from vertex u to vertex v is the length of a minimum length path from u to v and the interval I (u, v) A graph G is chordal (triangulated) if every cycle of length greater than three possesses a chord, i.e. an edge joining two nonconsecutive vertices on the cycle. Chordal graphs arise in the study of Gaussian elimination of sparse symmetric *This work was partially supported by the VW-Stiftung Project No. 1/69041 e-mail addresses: chepoi@university.moldova.su, dragan@university.moldova.su matrices. They were first introduced by Hajnal & Suranyi [10] and then studied extensively by many people, see [6, 9] for general results. Recently, the metric properties of chordal graphs were also investigated, see [1] [2] [3] [4] [5] [6] [7] 13, 15] . In particular, the inequality 2r(G) _> d(G) >_ 2r(G) -2 was proven [1, 3, 4] and the: centers of chordal graphs were characterized [4] . The class of chordal graphs contains trees, block graphs, maximal outerplanar graphs, k-trees, interval graphs and strongly chordal graphs.
In this paper we will present a linear time algorithm for finding a central vertex of a chordal graph. Note that for general graphs with n vertices and m edges the upper bound on the time complexity of this problem is O(nm) and the lower bound is fl(m). Hence the presented algorithm is optimal. Linear time algorithms for finding the central vertices are known for trees [11, 12] , 2-trees and maximal outerplanar graphs [8] , strongly chordal graphs [5] and interval graphs [14] .
The key idea of our algorithm is that with a few applications of breadth first search, it is possible to find two vertices y, z such that the distance d(y, z) is at most two less than the diameter of the chordal graph G. Intuitively, it makes sense to look for a central vertex in the vicinity of the middle of shortest y, zpaths. We either find a central vertex of G in this set or we replace the pair y, z by a new pair of vertices at distance one step closer to the diameter of G.
Metric Properties of Chordal Graphs
In this section we present the metric properties of chordal graphs, used in our algorithms.
Lemma 1 [1] For any two vertices z and y of a chordal graph G and integer Such a vertex z* we will call a gate of a vertex z in C.
Lemma 3 [3] If x, y, u, v E V are distinct vertices of a chordal graph G, such that x E I(u, y), y E I(z, v) and d(z, y) = 1 then d(u, v) > d(u, ~c) + d(y, v). The equality holds if and only if there is a vertex w E I(x, v) n I(u, y) adjacent to x and y.
For any subset M C V and any vertex v we denote by respectively. Then u ~ and u" either are adjacent or coincide. In any case we obtain the cycle (x*, x, s, z", u", u', z', t, x*). As in the first case there is no common neighbour of z and x* among the vertices of this cycle, yielding a contradiction.
So the assumption that for some vertex u e D(v) we have e(u) < 2r(G) -3 leads to a contradiction, o
The following example (see Fig. 3 ) show the sharpness of the inequality e(u) _> 2r(a) -3. Obviously, any vertex with maximal projection, in particular the vertex z, has this property. Since the subgraph induced by numbered vertices is a distancepreserving subgraph of a graph G, dist(v) computed in steps (25) or (26) is a distance from v to the clique C. After all this we add one to j and while set(j)
is empty we update the value of j. As in the maximum cardinality search we represent each set by a doubly linked list of vertices and maintain for each vertex v the index of the set containing it, denoted by size(v). Since the complexity of the updates of j is bounded by the total number of times j is incremented and the access to a set element requires a constant time, the whole complexity of the algorithm is O(m). 
for i E {0, 1,...,n-1} do set(i) := 0;
for v E vertices do 
Theorem The centraLvertex algorithm correctly finds a central vertex of a chordal graph G in time O(m).
Proof We begin with the description of the algorithm. First we find a pair of mutually farthest vertices (steps (1)- (8)). To find these vertices, we choose an arbitrary vertex x, find a farthest vertex y from x, and then find a farthest vertex We now finally come to proving the correctness of our algorithm.
Claim 1
If delta is even (delta = 2k) then R _< k + 1. 
Proof of Claim 1

