In fMRI, time-courses with similar temporal "activation" patterns may belong to different brain regions, (i.e., these regions are functionally connected, coactivated). A group of time-courses (TCs) corresponding to a particular type of temporal "activation" pattern should be maximally self-consistent (homogeneous).
Introduction
We demonstrated the importance of assessing the internal temporal homogeneity of a group of time-courses (TCs) (Baumgartner , 2000 . If spatially distinct groups of "activated" TCs possess common, similar temporal "activations", they are said to coactivate or functionally connected (Carpenter and Just, 1999) . We assume at the outset that groups of TCs have somehow been identified. This may have been done simply by selecting regions of interest based on "knowing" where the activation will occur, by hypothesis-led, confirmatory data analysis (CDA) methods, (e.g. cross-correlation-based approaches (Bandettini et al 1993) , or methods based on the general linear model (Friston et al 1995) ), or by data -driven, exploratory data analysis (EDA) methods (such as temporal clustering (Scarth et al, 1995 , Jarmasz et al, 1998 , Baumgartner et al, 1998 , Goutte et al, 1999 , Golay et al, 1998 , Fischer et al, 1999 , Moser et al, 1999 ). Assessing the statistical significance of the identified "activated" TCs is, of course, important, but not the subject this study.
By o rdering multivariate observations, the structure of a group of multivariate samples may be elucidated; e.g., one may assess the homogeneity of such a multivariate group, and/or identify its extreme members (outliers).
Therefore, ranking multivariate observations ( e.g., TCs in fMRI) has been of interest in multivariate statistics: "At the most basic level we find ordered observations to express intrinsic natural features of a set of data, reflecting extremeness, contiguity, variability of the effect of external contamination…" (Barnett 1976 ). Ordering and assessment of the temporal homogeneity of the group of TCs in fMRI is important when investigating coactivation/connectivity of different brain regions (Carpenter and Just, 1999) .
We proposed ranking TCs according to their contribution to group discordance when evaluating W, Kendall's coefficient of concordance (Baumgartner et al , 2000 . When computing W, TCs in the cluster of interest are ordered with respect to the cluster centroid. However, such ranking may fail when the "activated" cluster consists of two groups with equal (or nearly equal) number of TCs ( since then the centroid is equally weighted by both 4 groups). Here we present an alternative method of ranking fMRI TCs, based on the minimum spanning tree (MST) (Prim 1957, Friedman and Rafsky 1979) .
Such ranking may also be used for pairwise comparison of groups of fMRI TCs identified by EDA/CDA methods. This ranking method is not meant to be used simultaneously on the entire set of brain voxel TCs. Rather, and more naturally, it is more valuable as one of several possible post-processing methods, applied to selected groups, obtained in some fashion. Such method is relevant if the groups were obtained by cross-correlation with an external reference (Baumgartner et al, 2000) , and particularly so if an ROI was created manually around an anticipated spatial locus.
Materials and Methods
A Minimum Spanning Tree (MST) is a generalization to arbitrary dimensions of what is a sorted list in one dimension. Our goal is to use it to rank a group of multidimensional TCs, i.e., if the group has N TCs we want to assign to each TC a number between 0 and N-1 as its rank. Ranking must assure that the points (TCs) that are close in multidimensional space are also close in their ranks. The construction of the MST is described in the Appendix, along with the necessary graph theoretical terms.
We tested MST-based ranking of fMRI TCs in both simulated and in vivo fMRI data. In the examples presented we consider two (labeled) groups of TCs; the members of group "0" are assigned label "0" and the members of group "1" are labeled "1".
Simulated data:
We created two groups of TCs, each TC consisting of 120 time instances. "Hemodynamic" response was simulated (as a two-parameter gamma function, (Lange et al, 1997)), with two "on" cycles of 30 instances each. The contrast-to-noise ratio (CNR=∆S/σ n , where ∆S is the actual, absolute signal enhancement and σ n is the noise standard deviation (Lange et al, 1997) ) was set to 5.0. We calculated a ratio of 1.51 for the standard deviation of signal over that of the noise.
Three variants of the simulated data were tested:
1. The simulated "hemodynamic" response was identical in both groups (the number of TCs is n 1 = 5, n 2 = 15); 2. The "hemodynamic" responses were shifted by 10 frames relative to each other, resulting in almost no correlation between them (the number of TCs in the groups w as kept the same as in 1).
Note that although the "hemodynamic" responses thus chosen do not correlate among each other, they will be assigned to the same group by a reference function that correlates highly with both of them (e.g., a reference function which lies half way between them (Baumgartner et al, 2000) ). This example shows the utility of applying MST ranking also to hypothesis-led methods, in this case crosscorrelation.
3. The "hemodynamic" responses were simulated as in 2., however, equal number of TCs, n 1 = n 2 = 10, was chosen for both groups.
In vivo fMRI data -finger-tapping paradigm
Data were acquired on a 1.5 T GE Signa Horizon scanner with an echo planar (EPI) sequence. (Motor paradigm, 110 time instances, matrix size 128x128, with 11 off/on cycles, TR/TE=3000/50). We tested the MST ranking procedure on two clusters obtained by fuzzy clustering (as implemented in EvIdent™, the software package f or exploratory multidimensional data analysis developed by our group (Scarth et al, 1995 , Jarmasz et al, 1998 . The two clusters were combined and then MST ranking was applied to the merged cluster. This merging was done merely to demonstrate the potential of the MST ranking in discriminating between two multidimensional clusters (multivariate samples).
In vivo fMRI data -mental rotation paradigm
The data set used was from a time-resolved single-trial study (Richter et al, 1997 , Richter et al, 2000 of Shepard and Metzler's Mental Rotation task.
This experiment was carried out on a 4 Tesla whole body imaging system, with a 6 homogeneous birdcage coil. BOLD-based functional images were then acquired with an EPI sequence (matrix size: 64x64x4, 88 time instances, TR/TE=480/15).
The 3D objects to be compared were projected onto a screen in the magnet and viewed by subjects through a mirror. In the first period, two identical objects at the same orientation were shown. Then, one or both objects were replaced, signaling the beginning of the second period (task length = reaction time). In general, the new objects had different orientations (rotated with respect to each other). Then, the subject decided if the objects were identical or mirror images of each other, and indicated the decision by pressing one of two buttons on a keypad, using the right hand. As soon as the button was pressed, the objects reverted to the initial control state.
We wanted to ascertain whether two spatially distinct brain regions -the left and right premotor area, LPA/RPA, coactivated. We chose the single cluster (found by fuzzy clustering) that encompassed both LPA and RPA. To prevent clustering on "noise", voxels with no significant one-lag temporal autocorrelation were excluded from the analysis . The one-lag autocorrelation coefficient was calculated for each TC and thresholded at a pvalue = 0.01. Consider a TC as a finite, T-instance time series: z 1 ,z 2 ,...,z T . Then the one-lag autocorrelation coefficient is defined as r 1 =c 1 /c 0 ,
and z is the mean of the TC
(see Box and Jenkins 1976, or any standard textbook on timeseries analysis).
The TCs were grouped according to their spatial location (LPA or RPA)
into two classes/clusters, labeled and ranked. Thus, members of the LPA group were assigned ranks from 0 to N LPA -1, those of the RPA group from N LPA to N LPA +N RPA -1. These two spatially separated groups were then combined into a single group and submitted to the MST ranking procedure. If the RPA and LPA groups had different temporal behavior (e.g., one was delayed in time relative to 7 the other), then one expects that the overall ranking of the combined RPA and LPA members would essentially preserve the original ranks .
We have merged two clusters merely to demonstrate the power of method when two multidimensional groups/clusters are compared. In practice, one would wa nt to verify how "clean", i.e. homogeneous a group is. If the group was obtained via fuzzy clustering, it tends to be quite homogeneous; this is not the case if correlation with an external reference point was used to create the group (Baumgartner et al, NeuroImage, 2000) . The situation is even worse if an ROI was created manually around an anticipated spatial locus.
MST and the visualization of clusters of TCs
To display and visualize the group of TCs, we used (a) the 2-dimensional homogeneity map (a display option in EvIdent™) and (b) an MST display mode proposed in (Eades, 1992) .
For the homogeneity map, the vertical coordinate represents time instances, t k , k = 1,2,…,T; the horizontal coordinate indicates the TC rank m.
The intensity value of the mth TC at time point t k is color-coded and displayed.
To display the MST, the starting node is the root of the tree (when we display ranked MST, we start with the beginning node of the diameter, see definitions in the Appendix). Then the subsequent nodes are displayed in the order of their depth (top down), so that the vertical distance between two subsequent depth lines is equidistant. The distance between two nodes (i.e., the edge weight) is the true Euclidean (or any other selected) distance between the corresponding TCs.
Along with the homogeneity map, we also displayed the label plot of the pooled cluster; the label plot shows how the group labels are distributed. The horizontal coordinate of the label plot denotes the rank of the TC and the vertical coordinate represents the label of the TC (label values are 0 or 1, indicating the original group to which the TC belongs). Again, we expect that TCs that have close MST-rankings are also near to each other in multidimensional space.
Thus, if two distinct groups are 1) merged, 2) ordered by MST and 3) displayed 8 by the label plot, then we expect the label plot to show a run (see Appendix) of, say, zeroes, followed by a run of ones.
Results
Simulated data -identical hemodynamic response, n 1 = 5, n 2 = 15 Fig. 1(a) shows the non-ordered homogeneity map with the label plot.
Note that the two groups were combined and there is only a single run of 11 ones in the label plot. shown in this label plot, i.e., no separation into distinct groups could be obtained.
Simulated data -shifted hemodynamic response, n 1 = 5, n 2 = 15 Fig. 2(a) shows the non-ordered homogeneity map with the label plot.
Note that the two groups were combined, and there is only a single run of 11 ones in the label plot. Furthermore, there are only two nodes incident on the same edge that originate in different groups. This is also designated by an arrow. Fig. 2(c) shows the label plot, along with the MST-ordered homogeneity map. Perfect separation of the two groups of TCs was achieved using MSTranking. Note the clean run of ones followed by a run of zeroes in the label plot.
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Simulated data -shifted hemodynamic response, n 1 = n 2 = 10 Fig. 3(a) shows the non-ordered homogeneity map with the label plot.
Again, the two groups were first combined; there are no significant runs of zeroes and ones in the label plot. Fig. 3(b) displays the ordered MST. Again, after ordering, all nodes but one are connected only to another node from the same group. Furthermore, there are only two nodes incident on the same edge that derive from different groups. The separation is also shown by an arrow. Fig. 3(c) shows the label plot, along with the MST-ordered homogeneity map. Perfect separation of the two groups of TCs was obtained, using MSTranking. TCs with ranks 0-9 belong to group 1 , and with ranks 10-19 to group 2. Kendall's W; because n 1 = n 2 , the W-method is not expected to work effectively.
In vivo data -motor paradigm, n 1 = 22, n 2 = 7
Two clusters obtained by fuzzy clustering (one of them corresponds to the "activation") were combined and then submitted as a single cluster to the MST ranking procedure. 
Discussion
Brain regions that show the same type of "activation" may participate in large-scale (spatial) brain networks (Carpenter and Just 1999) . Therefore, comparison of groups of multidimensional TCs in fMRI is of interest. However, before comparing such groups, it is necessary to ensure that they belong to a 11 common type of "activation", i.e. that they are temporally homogeneous.
(Purifying the groups of TCs, i.e., finding the temporally most similar TCs and rejecting those that are "different", may also be viewed as data screening (Tukey, 1962) ). We have demonstrated the utility of the minimum spanning tree for the ordering and subsequent comparison of groups of TCs in fMRI. Such ordering and comparison may be particularly useful when the TCs are identified by the frequently-used correlation-based methods. MST ranking may outperform alternative ranking procedures that rely on the multidimensional (weighted)
center of the group of TCs, such as Kendall's coefficient-of-concordance-based ordering (Baumgartner et al, 2000) , or the technique of "shaving" gene expression arrays (Hastie et al, 2000) . To compare groups of TCs based on MST ranking, generalized versions of the univariate Wald-Wolfowitz test may be used (Friedman and Rafsky, 1979, see Appendix) .
MST ranking of multivariate data is a graph theoretic method. Such methods are used in brain research in computational neuroscience to model brain connectivity (e.g. Sporns et al, 2000) , and with other EDA methods (Burns et al, 2000) , such as cluster analysis or multidimensional scaling.
We demonstrated the utility of MST ranking both in simulated and in vivo fMRI data (the latter for both a motor and a mental rotation paradigm). In the mental rotation data we investigated the coactivation / functional connectivity of the left and right premotor areas. Using MST ranking, we demonstrated that these two areas of interest are functionally connected, i.e., they are not distinguishable temporally.
Temporal clustering identifies and groups TCs with similar temporal behavior. Therefore, it offers a natural way for functional connectivity investigation (Carpenter and Just, 1999) . It may provide an alternative / complementary way to the functional connectivity methods based on the Singular
Value Decomposition (Friston et al, 1993 , McIntosh et al, 1996 . Recently, temporal clustering was successful in identifying delayed "activation" across different brain areas (Tuor et al, 2000) . When clusters of TCs are obtained by 12 temporal k-means clustering (we used fuzzy k-means), MST ranking may also be used as a cluster visualization / validation method.
First we present the basic terms used in graph theory that are necessary to define a minimum spanning tree (MST) (Friedman and Rafsky 1979) . A graph consists of a set of nodes. A link between two nodes is called an edge. Two linked nodes that define an edge are called incident to the edge. The degree of a node is the number of edges incident on it. A path between two nodes is an alternating sequence of nodes and edges, with the prescribed nodes as first and last elements. The length of a path is the number of edges it contains. A connected graph has a path between any two distinct nodes. A cycle is a path beginning and ending with the same node. A tree is a connected graph with no
cycles. An edge-weighted graph is a graph with a real number assigned to each edge. A spanning subgraph of a given graph is a subgraph with node set identical to the node set of the given graph. A spanning tree of a graph is a spanning subgraph that is a tree. An MST of an edge-weighted graph is a spanning tree for which the sum of edge weights is a minimum. Furthermore, in an MST each node is linked to its next neighbor. A rooted tree has one of its nodes declared as the root. The depth of the root is zero; the depth of any other node is the length of the (unique) path between it and the root. The eccentricity of a node in a tree is the number of edges in a path with greatest l ength, beginning with that node. The node and the other end of such a longest path is called an antipode of the node. The path between a node with largest eccentricity and its antipode is called a diameter. To find a diameter of a tree we used the fact that the antipode of any MST node must lie on the diameter.
The MST has attractive properties for multidimensional data description.
The node pairs that define the edges correspond to the points that tend to be close together, as measured by a proximity measure in the multidimensional space.
Let D(n,n) be the distance matrix of the n TCs in a cluster. A MST (Prim, 1957 , Kruskal, 1956 ) is built from D as an edge-weighted spanning tree, where the nodes correspond to the TCs and an edge weight is given by the proximity (distance) between two nodes. We used Euclidean distance as the proximity measure; however, other measures (e.g. any Minkowski metric) may be used.
(We also computed the MSTs with the L 1 metric; none of the qualitative results were different from those reported for the Euclidean distance metric.) We constructed the MST using Prim's algorithm (Prim, 1957) , which starts to build the MST from a fully connected graph. The execution time of the Prim's algorithm is O(N 2 ), where N is the number or nodes (Friedman and Rafsky, 1979) . (For N ~100-200 even an inefficient IDL code takes only seconds.)
Ranking the elements using the MST (i.e., creating a generalized onedimensional sorted list) is done according to its longest path, also called the diameter of the MST (Friedman and Rafsky, 1979) . We root the MST at one of the antipodes of the diameter. The root then defines the depth of every other node in the MST. The ranks of the multidimensional points (TCs) are given by their depths; ties are broken by calculating the Euclidean distance from the root.
Thus every TC is assigned a unique number between 1 and n.
Consider two (labeled) groups of TCs (e.g. group "0" and group "1"). We assign label 0 to TCs belonging to group "0" and label 1 to TCs belonging to group "1". We then compare the two groups of TCs. To do this, we construct an MST of the pooled group of groups "0" and "1" and determine the number of runs one node belongs to group "0" and the other to group "1", then the number of runs is given by k+1. The statistical test based on R total is the Wald-Wolfowitz test, which may also be used to assess the statistical significance of the number of runs observed (Friedman and Rafsky, 1979) .
Producing the MST also has interesting implication for the one -sample (i.e. one-group) case. When the edge weights correspond to the distance between two nodes, they may be viewed as gaps between the points. The smaller the gap, the closer are the points. Thus, in a homogeneous group, the edge weights are expected to be uniformly distributed. Large gaps indicate the presence of subgroups and/or outliers in the one-group case.
An alternative approach for analyzing a single group for homogeneity is to randomly partition its members into two subgroups (i.e. label about half the points by "0", the other half by "1". Then the label plot after MST would intermix points from "0" and "1" if the original group was sufficiently homogeneous. The significance of this can be tested by the run / Wald -Wolfowitz test. Furthermore, by repeating this random partition several times, additional confidence of homogeneity (or lack of it) could be gained in a statistically significant manner. homogeneity map for simulated data with identical "hemodynamic" response (n 1 = 5, n 2 = 15). Note that the root node belongs to group 1 (*); in this case no group separation could be achieved. 
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