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Abstract
Abstract polymer models are systems of weighted objects, called polymers, equipped
with an incompatibility relation. An important quantity associated with such models is
the partition function, which is the weighted sum over all sets of compatible polymers.
Various approximation problems reduce to approximating the partition function of a poly-
mer model. Central to the existence of such approximation algorithms are weight con-
ditions of the respective polymer model. Such conditions are derived either via complex
analysis or via probabilistic arguments. We follow the latter path and establish a new
condition—the clique dynamics condition—, which is less restrictive than the ones in the
literature. The clique dynamics condition implies rapid mixing of a Markov chain that
utilizes cliques of incompatible polymers that naturally arise from the translation of al-
gorithmic problems into polymer models. This leads to improved parameter ranges for
several approximation algorithms, such as a factor of at least 21/α for the hard-core model
on bipartite α-expanders.
Additionally, we apply our method to approximate the partition function of the multi-
component hard-sphere model, a continuous model of spherical particles in the Euclidian
space. To this end, we define a discretization that allows us to bound the rate of conver-
gence to the continuous model. To the best of our knowledge, this is the first algorithmic
application of polymer models to a continuous geometric problem and the first rigorous
computational result for hard-sphere mixtures.
Keywords: Markov chain • partition function • Gibbs distribution • approximate
counting • abstract polymer model
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1 Introduction
Statistical physics models systems of interacting particles as probability distributions. This
viewpoint explains a variety of real-world phenomena, including ferromagnetism [28], segre-
gation [49], and real-world network generation [8]. A characteristic of such systems is that
they undergo phase transitions depending on some external parameter. Such phase transitions
have been recently linked with the tractability of computational tasks. These connections have
lead to a two-way exchange: tools from statistical physics are used to explain computational
phenomena, and tools from computer science are used to explain physical phenomena. An
established technique for investigating phase transitions in statistical physics that involves
translating the states of a spin system as perturbations from a ground state [16, Chapter 7] has
been recently introduced to computer science as an algorithmic tool for computational tasks
of spin systems [27].
To motivate the definition of the central mathematical object of this article, we give a high-
level description of how to model a spin system in terms of perturbations from a ground state.
Assume we want to study a q-state spin system on a graph G. The states of the spin system
are usually mappings σ : V (G) → Q from the vertices of G to some finite set Q . Each such
configuration σ has a weight w(σ ) ∈ R≥0 and the sum of the weights of all the configurations
Z =
∑
σ (w(σ )) is called the partition function. The probability distribution that characterizes
our system gives µ(σ ) = w(σ )/Z , for each configuration σ . Let σ0 be the ground state we
use in this translation. Given a configuration σ , we identify the set of vertices D ⊆ V (G)
where, for each v ∈ D, we have σ0(v) , σ (v). Observe that we can uniquely identify this
configuration by a set Γ whose elements γ consist of a connected component ofG[D] together
with the restriction of σ on this component. Furthermore, we assign a weight wγ to eachγ ∈ Γ ,
such that
∏
γ ∈Γ wγ = w(σ )/w(σ0). Thus, provided that all such sets of pairs Γ contain no two
pairs γ ,γ ′ that are incompatible, i.e., Γ cannot be uniquely decoded to an assignment because
for example γ and γ ′ map the same vertex to a different element in Q , there is a bijection
between the configurations σ and the sets Γ . Furthermore, the distribution µ is expressed as a
distribution over the sets Γ , since it retains the property that the probability of Γ is proportional
to its weight. Such a construction suggests the following definition.
A polymer model P = (C,w, /) is a tuple consisting of a non-empty, countable set C, a
set w = {wγ }γ ∈C of positive real weights and a reflexive and symmetric relation / ⊆ C2. The
elementsγ ∈ C are called polymers. The relation / is called the incompatibility relation and, for
γ ,γ ′ ∈ C, we say thatγ andγ ′ are incompatible ifγ /γ ′, and that they are compatible otherwise.
In addition, we call a finite subset Γ ⊆ C a polymer family if and only if all polymers of Γ are
pairwise compatible. Given a polymer model P, we let F (P) denote the set of all polymer
families of P. Note that F (P) is countable. The partition function of P is defined to be,
Z (P) =
∑
Γ ∈F(P)
∏
γ ∈Γ
wγ , (1)
which we require to be finite. Further, the Gibbs distribution of P is the probability distribu-
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tion µ(P) over F (P) such that, for all Γ ∈ F (P),
µ(P)(Γ ) =
∏
γ ∈Γ wγ
Z (P) . (2)
A helpful interpretation for understanding the definition of a polymermodel is the following.
Ignoring the reflexivity of /, we view the pair (C, /) as a graph, which we call the polymer
graph. We observe that the families of F (P) correspond to the independent sets of (C, /).
Thus, for the special case where wγ = λ ∈ R, for each γ ∈ C, the distribution µ is the hard-core
model [48] on the polymer graph and Z (P) is the independence polynomial [44].
In this article, we consider the following two computational tasks:
(1) Approximately sampling from the Gibbs distribution of a polymermodel, that is, return a
random family Γ from a distributionwhose total variation distance from µ(P) is at most ε .
(2) Returning an estimate Z˜ , such that (1 − ε)Z (P) ≤ Z˜ ≤ (1 + ε)Z (P).
1.1 Known algorithmic results
There is an expanding list of results that utilize abstract polymer models to obtain efficient
approximation and sampling algorithms for new parameter regimes for various spin systems
on graphs. This line of research was initiated by Helmuth et al. [27], who used polymers to
obtain polynomial-time approximation and sampling algorithms at a regime where the weight
of the interactions of particles with an external field is low. Creative ways of translating a spin
system into a polymer model utilize restrictions upon the input graph of a spin system in order
to yield polynomial-time approximation algorithms for problems that are hard to approximate
on general inputs. Such examples include spin systems on expander graphs [19, 30, 38], the
hard-core model on unbalanced bipartite graphs [5], and the ferromagnetic Potts model on d-
dimensional lattices [2]. Polymer models have also been used to approximate and sample edge
spin systems (holant problems) at low temperatures [6].
Translating a spin system on a graph G with n vertices into an abstract polymer model
commonly results in a polymer model that contains an exponential number of polymers in
terms of n—as can be observed in our earlier discussion of such a translation. Therefore, the
approximation and sampling algorithms we are interested in have runtime polynomial in n.
There are two main algorithmic approaches for such algorithms.
(i) Cluster expansion This approach considers complex weights for the polymers and is
based on the cluster expansion, an infinite series expansion of lnZ . The essential element for
polynomial-time computation is a theorem of Kotecký and Preiss [36, Theorem 1], a condition
for establising absolute convergence of the cluster expansion. By satisfying the Kotecký–Preiss
condition, one can truncate the cluster expansion to its most significant terms and obtain an
ε-additive approximation for lnZ . Computing the significant terms of the cluster expansion
can be achieved by enumerating connected induced subgraphs of the polymer graph of size
up to log |C|. Using an algorithm of Patel and Regts [42], the enumeration takes polynomial
time in terms of the input graph of the spin system. The ε-additive approximation of lnZ
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immediately gives a multiplicative ε-approximation for Z . The runtime of this approach is
commonly O
(
nlog∆
)
, where ∆ is the maximum degree of the input graphG for the spin system
and n = |V (G)|. Approximating Z together with the self-reducibility of the polymer model
obtained gives a sampling algorithm for µ(P), as shown by Helmuth et al. [27].
(ii) Markov chain Monte Carlo The first to use the Markov chain Monte Carlo method on
polymers are Chen et al. [7]. The idea of this method is to define a Markov chain with state
space F (P) and with stationary distribution µ(P). The Markov chain requires the polymer
model to have originated from a spin system on a graph G with n vertices. In each iteration,
the chain samples a polymer γ with probability proportional to its weight wγ and then adds or
removes γ from its state if possible. When the mixing condition [7, Definition 1] is satisfied, it
is shown that the Markov chain converges to µ(P) after O(n logn)many iterations. The mixing
condition matches a convergence condition arising from an analysis by Fernández et al. [14]
of another stochastic process of polymers on lattices. An ε-approximate sampler for µ(P) can
be obtained by simulating the Markov chain. The computational challenge for this approach
is to sample the polymer γ in order to perform a transition of the Markov chain. As Chen
et al. [7] show, this can be done in expected constant time provided the sampling condition [7,
Definition 4] is satisfied. This results in an O(n logn) algorithm for sampling from the Gibbs
distribution of a spin system. Using simulated annealing, Chen et al. show that this sampler
can be converted to a randomized approximation scheme (FPRAS) for Z that runs in expected
O
(
n2 logn
)
time.
Comparison of the known conditions A number of conditions for the convergence of the
cluster expansion has appeared in the literature, such as [11, 15, 36]. The condition of Fernández
and Procacci [15] is the least restrictive among them, that, is the Kotecký–Preiss condition [36]
and others appearing in the literature imply the Fernández–Procacci condition. Thus, using
the Fernández–Procacci condition, one could potentially obtain approximation algorithms for
broader parameter ranges than the ones obtained by using the Kotecký–Preiss [36] condition.
However, the condition by Kotecký and Preiss [36] is convenient to apply in polymer models
of vertex spin systems and comes with implications on the rate of convergence of the clus-
ter expansion used in algorithmic settings. When compared to cluster expansion conditions
(restricted to non-negative real weights), the mixing condition of Chen et al. [7] is less re-
strictive than the Kotecký–Preiss condition, however, it is incomparable with the condition
of Fernández and Procacci [15]. Note that the sampling condition [7] the most restrictive of
the aforementioned conditions.
1.2 Our results
We study a new Markov chain (Xt )t ∈N for abstract polymer models, whose stationary distri-
bution is µ(P). The dynamics of our Markov chain are based on a clique cover, that is, a set
Λ = {Λi }i∈[m] with
⋃
Λ = C, such that the polymers in each clique Λi are pairwise incompati-
ble. Observe that whenwe consider families of compatible polymers in Λi , they contain at most
one polymer. Our Markov chain at each step chooses uniformly at random a clique Λi in Λ and
samples a family in Λi according to the distribution µ |Λi defined as follows. For γ ∈ Λi , we
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have µ |Λi ({γ }) = wγ /Z |Λi and, for the empty set, µ |Λi (∅) = 1/Z |Λi , where Z |Λi = 1+
∑
γ ∈Λi wγ .
If the family chosen is the empty family and Xt contains a polymer from Λi , then the chain
removes this polymer. If the family chosen contains a polymer, then, if possible, the chain adds
this polymer to its state. For a detailed description of our chain, please refer to Definition 3.
Our chain applies to any abstract polymer model, since we can always use the trivial clique
cover, where each clique contains exactly one polymer. However, clique covers with a much
smaller number of cliques arise naturally from the translation of spin systems into a polymer
model. For example, the translation we discussed earlier in the introduction yields a clique
cover with n cliques, one for each vertex in the original graphG. Since such cliques commonly
have exponential size, our chain utilizes that a family of compatible polymers may contain at
most one polymer from each Λ. The chain in Chen et al. [7] also utilizes this fact, however,
in a more restricted setting and with a different sampling distribution for each vertex-clique.
An additional nice feature of our chain is that it coincides with the (spin) Glauber dynamics
(cf. [13, insert/delete chain]) when considered with the trivial clique cover. This comes from
the choice of sampling from µ |Λi for each clique chosen at each iteration.
Central to our mixing time analysis for this chain is the following condition.
◮ Condition 1 (clique dynamics). Let P = (C,w, /) be a polymer model, and let f : C →
R>0. We say that P satisfies the clique dynamics condition with f if and only if, for all γ ∈ C, it
holds that ∑
γ ′∈C : γ ′ / γ ,
γ ′,γ
f (γ ′) wγ
′
1 + wγ ′
≤ f (γ ) . ◭
We show thatwhen the clique dynamics condition is satisfied, themixing time of ourMarkov
chain is polynomial in the number of cliques in our clique cover and logarithmic to the choice
of function f (Theorem 6). Note that our condition does not exclude polymer models with
wγ ≥ 1 for some polymer γ . When restricted to the setting of Chen et al. [7], the clique dy-
namics condition is implied by the mixing condition and thus less restrictive. Involving the
function f in our condition makes it easily comparable with the conditions for cluster expan-
sion. As we discuss in Section 3.1, we show that the clique dynamics condition is more general
than the Fernández–Procacci [15] condition for the cluster expansion—and consequently more
general than the Kotecký–Preiss condition [36]. An interesting implication of our analysis is
that cluster expansion conditions imply our condition for the mixing time of a Markov chain.
To the best of our knowledge this is the first such connection. We conjecture that our condi-
tion can be further generalized, as tightness results indicated by hardness of approximation are
restricted to the special case of the hard-core model [1, 17, 18, 45]. No such results are known
for polymer models.
1.2.1 Methodology
To obtain the mixing time bound, we use coupling. The high-level idea of this technique is
to define a potential δ expressing distances between the states of the Markov chain Zt . If two
(commonly correlated) copies (Xt ,Yt ) of the Markov chainZt after k transitions result in states
such that δ (Xk ,Yk ) = 0 with high probability, then k bounds the mixing time of the Markov
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chain Zt . One way of using this method, known as path coupling, is to define the metric on
only adjacent pairs of states; in our setting, these are polymer families Γ , Γ ′, where Γ∪{γ } = Γ ′
for some polymer γ . The metric δ is then extended to all pairs in the state space by considering
a shortest path of adjacent pairs and summing their distances in terms of δ . To obtain a bound
on the mixing time then, we could apply a theorem of Dyer and Greenhill [12]. The theorem
requires to show that the distance betweenXt and Yt when they are in adjacent states, reduces
in expectation, i.e., δ (Xt+1,Yt+1 | Xt ,Yt ) ≤ δ (Xt ,Yt ). When the latter inequality is strict, the
theorem implies a bound on the mixing time of the Markov chain Zt that is logarithmic in D—
the diameter of the metric space defined by δ . When the inequality is not strict, this results in
a mixing time linear in D.
When interested in polymer models that come from a spin system on a graph G, the diam-
eter D of the metric chosen on the state space of Xt can be exponential in n, as it depends
on the choice of the function f appearing in the clique dynamics condition. We show that if
δ (Xt+1,Yt+1 | Xt ,Yt ) < δ (Xt ,Yt ) for some appropriately chosen δ , then it suffices to use the
theorem of Dyer and Greenhill [12] to obtain the required mixing time bound. This is achieved
if we assume that the inequality in clique dynamics condition is strict. However, the condition
then becomes incomparable with the Fernández–Procacci [15] condition.
To make the conditions comparable, we revisit a theorem of Greenberg et al. [20] that gives
a mixing time bound logarithmic in D when δ (Xt+1,Yt+1 | Xt ,Yt ) ≤ δ (Xt ,Yt ). However, as we
discuss in the appendix, the theorem is not applicable when one considers only adjacent pairs
(Xt ,Yt )with respect to δ . The theorem does hold though when one performs the analysis over
all pairs of states of the Markov chain, as we show in Section 3, which gives a mixing time
bound that is polynomial in the number of cliques in the polymer model, assuming the clique
dynamics condition.
1.2.2 Algorithms
Our main algorithmic result uses our Markov chain and the bound of its mixing time to ap-
proximately sample from µ.
◮ Theorem 9. Let P = (C,w, /) be a computationally feasible polymer model, let Λ be a
polymer clique cover of P with sizem, and let Zmax = maxi∈[m]{Z |Λi }. Furthermore, assume
that
(a) Zmax ∈ poly(m),
(b) P satisfies the clique dynamics condition for a function f such that, for all γ ∈ C, it
holds that e−poly(m) ≤ f (γ ) ≤ epoly(m), and that,
(c) for all i ∈ [m], we can sample from µ |Λi in time poly(m).
Then, for all ε ∈ (0, 1], we can ε-approximately sample from µ in time poly(m/ε). ◭
Additionally, as we discuss in Section 4.2, we use self-reducibility on the clique cover and
use the above theorem to obtain an ε-approximation algorithm for the partition function Z .
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◮ Theorem 12. Let P = (C,w, /) be a computationally feasible polymer model, let Λ be a
polymer clique cover of P with sizem. Assume that P satisfies the conditions of Theorem 9.
Then, for all ε ∈ (0, 1], there is a randomized ε-approximation of Z computable in time
poly(m/ε). ◭
Since it is common for spin systems on graphs with n vertices to translate into polymer
models with a clique cover of n cliques, the above theorems imply polynomial-time algorithms
for their respective problems. Assumption (a) is trivially satisfied for the applications we con-
sider and, furthermore, assumption (b) allows for a broad range in the choice of the function f
appearing in the clique dynamics condition.
When we apply the above theorems to the spin systems previously studied in the litera-
ture, assumption (c) is not straightforward to satisfy, as the size of the cliques are commonly
exponential in n = |V (G)|. Chen et al. [7] used the sampling condition in order to sample
polymers in expected constant time. As we are interested in extending the parameter range
while remaining in the realm of polynomial time computations, we do not need to use such a
restrictive condition. For this purpose, we introduce the clique truncation condition.
◮ Condition 24 (clique truncation). Let P = (C,w, /) be a polymer model, let Λ be a
polymer clique cover of P with sizem, and let |·| be a size function for P. For all i ∈ [m], we
say that Λi satisfies the clique truncation condition for a monotonically increasing, invertible
function д : R→ R>0 and a bound B ∈ R>0 if and only if∑
γ ∈Λi
д(|γ |)wγ ≤ B. ◭
We show thatwhen the clique truncation condition is satisfied, we can reduce the size of each
clique to a polynomial in n by removing low weight polymers from the polymer model.1 More
precisely, Corollary 26 states that for an ε-approximation it is sufficient to consider only poly-
mersγ with |γ | ≤ д−1(Bm/ε). This allows us to use the algorithm of Patel and Regts [42] to sam-
ple from the Gibbs distribution of each clique by enumerating all polymers in the clique. In all
our calculations, the parameter range restrictions imposed by the clique truncation condition
are weaker than the ones imposed by the clique dynamics condition. As illustrated in Table 1,
this leads to improved parameter ranges for spin systems previously studied in literature (see
Section 6.1 for a detailed discussion on the hard-core model on bipartite α-expanders).
1.2.3 Application on the multi-component hard-sphere model
We apply our results to themulti-component hard-sphere model, an inherently geometric model
that is central in the analysis of thermodynamics of liquids and liquid mixtures [4, 24]. It is
a continuous model that studies the macroscopic behavior and distribution of spherical parti-
cles, assuming that the only interaction among the particles is the hard-core interaction, i.e.,
no two particles can occupy the same space. We are interested in the grand canonical ensem-
ble of the hard-sphere model in a d-dimensional finite hypercube V = [0, ℓ)d . We consider q
1A similar idea was used for the hard-core model on bipartite expanders in the first arXiv version of Chen et al.
[7].
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Table 1: Improvement on the parameter ranges of our technique for problems with known
approximation algorithms. Note that for a fair comparison we refined the calculations of the
bounds in [30] in a similar fashion as in Section 6.1.
Problem Previous range New range
Hard-core model on
bipartite α-expanders
λ > (e2∆2) 1α [30] λ ≥ ( e0.8∆2) 1α
q-state Potts model on
α-expanders
β >
9/4+ln(∆q)
α [30] β ≥
3/2+ln(∆q)
α
Hard-core model on
unbalanced bipartite graphs
6∆L∆RλR ≤ (1 + λL)
δR
∆L [5] 3.3353∆L∆RλR ≤ (1 + λL)
δR
∆L
Perfect matching
polynomial
z ≤
(√
4.8572 (∆ − 1)
)−1
[6] z ≤
(√
2.8399(∆ − 1)
)−1
different types of particles Q = {(r1,p1), . . . , (rq ,pq )}, represented as d-dimensional spheres
of radius ri ∈ R>0 and a chemical potential pi ∈ R. For each particle type i ∈ [q], the cen-
ters of spherical particles are distributed according to a Poisson point process of intensity epi
onV . The resulting distribution over all possible system states is characterized by the mixture
of these point processes conditioned on the fact that the particles with radii corresponding to
their particle type are non-overlapping. We are interested in approximating the grand canon-
ical partition function of the multi-component hard-sphere model, which is the normalizing
constant of the corresponding probability density over the states of the system (see Section 5
for a formal definition).
Related work Most rigorous algorithmic results for the hard-sphere model are restricted to
the special case of a single component, i.e., one type of particle. Note that the one-particle
model has been used to obtain bounds for the optimal sphere packing density [9, 10, 23, 29,
43]. This model carries a historic weight, as in the seminal work of Metropolis et al. [39],
the Monte Carlo method was introduced on a two-dimensional single-component hard-sphere
model on 224 particles. Approximate-sampling Markov chain approaches have been mainly
focused on the canonical ensemble of the model, that is, the distribution defined over a fixed
number of spheres [25, 29, 33]. Considering the grand canonical ensemble, exact sampling al-
gorithms have appeared in the literature for the two-dimensional model without asymptotic
runtime guarantees [34, 35, 41]. Guo and Jerrum [22] have introduced an exact sampling algo-
rithm for the grand canonical ensemble of the hard-sphere model on d-dimensions. The model
they consider consists of a single type of particle of radius 1 and chemical potential ln(λ/vd ),
where vd is the volume of the d-dimensional sphere of radius 1 and λ ∈ R≥0. The algorithm
is based on rejection sampling with runtime in O(ℓd ) using oracle access to a sampler from a
continuous Poisson point process. The parameter regime for which their runtime guarantees
apply is λ < 2−(d+1/2). Recently Helmuth et al. [26] considered the single-center dynamics, a
continuous-state spaceMarkov chain generalizingGlauber dynamics in order to study decay of
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correlations for the model. Their results show that when λ < 2−(d−1), the single-center dynam-
ics is rapidly mixing. Finally, we note that the hard-core model can be considered as discrete
version of the mono-atomic grand canonical hard-sphere model. Although tight approxima-
tion results for the hard-core model exist, it is not known how these results on a discrete graph
topology can be mapped to the original hard-sphere model in continuous space.
Our results We obtain an ε-approximation algorithm for the grand canonical partition func-
tion of the multi-component hard-sphere model (Theorem 19). We show that the runtime of
our algorithm is polynomial in ℓd , the number of particle types q, and ε−1. To our knowledge,
this is the first rigorous algorithmic result to consider multiple components.
To approximate the grand canonical partition function, we consider a discretization of the
continuousmodel where the sphere centers are only allowed to be on grid points. We show that
the partition function of the continuous model is closely approximated by the partition func-
tion of the discrete model with a sufficient number of points (Lemma 17). This is essentially
achieved by giving a lower bound on the rate of convergence of the two functions in terms of
the number of grid points considered. This shows that we can obtain an ε-approximation for
the continuous model via an ε-approximation for the discrete model. Thus, we define a poly-
mer model for the discrete hard sphere in terms of perturbations from the empty state. Our
polymers simply consist of a center position on the grid together with a type of particle that
occupies it. Two polymers are incompatible if and only if the particles overlap. This transla-
tion yields polymer cliques consisting ofd-dimensional subgrids. The number of such subgrids
only depends on ℓ, the dimension, and the minimum particle radius of our system. Thus, the
number of the polymer cliques in the cover is independent of the number of grid points chosen
to approximate the continuous model. Consequently, the mixing time of our Markov chain is
independent of the number of grid points. Note that for this application sampling form, the
distribution of each clique does not require additional assumptions, such as the clique trunca-
tion condition. Finally, we convert the sampler for the polymer model to an ε-approximation
for the partition function of the discrete model, which translates to an ε-approximation for the
grand canonical partition function of the continuous model.
We note that our approximation algorithm does not require access to a continuous sampler.
As we show in Section 5.3, when we apply our algorithm to the model with the chemical po-
tential considered by Guo and Jerrum [22] and Helmuth et al. [26], the parameter range we
get for one particle is λ < 2−d , improving the bound in Guo and Jerrum [22]. The rapidly
mixing bound of λ < 2−(d−1) from Helmuth et al. [26] is achieved via path coupling, using a
refined potential that heavily abuses the symmetry of the single-particle model. This metric
could be directly applied to the Glauber dynamics of the single-component discrete model (see
[47]) and yield an approximation algorithm for this range. However, it is not obvious whether
such a potential can be applied to the multi-component model or to polymer models. Finally,
note that a discretization process in the spirit of ours might be applicable to establishing new
bounds for the correlation decay of the hard sphere model using the correlation decay of the
polymer model, as hinted in Helmuth et al. [26, Section 1.6].
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1.3 Outline
The technical part of our article is structured as follows. We establish notation and introduce
the tool for bounding the mixing time of our chain in Section 2. We define and analyze our
Markov chain in Section 3. The algorithmic results are stated and proved in Section 4. We then
apply our algorithms to the multi-component hard-sphere model in Section 5. In Section 6,
we show how to efficiently sample polymers from their respective cliques, which we use to
improve the parameter ranges of known algorithmic bounds on spin systems. Finally, in the
appendix, we discuss why the theorem for bounding the mixing time of our chain in its original
form does not apply.
2 Preliminaries
We denote the set of all natural numbers, including 0, by N and the set of all real numbers
by R. For an n ∈ N, let [n] denote the interval [1,n] ∩ N. If the polymer model P is clear
from context, we may drop the index and write F , Z , and µ instead of F (P), Z (P), and µ(P)
respectively.
2.1 Restricted polymer models
We base the transitions of our Markov chain for a polymer model (C,w, /) on restricted sets
B ⊆ C. We define the set of all polymer families restricted to B to be F|B = F ∩ 2B . Fur-
ther, we define the restricted partition function Z |B to be equation (1) but with F (P) replaced
by F|B . Similarly, we define the restricted Gibbs distribution µ |B to be a probability distribution
over F|B , i.e., equation (2) but with Z (P) replaced by Z |B . Our restrictions are special sets of
polymers, which we define next.
By definition, for a polymer model, a polymer family Γ cannot contain incompatible poly-
mers. Thus, when considering a subset B ⊆ C where all polymers are pairwise incompatible,
at most one polymer of B is in Γ . We call such a subset B a polymer clique.
Last, for anm ∈ N>0, we call a set Λ = {Λi }i∈[m] of polymer cliques a polymer clique cover
if and only if
⋃
Λ = C, and we callm the size of Λ. Note that the elements of Λ need not be
pairwise disjoint. Further note that, for each i ∈ [m], the partition function restricted to Λi
boils down to
Z |Λi =
∑
Γ ∈F|Λi
∏
γ ∈Γ
wγ = 1 +
∑
γ ∈Λi
wγ ,
as the polymers of Λi are pairwise incompatible and thus each family of Λi (except ∅) contains a
single polymer. Similarly, theGibbs distribution restricted to Λi simplifies to µ |Λi (∅) = 1/Z |Λi =
1/(1 +∑γ ∈Λi wγ ) and, for each γ ′ ∈ Λi , to µ |Λi ({γ ′}) = wγ ′/Z |Λi = wγ ′/(1 +∑γ ∈Λi wγ ).
2.2 Markov chains
For a Markov chain M with a unique stationary distribution D and an ε ∈ (0, 1], let τM(ε)
denote the mixing time ofM (with error ε). That is, τM(ε) denotes the first point in time t ∈ N
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such that the total-variation distance betweenD and the distribution ofM at time t is at most ε .
In order to bound the mixing time of our Markov chains, we use a theorem by Greenberg
et al. [20, Theorem 3.3]. Unfortunately, the theorem is not correct in its original formulation.
Therefore, we provide an alternative formulation, which we use. We give a full proof of this
theorem in the appendix, where we also discuss why the original assumptions are insufficient.
◮ Theorem 2 (coupling with exponential potential). LetM be an ergodic Markov chain
with state spaceΩ and with transitionmatrix P such that, for all x ∈ Ω, it holds that P(x,x) > 0.
For d,D ∈ R>0, d ≤ D, let δ : Ω2 → {0} ∪ [d,D] be such that δ (x,y) = 0 if and only if x = y.
Assume that there is a coupling between the transitions of two copies (Xt )t ∈N and (Yt )t ∈N
ofM such that, for all t ∈ N and all x ,y ∈ Ω, it holds that
E[δ (Xt+1,Yt+1) | Xt = x,Yt = y ] ≤ δ (x,y). (3)
Furthermore, assume that there are κ,η ∈ (0, 1) such that, for the same coupling and all t ∈ N
and all x,y ∈ Ω with x , y, it holds that
Pr[|δ (Xt+1,Yt+1) − δ (x,y)| ≥ ηδ (x,y) | Xt = x,Yt = y ] ≥ κ . (4)
Then, for all ε ∈ (0, 1], it holds that
τM(ε) ≤
(
ln(D/d) + 2 ln(2))2
ln(1 + η)2κ ln
(
1
ε
)
.
If ln(D/d) ∈ Ω(1), then this bound simplifies to
τM(ε) ∈ O
(
ln(D/d)2
ln(1 + η)2κ ln
(
1
ε
))
. ◭
2.3 Approximate sampling and randomized approximation
We use the following formal notion of approximate sampling. Let ν be a probability distri-
bution on a countable state space Ω. For ε ∈ (0, 1], we say that a distribution ξ on Ω is an
ε-approximation of ν if and only if dTV
(
ν , ξ
) ≤ ε , where dTV (·, ·) denotes the total variation dis-
tance. Further, we say that we can ε-approximately sample from ν if and only if we can sample
from any distribution ξ such that ξ is an ε-approximation of ν .
We are also interested in approximating the partition function of polymer models, which
we define as follows. For x ∈ R>0 and ε ∈ (0, 1], we call a random variable X a randomized
ε-approximation for x if and only if
Pr[(1 − ε)x ≤ X ≤ (1 + ε)x] ≥ 3
4
.
Note that if x is the output to an algorithmic problem on some instance and independent sam-
ples of X can be obtained in polynomial time in the instance size and 1/ε , then this translates
to the definition of an FPRAS.
11
3 Polymer dynamics
We analyze the following Markov chain for a polymer model with a polymer clique cover.
◮ Definition 3 (polymer clique dynamics). Let P be a polymer model, and let Λ be a poly-
mer clique cover of P with sizem. We defineM(P) to be a Markov chain with state space F .
Let (Xt )t ∈N denote a (random) sequence of states ofM(P), whereX0 is arbitrary. Then, for all
t ∈ N, the transitions ofM(P) are as follows:
1: choose i ∈ [m] uniformly at random ;
2: choose Γ ∈ F|Λi according to µ |Λi ;
3: if Γ = ∅ then Xt+1 = Xt \ Λi ;
4: else if Xt ∪ Γ is a valid polymer family then Xt+1 = Xt ∪ Γ ;
5: else Xt+1 = Xt ; ◭
Given a polymer model P = (C,w, /) and a polymer Markov chainM(P), let P denote the
transitionmatrix ofM(P). That is, for all Γ , Γ ′ ∈ F (P), the entry P(Γ , Γ ′) denotes the probabil-
ity to transition from state Γ to state Γ ′ in a single step. Note that P is time-homogeneous and
that, for all Γ , Γ ′ ∈ F (P) with P(Γ , Γ ′) > 0, it holds that the symmetric difference of Γ and Γ ′
has a cardinality of at most 1, since the polymer families of a polymer clique are all singletons.
Further note that M(P) has a positive self-loop probability, as the polymer families from a
polymer clique are pairwise incompatible.
The transition probabilities of two neighboring states of M(P) follow a simple pattern. In
order to ease notation, for all γ ∈ C, let zγ =
∑
i∈[m] : γ ∈Λi 1/Z |Λi . For all Γ , Γ ′ ∈ F (P) such
that there is a γ ∈ C, γ < Γ such that Γ ′ = Γ ∪ {γ }, it holds that
P(Γ , Γ ′) = 1
m
∑
i∈[m] :
γ ∈Λi
µ |Λi ({γ }) =
1
m
∑
i∈[m] :
γ ∈Λi
wγ
Z |Λi
= wγ
zγ
m
> 0 and that (5)
P(Γ ′, Γ ) = 1
m
∑
i∈[m] :
γ ∈Λi
µ |Λi ({∅}) =
1
m
∑
i∈[m] :
γ ∈Λi
1
Z |Λi
=
zγ
m
> 0.
We show that the polymer clique dynamics are suitable for sampling from the Gibbs distri-
bution of a polymer model, since the limit distribution of the Markov chain converges to µ.
◮ Lemma 4. Let P be a polymer model. The polymer Markov chain M(P) is ergodic with
stationary distribution µ(P). ◭
Proof. First, note that M(P) is irreducible, as there is a positive probability to go from any
polymer family Γ ∈ F to the empty polymer family ∅ in a finite number of steps by consecu-
tively removing each polymer γ ∈ Γ . Similarly, there is a positive probability to go from ∅ to
any polymer family Γ ′ ∈ F in a finite number of steps by consecutively adding all polymers
γ ′ ∈ Γ ′.
We proceed by proving that µ(P), which we abbreviate as µ, is a stationary distribution
ofM(P). To this end, we show thatM(P) satisfies the detailed-balance condition with respect
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to µ. That is, for all Γ , Γ ′ ∈ F , it holds that
µ(Γ ) · P(Γ , Γ ′) = µ(Γ ′) · P(Γ ′, Γ ). (6)
Note that it is sufficient to check equation (6) for all pairs of states with a symmetric difference
of exactly one polymer.
Let Γ , Γ ′ ∈ F and assume without loss of generality that Γ ′ = Γ ∪ {γ } for some polymer
γ < Γ . Note that, by equation (5), P(Γ , Γ ′) = wγ · P(Γ ′, Γ ). Further, by definition of the Gibbs
distribution, we have µ(Γ ′) = wγ · µ(Γ ). Thus, we get
µ(Γ ) · P(Γ , Γ ′) = µ(Γ ) · wγ · P(Γ ′, Γ ) = µ(Γ ′) · P(Γ ′, Γ ),
which shows that µ is a stationary distribution of M(P).
Finally, we argue that M(P) is ergodic. Note that an irreducible Markov chain has a sta-
tionary distribution if and only if it is positive recurrent. In addition, every state of M(P)
has a positive self-loop probability, which implies that the chain is aperiodic. This shows that
M(P) is ergodic and concludes the proof. 
Recall Condition 1 (clique dynamics) from the introduction. Assuming that the condition
holds, we obtain the following bound on the mixing time ofM(P).
◮ Lemma 5. Let P = (C,w, /) be a polymer model satisfying the clique dynamics condition
with function f , and let Λ be a polymer clique cover of P with sizem. Then, for all ε ∈ (0, 1],
it holds that
τM(P)(ε) ∈ O
©­­«
m3
minγ ∈C{zγ }
ln
©­­«m
maxγ ∈C
{
f (γ )
zγ (1+wγ )
}
minγ ∈C
{
f (γ )
zγ (1+wγ )
} ª®®¬
2
ln
(
1
ε
)ª®®¬. ◭
Proof. We aim to apply Theorem 2, which requires us to define a potential δ . We do so by
utilizing the function δ ′ : C → R>0 with γ 7→ f (γ )/
(
zγ (1 + wγ )
)
. Let ⊕ denote the symmetric
set difference. For all Γ , Γ ′ ∈ F , we define
δ (Γ , Γ ′) =
∑
γ ∈Γ ⊕Γ ′
δ ′(γ ).
Note that δ (Γ , Γ ′) only depends on the symmetric difference of Γ and Γ ′ and that δ (Γ , Γ ′) = 0
if and only if Γ ⊕ Γ ′ = ∅, which only is the case when Γ = Γ ′.
We continue by constructing a coupling between two copies of M(P), namely between
(Xt )t ∈N and (Yt )t ∈N. We couple these chains such that, for each transition,
• both choose the same index i ∈ [m] and
• both draw the same polymer family Γ∆ ∈ F|Λi from µ |Λi .
This constitutes a valid coupling, as each chain transitions according to its desired marginal
transition probabilities.
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We now show for all t ∈ N and Γ , Γ ′ ∈ F that
E[δ (Xt+1,Yt+1) | Xt = Γ ,Yt = Γ ′ ] ≤ δ (Γ , Γ ′).
Note that this trivially holds if Γ = Γ ′, as the chains X and Y behave identically from then on.
Thus, we are left with the case that Γ , Γ ′, which implies that |Γ ⊕ Γ ′ | ≥ 1.
We introduce the following notation. For all γ ∈ C, let N (γ ) = {γ ′ ∈ C | γ ′ /γ ,γ ′ , γ }
denote the neighborhoodofγ . We extend this definition to arbitrary subsets of polymersB ⊆ C
by N (B) = ⋃γ ∈B N (γ ).
Let ∆ = Γ ⊕ Γ ′, and let γ ∈ ∆. Assume without loss of generality that γ ∈ Γ . By equation (5),
with probability zγ /m, the chain X removes γ and the chain Y remains in its state. Conse-
quently, δ (Xt+1,Yt+1) decreases by δ ′(γ ). Similarly, if γ ∈ ∆ \ N (∆), with probability wγzγ /m,
the chain Y adds γ and the chainX remains in its state. Again, δ (Xt+1,Yt+1) decreases by δ ′(γ ).
Let δ−(Γ , Γ ′) denote the expected (conditional) decrease of δ . By the observations above, we
see that
δ−(Γ , Γ ′) =
∑
γ ∈∆
δ ′(γ )zγ
m
+
∑
γ ∈∆\N (∆)
δ ′(γ )wγ
zγ
m
=
∑
γ ∈∆
δ ′(γ )zγ
m
(1 + wγ ) −
∑
γ ∈∆∩N (∆)
δ ′(γ )wγ
zγ
m
.
Moreover, δ increases whenever a polymer γ is added to only one of both chains. This only
occurs if γ ∈ N (∆) \ ∆ and has probability wγ zγ /m for each such polymer. Similarly to the
expected decrease, we denote the expected increase by δ+(Γ , Γ ′). We bound
δ+(Γ , Γ ′) ≤
∑
γ ∈N (∆)\∆
δ ′(γ )wγ
zγ
m
=
∑
γ ∈N (∆)
δ ′(γ )wγ
zγ
m
−
∑
γ ∈∆∩N (∆)
δ ′(γ )wγ
zγ
m
≤
∑
γ ∈∆
∑
γ ′∈N (γ )
δ ′(γ ′)wγ ′
zγ ′
m
−
∑
γ ∈∆∩N (∆)
δ ′(γ )wγ
zγ
m
.
Together, we obtain
E[δ (Xt+1,Yt+1) | Xt = Γ ,Yt = Γ ′ ] = δ (Γ , Γ ′) + δ+(Γ , Γ ′) − δ−(Γ , Γ ′)
≤ δ (Γ , Γ ′) +
∑
γ ∈∆
∑
γ ′∈N (γ )
δ ′(γ ′)wγ ′
zγ ′
m
−
∑
γ ∈∆
δ ′(γ )zγ
m
(1 + wγ )
= δ (Γ , Γ ′) +
∑
γ ∈∆
©­«
∑
γ ′∈N (γ )
δ ′(γ ′)wγ ′
zγ ′
m
− δ ′(γ )zγ
m
(1 + wγ )ª®¬.
We proceed by showing that, for each γ ∈ ∆, the respective summand in the sum above is at
most zero. By the definition of δ ′, we get
∑
γ ′∈N (γ )
δ ′(γ ′)wγ ′
zγ ′
m
− δ ′(γ )zγ
m
(1 + wγ ) =
1
m
©­«
∑
γ ′∈N (γ )
f (γ ′) wγ
′
1 + wγ ′
− f (γ )ª®¬.
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By the definition of N (γ ) and since P satisfies the clique dynamics condition, we bound
1
m
©­«
∑
γ ′∈N (γ )
f (γ ′) wγ
′
1 + wγ ′
− f (γ )ª®¬ = 1m
©­­­«
∑
γ ′∈C : γ ′ /γ
γ ′,γ
f (γ ′) wγ
′
1 + wγ ′
− f (γ )
ª®®®¬ ≤ 0.
Consequently, we get that
E[δ (Xt+1,Yt+1) | Xt = Γ ,Yt = Γ ′ ] ≤ δ (Γ , Γ ′).
We now show that there are values η,κ ∈ (0, 1) such that, for all t ∈ N and all Γ , Γ ′ ∈ F
with Γ , Γ ′, it holds that
Pr
[ |δ (Xt+1,Yt+1) − δ (Γ , Γ ′)| ≥ ηδ (Γ , Γ ′)  Xt = Γ ,Yt = Γ ′] ≥ κ . (7)
Note that every polymer family in F has at mostm polymers because it can have at most one
polymer from each polymer clique. Thus, for ∆ = Γ ⊕ Γ ′, we bound |∆ | ≤ 2m. Consequently,
there is at least one polymer γ ∈ ∆ such that δ ′(γ ) ≥ δ (Γ , Γ ′)/(2m). Assume without loss of
generality that γ ∈ Γ . With probability zγ /m, chain X deletes γ and chain Y remains in its
state, resulting in |δ (Xt+1,Yt+1) − δ (Γ , Γ ′)| ≥ δ ′(γ ) ≥ δ (Γ , Γ ′)/(2m). Thus, equation (7) is true
for η = 1/(2m) and κ = zγ /m ≥
(
minγ ∈C{zγ }
)/m.
It remains is to determine d,D ∈ R>0 such that, for all Γ , Γ ′ ∈ F with Γ , Γ ′, it holds that
δ (Γ , Γ ′) ∈ [d,D]. Let ∆ = Γ ⊕ Γ ′, noting again that |∆ | ≤ 2m. We choose
d ≥ min
γ ∈C
{δ ′(γ )} = min
γ ∈C
{
f (γ )
zγ (1 + wγ )
}
and
D ≤ 2mmax
γ ∈C
{δ ′(γ )} = 2mmax
γ ∈C
{
f (γ )
zγ (1 + wγ )
}
.
Applying Theorem 2 and observing that ln
(
1 + 12m
)2 ≥ 1
4m2
concludes the proof. 
Last, we combine Lemmas 4 and 5 and obtain the main result of this section.
◮ Theorem 6. LetP = (C,w, /) be a polymermodel, let Λ be a polymer clique cover ofP with
size m, and let Zmax = maxi∈[m]{Z |Λi }. Further, assume that P satisfies the clique dynamics
condition with function f , and let fmax = maxγ ∈C{ f (γ )} and fmin = minγ ∈C{ f (γ )}.
Then the Markov chain M(P) has the unique stationary distribution µ(P) and, for all ε ∈
(0, 1], it holds that
τM(P)(ε) ∈ O
(
m3Zmax ln
(
m2Z 2max
fmax
fmin
)2
ln
(
1
ε
))
. ◭
Proof. By Lemma 4, it follows that M(P) has the unique stationary distribution µ(P). The
bound on the mixing time follows from Lemma 5 and by observing that, for all γ ∈ C, it holds
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that
1
Zmax
≤ zγ ≤m and 1 ≤ 1 + wγ ≤ Zmax. 
Note that, if a polymer model P satisfies, for all γ ∈ C and some f : C → R>0, that∑
γ ′∈C : γ ′ / γ
f (γ ′)wγ ′ ≤ f (γ ),
then it satisfies the clique dynamics condition for the same function f . Although the condition
above is slightly more restrictive than the clique dynamics condition, it is more convenient to
use for algorithmic applications. It can be seen as a weaker and more general version of the
mixing condition by Chen et al. [7].
3.1 Comparison to conditions for cluster expansion
In order to set our clique dynamics condition in the context of existing conditions for absolute
convergence of the cluster expansion, we compare it to the condition of Fernández and Procacci
[15]. We choose it for comparison because it is, to the best of our knowledge, the least restric-
tive condition for absolute convergence of the cluster expansion of abstract polymer models.
As Fernández and Procacci [15] show, their condition is an improvement over other known
conditions, including the Dobrushin condition [11] and the Kotecký–Preiss condition [36].
◮ Definition 7 (Fernández and Procacci [15]). Let P = (C,w, /) be a polymer model, and
let N (γ ) = {γ ′ ∈ C | γ ′ /γ }. We say that P satisfies the Fernández–Procacci condition if and
only if there is a function f : C → R>0 such that, for all γ ∈ C, it holds that∑
Γ ∈F(P)|N (γ )
∏
γ ′∈Γ
f (γ ′)wγ ′ ≤ f (γ ). ◭
Note that we state the condition slightly differently from the version of the original authors
to ease comparison. The original form is recovered by setting f : γ 7→ f ′(γ )/wγ for some
function f ′ : C → R>0. Further, the original version allows f (or f ′ respectively) to take the
value 0. However, note that if f (γ ) = 0 for any γ ∈ C, then the condition is trivially void
because ∅ ∈ F (P)|N (γ ), which lower bounds the left hand side of the inequality by 1.
The following statement shows how our clique dynamics condition relates to the Fernández–
Procacci condition as given in Definition 7.
◮ Proposition 8. If a polymermodelP = (C,w, /) satisfies the Fernández–Procacci condition
for a function f , then it also satisfies the clique dynamics condition for the same function. ◭
Proof. Note that ∅ ∈ F (P)|N (γ ) and, for all γ ′ ∈ C with γ ′ /γ , it holds that {γ ′} ∈ F
(P)
|N (γ ). Thus,∑
γ ′∈C : γ ′ /γ
f (γ ′)wγ ′ < 1 +
∑
γ ′∈C : γ ′ / γ
f (γ ′)wγ ′ ≤
∑
Γ ∈F(P)|N (γ )
∏
γ ′∈Γ
f (γ ′)wγ ′ ≤ f (γ ).
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As discussed above, this implies that P satisfies the clique dynamics condition. 
Note that Proposition 8 implies that if a polymer model satisfies the Fernández–Procacci
condition for a function f , then Theorem 6 bounds the mixing time of the polymer Markov
chain for any given clique cover. Further, Proposition 8 and its implied mixing time bounds for
the polymer Markov chain carry over to all convergence conditions that are more restrictive
than the Fernández–Procacci condition, such as the Dobrushin condition and the Kotecký–
Preiss condition.
4 Algorithmic results
We now discuss how the polymer Markov chainM of a polymer model P with a clique cover
of sizem is used to approximate Z (P) in a randomized fashion. To this end,M is turned into
an approximate sampler for P (Theorem 9). Then this sampler is applied in an algorithmic
framework (Algorithm 1) that yields an ε-approximation of Z (P) (Theorem 12). Under certain
assumptions, such as that the restricted partition function of each polymer clique is in poly(m),
the approximation is computable in time poly(m/ε).
In order to discuss the computation time of operations on a polymer model rigorously, we
need to make assumptions about the operations we consider and their computational cost. To
this end, we say that a polymer model P = (C,w, /) with a polymer clique cover Λ of sizem is
computationally feasible if and only if all of the following operations can be performed in time
poly(m):
(1) for all i ∈ [m], we can draw Λi uniformly at random,
(2) for all i ∈ [m] and all γ ∈ C, we can check whether γ ∈ Λi ,
(3) for all γ ,γ ′ ∈ C, we can check whether γ /γ ′,
(4) for all γ ∈ C, we can compute wγ .
In addition to the more complex operations above, we further assume that, for all γ ∈ C and
all Γ ∈ F , we can compute Γ \ {γ } and Γ ∪ {γ }, and we can decide whether Γ = ∅ in time
poly(m).
Please note that we do not use assumption (4) in this section and it could thus be dropped
from the definition. However, as we require it for our results in Section 6.1, where we consider
algorithmic applications of polymer models, we include it here.
4.1 Sampling from the Gibbs distribution
We show under what assumptions one can approximately sample from the Gibbs distribution
of a computationally feasible polymer model in time polynomial in the size of the clique cover.
◮ Theorem 9. Let P = (C,w, /) be a computationally feasible polymer model, let Λ be a
polymer clique cover of P with sizem, and let Zmax = maxi∈[m]{Z |Λi }. Further, assume that
(a) Zmax ∈ poly(m),
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(b) P satisfies the clique dynamics condition for a function f such that, for all γ ∈ C, it
holds that e−poly(m) ≤ f (γ ) ≤ epoly(m), and that,
(c) for all i ∈ [m], we can sample from µ |Λi in time poly(m).
Then, for all ε ∈ (0, 1], we can ε-approximately sample from µ in time poly(m/ε). ◭
Proof. In order to sample from µ, we utilize the polymer Markov chainM(P) based on Λ. By
Theorem 6, it holds that
τM(P)(ε) ∈ O
(
m3Zmax ln
(
m2Z 2max
fmax
fmin
)2
ln
(
1
ε
))
.
Due to assumptions (a) and (b), it holds that τM(P)(ε) ∈ poly(m/ε). It remains to show that
each step of M(P), as laid out in Definition 3, can be computed in time poly(m). To this end,
let Xt denote the current state of poly(m).
Because of assumptions (1) and (c), for all i ∈ [m], we can draw Λi uniformly at random and
can sample Γ ∈ F|Λi according to µ |Λi in time poly(m). This covers lines 1 and 2.
Regarding Line 3, note that we can check whether Γ = ∅ in time poly(m).Assume that Γ = ∅,
and note that |Xt | ≤ m ∈ poly(m), as Xt contains at most one polymer per polymer clique. In
order to compute Xt \ Λi , it suffices to iterate over every γ ∈ Γ and check if γ ∈ Λi , which
can be done in time poly(m), by assumption (2). Once we found γ ∈ Λi , we remove it in time
poly(m).
Regarding Line 4, assume now that Γ = {γ } for some γ ∈ Λi . In order to decide ifXt ∪Γ is a
valid polymer family, it is sufficient to iterate over all γ ′ ∈ Xt and check whether any of them
is incompatible to γ . By assumption (3) this can be done in time poly(m), which concludes the
proof. 
By making a slightly stronger assumption about the polymer model, assumptions (a) and (b)
of Theorem 9 are easily satisfied.
◮ Observation 10. Recall from Section 3 that if P satisfies, for all γ ∈ C, the slightly more
restrictive condition ∑
γ ′∈C : γ ′ /γ
f (γ ′)wγ ′ ≤ f (γ ), (8)
then the clique dynamics condition is satisfied for the same function f . Thus, if equation (8)
holds for an appropriate function f , assumption (b) also holds. Further, by setting γ to be the
polymer in Λi thatminimizes f , equation (8) implies thatZ |Λi ≤ 2, meaning that assumption (a)
is trivially satisfied. ◭
4.2 Approximation of the partition function
By now, we mainly discussed conditions for approximately sampling from the Gibbs distribu-
tion. We now discuss to turn this into a randomized approximation for the partition function.
To this end, we apply self-reducibility [32]. However, note that the obvious way for applying
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Algorithm 1: Randomized approximation of the partition function of a polymer model
Input: polymer model P = (C,w, /), polymer clique cover of P with sizem, number of
samples s ∈ N>0, sampling error εs ∈ (0, 1]
Output: ε-approximation of Z (P) according to Lemma 11
1 for i ∈ [m] do
2 for j ∈ [s] do
3 Γ (j) ← εs -approximate sample from µ |Ki ;
4 σ̂i ← 1s
∑
j ∈[s] 1
{
Γ (j) ∈ F|Ki−1
}
;
5 σ̂ ← ∏i∈[m] σ̂i ;
6 return 1/σ̂ ;
self-reducibility, namely based on single polymers, might take |C| reduction steps. This is not
feasible in many algorithmic applications of polymer models.
To circumvent this problem, we propose a self-reducibility argument based on polymer
cliques. By doing so, the number of reductions is bounded by the size of the clique cover that
is used, thus adding no major overhead to the runtime of our proposed approximate sampling
scheme. Besides this idea of applying self-reducibility based on cliques, most of our arguments
are analogous to known applications, like in [31, Chapter 3].
We proceed by formalizing clique-based self-reducibility. Let P = (C,w, /) be a polymer
model, and let Λ be a polymer clique cover of P with sizem. We define a sequence of subsets
of polymers (Ki )0≤i≤m with K0 = ∅ and, for i ∈ [m], with Ki = Ki−1 ∪ Λi .
Further, for all i ∈ [m], let σi = Z |Ki−1/Z |Ki . Note that Z |K0 = 1 and Z |Km = Z . It holds that
Z =
∏
i∈[m]
Z |Ki
Z |Ki−1
=
©­«
∏
i∈[m]
σi
ª®¬
−1
.
Hence, when approximating Z , it is sufficient to focus, for all i ∈ [m], on approximating σi .
For all i ∈ [m], a similar relation holds with respect to the probability that a random Γ ∈ F|Ki
is already in F|Ki−1 . More formally, let i ∈ [m], and let Γ ∼ µ |Ki . Note that
E
[
1
{
Γ ∈ F|Ki−1
}]
=
∑
Γ ∈F|Ki
µ |Ki (Γ ) · 1
{
Γ ∈ F|Ki−1
}
=
∑
Γ ∈F|Ki−1
µ |Ki (Γ ) =
Z |Ki−1
Z |Ki
= σi . (9)
We use these observations in order to obtain a randomized approximation ofZ (Algorithm 1)
by iteratively, for all i ∈ [m], approximating σi by sampling from µ |Ki .
The following result bounds, for all ε ∈ (0, 1], the number of samples s and the sampling
error εs that are required by Algorithm 1 to obtain an ε-approximation of Z .
◮ Lemma 11. Let P = (C,w, /) be a polymer model, let Λ be a polymer clique cover of P
with size m, let Zmax = maxi∈[m]{Z |Λi }, and let ε ∈ (0, 1]. Consider Algorithm 1 for P with
s = 1 + 125Zmaxm/ε2 and εs = ε/(5Zmaxm).
Then Algorithm 1 returns a randomized ε-approximation of Z . ◭
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Proof. Let i ∈ [m]. We start by bounding σi . Note that Z |Ki ≥ Z |Ki−1 and Z |Ki ≤ Z |Ki−1Z |Λi .
Thus, 1/Zmax ≤ σi ≤ 1.
The remaining proof is split into two parts. First, we bound E[σ̂ ]with respect to 1/Z . Second,
we bound the absolute difference of σ̂ and E[σ̂ ]. Combining both errors concludes the proof.
Bounding E[σ̂ ]. Note that, for all i ∈ [m], it holds that σi − εs ≤ E[σ̂i ] ≤ σi + εs , since σ̂i is
the mean of εs -approximate samples. By the bounds on σi and our choice of εs , we get(
1 − ε
5m
)
σi ≤ E[σ̂i ] ≤
(
1 +
ε
5m
)
σi .
Recall that 1/Z = ∏i∈[m] σi . Further, since {σ̂i }i∈[m] are mutually independent, we have
E[σ̂ ] = ∏i∈[m] E[σ̂i ]. Consequently, since, for all x ∈ [0, 1] and all k ∈ N>0, it holds that
e−x/k ≤ 1 − x/(k + 1) [31, Chapter 3], we obtain
e−ε/4
1
Z
≤
(
1 − ε
5m
)m 1
Z
≤ E[σ̂ ] ≤
(
1 +
ε
5m
)m 1
Z
≤ eε/5 1
Z
≤ eε/4 1
Z
. (10)
Bounding the absolute difference of σ̂ and E[σ̂ ]. By Chebyshev’s inequality, we get
Pr
[
|σ̂ − E[σ̂ ]| ≥ ε
5
E[σ̂ ]
]
≤ 25
ε2
Var[σ̂ ]
E[σ̂ ]2
=
25
ε2
(
E
[
σ̂ 2
]
E[σ̂ ]2
− 1
)
.
Again, by the mutual independence of {σ̂i }i∈[m] , we have E[σ̂ ]2 =
∏
i∈[m] E[σ̂i ]2 and E
[
σ̂ 2
]
=∏
i∈[m] E
[
σ̂i
2] . Thus,
Pr
[
|σ̂ − E[σ̂ ]| ≥ ε
5
E[σ̂ ]
]
≤ 25
ε2
©­«
∏
i∈[m]
E
[
σ̂i
2]
E[σ̂i ]2
− 1ª®¬ = 25ε2 ©­«
∏
i∈[m]
(
1 +
Var[σ̂i ]
E[σ̂i ]2
)
− 1ª®¬.
For bounding the variance of σ̂i , recall that σ̂i =
1
s
∑
j ∈[s] 1
{
Γ (j) ∈ F|Ki−1
}
, where {Γ (j)}j ∈[s]
are independently drawn from an εs -approximation of µ |Ki . By equation (9), we have
Var[σ̂i ] =
1
s2
∑
j ∈[s]
Var
[
1
{
Γ (j) ∈ F|Ki−1
}]
=
1
s
E[σ̂i ](1 − E[σ̂i ]).
Noting that E[σ̂i ] ≥
(
1 − ε/(5m))σi ≥ 4/(5Zmax), we bound
Var[σ̂i ]
E[σ̂i ]2
=
1
sE[σ̂i ]
− 1
s
≤ 5Zmax
4s
.
Hence, using that, for all x ∈ [0, 1] and all k ∈ N>0, it holds that ex/(k+1) ≤ 1 + x/k , we obtain
Pr
[
|σ̂ − E[σ̂ ]| ≥ ε
5
E[σ̂ ]
]
≤ 25
ε2
((
1 +
5Zmax
4s
)m
− 1
)
≤ 25
ε2
(
e5Zmaxm/(4s) − 1
)
≤ 25
ε2
5Zmaxm
4s − 1 .
Due to our choice of s, and using the same approach as in bounding equation (10), with proba-
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bility at least 3/4, it holds that
e−ε/4E[σ̂ ] ≤
(
1 − ε
5
)
E[σ̂ ] ≤ σ̂ ≤
(
1 +
ε
5
)
E[σ̂ ] ≤ eε/4E[σ̂ ]. (11)
Combining the results. Combining equations (10) and (11) yields that
(1 − ε)Z ≤ e−ε/2Z ≤ 1
σ̂
≤ eε/2Z ≤ (1 + ε)Z
with probability at least 3/4, which concludes the proof. 
Based on Algorithm 1 and Lemma 11, we now state our main theorem on the approximation
of the partition function of an abstract polymer model.
◮ Theorem 12. Let P = (C,w, /) be a computationally feasible polymer model, let Λ be a
polymer clique cover of P with sizem. Assume that P satisfies the conditions of Theorem 9.
Then, for all ε ∈ (0, 1], there is a randomized ε-approximation of Z computable in time
poly(m/ε). ◭
Proof. The statement follows from Lemma 11, choosing the parameters of Algorithm 1 accord-
ingly. Note that Theorem 9 both assume that Zmax ∈ poly(m). This implies that s ∈ poly(m/ε)
and that we can sample εs -approximately from µ in time poly(m/ε). Note that, for all i ∈ [m],
the same holds for µ |Ki , as this only requires the Markov chain to ignore some of the polymer
cliques in each step. 
5 Multi-component hard-sphere mixtures
We study the grand canonical ensemble of the hard-sphere model in a d-dimensional finite
hypercube V = [0, ℓ)d of side length ℓ ∈ R≥1. In this model, particles are represented as
d-dimensional balls; let vd denote the volume of a d-dimensional unit ball. We consider a
mixture of q ∈ N>0 different types of particles Q = {(ri ,pi )}i∈[q], each characterized by a
radius ri ∈ R>0 and a contribution to the chemical potential pi ∈ R. In what follows, we
assume for the maximum radius rmax = maxi∈[q]{ri } that rmax ∈ O(ℓ), which means that the
largest observed particles are asymptotically not larger than the considered spatial region V .
Moreover, we assume that particles of the same type are indistinguishable, which is usually the
case for the systems considered in statistical physics. That is, all placements of non-overlapping
particles inV that are similar up to swapping two particles of the same type are considered as
one and the same configuration.
As we briefly discussed in Section 1.2.3, a probabilistic interpretation of this model is that,
for each particle type i ∈ [q], the centers of particles are distributed according to a Poisson
point process of intensity epi on V . The distribution of states in the ensemble is characterized
by the mixture of these point processes conditioned on the particles not overlapping.
In this probabilistic sense, the grand canonical partition function is the normalizing constant
of the corresponding probability density over all states of the system. For a given space V and
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a set of q particle typesQ , it is formally defined as
Z (V ,Q) = 1 +
∑
k∈N>0
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬
∫
V k
Dr (1), . . .,r (k)
(
x (1), . . . ,x (k)
)
dνd×k ,
where
• ki represents the number of particles of type i,
•
∑
k1+· · ·+kq
=k
denotes the sum over all (ki )i∈[q] ∈ Nq such that
∑
i∈[q] ki = k ,
• for each i ∈ [q], the factor 1/(ki !) cancels the effect of double-counting placements that
are equal up to swapping particles of type i,
• r (i) assigns particle i its radius, i.e., r (i) = rj for j ∈ [q] such that
∑
a<j ka < i ≤
∑
a≤j ka ,
• Dr (1), . . .,r (k) : Rd×k → {0, 1} is 1 if and only if the particles with radii r (1), . . . , r (k) and
centers (x (1), . . . ,x (k)) ∈ Rd×k are non-overlapping, and
• νd×k is the Lebesgue measure on Rd×k .
Readers who are familiar with this model from physics might notice that we omitted the
influence of the inverse temperature and the Boltzmann constant. We did this in order to
simplify notation. However, note that this can be included by scaling the chemical potentials
appropriately. A physicist’s version of this definition can, for example, be found in [50].
In the following section, we propose a discrete version of the hard-sphere model and prove
sufficient conditions for approximating its partition function via a polymer representation
(Lemma 15). Then, we show how the continuousmodel ismapped to the discretemodel, andwe
bound the speed of convergence with respect to the resolution of the discretization (Lemma 17).
Based on that, we obtain rigorous computational results for the continuousmodel (Theorem 19)
and demonstrate their application to a common form of chemical potential (Proposition 20).
5.1 Discrete hard-sphere model and polymer representation
We discretize the hard-sphere model in the following sense: instead of allowing particles to
take arbitrary position in a continuous d-dimensional cubeV , we restrict their centers to be at
discrete grid points of a finite d-dimensional square lattice.
Formally, the discrete hard-sphere model ind dimensions is defined by a finite integer lattice
G = [0,n)d ∩ Nd for n ∈ N>0 and a set of q particle types Q = {(ri ,pi )}i∈[q], again each
characterized by a radius ri ∈ R>0 and a chemical potential pi ∈ R. As before, particles of the
same type are assumed to be indistinguishable.
Analogously to the continuous model, the grand canonical partition function of the discrete
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hard-sphere model is defined by
Z (G,Q) = 1 +
∑
k∈N>0
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬
∑
(x (1), . . .,x (k ))
∈Gk
Dr (1), . . .,r (k)
(
x (1), . . . ,x (k)
)
,
where
• ki is the number of particles of type i ∈ [q],
•
∑
k1+· · ·+kq
=k
denotes the sum over all (ki )i∈[q] ∈ Nq such that
∑
i∈[q] ki = k , and
• r (i) and Dr (1), . . .,r (k) : Rd×k → {0, 1} are defined as in the continuous case.
We continue by showing how we use polymer models to approximate the grand canonical
partition function of the discrete hard-sphere model. For this, we use the following definition
of a polymer representation.
◮ Definition 13 (polymer representation of the discrete hard-sphere model). Given an
instance of the discrete hard-sphere model (G,Q), we define its polymer representation to be
the polymer model P = (C,w, /) such that
• each polymer γ ∈ C is defined by a a tuple (xγ , rγ ,pγ ) with xγ ∈ G and (rγ ,pγ ) ∈ Q , and
each such combination results in a polymer,
• two polymers γ ,γ ′ ∈ C are incompatible if and only if d (xγ ,xγ ′ ) < rγ + rγ ′ , and,
• for each polymer γ ∈ C, we set wγ = epγ .
Further, we might say that a polymer γ ∈ C with γ = (xγ , rγ ,pγ ) is of type i ∈ [q] if (rγ ,pγ ) =
(ri ,pi ), and at position x ∈ G if xγ = x . ◭
The following lemma justifies using this polymer representation to approximate the grand
canonical partition function of the discrete hard-sphere model.
◮ Lemma 14. For an instance of the discrete hard-sphere model (G,Q) and its polymer repre-
sentation P = (C,w, /) as in Definition 13, it holds that Z (P) = Z (G,Q). ◭
Proof. Since ∅ contributes 1 to Z (P), it is sufficient to show
∑
Γ ∈F
|Γ | ≥1
∏
γ ∈Γ
wγ =
∑
k∈N>0
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬
∑
(x (1), . . .,x (k ))
∈Gk
Dr (1), . . .,r (k)
(
x (1), . . . ,x (k)
)
.
We start by rewriting the left-hand side in terms of the power set of the set of polymers:∑
Γ ∈F
|Γ | ≥1
∏
γ ∈Γ
wγ =
∑
Γ ∈2C
|Γ | ≥1
∏
γ ∈Γ
wγ
∏
γ ,γ ′∈Γ
γ,γ ′
(1 − 1{γ /γ ′}) =
∑
k∈N>0
∑
Γ ∈2C
|Γ |=k
∏
γ ∈Γ
wγ
∏
γ ,γ ′∈Γ
γ,γ ′
(1 − 1{γ /γ ′}).
23
Let Bi ⊆ C for i ∈ [q] be the set of polymers of type i. Note that the sets Bi form a partition
of C. Thus, we have∑
k∈N>0
∑
Γ ∈2C
|Γ |=k
∏
γ ∈Γ
wγ
∏
γ ,γ ′∈Γ
γ,γ ′
(1 − 1{γ /γ ′})
=
∑
k∈N>0
∑
k1+. . .+kq
=k
∑
Γ1∈2B1
|Γ |=k1
. . .
∑
Γq ∈2Bq
|Γ |=kq
∏
γ ∈⋃i∈[q] Γi wγ
∏
γ ,γ ′∈⋃i∈[q] Γi
γ,γ ′
(1 − 1{γ /γ ′}).
(12)
Since the weight of each polymer of type i ∈ [q] is the same, namely epi , we get∏
γ ∈⋃i∈[q] Γi wγ =
∏
i∈[q]
ekipi .
Note that two polymers γ ,γ ′ ∈ Bi are equal if and only if xγ = xγ ′ , that is, there is a one-
to-one correspondence between polymers in Bi and positions in G. Let Ki =
∑
j ∈[i−1] kj ; note
that K1 = 0. We rewrite equation (12) as∑
k∈N>0
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ª®¬
∑
(x (K1+1), . . .,x (K1+k1))
∈Gk1
1
k1!
. . .
∑
(
x (Kq+1), . . .,x (Kq+kq )
)
∈Gkq
1
kq !
·
∏
i, j ∈[q]
∏
Ki+1≤a≤Ki+ki
Kj+1≤b≤Kj+kj
a,b
1
{
d
(
x (a),x (b)
)
≥ ri + rj
}
. (13)
Last, using that∏
i, j ∈[q]
∏
Ki+1≤a≤Ki+ki
Kj+1≤b≤Kj+kj
a,b
1
{
d
(
x (a),x (b)
)
≥ ri + rj
}
= Dr (1), . . .,r (k)
(
x (1), . . . ,x (k)
)
,
we conclude the proof by simplifying equation (13) to
∑
k∈N>0
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ª®¬
∑
(x (K1+1), . . .,x (K1+k1))
∈Gk1
1
k1!
. . .
∑
(
x (Kq+1), . . .,x (Kq+kq )
)
∈Gkq
1
kq !
Dr (1), . . .,r (k)
(
x (1), . . . ,x (k)
)
=
∑
k∈N>0
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬
∑
(x (1), . . .,x (k ))
∈Gk
Dr (1), . . .,r (k)
(
x (1), . . . ,x (k)
)
. 
24
Using this equality, we obtain conditions for an efficient approximation of the grand canon-
ical partition function of the discrete hard-sphere model by investigating the computational
properties of its polymer representation. Our result is presented in the following lemma.
◮ Lemma 15. Given an instance of the d-dimensional discrete hard-sphere model (G,Q) with
G = [0,n)d ∩Nd and q particle typesQ = {(ri ,pi )}i∈[q], let rmin = mini∈[q]{ri }, and let bd (r ) be
an upper bound on the number of integer points in a d-dimensional sphere of radius r ∈ R>0,
centered at the origin. Assume that, for all i ∈ [q], there is an hi ∈ R>0 with
exp
(
−
(
n
rmin
)d )
≤ hi ≤ exp
((
n
rmin
)d )
such that, for all j ∈ [q], it holds that∑
i∈[q]
bd
(
ri + rj
)
epi
hi
hj
≤ 1. (14)
Then, for each ε ∈ (0, 1], there is a randomized ε-approximation of Z (G,Q) computable in
time
poly
©­«
(
n
√
d
2rmin
)d
q + d ln(n)
ε
ª®¬. ◭
Proof. By Lemma 14, it is sufficient to approximate the partition function Z (P) of the polymer
representation P = (C,w, /) of (G,Q). We show that, by Theorem 9, we can sample efficiently
from µ(P). Applying Theorem 12 afterward concludes the proof.
We start by fixing a polymer clique cover Λ of P and bounding its size. To this end, for a
tuple (i1, . . . , id ) ∈ Nd , let
Hi1, . . .,id =
{
(x1, . . . ,xd ) ∈ G
 ∀j ∈ [d] : i j ⌊ 2√
d
rmin
⌋
≤ x j < (i j + 1)
⌊
2√
d
rmin
⌋ }
.
In other words, we divide G into subcubes with side length at most 2rmin/
√
d . Note that each
pair of polymers γ ,γ ′ ∈ C with xγ ,xγ ′ ∈ Hi1, . . .,id is incompatible, as d
(
xγ ,xγ ′
)
< 2rmin. We
identify each polymer clique by a tuple (i1, . . . , id ) ∈ Nd and set
Λi1, . . .,id = {γ ∈ C | xγ ∈ Hi1, . . .,id }.
This results in |Λ| ∈ O((n√d/rmin)d ) polymer cliques, from which we can draw one uni-
formly at random by choosing d uniform integers, each of size O
(
n
√
d/rmin
)
. Further, note that
checking whether a polymer γ ∈ C is in a certain polymer clique can be done by checking
whether xγ is in the corresponding region of the grid; and checking γ /γ
′ is equivalent to
comparing their Euclidean distance to the sum of their radii.
We now show that P satisfies the clique dynamics condition for an appropriate function f .
To simplify this step, we use Observation 10. For each γ ∈ C of type i ∈ [q], we set f (γ ) = hi .
Note that if a polymer γ ′ ∈ C of type i is incompatible to γ , then d (xγ ′,xγ ) < rγ ′ + rγ = ri + rγ .
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The number of such pairs is bounded from above by bd
(
ri + rγ
)
. Thus, for each γ ∈ C, it holds
that ∑
γ ′∈C : γ ′ /γ
wγ ′ f (γ ′) ≤
∑
i∈[q]
bd
(
ri + rγ
)
epihi .
Without loss of generality, let γ be of type j ∈ [q]. By equation (14),∑
i∈[q]
bd
(
ri + rj
)
epihi ≤ hj .
Because rγ = rj and f (γ ) = hj , Observation 10 implies that assumptions (a) and (b) of Theorem 9
are satisfied.
It remains to show that we can sample from the Gibbs distribution of each polymer clique
efficiently. For each i ∈ Nd, let Hi denote the region of the grid that corresponds to Λi . For all
γ ∈ Λi of type j ∈ [q], it holds that
µ |Λi ({γ }) =
wγ
Z |Λi
=
epj
Z |Λi
with Z |Λi = 1 +
∑
γ ∈Λi
wγ = 1 + |Hi |
∑
j ∈[q]
epj ,
where |Hi | denotes the number of grid points in Hi . Note that |Hi | can be calculated exactly in
time O(d ln(n)) knowing rmin, n, and d . Thus, we can compute Z |Λi in time O(q + d ln(n)). We
sample from µ |Λi as follows:
1. sample x ∈ Hi uniformly at random,
2. sample j ∈ [q] with probability proportional to epj , and
3. return ∅ with probability 1Z |Λi and {γ } with γ = (x, rj ,pj ) otherwise.
Note that step 1. needs time O(d ln(n)) by drawing d integers uniformly from the range that
corresponds toHi . In step 2., we enumerate in time O(q). Further, we return ∅ with probability
1/Z |Λi and, for each γ ∈ Λi of type j ∈ [q], we return the {γ } with probability
Z |Λi − 1
Z |Λi
· 1|Hi |
· e
pj∑
j ∈[q] epj
=
Z |Λi − 1
Z |Λi
· e
pj
Z |Λi − 1
=
epj
Z |Λi
,
which results in the desired distribution µ |Λi . 
Note that the problem of getting an upper bound bd (r ) on the number of integer points
in a hypersphere is sometimes also referred to as the Gauss circle problem in d dimensions.
Tight asymptotic upper bounds on this remain an open mathematical problem. An overview
on known bounds are, for example, reported by Strömbergsson and Södergren [46]. In general,
bd (r ) = 2drd works as a crude bound if r ≥ 2−d . However, depending on the radius r and the
number of dimensions d , more sophisticated bounds are applicable.
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5.2 Discretization method and results on the continuous model
We now show how our results on the discrete hard-sphere model relate to the continuous
version. In order to do so, we start by defining a transformation from the continuous to the
discrete model for a given resolution.
◮ Definition 16 (discretization of the continuous hard-sphere model). Let (V ,Q) be an
instance of the d-dimensional continuous hard-sphere model with V = [0, ℓ)d and q particle
types Q = {(ri ,pi )}i∈[q]. Further, let ρ ∈ R>0 be such that ρℓ ∈ N>0. The discretization of
(V ,Q) with resolution ρ is a d-dimensional discrete hard-sphere model (G(ρ),Q (ρ)) with
• G(ρ) = [0, ρℓ)d ∩Nd and
• Q (ρ) = {(r (ρ)i ,p
(ρ)
i )}i∈[q] , where r
(ρ)
i = ρri and p
(ρ)
i = pi − d ln(ρ). ◭
The following lemma shows that, for sufficiently large resolutions ρ, the discretization can be
seen as an approximation of the continuous hard-sphere model in terms of the grand canonical
partition function.
◮ Lemma 17. Let (V ,Q) be a continuous hard-sphere model with V = [0, ℓ)d and q parti-
cle types Q = {(ri ,pi )}i∈[q], let rmin = mini∈[q]{ri }, and let pmax = maxi∈[q]{pi }. For every
resolution ρ ≥ 2
√
d , it holds that
Z (V ,Q) ≥ ©­«1 − ρ−1 exp ©­«Θ©­«
(
l
√
d
2rmin
)d
d ln(l) + qepmaxª®¬ª®¬ª®¬ · Z
(
G(ρ),Q (ρ)
)
and
Z (V ,Q) ≤ ©­«1 + ρ−1 exp©­«Θ©­«
(
l
√
d
2rmin
)d
d ln(l) + qepmaxª®¬ª®¬ª®¬ · Z
(
G(ρ),Q (ρ)
)
. ◭
Proof. We prove the lemma by bounding the additive error
Z (V ,Q) − Z (G(ρ),Q (ρ)). Because
Z (V ,Q) ≥ 1, this directly results in the desired multiplicative bound.
In order to obtain an additive bound, we start by transforming Z
(
G(ρ),Q (ρ)
)
to a form that
is more similar to the form of Z (V ,Q). Note that, for each k ∈ N>0 and (k1, . . . ,kq) ∈ Nq with
k1 + · · · + kq = k , it holds that ∏
i∈[q]
ekip
(ρ )
i
ki !
=
(
1
ρ
)d ·k ∏
i∈[q]
ekipi
ki !
.
Let φ(ρ) : G(ρ) → V with (x1, . . . ,xd ) 7→ φ(ρ)(x) = (x1/ρ, . . . ,xd/ρ). Note that, for all
x (i),x (j) ∈ G(ρ) with assigned radii r (ρ)(i) = ρr (i) and r (ρ)(j) = ρr (j), it holds that
d
(
x (i),x (j)
)
≥ r (ρ)(i) + r (ρ)(j) ↔ d
(
φ(ρ)
(
x (i)
)
,φ(ρ)
(
x (j)
))
≥ r (i) + r (j).
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Thus, we see that
Z
(
G(ρ),Q (ρ)
)
= 1 +
∑
k∈N>0
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekip
(ρ )
i
ki !
ª®¬
∑
(x (1), . . .,x (k ))
∈(G (ρ ))k
Dr (ρ )(1), . . .,r (ρ )(k)
(
x (1), . . . ,x (k)
)
= 1 +
∑
k∈N>0
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬
∑
(x (1), . . .,x (k ))
∈(G (ρ ))k
(
1
ρ
)d ·k
Dr (1), . . .,r (k)
(
φ(ρ)
(
x (1)
)
, . . . ,φ(ρ)
(
x (k)
))
.
(15)
We continue by rewriting∑
(x (1), . . .,x (k ))
∈(G (ρ ))k
(
1
ρ
)d ·k
Dr (1), . . .,r (k)
(
φ(ρ)
(
x (1)
)
, . . . ,φ(ρ)
(
x (k)
))
for any fixed k ∈ N>0 and k1 + · · · + kq = k as an integral over V k . Let φ(ρ)
(
G(ρ)
)
⊆ V denote
the image of φ(ρ), and letΦ(ρ) : V → φ(ρ)
(
G(ρ)
)
with
(x1, . . . ,xd ) 7→
( ⌊ρx1⌋
ρ
, . . . ,
⌊ρxd ⌋
ρ
)
.
Further, for all k ∈ N>0 and all
(
x (1), . . . ,x (k)
)
∈
(
φ(ρ)
(
G(ρ)
))k
, let
W
(ρ)
x (1), . . .,x (k )
=
{(
y(1), . . . ,y(k)
)
∈ V k
 ∀i ∈ [k] : Φ(ρ) (y(i)) = x (i) }
=
((
Φ(ρ)
)−1 (
x (1)
))
× · · · ×
((
Φ(ρ)
)−1 (
x (k)
))
.
Note that the setsW
(ρ)
x (1), . . .,x (k )
partitionV k into (d×k)-dimensional hypercubes of side length 1/ρ.
Thus, for all
(
x (1), . . . ,x (k)
)
∈
(
φ(ρ)
(
G(ρ)
))k
, it holds that
νd×k
(
W
(ρ)
x (1), . . .,x (k )
)
=
(
1
ρ
)d ·k
.
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By this and by the definition of a Lebesgue integral for elementary functions, we obtain∑
(x (1), . . .,x (k ))
∈(G (ρ ))k
(
1
ρ
)d ·k
Dr (1), . . .,r (k)
(
φ(ρ)
(
x (1)
)
, . . . ,φ(ρ)
(
x (k)
))
=
∑
(x (1), . . .,x (k ))
∈(G (ρ ))k
νd×k
(
W
(ρ)
φ(ρ )(x (1)), . . .,φ(ρ )(x (k ))
)
· Dr (1), . . .,r (k)
(
φ(ρ)
(
x (1)
)
, . . . ,φ(ρ)
(
x (k)
))
=
∑
(x (1), . . .,x (k ))
∈(φ(ρ )(G (ρ )))k
νd×k
(
W
(ρ)
x (1), . . .,x (k )
)
· Dr (1), . . .,r (k)
(
x (1), . . . ,x (k)
)
=
∫
V k
Dr (1), . . .,r (k)
(
Φ(ρ)
(
x (1)
)
, . . . ,Φ(ρ)
(
x (k)
))
dνd×k .
Substituting this expression back into equation (15) yields
Z
(
G(ρ),Q (ρ)
)
= 1+
∑
k∈N>0
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬
∫
V k
Dr (1), . . .,r (k)
(
Φ(ρ)
(
x (1)
)
, . . . ,Φ(ρ)
(
x (k)
))
dνd×k .
We now express
Z (V ,Q) − Z (G(ρ),Q (ρ)) in terms of the absolute difference of the integrals
for all k ∈ N>0 and all k1, . . . ,kq . Note that the integrals only depend on the resulting as-
signment of r (1), . . . , r (k). We fix any set of radii r (1), . . . , r (k) and write D for Dr (1), . . .,r (k) to
simplify notation. We aim for a bound on∫
V k
D
(
x (1), . . . ,x (k)
)
dνd×k −
∫
V k
D
(
Φ(ρ)
(
x (1)
)
, . . . ,Φ(ρ)
(
x (k)
))
dνd×k

≤
∫
V k
D (x (1), . . . ,x (k)) − D (Φ(ρ) (x (1)), . . . ,Φ(ρ) (x (k))) dνd×k .
Let N (ρ) ⊆ V k be such that for all
(
x (1), . . . ,x (k)
)
∈ N (ρ) it holds that D
(
x (1), . . . ,x (k)
)
,
D
(
Φ(ρ)
(
x (1)
)
, . . . ,Φ(ρ)
(
x (k)
))
. Note that N (ρ) actually also depends on the assigned radii. As D
is an indicator function, it holds that∫
V k
D (x (1), . . . ,x (k)) − D (Φ(ρ) (x (1)), . . . ,Φ(ρ) (x (k))) dνd×k = νd×k (N (ρ)) .
We construct a superset of N (ρ), of which we calculate the Lebesgue measure. First, note
that N (ρ) = ∅ for k = 1, as in this case D
(
x (1)
)
= D
(
Φ(ρ)
(
x (1)
))
= 1 for all x (1) ∈ V . Further,
let K =
(
ℓ
√
d/(2rmin)
)d
. Note that, for all k > K , it holds that at least two particles have
distance less than 2rmin , meaning that such a configuration has always overlapping particles
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and N (ρ) = ∅. We are left with considering 2 ≤ k ≤ K .
We observe that, for all
(
x (1), . . . ,x (k)
)
∈ V k such that
D
(
x (1), . . . ,x (k)
)
, D
(
Φ(ρ)
(
x (1)
)
, . . . ,Φ(ρ)
(
x (k)
))
,
there is be a pair of points x (i),x (j) for i, j ∈ [k] such that i , j and
d
(
x (i),x (j)
)
< r (i) + r (j) ≤ d
(
Φ(ρ)
(
x (i)
)
,Φ(ρ)
(
x (j)
))
or
d
(
x (i),x (j)
)
≥ r (i) + r (j) > d
(
Φ(ρ)
(
x (i)
)
,Φ(ρ)
(
x (j)
))
.
As, for every point x (i) ∈ V , it holds that
d
(
x (i),Φ(ρ)
(
x (i)
))
≤
√
d
ρ
,
there is a pair of points x (i),x (j) for i, j ∈ [k] such that i , j andr (i) + r (j) − d (x (i),x (j)) ≤ 2√d
ρ
.
For all i, j ∈ [k] with i , j let S (ρ)i, j ⊆ V k be the set of points
(
x (1), . . . ,x (k)
)
∈ V k such that this
is the case. Then
νd×k
(
N (ρ)
)
≤ νd×k©­«
⋃
1≤i<j≤k
S
(ρ)
i, j
ª®¬ ≤
∑
1≤i<j≤k
νd×k
(
S
(ρ)
i, j
)
.
By Fubini’s theorem, noting that S
(ρ)
i, j only depends on i and j , we get
νd×k
(
S
(ρ)
i, j
)
=
∫
V k
1
{r (i) + r (j) − d (x (i),x (j)) ≤ 2√d
ρ
}
dνd×k
= ℓd(k−2)
∫
V 2
1
{r (i) + r (j) − d (x (i),x (j)) ≤ 2√d
ρ
}
dνd×2
≤ ℓd(k−1) · vd · ©­«
(
r (i) + r (j) + 2
√
d
ρ
)d
−
(
r (i) + r (j) − 2
√
d
ρ
)dª®¬ ,
By the assumption ρ ≥ 2
√
d and the binomial theorem, we further bound(
r (i) + r (j) + 2
√
d
ρ
)d
−
(
r (i) + r (j) − 2
√
d
ρ
)d
=
d∑
i=0
2 · 1{i is odd}
(
d
i
) (
r (i) + r (j))d−i (2√d
ρ
) i
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=2
√
d
ρ
d∑
i=1
2 · 1{i is odd}
(
d
i
) (
r (i) + r (j))d−i (2√d
ρ
)i−1
≤ 2
√
d
ρ
d∑
i=1
2 · 1{i is odd}
(
d
i
) (
r (i) + r (j))d−i1i−1
≤ 22
√
d
ρ
(
r (i) + r (j) + 1)d .
Using this bound for νd×k
(
S
(ρ)
i, j
)
, we obtain
νd×k
(
N (ρ)
)
≤ 2vd · ℓd(k−1) ·
2
√
d
ρ
·
∑
1≤i<j≤k
(
r (i) + r (j) + 1)d
≤ 2vd · ℓd(k−1) ·
2
√
d
ρ
· k2 · (2rmax + 1)d ,
where rmax = maxi∈[q]{ri }. Thus, we getZ (V ,Q) − Z (G(ρ),Q (ρ)) ≤ K∑
k=2
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬νd×k
(
N
(ρ)
r (1), . . .r (k)
)
≤ 1
ρ
K∑
k=2
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬ · 4vd · ℓd(k−1) ·
√
d · k2 · (2rmax + 1)d .
We simplify the bound further by bounding
1
ρ
K∑
k=2
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬ · 4vd · ℓd(k−1) ·
√
d · k2 · (2rmax + 1)d
≤ 1
ρ
· 4vd · ℓd(K−1) ·
√
d · K2 · (2rmax + 1)d
K∑
k=2
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬ .
Applying the multinomial theorem, we obtain
K∑
k=2
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
ekipi
ki !
ª®¬ =
K∑
k=2
1
k!
(
ep1 + · · · + epq )k ≤ eq ·epmax ,
where the last inequality follows from the Taylor expansion of ex at 0.
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Overall, we boundZ (V ,Q) − Z (G(ρ),Q (ρ)) ≤ 1
ρ
· 4vd · ℓd(K−1) ·
√
d · K2 · (2rmax + 1)deq ·eqpmax
≤ 1
ρ
eΘ(Kd ln(ℓ)+ln(rmax+1)+qe
pmax )
.
Recalling that we assume rmax ∈ O(ℓ), as mentioned at the beginning of Section 5, we obtainZ (V ,Q) − Z (G(ρ),Q (ρ)) ≤ ρ−1 exp ©­«Θ©­«
(
l
√
d
2rmin
)d
d ln(l) + qepmaxª®¬ª®¬. 
Before we get to our main result for this section, it is useful to have a closer look at bd .
As we increase the resolution ρ for our discretization, we scale the radii of the continuous
model accordingly to r
(ρ)
i = ρri . This causes the bound bd (ρri ) to converge to the volume of
a sphere of radius ρri . The following lemma gives a simple but sufficient bound for the speed
of this convergence, which we use to include this effect into our approximation result for the
continuous partition function.
◮ Lemma 18. Let δ ∈ (0, 1], r ∈ R>0, and let bd (ρr ) denote the number of integer points in a
sphere of radius ρr .
Then, for all ρ ≥ (2√d )d/(δr ), it holds that bd (ρr ) ≤ (1 + δ ) · vd · (ρr )d . ◭
Proof. We start by considering a sphere of radius ρr +
√
d at the origin. Note that this enlarged
sphere contains for each grid point (x1, . . . ,xd ) in the original sphere the cubic region [x1,x1 +
1] × · · · × [xd ,xd + 1] of volume 1. Thus, the volume of the enlarged sphere is a trivial upper
bound on the number of grid points in the original sphere.
Formally, we get
bd (ρr ) ≤ vd ·
(
ρr +
√
d
)d
,
which we rewrite as
vd ·
(
ρr +
√
d
)d
= vd · (ρr )d + vd ·
∑
i∈[d]
(
d
i
)
(ρr )d−i
√
d
i
.
Further, note that for our choice of ρ it holds that ρr ≥ 1. Thus, we get
vd · (ρr )d+vd ·
∑
i∈[d]
(
d
i
)
(ρr )d−i
√
d
i ≤ vd · (ρr )d+vd · (ρr )d−1 ·2d
√
d
d
= vd · (ρr )d ·
(
1 +
1
ρr
(
2
√
d
)d )
.
We conclude the proof by noting that
(
2
√
d
)d/ρr ≤ δ . 
Wenow prove ourmain statement for approximation of the partition function of the continu-
ous hard-sphere model. A crucial point of this proof is that the size of the polymer clique cover
of the discrete model, for any fixed number of dimensions d , only depends on the fraction of n
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and rmin . Both are scaled equally for any resolution ρ, whichmeans that the number of polymer
cliques in the cover is independent of ρ. Thus, although the number of polymers grows in ρd ,
the number of polymer cliques and the mixing time of our Markov chain remains fixed, and
we only have to argue that the integers that need to be drawn for running the Markov chain
do not become too large.
◮ Theorem 19. Let (V ,Q) be a continuous hard-sphere model withV = [0, ℓ)d and q particle
types Q = {(ri ,pi )}i∈[q], let rmin = mini∈[q]{ri }, and let δ ∈ (0, 1/rmin]. Assume that, for all
i ∈ [q], there is an hi ∈ R>0 with
exp
(
−
(
ℓ
rmin
)d )
≤ hi ≤ exp
((
ℓ
rmin
)d )
such that, for all j ∈ [q], it holds that
(1 + δ )vd
∑
i∈[q]
(
ri + rj
)d
epi
hi
hj
≤ 1. (16)
Then, for each ε ∈ (0, 1], there is a randomized ε-approximation of Z (V ,Q) computable in
time
poly
©­«
(
ℓ
√
d
2rmin
)d
dq + d ln(dℓ) + d ln(1/δ )
ε
ª®¬. ◭
Proof. We aim to obtain an ε ′-approximation for the discretizationZ
(
G(ρ),Q (ρ)
)
by Lemma 15
for some ρ. To this end, by Lemma 17, choosing
ρ ≥ 1
δrmin
(
2
√
d
)d
·
exp
(
Θ
((
l
√
d
2rmin
)d
d ln(l) + qepmax
))
ε ′
≕ ξ
and noting that ρ ≥ 2
√
d due to δ ≤ 1/rmin and ℓ ≥ 1, we know that Z
(
G(ρ),Q (ρ)
)
is an
ε ′-approximation of Z (V ,Q).
We now show that the discretization (G(ρ),Q (ρ)) satisfies the conditions of Lemma 15. Let
r
(ρ)
min = mini∈q{r
(ρ)
i } = ρrmin, and let n = ρℓ be the number of grid points along each dimension
ofG(ρ). It is important to note that
n
r
(ρ)
min
=
ρℓ
ρrmin
=
ℓ
rmin
.
Consequently, for all i ∈ [q], it holds that
exp
©­«−
(
n
r
(ρ)
min
)dª®¬ ≤ hi ≤ exp©­«
(
n
r
(ρ)
min
)dª®¬ ↔ exp
(
−
(
ℓ
rmin
)d )
≤ hi ≤ exp
((
ℓ
rmin
)d )
.
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Further, our choice of ρ implies for all i, j ∈ [q] that
ρ ≥ 1
δ · (ri + rj )
(
2
√
d
)d
.
By Lemma 18 and equation (16), we obtain∑
i∈[q]
bd
(
r
(ρ)
i + r
(ρ)
j
)
ep
(ρ )
i
hi
hj
≤
∑
i∈[q]
bd
(
ρ · (ri + rj )
) epi
ρd
hi
hj
≤ (1 + δ )vd
∑
i∈[q]
(ri + rj )depi
hi
hj
≤ 1.
Consequently, the conditions of Lemma 15 are satisfied, and it yields a runtime of
poly
©­«
(
n
√
d
2r
(ρ)
min
)d
q + d ln(n)
ε ′
ª®¬ = poly©­«
(
ℓ
√
d
2rmin
)d
q + d ln(ρ) + d ln(ℓ)
ε ′
ª®¬
for an ε ′-approximation of Z
(
G(ρ),Q (ρ)
)
. By choosing ρ ∈ Θ(ξ ), we bound
ln(ρ) ∈ O©­«ln
(
1
δ
)
+ ln
(
1
rmin
)
+ d ln(d) + d ln(ℓ)
(
ℓ
√
d
2rmin
)d
+ qepmax
ª®¬.
Further, note that, for all j ∈ [q], it holds that vd ·(2rj )d epj ≤ 1 and thus epmax ∈ O
((√
d/(2rmin)
)d )
,
which leads to a runtime of
poly
©­«
(
ℓ
√
d
2rmin
)d
dq + d ln(dℓ) + d ln(1/δ )
ε ′
ª®¬.
Last, by choosing ε ′ ≤ ε/3, we note that the ε ′-approximation of Z
(
G(ρ),Q (ρ)
)
, which is
an ε ′-approximation of Z (V ,Q), is an ε-approximation of Z (V ,Q), as (1 + ε ′)2 ≤ (1 + ε) and
(1 − ε ′)2 ≥ (1 − ε). This concludes the proof. 
5.3 Example: pi = ln
(
λ
vd ·(ri )
d
)
Wedemonstrate the application of Theorem 19 to a specific form of chemical potential. Namely,
for each particle type i ∈ [q], we choose the chemical potential pi = ln
(
λ/(vd · (ri )d ) ) , where
the parameter λ ∈ R>0 represents some external condition. This is a straightforward general-
ization of the form of chemical potential that is commonly assumed in the single-component
model and, for example, discussed by Guo and Jerrum [22] and Helmuth et al. [26]. The result-
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ing grand canonical partition function takes the form
Z (V ,Q) = 1 +
∑
k∈N>0
∑
k1+· · ·+kq
=k
©­«
∏
i∈[q]
(
λ
vd · rdi
)ki
· 1
ki !
ª®¬
∫
V k
Dr (1), . . .,r (k)
(
x (1), . . . ,x (k)
)
dνd×k .
The goal is to bound the range of λ for which we an efficient approximation of this partition
function is obtained. Our result for this setting is shown in the following statement.
◮ Proposition 20. Let (V ,Q) be a continuous hard-sphere model with V = [0, ℓ)d and q
particle types Q = {(ri ,pi )}i∈[q], where pi = ln
(
λ/(vd · (ri )d ) ) for some parameter λ ∈ R>0.
Further, let rmin = mini∈[q]{ri } and rmax = maxi∈[q]{ri }, and let r = rmax/rmin. If, for some
δ ∈ (0, 1], it holds that
λ ≤ 1
1 + δ
·
(
2d + (q − 1) ·
(
r + 1√
r
)d )−1
,
then, for every ε ∈ (0, 1], there is a randomized ε-approximation of Z (V ,Q) computable in time
poly
©­«
(
ℓ
√
d
2rmin
)d
dq + d ln(dℓ) + d ln(1/δ )
ε
ª®¬. ◭
Proof. We aim to apply Theorem 19. To this end, for all i ∈ [q], let hi = (√ri )d . Thus, for all
j ∈ [q], it holds that
(1 + δ )vd
∑
i∈[q]
(ri + rj )d epi
hi
hj
≤
(
2d + (q − 1) ·
(
r + 1√
r
)d )−1
·
∑
i∈[q]
(
ri + rj
)d
rdi
(
ri
rj
)d/2
.
Note that, for all j ∈ [q], we have∑
i∈[q]
(
ri + rj
)d
rdi
(
ri
rj
)d/2
=
∑
i∈[q]
(
1 +
rj
ri
)d (
ri
rj
)d/2
= 2d +
∑
i∈[q]
i,j
(√
ri
rj
+
√
rj
ri
)d
and that, for all i, j ∈ [q], it holds that(√
ri
rj
+
√
rj
ri
)d
≤
(√
r +
1√
r
)d
=
(
r + 1√
r
)d
.
Thus, we have (
2d + (q − 1) ·
(
r + 1√
r
)d )−1
·
∑
i∈[q]
(
ri + rj
)d
rdi
(
ri
rj
)d/2
≤ 1.
Applying Theorem 19 concludes the proof. 
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6 Truncation of polymer cliques
In Section 4, we discuss under which assumptions the partition function of a polymer model P
with polymer clique cover Λ of sizem can be approximated in time polynomial inm (Theorem 12).
One of the assumptions requires to be able to sample, for all i ∈ [m], from µ |Λi in time poly(m).
Unfortunately, for many algorithmic problems, the number of polymer families of each poly-
mer clique is large, and efficient sampling from µ |Λi is non-trivial. However, as we only require
to approximately sample from µ |Λi , it is sufficient to ignore polymer families with low proba-
bilities, that is, with low weight.
We formalize this concept rigorously by defining a size function for polymers. We aim
to remove polymers of large size (low weight), which still yields a sufficient approximation
of µ |Λi (Lemma 23). As a consequence, we can still approximate Z (P) in time polynomial
in m (Theorem 27). In Section 6.1, we showcase how this new theorem applies to bipartite
α-expanders with bounded degree.
◮ Definition 21 (size function). Given a polymer model (C,w, /), a size function is a func-
tion |·| : C → R>0. For a fixed size function |·| and some polymer γ ∈ C we call |γ | the size of
γ . ◭
Given a size function, we truncate the polymer model to polymers of small size.
◮ Definition 22 (truncation). Given a polymer model (C,w, /) equipped with a fixed size
function |·| and some set of polymers B ⊆ C. For all k ∈ R, we call B≤k = {γ ∈ B | |γ | ≤ k}
the truncation of B to size k . Further, we write B>k = B \ B≤k . ◭
Note that B ⊆ C and that B≤k ,B>k is a partitioning of B, which implies B≤k ,B>k ⊆ C.
Thus, we can apply our notions of restricted polymer families, partition function, and Gibbs
distribution as stated in Section 2.1 to B≤k and B>k as well. The case B = C (i.e., we truncate
the entire polymer model) plays a special role, which is why we use the shorter notation F≤k =
FC≤k , Z≤k = ZC≤k , and µ≤k = µC≤k . Analogously, we define F>k , Z>k , and µ>k .
◮ Lemma 23 (truncation of polymer cliques). Let P = (C,w, /) be a polymer model, let Λ
be a polymer clique cover of P with sizem, and let |·| be a size function for P. Assume that
there is a k ∈ R and an ε ∈ (0, 1) such that, for all i ∈ [m], it holds that∑
γ ∈Λ>ki
wγ ≤
ε
m
. (17)
Then e−ε ≤ Z≤k/Z ≤ 1 and dTV
(
µ, µ≤k
) ≤ ε . ◭
Proof. We start by proving e−ε ≤ Z≤k/Z ≤ 1. Since Z≤k ≤ Z , as removing polymers does not
increase the partition function, it remains to show that Z ≤ eεZ≤k .
We observe that Z ≤ Z≤kZ>k with equality if and only if, for all Γ ∈ F≤k and all Γ ′ ∈ F>k ,
it holds that Γ ∪ Γ ′ ∈ F . We proceed by showing that Z>k ≤ eε .
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Note that C>k = ⋃i∈[m] Λ>ki and that each polymer family in F>k contains at most one
polymer from each Λ>ki . Thus, we obtain
Z>k ≤
∏
i∈[m]
Z |Λ>ki =
∏
i∈[m]
©­­«1 +
∑
γ ∈Λ>ki
wγ
ª®®¬.
Due to equation (17), we get Z>k ≤ (1 + ε/m)m ≤ eε , which proves the first claim.
Regarding the second claim, it suffices to see that
dTV
(
µ, µ≤k
)
=
Z − Z≤k
Z
≤ 1 − e−ε ≤ ε . 
Similar to how we required the clique dynamics condition for Theorem 12, we formalize the
following condition for a polymer model with a size function.
◮ Condition 24 (clique truncation). Let P = (C,w, /) be a polymer model, let Λ be a
polymer clique cover of P with sizem, and let |·| be a size function for P. For all i ∈ [m], we
say that Λi satisfies the clique truncation condition for a monotonically increasing, invertible
function д : R→ R>0 and a bound B ∈ R>0 if and only if∑
γ ∈Λi
д(|γ |)wγ ≤ B. ◭
If the clique truncation condition is satisfied, by choosing a reasonable value k for truncating
a polymer model, only little overall weight is removed. That is, the truncated model represents
a good approximation of the original.
◮ Lemma 25. Let P = (C,w, /) be a polymer model, let Λ be a polymer clique cover of P
with sizem, let |·| be a size function for P, and let i ∈ [m]. Assume that Λi satisfies the clique
truncation condition for a function д and a bound B.
Then, for all ε ′ ∈ (0, 1) and all k ≥ д−1(B/ε ′), it holds that∑
γ ∈Λ>ki
wγ ≤ ε ′. ◭
Proof. Let ε ′ ∈ (0, 1) and k ≥ д−1(B/ε ′). Due the clique truncation condition and the mono-
tonicity of д, we observe that
д(k)
∑
γ ∈Λ>ki
wγ ≤
∑
γ ∈Λ>ki
д(|γ |)wγ ≤
∑
γ ∈Λi
д(|γ |)wγ ≤ B.
As д is positive, dividing by д(k) yields ∑γ ∈Λ>ki wγ ≤ B/д(k). Substituting our bound for k and
noting that д is invertible, we conclude that∑
γ ∈Λ>ki
wγ ≤ B
д
(
д−1
(
B
ε′
) ) = ε ′. 
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As a direct consequence of Lemma 25, we get that the partition function of the truncated
model is a useful approximation of the original partition function.
◮ Corollary 26. Let P = (C,w, /) be a polymer model, let Λ be a polymer clique cover of P
with size m, and let |·| be a size function for P. Assume that there is a д : R → R>0 and a
B ∈ R>0 such that, for i ∈ [m], the polymer clique Λi satisfies the clique truncation condition
for д and B.
Then, for all ε ∈ (0, 1) and allk ≥ д−1(Bm/ε), it holds that e−ε ≤ Z≤k/Z ≤ 1 anddTV
(
µ, µ≤k
) ≤
ε . ◭
Proof. The statement follows directly from Lemmas 23 and 25 by choosing ε ′ = ε/m. 
Using the truncated polymer model, we achieve an ε-approximation result of the partition
function of the original model that is computable in time poly(m/ε), similar to Theorem 12.
◮ Theorem 27. Let P = (C,w, /) be a computationally feasible polymer model, let Λ be
a polymer clique cover of P with size m, and let |·| be a size function for P. Further, let
Zmax = maxi∈[m]{Z |Λi }, and let t(k) denote an upper bound, for all i ∈ [m], on the time to
enumerate Λ≤ki . Last, assume that
(a) Zmax ∈ poly(m),
(b) P satisfies the clique dynamics condition for a function f such that, for all γ ∈ C, it
holds that e−poly(m) ≤ f (γ ) ≤ epoly(m), and that
(c) there are д : R → R>0 and B ∈ R>0 with B ∈ poly(m) and t(д−1(x)) ∈ poly(x) (for
all x ∈ R>0) such that, for all i ∈ [m], it holds that Λi satisfies the clique truncation
condition.
Then, for all ε ∈ (0, 1], we can ε-approximately sample from µ in time poly(m/ε), and there
is a randomized ε-approximation of Z computable in poly(m/ε). ◭
Note that Observation 10 applies to Theorem 27 as well. That is, by using more restrictive
assumptions, assumptions (a) and (b) are satisfied. We proceed with proving the theorem.
Proof of Theorem 27. As in the proof of Theorem 9, we consider the polymerMarkov chainM(P).
Further, let k = д−1(2Bm/ε), let Mk denote the polymer Markov chain on (C≤k ,w, /), and
let Pk denote its transitions. We aim to run Mk for at least t∗ = τM(ε/2) iterations, starting
from ∅ ∈ F≤k .
We prove that dTV
(
µ, P t
∗
k
(∅, ·)) ≤ ε . By the triangle inequality, we obtain
dTV
(
µ, P t
∗
k (∅, ·)
) ≤ dTV (µ, µ≤k ) + dTV (µ≤k , P t ∗k (∅, ·)) .
By our choice of k and by Corollary 26 together with assumption (c), we get thatdTV
(
µ, µ≤k
) ≤
ε/2. Further, note that truncation preserves the clique dynamics condition for the same func-
tion f and does not increase any quantity that is used for bounding the mixing time. Thus,
τMk (ε/2) ≤ τM(P)(ε/2), and we obtain dTV
(
µ≤k , P t
∗
k
(∅, ·)) ≤ ε/2 for our choice of t∗.
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It remains to show that the runtime is bounded by poly(m/ε). Analogously to the proof
of Theorem 9, due to assumptions (a) and (b), we know that τM(P)(ε/2) ∈ poly(m/ε), which
implies τMk (ε/2) ∈ poly(m/ε). Also analogously, it holds that each step can be done in poly(m),
except for sampling, for all i ∈ [m], from µ |Λi . However, note that, for all i ∈ [m], we only need
to sample from µ |Λ≤ki . We do so by enumerating Λ
≤k
i in time t(k). By our choice of k and by
assumption (c), this takes time at most
t(k) = t
(
д−1
(
2Bm
ε
))
∈ poly
(m
ε
)
,
which proves that we can ε-approximately sample from µ in the desired runtime.
Showing thatwe can ε-approximateZ in time poly(m/ε) is done analogously. By Corollary 26
and assumption (c), we know that for k = д−1(2Bm/ε) it holds that e−ε/2 ≤ Z≤k/Z ≤ 1, which
implies e−ε/2Z ≤ Z≤k ≤ Z . As argued above, the truncation of the polymer model P to this
size k satisfies the conditions of Theorem 9, where the sampling from each clique is done by
ignoring polymers larger than k . Thus, by Theorem 12, we obtain an ε/2-approximation for
Z≤k in time poly(2m/ε) = poly(m/ε). Noting that, for ε ≤ 1, it holds that
1 − ε ≤
(
1 − ε
2
)
e−ε/2 and
(
1 +
ε
2
)
≤ 1 + ε,
which concludes the proof. 
6.1 Application: hard-core model on bipartite expanders
In order to demonstrate how Theorem 27 improves known bounds for the algorithmic use of
polymer models, we investigate the hard-core model for high fugacity λ ∈ R>0 on bipartite
α-expanders with bounded maximum degree ∆. For a graph (V ,E) and an S ⊆ V , let NG (S)
denote the set of all vertices that are adjacent to a vertex in S .
◮ Definition 28 (bipartite α -expander). Let G = (V ,E) be a bipartite graph with partition
V = VL ∪VR. For all i ∈ {L,R}, we call S ⊆ Vi small if and only if |S | ≤ |Vi |/2. For all α ∈ (0, 1),
graph G is a bipartite α-expander if and only if, for all small sets of vertices S , it holds that
|NG (S)| ≥ (1 + α)|S |. ◭
For any graphG, the hard-core partition function is a graph polynomial of some parameter
λ ∈ R>0, called fugacity. Let IG be the set of all independent sets inG. The hard-core partition
function for fugacity λ is now formally defined as
Z (G, λ) =
∑
I ∈IG
|I |λ .
We approximate Z (G, λ) in terms of the partition function of two polymer models, con-
structed as proposed by Jenssen et al. [30]. For a bipartite α-expander G with bounded de-
gree ∆, we consider the graph G2, which is the graph with vertices V and an edge between
v,u ∈ V if v,u have at most distance 2 in G. For all i ∈ {L,R}, we define a polymer model
P(i) = (C(i),w(i), /) as follows:
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• each polymer γ ∈ C(i) is defined by a non-empty set of vertices γ ⊆ Vi such that γ is
small and induces a connected subgraph inG2,
• for γ ∈ C(i), let w(i)γ = λ |γ |/
((1 + λ) |NG (γ ) | ) , and
• two polymers γ ,γ ′ ∈ C(i) are incompatible if and only if there are vertices v ∈ γ ,w ∈ γ ′
with graph distance at most 1 inG2.
To ease notation, for all i ∈ {L,R}, we write µ(i) and Z (i) instead of µ(P(i )) and Z (P(i)), respec-
tively.
We use P(L) and P(R) for approximating the hard-core partition function of bipartite α-
expanders in the following sense.
◮ Lemma 29 ([30, Lemma 19]). Given a bipartiteα-expanderG = (VL∪VR,E)with |VL ∪VR | =
n, letZ (G, λ) denote its hard-core partition function with fugacity λ ∈ R>0, and let the polymer
models P(L),P(R) be defined as above. For all λ ≥ e11/α , it holds that
(1 − e−n)Z (G, λ) ≤ (1 + λ) |VR |Z (L) + (1 + λ) |VL |Z (R) ≤ (1 + e−n)Z (G, λ). ◭
To apply Theorem 27, we have to fix a polymer clique cover Λ for each polymer model P(i)
with i ∈ {L,R}. Based on the incompatibility relation, a natural choice is to define, for each
v ∈ Vi , a clique Λv such that γ ∈ Λv if and only if v ∈ γ . As we need to verify the clique
dynamics condition, it is useful to have a bound on the number of incompatible polymers,
which the following lemma provides.
◮ Lemma 30 ([3, Lemma 2.1]). For an undirected graphG = (V ,E)with maximum degree ∆
and for all v ∈ V , the number of vertex-induced subgraphs that contain v and have at most
k ∈ N>0 vertices is bounded from above by ek∆k−1/
(
k3/2
√
2pi
)
. ◭
Commonly, the bound (e∆)k−1/2 is applied, as it is more convenient to work with. However,
this bound actually only holds for k ≥ 2. Further, note that the original paper used a weaker
bound, namely (e∆)k . Although this bound holds for all k ∈ N>0, it yields a much worse
dependency on ∆. For a fair comparison, we added the result of refined calculations for the
approach by Jenssen et al. [30] to Table 1.
Note that the choice of the function f used in the clique dynamics condition is very sensitive
to the bound on the number of subgraphs. For the bound stated in Lemma 30, it turns out that
using f (γ ) = |γ | yields the best bounds on λ (see the proof of Proposition 32 for details). With
this choice of f , the condition that we identified in Observation 10 is similar to the mixing con-
dition of Chen et al. [7, Definition 1], except that we do not require a strict inequality. Further,
note that such a choice of f is not possible for the Kotecký–Preiss condition [36]. If purely
exponential bounds on the number of subgraphs are used, the best results are usually obtained
by setting f to take an exponential form. A detailed understanding of how to choose f might
be of interest for applications to specific graph classes and other combinatorial structures.
In order to apply truncation, we further need a notion of size for polymers. An obvious choice
is to set |γ | = |γ |. The following lemma then bounds the time for enumerating polymers in a
clique up to some size k ∈ N>0.
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◮ Lemma 31 ([42, Lemma 3.7]). Let G = (V ,E) be an undirected graph with maximum
degree ∆, and let v ∈ V . There is an algorithm that enumerates all connected, vertex-induced
sugraphs ofG that contain v and have at most k ∈ N>0 vertices in time eO(k log(∆)). ◭
We now prove our bound on λ for an efficient approximation of the hard-core partition
function on bipartite α-expanders. Most of the calculations are similar to those of Jenssen et al.
[30], except that we use our newly obtained conditions.
◮ Proposition 32. Let G(VL ∪ VR,E) be a bipartite α-expander with |VL ∪VR | = n and with
maximum degree ∆ ∈ N>0. For λ ≥ max{(e∆2/0.8)1/α , e11/α } and for all ε ∈ (0, 1], there is an
FPRAS for Z (G, λ) with runtime (n/ε)O(ln(∆)). ◭
Proof. If ε ∈ O(e−n), we compute Z (G, λ) by enumerating all independent sets. Since there
are at most 2n independent sets, which is polynomial in 1/e−n , the statement then follows. It
remains to analyze the case ε ∈ Ω(e−n). To this end, assume that ε ≥ 4e−n .
By Lemma 29, Z (G, λ) can be e−n-approximated using Z (L) and Z (R). We aim for an ε/4-
approximation of Z (L) and Z (R), each with failure probability at most 1 − √3/2. Note that
1 − ε ≤ (1 − e−n)
(
1 − ε
4
)
and (1 + e−n)
(
1 +
ε
4
)
≤ 1 + ε .
Thus, with probability at least (√3/2)2 = 3/4 the result is an ε-approximation of Z (G, λ). We
can obtain the desired error probability of at most 1 − √3/2 for the approximations of Z (L)
and Z (R) by taking the median of O
(
ln(2/(2 − √3))) = O(1) independent approximations with
failure probability at most 1/4.
Let i ∈ {L,R}. In order to approximate Z (i), we aim to apply Theorem 27. To this end, for all
v ∈ Vi , we define a polymer clique Λv containing all polymers γ ∈ C(i) with v ∈ γ . This results
in a polymer clique cover of size n.
We proceed by proving that the polymer model satisfies the clique dynamics condition for
f (γ ) = |γ |. We use Observation 10 to simplify this step. This also implies that assumption (a)
of Theorem 27 is satisfied. For any γ ∈ C(i) we start by bounding the set of polymers γ ′ /γ by∑
γ ′∈C(i ): γ ′ / γ
f (γ ′)w(i)γ ′ ≤
∑
v∈NG2 (γ )
∑
γ ′∈Λv
f (γ ′)w(i)γ ′ =
∑
v∈NG2 (γ )
∑
k∈N>0
∑
γ ′∈Λv
|γ ′ |=k
f (γ ′)w(i)γ ′ .
Because G is a bipartite α-expander, for all γ ∈ C(i), we have w(i)γ ≤ 1/λα |γ | . Further, note
that the degree ofG2 is bounded by ∆2. By Lemma 30 and our definition of f , we obtain∑
v∈NG2 (γ )
∑
k∈N>0
∑
γ ′∈Λv
|γ ′ |=k
f (γ ′)w(i)γ ′ ≤ ∆2 |γ |
∑
k∈N>0
ek
(
∆2
)k−1
k3/2
√
2π
· k · 1
λαk
=
|γ |√
2π
∑
k∈N>0
(
e∆2
λα
)k
1√
k
.
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For λ ≥ (e∆2/0.8)1/α , we get
|γ |√
2π
∑
k∈N>0
(
e∆2
λα
)k
1√
k
≤ |γ |√
2π
∑
k∈N>0
(0.8)k 1√
k
≤ |γ |√
2π
√
2π = f (γ ).
It remains to show, for all v ∈ Vi , that Λv satisfies the clique truncation condition for a
д : R → R>0 and a B ∈ R>0. To this end, for all γ ∈ C(i), let |γ | = |γ |„ let д(|γ |) = e0.2 |γ | ,
and let B = 1. Analogously to our verification of the clique dynamics condition, we see, for all
v ∈ Vi , that∑
γ ∈Λv
д(|γ |)w(i)γ ≤
1
∆2
√
2π
∑
k∈N>0
(
e∆2
λα
)k
1
k3/2
e0.2k =
1
∆2
√
2π
∑
k∈N>0
(
e1.2∆2
λα
)k
1
k3/2
.
For λ ≥ (e∆2/0.8)1/α , we get
1
∆2
√
2π
∑
k∈N>0
(
e1.2∆2
λα
)k
1
k3/2
≤ 1
∆2
√
2π
∑
k∈N>0
(
0.8e0.2
)k 1
k3/2
<
1
∆2
√
2π
2.2 ≤ B.
Last, we bound the runtime of the FPRAS. By Lemma 31, we can enumerate each polymer
clique up to size k in time t(k) ∈ eO(k log(∆)). As д−1 : x 7→ 5 ln(x), we have t ◦д−1 : x 7→ xO(ln(∆)),
which is polynomial for ∆ ∈ Θ(1). For the runtime bound, note that we truncate to size k =
д−1(n/ε). Thus, the time for computing each step of the polymer Markov chain is bounded by
t(k) = (n/ε)O(ln(∆)), which dominates the runtime. 
The results for the remaining applications in Table 1 are derived via similar calculations. For
the Potts model on expander graphs and the hard-core model on unbalanced bipartite graphs,
we use Lemmas 30 and 31 together with the same function f for the clique dynamics condition
as in the proof of Proposition 32. For the perfect matching polynomial, we use the bounds for
the number of polymers and for polymer enumeration that are stated by Casel et al. [6], and
we choose f (γ ) = ea |γ | for a ≈ 0.2.
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Appendix
We discuss Theorem 2 in detail. First, we explain why the assumptions of the original theo-
rem by Greenberg et al. [20, Theorem 3.3] are insufficient. With Example 33, we provide a
counterexample. Last, we prove our version of the theorem.
Besides some minor generalizations, the most important difference between Theorem 2 and
Theorem 3.3 by Greenberg et al. [20] is that we assume the coupling to be defined for all pairs
of states. We also require the expected change of δ as well as the probability bound to hold for
all pairs of states. In contrast, Greenberg et al. [20] claim that it is sufficient if these properties
hold for neighboring states with respect to some adjacency structure. In what follows, we
argue that this does not always suffice.
It is well known that couplings on adjacent states can be extended to all pairs of states
such that the expected decrease of δ for adjacent states implies an expected decrease for all
pairs of states [12]. However, a similar argument does not necessarily hold for bounds on
the probability that δ changes by at least a certain amount. More precisely, it is possible to
construct a Markov chain and a coupling such that
Pr[|δ (Xt+1,Yt+1) − δ (x,y)| ≥ ηδ (x,y) | Xt = x,Yt = y ] ≥ κ
holds for all pairs of adjacent states x,y ∈ Ω but not for all pairs of non-adjacent states.
Thus, Theorem 3.3 by Greenberg et al. [20] can be used to deduce upper bounds for mixing
times that contradict known lower bounds. We demonstrate this by giving a simple counterex-
ample (Example 33). Using Theorem 3.3 by Greenberg et al. [20], we bound the mixing time of
a symmetric random walk on a cycle of size n by O
(
ln(n)2 ln(1/ε)) . This contradicts the lower
bound of Ω(n ln(1/ε)) that results from the diameter of the state space [37, Chapter 7.1.2].
◮ Example 33. We consider a symmetric random walk on a cycle of length n ∈ N>2 (i.e.,
Ω = {0} ∪ [n − 1]). In what follows, let all +1 and −1 operations on the state space be defined
modulo n. In order to have the desired self-loop probability, we define the transitions P , for all
x ∈ Ω, by P(x,x) = 1/2 and P(x,x + 1) = P(x,x − 1) = 1/4.
We say two states x,y ∈ Ω with x , y are adjacent if and only if x = y + 1 or x = y − 1.
Further, we define δ to be the shortest-path distance in the cycle. Note that, for all x,y ∈ Ω
with x , y, it holds that δ (x,y) ∈ [1, ⌊n/2⌋].
Let (Xt )t ∈N and (Yt )t ∈N be two copies of the chain (Ω, P), and let x,y ∈ Ω be adjacent.
Without loss of generality, assume x = y + 1. For Xt = x,Yt = y we construct the following
coupling:
• With probability 1/4, choose Xt+1 = x and Yt+1 = x , resulting in δ (Xt+1,Yt+1) = 0.
• With probability 1/4, choose Xt+1 = y and Yt+1 = y, resulting in δ (Xt+1,Yt+1) = 0.
• With probability 1/4, choose Xt+1 = x and Yt+1 = y, resulting in δ (Xt+1,Yt+1) = 1.
• With the remaining probability of 1/4, choose Xt+1 = x + 1 and Yt+1 = y − 1, resulting
in δ (Xt+1,Yt+1) = 3 .
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Note that E[δ (Xt+1,Yt+1) | Xt = x,Yt = y ] = δ (x,y).
For η = 0.999 and κ = 3/4, it holds that
Pr[|δ (Xt+1,Yt+1) − δ (x,y)| ≥ ηδ (x,y) | Xt = x,Yt = y ] ≥ κ .
Theorem 3.3 by Greenberg et al. [20] then yields a mixing time bound of O
(
ln(n)2 ln(1/ε)) ,
which contradicts the linear lower bound stated by Levin and Peres [37, Chapter 7.1.2]. ◭
Note that Example 33 is not a counterexample for Theorem 2, as there are, for all η ∈ ω(1/n),
non-adjacent states x,y ∈ Ω with Pr[|δ (Xt+1,Yt+1) − δ (x,y)| ≥ ηδ (x,y) | Xt = x,Yt = y ] = 0.
Proof of our version
We closely follow the proof of Greenberg et al. [20]. Central to this is the following theorem,
which we present in a slightly different fashion than Greenberg et al. [21, Lemma 3.5].
◮ Theorem 34. Letd,D ∈ Rwithd ≤ D, let q ∈ [d,D], and let (St )t ∈N be a stochastic process
adapted to a filtration (Ft )t ∈N. Further, letT = inf{t ∈ N | St ≤ q}. Assume that, for all t ∈ N,
it holds that St · 1{t ≤ T } ∈ [d,D], that
E[St+1 · 1{t < T } | Ft ] ≤ St · 1{t < T }, (18)
and that there is a Q ∈ R>0 such that
E
[(St+1 − St )2 · 1{t < T }  St ] ≥ Q · 1{t < T }. (19)
Then
E[T ] ≤ E
[(D − ST )2] − E[(D − S0)2]
Q
. ◭
Different to the original theorem by Greenberg et al. [21, Lemma 3.5], we include a filtra-
tion, indicator functions, and define the predicate of the stopping time via an inequality. Our
reasons are as follows. The proof of Theorem 34 aims to apply the optional-stopping theorem
for submartingales. A submartingale is, by definition, a stochastic process (Zt )t ∈N adapted to
a filtration (Ft )t ∈N such that, for all t ∈ N, the expectation of Zt is finite and E[Zt+1 | Ft ] ≥ Zt .
It is important to note that the expectation E[Zt+1 | Ft ] is itself a random variable and that the
inequality E[Zt+1 | Ft ] ≥ Zt is stronger than E[Zt+1] ≥ E[Zt ] (which follows by the law of
total expectation). Hence, we require a filtration.
Second, the indicator functions make sure that equations (18) and (19) (and the boundedness
of S) only have to hold as long as S did not stop. Afterward, they are trivially satisfied. This is
important, as S is bounded from below by d and its expectation does not increase. Assume that
we did not use indicator functions. If there is a t ∈ N such that St = d , then St+1 = d holds as
well, as otherwise the inequality E[St+1] ≤ E[St ] (which follows by the law of total expectation
from equation (18)) does not hold. However, this implies that E
[(St+1 − St )2  Ft ] = 0 (since the
process is now almost surely deterministic), which violates equation (19) if not for the indicator
functions.
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Last, the inequality with respect to q in the definition ofT is important, as S does not need to
take on exactlyq. If this never happens, equation (19) may eventually not hold, due to the same
argument as in the previous paragraph. Using the inequality in the definition of T guarantees
that E[T ] is finite.
Note that our additional assumptions in Theorem 34 only fixes issues in the proof of Green-
berg et al. [21, Lemma 3.5]. The proof itself remains mostly unchanged.
While we state Theorem 34 in an elaborate fashion, we use it in a slightly different way in the
following proof of Theorem 2. First, in order to ease notation, we ignore the indicator functions
and check equations (18) and (19) for values of t ∈ N such that t < T is true. Second, instead of
using a filtration and calculating expectations that are random variables, such as E[St+1 | Ft ]
(ignoring the indicator function), we use normal expectations but do so for every possible
outcome of St . That is, we make sure that equations (18) and (19) are satisfied pointwise. Since
we only consider countable state spaces, this approach is valid.
Proof of Theorem 2. We aim to bound the expected time until δ hits 0 for the coupled copies
(Xt )t ∈N and (Yt )t ∈N ofM and for all pairs of starting states x,y ∈ Ω. This results in a bound
on the expected coupling time, and, because M is ergodic, also bounds τM (see, for example,
Chapter 11 by Mitzenmacher and Upfal [40] for a detailed discussion).
We start by defining a scaled potential δ ′ such that, for all x,y ∈ Ω, it holds that δ ′(x,y) =
δ (x,y)/d . Note that δ ′ takes values in {0} ∪ [1,D/d], and, for all t ∈ N, it holds that
Xt = Yt ↔ δ (Xt ,Yt ) = 0 ↔ δ ′(Xt ,Yt ) = 0.
Further, for all x,y ∈ Ω, by the linearity of expectation and by equation (3), it holds that
E[δ ′(Xt+1,Yt+1) | Xt = x,Yt = y ] = 1
d
E[δ (Xt+1,Yt+1) | Xt = x,Yt = y ] ≤ 1
d
δ (x,y) = δ ′(x,y)
and, by equation (4), that
Pr[|δ ′(Xt+1,Yt+1) − δ ′(x,y)| ≥ ηδ ′(x,y) | Xt = x,Yt = y ]
= Pr[|δ (Xt+1,Yt+1) − δ (x,y)| ≥ ηδ (x,y) | Xt = x,Yt = y ] ≥ κ .
We define the stochastic processes whose expected hitting times we bound, as follows. For
all x,y ∈ Ω, let (φxyt )t ∈N, where φxyt = δ ′(Xt ,Yt ), given X0 = x,Y0 = y. Further, for all
x ∈ [0,D/d], let
ln(x) =
{
2 ln(2)x − 2 ln(2) if x ∈ [0, 1),
ln(x) if x ∈ [1,D/d],
and, for all x,y ∈ Ω and all t ∈ N, letψ xyt = ln
(
φ
xy
t
)
. Note that
ψ
xy
t = −2 ln(2) ↔ φxyt = 0 ↔ Xt = Yt , given X0 = x,Y0 = y.
Thus, for all x,y ∈ Ω, we bound the expectation ofTx,y = inft ∈N
{
ψ
xy
t ≤ −2 ln(2)
}
from above.
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We aim to apply Theorem 34, which requires showing, for all t ∈ N with t < Tx,y and
all s ∈ rng(St ), that E
[
ψ
xy
t+1
ψ xyt = s ] ≤ s (equation (18)) and obtaining a lower bound on
E
[(ψ xyt+1 − s)2 ψ xyt = s ] (equation (19)) (as we discuss after Theorem 34).
Let t ∈ N, and assume that t < Tx,y . Further, let s ∈ [0, ln(D/d)] such that ψ xyt = s. Note
that ln is a concave function and that φ
xy
t ≥ 1. By Jensen’s inequality, we obtain
E
[
ψ
xy
t+1
ψ xyt = s ] ≤ ln(E[φxyt+1  ln(φxyt ) = s ] ) = ln(E[φxyt+1  φxyt = es ] ) ≤ ln(es ) = s,
which shows equation (18).
Again, let t ∈ N, and assume that t < Tx,y . Further, let s ∈ [0, ln(D/d)] such thatψ xyt = s. We
proceed by bounding E
[(ψ xyt+1 − s)2 ψ xyt = s ] from below. Let A be the event that ψ xy jumps
fromψ
xy
t = s ≥ 0 directly toψ xyt+1 = −2 ln(2) (i.e., φ
xy
t ≥ 1 and φxyt+1 = 0). The positive self-loop
probability of M implies that Pr[A] < 1 and Pr[A] > 0. By the law of total expectation, we
obtain
E
[(ψ xyt+1 − s)2 ψ xyt = s ] = E[(ψ xyt+1 − s)2 ψ xyt = s,A ]Pr[A]
+ E
[
(ψ xyt+1 − s)2
ψ xyt = s,A ](1 − Pr[A]).
We lower-bound each term in the sum separately. Because ofψ
xy
t ≥ 0, we have
E
[(ψ xyt+1 − s)2 ψ xyt = s,A ]Pr[A] = ( − 2 ln(2) − s)2 · Pr[A] ≥ 4 ln(2)2 · Pr[A]. (20)
Furthermore, because η > 0, by Markov’s inequality, we get
E
[
(ψ xyt+1 − s)2
ψ xyt = s,A ] ≥ ln(1 + η)2Pr[(ψ xyt+1 − s)2 ≥ ln(1 + η)2 ψ xyt = s,A ]
= ln(1 + η)2Pr
[
|ψ xyt+1 − s | ≥ ln(1 + η)
ψ xyt = s,A ] .
We decomposed the probability on the right-hand side as
Pr
[
|ψ xyt+1 − s | ≥ ln(1 + η)
ψ xyt = s,A ] = Pr[ψ xyt+1 − s ≥ ln(1 + η) ψ xyt = s,A ]
+ Pr
[
ψ
xy
t+1 − s ≤ − ln(1 + η)
ψ xyt = s,A ] .
We rewrite the first of these probabilities as
Pr
[
ψ
xy
t+1 − s ≥ ln(1 + η)
ψ xyt = s,A ] = Pr[ln(φxyt+1es
)
≥ ln(1 + η)
 φxyt = es ,A
]
= Pr
[
φ
xy
t+1
es
≥ 1 + η
 φxyt = es ,A
]
= Pr
[
φ
xy
t+1 − es ≥ ηes
 φxyt = es ,A ] . (21)
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Since, for all x ∈ (0, 1), it holds that − ln(1+x) ≥ ln(1−x), we bound the second probability by
Pr
[
ψ
xy
t+1 − s ≤ − ln(1 + η)
ψ xyt = s,A ] ≥ Pr[ψ xyt+1 − s ≤ ln(1 − η) ψ xyt = s,A ]
= Pr
[
ln
(
φ
xy
t+1
es
)
≤ ln(1 − η)
 φxyt = es ,A
]
= Pr
[
φ
xy
t+1
es
≤ 1 − η
 φxyt = es ,A
]
= Pr
[
φ
xy
t+1 − es ≤ −ηes
 φxyt = es ,A ] . (22)
Combining equations (21) and (22), we obtain
Pr
[
|ψ xyt+1 − s | ≥ ln(1 + η)
ψ xyt = s,A ] ≥ Pr[ |φxyt+1 − es | ≥ ηes  φxyt = es ,A ] . (23)
For bounding the right-hand side of equation (23), assume that φ
xy
t = s
′ ≥ 1. Consider the
probability that φxy takes steps of at least size ηs ′. By the law of total probability,
Pr
[ |φxyt+1 − s ′ | ≥ ηs ′  φxyt = s ′ ] = Pr[ |φxyt+1 − s ′ | ≥ ηs ′  φxyt = s ′,A ]Pr[A]
+ Pr
[
|φxyt+1 − s ′ | ≥ ηs ′
 φxyt = s ′,A ](1 − Pr[A]).
Since A is the event to go from φ
xy
t ≥ 1 to φxyt+1 = 0, for all η ∈ (0, 1), it holds that
Pr
[ |φxyt+1 − s ′ | ≥ ηs ′  φxyt = s ′,A ] = 1.
Thus and by equation (4), we obtain
Pr
[
|φxyt+1 − s ′ | ≥ ηs ′
 φxyt = s ′,A ] = Pr[ |φxyt+1 − s ′ | ≥ ηs ′  φxyt = s ′ ] − Pr[A]1 − Pr[A]
≥ κ − Pr[A]
1 − Pr[A] . (24)
By combining equations (23) and (24) with s ′ = es , we get
E
[
(ψ xyt+1 − s)2
ψ xyt = s,A ] ≥ ln(1 + η)2Pr[ |ψ xyt+1 − s | ≥ ln(1 + η) ψ xyt = s,A ]
≥ ln(1 + η)2κ − Pr[A]
1 − Pr[A] . (25)
Last, we use equations (20) and (25) and that η < 1 implies ln(1 + η) ≤ ln(2) to obtain
E
[(ψ xyt+1 − s)2 ψ xyt = s ] ≥ 4 ln(2)2Pr[A] + (1 − Pr[A]) ln(1 + η)2κ − Pr[A]1 − Pr[A]
= 4 ln(2)2Pr[A] + ln(1 + η)2κ − ln(1 + η)2Pr[A]
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≥ 3 ln(2)2Pr[A] + ln(1 + η)2κ ≥ ln(1 + η)2κ,
which shows equation (19).
By Theorem 34, for all x,y ∈ Ω, we get
E
[
Tx,y
] ≤ ( ln(D/d) + 2 ln(2))2 − E[ ( ln(D/d) −ψ xy0 )2]
ln(1 + η)2κ
≤
(
ln(D/d) + 2 ln(2))2
ln(1 + η)2κ .
This results in the desired mixing time bound of
τM(ε) ≤
(
ln(D/d) + 2 ln(2))2
ln(1 + η)2κ ln
(
1
ε
)
. 
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