Abstract. Downwelling longwave fluxes, DLFs, have been derived for each month over a ten year period (1984)(1985)(1986)(1987)(1988)(1989)(1990)(1991)(1992)(1993), on a global scale with a spatial resolution of 2.5×2.5 degrees and a monthly temporal resolution. The fluxes were computed using a deterministic model for atmospheric radiation transfer, along with satellite and reanalysis data for the key atmospheric input parameters, i.e. cloud properties, and specific humidity and temperature profiles. The cloud climatologies were taken from the latest released and improved International Satellite Climatology Project D2 series. Specific humidity and temperature vertical profiles were taken from three different reanalysis datasets; NCEP/NCAR, GEOS, and ECMWF (acronyms explained in main text). DLFs were computed for each reanalysis dataset, with differences reaching values as high as 30 Wm −2 in specific regions, particularly over high altitude areas and deserts. However, globally, the agreement is good, with the rms of the difference between the DLFs derived from the different reanalysis datasets ranging from 5 to 7 Wm −2 . The results are presented as geographical distributions and as time series of hemispheric and global averages. The DLF time series based on the different reanalysis datasets show similar seasonal and inter-annual variations, and similar anomalies related to the 86/87 El Niño and 89/90 La Niña events. The global ten-year average of the DLF was found to be between 342.2 Wm −2 and 344.3 Wm −2 , depending on the dataset. We also conducted a detailed sensitivity analysis of the calculated DLFs to the key input data. Plots are given that can be used to obtain a quick assessment of the sensitivity of the DLF to each of the three key climatic quantities, for specific climatic conditions corresponding to different regions of the globe. Our model downwelling fluxes are validated against available data from ground-based stations distributed over the globe, as given by the Baseline Surface Radiation Network.
Introduction
The estimation of the surface radiation budget represents a major objective of the World Climate Research Programme as demonstrated by its Global Energy and Water Cycle Experiment (GEWEX), and in particular the GEWEX Surface Radiation Budget Project Gupta et al., 1999) . The amount of downwelling longwave radiation reaching the surface of the Earth is an indicator of the strength of the atmospheric greenhouse effect and hence it is a key parameter in climate modelling. The only reliable direct measurements of downwelling longwave fluxes at the surface are those provided by well-calibrated surface instruments. Current archives of such measurements have a very limited temporal and geographical coverage. For example, downwelling longwave fluxes (DLF) reaching the surface, exist for about 36 BSRN (Baseline of Surface Radiation Network) stations around the world and in most cases data exist only since the mid-nineties. Therefore, in order to monitor the surface downwelling longwave radiation on a global scale and over a long enough period to identify climate change impacts, one needs to rely on satellite data, in conjunction with radiative transfer models, with validation against surface measurements.
The reliability of the computed fluxes is primarily affected by its sensitivity to cloud cover and cloud properties, and to the vertical profiles of temperature and humidity, especially in the lower troposphere. Clouds, which are a very important determinant of the surface radiation budget, represent a (Rossow and Schiffer, 1991; , which is also part of the WCRP GEWEX Project, provides one of the most extensive and comprehensive global cloud climatologies currently available, as well as Earth surface and atmospheric parameters. The latest released D-series cloud datasets cover a sixteen-year period (July 1983 to December 2000 and show significant improvements over the earlier C-series, e.g. increased sensitivity of low-cloud detection, especially at high latitudes and over snow or ice in polar regions, as well as increased cirrus cloud detection over land. The changes in the detection thresholds for the D-series analysis have been successful in reducing the main biases of the C-series results found in validation studies (see Rossow and Schiffer, 1999 , for details). All studies of the Earth's radiation field, based on ISCCP data that have been published to date have relied on C-series cloud climatology Schweiger and Key, 1994; Rossow and Zhang, 1995; Fowler and Randall, 1996; Chen and Roeckner, 1996; Yu et al., 1999; Gupta et al., 1999; Hatzianastassiou et al., 1999; 2001a; 2001b; Hatzianastassiou and Vardavas, 2001) . They also have limitations in temporal and/or spatial coverage, spatial resolution, and validation with surface measurements.
The purpose of the present paper is to provide a fully validated dataset of monthly averaged DLF at the surface of the Earth, for the entire globe, on a 2.5-degree resolution (equal-angle), for 10 years (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) , based on ISCCP-D2 cloud data. The fluxes are available on the web http://esrb.iesl.forth.gr/LW-Fluxes. They are computed by a radiation transfer model, which is based on a detailed radiative-convective code (see Sect. 2 for details). Temperature and humidity profiles from three different reanalyses (NCEP/NCAR, ECMWF and GEOS) are used and the corresponding DLF results are inter-compared, following the recommendation of Kistler et al. (2001) regarding the use of reanalysis data for long-term climate studies. The calculated fluxes are compared with surface measurements from the Baseline Surface Radiation Network (BSRN) .
Model and input data

Model description
In a series of previous papers, we have presented calculations of the longwave radiation budget for 10 • latitudinal zones for the Northern (Hatzianastassiou et al., 1999) and Southern Hemisphere (Hatzianastassiou and Vardavas, 2001) , and for the polar regions (Hatzianastassiou et al., 2001a) , based on a radiation transfer model, which is a simplification of a detailed radiative-convective code developed for climate change studies (Vardavas and Carver, 1984) . Here, we use the same code, but modified to derive fluxes on a 2.5-degree spatial resolution and monthly temporal resolution, for both hemispheres. We use simple expressions for the total absorption of infrared radiation by the atmospheric molecules, independently in each 2.5 • ×2.5 • grid-box, dividing vertically the atmosphere (from the surface up to 50 mb) in about 5 mb layers to ensure that they are optically thin with respect to the Planck mean longwave opacity, and using simple transmission coefficients which depend on the amount of absorbing molecules in each layer. The molecules considered are; H 2 O, CO 2 , CH 4 , O 3 , and N 2 O. The sky is divided into clear and cloudy fractions. The cloudy fraction includes three non-overlapping layers of low, middle and high-level clouds, however the effect of cloud overlap on the model results is examined using two different schemes in Sect. 5. Expressions for the fluxes for clear and cloudy sky can be found in Hatzianastassiou et al. (1999) .
Input data
All of the cloud meteorological data except for the cloudbase temperature are taken from the ISCCP-D2 data set, which supplies monthly means for 72 meteorological variables in 2.5-degree equal-angle grid-boxes. More specifically, the variables used include: the cloud cover fractions for low, middle, and high-level clouds, the corresponding cloud top pressures and temperatures, and the cloud optical depth, which is particularly relevant for the high clouds, since low and middle clouds can be treated in most cases as blackbodies. Missing data in specific grid-boxes are replaced with values derived by linear interpolation between the values of the neighboring grid-boxes. No other currently available cloud climatology dataset gives the detailed information on cloud properties provided by ISCCP and required by the model.
Another cloud parameter which is necessary for the estimation of the downwelling flux at the surface and which is not provided by satellite data is the cloud-base temperature. This parameter is estimated (as in Hatzianastassiou et al., 1999) from the ISCCP-D2 cloud-top pressure and the cloud physical thickness values given by Peng et al. (1982) .
The vertical temperature and humidity profiles (including surface pressure) were taken from three different reanalyses projects: (i) NCEP/NCAR (National Center for Environmental Prediction/National Center for Atmospheric Research Reanalysis project, see Kistler et al., 2001 ); (ii) ECMWF (European Centre for Medium-Range Weather Forecasts Reanalysis); and (iii) GEOS-1 Reanalysis (Goddard Earth Observing System, see Schubert et al., 1995) . All data were monthly averaged and remapped to match the 2.5-degree resolution of the ISCCP-D2 dataset. Table 1 summarizes the various sources of input data used in the present study and their basic characteristics. The model runs with the three different datasets are referred to as case-i, case-ii and case-iii, respectively.
Finally, the total amounts and vertical distribution of ozone, carbon dioxide, methane, and nitrous oxide in the atmosphere are taken from Hatzianastassiou and Vardavas (2001) and references therein.
Aerosols are not currently included in the calculations of the DLF. Although inclusion of the aerosol effect could be significant in specific regions (e.g. in the Sahara, or over biomass burning regions), on the whole it is not expected to affect our analysis substantially (see for example Morcrette, 2002; Zhou and Cess, 2000) .
Inter-comparison of temperature and specific humidity datasets
Air temperature: especially of the lower atmospheric layer, plays an important role in determining the DLF reaching the surface. In Fig. 1a we show, as an example, the global distribution of the difference between the mean temperature of the lowest 100 mbar of the atmosphere given by GEOS and that given by NCEP/NCAR, for the month of January 1 . The largest differences reaching values of 6 K (with NCEP/NCAR giving the higher values) occur over land, particularly in extended regions of the Northern Hemisphere in winter (North America, Siberia, Antarctica), while over oceans the differences are smaller, of the order of 1 K. The discrepancies between NCEP/NCAR and ECMWF are generally less pronounced (Fig. 1b) . Again, best agreement is encountered over oceans, as also found by Anyamba and Susskind (1998) , while differences of up to 4 K can be found over land, especially in high altitude-regions (Andes, Greenland, Tibetan plateau, Antarctica). Figure 2a shows the seasonal dependence of the longterm averaged temperature (of the lowest 100 mbar) bias between the different databases, plotted separately for the Northern and Southern Hemispheres. Globally, both GEOS and ECMWF give higher temperatures than NCEP/NCAR in the lowest 100 mbar of the atmosphere. Significant seasonality is displayed by the NCEP/NCAR-GEOS bias in the Northern Hemisphere (solid blue curve in Fig. 2a) , and by the NCEP/NCAR-ECMWF bias in the Southern Hemisphere (dashed red curve in Fig. 2a ). In the former case, the lowest bias is observed in winter months and the highest in August and September, while in the latter the highest bias is in April and the lowest bias in (southern) summer. Figure 2b shows the latitudinal dependence of the annual long-term zonally averaged temperature (of the lowest 100 mbar) bias between the different databases. On average, GEOS and ECMWF show no systematic difference between −40 • and 40 • , while they both give higher temperatures, by 1 K, than NCEP/NCAR, in the same zone. On the contrary, in high latitudes of the Northern Hemisphere (50 • N-80 • N) the NCEP/NCAR temperature has a mean annual value of ∼1 K greater than GEOS.
1 Longterm average for the years common in the two datasets Specific Humidity: The differences between water vapour content in the lowest 100 mb of the atmosphere given by the three databases are typically about 25% over much of the globe, although there are extended regions in the Northern Hemisphere mostly above 40 • (North America and Asia), where there are much larger differences, that exceed 60%.
As an example, we show the global distribution of the water vapour difference between NCEP/NCAR and GEOS, and NCEP/NCAR and ECMWF, in Figs. 1c and d respectively, for the month of January. The large discrepancies in the Northern Hemisphere between NCEP/NCAR and ECMWF are obvious in Fig. 1d , however they are much reduced (to 15%) during summer. Figure 2c shows the seasonal dependence of the long-term averaged water vapour content (in the lowest 100 mbar) bias between the different databases, plotted separately for the Northern and Southern Hemispheres.
Generally, there is a strong seasonality in the water vapour difference between NCEP/NCAR and ECMWF (red curves). In the Northern Hemisphere, the water vapour given by NCEP/NCAR is more than that of ECMWF for the winter months, while the reverse occurs in summer. In the Southern Hemisphere, the seasonal dependence is even stronger (dashed red curve), with large positive NCEP/NCAR-ECMWF bias in (southern) winter and negative bias in summer. There is no such pronounced seasonality in the water vapour difference between the NCEP/NCAR and GEOS databases. Figure 2d shows the latitudinal dependence of the annual long-term zonally averaged water vapour (in the lowest 100 mbar) bias between the different databases. On average all three databases show better agreement (within 2-5%), in the tropics, with ECMWF giving the highest water vapour values, followed by GEOS and then by NCEP/NCAR. At mid-latitudes, the discrepancies are larger, reaching 10-12%, with ECMWF giving the lowest values of water vapour, followed by GEOS and then by NCEP/NCAR. 
Model Sensitivity Analysis
A series of sensitivity tests were performed to investigate how much uncertainty is introduced to the model downwelling longwave fluxes by uncertainties in the input parameters. Each test calculation covers the entire globe for one month. The results are summarised in Table 2 . Atmospheric temperature profile: We have run a sensitivity test examining the effect on the DLF of an increase (or decrease) in the air temperature by 2 K 2 (the entire profile is moved to higher/lower temperature). It was found that such an increase causes an increase of the global average DLF by 9 Wm −2 (or decrease of 8.9 Wm −2 ), as shown in Table 2. This is similar in magnitude to the results by using the GISS radiation transfer model. On gridbox level (Fig. 3a) , the increase of the DLF, caused by a 2 K atmospheric temperature increase, ranges from 2 Wm −2 to 11 Wm −2 depending on the climatic conditions, i.e. on temperature, cloud cover and water vapour content. For the fixed 2 K increase, the weakest effect (about 2 Wm −2 ) is observed in very cold climates with very low cloud cover (practically clear sky), while the largest effect (about 10 Wm −2 ) occurs in hot and cloudy (mainly tropical) regions. In each temperature regime there is a range of about 3 Wm −2 in the observed DLF difference, caused mainly by cloud amount differences.
3
Specific Humidity: We have run a sensitivity test in which we have increased (or decreased) by 25% 4 the specific humidity in each atmospheric layer for each grid-box. The resulting global increase in the DLF is 6.2 Wm −2 (or decrease by 8.3 Wm −2 ) on average, with differences ranging from 1 to 14 Wm −2 . Grid-boxes with originally low water vapour content are obviously the least affected. For example, for gridboxes with (total) precipitable water less than 0.5 g cm −2 , the average increase of the DLF in the above test was 3 Wm −2 . The increase in DLF when the temperature of the atmosphere is increased by 2 K at all levels, as a function of mean temperature in the lowest 100 mbars of the atmosphere. The colour coding refers to low plus middle cloud cover: brown is for CA<5%, green is for CA between 5% and 10%, black is for CA between 10% and 30%, blue is for CA between 30% and 50%, orange is for CA between 50% and 70% and magenta is for CA>70%. (b) The increase in DLF when precipitable water of the atmosphere is increased by 25% at all levels, as a function of total precipitable water (prior to the increase). The colour coding refers to low plus middle cloud cover: green is for CA<10%, black is for CA between 10% and 30%, blue is for CA between 30% and 50%, orange is for CA between 50% and 70% and magenta is for CA>70%. (c) The increase in DLF when cloud cover increases by 30% of its given value, as a function of original cloud (low and middle-level) cover. The colour coding refers to: green is for precipitable water less than 0.5 g cm −2 , black is for precipitable water between 0.5 and 1 g cm −2 , blue is for precipitable water between 1 and 2.5 g cm −2 , orange is for precipitable water between 2.5 and 4 g cm −2 and magenta is for precipitable water larger than 4 g cm −2 .
The response of the DLF to water vapour changes clearly depends also on temperature -with the colder regions the least affected-and on low and middle cloud cover, since, when cloud is present, water vapour thermal emission that reaches the surface, comes from a much smaller column. For example, for precipitable water between 1 and 2 g cm −2 , the increase in DLF due to a 25% increase in precipitable water, is about 3 Wm −2 , on average, for grid-boxes with cloud cover larger than 70%, while it rises to 12 Wm −2 for grid-boxes with cloud cover less than 10%. This coupling between low and middle cloud cover and DLF sensitivity to water vapour changes is shown in Fig. 3b . Fasullo and Sun (2001) 5 also noted the role of the presence of low clouds in determining the sensitivity of the DLF and found that the largest sensitivity of the DLF on water vapour is encountered in the dry zones of the subtropics and eastern Pacific Ocean. Another effect that can be seen in Fig. 3b is that in regions with large water vapour content, i.e. larger than approximately 3 g cm −2 (mostly in the tropics) the DLF sensitivity becomes saturated, as the infrared emissivity of the water vapour layer increases towards unity. So, in these regions, the DLF only rises by 5-8 Wm −2 , irrespective of variations in cloud cover and water vapour, and in spite of the high temperatures. Cloud cover: Satellite cloud-cover uncertainties can be quite large. Threshold temperature and reflectivity are used to identify clouds from satellite measurements. As a result, the fractional cloud cover can differ greatly among various data sets depending upon the threshold values used. As shown by Stowe et al. (2002) , for example, the (absolute) difference in total cloud cover between ISCCP-D and NOAA/PATHFINDER (PATMOS) is quite large, reaching 15% in the tropics (with ISCCP giving on average 65% total cloud cover and PATMOS giving about 50%) and almost 35% at the poles (with ISCCP-D giving on average 60% total cloud cover and PATMOS 6 giving about 95%). We have therefore run a test to examine the sensitivity of the DLF to possible errors in the cloud data. We have changed the total cloud amount by ±30% of its value for each grid-box and found that the global mean value of the DLF at the surface changed by ±10 Wm −2 . If just the low cloud amount is changed by ±30%, the effect on the global average DLF is ±6 Wm −2 while if the middle cloud amount is changed by ±30%, the effect on the DLF is less but comparable to the low cloud case (±4 Wm −2 ). For the high cloud cover the effect is, expectedly, much less significant (±0.8 Wm −2 ). Close examination of the effect on a grid-box basis shows that the difference in the DLF ranges from 0 to 25 Wm −2 , depending on original (low and middle) cloud cover, water vapour content and temperature. For the same amount of cloud cover, the less the amount of water vapour is in the lower atmosphere, the higher the increase in the DLF caused by the increase in cloud cover (see Fig. 3c ). Temperature plays a secondary role (and therefore its effect is not shown in Fig. 3c ). For example, the warmest regions, in which the mean temperature of the lower part of the atmosphere is larger than 290 K, show the lowest sensitivity to the cloud cover increase. This is due to the fact that in these same regions generally the water vapour content of the atmosphere is very high, which in conjunction with high atmospheric temperatures leads to a significant contribution to the DLF under clear-sky conditions. On the other hand, cold regions (mean T<270 K) with low water vapour content are the most affected by an increase in cloud cover. This is an important result, given that the most severe discrepancies in cloud cover between different datasets, mentioned above, occur in cold climates.
For example, the mean difference of about 60% in cloud cover between PATMOS and ISCCP-D in Antarctica, can produce differences in the DLF of about 40 Wm −2 . On the other hand, the 30% difference in cloud cover between the two datasets in the tropics would lead to discrepancies in the DLF, only of about 5-10 Wm −2 .
The three plots given in Fig. 3 , and discussed in the previous paragraphs, can be used effectively for assessing the sensitivity of the DLF to temperature, precipitable water and cloud amount, for specific geographical regions (with specific climatic conditions).
Cloud-physical thickness: This quantity, taken from Peng et al. (1982) , determines along with the cloud-top pressure provided by the satellite measurements, the cloud-base height, which in turn specifies the cloud-base temperature. We ran a sensitivity test in which we increased (or decreased) the cloud physical thickness by 20%, which caused a corresponding lowering (or rising) of the cloud base. As a consequence, the global average DLF increased (decreased) by 2 Wm −2 . Similar values were also found by . On a grid-box level, the change in DLF ranges between −1 and 4.5 Wm −2 , with most of the grid-boxes having values between 1 and 3 Wm −2 . Further, there is a dependence of the sensitivity of the DLF (caused by the change of the cloud base) on cloud cover, as expected, but it is not very strong. Some negative changes occur in a few grid-boxes in polar regions with temperature inversions, where the original cloud base happened to coincide with the local maximum in the temperature profile.
Cloud overlap scheme: One known limitation of the ISCCP-D2 dataset is the assumption that the clouds are classified into non-overlapping layers. From the satellite point of view, if there are low clouds under the optically thick middle clouds, they will not be observed. This fact leads to a systematic underestimation in low-level cloud amount, and consequently in DLF at the surface. In order to examine the possible effect that this assumption has on the DLF, we implement two cloud-overlap schemes, based on random and maximum overlap, corresponding to the random and maximum overlap with no-constraints, described in Chen et al. (2000) . The random-overlap scheme assigns lower cloud amounts under higher clouds, based on cloud cover in areas where the satellite's view to the lower cloud is not obscured. The maximum-overlap scheme assumes that a lower cloud always exists under the higher cloud. Overall, the random overlap assumption seems to be the preferable procedure (Zhou and Cess, 2000) . Application of the random-overlap scheme leads to an increase of the DLF by about 1.2 Wm −2 on average, globally, while the maximumoverlap scheme leads, expectedly, to a larger increase of 3.2 Wm −2 , as shown in Table 2 . The maximum effect on the DLF reaches 8 Wm −2 , for the random overlap scheme and is observed in areas where originally both low and middle cloud cover is significantly high. This value is comparable to the effect reported by Chen et al. (2000) , but it is significantly lower than the value of 20 Wm −2 reported by Zhou and Cess (2000) . For the maximum overlap scheme, the maximum effect on the DLF reaches 14 Wm −2 in specific regions, although the median value is only 2.9 Wm −2 over most of the globe. Temporal resolution: As mentioned in Sect. 2, in this study we use mean monthly climatological data as input to our model. The climate processes, however, often display nonlinear behavior, so we examined the effect that monthly averaging has on the estimation of fluxes by the model. Specifically, we ran the model with daily data, producing daily fluxes and averaging these to derive monthly fluxes. These fluxes were compared with those derived by the model when mean monthly climatological data were used to produce the monthly fluxes. The sensitivity test was performed using daily data for physical quantities that significantly affect the DLF, i.e. the cloud amounts, and the vertical temperature and humidity profiles of the atmosphere. All these parameters are provided at BSRN stations with temporal resolution of a few minutes. We produced daily cloud amounts and vertical atmospheric profiles from these datasets and ran the daily model for 12 stations, covering a range of climates from tropical to polar, which had the necessary data. In Fig. 4 , we compare the monthly DLFs derived from monthly climatologies, against the monthly DLFs derived by averaging the daily DLFs. The least squares best fit line is shown with a dashed line and has a slope of 0.981±0.004, at the 95% confidence level. The solid line shows a slope equal to 1, for comparison. The average difference between the two sets of monthly fluxes is 3.5 Wm −2 , while the standard deviation of the differences is 4.8 Wm −2 .
Model results
The model was run for all three different input meteorological reanalysis data sets: NCEP/NCAR (cases-i), ECMWF (case-ii) and GEOS (case-iii). Cloud data were taken from ISCCP-D2 for all three cases.
Geographical Distribution
Case-i: The resulting geographical distribution of the 10-year average of the DLF, for case-i, is shown in Figs. 5a and b for two months (January and July). As expected, in January, the maxima of DLF occur over a broad swath along the equator, mainly over tropical and subtropical oceans along the intertropical convection zone. In these regions cloud amounts, water vapor and air temperatures are high, while cloud bases are low. The maxima are shifted slightly northwards in July. Minima occur, as expected, in the polar regions, with Antarctica and Greenland having the lowest values, and over an extended area in the Northern Hemisphere in winter. A lower seasonal variability is seen in the Southern Hemisphere compared with that in the Northern Hemisphere. Note the regional minima of the DLF in winter over dry desert areas (Sahara, Atacama, Kalahari, Central Australia), characterized by clear-sky conditions, as well as over high-altitude areas (Tibetan Plateau, Rocky Mountains, Andes, Greenland, Antarctica), with low cloud cover, low air temperatures, and low moisture content.
Case-ii : The global distribution of the DLF generally has the same characteristics as for case-i. Figure 6a shows the global distribution of the difference in DLF between case-i and case-ii, for the month of January, as an example. Generally, the differences are about 10 Wm −2 or less, over most of the globe. The scatter around the best-fit line representing DLF case−i vs DLF case−ii (for all individual grid-boxes) is 5.4 Wm −2 . However, there are regions where the difference between them can reach values as large as 30 Wm −2 , with DLF case−i being significantly higher over high attitude regions such as the Tibetan plateau, the Andes, the Rocky Mountains, as well as in Eastern Africa. Comparison with Fig. 1d , shows that these discrepancies are mainly connected to differences in water vapour. However, similarly large differences in water vapour (Fig. 1d) exist also over extended regions of North America and Siberia, although the corresponding DLFs are in relatively good agreement. This reflects the relatively low sensitivity of the DLF to the water vapour content in the lowest 100 mbar of the atmosphere, in regions with large (over 50%) low cloud amount (see Sect. 3).
Case-iii: As for case-ii, the global distribution of the DLF is similar to case-i for most of the globe, however there are large differences over specific regions. Figure 6b shows the difference between cases iii and i, again for January. The most pronounced differences occur in India, Sahel, and the Andes, where the (absolute) differences exceed 20 Wm −2 , linked to large water vapour differences (Fig. 1c) . There are also relatively large differences over high latitude land in the Northern Hemisphere, due to temperature differences (Fig. 1a) . The scatter around the best-fit line representing DLF case−i vs DLF case−iii (for all individual grid-boxes) is 5.3 Wm −2 . The differences between cases ii and iii are mapped over the globe in Fig. 6c . The most significant differences (of the order of 30 Wm −2 ) occur in the Northern Hemisphere in the Sahel, the Tibetan plateau as well as in the Andes where case-iii fluxes are higher than case-ii fluxes.
On the other hand, in the Southern Hemisphere the differences are of the opposite sign, and are more pronounced over the oceans at mid-latitudes. The scatter around the best-fit line representing DLF case−ii vs DLF case−iii (for all individual grid-boxes) is 6.8 Wm −2 . In Figs. 6a, b and c the differences are relatively large in specific regions, although globally the agreement is good, with the rms of the difference between the DLFs of different cases ranging from 5 to 6.8 Wm −2 . Some of these regions are areas with rough topography, so the differences between the DLFs may not be entirely due to differences in the databases, but may be partly caused by the remapping of the original databases onto a 2.5×2.5 degree grid. We are currently processing 1×1 degree climatologies from NASA-Langley and will be able to investigate this issue further in a future work. Figure 7a shows the latitudinal dependence of the annual long-term zonally averaged difference between the DLFs derived by the different model runs. Generally, DLF case−ii and DLF case−iii show relatively small differences in all latitudes (except for the polar regions). However, larger discrepancies occur between DLF case−i and the other two cases, particularly in the tropics 20 S-20 N, where the difference in the zonal average DLFs reach 6-8 Wm −2 . This difference is caused primarily by the fact that both GEOS and ECMWF have temperatures (in the lowest 100 mb) higher by 1 K (Fig. 2b) on average than NCEP/NCAR in the tropical zone and secondarily by the ∼4% difference in water vapour (Fig. 2d) . In mid latidudes (30 • -60 • ) the differences between the DLFs are less than 2 Wm −2 . Figure 7b shows the seasonal dependence of the long-term mean hemispherical difference between the DLFs derived by the different model runs, plotted separately for the northern (solid lines) and southern (dashed lines) hemisphere.
Latitudinal and Seasonal inter-comparison
The DLF case−i -DLF case−ii difference shows strong seasonal dependence in both hemispheres, following the strong seasonality of the water vapour difference between the corresponding input databases (Fig. 2c) . Less pronounced, but significant, is the seasonal dependence of the DLF case−i -DLF case−iii difference, which is caused mainly by the seasonality in the difference between the NCEP/NCAR and GEOS temperatures (in the lowest 100 mb), as is seen in Fig. 2a. Figure 8a shows the time-series of the global average value of the monthly DLF for the ten year period 1984-1993, for all three cases. The large regional discrepancies are smoothed out when considering global means. Thus the differences in the global average monthly values are only of the order of 1-2%. It is also obvious from Fig. 8a that all three datasets follow overall the same seasonal variability, with the maxima corresponding to Northern Hemisphere Summer.
DLF Time-series
In Fig. 8b , we present the time-series of the difference of the DLF time-series between case-ii and case-i, between case-iii and case-i and between case-ii and case-iii. The latter pair shows the best agreement. It should also be noted that although the difference between case-ii and case-iii DLF is relatively small, it is of opposite signs for the periods before and after 1989, resulting in a small decadal trend. Both case-ii and case-iii give systematically higher DLF globally by about 2 Wm −2 than case-i. Figure 9 shows the time series of the anomaly of the mean monthly DLF at the surface of the earth for the period 1984-1993 for the northern (Fig. 9a ) and the southern (Fig. 9b) hemispheres. All three cases show similar interannual variations of the DLF, in both hemispheres, with a broad maximum corresponding to the 86/87 El Niño episode, followed by a well-defined minimum related to the 89/90 La Niña event. There is no strong signature of the 91/92 El Niño event, although there is an increase in the flux compared to 89/90. It is possible that the Pinatubo eruption in June 1991 may have caused a depression in the DLF, more or less coincident with the 91/92 El Niño event: The aerosols from this eruption caused a decrease in solar heating, which led to a global cooling of the lower troposphere, and an associated reduction in global water vapour concentrations (Soden et al., 2002) .
Finally, all three cases show a well defined minimum in the second part of 1992, mainly in the Northern Hemisphere. The case-ii anomaly time-series shows a broad significant minimum in 1986 in both hemispheres, which however is not shown by the other two time-series. On the other hand, the case-iii anomaly time-series shows two narrow minima at the end of 1989 and end of 1990, again not seen in the other time-series. Flux variations not seen in all three cases (i.e. based on input data from the three different reanalyses), and in both hemispheres should be given lower confidence (see e.g. Kistler et al., 2001) . 
Comparison with long-term averages of other models
The global long-term average of the DLF reaching the surface of the Earth is 342.2 Wm −2 for case-i, 344.3 Wm −2 for case-ii and 343.9 Wm −2 for case-iii, respectively. The hemispherical and global long-term averages of the DLF for all three cases are given in Table 3 , along with results of other recent calculations, based either on deterministic models, or on general circulation models. We also included in the Table the global average of the DLF at the surface as estimated from GEBA station measurements. The global long-term averages and the hemispherical values calculated here are in good agreement with recent results from other deterministic radiation transfer models using satellite data. Our global long-term average is somewhat lower (by about 4 Wm −2 for case-iii) than the values derived by Gupta et al. (1999) and by Rossow and Zhang (1995) . As far as comparison with GCM results is concerned, we mention here the excellent agreement with ECHAM4 (Wild et al., 2001 ) that has been shown to provide better agreement with observations than many other GCMs, examined in detail by Wild et al. (1998) and Garratt et al. (1998) . Very good agreement is also found with the CSU/GCM of Randall (1997) , as quoted by Gupta et al. (1999) , while CCM3 gives about 7 Wm −2 less DLF than found here. An improvement to the CCM3 radiation code has been employed recently (Iacono 3 1985 -1993 FORTH-model Case-ii " 345.3 342.6 343.9 1986 -1993 FORTH-model Case-iii Rossow and Zhang (1995 348.0 modified GISS code with ISCCP-C1 data Gupta et al. (1999) 351.0 344.6 347.8 Gupta model with ISCCP-C1 data Hatzianastassiou and Vardavas (2001) 341.0 FORTH zonal model with ISCCP-C2 data Hatzianastassiou et al. (2001b) 331.5 Zonal FORTH model with ISCCP-D2 data General circulation models Wild et al. (2001) 344.0 ECHAM4 GCM Wild et al. (2001) 337.0 HadAM2 GCM Wild et al. (2001) 333.0 HadAM3 GCM Garratt et al. (1998) 339.0 CSIRO-2 GCM Randall (1997), as given 343.7 337.2 340.8 CSU GCM in Gupta et al. (1999 ) Zhang (1997 et al., 2000) which has led to an increase of the DLF fluxes at the surface by 8-15 Wm −2 at high latitudes and other dry regions, which will in turn reduce the bias between our results and the CCM3 results. A host of other GCMs (e.g. HadAM2b, HadAM3, ERA, CSIRO) also shown in Table 3 give values that are generally lower than our value by about 8-14 Wm −2 .
Validation against BSRN station data
Validation of model results for the downward flux reaching the surface of the Earth is only possible through comparison with ground-based measurements at specific sites. To this aim we have used ground-based observations taken from the Baseline Surface Radiation Network (BSRN, Ohmura et al., 1998) . Model DLFs (for all three cases of input reanalysis data) were compared against BSRN fluxes. Data from 8 BSRN stations 7 (Table 4) were used for this purpose. In Fig. 10 , we show the corresponding scatter plot, comparing model fluxes (for case-ii model fluxes as an example) against station measurements. Similar scatter plots were also constructed for cases i and iii. Table 5 lists the results of the comparison between model and BSRN station DLFs for all three cases. There is a negative bias of the model fluxes when compared against BSRN fluxes, ranging from −7 to −9 Wm −2 . It must be emphasized here that although the number of BSRN stations used for the comparison is small, the geographical distribution of these stations represents a wide variety of climates. The slope of the line best fitted to the data is marginally larger than 1, indicating that low fluxes are underestimated and high fluxes are somewhat overestimated. This underestimation of DLF in cold and dry climates seems to be caused by a clear-sky bias of our simple radiation scheme, found also with other simple radiation codes used in GCMs and reanalyses as reported in Wild et al. (2001) . The scatter around the best fit line in Fig. 10 , ranges from 19 Wm −2 to 23 Wm −2 . The smallest bias is displayed by case-iii, while the smallest scatter is displayed by case-i, which also dis-plays the smallest deviation from a slope of 1. It must be noted that the model fluxes have been slightly adjusted, prior to the comparison against station fluxes, to account for any elevation difference between the station site and the much larger 2.5 • ×2.5 • grid box. We adopted a height gradient of 2.8 Wm −2 (100 m) −1 (Wild et al., 1995) to allow for this effect.
The observed biases could be due to two factors, a) model deficiencies and b) input data errors. By input data errors we mean either input data problems, or that the grid box and station have different climatic conditions. In order to determine which one of factors a) and b) is predominant, we ran the model with locally observed cloud fractions and radiosonde profiles for the temperature and humidity and compared the resulting DLF against the BSRN measured DLF. This experiment is run for BSRN stations for which cloud fractions and radiosonde measurements were recorded routinely. The model bias was significantly reduced to −2.4 Wm −2 , with a scatter of only 11.6 Wm −2 , showing that the model is able to reproduce the observed DLF at a specific station very well, when run with the local data. Further analysis showed that the mismatch between model and BSRN fluxes was related in most cases to low cloud cover and less frequently to temperature and specific humidity differences. Although the ISCCP low-level cloud amounts generally agree with the ones observed at the BSRN locations, sometimes they are substantially lower, particularly at mid and high latitudes in winter, i.e. at the low end of the DLF scatter plot. There is a clear correlation between the model underestimation of the DLF and the underestimation of low-level cloud cover by ISCCP D2. We see that as the differences between the ISCCP D2 and the BSRN low-level cloud amount decrease, so do the differences between model and BSRN DLF (Fig. 11) .
Summary
Downwelling longwave fluxes, DLFs, have been derived for each month over a ten year period (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) , on a global scale with a resolution of 2.5×2.5 degrees. The fluxes are available on the World Wide Web at http://esrb.iesl.forth.gr/ LW-Fluxes.
The fluxes were computed using a deterministic model for atmospheric radiation transfer, along with satellite and reanalysis data for the key atmospheric input parameters, i.e. cloud properties, and specific humidity and temperature profiles.
The cloud climatologies were taken from the latest released and improved International Satellite Climatology Project D2 series. Specific humidity and temperature vertical profiles were taken from three different reanalysis datasets; NCEP/NCAR, GEOS, and ECMWF (acronyms explained in main text).
A series of sensitivity tests were performed to investigate how much uncertainty in the DLF can be caused by uncertainties in the input data. This sensitivity was investigated regionally, as well as globally. The maximum sensitivity of the DLF to a temperature increase (or decrease) occurs in the tropics, where there is high water vapour content and significant cloud cover. In these regions, the DLF can increase by up to 11 Wm −2 for a 2 K temperature increase. The sensitivity of the DLF to water vapour increase (or decrease) depends crucially on the amount of low and middle cloud cover. The maximum sensitivity of the DLF to changes in the water vapour content of the atmosphere occurs over areas with little cloud cover and precipitable water values between 1-2 g cm −2 (deserts). In these regions, the DLF can increase by up to 25 Wm −2 for a 25% increase in precipitable water. The sensitivity to the same percentage of precipitable water increase is much smaller, about 5-8 Wm −2 , in the tropics, despite the high temperatures and high water vapour content in these regions. The sensitivity of the DLF to differences in cloud cover values depends primarily on water vapour and secondarily on temperature. Cold regions with low water vapour content are the most affected by an increase in cloud cover, while the opposite is true for hot and humid (tropical) regions. Finally, uncertainties in cloud physical thickness of about 20% do not affect significantly the DLF.
DLFs were computed separately for all three reanalysis temperature and specific humidity datasets. The temperature and specific humidity data (particularly for the lower troposphere) as well as the resulting fluxes were intercompared. Significant regional differences between the three reanalyses were noted both in temperature and in specific humidity (in the lower troposphere), over land, particularly over high altitude and dry regions. The combined effect of these differences on the regional DLFs can reach 30 Wm −2 in specific regions, however, globally the agreement is good, with the rms of the difference between the DLFs derived from the three reanalysis datasets ranging from 5 to 6.8 Wm −2 . Generally, the DLFs derived using GEOS and ECMWF reanalysis data are in better agreement between themselves, than with the DLFs derived on the basis of NCEP/NCAR reanalysis.
The results are presented as geographical distributions and as time series of hemispheric and global averages. The DLF time series based on the different reanalysis datasets show similar seasonal and inter-annual variations. Anomalies caused by the 86/87 El Niño and 89/90 La Niña events, are clearly seen in all cases. Therefore, although for regional studies, there are significant differences, for longterm climate studies all model runs (using the different reanalyses temperature and humidity data) give similar results, at least over the 10 year period examined in the present study.
The global ten-year average of the DLF was found to be 342.2 Wm −2 when using NCEP temperature and humidity data, 344.3 Wm −2 with ECMWF data, and 343.9 Wm −2 with GEOS data. These agree very well with the ECHAM 4 value, but it is generally larger than most other GCM results. It is however lower than other deterministic model results, such as the results of Gupta et al. (1999) .
Our model downwelling fluxes are validated against available data from ground-based stations distributed over the globe, as given by the Baseline Surface Radiation Network. There is a negative bias of the model fluxes when compared against BSRN fluxes, ranging from −7 to −9 Wm −2 , mostly caused by low cloud amount differences between the station and satellite measurements, particularly in cold climates. The model bias was significantly reduced to −2.4 Wm −2 , with a scatter of just 12 Wm −2 , showing that the model is able to reproduce the observed DLF at a specific station very well, when run with the local data.
