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Einleitung
In der induktiven Statistik werden beobachtete Daten x1; : : : ; xn als Rea-
lisierungen von Zufallsvariablen X1; : : : ; Xn aufgefat. Um Schlufolgerun-
gen aus den Beobachtungen zu ziehen, die uber eine bloe Beschreibung der
Daten hinausgehen, mussen Annahmen uber den zugrundeliegenden Zufalls-
mechanismus gemacht werden. Es ist folglich ein stochastisches Modell zu
erstellen, durch das die (gemeinsame) Verteilung von X1; : : : ; Xn naher be-
schrieben wird. Dabei ist es intuitiv naheliegend, da im allgemeinen um so
weitreichendere Schlusse aus den Daten gezogen werden konnen, je genauer
das Modell die Verteilung von X1; : : : ; Xn beschreibt.
Aus wahrscheinlichkeitstheoretischer Sicht ware es deshalb wunschens-
wert, die zugrundeliegende Verteilung vollstandig zu spezizieren. Handelt
es sich um univariate Beobachtungen, so ware ein mogliches Modell: X1; : : : ;
Xn sind unabhangig und identisch verteilt; die gemeinsame Verteilung ist
eine Normalverteilung mit Erwartungswert  = 0 und Varianz 2 = 1. Man
schreibt dafur
(Xj)j=1;:::;n
uiv N (0; 1):
Unter diesen Annahmen konnen dann alle interessierenden Groen mit wahr-
scheinlichkeitstheoretischen Hilfsmitteln bestimmt werden; statistische Me-
thoden sind uberussig.
Die Kehrseite dieser Vorgehensweise ist oensichtlich: Je genauer man
ein Modell festlegt, desto groer ist die Gefahr, da die Daten nicht mit
dem Modell vereinbar sind. Folgerungen aus einem Modell, das mit den Be-
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obachtungen nicht vertraglich ist, konnen zumindest fur die Praxis wertlos
sein.
Die Moglichkeit eines Modellfehlers lat sich ausschlieen, indem man
nur vollig unzweifelhafte Annahmen in das Modell einieen lat, etwa die
Annahme von IN0-wertigen Zufallsvariablen, wenn die Beobachtungen aus
Zahldaten bestehen. Mit einem solchen Modell (das diesen Namen kaum
noch verdient) wird man jedoch nicht viel anfangen konnen.
Der Ausweg, den die Statistik aus diesem Dilemma ndet, ist ein Kom-
promi: man legt einen Modellrahmen fest, der irgendwo zwischen den bei-
den oben beschriebenen Extremen liegt, und uberpruft mit statistischen
Methoden, ob dieser Rahmen mit den Daten vertraglich ist. Wenn dies be-
jaht werden kann, werden aus den Daten und dem Modell Schlufolgerun-
gen gezogen, die uber die reine Datenbeschreibung hinausgehen. Der zweite
Schritt, das Uberprufen der Vertraglichkeit von Modell und Beobachtungen
mit Hilfe statistischer Anpassungstests, ist der Gegenstand der vorliegenden
Arbeit. Dabei nehmen wir an, da immer die Modellannahme
X1; : : : ; Xn sind stochastisch unabhangig und identisch verteilt
erfullt ist. Diese Voraussetzung ist in der Praxis bei kontrollierten Experi-
menten oft gegeben; in anderen Fallen ist sie durch geeignete Auswahl der
Daten zumindest approximativ erfullbar.
In der Literatur wird unter dem Begri Anpassungstest oft folgende spe-
zielle Situation verstanden (so z.B. in Kendall and Stuart (1979), Kap. 30):
den Daten liegt als Grundannahme ein parametrisches Modell zugrunde.
Ist # ein endlichdimensionaler Vektor und fP# : # 2 g eine parametri-
sche Verteilungsfamilie, so dient ein statistischer Anpassungstest dazu, die
Hypothese
H0 : P 2 fP# : # 2 g
zu uberprufen. Dabei bezeichnet P die den Daten zugrundeliegende unbe-
kannte Wahrscheinlichkeitsverteilung. Das wichtigste Beispiel fur eine para-
metrische Verteilungsfamilie ist die Normalverteilungsklasse
fN (; 2) :  2 IR; 2 > 0g:
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Im Unterschied zum obigen Fall einer Normalverteilung mit bekannten Pa-
rametern hat man es also nicht mit einer einfachen, sondern mit einer zu-
sammengesetzten Hypothese zu tun.
Liegt die Situation einer zusammengesetzten Hypothese vor, so mu erst
ein geeigneter Schatzer #̂n fur # deniert werden; danach benotigt man ein
Vergleichskriterium, das in geeigneter Weise uberpruft, ob die vorliegenden
Daten aus der Verteilung P#̂n erzeugt sein konnen.
Sind die Daten univariat, so ist die Verteilung P# durch die zugehorige
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1fXj  tg; t 2 IR;
denierte empirische Verteilungsfunktion.
Im Falle der Normalverteilung kann man als Schatzer fur  und 2 den
Stichprobenmittelwert Xn und die empirische Varianz ̂
2
n verwenden; Kn










an, wobei () die Verteilungsfunktion der Standardnormalverteilung be-
zeichnet.
Eine wunschenswerte Eigenschaft, die die Kolmogoro-Teststatistik be-
sitzt, ist die globale Konsistenz: Jede feste Alternative zur hypothetischen
Verteilungsklasse wird mit gegen 1 gehender Wahrscheinlichkeit erkannt,
wenn der Stichprobenumfang gegen Unendlich strebt. Solche Tests wer-
den omnibus-Tests genannt. Weitergehende theoretische Aussagen uber das
Guteverhalten sind nur schwer zu machen. Da die Alternative nichtparame-
trisch ist, existiert kein Test, der die grote Gute gegenuber jeder Alternati-
ve besitzt. In eingeschrankteren Situationen wie dem Testen einer einfachen
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Hypothese gegen Lagealternativen lat sich sogar zeigen, da zu einem be-
stimmten Test meist eine Verteilungsfamilie existiert, fur die der Test gewis-
se lokale asymptotische Optimalitatseigenschaften besitzt (Nikitin (1995),
Kap. 6). Um so wichtiger ist es, das Guteverhalten eines Tests gegenuber
einer moglichst groen Zahl von Alternativen durch Simulationsstudien bei
in der Praxis auftretenden Stichprobenumfangen zu untersuchen.
Als Minimalforderung an einen Anpassungstest bleibt die globale Konsi-
stenz bestehen. In den letzten Jahren hat sich aber gezeigt, da auch solche
Tests ihre Gute im Raum aller Alternativen sehr ungleichmaig verteilen
(siehe etwa Janssen (1995)). Es existieren nur wenige Richtungen von Ab-
weichungen von der hypothetischen Verteilung, gegen die ein solcher Test
eine hohe Gute besitzt. Insofern verhalten sich auch omnibus-Tests zumin-
dest bei kleinen und mittleren Stichprobenumfangen ahnlich wie Tests, die
von vornherein nur zur Aufdeckung bestimmter Alternativen konstruiert
wurden.
Aus diesem Grunde werden in der Praxis haug Tests verwendet, die
zwar nicht global konsistent sind, aber dafur andere positive Eigenschaften
besitzen. Bei Anwendern sind insbesondere sogenannte diagnostische Tests
beliebt, denen die Eigenschaft zugeschrieben wird, nicht nur eine Hypothese
ablehnen zu konnen, sondern gleichzeitig die Art der Abweichung zu dia-
gnostizieren. Ein Beispiel hierfur ist der Dispersionsindex-Test, der einer der
am haugsten verwendeten Tests auf Poissonverteilung ist. Bei der Poisson-
verteilung ist der Quotient aus Varianz und Erwartungswert immer gleich
1. Ist nun der als Dispersionsindex bezeichnete Quotient aus empirischer
Varianz und arithmetischem Mittel nicht
"
hinreichend nahe\ bei 1, so kann
die Hypothese der Poissonverteilung (auf einem bestimmten Signikanzni-
veau) abgelehnt werden. Daruber hinaus wird diagnostiziert, da das hypo-
thetische Modell deshalb verworfen werden mu, weil Erwartungswert und
Varianz der zugrundeliegenden wahren Verteilung nicht ubereinstimmen.
Da die konventionelle Anwendung des Dispersionsindex-Tests nicht zu
dieser Diagnose berechtigt, wurde in Henze und Klar (1996) gezeigt. Der
Grundfehler liegt darin, da Aussagen uber nichtparametrische Verteilungs-
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groen mittels einer bestimmten parametrischen Verteilungsklasse beurteilt
werden. In Henze (1997a) und Henze und Klar (1996) wurde auch gezeigt,
wie man diesen und ahnliche Tests modizieren mu, um Verfahren zu er-
halten, die zumindest bei groen Stichprobenumfangen diagnostische Eigen-
schaften besitzen. Die richtige Vorgehensweise ist, eine nichtparametrische
Hypothese zu formulieren, die die gewunschten Beziehungen beinhaltet. Im
Falle des Dispersionsindex-Tests ware die Hypothese die Gleichheit von Er-
wartungswert und Varianz. Wird diese nichtparametrische Hypothese auf
einem gewissen Signikanzniveau abgelehnt, so kann man folgern, da den
Daten eine Verteilung zugrundeliegt, deren Erwartungswert von der Varianz
verschieden ist.
Gema den angesprochenen beiden unterschiedlichen Problemstellungen
besitzt die vorliegende Arbeit zwei Schwerpunkte. Im ersten Kapitel wer-
den Tests untersucht, die als Anpassungstests im engeren Sinne verwendet
werden konnen, die sich aber auch in naturlicher Weise zu Tests mit dia-
gnostischen Eigenschaften erweitern lassen. Diese sogenannten glatten An-
passungstests (engl.
"
smooth tests of t\) wurden schon 1937 von Jerzy
Neyman eingefuhrt und erfreuen sich insbesondere in letzter Zeit wachsen-
der Beliebtheit.
Das zweite Kapitel behandelt dagegen neue, auf der integrierten Vertei-
lungsfunktion basierende Tests, die in den oben skizzierten engeren Rahmen
passen. Neben der Annahme von unabhangig und identisch verteilten Da-
ten setzen sie univariate Beobachtungen voraus; diese konnen vom diskreten
oder stetigen Typ sein.
Im ersten Abschnitt von Kapitel 1 werden glatte Anpassungstests zum











beruhen. Hierbei ist fh0(;#)  1; h1(;#); h2(;#); : : :g ein bezuglich P#
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orthonormales Polynomsystem, es gelten also die RelationenZ
hj(;#)hl(;#) dP# = j;l (0  j; l  s+ k): (0.2)
Dabei sind die Polynome hj(;#) vom Grade j (j  0), weshalb die Terme
Ûn;j als Komponenten j-ten Grades bezeichnet werden. Setzt man in (0.2)
l = 0, so ergibt sich fur j  1Z
hj(;#) dP# = E#[hj(X1;#))] = 0;
wodurch eine unter P# gultige Relation zwischen den ersten j Momenten
von X1 beschrieben wird.
Im Falle der Poissonverteilung mit Parameter # bilden die Poisson-




; h2(x; #) =
(x   #)2   xp
2#
:
Die Gleichung E#[hj(X1;#))] = 0 sagt fur j = 1 aus, da der Erwartungs-
wert der Poissonverteilung gerade gleich # ist, wahrend sie fur j = 2 die
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wobei Dn den oben beschriebenen Dispersionsindex bezeichnet. Der auf
der ersten nichtverschwindenden Komponente Ûn;2 beruhende glatte Anpas-
sungstest auf Poissonverteilung und der Dispersionsindex-Test sind folglich
aquivalent.
Nach der Darstellung der allgemeinen Verteilungstheorie der glatten An-
passungstests wird im ersten Abschnitt weiter gezeigt, wie diese modiziert
werden mussen, um Tests mit diagnostischen Eigenschaften zu erhalten.
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Verteilungsklassen, in denen diese Modikation besonders einfach zu be-
werkstelligen ist, sind Thema des zweiten Abschnitts; dabei handelt es sich
um spezielle Exponentialfamilien.
Der dritten Abschnitt behandelt glatte Anpassungstests fur die multiva-
riate Normalverteilung. Fur diese mit weitem Abstand wichtigste Verteilung
im Mehrdimensionalen wurden in der Literatur eine Vielzahl von Vertei-
lungsgroen und Teststatistiken wie etwa multivariate Schiefe und Wolbung
eingefuhrt, die im Zusammenhang mit Komponenten der glatten Anpas-
sungstests stehen und die mit Hilfe der Resultate des ersten Abschnitts
einheitlich behandelt werden konnen. Verteilungsaussagen fur die multiva-
riate Normalverteilung konnen in vielen Fallen auf die nichtparametrische
Klasse der elliptisch-symmetrischen Verteilungen verallgemeinert werden.
In einem Unterabschnitt werden einfache Ausdrucke fur hohere Kompo-
nenten der multivariaten Normalverteilung hergeleitet, die die Anwendung
der Tests in der Praxis uberhaupt erst ermoglichen. In der Literatur sind
solche Ausdrucke nur fur auf den beiden ersten nichtverschwindenden Kom-
ponenten beruhende Tests zu nden.
Da die allgemeinen Ergebnisse im ersten Abschnitt teilweise ohne die
Voraussetzung auskommen, da die Polynome hj ein Orthogonalsystem bil-
den, konnen auch Testgroen behandelt werden, die eine Darstellung wie in
(0.1) besitzen, wobei die hj nicht orthogonal sind. Dieser Umstand wird in
Abschnitt 1.4 benutzt, um die asymptotische Verteilung von Verallgemeine-
rungen der multivariaten Schiefe und Wolbung fur die Klasse der elliptisch-
symmetrischen Verteilungen zu bestimmen.
Diagnostische Tests fur die bivariate Poissonverteilung sind Gegenstand
des funften Abschnitts, wobei auch hier die Schwierigkeit besteht, da kein
orthogonales Polynomsystem mehr deniert werden kann.
Werden glatte Anpassungstests als diagnostische Tests verwendet, so ist
es auer im Falle der im zweiten Abschnitt behandelten univariaten Ex-
ponentialfamilien aufwendig, die asymptotische Verteilung der Teststatisti-
ken konkret zu berechnen. Kapitel 1 schliet daher mit einem Abschnitt
uber die Bestimmung kritischer Werte fur die betrachteten Tests mit Hilfe
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von Resampling-Verfahren; dabei werden aus der ursprunglichen Stichpro-
be weitere Stichproben erzeugt, mit deren Hilfe die interessierenden Groen
approximativ bestimmt werden konnen.
Das zweite Kapitel behandelt Anpassungstests, welche auf der integrier-
ten Verteilungsfunktion basieren. Solche Verfahren wurden unseres Wissens
nach bisher nicht betrachtet. Fur eine auf IR+ konzentrierte Zufallsvariable





(1  FX (x)) dx (t  0)
deniert werden. Es werden neue Teststatistiken vorgeschlagen, die auf der
Dierenz zwischen der integrierten Verteilungsfunktion und ihrem empiri-
schen Gegenstuck aufbauen.
Im ersten Abschnitt wird dabei der Fall diskreter Zufallsvariablen un-
tersucht. Neben der asymptotischen Verteilung der Testgroe unter der Hy-
pothese wird auch das Verhalten unter lokalen Alternativen besprochen.
Es folgt ein langerer Unterabschnitt mit Simulationsergebnissen und einem
Anwendungsbeispiel.
Im zweiten Abschnitt werden auf der integrierten Verteilungsfunktion
basierende Anpassungstests fur die beiden wichtigsten stetigen Verteilun-
gen, die Exponential- und die Normalverteilung, vorgestellt. Auch fur diese
Tests wird das Guteverhalten durch Simulationsstudien illustriert.
Ich mochte mich an dieser Stelle bei Herrn Prof. Dr. N. Henze fur seine
Unterstutzung wahrend der Anfertigung dieser Arbeit sehr herzlich bedan-
ken. Er hat ihren Werdegang mit zahlreichen wertvollen Hinweisen und
anregenden Diskussionen begleitet.




1.1 Glatte Anpassungstests mit diagnosti-
schen Eigenschaften
Im folgenden bezeichne fP# : # 2 g eine parametrische Klasse von Wahr-
scheinlichkeitsmaen uber den Borelmengen von IR, wobei  eine oene
Teilmenge des IRs sei. Der Trager von P# sei nicht von # abhangig; weiter
seien die Verteilungen P# unterscheidbar, d.h. die Abbildung # ! P# sei
injektiv.
Ist F# : IR! [0; 1] die zu P# gehorende Verteilungsfunktion, so gelteZ 1
 1
jxjn dF#(x) < 1 (n = 1; 2; : : :);
d.h. die Momente von F# mogen existieren. Mit n wird das n-te Moment




xn dF#(x) (n = 1; 2; : : :):
Besitzt F# auerdem unendlich viele Wachstumspunkte (siehe Denition
(A.2) in Anhang A.1), so existiert nach Satz A.1.1 genau ein bezuglich P#
orthonormales Polynomsystem fh0(;#)  1; h1(;#); h2(;#); : : :g.
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X;X1; : : : ; Xn seien unabhangige und identisch verteilte Zufallsvaria-
blen, deren (unbekannte) Verteilung mit P bezeichnet werden soll. Um die
zusammengesetzte Hypothese
H0 : P 2 fP# : # 2 g





smooth tests of t\) verwendet werden. Die Teststatistik












ist; der untere Summationsindex k0 hangt vom verwendeten Schatzverfahren
ab, wobei immer 0  k0  s gilt. #̂n ist ein Schatzer fur #, der unter H0 die
folgende Regularitatsvoraussetzung erfullen soll:
(R1) Es existiert eine mebare Funktion l : IR! IRs, so da
p





wobei E#[l(X ;#)] = 0 und E#[l
2(X ;#)] <1.
Der folgende Satz gibt die gemeinsame asymptotische Verteilung des
Zufallsvektors Ûn = (Ûn;k0+1; : : : ; Ûn;k0+k)
0 unter H0 an. Dabei bedeutet
h(x;#) = (hk0+1(x;#); : : : ; hk0+k(x;#))
0. Weiter bezeichne r#h(x;#) die
(ks)-Matrix mit Elementen @hi(x;#)=@#j , wobei mit #1; : : : ; #s die Kom-
ponenten von # bezeichnet werden.
1.1.1 Satz
a) Die in hj(x;#) =
Pj
i=0 aji(#)x
i; k0 + 1  j  k0 + k; auftretenden
Koezienten aji(#) seien stetig dierenzierbar in #. #̂n erfulle (R1).
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Dann besitzt Ûn unter P# asymptotisch eine k-dimensionale Normal-
verteilung N (0;) mit Kovarianzmatrix
 = E#[v(X ;#) v(X ;#)
0 ];
dabei ist v(x;#) = h(x;#) +E#[r#h(X ;#)] l(x;#).
b) Zusatzlich zu den Voraussetzungen aus Teil a) besitze P# eine Radon-
Nikodym-Dichte f(;#) bezuglich eines -endlichen Maes . Fur fe-
stes x 2 IR sei f(x;#) stetig dierenzierbar bezuglich #. Weiter sei fur
k0 +1  j  k0 + k das Integral uber hj(;#)f(;#) bezuglich  unter
dem Integral dierenzierbar, d.h. Integration und Dierentiation seien









E#[r#h(X ;#)] =  C#:
c) Ist #̂n der Maximum-Likelihood-Schatzer fur #, so gilt unter den Vor-
aussetzungen von Teil b)
 = Ik   C# [I(#)] 1 C 0#
mit der k-dimensionalen Einheitsmatrix Ik und der Fisher-Informati-


















i=1 hj(Xi; ); insbeson-
dere gilt also Un;j(#̂n) = Ûn;j . Da nach Voraussetzung hj(x;#) stetig die-
renzierbar ist, folgt mit dem Mittelwertsatz
Un;j(#̂n) = Un;j(#) + (#̂n   #)0 [rUn;j()j=# ] ;
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wobei # zwischen # und #̂n liegt. Mit Sluzky's Lemma und unter Beachtung
von (R1) folgt
Un;j(#̂n) = Un;j(#) +
p







0E [rhj(X ; )j=#] + oP#(1):
Beachtet man noch, da hj(X ;#) und l(X ;#) unter P# zentrierte Groen
sind, so erhalt man die Aussage a) aus dem zentralen Grenzwertsatz.




































woraus die Behauptung folgt.
c) Erfullt ein Maximum-Likelihood-Schatzer (R1), so hat die Funktion l(;#)
die Gestalt l(x;#) = [I(#)] 1 r# log f(x;#). Setzt man dies und die Matrix
C# aus Teil b) in die Kovarianzmatrix  ein, so ergibt sich die Behaup-
tung, wenn man noch beachtet, da E#[h(X ;#)h(X ;#)
0] = Ik wegen der
Orthonormalitat der hj gilt.
Bemerkungen:
1. Teil a) des Satzes ist die multivariate Version der Verteilungsaussage
fur eine einzelne Komponente in Henze und Klar (1996). Teile a) und
b) gelten auch ohne die Voraussetzung, da die hj(; #) ein OGS bilden,
wie man am Beweis sieht.
2. Auch wenn die zugrundeliegende Verteilung nur endlich viele Wachs-
tumspunkte besitzt, kann eine Teststatistik wie in (1.1) deniert wer-
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den. Besteht die Menge der Wachstumspunkte etwa aus N +1 Punk-
ten, so mu man nur darauf achten, da in (1.1) k0 + k  N ist (vgl.
Bem. 3 nach Satz A.1.1). Satz 1.1.1 bleibt dann ohne Anderung gultig.
3. In der Literatur werden die glatten Anpassungstests als sogenannte
"
score tests\ eingefuhrt. Diese Tests sind asymptotisch optimale Tests
gegenuber bestimmten parametrischen Alternativen, ahnlich wie der
Likelihood-Quotienten- oder der Wald-Test (siehe Rayner und Best
(1989), Kapitel 3). Diese Optimalitatseigenschaft gilt nur bei Verwen-
dung des Maximum-Likelihood-Schatzers; nach der allgemeinen Ver-
teilungstheorie fur diese Tests ergibt sich dann gerade die Verteilung
aus Teil c) als asymptotische Verteilung.
Allerdings konnen solche Familien von parametrischen Alternativen in
vielen Fallen, etwa beim Test auf Normalverteilung, gar nicht deniert
werden (siehe Mardia und Kent (1991), S.356, und Kallenberg et al.
(1997), S.45), so da diese Herleitung i. allg. nicht sinnvoll ist.
Die gemeinsame asymptotische Normalverteilung der Komponenten Ûn;j
kann entartet sein. Insbesondere konnen Komponenten aufgrund des Schatz-
verfahrens identisch Null sein. Der nachste Hilfssatz zeigt, da dies bei
Momentenschatzern immer der Fall ist. Dabei verwenden wir die Bezeich-
nung j(#) = E#[X




i ist das j-te empiri-
sche Moment. Der Momentenschatzer #n wird dann durch die Gleichungen
j(#n) = mj fur j = 1; : : : ; s deniert.
1.1.2 Lemma Sei #n der Momentenschatzer fur #. Gilt #n 2 , so ist
Ûn;j = 0 fur j = 1; : : : ; s:
Beweis: Sei hr(x;#) =
Pr
j=0 aj(#)x




aj(#)j(#) = 0; # 2 : (1.2)
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Verwendet man als Schatzer fur # den Momentenschatzer #n und gilt #n 2
















aj(#n) j(#n) = 0:
Verwendet man den
"
smooth test\ lediglich als Anpassungstest fur das
parametrische Modell P#, so konnen anstelle des (nichtparametrischen) Mo-
mentenschatzers auch andere Schatzer verwendet werden. Dann untersucht
beispielsweise die erste Komponente Ûn;1 =
p
n( Xn   1(#̂n)), ob durch
1(#̂n) der Erwartungswert "
vernunftig\ geschatzt wird, was im allgemei-
nen nicht der Fall ist, wenn P =2 fP#g gilt. Ist Ûn;1 zu gro oder zu klein,
so spricht dies gegen das parametrische Modell. Will man den Test jedoch
als
"
diagnostischen\ Test verwenden, so ist der Momentenschatzer fur # zu
verwenden, wie im folgenden naher erlautert wird.
Die s Gleichungen E#[hj(X;#)] = 0; j = 1; : : : ; s; legen die Momente
1; : : : ; s in Abhangigkeit von #1; : : : #s fest. Wir nehmen im folgenden an,
da sich umgekehrt auch # eindeutig als Funktion der Momente 1; : : : ; s
ausdrucken lat. Auf der Menge
P := fP :
Z
jxjj P (dx) <1; j = 1; : : : ; s; # = #(1; : : : ; s) 2 g
denieren wir ein Funktional  : P !  durch (P ) = # 8# 2 . Fur
P 2 P gilt dann insbesondere
EP [hj(X; (P ))] = 0; j = 1; : : : ; s: (1.3)
Damit nun Ûn fur ein P =2 fP#g in Verteilung konvergiert, ist es erfor-
derlich, da der Schatzer #̂n fur # = (P ) die Regularitatsvoraussetzung
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(R1) erfullt. Dies wird fur den Momentenschatzer i. allg. der Fall sein, nicht
jedoch fur einen speziell auf das parametrische Modell P# zugeschnitte-
nen Schatzer. Wir nehmen deshalb im folgenden an, da als Schatzer fur
# der Momentenschatzer #n = #n(1; : : : ; s) verwendet wird, so da nach
Lemma 1.1.2 Ûn;j = 0; j = 1; : : : ; s; gilt. #n erfulle (R1). Der glatte Anpas-
sungstest 	̂2n;k besteht dann aus den Komponenten Ûn;s+1; : : : ; Ûn;s+k, es
gilt also k0 = s. Im weiteren sei
Tj(P ) :=
Z
hj (; (P )) dP; (1.4)
und wir denieren eine Familie von Verteilungen durch
P0 := fP 2 P : Ts+1(P ) = : : : = Ts+k(P ) = 0; EP [X2(s+k)] <1g:
P0 enthalt oensichtlich fP#g; allen Verteilungen in P0 ist gemeinsam, da
ihre Momente der Ordnung s+ 1 bis s+ k die gleichen Relationen erfullen
wie unter dem parametrischen Modell P#. Die Verteilungsaussage in Satz
1.1.1 a) ubertragt sich nun mit Beweis auf die gesamte Familie P0, wobei
immer # = (P ) zu setzen ist (vgl. Abschnitt 3 in Henze und Klar (1996)).
Ein gerichteter glatter Anpassungstest hat zum Ziel, bei Ablehnung
der Hypothese die Diagnose
"
es liegen Abweichungen in den Momenten
s+1; : : : ; s+k vor\ geben zu konnen; die eigentlich zu testende Hypothese
ist also ~H0 : P 2 P0 gegen ~H1 : P =2 P0. Dieses Ziel kann nicht mit Hil-
fe der Teststatistik 	̂2n;k aus (1.1) erreicht werden, da ihre asymptotische
Verteilung vom zugrundeliegenden P 2 P0 abhangt. Um eine auf P0 asymp-
totisch verteilungsfreie Teststatistik zu erhalten, mu 	̂2n;k geeignet skaliert
werden. Wie der nachste Satz zeigt, ist dies in den fur die Anwendung der
glatten Anpassungstests besonders wichtigen Fallen, in denen 	̂2n;k unter
H0 
2-verteilt ist, einfach zu erreichen. Darunter fallen insbesondere alle in
Rayner und Best (1989) behandelten Falle.
1.1.3 Satz
a) Die Testgroe 	̂2n;k sei unter der parametrischen HypotheseH0 asymp-
totisch 2-verteilt mit k Freiheitsgraden. Weiter sei P 2 P0 eine Ver-
teilung, deren Trager aus mindestens s + k + 1 Elementen besteht.
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Dann ist P = EP [h(X ;#)h(X ;#)
0 ] nichtsingular, und Û 0n
 1
P Ûn ist
unter P ebenfalls asymptotisch 2-verteilt mit k Freiheitsgraden.
b) Gilt n  s + k + 1 und ist die zu P gehorende Verteilungsfunktion







h(Xi; #̂n) h(Xi; #̂n)
0
i







ist unter P asymptotisch 2-verteilt mit k Freiheitsgraden.
Beweis:
a) Nach Voraussetzung gilt unter H0 die Beziehung  = Ik. Wegen 1.1.1
a) ist dann E#[r#h(X ;#)] die Nullmatrix. Nun ist @hr(x;#)=@#j ein












Wegen E#[h0(X ;#)] = 1; E#[hi(X ;#)] = 0; i  1; folgt c0(#) = 0 fur
alle # 2 , woraus fur P 2 P0 wegen (1.3) und der Denition von P0
wiederum EP [r#h(X ;#)j#=(P )] = 0 folgt.
Die Kovarianzmatrix unter P ist also P = EP [h(X ;#)h(X ;#)
0 ]. We-
















die Matrix P ist also nichtsingular, woraus mit bekannten Satzen
Behauptung folgt.
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b) Die Matrix Ĥn ist die empirische Version von P . Die Aussage uber
die Verteilung von ~	2n;k folgt also aus Teil a), wenn Ĥn (mit Wahr-
scheinlichkeit 1) nichtsingular ist.
Dazu sei n  s + k + 1 und X1; : : : ; Xs+k+1 paarweise verschieden.
Erganzt man die (k  s+ k + 1)-Matrix mit Zeilen
(hs+j(X1; #̂n); : : : ; hs+j(Xs+k+1; #̂n) ) (j = 1; : : : ; k)
um s+1 Zeilen (Xj1 ; : : : ; X
j
s+k+1) (j = 0; : : : ; s), so lat sich die resul-
tierende Matrix durch elementare Zeilenoperationen zu einer (nicht-
singularen) Vandermonde-Matrix mit s+k+1 Zeilen umformen. Somit
hat die ursprungliche Matrix den Rang k. Hieraus folgt, da Ĥn re-
gular ist. Dieses Ergebnis folgt auch aus Teil a), wenn man dort den
Spezialfall einer Gleichverteilung auf fX1; : : : ; Xs+k+1g betrachtet. Da
unter der Voraussetzung die Xi fast sicher paarweise verschieden sind,
folgt Teil b) des Satzes.
Bemerkungen:
1. Die Bedingung an den Trager der Verteilung in Teil a) des Satzes ist
keine Einschrankung. Eine Verteilung mit (r+1)-elementigem Trager
ist durch r Momente eindeutig festgelegt. Ein glatter Anpassungstest
mit r Komponenten ist dann ein konsistenter Test, es gilt also P0 =
fP#g.
2. Ist P eine diskrete Verteilung, so ist die Wahrscheinlichkeit, da Ĥn
nichtsingular ist, kleiner als eins. Da die Elemente von Ĥn fast sicher
gegen die Elemente von P konvergieren und die Determinante von
Ĥn stetig von diesen Elementen anhangt, existiert fast sicher ein n0 2
IN, so da Ĥn nichtsingular ist fur alle n  n0. Die Verteilungsaussage
in b) bleibt also auch fur diskrete Verteilungen, die die Voraussetzung
von Teil a) erfullen, richtig.
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1.2 Glatte Anpassungstests in Exponentialfa-
milien
In diesem Abschnitt soll eine groe Klasse von stetigen und diskreten para-
metrischen Verteilungsfamilien betrachtet werden, fur die 	̂2n;k wie in Satz
1.1.3 gefordert 2-verteilt ist. Sei dazu P# eine s-parametrige Exponential-
familie mit Dichte







bezuglich eines -endlichen dominierenden Maes , wobei 1; 1(#); : : : ;
s(#) und (mit Wahrscheinlichkeit 1) 1; t1(x); : : : ; ts(x) linear unabhangige
Funktionen sind.
Wir machen die zusatzliche Annahme, da die tj Polynome vom Grade klei-
ner oder gleich s sind. Ohne Einschrankung kann man dann annehmen, da
tj(x) = x
j fur 1  j  s gilt.
Zu dieser Klasse von Verteilungen gehoren alle von Rayner und Best
(1989) betrachteten Verteilungen: im stetigen Fall also die Normal- und die
Exponentialverteilung (oder allgemeiner die Gammaverteilungen mit be-
kanntem Formparameter); im diskreten Fall die Poisson- und die Binomial-
verteilung sowie die geometrische Verteilung.
Ist der Parameter # eindimensional, so spricht man von einer linearen
Exponentialfamilie. Besonders gut untersucht ist diese Klasse im diskreten
Fall, wo die zugehorigen Verteilungen auch als
"
modied power series distri-





; ax  0;
mit einer positiven (und i. allg. als dierenzierbar vorausgesetzten) Funk-
tion u(#) und der Potenzreihe (#) =
P
x ax[u(#)]
x haben. Neben den
oben aufgefuhrten diskreten Verteilungen enthalt diese Klasse z.B. die ne-
gative Binomial- und die logarithmische Verteilung sowie die sogenann-
ten Lagrange-Verteilungen; auch gehort jede abgeschnittene (
"
truncated\)
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MSPD wie etwa die positive Poissonverteilung wiederum zu dieser Klasse.
Naheres zu dieser wichtigen Verteilungsklasse wie allgemeine Formeln fur
die Momente ndet man in Johnson, Kotz und Kemp (1992).







tj(Xi); j = 1 : : : ; s;
(siehe z.B. Lehmann (1983), S. 439); fur tj(x) = x
j ergibt sich alsoE#[X
j ] =
mj , d.h. Maximum-Likelihood- und Momentenschatzer stimmen uberein.
Nach Lemma 1.1.2 verschwinden also die ersten s Komponenten. Wegen




ist r#[log p#(x)] in diesem Fall ein Polynom in x vom Grade s; somit gilt
E#[hk(X;#) r# log p#(X)] = 0; k > s; (1.6)
wenn mit hk(; #) wieder die orthogonalen Polynome vom Grad k bezeichnet
werden. Mit Blick auf 1.1.1 c) erhalt man das folgende Resultat.
1.2.1 Satz
Sei fP#g eine s-parametrige Exponentialfamilie, die die Voraussetzungen
von 1.1.1 c) erfullt. Die Funktionen tj(x) seien Polynome vom Grad kleiner
oder gleich s. Wird als Schatzer fur # der Maximum-Likelihood-Schatzer






verteilt mit k Freiheitsgraden.
Fur die beschriebene Klasse von Verteilungen kann der zugehorige glat-
te Anpassungstest nach Satz 1.1.3 leicht so modiziert werden, da er (zu-
mindest asymptotisch) diagnostische Eigenschaften besitzt; weichen die k
untersuchten Momenten stark von den Momenten der hypothetischen Ver-
teilung ab, so lehnt der modizierte Test die Nullhypothese bei
"
hinreichend
20 Kapitel 1. Glatte Anpassungstests
groem\ Stichprobenumfang ab. Dabei lat sich nicht allgemein sagen, was
"
hinreichend gro\ bedeutet, da die Konvergenzgeschwindigkeit gegen die
Grenzverteilung stark von der zugrundeliegenden Verteilung abhangt.
Fur Verteilungen, die nicht zur oben beschriebenen Klasse gehoren, ist
die notwendige Modikation schwieriger, wie man an Satz 1.1.1 sieht. Bei-
spiele sind die von Boulerice und Ducharme (1995) erwahnte logistische
Verteilung, die Laplace-, die Extremwert- und die Gammaverteilung mit
unbekanntem Formparameter.
1.2.2 Beispiel
Als konkretes Beispiel soll hier der auf den beiden ersten nichtverschwin-
denden Komponenten aufbauende glatte Anpassungstest fur die Normal-
verteilung betrachtet werden. Oensichtlich erfullt die Normalverteilung die
Voraussetzungen aus Satz 1.2.1. Die orthonormalen Polynome bezuglich der
Standardnormalverteilung sind die normierten Hermite-Polynome; es ist







6; H4(x) = (x
4   6x2 + 3)=
p
24:
Fur die zweiparametrige Normalverteilungsfamilie N (; 2) bilden dann
hj(x; ; ) = Hj((x   )=); j  1; ein Orthonormalsystem. Mit den Ele-






hj(Xi; xn; ̂n) hk(Xi; xn; ̂n); j; k 2 f3; 4g;
erhalt man die innerhalb der zugehorigen Klasse
P0 = fP 2 P : T3(P ) = T4(P ) = 0; EP [X8] <1g
asymptotisch 22-verteilte Testgroe
~	2n;2 =
Û2n;3Ĥ44   2 Ûn;3Ûn;4Ĥ34 + Û2n;4Ĥ33
Ĥ33Ĥ44   Ĥ234
:
Der auf dieser Testgroe aufbauende Test ist ein diagnostischer Test; Abwei-
chungen in der Schiefe und/oder der Wolbung der vorliegenden Verteilung
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gegenuber der Normalverteilung fuhren zumindest bei groem Stichproben-
umfang zur Ablehnung der nichtparametrischen Hypothese ~H0 : P 2 P0 :











1.3 Glatte Anpassungstests fur die mehrdi-
mensionale Normalverteilung
In diesem Abschnitt seien X1; : : : ; Xn unabhangige Kopien des d-dimen-
sionalen Zufallsvektors X mit Erwartungswert  und nichtsingularer Kova-
rianzmatrix T . Weiter sei ~X = T 1=2(X   ) der normierte Zufallsvektor
mit E[ ~X ] = 0 und E[ ~X ~X 0] = Id, wobei Id die d-dimensionale Einheitsma-
trix bezeichnet. Y und ~Y seien unabhangige Kopien von X bzw. ~X . Weiter
seien ~X = (1; : : : ; d)
0 und ~Y = (1; : : : ; d)
0.
Die im folgenden vorgestellten glatten Anpassungstests verwenden im-
mer die empirisch standardisierten Groen Zj = S
 1=2
n (Xj   Xn); j =











(Xj   Xn)(Xj   Xn)0
den Mittelwert bzw. die empirische Kovarianzmatrix von X1; : : : ; Xn be-
zeichnen. Dabei sei Sn mit Wahrscheinlichkeit 1 nichtsingular. Eine hinrei-
chende Bedingung dafur ist, da X1 eine 
d-Dichte besitzt und n  d + 1
ist (Eaton und Perlman(1973)). Die einzelnen Komponenten von Zj werden
mit Zrj ; r = 1; : : : ; d; bezeichnet. Getestet werden soll die Hypothese
H0 : X besitzt eine d-dimensionale nichtausgeartete Normalverteilung:
Dazu wird ein System von orthonormalen Polynomen wie folgt deniert.
Hk seien die normierten Hermite-Polynome aus Beispiel 1.2.2; insbesondere
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ist also Hk ein Polynom k-ten Grades. Nun werden multivariate Polynome
durch
Lk1;:::;kd(
~X) = Hk1(1)   Hkd(d); k1; : : : ; kd 2 IN0;
deniert; die durch eine (beliebige) Anordnung entstehende Folge bezeich-
nen wir mit fLrg. Wegen







ist die Folge orthonormal. Der Grad eines Polynoms ist durch die Sum-
me k = k1 + : : : + kd gegeben. Ublicherweise werden die Polynome nach
dem Grad geordnet; insbesondere ist dann L0 = 1. Glatte Anpassungstests










wobei nur diejenigen Lr in der Summe auftreten, deren Grad positiv und
kleiner oder gleich k ist. Summiert man in (1.7) nur uber die Lr, die genau
den Grad k besitzen, so erhalt man die k-te Komponente Û2n;k des glatten
Anpassungstests.
Man kann sich leicht uberlegen, da alle zu Polynomen vom Grade 1











Zrj ; r 2 f1; : : : ; dg;
da die Groen Zj standardisiert sind, ist die Summe gerade Null. Wie in
Lemma 1.1.2 ist hier entscheidend, da als Schatzer fur die unbekannten
Parameter die Momentenschatzer verwendet werden, die im vorliegenden
Fall mit dem Maximum-Likelihood-Schatzer ubereinstimmen. Es gilt also
Û2n;1 = Û
2
n;2 = 0. Somit lat sich 	̂
2
n;k in der einpragsamen Form
	̂2n;k = Û
2
n;3 + : : :+ Û
2
n;k
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schreiben.
Fur die Bestimmung der asymptotischen Verteilung der Komponente
vom Grad k unter der Hypothese mu bekannt sein, aus wie vielen Polyno-
men Lr sie gebildet wird. Diese Anzahl ist gleich der Zahl der Abbildungen
f von f1; : : : ; dg nach IN0 mit der Eigenschaft
Pd















+ : : :+










Polynome vom Grade kleiner oder gleich k (ohne L0). Da die ersten beiden









Wie sehen die multivariaten Polynome vom Grad k genauer aus? Sie
sind Produkte aus d univariaten Polynomen, wobei etwa m Polynome einen






Polynome Lr, fur die fur die entsprechenden m Indizes kj > 0 gilt





Moglichkeiten gibt,m Variablen auszuwahlen,
















also wieder das Ergebnis von oben.
Um das asymptotische Verhalten der glatten Anpassungstests unter H0
zu bestimmen, kann man wie in Satz 1.1.1 vorgehen. Als Parameter konnen
neben dem Erwartungswertvektor  etwa die Elemente von T 1 verwendet
werden. In den folgenden Abschnitten zeigt sich, da jede Komponente aus
Produkten der Form Z 0i Zj aufgebaut ist. Da die Zi standardisierte Groen
sind, sieht man an diesen Darstellungen der Komponenten, da es sich um
an-invariante Groen handelt; es gilt also
Û2n;k(X1; : : : ; Xn) = Û
2
n;k(b+BX1; : : : ; b+BXn)
fur jede nichtsingulare (d  d)-Matrix B und jeden Vektor b 2 IRd. Da
mit Û2n;k auch die Testgroen 	̂
2
n;k an-invariant sind, soll im folgenden
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o.B.d.A. immer  = 0 und T = Id angenommen werden. Man beachte, da
die Eigenschaft der An-Invarianz i. allg. nicht erhalten bleibt, wenn eine
Teststatistik nur auf einer Teilmenge aller zur Bildung einer Komponente
benotigten Polynome aufbaut.
Unter der Annahme  = 0 und T = Id folgt wegen
p




Xi + oP (1);
p







i   Id) + oP (1)
(siehe etwa Baringhaus und Henze (1992a)), da die Regularitatsvoraus-
setzung (R1) erfullt ist. Als gemeinsame asymptotische Verteilung von
V̂n;1; : : : ; V̂n;r ergibt sich folglich wieder eine Normalverteilung N (0;) mit
einer gewissen Kovarianzmatrix . Nun lat sich durch direkte Rechnung
zeigen (Rayner und Best (1989), S.101.), da die in Satz 1.1.1 b) auftre-
tenden Groen cij gleich Null sind, so da gilt:
 = E[(L1; : : : ; Lr)(L1; : : : ; Lr)
0] = Ir:
Man kann dies auch ahnlich wie in Abschnitt 1.2 zeigen: Die d-dimensionale
Normalverteilung ist eine s-parametrige Exponentialfamilie mit s = d(d +
3)=2. Die Funktionen tj ; 1  j  d(d + 3)=2 sind lineare oder quadra-
tische Polynome; fur d = 2 gilt etwa t1(x) = x1; t2(x) = x
2
1; t3(x) =
x1x2; t4(x) = x2; t5(x) = x
2
2; (x = (x1; x2)
0). Wie oben erwahnt, ver-
schwinden die zu den Orthogonalpolynomen ersten bzw. zweiten Grades
gehorende erste bzw. zweite Komponente. Mit derselben Argumentation wie
in Abschnitt 1.2 (insbesondere bleibt (1.5) gultig) folgt (1.6). Dies bedeutet
aber gerade, da die Groen cij verschwinden.
Somit ist die asymptotische Verteilung einer Komponente Û2n;k bzw.
von 	̂2n;k unter der Hypothese der multivariaten Normalverteilung eine 
2-
Verteilung, deren Freiheitsgrad gleich der Anzahl der Polynome ist, aus
denen Û2n;k bzw. 	̂
2
n;k aufgebaut sind. Beispielsweise ist die asymptotische
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Nun betrachten wir beliebige Verteilungen, wobei die auftretenden Mo-
mente immer existieren mogen. Im folgenden sei  = (1; : : : ; r)
0 = (E[L1];
: : : ; E[Lr])
0. Wie in Abschnitt 1.1 lat sich zeigen, da
(V̂n;1; : : : ; V̂n;r)
0    D ! N (0;) (1.8)
mit einer gewissen Kovarianzmatrix  gilt. Dabei bezeichnet
D ! die Ver-
teilungskonvergenz. Deniert man
vi(x; #) = Li(x) + E[r#Li( ~X)] l(x; #); i = 1; : : : ; r;
(man beachte, da Li( ~X) durch die Standardisierung von # abhangt), so
ergibt sich fur 
 = E

v1( ~X;#); : : : ; vr( ~X;#)

v1( ~X;#); : : : ; vr( ~X;#)
0
    0: (1.9)
Ahnlich wie im eindimensionalen Fall denieren wir eine Menge Pk0 von
Wahrscheinlichkeitsverteilungen auf (den Borelmengen des) IRd durch
Pk0 := fP : EP [Lj( ~X)] = 0 fur jedes PolynomLj vom Grade
kleiner oder gleich k; EP kXk2k <1g; (1.10)
Pk0 enthalt also diejenigen Verteilungen, fur welche der Erwartungswert je-
des multivariaten Polynoms Lj vom maximalen Grad k verschwindet. Ist
Lj ein derartiges Polynom, so vereinfacht sich die Kovarianzmatrix in (1.9)
fur Verteilungen aus Pk0 zu
 = E

L1( ~X); : : : ; Lr( ~X)

L1( ~X); : : : ; Lr( ~X)
0
: (1.11)
Dies ergibt sich analog zum univariaten Fall (siehe den Beweis von Satz
1.1.3), wenn man beachtet, da sich die Ableitung von Lj nach # wieder
mit Hilfe von Polynomen hochstens k-ter Ordnung ausdrucken lat.
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Um die Verteilung einer Komponente zu bestimmen, unterscheiden wir






wobei (N1; : : : ; Nr)
0  N (0;). Die Grenzverteilung lat sich auch als ge-
wichtete Summe von unabhangigen 21-Zufallsvariablen mit nicht-negativen
Gewichten darstellen; die Gewichte sind dabei gerade die Eigenwerte der
Matrix . Beispiele werden im nachsten Abschnitt angegeben.















mit den Elementen ij der Kovarianzmatrix .
Um in den folgenden Abschnitten die einzelnen Komponenten genauer





3!; H4(x) = (x




5   10x3 + 15x)=
p
5!; H6(x) = (x















































Die entsprechende Verteilungsgroe (
"
population parameter\) ist
1;d = E[( ~X



















Die Komponente Û2n;3 setzt sich aus allen multivariaten Polynomen der
Ordnung 3, also aus H3(yj); H2(yj)H1(yk) und H1(yj)H1(yk)H1(yl), zu-










































Freiheitsgraden, wenn die zugrundeliegende Verteilung eine multiva-
riate Normalverteilung ist.
1.3.1 Beispiel
Als konkretes Beispiel soll hier die asymptotische Verteilung der dritten
Komponente im Falle einer zugrundeliegenden elliptisch-symmetrischen Ver-
teilung bestimmt werden. Eine Zusammenfassung einiger wichtiger Eigen-
schaften dieser Verteilungen ndet man in Anhang A.2.
Die elliptischen Verteilungen liegen in der Klasse P30 aller Verteilungen,
fur die 1;d = 0 ist (siehe (A.4) in Anhang A.2). Die Kovarianzmatrix 
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berechnet sich also nach Gleichung (1.11). Die dritte Komponente wird aus
Lr( ~X) = H3(r); Lrs( ~X) = H2(r)H1(s) (r 6= s) und aus Lrst( ~X) =
H1(r)H1(s)H1(t) (r < s < t) gebildet (r; s; t 2 f1; : : : ; dg).






, wobei auftretende Nullen
nicht notiert werden, da die Anordnung der si nach Satz A.2.3 keine Rolle
spielt. Es gilt also z.B. E[X22 X
4






E[(31   31)2] =
1
6
(6   64 + 9);










E[(21   1)222 ] =
1
2
(42   222 + 1);
22 = E[Lrs( ~X)Lts( ~X)] =
1
2
(222   222 + 1);
3 = E[L2rst(
~X)] = 222:
Die ubrigen Kovarianzterme bestehen aus Momenten, die nach Satz A.2.3
verschwinden. Ordnet man die Polynome in der Reihenfolge
L1; L21; L31; : : : ; Ld1;
L2; L12; L32; : : : ; Ld2;
                             
Ld; L1d; L2d; : : : ; Ld 1;d;
L123; L124; L125; : : : ; Ld 2;d 1;d ;
so verschwinden alle Kovarianzterme zwischen Polynomen verschiedener
Zeilen, d.h. die Matrix zerfallt in (d+1) zu den einzelnen Zeilen gehorende
Teilmatrizen.
Zur Vereinfachung soll im weiteren die Kovarianzmatrix der zu 6 Û2n;3
gehorenden Polynome betrachtet werden. Beachtet man die in Korollar
A.2.4 angegebenen Relationen und setzt u = 622 = 6=5   24 + 3 und
v = 62 = 3=56   24 + 3 und damit 61 = 2u + v und 612 =
p
3u, so
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3u    p3up









. . . up




Aus der charakteristischen Gleichung dieser Matrix ergibt sich durch einfa-




2u+ v    (d  1)p3u p3u    p3up
3u (d  2)u+ v    u    u








Zwei Eigenwerte sind also Losungen der Gleichung
(2u+ v   )((d   2)u+ v   )  3(d  1)u2 = 0;
man erhalt 1 = v u = 26=5 und 2 = (d+1)u+v = (d+4)6=5 2(d+
2)4+3(d+2). Weiter ist 3 = v u = 26=5 ein (d  2)-facher Eigenwert.
Die zur letzten Zeile gehorende Teilmatrix ist eine Diagonalmatrix mit





-fachen Eigenwert 4 = 6222 =
26=5.






unabhangigen 21-verteilten Zufallsvariablen. Diese lassen sich
zu zwei 2-verteilten Zufallsvariablen mit entsprechenden Freiheitsgraden
zusammenfassen, da nur zwei verschiedene Gewichte auftreten. Insgesamt
ergibt sich folgendes Resultat:
1.3.2 Satz (vgl. Theorem 2.2, Baringhaus und Henze (1992a))
Der Zufallsvektor X sei elliptisch-symmetrisch verteilt mit Erwartungswert
 und nichtsingularer Kovarianzmatrix T . Weiter gelte E[f(X )0T 1(X 
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)g3] < 1, d.h. V(X) 2 P30 , wobei V(X) fur die Verteilung von X steht.
Dann gilt
6 Û2n;3

















6   2(d+ 2) 4 + 3(d+ 2); 2 = d;
und 2i sind unabhangige 
2-verteilte Zufallsvariablen mit i Freiheitsgra-
den.
Bemerkung: Deniert man r2k = E[( ~X



















  2r4 + d(d + 2)

:
Wegen Gleichung (1.16) entspricht Satz 1.3.2 also dem auf ganz anderem
Wege bewiesenen Theorem 2.2 in Baringhaus und Henze (1992a). Dort wird
als weitere Voraussetzung P (X = ) = 0 verlangt (in diesem Fall ist ~X=k ~Xk
gleichverteilt auf der Oberache der Einheitskugel im IRd). Beim hier ge-
zeigten Beweis wird von dieser Tatsache kein Gebrauch gemacht, so da
man ohne diese Voraussetzung auskommt.
1.3.3 Beispiel
In Mori et al. (1993) wurde als weitere multivariate Verallgemeinerung der








Z 0i Zj kZik2 kZjk2



















































betrachtet. Die zugehorige Verteilungsgroe ist
~1;d = k E( ~X k ~Xk2 ) k2 = E[( ~X 0 ~Y )( ~X 0 ~X)( ~Y 0 ~Y )]:

























Deniert man weiterWr = (V̂r; V̂1r; : : : ; V̂r 1;r; V̂r+1;r; : : : ; V̂dr)




1 AW1 + : : :+W
0
dAWd;
wobei die (d d)-Matrix A die Eintrage a11 = 6; a1k = ak1 = 2
p
3 (1 < k 
d) und akl = 2, sonst, besitzt.
Mit Hilfe dieser Darstellung kann die asymptotische Verteilung von n~b1;d
einfach ermittelt werden, wenn die zugrundeliegende Verteilung wie im vor-
herigen Beispiel eine elliptisch-symmetrische Verteilung ist.
1.3.4 Satz (vgl. Theorem 2.2 in Henze (1997b))
X sei elliptisch-symmetrisch verteilt mit Erwartungswert  und nichtsin-
gularer Kovarianzmatrix T . Es gelte E[f(X )0T 1(X )g3] <1. Dann
gilt
n~b1;d
D ! (d+ 2) 2
3
2d ;
dabei ist 2 = (d+ 4)6=5  2(d+ 2)4 + 3(d+ 2) wie in Satz 1.3.2.
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Beweis: In Beispiel 1.3.1 wurde gezeigt, da Wr und Ws (r 6= s) unkor-
reliert und somit asymptotisch unabhangig sind; die Kovarianzmatrix von
Wr ist 1;d=6 mit 1;d in (1.17). Wir betrachten deshalb o.E. die quadrati-
sche Form W 01AW1; diese ist nach bekannten Satzen asymptotisch verteilt
wie eine gewichtete Summe aus unabhangigen 21-Zufallsvariablen, wobei
die Gewichte die Eigenwerte der (d d)-Matrix 1;dA=6 sind.
Deniert man den Vektor ed 2 IRd durch ed = (
p
3; 1; : : : ; 1)0, so gilt
A = 2 ed e
0
d. Auerdem pruft man leicht nach, da ed gerade der Eigenvektor
von 1;d zum Eigenwert 2 ist. Folglich gilt 1;dA = 22 ed e
0
d. Also ist
(d + 2)2=3 einfacher Eigenwert von 1;dA=6 mit Eigenvektor ed; 0 ist
(d  1)-facher Eigenwert.






die Schiefe-Statistik nach Mori et al. berucksichtigt also nur die Projektionen
der Wr in die Eigenrichtung ed.
2. Der Beweis kommt ohne die in Theorem 2.2 in Henze (1997b) gemachte
Voraussetzung P (X = ) = 0 aus (vgl. die Bemerkung nach Satz 1.3.2).
3. Fur eine Verteilung mit ~1;d > 0 erhalt man mit Hilfe von Korollar 3.3
in Sering (1980)
p
n(~b1;d   ~1;d) D ! N (0;  0 (A+ diag(A))0 (A+ diag(A))) :
1.3.5 Beispiel
Die Schiefe-Statistik nach Mardia ist nach Satz 1.3.2 innerhalb der Klasse
der elliptisch-symmetrischen Verteilungen nicht asymptotisch verteilungs-
frei. Aus der Schiefe nach Mori et al. kann man zwar durch eine Modikati-
on eine asymptotisch verteilungsfreie Testgroe erhalten; das vorhergehende
Beispiel zeigte aber, da dies durch eine Projektion der VektorenWr in eine
bestimmte Richtung erreicht wurde. Es liegt nun nahe, eine neue Schiefe-
Statistik derart zu denieren, da sie wie die Mardia-Schiefe im Falle der
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Normalverteilung alle Polynome dritten Grades gleichermaen berucksich-
tigt und gleichzeitig in der Klasse der elliptisch-symmetrischen Verteilungen
asymptotisch verteilungsfrei ist. An den beiden vorherigen Beispielen kann
man sehen, da dies fur die Groe
V = 6W 01 
 1














i=1 Lrst(Zi) der Fall ist; V ist in der Klasse der ellipti-












(d  2)u+ v  p3u  p3u     p3u
 p3u du+ v  u     u




. . .  u





























Dabei gilt u = (2   1)=(d+ 2). Da die in 1 und 2 vorkommenden Mo-
mente nicht bekannt sind, mussen sie durch die entsprechenden empirischen
Momente ersetzt werden. Man erhalt dann folgendes Resultat.
1.3.6 Satz
X sei elliptisch-symmetrisch verteilt mit Erwartungswert  und nichtsin-
gularer Kovarianzmatrix T , und es gelte E[f(X   )0T 1(X   )g3] < 1.

















  2r̂4 + d(d + 2)

:
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b1;d   3 (̂2   ̂1)








Bemerkung: 1. Ein auf n
~~b1;d basierender Test auf elliptische Symmetrie
ist konsistent gegen alle Verteilungen mit 1;d > 0.
2. Die Konvergenzgeschwindigkeit von n
~~b1;d gegen die Grenzverteilung hangt
wiederum von den Momenten der zugrundeliegenden elliptischen Verteilung
ab. Mit Hilfe von Simulationsstudien ware zu prufen, bei welchen Stich-
probenumfangen die in Baringhaus und Henze (1992a) bzw. Henze (1997b)
bei Verwendung von nb1;d bzw. n~b1;d auftretenden "
Anomalien\ nicht mehr
vorkommen.
1.3.7 Beispiel (siehe auch Beispiel 1.2.2)











































(Xi   )2   2

+ oP (1);
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d.h. (R1) ist erfullt mit l1(x; ; ) = x    und l2(x; ; ) = ((x   )2  
2)=(2). Somit erhalt man








= 6 + 9 +
9
4
23(4   1)  64   335 + 1123:
Nach (1.13) ist
p
n(b1;1 1;1) folglich asymptotisch N (0; 423 611)-verteilt
(vgl. Baringhaus und Henze (1992a), Example 3.3). Nach einer Normierung
folgt das bekannte Resultat von Gastwirth und Owens (1977).
1.3.2 Multivariate Wolbung






























vorgeschlagen. Die zugehorige Verteilungsgroe ist
2;d = E[( ~X
0 ~X)2]:
Ein in Hinsicht auf die Denition der multivariaten Schiefe naherliegen-





















































mit der zugehorigen Verteilungsgroe
2;d = E[(
~X 0 ~Y )4]:
Auch diese Groen stehen in enger Verbindung zu einer Komponente
des glatten Anpassungstests. Betrachtet man die Polynome vierten Grades
H4(yj); H3(yj)H1(yk); H2(yj)H2(yk);
H2(yj)H1(yk)H1(yl); H1(yj)H1(yk)H1(yl)H1(ym)
























































b2;d   6 b2;d + 3 d(d+ 2)

:
Zum anderen erhalt man
p


































wobei die Polynome Lr(z1; : : : ; zd) = (z
4
r   6z2r +3)=
p
24 und Lsr(z1; : : : ; zd)
= (z2r   1)(z2s   1)=2 zu den oben aufgefuhrten "Bausteinen\ der vierten
Komponente gehoren (wegen
P




i = 1 ergeben sich in (1.19)
einige Vereinfachungen).
Die einzelnen Summanden in (1.19) sind nach Zentrierung asymptotisch
normalverteilt (vgl. (1.8)), wobei sich die Kovarianzmatrix ̂ wegen der un-
terschiedlichen Gewichte in (1.19) von  unterscheidet. Somit ist die asymp-
totische Verteilung von
p
n(b2;d 2;d) eine NormalverteilungN (0; e0̂e) mit









j ] = 3d+ d(d  1) = d(d + 2):
Fur die asymptotische Verteilung von Û2n;4 sind nach den Ergebnissen
des vorherigen Abschnitts zwei Falle zu unterscheiden. Fur Verteilungen mit
 = 0 ist die asymptotische Verteilung von Û2n;4 eine gewichtete Summe von
21-verteilten Zufallsvariablen; unter der Hypothese der multivariaten Nor-







Im Falle  6= 0 ist (Û2n;4=
p
n   pn) asymptotisch multivariat normalver-
teilt.
Die Grenzverteilung von b2;d wird in Abschnitt 1.4 hergeleitet.
1.3.8 Beispiel
In diesem Beispiel soll die asymptotische Verteilung von
p
n(b2;d d(d+2))
fur den wichtigen Fall von elliptisch-symmetrischen Verteilungen, die in der
Klasse P40 (vgl. (1.10)) liegen, bestimmt werden; nach dem oben Gesag-
ten berechnet sich die Kovarianzmatrix ̂ im wesentlichen nach Gleichung
(1.11), wobei noch die unterschiedlichen Gewichte in (1.19) zu berucksichti-
gen sind. Aus den in Anhang A.2, Korollar A.2.4, angegebenen Relationen
ergibt sich, da eine elliptisch-symmetrische Verteilung genau dann zu P40
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gehort, wenn wie bei der Normalverteilung 4 = 3 gilt. ̂ besitzt die folgen-
den Eintrage:
̂11 = 24E[L2r(
~X)] = E[(4r   62r + 3)2] = 8   126 + 99;
̂12 = 24E[Lr( ~X)Ls( ~X)] = E[(
4
r   62r + 3)(4s   62s + 3)]
= 44   1242 + 3622 + 64   27 = 38=35  126=5 + 27;
̂21 = 16E[(Lsr(
~X))2] = 4(38=35  46=5 + 7);
̂22 = 16E[Lsr(
~X)Ltr(
~X)] = 4(8=35  86=15 + 5);
̂23 = 16E[Lsr(
~X)Lut (












~X)] = 2(8=35  46=5 + 9);
wobei r; s; t; u 2 f1; : : : ; dg; r < s < t < u ist. Fur d = 3 und die Anordnung






2 hat die Kovarianzmatrix z.B. folgendes Aussehen:0
BBBBBBBB@
̂11 ̂12 ̂12 ̂31 ̂31 ̂32
̂12 ̂11 ̂12 ̂31 ̂32 ̂31
̂12 ̂12 ̂11 ̂32 ̂31 ̂31
̂31 ̂31 ̂32 ̂21 ̂22 ̂22
̂31 ̂32 ̂31 ̂22 ̂21 ̂22




Fur den allgemeinen Fall uberlegt man sich, da ̂11 in der Matrix d-mal




















-mal und schlielich ̂32 2(d   2) d
2

-mal. Summiert man alle





(d3 + 12d2 + 44d+ 48)  6 4d
15
(d3 + 8d2 + 20d+ 16)
+d(3d3 + 20d2 + 44d+ 32):
Ersetzt man 2k fur k = 2; 3 und 4 gema Satz 1.4.7 durch r2k = E[(X
0X)k],
so lat sich die Varianz schreiben als
e0̂e = r8   4(d+ 2)r6 + d(d+ 2)2(3d+ 8):
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Dies ist das Resultat von Henze (1994a), Beispiel 3.3, wenn man dort 4 = 3
setzt. Ist die zugrundeliegende Verteilung eine multivariate Normalvertei-
lung, so ergibt sich als asymptotische Varianz 8d(d + 2), also das bekannte
Resultat von Mardia (1970).
1.3.9 Beispiel
Als letztes Beispiel soll die asymptotische Verteilung von 24Û2n;4 berech-
net werden, wenn die zugrundeliegende Verteilung wie im vorherigen Bei-
spiel eine elliptisch-symmetrische Verteilung ist, die in P40 liegt (fur die
folglich m4 = 3 gelten mu). Es mussen also die Eigenwerte der nach
(1.11) gebildeten Kovarianzmatrix, multipliziert mit 24, bestimmt werden.




n;4 aus Lrs(z1; : : : ; zd) = (z
3
r  
3zr)zs=6 (r 6= s); Lrst(z1; : : : ; zd) = (z2r   1)zszt=2 (r 6= s; t; s < t) und aus
Lrstu(z1; : : : ; zd) = zrzsztzu (r < s < t < u) gebildet. Betrachtet man diese
Polynome genauer, so sieht man zunachst, da alle Kovarianzterme zwischen
Polynomen, die auch in b2;d enthalten sind, und den restlichen Poynomen
verschwinden, da sie nur Momente enthalten, die nach Satz A.2.3 Null sind;
so gilt z.B.
E[( ~X4   6 ~X2 + 3)( ~X2   1) ~Y ~Z] = 611   7411 + 9211   311 = 0:
Aus dem gleichen Grund verschwinden alle Kovarianzterme zwischen Lrstu
und allen anderen Polynomen. Die Kovarianzmatrix ist also eine Blockdia-
gonalmatrix und zerfallt in drei Teile.














Die zweite Teilmatrix besitzt die nichtverschwindenden Eintrage
41 = 24E[L2rs(
~X)] = 4(8=7  66=5 + 9);
42 = 24E[Lrs( ~X)Lsr( ~X)] = 4(38=35  66=5 + 9);
43 = 24E[L2rst(
~X)] = 12(8=35  26=15 + 1);
44 = 24E[Lrst( ~X)Lst( ~X)] = 4
p
3(8=35  26=5 + 3);
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wobei r; s; t 2 f1; : : : ; dg; r 6= s 6= t 6= r ist. Ordnet man die Polynome in
der Reihenfolge
L12; L21; L312; L412; : : : ; Ld12;
L13; L31; L213; L413; : : : ; Ld13;
                             
L1d; Ld1; L21d; L31d; : : : ; Ld 1;1;d;
                                
Ld 1;d; Ld;d 1; L1;d 1;d; L2;d 1;d; : : : ; Ld 2;d 1;d ;








41 42 44    44
42 41 44    44








Hierbei hat die rechte untere Diagonalmatrix die Dimension d  2. Fur die
Matrix in (1.20) ist 2 = 
43 ein (d   3)-facher Eigenwert. Die weiteren
Eigenwerte sind die von 43 verschiedenen Losungen der Gleichung 
(41   )(43   )  (44)2(d  2)2 =  42(43   )  (44)2(d  2)2 :
Man erhalt als Losung einen weiteren Eigenwert 1 = 88=35 und die beiden






6 + 42 2
35
p
24d  23(8   146 + 105):
Die Eigenwerte der dritten Teilmatrix sind schwieriger zu berechnen, da
diese vollbesetzt ist; bis auf konstante Faktoren, die von der anderen Ge-
wichtung herruhren, entspricht sie der Kovarianzmatrix von b2;d. Genauer
gilt: deniert man 11 = ̂11; 12 = ̂12; 21 = 3̂11=2; 22 = 3̂22=2; 23 =
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3̂23=2; 31 = (3=2)1=2̂31 und 32 = (3=2)1=2̂32, und ersetzt man in den
Kovarianzmatrizen des vorherigen Beispiels alle ̂ij durch die entsprechen-
den ij , so erhalt man die dritte Teilmatrix, die mit 3 bezeichnet werden
soll.
















8   2d+ 8
5
6 + 3(d+ 4)

ist (d  1)-facher Eigenwert; schlielich ist
6 =
d2 + 10d+ 24
35
8   4(d
2 + 6d+ 8)
5
6 + 3(3d
2 + 14d+ 16)
ein einfacher Eigenwert.
Beweis: Fur d = 1 ist 11 = 8   126 + 99 = 6. Sei nun d > 1. Als
neue Parameter verwenden wir u = 8=35  46=5 + 9 und v = 4(8=35 
26=5 + 3). Damit ergibt sich
11 =  5u+ 10v + 24; 12 = 3u; 21 =  6u+ 6v + 24;
22 = 2u+ v; 23 = 2u; 31 =
p
6(u+ v); 32 =
p
6u:
Die Polynome seien in der Reihenfolge
L1; : : : ; Ld; L
2




2; : : : ; L
d
2; : : : ; L
d
d 1
angeordnet. Zur besseren Vorstellung sei noch die Matrix 3 fur den Fall
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d = 4 angegeben:
0
BBBBBBBBBBBBBBBBBB@
11 12 12 12 31 31 31 32 32 32
12 11 12 12 31 32 32 31 31 32
12 12 11 12 32 31 32 31 32 31
12 12 12 11 32 32 31 32 31 31
31 31 32 32 21 22 22 22 22 23
31 32 31 32 22 21 22 22 23 22
31 32 32 31 22 22 21 23 22 22
32 31 31 32 22 22 23 21 22 22
32 31 32 31 22 23 22 22 21 22
32 32 31 31 23 22 22 22 22 21
1
CCCCCCCCCCCCCCCCCCA
Bei den folgenden Rechnungen ist zu beachten, da fur d = 2 und d = 3
manche Zeilen gar nicht auftreten; ist etwa von der 3. bis d-ten Zeile die
Rede, so bezieht sich dies nur auf die Falle d  3.
1. Setze 1 = 4v   8u+ 24. Deniere Vektoren eij (1  i < j  d) mit
Eintrag 1 an der i-ten und j-ten Stelle, Eintrag  p6 an Stelle (ij) (d.h. an
der Stelle, an der Lji steht) und Null sonst. Dann ist e
ij Eigenvektor von
3 zum Eigenwert 1.
Denn sei o.B.d.A. i = 1; j = 2. Bildet man das Produkt aus 3 und e
12,
so erhalt man in der 1. und 2. Zeile 11+12 
p
631 = 4v 8u+24, in der
3. bis d-ten Zeile 212 p632 = 0; in Zeile (12) ergibt sich 231 p621 =
 p6(4v 8u+24), in Zeilen (13) bis (2d) 31+32 p622 = 0 und in den
restlichen Zeilen 232   p623 = 0. Da die  d
2

Vektoren eij (i < j) linear





-facher Eigenwert von 3.
2. Setze 5 = (d + 8)v   8u + 24. Deniere Vektoren ei (1 < i  d)
mit Eintrag
p
6 an 1. und  p6 an i: Stelle, Eintrage 1 an den Stellen
(1j); j 6= 1; i; Eintragen  1 an den Stellen (ij); j 6= 1; i; und Null sonst.
Dann ist ei Eigenvektor von 3 zum Eigenwert 5.





6; 0; 0; 0; 1; 1; 1; 1; 0):
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Bildet man das Produkt aus 3 und e
2, so erhalt man in der 1. Zeile
p
6(11   12) + (d  2)(31   32) =
p
6((d+ 8)v   8u+ 24);
in der 2. Zeile das Negative der 1. Zeile, in der 3. bis d-ten Zeile Null, da sich
die positiven und negativen Terme jeweils aufheben, ebenso in Zeile (12); in
den Zeilen (13) bis (1d) ergibt sich
p
6(31   32) + 21 + (d  3)22   (22 + (d  3)23 = (d+8)v   8u+ 24;
in den Zeilen (23) bis (2d) das Negative davon; in den restlichen Zeilen
Null, da sich die positiven und negativen Terme jeweils aufheben. Da die
d   1 Vektoren ei (1 < i  d) linear unabhangig sind, ist 5 mindestens
(d  1)-facher Eigenwert von 3.
3. Setze 6 = (d
2 + 2d   8)u + (2d + 8)v + 24. Deniere den Vektor e
mit Eintrag
p
6=2 an 1: bis d-ten Stelle und den Eintragen 1 sonst. Dann
ist e Eigenvektor von 3 zum Eigenwert 6. In den ersten d Zeilen erhalt
man namlich
p








in den restlichen Zeilen ergibt sich
p






6 ist also mindestens einfacher Eigenwert von 3.









-facher, 5 genau (d 1)-facher und 6 genau einfacher Eigenwert von 3
ist. Druckt man 1; 5 und 6 durch 8 und 6 aus, so folgt die Behauptung.
Fat man alle Ergebnisse zusammen, so erhalt man den folgenden Satz.
1.3.11 Satz
Der d-dimensionale Zufallsvektor X sei elliptisch-symmetrisch verteilt mit
Erwartungswert  und nichtsingularer Kovarianzmatrix T . Fur ~X =
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(1; : : : ; d) = T
 1=2(X   ) gelte m4 = E[41 ] = 3 und E[( ~X 0 ~X)4] < 1,
































6 + 42 2
35
p










8   2d+ 8
5
6 + 3(d+ 4)

; 5 = d  1;
6 =
d2 + 10d+ 24
35
8   4(d
2 + 6d+ 8)
5
6 + 3(d
2 + 14d+ 16); 6 = 1
und 2i sind unabhangige 
2-verteilte Zufallsvariablen mit i Freiheitsgra-
den.
Bemerkung: Unter der Hypothese der multivariaten Normalverteilung























dabei sind 1; : : : ; 6 und 1; : : : ; 6 wie in Satz 1.3.11 und
7 = 4(d+ 4)6=5  12(d+ 2); 7 = d;
8 = 86=5; 8 = d(d  1)(d+ 4)=6:
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Beweis: Nach Denition gilt




n;4) = 4n b1;d + 24 Û
2
n;4:
Da alle Kovarianzterme zwischen Polynomen, die zu Ûn;3 gehoren, und
Poynomen, die zu Ûn;4 gehoren, verschwinden, folgt das Ergebnis aus den
Satzen 1.3.2 und 1.3.11.
1.3.3 Komponenten hoherer Ordnung
Zur nachsthoheren Komponente tragen folgende multivariate Polynome Lr
bei:
H5(yj); H4(yj)H1(yk); H3(yj)H2(yk); H3(yj)H1(yk)H1(yl);
H2(yj)H2(yk)H1(yl); H2(yj)H1(yk)H1(yl)H1(ym);
H1(yj)H1(yk)H1(yl)H1(ym)H1(yn);
dabei sind die Indizes jeweils paarweise verschieden und durchlaufen die
Menge f1; : : : ; dg. Dies wird sehr schnell unubersichtlich; in Rayner und
Best (1989), S.103, wurde etwa die funfte Polynomgruppe vergessen. Somit
































































































































Man sieht, da die Berechnung hoherer Komponenten nach der Denition
sehr aufwendig ist. Im folgenden sollen nun algebraischen Gleichheiten wie
im Falle von Schiefe und Wolbung bestimmt werden, die erst die praktische
Verwendung der Komponenten als Testgroen ermoglichen. Wir verwenden
















In dieser Schreibweise gilt also 6 Û2n;3=n = b1;d = b300 und 24 Û
2
n;4=n =
b400   6 b020 + 3 d(d+ 2).
1.3.13 Satz
Fur die dritte nichtverschwindende Komponente gilt die Gleichheit
5!
n
Û2n;5 = b500   20 b310 + 10 (d+ 6) b300 + 30 b111:
Die dazugehorende an-invariante Verteilungsgroe ist also
E[( ~X 0 ~Y )5]  20E[( ~X 0 ~Y )3j ~Xj2]
+10 (d+ 6)E[( ~X 0 ~Y )3] + 30E[( ~X 0 ~Y )j ~X j2j ~Y j2]:





































































































































































































































































































Addiert man alle Terme mit den im Satz angegebenen Vielfachheiten, so
erhalt man alle Terme in (1.21).
Die vierte nichtverschwindende Komponente ergibt sich ahnlich wie Û2n;5,
indem man uber alle Produkte von Hermite-Polynomen summiert, deren

























(m321  m301   3m121)2 (1.22)






















Fur die vierte nichtverschwindende Komponente gilt die Gleichheit
6!
n
Û2n;6 = b600   30 b410 + 15 (d+ 8) b400 + 90 b211
+60 b030   180 (d+ 4) b020 + 60 d (d2 + 6 d+ 8):
Die dazugehorende an-invariante Verteilungsgroe ist also
E[( ~X 0 ~Y )6]  30E[( ~X 0 ~Y )4j ~Xj2] + 15 (d+ 8)E[( ~X 0 ~Y )4]
+90E[( ~X 0 ~Y )2j ~X j2j ~Y j2] + 60E[( ~X 0 ~X)3]
+180 (d+ 4)E[( ~X 0 ~X)2] + 60 d (d2 + 6 d+ 8):





































































Fur die Wolbung nach Mardia b020 bzw. fur die Variante b



































Addiert man alle Terme mit den im Satz angegebenen Vielfachheiten, so
erhalt man alle Terme der rechten Seite in (1.22).
Zur Bildung der funften nichtverschwindenden Komponente Û2n;7 tragen
bereits 15 verschiedene Produkte von Hermite-Polynomen bei, wobei wie-
derum uber alle Koordinatenvariablen zu summieren ist. Ohne Beweis sei
das entsprechende Ergebnis fur diese Komponente angegeben.
52 Kapitel 1. Glatte Anpassungstests
1.3.15 Satz
Fur die funfte nichtverschwindende Komponente gilt die Gleichheit
7!
n
Û2n;7 = b700   42 b510 + 21 (d+ 10) b500 + 210 b311
 420 (d+ 10) b310   630 b121
+105 (d2 + 14d+ 48) b300 + 630 (d+ 6) b111:
Die dazugehorende an-invariante Verteilungsgroe ist also
E[( ~X 0 ~Y )7]  42E[( ~X 0 ~Y )5j ~Xj2] + 21 (d+ 10)E[( ~X 0 ~Y )5]
+210E[( ~X 0 ~Y )3j ~X j2j ~Y j2]  420 (d+ 8)E[( ~X 0 ~Y )3j ~Xj2]
 630E[( ~X 0 ~Y )j ~X j4j ~Y j2] + 105 (d2 + 14d+ 48)E[( ~X 0 ~X)3]
+630 (d+ 6)E[( ~X 0 ~Y )j ~X j2j ~Y j2]:
Die Satze 1.3.13-1.3.15 lassen erkennen, da bei der Bildung der Kompo-
nenten immer wieder analoge Terme auftreten. Ein allgemeines Bildungsge-
setz wurde allerdings nicht gefunden. Dies ist auch mehr von theoretischer
Bedeutung, da in der Praxis hochstens die ersten vier oder funf nichtver-
schwindenden Komponenten als Testgroen verwendet werden.
1.4 Die asymptotische Verteilung von Verall-
gemeinerungen der multivariaten Schiefe
und Wolbung
In diesem Abschnitt soll gezeigt werden, wie mit den bisher entwickelten
Methoden auch andere Verteilungsgroen behandelt werden konnen, die in
keinem direkten Zusammenhang mit den Komponenten eines glatten An-
passungstests stehen. Unter anderem wird die asymptotische Verteilung der
Testgroe b2;d berechnet.
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Grundlegend ist wieder Satz 1.1.1 a), der nicht voraussetzt, da die ver-
wendeten Polynome Orthogonalpolynome sind (siehe Bemerkung 1 nach
Satz 1.1.1). Allerdings ist die Berechnung der Kovarianzmatrix  der Po-
lynome, die die Testgroe bilden, schwieriger: Wahrend in den Beispielen
in Abschnitt 1.3 ausgenutzt wurde, da sich die Kovarianzmatrix sowohl
unter der parametrischen Hypothese der Normalverteilung als auch in der
Verteilungsklasse Pk0 nach (1.11) berechnen lat, mu fur nicht-orthogonale
Polynome immer (d.h. auch unter der parametrischen Hypothese) die Kova-
rianzmatrix nach Gleichung (1.9) bestimmt werden. Der Grund liegt darin,
da im Beweis von Satz 1.2.1 die Ausdrucke E#[r#hk(X;#)] i. allg. nur
verschwinden, wenn die hk(; #) Orthogonalpolynome sind. Die in diesem
Abschnitt verwendete Notation ist dieselbe wie in Abschnitt 1.3.
















mit einer festen naturlichen Zahl k ermittelt werden. Dabei wird wie oben
vorausgesetzt, da Sn mit Wahrscheinlichkeit 1 nichtsingular ist. Die Test-























k1    kd

= dk
empirischen Momenten, die jeweils quadriert werden. Die zu bk00 gehorige
Verteilungsgroe ist
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wobei 1; : : : ; d die Komponenten des Vektors ~X = T
 1=2(X   ) sind.
Da diese Groen oensichtlich an-invariant sind, gelte hierbei wieder o.E.
 = 0; T = Id. Weiter setzen wir wieder EkXk2k <1 voraus.
Die in Abschnitt 1.3 verwendete Parametrisierung bereitet hier Schwie-
rigkeiten, da man dann die partiellen Ableitungen von T 1=2 nach den
Elementen von T 1 benotigt. Deshalb verwenden wir neben dem Erwar-
tungswertvektor  die Elemente t
 1=2
ij von T
 1=2 als Parameter. Die lineare
Darstellung des Schatzers, die jetzt explizit benotigt wird, lat sich auch in
diesem Fall leicht angeben: aus
p







i   Id) + oP (1)
und
p
n(S 1n   Id) =
p
n(S 1=2n   Id) (S 1=2n + Id)
erhalt man
p









i   Id) + oP (1):
Es gilt also lij(x; #) =  (xixj   ij)=2. Bei dieser Parametrisierung lassen










ergibt sich im Falle ki  1 fur i = 1; : : : ; d




=  ki k11    ki 1i 1 ki 1i ki+1i+1    kdd : (1.23)
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die Ableitungen








1    ki 1i    kj+1j    kdd ; (1.24)
falls ki  1 gilt (i; j = 1; : : : ; d). Damit sind alle Groen bekannt, die man








xk11   xkdd der Testgroe in irgendeiner Weise durch und
bezeichnet sie mit hl(x); l = 1; : : : ; d
k, deniert man  = (1; : : : ; dk) durch
l = E[hl( ~X)] und setzt




















(xi xj   ij); (1.25)
so berechnet sich  nach (1.9).
Fur die Grenzverteilung sind wie in Abschnitt 1.3 zwei Falle zu unter-
scheiden. Ist  = 0, so ist die asymptotische Verteilung eine gewichtete








wobei die Gewichte die Eigenwerte von  sind. Man beachte, da dieser Fall
nur fur ungerades k vorkommen kann.
Ist  6= 0 (was bei geradem k fur nicht-degenerierte Verteilungen immer
der Fall ist), so folgt aus (1.13) wegen  0 = k00
p
n (bk00   k00) D ! N (0; 4 0) : (1.26)
1.4.1 Beispiel
In diesem Beispiel sollen die Grenzverteilungen fur ungerade Werte von k
fur die Klasse der elliptisch-symmetrischen Verteilungen kurz angesprochen
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werden. Da in diesen Fallen  = 0 gilt, ist die asymptotische Verteilung
eine gewichtete Summe von unabhangigen 21 verteilten Zufallsvariablen.
Fur k = 3 stimmt die Testgroe b300 mit der Mardia-Schiefe b1;d uberein
(siehe Abschnitt 1.3.1); in ihr kommen Polynome der Form x3r ; x
2
rxs bzw.
xrxsxt (mit Vorfaktoren) vor. Nach Satz A.2.3 verschwinden die meisten
Summanden in (1.25); die vl sind von der Form x
3
r   3xr; x2rxs   xs bzw.
xrxsxt. Dies sind gerade die Lr; Lrs bzw. Lrst aus Beispiel 1.3.1, so da
man mit denselben Uberlegungen wie dort auf die genaue Form der asymp-
totischen Verteilung kommt. Fur hohere ungerade k-Werte steigt die Zahl
verschiedener Polynome schnell an, so da eine explizite Berechnung der
Eigenwerte der Kovarianzmatrix sehr schwierig sein durfte. Dies soll nicht
weiter verfolgt werden; die genaue Form der Gewichte fur ungerade k wurde
von Henze, Gutjahr und Folkers (1997) auf anderem Wege berechnet.
1.4.2 Beispiel








riaten Wolbung vor. Hier soll die Varianz der asymptotischen Normalver-
teilung bestimmt werden, falls die zugrundeliegende Verteilung zur Klasse
der elliptisch-symmetrischen Verteilungen gehort.
Fur beliebige Verteilungen, die den Voraussetzungen dieses Abschnitts
genugen, ist
p
n(b2;d   2;d) =
p
n(b400   400) asymptotisch normalver-
teilt, wobei sich die Varianz nach (1.26) berechnet. Dabei sieht man, da
Polynome hl, fur die l = 0 gilt, weder in die Zentrierung noch in die Vari-
anz der Grenzverteilung eingehen. Ist die zugrundeliegende Verteilung eine
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betrachtet werden. Dabei kommen nur die Polynome hr(x) = x
4





s (1  r < s  d) vor. Nach (1.25) erhalt man
vr(x) = x
4











64=3 ergeben sich die folgenden unterschiedlichen Eintrage in
der Kovarianzmatrix :
11 = E[v2r (
~X)]  21 = 8 + 44(24   6)  24;






















































































































wobei r; s; t; u 2 f1; : : : ; dg; r < s < t < u gilt. Damit ergibt sich
4 0 = 424
 













































(d3 + 12d2 + 44d+ 48)
 6 4 4d
45
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Ersetzt man 2k; k = 2; 3; 4; nach Satz 1.4.7 a) durch r2k
Qk 1
j=0 (2j+1)=(d+













schreiben. Dies ist das Resultat von Henze (1994b), Example 3.2. Ist die
zugrundeliegende Verteilung eine multivariate Normalverteilung, so ergibt
sich als Varianz 288d(d+ 2).
Um den Fall k00 > 0; k  3; allgemein zu behandeln, ist es hilfreich, die
Varianz 2 der Grenzverteilung in anderer Form zu schreiben. Seien dazu
h = (h1; : : : ; hdk) und v = (v1; : : : ; vdk) gesetzt. Weiter denieren wir
h1;k(x) := 
0 h(x) = E[(x0X)k]: (1.27)
Nach (1.26) und (1.9) gilt
2 = 4  0 E[v( ~X) v( ~X)0]    4  0 (  0) 
= E[(2 0v( ~X)) (2 0v( ~X))0]   42k00: (1.28)
In dem Skalarprodukt  0v(x) kommen neben h1;k(x) Terme der Art xi
P
l l





ij ] vor. Fur die Sum-



















= k E[i( ~X
0 ~Y )k 1j ]:
Unter Beachtung dieser Gleichungen und mit den Denitionen
ak = E
h
( ~X 0 ~Y )k 1 ~Y 0
i
;
Bk = (bij)1i;jd = E
h
~X( ~X 0 ~Y )k 1 ~Y 0
i
; (1.29)
uk = (2; k b11; k b12; : : : ; k b1d; k b21; : : : ; k bdd; 2k a0k)0;
Zk = (h1;k( ~X)  k00; 21   1; 12; : : : ; 1d; 21; : : : ; 2d   1; ~X 0)0;
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lat sich die asymptotische Varianz aus (1.28) als 2 = u0kE[Zk Z
0
k]uk schrei-
ben. Zusammenfassend erhalt man folgendes Resultat.
1.4.3 Satz
Fur den Zufallsvektor X mit Erwartungswert  und nichtsingularer Kova-
rianzmatrix T gelte
E[f(X   )0T 1(X   )gk] = E[( ~X 0 ~X)k] < 1:
Ist die empirische Kovarianzmatrix Sn mit Wahrscheinlichkeit 1 nichtsin-
gular und ist k00 > 0, so gilt mit den in (1.29) denierten (1 + d
2 + d)-
dimensionalen Vektoren uk und Zk
p
n (bk00   k00) D ! N (0; u0kE[Zk Z 0k]uk) :
Bemerkung: Fur k = 3 bzw. k = 4 bzw. ungerades k ist dies die Aussa-
ge von Theorem 3.2 in [7] bzw. Theorem 2.2 in [30] bzw. Theorem 4.3 in
[34]. Die dort jeweils benotigte Bedingung, da der Trager von PX positi-
ves Lebesgue-Ma besitzt, ist durch den Zugang uber die Theorie der V-
Statistiken bedingt und wird in der hier vorliegenden Fassung nicht benotigt.
1.4.4 Beispiel
Im univariaten Fall d = 1 ergeben sich die Groen aus (1.27) und (1.29) zu
h1;k(x) = k x
k ; ak = k 1k; Bk = 
2
k;







2k(2k   2k) k(k+2   k) k k+1
k(k+2   k) 4   1 3
k k+1 3 1
3
75 :

















+k2 3 k 1 k   2k k 1 k+1 + k2 2k 1

:
Im Fall k = 3 ergibt sich das Resultat aus Beispiel 1.3.7.
1.4.5 Beispiel
Hier soll in Verallgemeinerung von Beispiel 1.4.2 die Varianz der asymptoti-
schen Verteilung von
p
n(b2k;0;0 2k;0;0) (k  2) fur elliptisch-symmetrische
Verteilungen bestimmt werden. In dieser Klasse besitzt 2k;0;0 eine einfa-
che Darstellung. Fur deren Beweis benotigen wir Lemma 2.5.1 in Fang und
Zhang (1990):
1.4.6 Lemma Sind g() eine nichtnegative mebare Funktion auf IR und







g(kak y) (c2   y2) d 32 dy:
1.4.7 Satz
X = (X1; : : : ; Xd)
0 sei spharisch-symmetrisch verteilt mit E[ kXk2k ] < 1;
Y sei eine unabhangige Kopie von X .





d(d+ 2)    (d+ 2k   2)
1  3  5    (2k   1) :
b) Es gilt
2k;0;0 = E[(X
0Y )2k] = r22k
1  3  5    (2k   1)
d(d+ 2)    (d+ 2k   2)
und
B2k = E[X (X
0 Y )2k 1 Y 0] = r22k
1  3  5    (2k   1)
d2(d+ 2)    (d+ 2k   2) Id:
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Beweis:












= d(d+ 2)    (d+ 2(k   1)):







wobei mit N2k bzw. r
N
2k die entsprechenden Groen fur N bezeichnet
werden. Wegen N2k = 1  3  5    (2k   1) folgt die erste Behauptung.
b) Fur d = 1 ist nichts zu zeigen. Seien d > 1 und U ein auf Sd, der
Oberache der Einheitskugel des IR
d, gleichverteilter Zufallsvektor.
Fur die Flache A von Sd gilt
A = 2d=2 =  (d=2):
















y2k (1  y2) d 32 dy
=
 (d=2)p
  ((d  1)=2) 2
Z 1
0









x 1(1  x) 1dx =  ()  ()
 (+ )















 (d=2)  (k + 1
2
)p









Ist nun X spharisch-symmetrisch verteilt, so folgt aus der Zerlegung
X
D
= RU; wobei R
D









und daraus die erste Behauptung in Teil b) des Satzes.
Fur den Beweis der letzten Aussage uberlegt man sich, da wegen
Satz A.2.3 B2k = b11 Id gelten mu. Wegen spur(B2k) = 2k;0;0 folgt
daraus b11 = 2k;0;0=d.




d(d+ 2)    (d+ 2k   2)
1  3  5    (2k   1)
und
2k;0;0 = 2k r2k:




(2j + 1)=(d+ 2j); (1.31)
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so erhalt man aus Satz 1.4.7 b)
uk = (2; 2k  r22k=d  e01; 2k  r22k=d  e02; : : : ; 2k  r22k=d  e0d; 00)0;
wobei ej = (0; : : : ; 1; 0; : : : ; 0)
0 den j-ten Einheitsvektor im IRd bezeichnet.
Mit L2k = h1;2k( ~X)  2k;0;0 und
Wj = (j1; : : : ; jj 1; 
2
j   1; jj+1; : : : ; jd)0 (j = 1; : : : ; d)
lat sich der Vektor Z2k aus (1.29) schreiben als
Z2k = (L2k; W
0




Wegen (1.30) und Satz 1.4.7 b) gilt
L2k =  r2k (k ~Xk2k   r2k);
woraus E[L2k ~X] = 0; E[L
2
2k] = 
2 r22k (r4k   r22k) und
E[L2kWj ] =  r2k (
r2k+2
d
  r2k) ej (j = 1; : : : ; d)
folgen. Weiter gilt E[ ~XW 0j ] = O (j = 1; : : : ; d), wobei O die Null-Matrix der
Ordnung d bezeichnet. Deniert man (d d)-Matrizen
Bij = E[WiW
0
j ] = (b
(i;j)
k;l )1k;ld (i; j = 1; : : : ; d)
und setzt  =  r2k(
r2k+2
d
  r2k), so nimmt die Matrix E[Z2kZ 02k] der Ord-
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wobei  in (1.31) deniert ist. Wir fassen zusammen.
1.4.8 Satz
Der Zufallsvektor X sei elliptisch-symmetrisch verteilt mit Erwartungswert
 und nichtsingularer Kovarianzmatrix T . Weiter gelte
E[f(X   )0T 1(X   )gk] < 1:
Die empirische Kovarianzmatrix Sn sei mit Wahrscheinlichkeit 1 nichtsin-
gular. Dann gilt
p





wobei 22k durch (1.32) gegeben ist.
Bemerkung: Die in Henze (1994b), Korollar 3.1, fur den Fall k = 2 ge-
machte Annahme P (X = 0) = 0 sowie die Bedingung, da der Trager von
PX positives Lebesgue-Ma besitzt, werden nicht benotigt.
1.4.9 Korollar Besitzt der Zufallsvektor X eine nicht-degenerierte d-di-
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Insbesondere gilt fur k = 2; 3 bzw. 4








(2j + 1)2(d+ 2j) [96 (3d2 + 38d+ 14)]:
1.5 Glatte Anpassungstests fur die bivariate
Poissonverteilung
Wie die Poisson-Verteilung im univariaten Fall ist die bivariate Poisson-
Verteilung eine wichtige diskrete Verteilung im Zweidimensionalen. Eine
ausfuhrliche Beschreibung dieser Verteilung ndet man in Kocherlakota und
Kocherlakota (1992). Die bivariate Poisson-Verteilung besitzt drei Parame-
ter 1; 

2 und 3; die Zahldichte ist gegeben durch







(1   3)r i(2   3)s ii3
(r   i)!(s  i)!i! ;
hier ist # = (1; 

2; 3). Oft wird auch eine andere Parametrisierung ver-
wendet mit 1 = 

1   3; 2 = 2   3 und 3.
Ist der Zufallsvektor (X;Y ) bivariat Poisson-verteilt, so gilt fur die Rand-
verteilungenX  (1) und Y  (2), wobei () die (univariate) Poisson-
Verteilung mit Parameter  bezeichnet. Die faktoriellen Momente [r;s] =

























E[X ] = 1; E[Y ] = 

2 und Cov(X;Y ) = 3:
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1;2. Daraus folgen fur
die zentralen Momente r;s = E [(X  EX)r (Y  EY )s] die Gleichungen
2;0 = 3;0 = 

1, 0;2 = 0;3 = 

2 und 2;1 = 1;2 = 3.
Wie in den vorangegangenen Abschnitten sollen glatte Anpassungstests
konstruiert werden, die als gerichtete Tests diagnostische Eigenschaften be-
sitzen. Nun ist es fur beliebige stetige oder diskrete multivariate Vertei-
lungen i. allg. nicht moglich, ein vollstandiges System von multivariaten
orthogonalen Polynomen zu konstruieren (bei der multivariaten Normalver-
teilung gelingt dies, da man durch eine ane Transformation alles auf den
Fall von unkorrelierten und somit unabhangigen Zufallsvariablen zuruck-
spielen kann). Stattdessen werden im Falle der bivariaten Poisson-Verteilung
Polynome in zwei Variablen verwendet, mit deren Hilfe Abweichungen in
bestimmten Momenten aufgedeckt werden konnen. Die Aussagen uber die
asymptotische Verteilung in (1.8) und (1.9) behalten auch in diesem Fall
ihre Gultigkeit (siehe Bem. 1. nach Satz 1.1.1). Die allgemeinen Ausdrucke
sollen hier nicht nochmals aufgefuhrt werden; als Beispiele werden zwei Tests
angesprochen, die auch in Rayner und Best (1995) naher betrachtet werden.
1.5.1 Beispiel
In der Arbeit von Rayner und Best (1995) werden die glatten Anpassungs-
tests wieder als "Score-Tests" gegenuber bestimmten Alternativen herge-
leitet. Auch hier ergibt sich das Problem, da die zugehorigen Alternati-
ven uberhaupt nicht existieren (es treten nichtkonvergente Reihen der ArtP
j exp(j
k)j=j! auf).
Rayner und Best (1995) verwenden als Schatzer die Maximum-Likeli-
hood-Schatzer. Als ML-Schatzer fur 1 und 






Y . Der ML-Schatzer ̂3 fur 3 unterscheidet sich dagegen von der
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i=1(Xi   X)(Yi   Y ) (d.h. von dem
zugehorigen Momentenschatzer) und mu mittels eines Iterationsverfahrens
bestimmt werden (siehe Kocherlakota und Kocherlakota (1992), Abschnitt
4.7).
Aus diesem Grunde kann man einen Test auf h1(x; y;#) = (x  1)(y  
2) = (x   E[X ])(y   (E[Y ]) aufbauen. Die zugehorige zentrierte Kompo-












und ist unter der Hypothese der bivariaten Poissonverteilung asymptotisch
normalverteilt mit Erwartungswert 0. Berechnet man die Varianz von Ûn;1,
normiert damit und quadriert, so erhalt man eine asymptotisch 21-verteilte
Testgroe (siehe Rayner und Best (1995), Abschnitt 3).
Der glatte Anpassungstest, der die Hypothese der bivariaten Poissonver-
teilung fur zu groeWerte von Û2n;1 verwirft, ist oensichtlich kein diagnosti-
scher Test: ein signikantes Testergebnis bedeutet nicht notwendig, da die
Kovarianzstruktur der vorliegenden Daten mit derjenigen einer bivariaten
Poisson-Verteilung (im Rahmen einer vorgegebenen Irrtumswahrscheinlich-
keit) unvereinbar ist (denn 3 kann jeden positiven Wert annehmen), son-
dern es bedeutet, da das parametrische ML-Schatzverfahren zu einem si-
gnikant anderem Ergebnis fuhrt als das nichtparametrische Momentenver-
fahren, was auf die Unangemessenheit des hypothetischen parametrischen
Modells hinweist.
Fur einen diagnostischen Test, der Abweichung in hoheren Momenten
feststellen soll, sind dagegen die Momentenschatzer zu verwenden (siehe
auch die Bemerkungen nach Lemma 1.1.2). Der Test aus Beispiel 1.5.1 ist
in diesem Fall sinnlos, da die Testgroe dann immer Null ist.
Als Einwand gegen die Verwendung des Momentenschatzers von 3 wird
die geringe Ezienz von SXY fur groe Werte des Korrelationskoezien-
ten  vorgebracht (siehe Kocherlakota und Kocherlakota (1992), S.108).
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Dies spielt zwar zunachst fur die Testdurchfuhrung keine Rolle; man wird
aber spater eventuell doch mit dem ML-Schatzer weiterarbeiten wollen.
Dies ist eine prinzipielle Schwierigkeit bei diagnostischen Tests, wenn sich
Momenten- und ML-Schatzer unterscheiden.
Dieses Argument geht aber an der Absicht vorbei, die man mit einem
diagnostischen Test verbindet: man untersucht, ob die Daten mit einem be-
stimmten (einfachen) Verteilungsmodell in wichtigen Kenngroen (namlich
den ersten Momenten) in Einklang stehen; ist dies der Fall, so verwendet
man das theoretische Modell, auch wenn die
"
wahre\ zugrundeliegende Ver-
teilung eine andere ist. Der Begri der Ezienz ist dagegen nur innerhalb
des parametrischen Modells sinnvoll.
1.5.2 Beispiel
Werden als Schatzer fur die drei Parameter der bivariaten Poissonverteilung
die Momentenschatzer verwendet, so kann man einen Test konstruieren, der
Abweichungen in den Varianzen der Randverteilungen vom hypothetischen
Modell aufdeckt. Die zugehorige Testgroe umfat alle nichtverschwinden-
den Komponenten vom Grade kleiner oder gleich zwei. Als Polynome kann
man etwa h1(x; y;#) = (x 1)2 und h2(x; y;#) = (y 2)2 verwenden. Die















analog folgt fur die zweite Komponente Ûn;2 =
p
n(SY Y   ̂2).
Es lat sich leicht zeigen, da wieder (R1) erfullt ist mit l1(x; y;#) =
x 1 ; l2(x; y;#) = y 2 und l3(x; y;#) = xy 3 (x 1)2 (y 2)1.
Wegen E[@h1=@

1] =  1 und E[@h1=@2] = E[@h1=@3] = 0 ergibt sich fur
das erste Element der Kovarianzmatrix
11 = E
h 
(X   1)2   1   (X   1)
2i
= 4;0   23;0   12 + 1:
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Auf diese Weise erhalt man die Kovarianzmatrix
 =
 
4;0   23;0   12 + 1 2;2   2;1   1;2 + 3   12
 0;4   20;3   22 + 2
!
:
Ersetzt man in  die auftretenden hoheren Momente durch die ent-
sprechenden empirischen Groen und bildet Û 0n̂
 1Ûn, so ergibt sich die
Aussage des folgenden Satzes.
1.5.3 Satz
Die Testgroe 	̂2n, die durch die Gleichung
1
n
nd4;0   2d3;0   (̂1)2 + ̂1d0;4   2d0;3   (̂2)2 + ̂2
 
d2;2  d2;1  d1;2 + SXY   ̂1̂22 o 	̂2n
=
d0;4   2d0;3   (̂2)2 + ̂2SXX   ̂12
 2
d2;2  d2;1  d1;2 + SXY   ̂1̂2SXX   ̂1SY Y   ̂2
+
d4;0   2d3;0   (̂1)2 + ̂1SY Y   ̂22
deniert wird, ist asymptotisch 22-verteilt in der Klasse aller bivariaten
diskreten Verteilungen, bei denen Erwartungswert und Varianz der Rand-
verteilungen jeweils ubereinstimmen.
Bemerkung: Verwendet man die oben angegebenen Momente der biva-
riaten Poissonverteilung, so vereinfacht sich die Kovarianzmatrix zu
0 =
 
4;0   12   1 2;2   12   3
 0;4   22   2
!
:
Dies ist die von Rayner und Best (1995), Abschnitt 4, angegebene Kovari-
anzmatrix. Die entsprechende Testgroe ist wieder asymptotisch 22-verteilt,
wenn eine bivariate Poisson-Verteilung zugrunde liegt; in der oben angege-
benen nichtparametrischen Verteilungsklasse ist dies nicht mehr der Fall.
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Die Konstruktion von Tests, die Komponenten hoherer Ordnung ver-
wenden, verlauft entsprechend; dies soll hier nicht mehr weiter ausgefuhrt
werden. In den nachsten Abschnitten wird gezeigt, wie man diese Tests ohne
Berechnung der Kovarianzmatrix durchfuhren kann.
1.6 Anwendung der diagnostischen Tests mit
Hilfe von Resampling-Verfahren
Wie in Satz 1.1.1 gezeigt wurde, sind die Komponenten des glatten
Anpassungstests 	2n;k asymptotisch normalverteilt in der gesamten Vertei-
lungsklasse P0 der Verteilungen, fur die die Erwartungswerte der ersten k
Komponenten verschwinden. Dabei ist die Kovarianzmatrix oft sehr einfach
gebaut, so da sich ein asymptotisch verteilungsfreier Test konstruieren lat,
wie in Satz 1.1.3 gezeigt wurde.
Im allgemeinen ist die Kovarianzmatrix allerdings komplizierter aufge-
baut und hangt vom verwendeten Schatzer ab, wie man an Teil a) von
Satz 1.1.1 sieht. Dasselbe gilt auch, wenn man als Testgroe eine einzelne
(hohere) Komponente verwendet; siehe dazu Henze und Klar (1996), S.69.
In diesen Situationen ist es schon recht aufwendig, analog zu Satz 1.1.3 ei-
ne asymptotisch verteilungsfreie Testgroe zu konstruieren. Noch schlimmer
sieht die Situation im Falle der multivariaten Normalverteilung aus: die Ko-
varianzmatrix lat sich zwar theoretisch leicht angeben; wegen der Vielzahl
der Polynome, aus denen die Komponenten aufgebaut sind, ist sie in der
Praxis jedoch nicht zu berechnen. Es stehen lediglich die in den vorange-
gangenen Kapiteln angegebenen Berechnungsformeln fur die Komponenten
zur Verfugung.
Auerdem konvergiert die Verteilung der Testgroen teilweise recht lang-
sam gegen die jeweilige Grenzverteilung, so da die Niveaueinhaltung fur
kleine und mittlere Stichprobenumfange schlecht ist.
In diesem Abschnitt soll nun untersucht werden, wie mit Hilfe von ver-
schiedenen Resampling-Verfahren die diagnostischen Tests ausgewertet wer-
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den konnen und ob sich die angesprochenen Probleme durch diese Verfahren
losen lassen.
Allen Resampling-Verfahren ist gemeinsam, da mit Hilfe der vorlie-
genden Stichprobe eine Approximation der Verteilung der interessierenden
Groe Tn berechnet wird. Dabei werden aus der ursprunglichen Stichpro-
be weitere Stichproben nach gewissen Vorschriften erzeugt. Genauer ist das
Vorgehen wie folgt:
Man zieht eine Resampling-Stichprobe X1 ; : : : ; X

m vom Umfang m aus
der ursprunglichen Stichprobe X1; : : : ; Xn. Je nach Verfahren wird dabei
mit oder ohne Zurucklegen gezogen. Daraus wird T n = Tm(X

1 ; : : : ; X

m)
berechnet. Die geeignet normierte (bedingte) Verteilung von T n bei gegebe-
nen X1; : : : ; Xn ist dann in vielen Fallen eine gute Approximation fur die
Verteilung von Tn.
Es besteht allerdings das Problem, da bei vielen Resampling-Verfahren
auch die Verteilung von T n nicht exakt bestimmt werden kann. Hier kann
man sich aber mit einer Monte Carlo Simulation behelfen: man wiederholt
die obige Ziehung sehr oft und berechnet jeweils T n ; die empirische Vertei-
lung der T n ist dann eine gute Approximation der theoretischen Verteilung.
Die gebrauchlichsten Resampling-Verfahren sind die
"
klassischen\ Boot-
strap- bzw. Jackknife-Verfahren. Beim Bootstrapverfahren wird n-mal mit
Zurucklegen gezogen. Dies bedeutet, da die Bootstrap-Stichprobe X1 ; : : : ;
Xn vom Umfang n aus F̂n, der empirischen Verteilungsfunktion von X1 : : : ;
Xn, gezogen wird. Beim Bootstrap-Verfahren ist im allgemeinen eine Monte
Carlo Simulation erforderlich.
Beim klassischen Jackknife-Verfahren wird dagegen ohne Zurucklegen
gezogen. Dabei ist m = n  1, d.h. zur Berechnung von T n werden alle bis
auf einen derWerteX1; : : : ; Xn verwendet. Die (bedingte) Verteilung von T

n
kann leicht berechnet werden: da mit gleicher Wahrscheinlichkeit 1=n jeder
Wert Xi weggelassen wird, ist es eine Gleichverteilung auf fT 1n; T 2n ; : : : ; Tnn g,
wobei T in = Tn 1(X1; : : : ; Xi 1; Xi+1; : : : ; Xn) ist.
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1.6.1 Das Bootstrapverfahren
Fur P 2 P := fP : EP [h2j (X ; (P ))] < 1g sei im folgenden  = (P ) =
Tj(P ) =
R
hj(; (P ))dP (siehe (1.4)) und ̂n = (P̂n), wobei P̂n die empi-
rische Verteilung bezeichnet. Uberlegungen wie in Abschnitt 1.1 zeigen, dap
n(̂n ) in Verteilung gegen eine Normalverteilung N (0; 2) konvergiert.
Ist ̂2n ein konsistenter Schatzer von 




Nun sei X  = (X1 ; : : : ; Xn) eine Bootstrap-Stichprobe aus X = (X1; : : : ;
Xn), d.h. es gilt
P (Xi = Xj jX ) =
1
n
; 1  i; j  n;
und X1 ; : : : ; X

n sind bedingt unabhangig. Die Bootstrapversionen von ̂n




n bezeichnet. Aus der Tatsache, da Zn
asymptotisch normalverteilt ist, folgt i. allg. nicht die (fast sichere) asympto-





n. Dies gilt zwar fur lineare Funktionale, aber schon nicht mehr fur
quadratische Funktionale wie z.B. U-Statistiken (siehe Mammen (1992)). Im
folgenden setzten wir deshalb voraus, da das Funktional (P ) Frechet-dif-
ferenzierbar ist (fur eine Denition siehe etwa Sering (1980), S.217). Dies
erfordert eine gewisse Glattheit von  in Abhangigkeit von P , die beispiels-
weise bei den von Henze und Klar (1996) behandelten Beispielen immer
gegeben ist. Unter dieser Annahme konvergiert die bedingte Verteilung von
Zn gegen die asymptotische Verteilung von Zn, hier also gegen die Stan-
dardnormalverteilung (Arcones und Gine, (1992)).
Zu testen ist nun ~H0 :  = 0 gegen ~H1 :  6= 0. Deniert man ahnlich wie
fruher P0 = fP 2 P : (P ) = 0g, so lautet das Testproblem ~H0 : P 2 P0
gegen ~H1 : P 2 P n P0.
Sinnvoll ist hier ein zweiseitiger Test mit symmetrischem Ablehnungs-
bereich, d.h. die Hypothese wird verworfen, falls
p
nj̂nj=̂n "zu gro\ ist.
Deniert man
w = inffw : P (
p
nj̂nj=̂n  w)  1  g
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und lehnt ~H0 ab, falls
p
nj̂nj=̂n > w, so erhalt man einen Test von ~H0
gegen ~H1 mit der Eigenschaft limn!1 P (
p
nj̂nj=̂n > w) =  fur je-
des P 2 P0 (wenn die zugrundeliegende Verteilung stetig ist). Bezeichnet
z das -Quantil der Standardnormalverteilung, so strebt w fur n ! 1
gegen z1 =2. Da man w nicht berechnen kann, ersetzt man es beim "
klas-
sischen\ Test durch z1 =2; der so entstehende Test halt dann zumindest
asymptotisch das Niveau  ein.
Die Idee beim Bootstrap-Test ist dagegen,w durch die Bootstrap-Groe
w = inffw : P (jZnj  w j X )  1  g (1.33)
zu ersetzen und H0 abzulehnen, falls
p
nj̂nj=̂n > w ist.
Der nachste Satz zeigt die Gultigkeit des so denierten Bootstrap-Tests;
der Test ist auerdem konsistent gegen jede nicht zur Klasse P0 gehorende
Alternativverteilung und erkennt benachbarte Alternativen mit einer Wahr-
scheinlichkeit, die groer als  ist.
1.6.1 Satz
Unter den obigen Voraussetzungen an (P ) gilt:
a) limP (
p
nj̂nj  ̂nw) = 1  ; n!1; 8P 2 P0:
b) limP (
p
nj̂nj > ̂nw) = 1; n!1; 8P 2 PnP0:
c) Sei (Pn)n1 eine Folge von Verteilungen mit (Pn) = n
 1=2c; n 







nj̂nj > ̂nw) > ;
und es gilt limc!1 1(c) = 1.
Beweis: Im folgenden sei 0 := (P ) der "
wahre\ zugrundeliegende Para-
meter. Aus V(ZnjX ) D ! N (0; 1) (fast sicher) folgt die stochastische Kon-
vergenz w
P! z1 =2 (n ! 1) und somit w   w = oP (1). Ist 0 = 0, so




nj̂nj=̂n  w) = P (jZnj  w)
= P (jZnj  w + oP (1)) = P (jZnj  w) + o(1)  ! 1   (n!1);








nj̂nj=̂n > w) = P (jZn +
p
n0j > w) + o(1)  ! 1
















hierbei ist Z eine standardnormalverteilte Zufallsvariable. Aus der letzten
Gleichheit folgt auch die zweite Aussage von Teil c).
Bei der Berechnung von w in (1.33) wurde ̂

n an ̂n zentriert. Alternativ
konnte man stattdessen den hypothetischen Wert 0 verwenden, d.h. man
berechnet ~w so, da
~w = inffw : P (
p
nj̂nj=̂n  w j X )  1  g (1.34)
erfullt ist und lehnt ~H0 ab, falls
p
nj̂nj=̂n > ~w.
Hall (1992), S.149, schreibt zu diesem Vorgehen:
"
This technique is oc-
casionally advocated, but it has low power\. Deniert man analog wie oben







nj̂nj > ̂n ~w);
so zeigt Hall weiter, da ~1(c) ! 0 fur c ! 1 gilt. Hall schreibt: "This
latter result is clearly unsatisfactory, demonstrating the superiority of boot-
strapping ̂n   ̂n rather than ̂n.\
1.6. Diagnostische Tests und Resampling-Verfahren 75
Diese Aussage uber die Gute des durch (1.34) denierten Tests klingt
auerst verdachtig. Untersucht man den Test genauer, so zeigt sich, da er
vollkommen unbrauchbar ist. Es gilt namlich
1.6.2 Satz
Sei (Pn)n1 eine Folge von Verteilungen mit (Pn) = n






nj̂nj > ̂n ~w) = 0:
Insbesondere hat der Test das asymptotische Niveau 0. Die asymptotische
Gute des Tests bei festen Alternativen ist ebenfalls 0.
Beweis: Im folgenden sei (Pn) = n
 1=2c, und Z sei eine standardnormal-
verteilte Zufallsvariable. Deniert man (x) durch
P (jZ + xj  (x)) = 1  ; (1.35)













w = (Zn +
c

) + oP (1) (1.36)
(vgl. Hall (1992), S.149). Wegen
p









(x) > jxj+ z1 
2
8x 2 IR: (1.38)
Fur x  0 gilt namlich
P (jZ + xj  x+ z1 
2
) = P ( 2x  z1 
2
 Z  z1 
2
)
=   P (Z   2x  z1 
2
) < 1  ;
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Ist x < 0, so folgt aus der Gleichungskette
1  = P (jZ +xj  (x)) = P (j  Z + xj  (x)) = P (jZ + jxjj  (x))




Fur die asymptotische Gute gegen benachbarte Alternativen erhalt man









= 0 8 c 2 IR:
Die Aussage uber feste Alternativen erhalt man ganz analog.
Eine andere Modikation des Bootstrap-Tests fuhrt dagegen auf einen




n ̂n = ̂n
kann die Testgroe
p
n̂n verwendet werden; modiziert man die Denition
von w entsprechend, so gelten fur diesen Test alle Aussagen von Satz 1.6.1.
Diesen Test kann man verwenden, wenn die Kovarianz kompliziert zu
berechnen ist. Der Nachteil dieses Tests liegt in der im allgemeinen geringe-
ren Konvergenzgeschwindigkeit im Vergleich zum ursprunglichen Bootstrap-
Test. Unter bestimmten Regularitatsannahmen gilt namlich fur den stu-
dentisierten Test, da dessen tatsachliches Niveau vom theoretischen Ni-
veau 1    um einen Fehler der Groenordnung O(n 2) abweicht. Beim
nicht-studentisierten Test ist der Approximationsfehler dagegen wie beim
klassischen mit den Normalverteilungsquantilen arbeitenden Test von der
Groenordnung O(n 1). Naheres dazu ndet man in Hall (1992) sowie in
Mammen (1992), Kap. 5.
Wie in der Einleitung erwahnt, kann man V(ZnjX ) analytisch nicht
berechnen, aber durch eine einfache Monte Carlo Simulation beliebig ge-
nau approximieren. Die praktische Durchfuhrung des in (1.33) denierten
Bootstrap-Tests sieht wie folgt aus; dabei wurden wegen der einfacheren
Durchfuhrung die Testgroen quadriert.
1.6. Diagnostische Tests und Resampling-Verfahren 77





2. Ziehe Bootstrap-Stichproben Xj1; : : : ; X

jn; j = 1; : : : ; B; vom Um-
fang n aus F̂n.








n ̂n)2=(̂n)2; j = 1; : : : ; B.
4. Die Hypothese ~H0 wird zum Niveau  abgelehnt, falls Tn groer als
das empirische (1 )-Quantil cn; von (T j;n)1jB ist; bezeichnet [r]
die Gauklammer von r und T 1:B  : : :  T B:B die Ordnungsstatistik
von T 1;n; : : : ; T






T[B(1 )]:B; falls B(1  ) ganzzahlig
T[B(1 )]+1:B; sonst:
Bemerkungen:
1. Hat die Testgroe ̂n eine stetige Verteilung, so ist w die Losung der
Gleichung P (
p
nj̂nj=̂n  w) = 1 . Fur w mu man stets die De-
nition (1.33) verwenden, da V(ZnjX ) immer eine diskrete Verteilung
ist.
2. Die Bootstrap-Testgroen T j;n approximieren die Verteilung von Tn
in ganz P0. Ein Bootstrap-Test fur die parametrische Hypothese H0
mute dagegen auf einem parametrischen Bootstrapverfahren aufbau-
en; dabei werden die Bootstrap-Stichproben Xj1; : : : ; X

jn nicht aus
F̂n, sondern aus der hypothetischen Verteilung mit geschatzten Pa-
rametern F (; ̂n) gezogen. Ist der Schatzer ̂n konsistent und (P )
dierenzierbar, so liefert dieses Verfahren asymptotisch einen Niveau
-Test fur H0 (Arcones und Gine, (1992), Theorem 4.4).
1.6.2 Ein modiziertes Jackknife-Verfahren
In diesem Abschnitt sollen verallgemeinerte Jackknife-Verfahren betrach-
tet werden. Bei diesen Verfahren wird aus der ursprunglichen Stichprobe
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X eine Stichprobe vom Umfang r(< n) ohne Zurucklegen gezogen; anders
ausgedruckt werden also d = n   r Werte der ursprunglichen Stichprobe
gestrichen. Beim klassischen Jackknife-Verfahren ist r = n   1, also d = 1;
es wird deshalb auch oft
"
delete-one Jackknife\ genannt. Dieses Verfahren
wurde oft mit Erfolg zur Verringerung des Bias und zur Varianzschatzung
angewandt; es ist jedoch, im Gegensatz zum Bootstrapverfahren, nicht in der
Lage, die gesamte Verteilung eines Schatzers zu approximieren. Aus diesem
Grunde wurden die verallgemeinerten Jackknife-Verfahren vorgeschlagen,
die diesen Nachteil nicht besitzen (Wu (1986, 1990)).
Es sei zunachst dieselbe Situation wie im letzten Abschnitt gegeben,
insbesondere gelte also
p
n(̂n   ) D ! N (0; 2):
Beim (verallgemeinerten) Jackknife-Verfahren wird jede Teilmenge Yi; i =











gewahlt. Fur jede Teilmenge Yi kann nun die Statistik ̂n;i = ̂r(Yi) be-










wobei P bedeutet, da die Wahrscheinlichkeit unter dem oben beschriebe-
nen Jackknife-Mechanismus berechnet werden soll, und ̂ = ̂(X1; : : : ; Xn)
ein beliebiger (schwach) konsistenter Schatzer von  ist, gilt folgendes Er-
gebnis:
1.6.3 Satz
Die Voraussetzungen von Satz 1.1.1 seien erfullt. Geht r ! 1 und ist




Beweis: Unter den Voraussetzungen von Satz 1.1.1 ist ̂n asymptotisch
linear, wie man am Beweis sieht; d.h. die Bedingungen (3.1) und (3.2) in
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Wu (1990) sind erfullt. Die Aussage des Satzes ist dann gerade Teil (iii) von
Theorem 2 in Wu (1990).
Aus diesem Ergebnis folgen wieder alle Aussagen aus Satz 1.6.1 (sie-
he auch Beran (1984), Theorem 1). Man beachte, da fur die Gultigkeit
des Jackknife-Verfahrens nur die schwache Voraussetzung der asymptoti-
schen Linearitat benotigt wird, aber keinerlei Dierenzierbarkeitsbedingun-
gen. Allerdings hat das Verfahren gegenuber dem Bootstrapverfahren auch
zwei schwerwiegende Nachteile. Zum einen besitzt es i. allg. keine so ho-
he Konvergenzordnung wie das Bootstrapverfahren, zum anderen ist wenig
daruber bekannt, wie r = r(n) im Einzelfall zu wahlen ist.
Das Hauptziel dieses Abschnitts, die Durchfuhrung von diagnostischen
Tests fur die Komponenten des glatten Tests fur die multivariate Normal-
verteilung, ist mit diesem Ergebnis aber noch nicht erreicht, da man nicht
die einzelnen (nach Standardisierung asymptotisch normalverteilten) Poly-
nome verwenden will. Allein die Komponenten Û2n;k stehen zur Verfugung.
Hier hilft eine Modikation des verallgemeinerten Jackknife-Verfahrens, die
von Politis und Romano (1994) stammt.
Im folgenden wird die Testgroe Tn = Û
2
n;k=n verwendet. Ist  = 0 (siehe
Abschnitt 1.3), so konvergiert nTn schwach gegen eine stetige Grenzvertei-
lung, namlich gegen eine gewichtete Summe von 2-Zufallsvariablen (Exi-
stenz der Momente vorausgesetzt). P0 sei die Teilmenge von Verteilungen
aus P , fur die  = 0 gilt. Mit Sn;i wird die der Statistik Tn entsprechende
Jackknife-Groe bezeichnet; ist also Yi; i = 1; : : : ; Nn; wie oben eine Teil-






Die bedingte Verteilung Ln() der Jackknife-Groe r(Sn;i   Tn) kann im






1f r (Sn;i   Tn)  xg:
Weiter sei im folgenden cn(1  ) das obere -Quantil von Ln, also
cn(1  ) = inffx : Ln(x)  1  g:
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Dann gilt folgender Satz.
1.6.4 Satz
Fur n!1 gelte r !1 und r=n! 0. Dann gilt
a) limP (nTn  cn(1  )) = 1  ; n!1; 8P 2 P0:
b) limP (nTn > cn(1  )) = 1; n!1; 8P 2 PnP0:
Beweis: a) Da die Grenzverteilung von nTn stetig ist, folgt Teil a) aus
Politis und Romano (1994), Theorem 2.1(iii).
b) Sei P 2 PnP0, insbesondere also  6= 0. In diesem Fall konvergiertp






1fpr(Sn;i   Tn)  xg
und ~cn(1  ) = inffx : ~Ln(x)  1  g, so folgt wie in Teil a)
P (
p
n(Tn    0)  ~cn(1  ))  ! 1   (n!1): (1.39)
Nun gilt
cn(1  ) = inffx : Ln(x)  1  g = inffx : ~Ln(x=
p
r)  1  g
=
p
r inffy : ~Ln(y)  1  g =
p
r ~cn(1  ):
Da ~cn(1 ) nach (1.39) stochastisch gegen das (1 )-Quantil der asymp-
totischen Verteilung von
p
n(Tn    0) konvergiert, folgt fur n!1




r=n ~cn(1  ))  ! 0:
Bemerkungen:
1. Das Entscheidende am Jackknife-Verfahren von Romano und Politis
(1994) ist, da es ohne Glattheitsvoraussetzungen auskommt; dadurch
ist es immer anwendbar, wenn die Teststatistik gegen eine (beliebige)
Grenzverteilung konvergiert.
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2. Dies erfordert aber i. allg., da das Verhaltnis der Normierungskon-




n, gegen 0 geht (siehe etwa
Example 2.1.2 in der zitierten Arbeit). Im vorliegenden Fall ist nicht







sehr gro sein kann, ist Ln(x) eventuell nur mit sehr groem
Aufwand zu berechnen. Wie beim Bootstrap-Verfahren kann man
Ln(x) mit Hilfe einer Monte-Carlo-Simulation approximieren (siehe
auch Abschnitt 2.2 in Politis und Romano (1994)).






Anpassungstests, die auf dem empirischen Proze Zn =
p
n(Fn()   F ())
aufbauen, sind neben dem Chi-Quadrat-Test die am weitesten verbreiteten
Anpassungstests, insbesondere fur stetige Verteilungen.
Bekannt sind vor allem der 1928 von Cramer eingefuhrte Cramer-von
Mises-Test und der 1933 von Kolmogorov vorgeschlagene Kolmogorov-Smir-
nov-Test. Auch der 1952 von Anderson und Darling eingefuhrte Anpassungs-
test wird vor allem als Test auf Normalverteilung haug verwendet.
Allen drei zugehorigen Teststatistiken ist gemeinsam, da ihre asymp-
totische Verteilung unter einer einfachen Nullhypothese nicht von der zu-
grundeliegenden Verteilung abhangt, sofern diese stetig ist. Die Verteilungs-
freiheit bleibt bei zusammengesetzten Hypothesen im Falle von Lokations-
Skalen-Parameter-Familien erhalten, wenn Parameter aquivariant geschatzt
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werden; handelt es sich bei den geschatzten Parametern um Formparameter,
geht die Eigenschaft der Verteilungsfreiheit verloren.
Die drei Tests unterscheiden sich in ihrem Guteverhalten deutlich von-
einander, wobei der Kolmogorov-Smirnov-Testmeistens schlechter abschnei-
det. Dennoch wird er in der Praxis viel benutzt; so ist er z.B. in der NAG-
Unterprogrammbibliothek der einzige Test fur stetige Verteilungen neben
dem Shapiro-Wilk-Test auf Normalverteilung.
Ist die zugrundeliegende Verteilung diskret, so sind die drei Testgroen
nicht asymptotisch verteilungsfrei, auch nicht im Falle einer einfachen Null-
hypothese. Aus diesem Grund kann man die asymptotische Verteilung nicht
analytisch berechnen, und es sind umfangreiche Tafeln simulierter Quantile
fur eine konventionelle Testdurchfuhrung notwendig.
Seit allgemein Rechner verfugbar sind, sind Anpassungstests, die auf
dem empirischen Proze aufbauen, auch bei diskreten Verteilungen wieder
interessant, da die Grenzverteilung durch ein parametrisches Bootstrapver-
fahren approximiert werden kann; fur die Kolmogorov-Smirnov- und die
Cramer-von Mises-Testgroe wurde dies in Henze (1996) durchgefuhrt.
Im folgenden wird ein neuer Test vorgestellt, der auf der Dierenz zwi-
schen der empirischen integrierten Verteilungsfunktion und der hypothe-




bezeichnen FX = 1   FX die survival-Funktion und  das Lebesgue-Ma
auf den Borelmengen des IR1. Die Testgroe lat sich zwar auch mit Hilfe
des empirischen Prozesses darstellen, die Verteilungstheorie in Henze (1996)
kann aber nicht verwendet werden, da die Testgroe auf dem Raum der




P (X > t)(dt) = 	X(0) fur positive Zufallsvaria-
blen ist die Existenz des Erwartungswertes oensichtlich notwendig und
hinreichend fur die Existenz der integrierten Verteilungsfunktion; erfullt ei-
ne IN0-wertige Zufallsvariable diese Bedingung, so gilt fur den zugehorigen








j(1  F (k))  (1  Fn(k))j < 1:
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Der geeignete Rahmen ist deshalb der Raum `1 = L1(IN0;P(IN0); ) mit
dem Zahlma , also der Raum der Folgen x = (xk)k0 mit
P
k0 jxkj <1,
versehen mit der ublichen `1-Norm; Zn wird dann als Zufallselement auf `1
aufgefat.
Dies wird im nachsten Abschnitt genauer ausgefuhrt. Dort wird unter
schwachen Voraussetzungen die Verteilungskonvergenz der Teststatistik ge-
zeigt; ein weiteres Resultat betrit die Konsistenz des Tests.
Der darauolgende Abschnitt behandelt das Verhalten des Tests unter
benachbarten Alternativen. Dort wird gezeigt, da die Gute des Tests unter
Alternativen, die mit der Geschwindigkeit n 1=2 gegen die hypothetische
Verteilung konvergieren, zwischen dem nominalen Niveau des Tests und 1
liegt.
Entscheidend fur die Verwendung eines neuen Tests sind besondere Ei-
genschaften, die die bisher verwendeten Tests nicht haben, etwa eine ho-
he Gute gegenuber bestimmten Alternativen. Der Aufbau der vorliegenden
Testgroe, bei der die Verteilungsenden stark betont werden, lat erwarten,
da der neue Test empndlich gegenuber Dierenzen zwischen dem Vertei-
lungsende der hypothetischen Verteilung und dem Verteilungsende der Al-
ternativverteilung ist. Diese Vermutung wird in Abschnitt 2.1 durch mehrere
Simulationsstudien untermauert. Dabei zeigt sich auch, da der Test gene-
rell im Vergleich zu anderen Tests fur diskrete Verteilungen ausgezeichnete
Guteeigenschaften besitzt.
Im zweiten Abschnitt werden Anpassungstests, die auf der integrierten
Verteilungsfunktion basieren, fur die beiden wichtigsten stetigen Modelle,
die Exponential- und die Normalverteilung, vorgestellt.
Fur die Exponentialverteilung mit Parameter # werden Testgroen der
Form
T n;a = n
Z 1
0
(	n(t) 	#(t))2 exp( a # t) dt;
untersucht, wobei 	n die empirische integrierte Verteilungsfunktion bezeich-
net; durch den Parameter a (a  0) in der Gewichtsfunktion lat sich das
Guteverhalten der zugehorigen Tests beeinussen.
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Als Test auf Normalverteilung wird eine ahnliche Integralstatistik be-
trachtet, nachdem die Denition der integrierten Verteilungsfunktion geeig-
net angepat worden ist.
Fur beide stetige Verteilungsfamilien werden mit Hilfe von Simulations-
studien empirische Quantile der Verteilungen der Teststatistiken ermittelt
sowie die Gute der Tests gegenuber einigen Alternativen untersucht.
2.1 Ein auf der empirischen integrierten
Verteilungsfunktion basierender Anpas-
sungstest fur diskrete Verteilungen
2.1.1 Denition und grundlegende Eigenschaften
Die im folgenden vorgestellte Testgroe beruht auf der integrierten Vertei-
lungsfunktion, die in der dynamischen Optimierung und bei der Untersu-
chung von stochastischen Ordnungen eine gewisse Rolle spielt (vgl. Hinderer
(1980) und Muller (1996) sowie die in diesen Arbeiten zitierte Literatur).
Sie ist auch in der Risikotheorie unter dem Namen
"
stop-loss transform\
bekannt. Die Denitionen unterscheiden sich zum Teil etwas; fur positive
Zufallsvariablen ist die folgende Denition am geeignetsten.
2.1.1 Denition
a) Es sei X eine reelle Zufallsvariable, deren Verteilung auf IR+ kon-
zentriert sei, und fur die EX < 1 gelte. Dann ist die integrierte
Verteilungsfunktion 	X : IR+ ! IR+ deniert durch
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wobei [t] die grote ganze Zahl kleiner gleich t bezeichnet.
b) X1; X2; : : : ; Xn seien unabhangige und identisch verteilte Zufallsvaria-










(Xi   t) 1fXi > tg:
In Hinderer (1980) wird
R t
0
Fd als integrierte Verteilungsfunktion be-
zeichnet; die hier benutzte Denition hat den Vorteil, da 	X fur positive
Zufallsvariablen mit endlichem Erwartungswert beschrankt ist. Oensicht-
lich gilt 	X(0) = EX und 	n(0) = Xn.
Ist X(i 1) < t  X(i) (1  i  n), wobei 0 = X(0)  X(1)  : : : 
X(n) die geordnete Stichprobe von X1; : : : ; Xn bezeichnet, so lat sich die
















(X(j)  X(j 1))(n  j + 1); i = 1; : : : ; n:
In dieser Form sieht man den Zusammenhang zu der in der Zuverlassigkeits-
theorie oft verwendeten
"











(X(j)  X(j 1))(n  j + 1); i = 1; : : : ; n;
es gilt
	n(X(i)) = Xn   tn(i=n):
Zwischen der theoretischen
"
total time on test transform\ t(p) =
R F 1(p)
0
F (s) ds und der integrierten Verteilungsfunktion besteht die entsprechende
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Beziehung t(p) + 	(F 1(p)) =  (0 < p < 1). Eine Ubersicht uber die
Zusammenhange zwischen diesen beiden und weiteren verwandten Groen
wie der Lorenz-Kurve ndet man in Chandra und Singpurwalla (1982) und
in Heilmann (1985). In Barlow und Campo (1975) werden Eigenschaften
der
"
total time on test transform\ zusammengefat und verschiedene auf
dieser Groe basierende Anpassungstests auf Exponentialverteilung gegen
bestimmte Klassen von Alternativen beschrieben.
Das folgende Lemma gibt den Inhalt von Theorem 2.2 in Muller (1996)
wieder; insbesondere zeigt es, da eine Verteilung durch die integrierte Ver-
teilungsfunktion eindeutig festgelegt ist.
2.1.2 Lemma a) Ist X eine positive Zufallsvariable mit endlichem Er-
wartungswert, so gilt fur die integrierte Verteilungsfunktion: 	X ist
monoton fallend und konvex; die rechtsseitige Ableitung D+	X exi-
stiert mit  1  D+	X  0; es gilt limt!1	X(t) = 0.
b) Zu jeder Funktion 	 : IR+ ! IR+ mit den Eigenschaften aus a) gibt es
genau eine Verteilung auf IR+, deren integrierte Verteilungsfunktion
	 ist. Die zugehorige Verteilungsfunktion ist dann F (t) = D+	(t)+1.
Im folgenden seiX;X1; X2; : : : ; Xn; : : : eine Folge von unabhangigen und
identisch verteilten Zufallsvariablen auf einem gemeinsamen Wahrschein-
lichkeitsraum (
;A; P ), die Werte in IN0 annehmen; F () bezeichne wie
ublich die Verteilungsfunktion von X . Weiter sei
F = fF (; #) : # 2 g
eine parametrische Familie diskreter Verteilungen mit oenem Parameter-
bereich   IRs, wobei E#(X) <1 8# 2  gelte. Getestet werden soll die
Hypothese H0 : F () 2 F gegen die allgemeine AlternativeH1 : F () =2 F.
Dazu wird im folgenden die empirische integrierte Verteilungsfunktion 	n()




F (x; #̂n) (dx)
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verglichen, wobei #̂n = #̂n(X1; : : : ; Xn) ein geeigneter Schatzer fur den Pa-





n j	n(t)  	̂(t)j; (2.1)
die analog zur Kolmogorov-Smirnov-Teststatistik fur den empirischen Pro-
ze aufgebaut ist. Da sowohl 	n als auch 	̂ auf dem Intervall (k; k+1]; k 2




n j	n(k)  	̂(k)j = max
0kM
p
n j	n(k)  	̂(k)j: (2.2)
Tn lat sich als Funktional des geschatzten (diskreten) empirischen Prozes-
ses Zn = (Zn;k)k0 mit Zn;k =
p




(F (j; #̂n)  Fn(j))
folgt






wobei h() fur eine Folge x = (xk)k0 durch h(x) = supk0 j
P
jk xj j de-
niert ist. Allerdings ist h() auf dem Raum c0 der Nullfolgen, ausgestattet
mit der Supremumsnorm, i. allg. nicht deniert. Die in Henze (1996) er-
zielten Ergebnisse sind deshalb nicht direkt anwendbar. Der geeignete Rah-
men ist, wie in der Einleitung erwahnt, der Banachraum `1 mit der Norm
jjxjj1 =
P
k0 jxk j. Als Funktional auf `1 ist h() namlich stetig, so da aus
der Verteilungskonvergenz des empirischen Prozesses die Konvergenz der
Verteilung von Tn gegen eine Grenzverteilung geschlossen werden kann (s.
Korollar 2.1.7).
2.1.3 Lemma Das Funktional h : `1 ! IR ist stetig bzgl. k  k1.
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jxj   yj j < 
und daraus jh(x)  h(y)j  .
2.1.4 Lemma Sei B die -Algebra der Borelmengen auf lp; 1  p < 1;
undM die Projektions--Algebra, d.h. die kleinste -Algebra auf lp, so da
die Projektionen x ! kx := xk (x 2 lp; k  0) mebar sind. Dann gilt
B =M.
Beweis: 1.) Da der Raum lp separabel ist, wird B erzeugt von den oenen






pg und I2 = f("k) 2 I1 : "k 2 Q08k 2 IN0g. Mit












und somit B M.
2.) Die Projektionen k : lp ! IR (k 2 IN0) sind oensichtlich stetig, es gilt
also  1k (B1)  B und folglich M B.
Zn ist oenbar eine (A;M)-mebare Abbildung von 
 nach `1. Nach
dem vorstehenden Hilfssatz ist Zn also auch (A;B)-mebar, d.h. die Ver-
teilung Qn = P  Z 1n ist ein Borelma auf `1. Somit lat sich die gesamte
Theorie der Verteilungskonvergenz auf metrischen Raumen einsetzen (s. et-
wa Billingsley, (1968)).
2.1.5 Lemma Eine Folge fQn : n  1g von Wahrscheinlichkeitsmaen auf
(lp;B) ist genau dann stra, wenn die beiden folgenden Bedingungen erfullt
sind:
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(i) Fur jedes positive  und jedes l 2 IN0 existiert eine endliche positive
Zahl K, so da
Qn( fx 2 lp : jxlj  Kg )  1  ; n 2 IN:
(ii) Fur jedes positive  und  existiert ein l 2 IN0, so da
Qn( fx 2 lp :
X
kl
jxk jp  g )  1  ; n 2 IN:
Beweis: Fur den Beweis benotigt man das folgende leicht zu zeigende
Kriterium fur relative Kompaktheit in lp: Eine Teilmenge M des lp; 1 







jxj jp = 0
gilt. Damit kann der Beweis analog wie der Beweis von Lemma 2.1 in Henze
(1996) gefuhrt werden, wenn man dort Aj = fx 2 lp :
P
kl(j) jxkjp  1=jg
setzt.
Nach diesen Vorbereitungen soll nun die Verteilungskonvergenz des em-
pirischen Prozesses in `1 gezeigt werden. Dabei betrachten wir die allge-
meinere Situation eines Dreiecksschemas Xn1; Xn2; : : : ; Xnn von zeilenweise
unabhangigen und identisch verteilten Zufallsvariablen mit Verteilungsfunk-
tion F (; #n), wobei
#n 2 ; n  1; lim
n!1
#n = #; # 2 :
Diese Verallgemeinerung ist notig, um die Konvergenz des spater beschrie-
benen parametrischen Bootstrap-Verfahrens zu erhalten.
Die folgenden drei Regularitatsbedingungen sind hinreichend fur die
schwache Konvergenz des empirischen Prozesses in `1. Die bekannten Fa-
milien diskreter Verteilungen mit endlichem Erwartungswert erfullen diese
Bedingungen, so etwa die Poissonverteilung, die geometrische sowie die lo-
garithmische Verteilung, die im nachsten Unterabschnitt als hypothetische
Modelle verwendet werden.
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(R1) Es gilt die Darstellung
p




l(Xnj ; #n) + n;
wobei n = oP#n (1) (n!1) gilt und l : IN0 ! IRs eine mebare
Funktion mit folgenden Eigenschaften ist:
(i) E# l(X;#) = 0; # 2 .
(ii) Fur festes k 2 IN0 ist l(k; ) eine stetige Funktion von #.
(iii) D(#) = E[l(X;#) l(X;#)0] ist eine endliche und nicht-negativ
denite Matrix, die stetig von # abhangt.








1  F (k; #n) = 0:
(R3) Fur festes k  0 existiert der Gradient r#F (k; #) von F (k; #) und
ist stetig in Abhangigkeit von #. In einer Umgebung U(#) von # =









 = 0; j = 1; : : : ; s:
2.1.6 Satz
Sind die Bedingungen (R1) bis (R3) erfullt, so gilt
Zn D ! W :
Hierbei ist W = (Wk)k0 ein Gauproze in `1, fur den E#[Wk ] = 0 und
C#(k;m) = F (min(k;m) ; #)  F (k; #) F (m;#)
 J(k; #)0 r#F (m;#)  J(m;#)0 r#F (k; #)
+r#F (k; #)0 D(#) r#F (m;#) (2.4)
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mit
J(k; #) = E#[l(X;#) 1fX  kg] =
kX
j=0
l(j; #) f(j; #)
fur k;m  0; # 2 ; gilt.
Beweis: Unter (R1) und (R3) lat sich die Konvergenz der endlichdimen-
sionalen Verteilungen wie in Henze (1996) zeigen, woraus auch die Aussagen
uber den Erwartungswert und die Kovarianzmatrix folgen. Zu zeigen ist nur
noch die Straheit der Folge fZn : n  1g unter P#n , also die Bedingungen
von Lemma 2.1.5. Aus der Konvergenz der eindimensionalen Verteilungen
folgt, da die Folge (Zn;l)n1 fur festes l 2 IN0 stra ist, d.h. Bedingung (i)
in Lemma 2.1.5 ist erfullt. Somit ist nur noch Bedingung (ii) fur den Fall








A  ; n  n0:
Wegen Zn;k = Tn;k + Vn;k mit Tn;k =
p
n(Fn(k)   F (k; #n)) und Vn;k =p
n(F (k; #n) F (k; #̂n)) ist dies gleichbedeutend mit der Existenz von Zah-





















; n  n0; (2.6)





































1  F (k; #n)  ! 0 (l!1);
und zwar gleichmaig fur alle n  n0 nach (R2). Dabei ergibt sich die
letzte Ungleichung, wenn man beachtet, da nFn(k) binomialverteilt mit
Parametern n und F (k; #n) ist.
Zum Beweis von (2.6) benotigen wir folgendes bekannte Ergebnis: Ist z
ein Vektor im IRs, versehen mit der `1-Norm, und A = (akj) eine r  s-






die zugehorige Abbildungsnorm; insbesondere gilt kAzk1  kAk1 kzk1,
die Spaltensummennorm ist also eine mit der `1-Norm vertragliche Ma-
trixnorm. Aus dem Mittelwertsatz fur vektorwertige Funktionen (Heuser







jpn(F (k; #n)  F (k; #̂n))j








 kpn(#̂n   #n)k1 al;









ist. Fur eine hinreichend kleine Umgebung U(#) von # folgt aus Bedingung
(R3) liml!1 al = 0. Damit lat sich (2.6) wie die entsprechende Bedingung
im Beweis von Theorem 3.1 in Henze (1996) zeigen.
Im weiteren wird immer vorausgesetzt, da die hypothetische Verteilung
F (; #) die Bedingungen (R1) bis (R3) erfullt. Auerdem sei die Verteilung
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nicht degeneriert, also kein Einpunktma. Da das Funktional h() stetig ist
(s. Lemma 2.1.3), erhalt man aus Satz 2.1.6 und dem Abbildungssatz
2.1.7 Korollar Unter P#n ; #n 2 ; mit limn!1 #n = # 2  , gilt
Tn







Die Verteilung H#(t) = P#(h(W)  t) ist nur von akademischen Inter-
esse, da sie vom unbekannten Parameter # abhangt. Aus diesem Grunde
wird die hypothetische Verteilung Hn;#(t) = P#(Tn  t) von Tn durch das
folgende Monte Carlo-Verfahren approximiert.
Zu gegebenen X1; : : : ; Xn werden zuerst #̂n und Tn(X1; : : : ;Xn) berech-
net. Dann wird T j;n = Tn(X

j1; : : : ; X

jn); 1  j  kn, berechnet, wobei,
bedingt nach X1; : : : ; Xn , X

j1; : : : ; X

jn; 1  j  kn, unabhangige und
identisch verteilte Zufallsvariablen mit Verteilungsfunktion F (; #̂n) sind.






1fT j;n  tg
die empirische Verteilungsfunktion von T 1;n; : : : ; T

kn;n
ist, so wird die Hy-
pothese H0 zum Niveau  abgelehnt, falls Tn groer als c

n; ist.
Im weiteren soll gezeigt werden, da dieser auf Tn basierende Bootstrap-
Test asymptotisch das Niveau  einhalt und gegenuber Alternativvertei-
lungen mit endlichem Erwartungswert unter schwachen Bedingungen kon-
sistent ist. Zu diesem Zweck werden die folgenden Hilfssatze benotigt.
2.1.8 Lemma Q = P  W 1 bezeichne die Verteilung von W . Die Vertei-
lung Qh 1 von h(W) ist auf (0;1) konzentriert und absolut-stetig bezuglich
des Lebesgue-Maes; die Dichte dQh 1=d ist auf (0;1) streng positiv. Ins-
besondere ist die Verteilungfunktion H# stetig und streng monoton wach-
send auf [0;1).
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Beweis: Das Funktional h ist eine Norm auf `1; insbesondere ist h konvex.
NQ bezeichne den linearen Trager des Maes Q (Denition siehe Davydov
und Lifshits (1985), S. 2797 unten), der fur Gau-Mae mit dem topologi-
schen Trager ubereinstimmt (Davydov und Lifshits (1985), Theorem 5.1.3).
Da Q zentriert ist, gilt 0 2 NQ (siehe auch Davydov und Lifshits (1985), S.




Aus Theorem 7.1 in Davydov und Lifshits (1985) folgt, da die Vertei-
lung Qh 1 von h(W) auf [0;1) konzentriert und absolut-stetig auf (0;1)
bezuglich des Lebesgue-Maes ist; die Dichte dQh 1=d ist positiv auf
(0;1).
Da h eine Norm ist, gilt h(W) = 0 genau dann, wenn W = 0 ist. Nach
Voraussetzung ist die Verteilung F (; #) nicht degeneriert und somit Q nicht
das Einpunktma in 0, woraus P (W = 0) = P (h(W) = 0) = 0 folgt. Qh 1
ist also auf (0;1) konzentriert. Somit ist alles bewiesen.
Bemerkung: Der Raum `1, versehen mit der Norm k  kh = h(), ist nicht
vollstandig. Denn sei fur n 2 IN x(n) = (x(n)k )k1 mit x(n)k = ( 1)k=k fur
1  k  n und x(n)k = 0 fur k > n. Dann ist (x(n)) eine Cauchyfolge in
(`1; k  kh), aber das Grenzelement x = (( 1)k=k)k1 liegt nicht in `1.
Dagegen ist der Raum aller Folgen mit konvergenter Reihe
P
k0 xk,
versehen mit der Norm k  kh, ein Banachraum.
2.1.9 Lemma X1; X2; : : : liege eine Verteilung mit endlichem Erwartungs-
wert zugrunde; weiter konvergiere #̂n = #̂n(X1; : : : ; Xn) stochastisch gegen
# 2 . k  k1 bezeichne die Supremumsnorm auf IR. Dann gilt:
a) kHn;kn  H#k1
P ! 0 fur n; kn !1.
b) cn;
P ! H 1# (1  ) fur n; kn !1.
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Beweis: Da H# nach Lemma 2.1.8 stetig ist, ist die Aussage von Korol-
lar 2.1.7 nach dem Satz von Polya gleichbedeutend mit limn!1 kHn;#n  
H#k1 = 0 fur jede Folge #n 2 , die gegen # konvergiert. Hieraus folgt, da
nach Voraussetzung #̂n stochastisch gegen # konvergiert,
kHn;#̂n  H#k1
P ! 0 fur n!1:
Da andererseits kHn;kn  Hn;#̂nk1 fast sicher gegen Null konvergiert, folgt
Teil a) mit der Dreiecksungleichung. b) folgt aus a), da nach Lemma 2.1.8
H# stetig ist und auf dem Intervall [0;1) streng monoton wachst.
2.1.10 Satz
a) Fur jedes # 2  gilt
lim P#(Tn > c

n;) =  fur n; kn !1:
b) X1; X2; : : : sei eine Folge von unabhangigen und identisch verteilten





jF (t)  F (t; #)j > 0
gelte. Existiert der Erwartungswert von X1 und konvergiert #̂n sto-
chastisch gegen ein # 2 , so ist der Test konsistent, d.h. es gilt
limP (Tn > c

n;) = 1 fur n; kn !1:
Beweis: a) Folgt aus Lemma 2.1.9 b), da die Voraussetzungen des Lemmas
















(F (j)  F (j; #̂n))
 :
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(1  Fn(j)) = lim
n!1
Xn = EX =
1X
j=0
(1  F (j)) f:s:
Aus einer verallgemeinerten Version des Satzes von Schee (Shorak und










(1  F (j))  (1  Fn(j))
  ! 0 f:s:











Mit Blick auf (2.7) ergibt sich limn!1 Tn = 1 f:s:, und hieraus folgt
zusammen mit Lemma 2.1.9 b) die Behauptung.
Bemerkungen: 1. Die Bedingungen an die Alternativverteilung konnen
in speziellen Fallen abgeschwacht werden. So kann man zeigen, da der Test
auf Poissonverteilung auch gegen Verteilungen mit EX1 =1 (und folglich
#̂n !1) konsistent ist (vgl. Henze (1996), S.91).
2. Lemma 2.1.9 und Satz 2.1.10a) bleiben fur jedes stetige Funktional
auf `1 gultig, fur das die Aussagen von Lemma 2.1.8 gelten. Ein Beispiel ist










die Choulakian et al. (1994) bzw. Spinelli und Stephens (1997) als Test-
groe fur diskrete Verteilungen mit einer endlichen Klassenzahl bzw. fur
die Poissonverteilung bei Vorliegen einer Einteilung in endlich viele Klassen
verwenden.W 2mod gewichtet oensichtlich Abweichungen in den Verteilungs-
enden starker als die gewohnliche Cramer-von Mises-Statistik. Fur beide
Testgroen bleibt auch Satz 2.1.10b) gultig, wie man am Beweis sieht.
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2.1.2 Die Gute des Tests unter benachbarten Alterna-
tiven
In Satz 2.1.10 wurde gezeigt, da der auf der integrierten Verteilungsfunk-
tion beruhende Test asymptotisch das Niveau  einhalt und konsistent ist,
d.h. Alternativverteilungen mit gegen eins gehender Wahrscheinlichkeit er-
kennt. Um theoretische Aussagen uber das Guteverhalten des Tests zu er-
halten, die uber die globale Konsistenz des Tests hinausgehen, kann man die
Gute des Tests gegenuber benachbarten Alternativen untersuchen. Damit
bezeichnet man eine Folge von Alternativverteilungen, deren Verteilungs-
funktionen mit einer bestimmten Geschwindigkeit gegen die hypothetische
Verteilungsfunktion konvergieren. Die Konvergenzgeschwindigkeit wird da-
bei so gewahlt, da die asymptotische Gute zwischen  und 1 liegt. Gegen
Folgen von Alternativverteilungen mit niedrigerer Konvergenzrate ist der
Test dann konsistent, solche mit hoherer Konvergenzrate werden von dem
Test asymptotisch nur mit Wahrscheinlichkeit  entdeckt.
Sei im folgenden
F = fF (; #) : # 2 g  f ~F (; #; ) : # 2 ;  2 B  IRqg
mit ~F (; #; 0) = F (; #). Fur n 2 IN seien Xn1; : : : ; Xnn unabhangige und
identisch verteilte Zufallsvariablen. Eine Folge von benachbarten Alternati-
ven zu der Hypothese Hn0 : Xn1  F (; #); # 2 ; ist dann gegeben durch







2 B; n = 1; 2; : : :

:
Aus dem gleichen Grund wie im vorhergehenden Abschnitt betrachten
wir allgemeiner ein Dreiecksschema Xn1; Xn2; : : : ; Xnn von zeilenweise un-
abhangigen und identisch verteilten Zufallsvariablen mit Verteilungsfunkti-
on ~F (; #n; n), wobei
lim
n!1
#n = #; n = n
 1=2  (#n 2 ; n 1=2  2 B fur n  1; # 2 )
ist. Die folgenden Regularitatsbedingungen sind hinreichend fur die schwa-
che Konvergenz des empirischen Prozesses in `1 unter H1n; dabei deutet der
Index n immer an, da Groen unter H1n berechnet werden.
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(R1') Unter H1n gilt
p




~l(Xnj ; #n; n) + A + n;
wobei A eine endliche (s  q)-Matrix ist und n = oPn(1) (n ! 1)
gilt. ~l : IN0    B ! IRs ist eine mebare Funktion mit folgenden
Eigenschaften:
(i) En [~l(X;#n; n)] = 0; n  1.
(ii) Dn(#n; n) = En[~l(X;#n; n) ~l(X;#n; n)
0] ist eine endliche nicht-
negativ denite Matrix, die gegen eine endliche nicht-negativ de-
nite Matrix D(#) konvergiert.








1  ~F (k; #n; n) = 0:
(R3') Es gilt Bedingung (R3) von S. 92. Fur festes k  0 existiert der Gradi-
ent r ~F (k; #; ) und ist stetig in Abhangigkeit von # und . In einer








~F (k; #; )
@j
 = 0; j = 1; : : : ; q:
Bemerkung: Als Motivation fur (R1') wird in der Literatur oft angemerkt,
da Maximum-Likelihood-Schatzer (im erweiterten Modell ~F (; #; )!) unter
recht allgemeinen Bedingungen eine solche Darstellung besitzen (siehe z.B.
Durbin (1973a), S.287). Dieses Argument erscheint nicht sehr zwingend. Da
die Hypothese Xn1  F (; #) getestet wird, hangt der verwendete Schatzer
in der Praxis nicht von der Alternative ab; der ML-Schatzer fur # unter
dem Modell ~F (; #; ) ist also gar nicht verfugbar.
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Der Grund fur die Darstellung (R1') ist vielmehr folgender: Erfullt ein
Schatzer unter der Hypothese die Voraussetzung (R1) mit einem Vektor
l(; #), so gilt fur diesen Schatzer meist auch unter Hn1:
p




l(Xnj ; #n) + n; n = oPn(1): (2.8)
Dies ist insbesondere dann der Fall, wenn die ProduktverteilungNn
j=1
~F (; #n; n) (im nichtparametrischen Sinne) benachbart ist zuNn
j=1 F (; #) (siehe etwaWitting und Muller-Funk (1995), Denition 6.106).
Eine hinreichende Bedingung hierfur ist nach dem 2. Le Cam Lemma die
IL2-Dierenzierbarkeit von ~F (; #; ) (Witting und Muller-Funk (1995), Satz
6.130 bzw. Korollar 6.131). Es ist aber nicht sinnvoll, diese Bedingung gene-
rell an ~F zu stellen, da die Gultigkeit von (2.8) oft einfacher direkt gezeigt
werden kann.
Allerdings ist l(X;#n) unter Hn1 nicht mehr zentriert. Gilt unter der
Alternative die Entwicklung
E#n;n [l(X;#n)] = 
0
nrE#; [l(X;#)]j=0 + oPn(1);
so folgt aus (2.8) die Darstellung (R1'), wenn man
~l(x; #n; n) = l(x; #n)   E#n;n [l(X;#n)] (2.9)
und
A = rE#; [l(X;#)]j=0 (2.10)
setzt. Aus (2.9) wird ersichtlich, da ~l von n abhangen wird. Bedingung
(i) in Burke et al. (1978), S. 803, die eine von n unabhangige zentrierte
Funktion l fordert, ist i. allg. nicht erfullbar.
2.1.11 Satz
Sind die Bedingungen (R1') bis (R3') erfullt, so gilt fur den empirischen
Proze
Zn D ! ~W :
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Hierbei ist ~W = ( ~Wk)k0 ein Gauproze in `1, fur den
E[ ~Wk] = 
0 r ~F (k; #; )j=0   r#F (k; #)0 A
gilt und dessen Kovarianz durch (2.4) gegeben ist, wenn man dort l(X;#)
durch ~l(X;#; 0) ersetzt.

























































0r ~F (k; #n; )j=0
  r#F (k; #n)0 A + oPn(1);
wobei
Ynj(k) = 1fXnj  kg   ~F (k; #n; n)   r#F (k; #n)0 ~l(Xnj ; #n; n)
ist. Aus dieser Darstellung und unter Beachtung von (R1')(i),(ii) folgen mit
Hilfe des Zentralen Grenzwertsatzes von Lindeberg-Feller die Konvergenz
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der endlichdimensionalen Verteilungen und die Aussagen uber Erwartungs-
wert und Kovarianz.
Die Straheit der Folgen f(Z(j)n;k)k1 : n  1g unter Pn folgt fur j = 1
wie in Satz 2.1.6 aus (R2'); fur j = 2 und j = 3 lat sich die Straheit
ahnlich wie fur (Vn;k) in Satz 2.1.6 mit (R3') zeigen.
Bemerkung: Ist (R1') mit ~l aus (2.9) und A aus (2.10) erfullt, so besagt
Satz 2.1.11, da die asymptotische Verteilung des geschatzten diskreten em-
pirischen Prozesses unterHn1 diejenige von (Wk+k)k0 ist, wobei (Wk)k0
der Gauproze aus Satz 2.1.6 ist und (k)k0 durch
k = 
0 r ~F (k; #; )j=0   r#F (k; #)0 rE#; [l(X;#)]j=0 
(2.11)
gegeben ist.
Die asymptotische Gute des EIVF-Tests zum Niveau  fur das Testpro-
blem Hn0 gegen Hn1 ist in diesem Fall durch
P
 











mit c = H
 1
# (1  ) gegeben und liegt zwischen  und 1.
2.1.12 Beispiel
Um das Verhalten des empirischen Prozesses unter einer benachbarten Al-
ternative zu illustrieren, betrachten wir die Mischung aus einer Poissonver-
teilung und einer Einpunktverteilung in Null (engl.
"
Zero-modied Poisson
distribution\). Die Zahldichte ist gegeben durch
P (X = 0) =  + (1  ) e #;
P (X = j) = (1  ) e
 ##j
j!
; j = 1; 2; : : : ;
wobei
# 2  = (0;1) und  2 B =
  e #
1  e # ; 1

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gilt. Fur  = 0 erhalt man die Familie der Poissonverteilungen mit Para-
meter #. Fur den ML-Schatzer unter der Hypothese der Poissonverteilung
#̂n = Xn gilt oensichtlich auch unter Hn1 die Darstellung (2.8). Wegen
E#n;n [l(X;#n)] = E#n;n(X)  #n =  #n n
erhalt man die Darstellung (R1'), wenn man
~l(x; #n; n) = x   (1  n)#n und A =  #
setzt. Ahnlich wie in Beispiel 2.1.13 (s.u.) lat sich zeigen, da auch (R2')
und (R3') erfullt sind. Nach Satz 2.1.11 konvergiert der empirische Proze










2.1.3 Beispiele und Simulationsergebnisse
In diesem Unterabschnitt soll anhand einiger Simulationsstudien versucht
werden, Aussagen uber die Gute der auf den Testgroen Tn, ~Tn und W
2
mod
basierenden Tests bei festem Stichprobenumfang n zu machen. Als hypo-
thetische Verteilungen werden die (positive) Poissonverteilung, die geome-
trische und die logarithmische Verteilung verwendet; fur diese Verteilungen
gibt es bereits Simulationsstudien in der Literatur, so da die Gute verschie-
dener Testgroen gegenuber bestimmten Alternativverteilungen verglichen
werden kann.
Da ein bestimmter Test i. allg. nicht
"
gleichmaig\ besser als ein ande-
rer Test ist, sondern immer nur in bestimmten
"
Richtungen\ eine hohere
Gute besitzt, ist es schwierig, die Ergebnisse solcher Simulationsstudien zu
verallgemeinern. In speziellen Fallen zeigt sich aber oft, da ein Test Alter-
nativen mit bestimmten allgemeinen Merkmalen wie etwa
"
stark besetzte
Verteilungsenden\ besonders gut (oder schlecht) erkennt.
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Zur numerischen Berechnung der Testgroen ist anzumerken, da wegen









Fn(j)  F (j; #̂n)
 (2.12)
mit M = max1jnXj gilt. In den folgenden Beispielen ist #̂n stets der
Momentenschatzer fur EX , so da E#̂n(X) =


















Bei W 2mod mu die unendliche Summe dagegen an geeigneter Stelle abge-
schnitten werden.
2.1.13 Beispiel
Als erstes Beispiel betrachten wir den Test auf Poissonverteilung. Hierbei
ist  = f# 2 IR : # > 0g und f(j; #) = e ##j=j!; j  0. Der Schatzer
#̂n = Xn erfullt (R1); wegen @F (k; #)=@# =  e ##k=k! sieht man sofort,
da auch (R3) erfullt ist. Nach Satz A.3.1a) in Anhang A.3 gilt fur k+1  #
1  F (k; #) < k + 2
k + 2  # f(k + 1; #)










f(k + 1; #):
Folglich ist auch (R2) erfullt.
Tabelle 2.1 zeigt die Gute des Tests auf Poissonverteilung bei mittleren
und groen Stichprobenumfangen (n = 50 bzw. n = 200). Die Eintrage
in dieser und den folgenden Tabellen geben die relative Ablehnhaugkeit
in Prozent an. Dabei wurde unter Alternativen zur nachsten ganzen Zahl
gerundet; unter der Hypothese ist jeweils eine Nachkommastelle mit angege-
ben. Die gleichen Alternativverteilungen und Stichprobenumfange wurden
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auch von Epps (1995), Tabelle VI, verwendet. Dabei ist zu beachten, da
einige Parameterwerte bei Epps nicht stimmen konnen und deshalb ab-
geandert wurden: bei den Neyman-Typ-A-Verteilungen NA(1; 2) wurden
die Parameter vertauscht; bei der Mischung aus einer Binomial- und ei-
ner Poissonverteilung PB(1;m; 2) wurde statt 1 = 0:1 (dem Anteil der
Poissonverteilung) 1 = 0:9 verwendet.
Als weitere Alternativen kommen in Tabelle 2.1 neben Standardvertei-
lungen noch Mischungen aus Poisson- und logarithmischer Verteilung P L,
aus Poisson- und Binomialverteilung PB und aus Poisson- und negativer
Binomialverteilung PNB vor. Die Verteilung P0(; #) ist die in Bsp. 2.1.12
betrachtete Mischung aus einer Poissonverteilung mit Parameter # und ei-
ner Einpunktverteilung in 0. Genaue Denitionen der Verteilungen ndet
man in Epps (1995), S.1467.
Zu den von Epps betrachteten Tests (2-, Dispersions-, Smooth-Test
sowie ein neuer, auf der empirischen erzeugenden Funktion basierender Test)
ist generell zu bemerken, da sie samtlich nicht konsistent sind. Sie sind aber
unter H0 asymptotisch verteilungsfrei, so da kritische Werte aus Tabellen
abgelesen werden konnen.
Als Ergebnis lat sich folgendes feststellen: Die drei auf Tn, ~Tn bzw.
W 2mod basierenden Tests verhalten sich ahnlich, wobei der erste meistens
besser ist. Dies zeigte sich auch bei den weiteren Simulationsstudien, so da
dort die Ergebnisse fur ~Tn bzw. W
2
mod nicht mehr aufgefuhrt werden. Der
auf Tn basierende Test ist in den meisten Fallen nicht wesentlich schlechter
als der beste von Epps aufgefuhrte Test; insbesondere bei dem Stichprobe-
numfang n = 200 ist er haug der Test mit der groten Gute.
Tabelle 2.2 zeigt die Gute des EIVF-Tests auf Poissonverteilung bei klei-
nen Stichprobenumfangen (n = 20 bzw. n = 31). Dieselben Alternativver-
teilungen und Stichprobenumfange wurden auch von Nakamura und Perez-
Abreu (1993), Tabelle 3, sowie von Epps (1995), Tabelle VI, verwendet.
Neben Standardverteilungen werden die Zetaverteilung Z() (siehe John-
son et al. (1992), S. 465) und eine Mischung aus zwei Poissonverteilungen
verwendet.
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Testgroe Tn ~Tn W
2
mod
Verteilung n = 50 n = 200 n = 50 n = 200 n = 50 n = 200
P (3) 10.0 9.5 9.7 9.8 10.0 9.6
P (7) 10.1 10.1 9.7 10.1 9.5 10.2
Bin(10; :2) 25 66 20 57 20 54
Bin(10; :5) 94 100 89 100 87 100
NB(5; :71) 47 93 44 90 40 88
NB(10; :5) 93 100 92 100 88 100
G(:3) 44 89 43 88 41 87
G(:9) 100 100 100 100 100 100
NA(5; :2) 60 98 58 98 56 98
NA(2; :5) 23 53 22 49 20 47
P  L(:5; :5) 27 60 26 57 23 51
P  L(:8; :2) 14 21 14 20 13 17
P0(:1; 3) 42 90 44 90 46 94
P0(:3; 1) 41 91 42 91 41 91
PB(:9; 2; :9) 18 40 18 40 18 43
PB(:9; 20; :9) 17 36 16 36 17 38
PNB(:1; 2; :5) 86 100 84 100 80 100
Tabelle 2.1: Niveaueinhaltung und empirische Gute beim Test auf Poisson-
verteilung mit unbekanntem #,  = 0:10, 1000 Wiederholungen
Bei den von Nakamura und Perez-Abreu verwendeten Testgroen han-
delt es sich um den Dispersions- und den Smooth-Test, einen weiteren auf
der erzeugenden Funktion aufbauenden Test, der von Kocherlakota und Ko-
cherlakota (1986) vorgeschlagen wurde, und einen neuen Test, der speziell
auf die Poissonverteilung zugeschnitten ist. Der letzte Test ist im Gegen-
satz zu den ersten drei konsistent; er ist nicht verteilungsfrei, doch wurde
die ursprungliche Testgroe so transformiert, da die kritischen Werte nur
noch wenig vom zugrundeliegenden Parameter # abhangen.
Die Ergebnisse von Tabelle 2.2 sind nur schwer mit den anderen ge-
nannten Simulationsstudien zu vergleichen. Dies liegt daran, da die mei-
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n = 20 n = 31
Verteilung Niveau: 0.10 0.05 0.10 0.05
P (3) 10.7 4.0 10.7 3.1
P (7) 8.6 6.1 10.1 4.9
Bin(6; 0:5) 57 37 76 56
Bin(3; 0:4) 39 23 52 32
NB(10; 0:7) 27 17 36 28
NB(1; 0:4) 74 62 90 82
U(0::4) 14 8 17 8
U(0::8) 65 53 83 73
L(0:6) 56 44 70 57
L(0:8) 89 84 98 95
Z(0:8) 99 98 100 100
1
2
(P (2) + P (6)) 73 61 90 80
Tabelle 2.2: Niveaueinhaltung und empirische Gute beim Test auf Poisson-
verteilung mit unbekanntem #, 1000 Wiederholungen
sten Tests bei kleinen Stichprobenumfangen konservative Tests sind, d.h.
ihr tatsachliches Niveau liegt unter dem angestrebten Niveau . Aus die-
sem Grunde werden die kritischen Werte empirisch so ermittelt, da das
Niveau genau eingehalten wird. Diese Anpassung steigert auch die Gute
der Tests; in der praktischen Anwendung wird man davon aber gerade bei
asymptotisch verteilungsfreien Tests keinen Gebrauch machen, da diese An-
passungen wieder Tabellen in Abhangigkeit von n und # erfordern.
Der Test von Nakamura und Perez-Abreu ist dagegen fur kleine Stich-
probenumfange stark antikonservativ; fur n = 20 und  = 0:05 betragt sein
tatsachliches Niveau etwa 0.08 (siehe Tabelle 2 in Nakamura und Perez-
Abreu (1993)). Verwendet man fur diesen Test ein parametrisches Boot-
strapverfahren, so halt der Test auch fur n = 20 das nominale Niveau gut
ein. Die Gute sinkt dementsprechend deutlich, bei manchen Alternativver-
teilungen auf etwa zwei Drittel der in Tabelle 3 in Nakamura und Perez-
Abreu angegebenen Werte.
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Hier lat sich als Fazit fur den vorliegenden Test nur sagen, da er
fur Verteilungen mit stark besetzen Enden wie die L(:8)- und die Z(:8)-
Verteilung sehr stark ist, dagegen die Gleichverteilung auf 0; : : : ; 4, fur die
wie bei der Poissonverteilung E(X) = V ar(X) gilt, praktisch nicht erkennt.
Das Beispiel der Zetaverteilung Z(:8) bestatigt die obige Aussage, da der
Test auch gegen Verteilungen, fur die der Erwartungswert nicht existiert,
konsistent ist.
Da bei sehr kleinen Stichprobenumfangen Verteilungen, deren Erwar-
tungswert etwa gleich der Varianz ist, praktisch von keinem Test erkannt
werden, ist in solchen Fallen der auf dem Dispersionsindex beruhende Test
wegen seiner Einfachheit den anderen Tests vorzuziehen.
2.1.14 Beispiel
Als weitere Beispiele betrachten wir Tests auf geometrische Verteilung, lo-
garithmische Verteilung bzw. positive Poissonverteilung.
Im Falle der geometrischen Verteilung ist  = f# 2 IR : 0 < # < 1g
und f(j; #) = (1   #)j#; j  0. Der Maximum-Likelihood-Schatzer #̂n =
(1+ Xn)
 1 erfullt (R1). Wegen 1 F (k; #) = (1 #)k+1 und @F (k; #)=@# =
 (k + 1) (1  #)k sieht man, da auch (R2) und (R3) gelten.
Bei der logarithmischen Verteilung ist  = f# 2 IR : 0 < # < 1g und
f(j; #) = a(#)#j = j; j  1; mit a(#) =  (ln(1  #)) 1.
Der (eindeutige) Maximum-Likelihood-Schatzer #̂n ist Losung der Glei-
chung Xn =  # ((1   #) ln(1   #)) 1 und erfullt (R1). Nach Satz A.3.1c)
in Anhang A.3 gilt
1  F (k; #) < a(#)#
k+1
(k + 1)(1  #) ; (2.13)
woraus (R2) folgt. Weiter gilt@F (k; #)@#
 =




















(1  F (k; #)) + a(#)#
k
1  # ;
woran mit Blick auf (2.13) erkennbar ist, da auch (R3) erfullt ist.
Die positive Poissonverteilung erhalt man aus der Poissonverteilung, in-
dem f(0; #) = 0 gesetzt und geeignet skaliert wird. Es ergibt sich f(j; #) =
e ##j=(j!  (1   e #)); j  1. Der Maximum-Likelihood-Schatzer #̂n ist
Losung der Gleichung Xn = # (1   e #) 1 und erfullt (R1). Da (R2) und
(R3) fur die Poissonverteilung erfullt sind, gilt dies auch fur die positive
Poissonverteilung.
Tabelle 2.3 zeigt die Gute des EIVF-Tests bei mittleren und groen
Stichprobenumfangen (n = 50 bzw. n = 200) bei den 3 oben aufgefuhrten
hypothetischen Verteilungen. Diese Tabelle kann mit Tabelle VII in Epps
(1995) verglichen werden. Dort wird neben dem neuen Test von Epps der
2-Test und fur die geometrische Verteilung auch der entsprechende glatte
Anpassungstest verwendet.
Bei allen drei hypothetischen Verteilungen verhalt sich der auf Tn ba-
sierende Test ahnlich wie der Test von Epps, welcher in dessen Studie der
beste Test war; insbesondere fur n = 50 ist die Gute des Tests bei den vor-
liegenden Alternativen allerdings meist etwas geringer als bei dem auf der
erzeugenden Funktion basierenden Test von Epps.
2.1.15 Beispiel
Abschlieend soll an einem Beispiel die Durchfuhrung des Tests auf Pois-
sonverteilung gezeigt werden. Beobachtet wurde an n = 243 Handelstagen,
wie oft im Zeitraum zwischen 13.00 und 13.30 Uhr Aktien der Firma Ame-
rican Home Products gehandelt wurden (Epps (1995), S. 1477). An 33 Ta-
gen fand kein Handel statt, an 55 Tagen wurde (genau) einmal gehandelt,
usw. Der Vektor der absoluten Haugkeiten ndet sich in der viertletzten
Zeile der nachstehend abgedruckten Implementation des Tests als S-Plus-
Programm. Die Funktion eidfstat berechnet die EIVF-Test-Statistik nach
Formel (2.12) (mit Xn  E#̂n(X) = 0). In der Funktion eidftest wird der
approximative p-Wert mit Hilfe des parametrischen Bootstrap-Verfahrens
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H0: Geometrische Verteilung
Verteilung n = 50 n = 200
G(0:5) 3.9 5.0
NA(2; :5) 13 56
NA(4; :5) 69 100
NA(5; :2) 41 98
NA(10; :2) 92 100
P (:3) 13 52
P (:5) 26 90
P (:7) 43 100
P  L(:5; :7) 11 36
P  L(:5; :5) 19 68
P  L(:5; :3) 22 83
P  L(:3; :5) 10 39
P0(:2; 1:) 24 89
P0(:2; 2:) 59 100
P0(:5; 1:) 4 9
H0: Logarithmische Verteilung













Verteilung n = 50 n = 200
P+(3) 4.4 4.2






NA(:5; 2:0) 100 100
Z(1:0) 100 100
Z(2:0) 74 100
Tabelle 2.3: Niveaueinhaltung und empirische Gute bei verschiedenen hy-
pothetischen Verteilungen,  = 0:05, 1000 Wiederholungen
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berechnet. Ein Programmlauf mit m = 1000 Bootstrap-Wiederholungen er-
gab den p-Wert 0. Die beobachteten Daten sind folglich nicht mit der Pois-
sonverteilung vereinbar. Dagegen ist die Unangemessenheit des Poissonmo-
dells bei einem visuellen Vergleich der relativen Haugkeiten mit den ent-
sprechenden theoretischen Wahrscheinlichkeiten keineswegs oensichtlich.
eidfstat <- function(n, freq, cdf) #computes eidf statistic
f
edf <- cumsum(freq)/n #empirical distribution function
zsum <- cumsum(edf-cdf)
tt <- sqrt(n)*max(abs(zsum)) #test statistic
return(tt)
g
eidftest <- function(freq, m) #parametric bootstrap
f
n <- sum(freq) #number of observations
xmax <- length(freq) - 1 #largest observation
xbar <- 0:xmax %*% freq / n #sample mean
cdf <- ppois(0:xmax, xbar) #cumulative distr. function
tn <- eidfstat(n, freq, cdf)
count <- 0
for (i in 1:m) f
yp <- rpois( n, xbar) #Poisson sample of size n
ybar <- mean(yp)
freq <- tabulate(yp+1) #absolute frequencies
cdf <- ppois(0:max(yp), max(ybar,10^-9))
tn2 <- eidfstat(n, freq, cdf)
if (tn2 >= tn) count <- count + 1 g
return(count/m)
g
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# data: number x of trades in American Home Products,
# x=0,1,...,12; n=243; freq: absolute frequencies
freq <- c(33,55,68,38,20,11,8,7,2,0,0,0,1)
m <- 1000 #number of Bootstrap replications
pval <- eidftest(freq, m)
print(pval) #p-value
Zusammenfassend lat sich uber den hier eingefuhrten Test sagen: es ist
ein Test mit hoher Gute. Der Test ist konsistent, was zumindest bei Vorlie-
gen eines groen Stichprobenumfangs eine wunschenswerte Eigenschaft ist.
Er ist zum Testen aller Hypothesen, die die Regularitatsvoraussetzungen
von Satz 2.1.6 erfullen, einsetzbar, im Gegensatz zu vielen Tests, die auf ei-
ne bestimmte Hypothese zugeschnitten sind. Die Realisierung des Tests mit
Hilfe eines Computers ist nicht sonderlich aufwendig, wie der obige Pro-
grammausdruck zeigt. Dabei ist es einfach, ein Programm, das den Test fur
eine bestimmte Nullhypothese durchfuhrt, so zu modizieren, da eine an-
dere Hypothese getestet wird. Man benotigt lediglich Unterprogamme zur
Berechnung der Zahldichte und der Schatzer. Die Erzeugung von Zufalls-
zahlen kann dann durch Tabellenverfahren, die fur alle diskreten Verteilun-
gen verwendbar sind, durchgefuhrt werden. Solche Verfahren sind auch in
Standard-Programmbibliotheken wie der NAG- oder der IMSL-Bibliothek
implementiert.
2.2 Auf der empirischen integrierten Vertei-
lungsfunktion basierende Tests fur stetige
Verteilungen
In diesem Abschnitt sollen auf der integrierten Verteilungsfunktion ba-
sierende Tests fur die beiden wichtigsten stetigen Verteilungen, die Exponen-
tial- und die Normalverteilung, vorgestellt werden. Fur die meisten anderen
stetigen Verteilungen lat sich kein geschlossener Ausdruck fur die integrier-
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te Verteilungsfunktion angeben, so da auch entsprechende Testgroen nur
numerisch berechenbar sind. Es wird aber an geeigneter Stelle angedeutet,
wie die erzielten theoretischen Resultate auf andere Verteilungen ubertragen
werden konnen.
2.2.1 Ein Test auf Exponentialverteilung
Da die Exponentialverteilung mit Parameter # > 0 die Verteilungsfunktion




; t  0:
Durch direkte Rechnung ergibt sich mit 	n aus Def. 2.1.1b)
Z 1
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wobei X(i); 1  i  n; die i-te Ordnungsstatistik bezeichnet. Wird der Pa-
rameter # durch den Maximum-Likelihood-Schatzer #̂n = 1= Xn geschatzt,
so kann als Testgroe
























f(Yj   u)+   e ug; 0  u <1; (2.15)
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Da T n eine Funktion von Y1; : : : ; Yn ist, ist T

n unter H0 sowohl fur endli-
ches n als auch asymptotisch verteilungsfrei. Aus diesem Grunde wird im
folgenden o.E. immer # = 1 angenommen.
Fur den Nachweis der schwachen Konvergenz von T n ist es naheliegend,
im Hilbertraum L2 = L2(IR+;B+; ) der quadrat-integrierbaren Funktio-
nen auf IR+ zu arbeiten, da in diesem Fall T

n ein stetiges Funktional des
Prozesses Zn ist (das Skalarprodukt bzw. die zugehorige Norm werden mit
(; ) bzw. mit k  k bezeichnet). Im Rahmen von Hilbertraumen fuhrte Neu-
haus (1974) den Nachweis der Verteilungskonvergenz der Cramer-vonMises-
Testgroe; gegenuber anderen Funktionenraumen hat dieses Vorgehen den
Vorteil, da fur Summen von unabhangig und identisch verteilten Hilbert-
raumwertigen Zufallsvariablen X1; X2; : : : der zentrale Grenzwertsatz (ge-
nau dann) gilt, wenn die Varianz von kX1k endlich ist; es sind also keine
zusatzlichen Bedingungen wie etwa die
"
metrische Entropie-Bedingung\ im
Raum der stetigen Funktionen nachzuweisen.
Fur den Schatzer #̂n gilt die Darstellung
p




l(Xj ; #) + rn (2.16)
mit l(x; #) =  (#2 x #) und rn = oP (1). Wir betrachten nun die Funktion





= (x  t)+   (x  t+ xt) e t:
g(; ) erfullt die folgenden Eigenschaften:
g(; x) 2 L2 8x 2 IR0;
E[ g(t;X) ] =
Z 1
0
g(t; x) e x dx = 0 8t 2 IR0; (2.18)
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Wn ist eine Summe von unabhangigen und identisch verteilten Zufallsele-
menten. Oensichtlich gilt E[(Wn; f)] = 0 8f 2 L2 und V ar(kWnk) < 1.
Aus dem zentralen Grenzwertsatz in Hilbertraumen folgt die Existenz eines
Gau'schen Zufallselements W in L2 mit
Wn
D ! W (2.19)
(siehe etwa Araujo und Gine (1980), Abschnitt 3.7). Entwickelt man 	#̂n
fur festes t in eine Taylorreihe um # = 1 und beachtet die Darstellung (2.16),



















































































Dabei ist es nicht schwer zu sehen, da kRnk P ! 0 gilt. Mit (2.19) und
(2.20) erhalt man aus Theorem 4.1 in Billingsley (1968) und dem Abbil-
dungssatz das folgende Ergebnis:
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2.2.1 Satz
Unter der Hypothese gilt
Zn
D ! W
in L2; dabei ist W ein zentrierter Gauproze mit der Kovarianzfunktion
k(s; t) = Cov(W (s);W (t)) = E[g(s;X1) g(t;X1)]
= (t  s+ 2) e t   (s+ t+ s t+ 2) e (s+t); s  t:
Weiter gilt
T n = kZn k2 D ! kW k2:
Bemerkung: Der Beweis von Satz 2.2.1 zeigt, wie die Aussagen auf an-
dere Verteilungen auf IR+ verallgemeinert werden konnen. Der Schatzer #̂n
fur den Parameter(-vektor) # mu eine Darstellung wie in (2.16) mit den
ublichen Eigenschaften besitzen (siehe etwa (R1) in Abschnitt 2.1). Die
Funktion g mu die obigen drei Eigenschaften (2.18) erfullen. Schlielich
mu 	# dierenzierbar nach # sein; die Ableitung mu gewissen Glattheits-
forderungen genugen, so da die Norm von Rn in (2.20) stochastisch gegen
Null konvergiert. Dies soll nicht im Detail ausgefuhrt werden, da sich in den
meisten Fallen keine explizite Formel fur die Testgroe angeben lat und
somit der Test fur solche Verteilungen weniger interessant ist.
Sind j bzw. 'j ; j  1; die Eigenwerte bzw. Eigenfunktionen des zum
Integralkern k(; ) gehorenden Integraloperators, gilt alsoZ 1
0
k(s; t)'j(t) dt = j 'j(s); 0  s <1;





j , wobei N1; N2; : : : unabhangige standardnormalverteilte
Zufallsvariablen sind. Als wichtige Kenngroen der Verteilung von kWk2
erhalt man
E( kWk2 ) =
Z
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1  
n 0.5 0.9 0.95 0.975 0.99
10 0.115 0.374 0.494 0.668 1.127
20 0.124 0.452 0.623 0.863 1.397
50 0.135 0.525 0.734 0.990 1.466
100 0.141 0.557 0.775 1.028 1.438
200 0.146 0.573 0.797 1.043 1.405
500 0.150 0.584 0.805 1.040 1.376
1000 0.152 0.587 0.808 1.040 1.363
2000 0.152 0.587 0.805 1.037 1.360
Tabelle 2.4: Empirische kritische Werte von T n zum Niveau 
V ar( kWk2 ) = 2
ZZ




Tabelle 2.4 zeigt die empirisch ermittelten kritischen Werte fur verschie-
dene Werte des Testniveaus  in Abhangigkeit vom Stichprobenumfang n.
Dabei ist zu erkennen, da T n recht langsam gegen die Grenzverteilung kon-
vergiert. Die Eintrage in Tabelle 2.4 sind jeweils die 20%-gestutzten Mittel
von 100 Monte-Carlo-Schatzungen, die ihrerseits auf jeweils 10000 Wieder-
holungen beruhen; dabei wurde immer # = 1 gewahlt.
Ist  2 (0; 1) der Fehler 1. Art, so bezeichne zn() das (1  )-Quantil
von T n unter H0. Bezuglich der Konsistenz des Tests, der die Hypothese
der Exponentialverteilung ablehnt, falls T n > zn() ist, gilt das folgende
Resultat.
2.2.2 Satz
Der auf T n basierende Test ist konsistent gegen jede Alternativverteilung
mit positivem endlichen Erwartungswert.
Beweis: 	A bzw. A bezeichnen die integrierte Verteilungsfunktion bzw.
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den Erwartungswert der Alternativverteilung. Weiter sei # = 1=A. Es ist
k	n  	#̂nk 
 k	n  	#k   k	#  	#̂nk
: (2.21)
Nach Lemma 2.1.2 existiert ein t > 0 mit j	#(t) 	A(t) j   > 0. Wegen
	n(t) ! 	A(t) P -f.s. folgt
lim
n!1










k	#  	#̂nk = 0 P   f:s:;




T n = 1 P   f:s:
und somit limn!1 P (T

n  zn()) = 0.
Schnellere Konvergenz der Verteilung der Teststatistik gegen die Grenz-
verteilung ergibt sich, wenn man ein gewichtetes Integral verwendet. Eine
naheliegende Gewichtsfunktion ist exp( a#t) mit a  0. Wir verwenden als
modizierte Testgroe










woraus man wie oben






mit dem Proze Zn aus (2.15) erhalt.
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Bemerkung: Die Anwendung eines Satzes uber Laplace-Transformierte







2 exp( at) dt = 2n:
Die Testgroe T n;a konvergiert also fur festes n bei a ! 1 gegen eine
Konstante.























a(Y(j)   Y(i))  2

e aY(i) :
Beweis: Aus der Denition












































a2Y(i)Y(j)   a(Y(i) + Y(j)) + 2 +
 





Fat man die zweite Summe und die in i und j symmetrischen Terme der
dritten Summe zusammen und beachtet, da 1=n
Pn
i=1 Yi = 1 gilt, so folgt
die obige Darstellung.
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W 2(t) e at dt
erfordert gegenuber den bisherigen Uberlegungen gewisse Modikationen;
da ein gewichtetes Integral auch im nachsten Abschnitt als Testgroe ver-
wendet wird, sollen die notwendigen Anderungen hier nicht ausgefuhrt wer-
den. Tabelle 2.5 zeigt die empirisch ermittelten (1 )-Quantile der Vertei-
lung von T n;a fur a = 1; 5; 10; 20 und verschiedene Werte von  in Abhangig-
keit vom Stichprobenumfang n.
Die Quantile konvergieren deutlich schneller gegen die Quantile der
Grenzverteilung als dies bei T n der Fall ist. Die Eintrage in Tabelle 2.5
wurden auf gleiche Weise wie in Tabelle 2.4 ermittelt.
Es ist klar, da die Gute des Tests gegenuber einer bestimmten Alterna-
tivverteilung von der Wahl der Gewichtsfunktion abhangt. Um dies genauer
zu untersuchen, wurde eine Gutestudie durchgefuhrt.
Folgende Alternativen wurden dabei verwendet: Gamma-, Weibull- bzw.
Lognormalverteilung mit Skalenparameter 1 und Formparameter  ( (),
W () bzw. LN()), Gleichverteilung auf dem Intervall (0,1) (U(0; 1)), Half-
normal (HN), Half-Cauchy (HC), 21-Verteilung.
Neben dem auf T n beruhenden Test wurden die Tests mit Gewichten
a = 1; 5; 10 und a = 20 verwendet.
Aus den ersten funf Spalten von Tabelle 2.6 wird ersichtlich, da die
Gute teilweise sehr stark von a abhangt (dabei ist 'a bzw. '0 der auf
T n;a bzw. T

n beruhende Test, s.u.). Zu jedem der funf verwendeten Tests
existieren bestimmte Alternativen, bei denen dieser Test die hochste Gute
besitzt. Aus diesem Grunde wurden weitere Testgroen gebildet, die bessere
omnibus-Tests ergeben sollten: eine Maximum-Testgroe wie in Baringhaus
und Henze (1992c) ergab keinen omnibus-Test und ist auerdem aufwendig
zu berechnen; die Ergebnisse sind nicht aufgefuhrt.
Weiter wurden Kombinationen aus zwei oder mehr Testgroen T n;aj (j =
1; : : : ; k) gebildet; H0 wird abgelehnt, wenn mindestens einer der auf T

n;aj
beruhenden Tests die Hypothese ablehnt.
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1  
n 0.5 0.9 0.95 0.975 0.99
a=1 10 0.021 0.082 0.109 0.136 0.178
20 0.021 0.086 0.118 0.150 0.196
50 0.021 0.089 0.122 0.157 0.205
100 0.021 0.089 0.124 0.160 0.207
200 0.021 0.090 0.125 0.161 0.210
a=5 10 0.070 0.302 0.408 0.511 0.650
20 0.068 0.303 0.416 0.531 0.690
50 0.067 0.304 0.422 0.543 0.708
100 0.066 0.304 0.423 0.547 0.715
200 0.066 0.304 0.426 0.549 0.718
a=10 10 0.060 0.248 0.321 0.394 0.570
20 0.058 0.256 0.349 0.444 0.585
50 0.057 0.262 0.364 0.469 0.615
100 0.057 0.263 0.366 0.472 0.619
200 0.056 0.264 0.368 0.477 0.630
a=20 10 0.042 0.125 0.197 0.301 0.462
20 0.039 0.165 0.217 0.294 0.444
50 0.038 0.174 0.241 0.312 0.421
100 0.038 0.178 0.248 0.322 0.427
200 0.038 0.179 0.250 0.326 0.429
Tabelle 2.5: Empirische kritische Werte von T n;a zum Niveau  fur verschie-
dene Werte von a.
Formal lat sich der Test folgendermaen beschreiben: 'a; = 1fT n;a >
zn;a()g bzw. '0; = 1fT n > zn()g sei der auf T n;a bzw. T n beruhende
Test zum Niveau ; die Tests liefern den Testausgang 1 (ablehnen) bzw. 0





wobei =k     gilt.  ist durch die Forderung E['a1;:::;ak;] = 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Verteilung '0 '1 '5 '10 '20 '1;10 '0;20 '0;5;20
 (0:4) 66 72 84 89 92 88 (87) 91 90
 (0:6) 30 31 41 47 53 46 (44) 52 50
 (0:8) 11 10 12 15 18 15 (14) 18 17
 (1:0) 5.0 5.0 5.0 5.0 5.0 5.0 (4.2) 5.0 5.0
 (1:5) 10 18 22 18 8 16 (14) 2 11
 (2:0) 28 45 54 47 24 44 (40) 9 35
 (2:4) 46 66 76 69 40 67 (62) 19 57
 (3:0) 70 87 93 89 63 88 (85) 38 82
W (0:4) 96 98 99 100 100 100 (99) 100 100
W (0:6) 67 70 77 80 81 81 (79) 83 82
W (0:8) 23 22 24 26 29 28 (26) 32 31
W (1:4) 21 34 36 27 12 30 (26) 6 20
W (1:6) 45 62 63 49 25 56 (51) 17 43
W (2:0) 86 94 93 83 53 92 (89) 56 83
LN(0:6) 54 76 95 96 83 92 (89) 28 85
LN(0:8) 15 23 42 47 28 35 (31) 6 27
LN(1:0) 19 15 11 10 5 15 (13) 15 16
LN(1:2) 38 33 20 14 7 30 (28) 34 33
LN(1:5) 68 66 59 53 44 65 (64) 66 66
U(0; 1) 68 73 45 25 10 62 (58) 35 33
HN 14 22 18 11 5 16 (14) 3 9
HC 72 69 59 52 46 67 (66) 70 69
21 46 50 63 70 75 69 (67) 74 73
Tabelle 2.6: Empirische Gute verschiedener Tests auf Exponentialverteilung,
 = 0:05; n = 20, 100000 Wiederholungen
eindeutig festgelegt; in der Praxis mussen die entsprechenden Quantile durch
einen Suchalgorithmus empirisch bestimmt werden. Verwendet man die zu
=k gehorenden Quantile, so erhalt man einen konservativen Test.
Als erste Kombination wurde '1;10; untersucht. Fur n = 20 und  = 0:1
erhalt man die Quantile 0.108 fur T n;1 und 0.321 fur T

n;10; fur  = 0:05
erhalt man 0.141 und 0.421. Da die Quantile nahe bei den (1   =2)-
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Quantilen der ursprunglichen Testgroen liegen, wurden auch Tests mit
diesen durchgefuhrt; die Resultat sind in der sechsten Spalte von Tabelle
2.6 in Klammer angegeben (dabei wurde der Index  bei den Tests immer
weggelassen). Weiter sind die Ergebnisse fur die Kombination '0;20; auf-
gefuhrt; die Quantile sind 0.601 bzw. 0.211 bei  = 0:1 und 0.845 bzw.
0.285 bei  = 0:05. In der letzten Spalte ndet man die Resultate fur die
Kombination '0;5;20;; die entsprechenden Quantile sind 0.646, 0.434 bzw.
0.224 ( = 0:1) und 0.937, 0.566 bzw. 0.321 ( = 0:05).
Das Ergebnis ist ganz eindeutig: '1;10; ist ein echter omnibus-Test und
den anderen aufgefuhrten Tests vorzuziehen, wenn nichts uber die Alterna-
tive bekannt ist.
Gegenuber '0;5;20; hat dieser Test den weiterer Vorteil, da die (1  
=2)-Quantile mit geringem Guteverlust verwendbar sind.
Die Ergebnisse in Tabelle 2.6 konnen mit Teilen von Tabelle 4 (bzw. Ta-
belle 2) in Baringhaus und Henze (1991) (bzw. (1992c)) verglichen werden.
Dabei zeigt sich, da der neue Test bei vielen Alternativen eine vergleichs-
weise hohe Gute besitzt. Allerdings gibt es bei der Vielzahl guter Tests auf
Exponentialverteilung keinen, der allen anderen
"
in den meisten Fallen\
uberlegen ist. Eine Wertung der Simulationsergebnisse soll daher dem Leser
uberlassen bleiben.
Die Gute des Tests liee sich sicherlich weiter verbessern, wenn es gelange,
die Gewichtsfunktion in geeigneter Weise adaptiv zu wahlen. Dies soll Ge-
genstand zukunftiger Untersuchungen sein.
2.2.2 Ein Test auf Normalverteilung
Fur Zufallsvariablen auf IR ist die folgende Denition einer integrierten Ver-
teilungsfunktion ublich. Dabei bezeichne y  den Negativteil von y, es gelte
also y  =  minfy; 0g.
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2.2.4 Denition
a) Es sei X eine reelle Zufallsvariable mit endlichem Erwartungswert.
Dann ist die integrierte Verteilungsfunktion  X : IR ! IR deniert
durch




b) X1; X2; : : : ; Xn seien unabhangige und identisch verteilte Zufallsva-









(Xi   t) 1fXi < tg:
Ahnlich wie in Lemma 2.1.2 gelten fur  X die folgenden Eigenschaften
(Muller (1998)):
2.2.5 Lemma a) Ist X eine reelle Zufallsvariable mit endlichem Erwar-
tungswert, so gilt fur die integrierte Verteilungsfunktion:
(i) lim t! 1  X(t) = 0.
(ii)  X ist monoton wachsend und konvex.
(iii) lim t!1 ( X (t)  t) =  EX .
b) Zu jeder Funktion  : IR ! IR mit den Eigenschaften aus a) gibt es
genau eine Verteilung auf IR, deren integrierte Verteilungsfunktion  ist.
Die zugehorige Verteilungsfunktion ist dann F (t) = D+ (t).
Im folgenden soll die integrierte Verteilungsfunktion zum Testen der Hy-
pothese H0 : V(X) 2 N = fN (; 2) :  2 IR; 2 > 0g verwendet werden.
Die Verteilungsfunktion bzw. die Dichte der Normalverteilung N (; 2)
bezeichnen wir wie ublich mit ;2 bzw. ';2 . Weiter sei  = 0;1 und
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' = '0;1. Gilt X  N (; 2), so schreiben wir statt  X auch  ;2 . Durch
Dierentiation uberzeugt man sich leicht von der Darstellung
 ;2(x) = (x  ) ;2(x) + 2 ';2 (x); x 2 IR: (2.22)




 n(t)   ;2(t)

=   Xn;
so da ein Integralkriterium ohne Gewichtsfunktion wie bei der Exponenti-







 n(t)   Xn;̂2n(t)
2
' Xn;̂2n(t) dt:
Setzt man Yi = (Xi  Xn)=̂n; i = 1; : : : ; n; mit ̂2n = n 1
Pn
j=1(Xj  Xn)2,


























(Yj   u)    (u(u) + '(u))
	
; u 2 IR;
deniert wird.


























(1 (Yi _ Yj)) (1 + Yi Yj)   (Yi ^ Yj)'(Yi _ Yj)

;
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wobei x _ y fur max(x; y) und x ^ y fur min(x; y) steht.































I2(Yj) + I3: (2.24)
WegenZ
x'(x) dx =  '(x);
Z
x2 '(x) dx =  x'(x) + (x);
(wobei hier
R
f(x)dx eine Stammfunktion von f bezeichnet), gilt fur das
erste Integral im Falle Yi < Yj





















x2 (x)'(x) dx =
1
2
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fur das letzte Integral das Ergebnis I3 = 1=3 +
p
3=(2).
Setzt man alle Resultate in (2.24) ein, so folgt die Behauptung.
Als Funktion von Y1; : : : ; Yn ist ~Tn unter H0 sowohl nit als auch asymp-
totisch verteilungsfrei, weshalb im folgenden o.E. immer  = 0 und 2 = 1
angenommen wird.
Seien # = (; 2) und P# das zur Verteilungsfunktion ;2 gehorende
Ma auf (IR;B). Ahnlich wie im vorherigen Abschnitt verwenden wir den
Hilbertraum ~L2 = L2(IR;B; P#) der bzgl. P# quadrat-integrierbaren Funk-
tionen auf IR, um die schwache Konvergenz von ~Tn nachzuweisen. Bezeich-
nen (; ) und kk das Skalarprodukt und die Norm in ~L2, so gilt ~Tn = k ~Znk2;
insbesondere ist ~Tn ein stetiges Funktional von ~Zn.
Fur den Schatzer #̂n = ( Xn; ̂
2
n) von # gilt die Darstellung (2.16) mit
l(x; #) = (x  ; (x   )2   2). Die zu g in (2.17) analoge Funktion












~g(t; x) = (x  t)  + (x  t) (t)   1
2
(x2 + 1)'(t):
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~g(; ) erfullt die folgenden Eigenschaften:
~g(; x) 2 ~L2 8x 2 IR;
E[ ~g(t;X) ] =
Z 1
 1
~g(t; x)'(x) dx = 0 8t 2 IR;







a) Sei ~W der zentrierte Gauproze mit Kovarianzfunktion
~k(s; t) = E[~g(s;X1) ~g(t;X1)]
= (s)(1 + st) + t '(s)   3'(s)'(t)=2
  t(t)'(s)   s(s)'(t)   (s) (t)(1 + st)




b) Unter H0 gilt
~Tn
D ! k ~W k2:







und geht im weiteren analog wie im letzten Abschnitt vor (insbesondere sind
die dort auftretenden partiellen Ableitungen durch Gradienten zu ersetzen),
so erhalt man die Konvergenzaussage von Teil a). Die Kovarianzfunktion
ergibt sich durch direkte Rechnung.
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1  
n 0.5 0.9 0.95 0.975 0.99
10 .0086 .0233 .0300 .0371 .0468
15 .0085 .0239 .0310 .0384 .0485
20 .0085 .0244 .0316 .0392 .0494
30 .0085 .0247 .0321 .0397 .0502
50 .0085 .0249 .0324 .0401 .0507
100 .0084 .0250 .0325 .0403 .0507
200 .0084 .0251 .0327 .0405 .0512
500 .0084 .0252 .0328 .0406 .0509
1000 .0084 .0252 .0328 .0406 .0511
Tabelle 2.7: Empirische kritische Werte von ~Tn zum Niveau 
b) Eine Taylorentwicklung von '#̂n(t) an der Stelle # zeigt, da
~Tn   k ~Zn k2 P ! 0 (n!1)
gilt. Daraus folgt die Behauptung mit Hilfe des Lemmas von Sluzky, wenn
man beachtet, da nach Teil a) und dem Abbildungssatz k ~Znk2 D ! k ~Wk2
gilt.
Tabelle 2.7 zeigt die empirisch ermittelten kritischen Werte fur verschie-
dene Werte von  in Abhangigkeit vom Stichprobenumfang n. Die Eintrage
in Tabelle 2.7 sind jeweils die 20%-gestutzten Mittel von 100 Monte-Carlo-
Schatzungen, die ihrerseits auf jeweils 10000 Wiederholungen beruhen; da-
bei wurde immer # = (0; 1) gewahlt.
~zn() sei das (1   )-Quantil von ~Tn unter H0. Mit Hilfe von Lem-
ma 2.2.5 lat sich wie im letzten Abschnitt zeigen, da der Test, der die
Hypothese der Normalverteilung ablehnt, falls ~Tn > ~zn() ist, gegen jede
Alternativverteilung mit positiver endlicher Varianz konsistent ist.
Um die Gute des auf ~Tn beruhenden Tests fur endliche Stichprobenum-
fange beurteilen zu konnen, wurde eine Simulationsstudie mit zahlreichen
Alternativen zur Normalverteilung durchgefuhrt. Die Zufallszahlen wurden
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Testgroe ~Tn W
b 0.0 0.5 1.0 0.0 0.5 1.0
a = 2:0 5.0 5.0 5.0 5.1 5.1 5.0
a = 1:8 38.9 41.1 47.8 37.5 39.7 47.0
a = 1:6 69.1 72.6 82.1 65.8 69.6 81.3
a = 1:4 88.7 90.9 96.6 85.7 88.4 96.4
a = 1:2 97.3 98.1 99.6 95.9 97.1 99.6
a = 1:0 99.7 99.8 100.0 99.4 99.6 100.0
Tabelle 2.8: Empirische Gute bei der Alternative
"
stable distributions\,
Stichprobenumfang n = 50, Niveau  = 0:05, 100000 Wiederholungen
dabei mit Hilfe von Routinen aus der IMSL-Unterprogramm-Bibliothek er-
zeugt. Neben den Ergebnissen fur ~Tn stehen zum Vergleich die Resultate des
mit Hilfe der ISML-Routine DSPWLK durchgefuhrten Shapiro-Wilk-Tests
W .
Tabelle 2.8 zeigt die Ergebnisse fur die Familie der stabilen Verteilungen
("stable distributions") S(a; b) mit charakteristischer Funktion
'(t; a; b) =
(
exp ( jtja exp( ib(1  j1  aj) sign(t)=2)) : a 6= 1
exp ( jtj (1 + 2ib log jtj sign(t)=)) : a = 1
( 1  b  1; 0  a  2). a bzw. b werden als Wolbungs- bzw. Schiefepara-
meter bezeichnet. Fur b = 0 sind die Verteilungen symmetrisch; insbesonde-
re ist S(2; 0) die NormalverteilungN (0; 2) und S(1; 0) die Cauchyverteilung.
Je kleiner der Parameter a ist, desto starker sind die Enden der Verteilung
besetzt; die Wolbung der Verteilung ist groer als bei der Normalverteilung
("leptokurtic distributions"). Bei beiden Tests wachst die Gute, wenn die
Wolbung im Vergleich zur Normalverteilung zunimmt (dh. wenn der Para-
meter a abnimmt) bzw. wenn b und damit die Schiefe zunimmt. Die zweite
Beobachtung deckt sich allerdings nicht mit den Simulationsergebnissen fur
W in Baringhaus et al. (1989), Tabelle IV; dort hatte eine Veranderung von
b keinen Einu auf die Gute aller dort verwendeten Tests. Der Anteil der
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Ablehnungen ist bei ~Tn durchgehend etwas hoher als fur den Shapiro-Wilk-
Test.
Tabelle 2.9 zeigt die Gute der beiden Tests bei symmetrischen, Tabelle
2.10 bei schiefen Verteilungen. Alle Alternativen wurden in einer Simula-
tionsstudie von Pearson et al. (1977) verwendet und werden in dieser Ar-
beit genauer beschrieben. Dabei bezeichnen SB bzw. SU Verteilungen aus
dem Johnson-System; SC (scale contaminated) bzw. LC (location conta-
minated) sind Mischungen zweier Normalverteilungen mit gleichen Erwar-
tungswerten, aber unterschiedlichen Varianzen, bzw. mit unterschiedlichen
Erwartungswerten, aber gleichen Varianzen. Die Verteilungen sind nach der
Groe der Wolbung 2 geordnet. Fur die ersten sieben Verteilungen in Ta-
belle 2.8 bzw. fur die ersten funf Verteilungen in Tabelle 2.9 gilt 2 < 3
("platykurtic distributions"), fur die restlichen ist 2 > 3. Die Ergebnisse
fur den Shapiro-Wilk-Test unterscheiden sich zum Teil erheblich von den
Resultaten in Pearson et al. (1977); dies liegt wohl daran, da die Zahlen
in der dortigen Studie nur auf 200 Wiederholungen beruhen. Bei Verteilun-
gen mit 2 < 3 schneidet der Shapiro-Wilk-Test deutlich besser als der auf
~Tn beruhende Test ab. Bei symmetrischen Alternativen mit 2 > 3 ist der
Anteil der Ablehnungen beim Stichprobenumfang n = 20 bei beiden Tests
etwa gleich gro; bei n = 50 ist ~Tn oft besser als W . Bei unsymmetrischen
Alternativen mit 2 > 3 sind die Ergebnisse beider Tests sehr ahnlich.
Insgesamt kann gesagt werden, da der auf der empirischen integrier-
ten Verteilungsfunktion beruhende Test auf Normalverteilung wie erwartet
eine hohe Gute gegenuber Verteilungen mit stark besetzten Verteilungsen-
den aufweist. Die Gute gegen Alternativen mit 2 < 3 ist im Vergleich
zum Shapiro-Wilk-Test gering; letzterer ist bei diesen Verteilungen auch in
der Studie von Pearson et al. der beste Test. Eventuell konnte man durch
Einfuhrung einer Gewichtsfunktion wie im Falle der Exponentialverteilung
erreichen, da die Gute des EIVF-Test gegenuber Alternativen mit schwach
besetzten Enden hoher wird.
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Testgroe ~Tn W
Verteilung 2 n = 20 n = 50 n = 20 n = 50
SB(0; 0:5) 1.63 22.4 78.3 44.7 99.2
Tukey(1.5) 1.75 12.3 51.8 25.6 93.3
Beta(1,1) 1.80 10.0 42.5 20.5 88.3
SB(0; 0:707) 1.87 8.3 33.2 15.0 75.0
Tukey(0.7) 1.92 6.5 24.8 11.6 66.1
Tukey(3.0) 2.06 3.9 10.2 6.6 44.3
Beta(2,2) 2.14 3.9 9.3 5.4 26.6
SU(0; 3) 3.53 7.6 9.2 7.5 8.0
t10 4.00 9.4 13.4 9.6 11.6
Logistic 4.20 11.4 17.4 11.4 14.1
SU(0; 2) 4.51 12.2 19.0 12.3 15.6
Tukey(10) 5.38 74.0 99.0 80.2 99.4
Laplace 6.00 26.8 52.1 25.8 41.2
SC(0.20,3) 7.54 36.2 67.5 36.8 60.8
SC(0.05,3) 7.65 18.2 32.6 19.1 32.7
SC(0.10,3) 8.33 27.1 50.0 28.2 47.7
SC(0.20,5) 11.22 70.1 96.7 70.1 95.2
SC(0.20,7) 12.84 84.6 99.5 84.8 99.3
SC(0.10,5) 16.45 53.6 84.3 54.5 83.4
SC(0.05,5) 19.96 34.8 62.0 35.7 62.2
SC(0.10,7) 21.49 66.5 93.1 67.2 92.9
SC(0.05,7) 31.40 44.2 74.3 45.0 74.8
SU(0; 1) 36.19 42.6 76.0 42.0 68.8
SU(0; 0:9) 82.08 50.5 84.5 49.8 78.6
t4 1 23.6 44.2 23.6 38.6
t2 1 53.0 85.9 52.5 81.3
t1 1 86.7 99.7 86.3 99.4
Tabelle 2.9: Empirische Gute bei symmetrischen Verteilungen, Niveau
 = 0:05, 100000 Wiederholungen




1 2 n = 20 n = 50 n = 20 n = 50
SB(0:533; 0:5) 0.65 2.13 56.1 97.5 72.5 100.0
Beta(3,2) -0.29 2.36 6.5 16.2 7.4 28.8
Beta(2,1) -0.57 2.40 24.1 67.9 30.5 90.0
SB(1; 2) 0.28 2.77 6.2 10.4 6.1 11.9
SB(1; 1) 0.73 2.91 28.0 71.3 30.0 83.5
LC(0.20,3) 0.68 3.09 29.0 69.3 25.8 62.8
LC(0.20,5) 1.07 3.16 88.6 100.0 62.8 100.0
LC(0.20,7) 1.25 3.20 98.7 100.0 98.7 100.0
Weibull(2) 0.63 3.25 14.5 36.1 15.0 43.7
LC(0.10,3) 0.80 4.02 26.0 56.7 24.6 51.8
210 0.89 4.20 23.9 56.1 24.1 59.2
LC(0.05,3) 0.68 4.35 17.9 35.1 18.2 33.3
LC(0.10,5) 1.54 5.45 75.6 97.8 76.2 98.0
SU( 1; 2) 0.87 5.59 21.2 43.3 20.6 39.0
24 1.41 6.00 50.2 91.4 52.8 95.6
LC(0.10,7) 1.96 6.40 87.7 99.5 88.0 99.5
LC(0.05,5) 1.65 7.44 52.4 83.6 54.3 85.3
22 2.00 9.00 78.1 99.6 83.5 100.0
LC(0.05,7) 2.42 10.36 65.2 92.3 65.6 92.6
21 2.83 15.00 95.7 100.0 98.4 100.0
Weibull(0.5) 6.62 87.72 99.5 100.0 99.9 100.0
SU(1; 1) -5.30 93.40 73.6 98.0 72.2 96.8
Lognormal(0,1,0) 6.18 113.94 91.2 100.0 93.2 100.0
Tabelle 2.10: Empirische Gute bei unsymmetrischen Verteilungen, Niveau
 = 0:05, 100000 Wiederholungen
Anhang A
Erganzungen
A.1 Systeme orthogonaler Polynome bezug-
lich einer Verteilungsfunktion
In diesem Abschnitt sollen einige Grundlagen aus der Theorie der Ortho-
gonalpolynome zusammengestellt werden. Im folgenden sei F : IR ! [0; 1]
eine Verteilungsfunktion mit existierenden Momenten, d.h. es gelteZ 1
 1
jxjn dF (x) < 1 (n = 1; 2; : : :): (A.1)
Mit n wird wieder das n-te Moment bezeichnet. Weiter besitze F unendlich
viele Wachstumspunkte, d.h. die Menge
S(F ) = fx j F (x+ )  F (x  ) > 0 8  > 0g (A.2)
sei unendlich.
Fur n  0 sei Pn ein Polynom vom Grad n. Die Folge fPn()g1n=0
heit Orthogonalsystem (OGS) aus Polynomen bezuglich F , falls Konstan-
ten Kn 6= 0 (n  0) existieren, so da fur m;n  0 die Bedingung
L[Pm(x)Pn(x)] =
Z
Pm(x) Pn(x) dF (x) = Knmn (A.3)
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erfullt ist.
A.1.1 Satz
a) Erfullt eine Verteilungsfunktion F die Bedingungen (A.1) und (A.2),
so existiert ein OGS fPn()g1n=0 reeller Polynome bezuglich F . Pn()
ist bis auf einen Faktor eindeutig bestimmt.
b) Werden die orthogonalen Polynome dadurch eindeutig festgelegt, da
sie den Hochstkoezienten 1 besitzen, so gilt mit den Festlegungen
P 1 = 0 und P0 = 1 die Rekursionsformel
Pn(x) = (x  cn)Pn 1(x)  nPn 2(x); n = 1; 2; : : : ;








gilt und 1 beliebig ist.
Insbesondere gilt c1 = 1; P1(x) = x  1.
c) Fur die orthogonalen Polynome Pn(x) =
Pn
k=0 an;kx
k mit an;n = 1








an;k n+k+1 + an;n 1 L[P 2n(x)]:
Beweis: a) Das durch L(g) = R gdF denierte Funktional ist positiv de-
nit, d.h. es gilt L(h) > 0 fur jedes nichtnegative Polynom h 6 0. Damit folgt
die Behauptung mit Theorem I.3.3 und dem Korollar zu Theorem I.2.2 in
Chihara (1978).




k dF (x) = 0 8 k < n ergibt sich die Behauptung aus der
Denition von L().
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Bemerkungen:
1. Mit obiger Rekursionsformel lassen sich die ersten orthogonalen Poly-
nome leicht explizit angeben, wenn die Momente bekannt sind.
2. Werden die Polynome dadurch festgelegt, da in (A.3) Kn = 1 fur
n  0 gilt, so erhalt man das zu F gehorende Orthonormalsystem.
3. Ist die Menge S(F ) in (A.2) endlich, so ist L nicht mehr positiv de-
nit. Hat S(F ) etwa die Machtigkeit N + 1, so existiert eine endli-
che Menge von Polynomen fPn()gNn=0, die die Orthogonalitatsrelation
(A.3) erfullen. Sind die N + 1 Wachstumsstellen o.B.d.A. die Punkte





F (k)  F (k   1) = Knmn; m; n = 0; 1; : : : ; N;
(mit Kn 6= 0 ) an. Beispiele sind die diskreten Tschebysche- bzw. die
Krawtchoukpolynome, die orthogonal bezuglich der diskreten Gleich-
verteilung bzw. der Binomialverteilung sind (siehe Chihara (1978), S.
161 und 162). Auch in diesem Fall gelten wieder Rekursionsformeln
analog zu Satz A.1.1 b).
4. Eine Klasse von orthogonalen Polynomen, fur die die rekursive Berech-
nung besonders einfach ist, ist die Meixner-Klasse. Diese ist dadurch
charakterisiert, da die Koezienten cn linear und die Koezienten
n quadratisch von n abhangen. Die Meixner-Klasse besteht aus funf
verschiedenen Unterklassen von positiv-deniten polynomialen OGS,
von denen vier zu bekannten Verteilungen gehoren: die Hermite- bzw.
(verallgemeinerten) Laguerre-Polynome, die orthogonal bezuglich der
Verteilungsfunktion der Normal- bzw. der Gammaverteilung sind, so-
wie die Charlier- bzw. Meixner-Polynome, die zur Poisson- bzw. Ne-
gativen Binomialverteilung gehoren. Naheres ndet man in Chihara
(1978), Kapitel V.4; siehe auch Rayner und Best (1989), Anhang 1.
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A.2 Elliptisch-symmetrische Verteilungen
Dieser Abschnitt fat einige Grundlagen uber die Klasse der spharisch-
symmetrischen bzw. elliptisch-symmetrischen Verteilungen zusammen, die
an verschiedenen Stellen im Haupttext benotigt werden. Beweise ndet man
etwa in Fang et al. (1989).
A.2.1 Denition
Ein d-dimensionaler Zufallsvektor X besitzt eine spharisch-symmetrische




gilt, wobei O(d) die Menge der orthogonalen (d d)-Matrizen bezeichnet.
A.2.2 Satz
X sei ein spharisch-symmetrisch verteilter Zufallsvektor im IR
d. U (d) sei
ein auf der Oberache der Einheitskugel im IRd gleichverteilter Zufallsvek-
tor. Dann existieren eine Verteilungsfunktion F auf [0;1) und eine reelle
Zufallsvariable R  F , so da
X
D
= R U (d)
gilt, wobei R und U (d) stochastisch unabhangig sind und das Symbol
D
= die




Bemerkung: Setzt man f(x) = (x0x)1=2, so folgt die letzte Aussage
sofort aus
kXk = f(X) D= f(R U (d)) = R
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und gilt oensichtlich ohne die in Fang et al. (1989), Theorem 2.3, bzw. Fang
und Zhang (1990), Corollary 1 zu Theorem 2.5.3, gemachte Voraussetzung
P (X = 0) = 0. Ist diese Voraussetzung erfullt, so gilt auerdem
X = kXk D= U (d):
Die Schreibweise X  Sd(F ) bedeutet im folgenden, da X ein spharisch-





= RU (d)  Sd(F ). Fur naturliche Zahlen s1; : : : ; sd und s = s1 +





















falls si = 2li; li 2 IN0;
i = 1; : : : ; d; s = 2l;
0 ;
falls mindestens eines
der si ungerade ist;
hierbei ist a[l] = a(a+ 1)    (a+ l   1).






, wobei auftretende Nullen
nicht notiert werden, da die Anordnung der si keine Rolle spielt. Dann folgt
aus Satz A.2.3:
4 = 322; 6 = 542 = 15222;
8 = 762 =
35
3
44 = 35422 = 1052222:
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A.2.5 Denition
Ein d-dimensionaler Zufallsvektor X besitzt eine elliptisch-symmetrische
Verteilung mit Parametern  2 IRd und  2 IRdd, falls ein Zufallsvek-
tor Y  Sk(F ) und eine (k  d)-Matrix A vom Rang k existieren, so da
 = A0A und
X
D
=  + A0 Y
gilt. Mit R  F gilt wegen Satz A.2.2 die Verteilungsgleichheit
X
D
=  + R A0 U (k):
A.2.6 Satz
Der Zufallsvektor X sei elliptisch-symmetrisch verteilt mit Parametern 
und . Ist E[R2] <1, so gilt




Ist  positiv denit, also die Kovarianzmatrix von X nichtsingular, so gilt
fur den normierten Zufallsvektor ~X = [Cov(X)] 1=2(X   )
E[ ~X ] = 0 und E[ ~X ~X 0] = Id:
Dies bedeutet aber gerade, da ~X eine spharisch-symmetrische Verteilung
besitzt mit
E[ j ~Xj2 ] = E[R2 ] = d:
Die Momente von ~X berechnen sich folglich nach Satz A.2.3; insbesondere
gilt fur die in (1.15) denierte und der multivariaten Schiefe entsprechende
Verteilungsgroe 1;d die Beziehung
1;d = E[( ~X
0 ~Y )3] = 0; (A.4)
wobei ~Y eine unabhangige Kopie von ~X ist.
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A.3 Elementare Schranken fur die Uberle-
benswahrscheinlichkeiten einiger diskre-
ter Verteilungen
Der Anpassungstest in Abschnitt 2.1 setzt bei der hypothetischen Ver-
teilung gewisse Regularitatseigenschaften voraus; insbesondere mussen die
Enden der Verteilung
"
hinreichend schnell\ abklingen. Der folgende Satz
gibt fur die wichtigsten diskreten Verteilungen Schranken fur die Uberle-
benswahrscheinlichkeiten an.
A.3.1 Satz
Im folgenden bezeichnen (fk)k0 die Zahldichte und F () die Verteilungs-
funktion der IN0-wertigen ZufallsvariablenX . Fur die Uberlebenswahrschein-
lichkeiten 1  F (k) =Pjk+1 fj gelten die folgenden Schranken:
a) Ist X Poisson-verteilt mit Parameter # > 0, so gilt fur k + 1  #
fk+1 < 1  F (k) < k + 2
k + 2  # fk+1:
b) X sei negativ binomial-verteilt mit Parametern r > 0 und p (0 < p <





prqk (k  0) mit q = 1  p.
Ist r > 1, so gilt fur k  rq=p
1
p
fk+1 < 1  F (k) < k + 2
k + 2  (k + r + 1)q fk+1:
Im Fall r < 1 gilt fur k  rq=p
k + 2




Fur r > 1 (bzw. r < 1) gilt dabei die untere (bzw. obere) Schranke
fur k  0.
c) Ist X logarithmisch verteilt mit Parameter #; 0 < # < 1, ist also
fk = a(#)#
k=k; k  1; mit a(#) =  (ln(1  #)) 1, so gilt fur k  0




fk+1 < 1  F (k) < (1  #) 1 fk+1:
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d) Ist X binomial-verteilt mit Parametern n 2 IN und p (0 < p < 1),





pkqn k (0  k  n) mit q = 1   p, so gilt fur
np  k + 1  n
fk+1  1  F (k)  (k + 2)q
k + 2  (n+ 1)p fk+1:
Beweis: Mit Sk = 1  F (k) (k  0) gilt
Sk = fk+1 +
1X
j=k+2
fj (k  0): (A.5)
Im Falle der Poissonverteilung gilt fk+1 = #fk=(k + 1) und somit










woraus fur #=(k + 2) < 1 die Ungleichung in a) folgt.
Im Falle der logarithmischen Verteilung folgt aus fk+1 = #kfk=(k + 1)
und (A.5) die Ungleichung




und hieraus die untere Schranke in c). Die obere Schranke erhalt man analog,
wenn man in (A.5) fk+1 < #fk einsetzt.





Ist r > 1 und somit (j + r)q=(j + 1) fallend in j, so folgt wie oben die
Ungleichung 
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und daraus fur k > rq=p die erste Ungleichung aus b). Fur r > 1 ist weiter
fk+1 > qfk und somit
Sk > fk+1 + q Sk






Fur die Binomialverteilung gilt
fk+1 =
(n  k) p
(k + 1) q
fk;
woraus fur k > (n + 1)p  2 wie bei der Poissonverteilung die Ungleichung
in d) folgt.
Bemerkungen:
1. Setzt man in Glynn (1987), Proposition 1 (ii), m = 1, so erhalt man
die obere Schranke fur die Poissonverteilung. In Johnson et al. (1992),
S. 164, ist als einfache Schranke
1  F (k)  1  expf#=(k + 1)g (k + 1  #)
angegeben. Diese ist nur fur wenige Werte von k, die nahe beim Mo-
dalwert liegen, besser als die Schranke in a), in den Verteilungsenden
jedoch sehr viel schlechter und fur unsere Zwecke unbrauchbar. Eine
weitere haug zitierte Schranke stammt von Bohman (1963):




Diese Schranke ist komplizierter als die Schranke in a); einige nume-
rische Vergleiche lassen vermuten, da sie auch wesentlich schlechter
ist.
2. Die Schranken fur die negative Binomialverteilung konnten wir in der
Literatur nicht nden. Ist r = 1 in b), liegt also eine geometrische
Verteilung vor, so gilt bekanntlich 1  F (k) = fk+1=p.
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3. Die Schranken in c) ndet man auch in Johnson et al. (1992), S. 292
(bei der dort angegebenen unteren Schranke fehlt der Exponent -1).
4. Die obere Schranke in d) wurde von Bahadur (1960) mit Hilfe einer
recht komplizierten Darstellung der Verteilungsfunktion als unendli-
che Reihe gefunden; siehe auch Johnson et al. (1992), S. 121. Dort wird
auch auf S.111 eine ahnliche, von Diaconis und Zabell (1991) stam-
mende obere Schranke angegeben, die jedoch etwas schlechter ist. Aus
ihrer Beweismethode erhalten sie die untere Schranke (k + 1)fk+1=n,
was jedoch schlechter als die triviale Schranke in d) ist.
5. Aus den Schranken erhalt man sofort Schranken fur die diskrete Ver-
sagensfunktion hk = fk=Sk 1; k  0. Insbesondere konvergiert hk
bei k ! 1 fur die Poissonverteilung gegen 1, fur die negative Bino-
mialverteilung gegen p und fur die logarithmische Verteilung gegen
1  #.
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