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Abstract
In this dissertation, we propose a coded cooperative communications framework
based on Distributed Turbo Product Code (DTPC). The system uses linear block
Extended Bose-Chaudhuri-Hochquenghem (EBCH) codes as component codes. The
source broadcasts the EBCH coded frames to the destination and nearby relays. Each
relay constructs a product code by arranging the corrected bit sequences in rows and
re-encoding them vertically using EBCH as component codes to obtain an Incremental
Redundancy (IR) for source’s data.
Under this frame, we have investigated a number of interesting and important
issues. First, to obtain, independent vertical parities from each relay in the same
code space, we propose circular interleaving of the decoded EBCH rows before re-
encoding vertically.
We propose and derive a novel soft information relay for the DTPC over coopera-
tive network based on EBCH component codes. The relay generates Log-Likelihood
Ratio (LLR) values for the decoded rows are used to construct a product code by
re-encoding the matrix along the columns using a novel soft block encoding technique
to obtain soft parity bits with different reliabilities that can be used as soft IR for
source’s data which is forwarded to the destination.
To minimize the overall decoding errors, we propose a power allocation method for
the distributed encoded system when the channel attenuations for the direct and relay
channels are known. We compare the performance of our proposed power allocation
method with the fixed power assignments for DTPC system. We also develop a
power optimization algorithm to check the validity of our proposed power allocation
algorithm. Results for the power allocation and the power optimization prove on the
potency of our proposed power allocation criterion and show the maximum possible
attainable performance from the DTPC cooperative system.
Finally, we propose new joint distributed Space-Time Block Code (STBC)-DTPC
by generating the vertical parity on the relay and transmitting it to the destination
using STBC on the source and relay. We tested our proposed system in a fast fading
environment on the three channels connecting the three nodes in the cooperative
network.
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Preface
Growing demand on the use of the Internet services and wireless communications in
recent years has introduced new problems and challenges for wireless industry and
wireless providers. This big demand on wireless services is not limited to cell phones,
text-messaging devices, wireless-enabled laptops, Personal Digital Assistant (PDA),
but is expanding to new services and devices, increasing the need for more reliable and
faster services. High data rate is desirable for many other wireless applications, and
some of these applications would have been impossible without transmission having
certain quality of service, in terms of, for example, transmission rate, delay, and error
rate.
In order to meet the desired quality of service requirements for the next generation
of wireless devices, good channel coding and higher signal-to-noise ratio should be
available to support the operation of the system. Channel coding not only provide the
desired quality of service of the system, but also improves the data transmission rates
over the available bandwidth and provides increased battery life, which translates to
power optimal systems with high spectral efficiency.
The new wireless technologies pose significant technical challenges unlike the wired
telecommunication technologies. These challenges are due to the scare resources of
the power and frequency, the channel variation in fading and noisy environment and
the high cost of equipment which is required for sophisticated processing of of wireless
signals.
xviii
Consequently, research for new techniques is in demand to meet these require-
ments and to solve the underlying challenges and further expand the growth of cur-
rent wireless technologies. The conventional wireless point-to-point communication
technologies showed significant limitations on the maximum possible transmission
rates and on handling channel impairments. Some of these limitations are related to
the limited resources of the power, or available frequency, while others are related
to the size of the wireless devices or the cost of hardware. For instance, although
the Multi-Input Multi-Output (MIMO) technology is very promising for systems re-
quiring high transmission data rates, it is impractical to be implemented in every
wireless device because it requires an array of antennas with adequate separation to
be placed at the transmitter and the receiver. Wireless sensor network give another
example of such limitations, since most of the applications require vast distribution
of the wireless elements, and without relay this requires high transmission power to
convey the signal to the collecting node, which would drain the battery faster.
Motivated by the above limitations on the current communication systems, the
idea of cooperative communication systems has evolved to provide two main schemes:
(i) Use of relays (or multi-hop) to provide spatial diversity in a fading environment
or to provide distributed processing of source’s message. (ii) A collaborative scheme
where the relay also has its own information to send so both terminals help one
another to communicate by acting as relays for each other.
In this dissertation, we explore the possible incorporation of the powerful turbo
product codes in the cooperative systems to provide enhanced bit error rate and less
complexity.
xix
Chapter 1
Introduction
Cooperative communication and coding have been found to be an effective way to
increase the data rates or decrease the transmission power. Wireless networks are
inherently broadcast, and any message sent out by a source node is heard by all sur-
rounding nodes within communication range listening in the same frequency band.
If an idle node in the system dedicates it’s idle channel to retransmit the originally
transmitted message it could help the initial transmission by providing diversity at
destination node and thus improves the system performance while maintaining fair-
ness among nodes and better channel utilization. This simplified example of cooper-
ation shows the great opportunities for rich forms of cooperation among the wireless
nodes.
Cooperative wireless communication is a promising technology for future commu-
nication systems, and is expected to provide solutions to many limitations on the next
generation technologies such as wireless sensor networks and ad-hoc networks. In the
last decade there has been a large ongoing research effort in this field to come up
with more efficient networks in terms of higher power and frequency efficiency. Most
of the research focused on the processing done at the intermediate node (the relay),
and the outcome were plenty of relaying protocols that range from simply amplifying
the received signal to very intelligent adaptive relaying techniques that involve higher
1
coordination among participating relays.
1.1 Background and Literature Survey
The first appearance for the concept of cooperative communications can be found
on an early work of Cover and Gamal on achievable capacity of a relay network in
1979. However, since the introduction of cooperative communications 30 years ago,
only recently was a great potential rediscovered in applications of cellular and wireless
sensor networks [1, 2], and many others. The distributed structure of wireless net-
works provides a unique opportunity for cooperation and distributed signal process-
ing. Moreover, the wireless nodes have broadcasting nature, and every transmission
can reach multiple idle nodes without any loss in spectral efficiency or power. Thus,
a better system utilization can be accomplished if one or more of these idle nodes
interact and participate to improve the system performance and guarantee fairness
among nodes.
Design of efficient cooperative protocols and distributed signal processing tech-
niques has been an important issue in the recent research to implement cooperative
communications in wireless networks. Therefore, most of the recent research on wire-
less cooperative communication has focused on designing relaying protocols, signaling,
and distributed coding and decoding. Specifically, the design of efficient relaying pro-
tocols and distributed coding schemes has attracted great attention, where a number
of novel relay protocols [1–3] and distributed coding schemes [4–14] have been devel-
oped in the past several years. Some of the proposed distributed coding schemes have
achieved capacity-approaching performance.
The literature reports many implementations of channel codes on cooperative
coding. Most of the current cooperative coding techniques are based on dividing the
whole channel code into two parts: the first part is broadcasted from the source at
2
high code rate while the second part is generated at the relay from the first part.
Examples of cooperative coding schemes in the literature are abundant, for instant,
Hunter et. el. [15] presented simulation results for a two-user cooperative system
scenario using a Rate Compatible Punctured Convolutional (RCPC) in which the
source transmits a punctured codeword of convolutional code with a high code rate,
while the relay generates and transmits the second part of the punctured codeword
after correctly decoding the first part transmitted by source.
Distributed turbo coding examples can also be found in the literature, in which
the destination performs turbo decoding on the multiple parts of the code received
over multiple links. This can be carried out by encoding the source message using
a component code having a higher code rate than the total code rate of the overall
system. Then the source broadcasts the encoded message to the destination and the
listening relays. The relays try to correct the received version of source’s transmission
over the noisy channel and re-encode the original message using the second component
code after interleaving. It is often assumed that the relay can successfully decode the
original source’s message, re-encode and transmit the incremental redundancy to the
destination. At the destination, a full turbo code matrix can be constructed to recover
the source message via turbo decoding to recover the source’s message. An example
of such implementation can be found in [10], which applies turbo decoding at the
destination to decode the convolutional turbo code received via the two channels.
The source broadcasts punctured convolutional code sequence that is received by
the relay and the destination. If the Cyclic Redundancy Check (CRC) check on the
decoded signal at the relay indicates error free decoding, then the relay interleaves the
original message and produces parity bits. The latter is punctured and transmitted
to the destination as the parity of the second component code.
Similarly, sum and product decoding is used to decoded the two received parts
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of the Low Density Parity Check (LDPC) code through the direct link and the relay
link in [16]. Indeed, there are many distributed encoding strategies and different
decoding techniques depending on the constructed code, e.g. [7, 9, 10, 16–19], have
been reported in the literature. Specifically, LDPC codes are employed in [9, 16–18]
while the distributed turbo codes principle is used in [7, 10, 19].
1.2 Motivation and Contributions
Given all the research that has been conducted in this area recently, many issues in the
design and implementation of cooperative communications still have not been fully
addressed, and there are still many issues in both theory and practical implementation
that have not been treated. For instance, most of the existing distributed coding
schemes are based on conventional channel coding schemes, such as Space-Time Code
(STC), turbo coding, and LDPC coding, nevertheless there are many other existing
channel coding schemes very suitable for some applications have not been studied in
cooperative coded systems.
Turbo Product Codes (TPC) have shown high decoding performance with a very
low decoding complexity can be encoded or decoded via an algebraic methods. In
addition to that, TPC have high code rates, making them very appropriate for some
wireless applications that require very simple low-powered electronic hardware and
require high spectral efficiency such as sensor networks [20]. Minimum hardware can
be added to relay nodes that are participating in the distributed encoding process.
However, the powerful Bit Error Rate (BER) performance and its high code rate
of the TPC have not seen studied yet in coded cooperation. The literature has
not shown any work that investigates the integration of TPC in cooperative coding.
We aim in this dissertation to investigate and study the implementation of TPC
in coded cooperation. Specifically, we propose a coded cooperation communications
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framework based on distributed TPC, on single and multiple relays. We study the
conjunction of Distributed Turbo Product Code (DTPC) in cooperative network in
many aspects, such as the effect of varying channel conditions on the attainable coding
gain under assumptions of decoding errors at the relay. Based on these results, we
propose solutions to mitigate the error propagation at the destination resulted from
the erroneous data received from the relay.
Most of the previously presented coded cooperation strategies are formulated for
the classical three-node relay channel model, i.e., the transmitter-receiver network
with only one relay. However, diversity gain theoretically increases with the number
of relay nodes [21]. In this dissertation, we apply the concept of distributed encoding
for the source’s message over multiple relay nodes and use a modified iterative turbo
product decoding at the destination to decode the received distributed TPC over
multiple channels. We investigate the performance of distributed TPC in Additive
White Gaussian Noise (AWGN) channel using simple network topologies.
Distributed coding schemes proposed on the literature rely on some assumptions,
such as error free decoding at relays. However, only a few works have investigated
the effect of detection errors and a modeling of detection errors in the Detect and
Forward protocol has been done by Wang et. al. in [3]. A Distributed Space-Time
Trellis Code (DSTTC) system has been constructed in [22] using the detection er-
ror modeling presented in [3]. These two works have shown that detection errors do
have some effects in constructing practical distributed coding. In this dissertation,
we investigated the effect of relay decoding and re-encoding errors on the perfor-
mance of the turbo decoder. We studied the BER performance of the overall system
and suggested solutions to alleviate the effect relay erroneous decisions on the turbo
decoding.
The Decode and Forward (DF) protocol benefits from error correction capability
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of the code and thus can correct some or all of the errors caused by the source-relay
(inter-user) channel. However, the reported literature on coded cooperation assumes
error-free for the inter-user channel or it is assumed that the inter-user channel is
reliable enough to have correctable number of errors. Otherwise, the overall coopera-
tive system will lead to serious error propagation as relay will forward erroneous data
and will mislead the destination receiver. Another reason for the error propagation
at the destination is that the relay channel (relay-destination channel) usually have
higher Signal to Noise Ratio (SNR) than the direct channel, and thus the destination
decoder considers the code part received over the relay channel to be more reliable
and more trustworthy than the code part received over the direct channel. This would
cause no problem if the relay’s decoder makes no errors. However if the relay forwards
erroneous data as result of decoding errors, the decoding process would fail severely
as it bases it decisions on erroneous data that lead to error propagation.
In contrast to DF protocol, the Amplify and Forward (AF) keeps itself from
any premature decision or decoding errors, because it forwards the soft information
content of the received signal to the destination as is. However this scheme does
not take advantage from error correction capabilities of the code at the relay. In
addition it amplifies and forwards the noise and distortion, was well as the message
signal. From the implementation complexity side, the DF is much more complex
than AF. To gain both advantages of the DF and AF protocols, we propose in this
dissertation, a modification to the distributed TPC to alleviate the error propagation
due to the relay’s erroneous decoding, by forwarding soft information generated from
soft-decoding and then soft-encoding process at the relay. The signs of forwarded
signal represent the hard decisions, while the magnitudes represent the decision’s
reliability.
Most existing distributed coding schemes are constructed based on fixed code
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rates and power allocations. Furthermore, the adaptive power allocation problem
has not been addressed. Cooperative network is constituted of several independent
channels, which implies that different channels have different channel conditions, for
example, one channel could be suffering from shadowing while another experiencing
higher SNR. Under these conditions, it is better to allocate the power among the
nodes participating on the cooperative process, by loading more power on the links
having higher SNR or the nodes transmitting more significant information. We in-
vestigate in this dissertation the further improvement that can be achieved in the
DTPC cooperative coding system proposed previously, when the channel attenua-
tions for the direct and relay channels are also known for the source and the relay
by allocating the transmission power among the two nodes, the source and the relay.
Rather than assigning equal power to the source and the relay, we use the relative
locations of the source and relay to the destination (and thus the channel attenuations
in free space propagation environment) to find the power allocation that results in
the desired SNR requirements at the destination’s receiver. We investigate the effect
that the positioning of the relay has on a relaying system and derive power allocation
expressions depending on the comparative distances for the two transmitting nodes in
the three-terminal model with respect to the destination, which is described in detail
in the system model. To investigate the effectiveness of our proposed power alloca-
tion, we investigate the extent of attainable improvements that can be achieved in
the DTPC cooperative coding system by searching for the optimal power allocations
based on the position of the relay. We propose a black-box optimization algorithm
that is based on the principle of a sliding ball and use it to find the power allocation
that results in the BER performance at the destination’s receiver.
To improve the performance of the DTPC system even more by enhancing the
conditions of the relay channel, we employ transmit diversity to transmit the second
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phase of data, which are the parity information about the first transmission phase as
generated by the relay. We propose to use the distributed Space-Time Block (STB)
coding to transmit the second part of the distributed TPC on the relay and direct
channels. The source and the relay share their single antennas to create a virtual
transmit array to transmit the generated parity on the second phase toward the
destination.
1.3 Summary of Contributions
To summarize, the contributions of this dissertation are that we propose:
1. A framework for distributed turbo block codes, for which we present simulation
results under the assumption that the relay makes decoding errors and forward
erroneous incremental parity to the destination. Under this framework, we
propose solutions to enhance the BER performance under different channel
conditions.
2. A method to generate multiple vertical parities for the turbo block codes using a
cyclic interleaver. We use cyclic interleavers on each relay and forward the result
parities to the destination. The destination performs a joint turbo decoding for
all the received vertical parities.
3. A soft information relaying technique in which the relay decodes the source’s
message and re-encodes it across columns using a novel soft block encoding
technique to obtain soft parity bits with different reliabilities that can be used
as soft incremental redundancy that is forwarded to the destination.
4. To overcome the error propagation at the destination we proposed also a power
allocation method and verified the effectiveness of this simple method by com-
paring it’s results to system with optimized power at the source and the relay.
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For the same purpose, we proposed a power optimization algorithm for the
distributed coded system that is based on a sliding ball principle.
5. We also proposed a joint distributed STBC-TPC system that aims to enhance
the BER performance by transmitting the second part of the turbo product
code over virtual transmit antenna using the source and the relay.
9
Chapter 2
Background Information
2.1 Cooperative Communication
The main concept behind wireless cooperative communications is to allow the inde-
pendent non-cooperative users of a network to share their scarce resources in order to
improve the overall performance or guarantee fairness. Cooperation can be of primi-
tive form that only require very simple cooperative protocols, where the cooperative
communication is considered as inherent part of the wireless communication protocol,
if the protocol applies rules for medium sharing among users (e.g. TPC, ALOHA).
In this type of cooperation, the participants focus on the fair sharing of the given
resource without gaining anything else. On the other hand, cooperative communica-
tion may require advanced cooperative protocols to be pre-established, i.e. it should
be allowed and supported by the design of the communication system. Examples of
such advanced cooperation include relaying techniques, coded cooperation, etc.
Cooperation terminology is used mainly for the relaying process, which aims to
extend the coverage range of the communication systems. The three independent
nodes/terminals, as depicted in Fig. 2.1 represent the simplest cooperative topology.
One of these three terminals acts as the source ‘S’ of the information, another terminal
acts as a relaying terminal ‘R’, which conveys the signal to the last terminal which
is the destination ‘D’. Henceforth, we will use the terms inter-user, relay and direct
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Source (S)
Relay (R)
Destination (D)
Figure 2.1. The three-terminal network with a source ‘S’, a relay ‘R’ and a destination ‘D’ node.
channels to indicate the channel connecting the source with the relay, the channel
connecting the relay with the destination and the channel connecting the source with
the destination, respectively. This fundamental topology of cooperation is further
described and used in chapters 3, 4.
The relay channel can be thought of as a supporting channel for the direct channel
between the source and destination. A key feature of the cooperative communication
process is the processing of the signal received from the source node at the relay.
These different processing schemes at the relay result in different cooperative com-
munications types (relaying protocols).
The processing at the relay differs with the cooperation protocol used. In an AF
relaying protocol, the relay simply amplifies the received version of the signal without
additional processing and transmits the scaled version to the destination. Another
processing of the received signal at the relay is in the DF relaying protocol where the
relay decodes the received signal, re-encodes it and then retransmits it to the receiver.
In selective relaying protocol, if the SNR of the signal received at the relay exceeds a
certain threshold, the relay performs DF operation on the received signal, otherwise,
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if the channel between the source and the relay has severe fading such that the SNR
is below the threshold, the relay performs nothing. Moreover, if Automatic repeat
request (ARQ) protocol is implemented in the system and feedback channels are
available from the destination to the source and the relay, the source may re-transmit
the information to the destination or the relay may help by forwarding additional
information about the received signal. The latter case is also termed as incremental
relaying.
2.1.1 Cooperative Diversity
The idea of using multiple antennas for transmission and reception in wireless commu-
nication systems has been a hot research area with the aim to increase transmission
rate and system capacity. A major issue in these researches is how to develop proper
transmission techniques to exploit all of the diversities available in the space, time,
and frequency domains while maintaining the design complexity to minimum. For
the narrow-band wireless communications, any two adjacent frequency channels are
considered frequency non-selective “flat”, thus frequency diversity among this nar-
row band is not possible and the only available diversities are in the space and time
domains. For this scenario, the modulation and coding approach adopted is called
Space-Time (ST) coding, exploiting the available spatial and temporal diversity.
Cooperative diversity is the set of techniques used to achieve spatial diversity in
cooperative networks when the devices have restrictions on size and complexity. These
techniques were initially introduced to achieve spatial diversity between correlated
antennas in MIMO systems. Current and future high data rate wireless systems, such
as Ultra Mobile Broadband (UMB), Long Term Evolution (LTE), and IEEE 802.16e
(WiMAX) provide very high data rates per user over high bandwidth channels (5,
10, and 20 MHz). For example, the next fourth generation wireless networks which
are under development and will be possibly deployed in few years, high date rates of
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260 Mbps on the downlink and 60 Mbps on the uplink are promised [23]. However,
these data rates can only be achieved by full-rank MIMO system. Moreover, a full-
rank MIMO mobile user must have multiple antennas, and these antennas must see
independent channel fades (uncorrelated) from the base station.
In practice, the small size of mobile devices does not allow to have multiple an-
tennas, or the propagation environment cannot support MIMO because, for example,
there is not enough scattering and therefore the separation distances required between
the antennas should be very large. These limitations in implementing a MIMO system
can be overcome by exploiting the distributed nature of other mobile devices (nodes)
in the vicinity of the mobile device. One can view these nodes as a set of antennas
distributed in the wireless system. The mobile device which is trying to communi-
cate with the base station can be considered as a broadcast device because of the
broadcast nature of the wireless channel. From this prospective, nodes in the wireless
network can cooperate together for distributed transmission and processing of the
source’s information. The cooperating nodes act as a relay nodes for the source node.
By this way, independent paths between the user and the base station are generated
by introducing single or multiple relay channel(s). An example of such cooperative
system is shown in Fig. 2.2. By employing more than one cooperative transmitter or
more than one cooperative receiver one can either obtain transmit diversity or receive
diversity, respectively.
2.1.2 Cooperative Communication Types
A typical cooperation strategy is accomplished over two orthogonal phases, either in
time domain or frequency domain, to avoid interference between the two phases:
• In the first phase, the source broadcasts information to its destination, and the
information is also received by the relay at the same time.
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Source
Relay
Relay
Relay
Destination
Figure 2.2. Example of three relays comprising a MIMO cooperative transmitter.
Source Destination
Relay
hsd 
h sr hrd 
E2
E1
Figure 2.3. Simple cooperation model, with source and relay transmission energy/symbol set to E1 and
E2 respectively.
• In the second phase, the relay can help the source by forwarding or retransmit-
ting the information to the destination.
it is referred to this transmission strategy as orthogonal transmission.
Fig. 2.3 depicts a general relay channel, where the source and the relay transmits
with energy/symbol E1 and E2 respectively. In chapters 3 and 4, we will consider the
case where the source and the relay transmit with equal energy/symbol E. In the
first phase, the source broadcasts its signal message to both the destination and the
relay. The received signals ysd and ysr at the destination and the relay, respectively,
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can be written as:
ysd =
√
E1hsdx+ nsd (2.1.1)
ysr =
√
E1hsrx+ nsr (2.1.2)
where E is the transmission energy per symbol at the source, x is the transmitted
information symbol and hsd and hsr are the channel attenuations on the direct and
inter-user channels, respectively. nsd and nsr are zero mean AWGN on the direct and
inter-user channels, respectively.
In the second phase, the relay processes the received signal and forwards the output
to the destination. The transmitted signal from the relay could be an amplified version
of the received signal or another variation of the received information from the source.
The signal received at the destination via the relay channel can be modeled as:
yrd =
√
E2hrdf(ysr) + nrd (2.1.3)
where f(·) indicates the processing done at the relay for the received signal from the
source. As mentioned in the introduction of this chapter, the processing done at the
relay depends on the type of protocol used for cooperation. In the following sections,
more detailed description of the cooperations protocols are presented.
Amplify And Forward Relaying
In an AF protocol, the relay simply scales the received signal over the inter-user
channel and transmits the amplified noisy signal to the destination as soft output.
In this protocol, the amplification at the relay aims to compensate for the effect of
the channel attenuation (propagation loss and/or fading) between the source and the
relay. The scaling factor of the amplification at the relay is usually calculated from
the energy of the received signal as:
Gr =
√
E2√
E1|hsr|2 +N0
(2.1.4)
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so the signal received at the destination over the relay channel is equal to:
yrd = Grhrdysr + nrd (2.1.5)
where ysd is the signal presented in (2.1.2).
There are different techniques at the destination to combine the two received copies
of the signal x over the source link and relay link. It is well-known from the literature
that the optimal diversity technique to maximize the overall SNR is the Maximal
Ratio Combiner (MRC) [24]. The MRC method requires a coherent detector and
knowledge of all channel coefficients. The SNR at the output of the MRC is equal to
the sum of the two SNRs of the two received signals from both branches.
Decode And Forward Relaying
If the relay can employ more advanced processing of the sources signal, then decode-
and-forward is implemented. This further processing of the source’s signal include
decoding, re-encoding, and then retransmitting it to the receiver. The transmitted
signal from the relay to the destination is an estimate of the source’s transmitted sig-
nal. For this technique, the relay is usually located in a place between the source and
the destination, or chosen from the relays pool such that the two channels connecting
the relay to the source and the destination having relatively higher SNR than the
direct channel.
When the relay correctly decodes to the original source’s message, the signal for-
warded to the destination can help to boost the performance at the destination since
the received signal over the relay channel usually have higher SNR. However, when
the decoding and re-encoding process at the relay results in erroneous estimates, an
incorrect signal is forwarded to the destination, so that the decoding at the destination
may result in a degraded performance.
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Compression And Forward Relaying
While the DF forwards the “decoded and then re-encoded” message from the signal
that it received, the AF forwards the re-scaled received signal as is in a soft information
form without any immature decisions about the received data. Since the DF method
is based on the assumption that the relay can correctly decode the received signal
from the source, this assumption is no more valid when the inter-user channel is
experiencing low SNR and so the recovered message has many errors. At these channel
conditions, the AF would result in a better performance although it does not benefit
from the error correction capability of the received signal at relay.
In the Compress and Forward (CF), the relay quantizes and then compresses the
received version of the original message before re-transmission. This is performed to
maintain the soft state of the received bits at the relay and forward sufficiently mini-
mum information about the received version at the relay to the destination. The soft
channel output symbol generated at the relay is represented by a minimum sequence
of bits that can help the destination to determine the most probable transmitted
symbol with simple decoding. If a Soft Input Soft Output (SISO) decoder can be im-
plemented at the relay, the decoded soft output of the SISO decoder is quantized and
compressed for transmission. The latter, is studied under coded cooperation which is
presented in the next section. The destination node combines the received message
from the source node with the additional compressed information received from the
relay about it to determine the actual transmitted signal. At the destination node,
an estimate of the quantized and compressed message is obtained by decoding the
received sequence of bits. This decoding operation involves mapping the received bits
back into a set of values that estimate the transmitted message.
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Coded cooperation
The difference between coded cooperation and the previous cooperation schemes is
that the former is implemented at the level of the channel coding. The earlier pre-
sented schemes, i.e. AF and DF, are based on diversity combining at the distention.
On other words, the relay retransmits estimates of the bits sent by the source. On
the other hand, in coded cooperation scheme the relay sends Incremental Redun-
dancy (IR) (additional code bits), which, when combined at the receiver with the
codeword sent by the source, would result in a codeword with larger redundancy.
The encoder in a non-cooperative system (i.e., point-to-point communications),
applies channel coding to the source bits to add additional redundant bits (parity)
that can help in increasing the recovery chances of original source message (codeword
containing source bits and parity bits) transmitted through the noisy channel to
the destination. In coded cooperation, the codeword is divided in two parts, one
part is transmitted through the direct channel, and the other part is generated and
transmitted through the relay channel. Usually, the latter will have better SNR
at the destination and therefore it can result in better forward error correction at
the destination decoder. The second part which is received over the relay channel is
generated from the first part. One simple way to do this is by puncturing the codeword
generated at the source’s encoder before transmission, and then the relay can guess
the punctured bits by using Forward Error Correction (FEC). These punctured bits
are regenerated and transmitted to the destination as the second part of the codeword.
Fig. 2.4 shows an example for coded cooperation. In this example, the source
uses CRC to add a small sequence of bits to be used at the relay as error correction
check bits after decoding the channel code. There are two puncturing schemes in
this example and they are chosen such that only the bits removed from the source’s
transmission are the bits transmitted from the relay. In this specific example, the
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Figure 2.4. Example of coded cooperation in which the relay transmits the IR when CRC finds no errors
in the decoded sequence by the CRC.
relay transmits only when the decoder at the relay results in error free decoding.
In the example of Fig. 2.4, the source bits of length K are encoded to a codeword
of length N . Before transmission, the code rate is increased by puncturing the output
codeword to reduce it’s length to N1, where K/N1 < 1. The relay uses the received
codeword of length N1 to recover the source K bit message and check for errors using
the included CRC sequence. If the decoding result is error free, the relay re-encodes
the bits with the same code space used at the source and then punctures it to obtain
a sequence of bits of length N2, where N = N1 + N2. The destination receives the
two parts of the code over the two channels and performs decoding for the overall
codeword of code rate R = K/N
The whole coded cooperation process can be compared to the non-cooperative
case where the source node performs channel encoding at a code rate R and then
transmits the output to the destination without the assistance of relays. However,
in the coded cooperation one part of the codeword is received over a better channel,
which means a better performance at the destination. The codeword broadcasted by
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the source node belongs to a code that is weaker than the code used at the receiver.
The code at the receiver is stronger from that at the source node since it combines
the N2 incremental redundancy bits received from the relay.
2.2 Turbo Product Codes
The Turbo principle was first introduced by C. Berrou in 1993 [25] and achieved
for the first time an error correcting code within 0.7 dB of the Shannon limit [26].
This principle consists of iteratively decoding of two parallel concatenated Recursive
Systematic Convolutional (RSC) codes through a random interleaver. The iterative
decoding is based on SISO decoding of the received sequence and on the optimal
transfer of the decoding information from one decoding stage to the next. After the
first introduction of the results of the convolutional turbo codes, the turbo principle
have been applied to block codes to obtain performances comparable to the convo-
lutional turbo codes sine the block codes exhibit lower complexity. The first results
for the Block Turbo Codes (BTC) were presented in 1994 [20] where the authors
proposed a new SISO decoder based on Chase II decoding of the received sequence
to find the Maximum-Likelihood (ML) codeword and a competing codeword that are
used to calculate the Log-Likelihood Ratio (LLR) of ML codeword.
2.2.1 Parallel Concatenation of Product Codes
The primary principle of turbo decoding is to iteratively decode two or more con-
nected component codes made from the same systematic bits. For BTC, the compo-
nent (constituent) codes are constructed from elementary block codes such as Bose-
Chaudhuri-Hochquenghem (BCH) or Reed-Solomon (RS), etc. Connection between
codes is gained by parallel or serial concatenation for two or more codes. Fig. 2.5
shows the two types of concatenations possible for the turbo codes. In addition, the
design of BTC also depends on the nature of the interleaver, denoted as “
∏
” in Fig.
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Encoder 1
Encoder 2
Encoder 2Encoder 1
Figure 2.5. Concatenation of two codes in (a) Parallel and (b) Serial form
2.5(a) and (b), whether it is uniform or pseudo-random interleaver.
The first introduction for serial concatenation of block code was in 1954 by Elias
[27]. In this thesis, the serial concatenation is referred to as TPC. The interleaver
used for the TPC is uniform (matrix) which transforms the rows into columns and
vice versa, where the data is written in the matrix row by row and read from the
matrix column by column.
Consider two block codes C1 and C2 with parameters (n1, k1, δ1) and (n2, k2, δ2),
respectively, where ni, ki and δi are the length of the codeword, the dimension of
the code space (input information length) and the minimum Hamming distance for
the code space Ci i = 1, 2, respectively. When the two codes C1 and C2 are serially
concatenated as shown in Fig. 2.5(b), the data will be first placed in a matrix of
dimension k2 × k1 before entering Encoder 1 which uses the code space C1. The
encoder will encode the matrix row by row to produce the row’s checks (parity) by
adding (n1 − k1) parity bits to the end of all k2 rows. The dimension of the output
encoded matrix will be (k2 × n1). This matrix contains k2 codewords of length n1
arranged in rows. The interleaver performs a transpose for the matrix by converting
the columns of the encoded matrix to columns so that the input matrix for Encoder 2
has dimension equal to (n1 × k2). Encoder 2, which uses the code space C2, encodes
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Figure 2.6. The output matrix for serial concatenation of two block codes (TPC)
the rows of the input matrix by adding (n2 − k2) parity bits to the end of each row.
Therefore, at the output of the encoder, the new dimension of the matrix will be
n1 × n2. The latter matrix, which is shown in Fig. 2.6, is used for transmission to
the receiver after modulation.
What distinguishes the serial concatenation from parallel concatenation, is the
fact that the second code C2 in serial concatenation is applied to the binary parity
bits generated by the first code C1 as well as the systematic binary bits as can be seen
in Fig. 2.6. The parity resulted from applying the second code on the first code’s
parity is called checks on checks (or parity on parity).
The resultant output code from the TPC encoder, using the two component codes
C1 and C2, can be presented by the parameters (n, k, δ), where n = n1 × n2 and
k = k1×k2, respectively. The rate for the new code is R = R1×R2, where Ri = ki/ni
is the code rate for the Ci code. One attractive feature in the TPC is that the
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δ = δ1 × δ2; the minimum Hamming distance is the multiple of the two Hamming
distances of the two constituent codes. In the following, this important aspect of the
serially concatenated codes with uniform interleaver is proved.
To establish this result, it is important to show first that all the n2 columns are in
the code space of C1 and all the n1 rows are in the code space of C2. A vector is in the
code space of a certain code if it is a codeword for that code with 1:1 relation with
a unique information input sequence. This means that a codeword in the code space
can be decoded to a unique original information sequence. It is straight forward to
show that the n1 rows of the coded matrix are in the code space C2 since they are
generated using this component code. This rule also applies for the first k2 columns
of the coded matrix to show that they belong to the code space C1 because they are
generated using this code. What remains is to show that the last (n2 − k2) columns
of the coded matrix belong to the code space of C1.
To show this, let Gi, i = {1, 2}, be the generator matrix for the code Ci. A linear
code generator matrix is any matrix whose rows are vector representations for the
base of the code space . By definition of the generator matrix, the dimension of Gi
is ki × ni. For a systematic block codes, this matrix can be written in the form:
Gi =

1 0 · · · 0
0 1 0
...
. . .
...
0 0 · · · 1
∣∣∣∣∣∣∣∣∣∣∣
p11 p
1
2 · · · p1ni−ki
p21 p
2
2 p
2
ni−ki
...
. . .
...
pki1 p
ki
2 · · · pkini−ki
 (2.2.1)
=
[
Iki×ki
∣∣Pi
ki×(ni−ki)
]
(2.2.2)
where the first ki columns of the generator matrix compose an identity matrix of size
ki. These columns are responsible for the systematic bits in the output codeword.
The remaining columns of Gi, which forms a matrix Pi of size (ki × (ni − ki)) that
generates the parity bits.
The sub-matrices Pr, Pc and Pp of the TPC matrix in Fig. 2.6 can be expressed
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in terms of the systematic matrix S and the corresponding generator matrices G1
and G2 of codes C1 and C2, respectively, in the following way:
Pc =
[
STP1
]T
= P1
T
S (2.2.3)
Pr = S P
2 (2.2.4)
Pp = PcP
2. (2.2.5)
The objective here is to show that Pp can be written also in the form:
Pp
T = Pr
TP1 (2.2.6)
or
Pp =
[
Pr
TP1
]T
= P1
T
Pr (2.2.7)
i.e. the last (n2 − k2) columns of the TPC matrix belongs to the code space of C1.
To get to this result, equation (2.2.5) can be rewritten after substituting for Pc from
equation (2.2.3):
Pp = PcP
2
= P1
T
S P2 (2.2.8)
= P1
T
Pr (2.2.9)
where (2.2.4) is substituted in (2.2.8). This is a very important result for the decoding
of TPC because it enables the transfer of extrinsic information about the parities of
the rows and the columns to the consecutive decoding stage unlike the decoding of
the parallel concatenated Convolutional Turbo Codes (CTC) where only the extrinsic
information about the systematic bits can be transferred to the next decoding stage.
The TPC resulted from serial concatenation with uniform interleaver is sometimes
called the complete TPC to distinguish it from the incomplete TPC in which only the
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Figure 2.7. The incomplete turbo product code.
parities of rows and columns are produced excluding the parity of parity as show in
Fig. 2.7. The incomplete TPC may result from parallel concatenation of of the two
encoders with uniform interleaver. The decoding of the parity bits in the incomplete
TPC does not benefit from the extrinsic information of the previous decoding stage.
In conclusion, the case of serial concatenation of two linear and systematic block
codes (e.g. BCH, RS, etc.) with uniform interleaving, the n2 columns can be decoded
using C1 code, and the n1 rows can be decoded using the C2 code. Moreover, if
the coding order is changed, rows followed by columns instead of columns followed
by rows, the output matrix will be the same. The iterative decoding exploits this
property by decoding the rows after columns and the columns after rows and using
the output extrinsic information as a-priori information for the stage that follows.
Having proved that all the rows and columns of complete TPC are codewords, we
will show now that for the same code, the minimum distance of the code is given by
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δ = δ1 × δ2. For this purpose, the linear properties of the component codes C1 and
C2and it’s weights are used. Since the component codes are linear block codes, we can
say that the concatenated serial coding is also linear and accepts linear operations.
The minimum distance of a linear code is defined as the minimum non-zero weight
that a codeword of that code could have. Assuming that the coded matrix has only the
codewords of minimum weights in its columns and rows and all the other columns and
rows are “zero-codewords”. i.e, this coded matrix has δ2 non-zero columns (Group A)
having the minimum weight δ1 of the code C1, and it has δ1 non-zero rows (Group B)
all of them have the lowest possible weight of C2 codeword which is δ2. Fig. 2.8 shows
an example of this matrix where δ1 = 3 and δ2 = 5. The total non-zero elements
of the matrix is thus equal to δ = δ1 × δ2 and is equal to 15 in the example of Fig.
2.8. Therefore, the minimum possible weight of the non-zero TPC is equal to to the
multiple of the weights of the component codes.
The choice of interleaving for a serial concatenation with non-uniform interleaving
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is very complex and has been barely studied until now. For this type of block turbo
codes and using the same component codes like the TPC, the resulting code will have
the same n = n1 × n2, k = k1 × k2 and the same rate R = R1 × R2. However,
the minimum distance of this code is not guaranteed to be equal to δ1 × δ2 of the
two component codes and it depends mainly on the type of interleaving used. In
the worst case δ = sup (δ1, δ2), this is because the last n2 − k2 columns of the coded
matrix no longer belong to the code space of C1 [28]. In addition, this fact will have
negative consequences on the operation of iterative decoding thereafter. Lastly, on a
practical level, the implementation of pseudo-random interleaving can lead to large
complexity. Therefore, we can deduce that serial concatenation of block codes with
uniform interleaving (or product codes) makes up the best concatenated code for the
BTC.
2.2.2 Performance of Product Codes with BCH Component
Codes
The first Product Code introduced by Elias in 1954 was based on Hamming codes.
However, the encoding process described in the previous section applies to any sys-
tematic linear block code (e.g. BCH, RS, etc.). The properties discussed in the
previous section also remain true when the number of elementary codes is higher
than two. In this section the case when BCH codes are used as component codes of
the TPC is further studied for performance analysis, nevertheless, the results shown
for the performance can apply for any type of systematic linear block code.
BCH codes were invented independently by two separate research teams, namely
by Hocquenghem, and by Bose and Ray-Chaudhuri, in years 1959 and 1960, respec-
tively. The main advantage of BCH codes is that they can be easily decoded using an
algebraic method known as syndrome decoding. Therefore, a very simple electronic
hardware can perform the task. This means that both encoder and decoder may be
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made small and low-powered device. On the other hand, they are also highly flexible
as a class of codes, allowing vast range of possible block length and the allowed error
thresholds, meaning that a custom code can be designed to a given specification.
Technically, a BCH code is a cyclic code over a finite field with a particularly
chosen generator polynomial. It is also able to correct multiple random error patterns.
The length of primitive BCH code is given by n = 2m−1, where m is positive integer.
The minimum distance of the code is odd and the number of maximum correctable
bits is given by:
t = bδ − 1
2
c. (2.2.10)
where b·c returns the floor of argument.
2.2.3 Soft Decoding of Block Codes
Decoding of block codes can be carried out using two criteria depending on the nature
of the input bits and the bearable complexity that can be afforded at the decoder.
In the hard decoding criterion, when the input at the decoder is considered binary,
optimal decoding is based on finding the codeword with the minimum Hamming
distance from the received input vector. One of the main contributions in the area
of hard decoding of blokc codes is for Berlekamp [29] and Massey [30] in the case of
cyclic codes. These decoders have low complexity but they yield lower coding gain
than soft decoding methods.
Soft decoding is often used in the case of availability of channel soft output at the
input of the decoder and the decoder complexity is tolerable. Soft channel output
are available when the codewords are transmitted by linear modulation(e.g. Phase
Shift Keying (PSK) or Quadrature Amplitude Modulation (QAM)) through noisy
channels. For simplicity, the case of Binary Phase Shift Keying (BPSK) transmission
over a Gaussian channel and reception by a coherent receiver is considered. The
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observations at the input of the decoder have the form:
yi = xi + ni (2.2.11)
where xi is the transmitted binary BPSK symbol ∈ {−1,+1} and ni is the additive
noise with σ2 variance. It was found that the optimal decoding of the input soft
vector is based on finding the codeword with the minimum Euclidean distance from
the input vector. With this decoder, it possible to significantly improve the coding
gain compared to hard decoding.
For the description of the iterative decoding based on soft decoding in this section,
we will consider the case of a product code obtained by serial concatenation of two
BCH codes. Let C1 be the code applied along the columns and C2 along the rows. One
decoding iteration consists of two decoding stages, i.e. iterative decoding is performed
by decoding the columns using a SISO decoder based on the code C1 followed by a
SISO decoding for the rows based on the code C2 and then restart the process for
the next iteration. When the columns are decoded, codewords from C1 code space
results along the columns, but in case there are errors in the decoding, the rows are
not necessarily C2 codewords. On the other hand, decoding the rows will lead to C2
codewords in the rows, nevertheless, columns are not necessarily C2 codeword. By
repeating the process, the decoding process may converges towards a product code
codeword, such that all the columns and all the rows are codewords in the C1 and C2
code spaces, respectively.
The iterative decoding of product codes using hard decoders instead of SISO
decoder has been studied in [31, 32]. It was found that this process is suboptimal
compared to the soft decoding process. The receiver truncates the received soft
channel output and returns binary bits sequence before carrying out the decoding
process. The truncation process (applying threshold to the received input bits), which
simply returns the sign of observation, leads to a loss of soft information which would
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be of great help in the decoding process. Experimental results shows that the first
hard decoding of the rows led to a loss ranging of 1.0-2.0 dB. Thus, For the rest
of the dissertation we will only use soft decoding of the elementary codes as the
basic component for the iterative decoder. In the following sections, two famous soft
decoding techniques of block codes are presented.
Optimal Block Decoding Decision
Consider the transmission of a binary codeword Ct = {ct1, ct2, · · · , ctn}, where ci ∈
{0, 1}, having the parameters (n, k, δ) after BPSK modulation over a Gaussian chan-
nel. This codeword belongs to a code space C of dimension 2k, where C = {C1, C2, · · · , C2k}.
The output vector after BPSK modulation is X = {x1, x2, · · · , xn}, where xi ∈
{−1,+1}.
The received bits for the transmitted codeword is obtained by (2.2.11), so at the
decoder input we have an observation vector R = {r1, r2, · · · , rn}. The decoder will
search for the optimal decision based on search criterion which is discussed later. The
optimal search criterion is based on minimization of the probability of error per bit
information symbol (Pb) or the probability of error per codeword or block (Pc).
The soft decoding for block codes presented in this section is proposed by Pyndiah
et. el. in 1994. This decoding method targets to minimizing the block Pc. The
minimization of Pc is achieved by using the Maximum A-posteriori Probability (MAP)
method as follows:
D = arg max
Ci∈C
{
P (Ct = Ci|R)} (2.2.12)
= arg max
Ci∈C
{
P {R|Ct = Ci}P {Ct = Ci}
P {R}
}
(2.2.13)
where D = {d1, d2, · · · , dn} is the decision codeword. This decision rule finds the
codeword that is most probably transmitted given the received sequence R. The
second equality follows after using Bayes rule. Since a k-bit information block is
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mapped by a one-to-one relation to a codeword, all the codewords have the same
probability of 1/2k since all data bits are mutually independent with equal proba-
bilities, consequently, the term P {Ct = Ci} is equal for all Ci as well as the term
P {R} because the channel is independent of the transmitted codeword. Therefore,
the relation (2.2.13) reduces to:
D = arg max
Ci∈C
{
P
{
R|Ct = Ci}} (2.2.14)
In AWGN channel, conditional Gaussian probability density of can be substituted
for P {R|Ct = Ci} as follows:
P
{
R|Ct = Ci} = n∏
j=1
(
1√
2piσ2
e
−(rj−cij)
2
2σ2
)
(2.2.15)
=
(
1√
2piσ2
)n
e
−
n∑
j=1
(rj−cij)
2
2σ2 (2.2.16)
Substituting (2.2.16) in (2.2.14) we get:
D = arg max
Ci∈C

(
1√
2piσ2
)n
e
−
n∑
j=1
(rj−cij)
2
2σ2
 (2.2.17)
= arg max
Ci∈C
e
−
n∑
j=1
(rj−cij)
2
2σ2
 (2.2.18)
= arg max
Ci∈C
{
−
n∑
j=1
(rj − cij)2
}
(2.2.19)
= arg min
Ci∈C
{
n∑
j=1
(rj − cij)2
}
(2.2.20)
= arg min
Ci∈C
{||R− Ci||2} (2.2.21)
where || · || returns the Euclidean distance of it’s argument. In conclusion, the Maxi-
mum A-posteriori Probability (MAP) decoding try to minimize the distortion intro-
duced by the transmission channel, called square of the Euclidean distance, between
the received vector and the codeword Ci by assuming that the most probable trans-
mitted codeword is the closest in Euclidean distance to the received vector.
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Optimal decoding presented in (2.2.21) uses exhaustive search to find the most
probable codeword, hence the complexity of decoding is given by the number of all
codewords in the code space, which is equal to 2k. So the complexity of decoding
grows exponentially with the length of information block. Therefore, the decoding
complexity is considered reasonable for codes with a small size, i.e. k ≤ 8. However,
the extended BCH code (64,51,6) contains 2.25 × 1015 codewords, so an exhaustive
search is impossible to implement. Block codes used for turbo codes are often large
in order to obtain high coding outputs. Exhaustive search for the most probable
codeword is impractical for these codes. Alternative sub-optimal decoding algorithms
were proposed as a solution for block codes with large lengths to reduce the complexity
to a tolerable level.
Soft Decoding of Block Codes (Chase Algorithms)
Chase proposed a sub-optimal algorithm of lower complexity to carry out the soft
decoding of block codes [33]. Instead of searching all the code space for the optimal
codeword which have the minimum Euclidean distance from the observation, this
algorithm searches the optimal codeword from a set of binary sequences that are close
to the observation in the sense of Euclidean distance. This is done by generating a
set of test patterns with the shortest Euclidean distance from the observation. This
subset contains the optimal codeword with the minimum distance with a probability
close to one.
The code space is considered of dimension n and contains 2k codewords C =
{C1, C2, · · · , C2k}. We can also consider the observation vector R as a point in this
space. Each element of the vector R is a component in a specific dimension (axis)
of space, whose value indicates the projection of the observation vector on this axis.
Any codeword Ci is regarded as a point in the space with n components where each
component has a value in -1,+1. Moreover, not all the points in the space of size n
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Figure 2.9. Finding the most probable codewords within the sphere of radius
√
4(δ − 1).
and with component values in -1,+1 are codewords and there are only 2k  2n of
them are considered codewords.
The first Chase decoding algorithm considers the most probable codewords within
the Hamming distance of the code. Chase defines a zone containing a subset of
codewords Ω closest to the received vector within a sphere of radius less than the
Hamming distance. The center of the sphere is given by
Y = {y1, y2, · · · , yn}, where yi = sign(ri), (2.2.22)
where this point represents the closest point the the n-dimensional space to R. The
Euclidean distance is related to the Hamming distance by the relation:
dE(C
1, C2) =
√
4× dH(C1, C2) (2.2.23)
So the radius of the sphere is equal to
√
4(δ − 1). Therefore, this algorithm is capable
of of correcting at most (δ− 1) bits, and if the noise displacement moves the received
vector by more than (δ − 1) bits, the algorithm will result in an erroneous decision.
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To find the subset of codewords Ω contained within the sphere, the decoder con-
structs another sphere of radius
√
4t, as shown in Fig. 2.9, and decode all the possible
points in the sphere to codewords using hard decoder. This way, the decoder scans
the
√
4(δ − 1) from the inner sphere because √4(δ − 1) = √4(2t) = √4t+ 4t, i.e.
each point in the inner sphere is center for another sphere of radius
√
4t. Therefore,
the complexity of this algorithm is determined by the number of points in the inner
sphere which determines the number of hard decodings performed. Thus, the latter
is given by:
Nd = 1 +
t∑
i=1
(
n
i
)
∼ n
t
t!
(2.2.24)
this restricts the algorithm to codes with short length and low correction capacity.
The first Chase algorithm (Chase I) is presented in Algorithm 1. For a (63, 57, 3)
code, MAP algorithm requires exhaustive search among 257 ' 1.5× 1017 codewords,
on the other hand, Chase I requires search among only 63 codewords (t=1) with 63
hard decodings to find the most probable codeword within the sphere.
Input: Observation vector R = {r1, r2, · · · , rn}
Calculate Y = {y1, y2, · · · , yn}, yi = sign(ri);
Calculate S: Sphere of radius √4(δ − 1) centered at Y ;
Set Ω = Φ;
foreach Si Point in S do
Ci = Hard decoding(Si);
if Ci is a codeword then
Ω = Ω ∪ Ci;
Calculate di = dE(R,C
i);
end
end
Output: Decision codeword from Ω with lowest di
Algorithm 1: First Chase Algorithm for Soft Decoding
Chase proposed another algorithm, known as Chase II, to reduce the complex-
ity even more than his first algorithm by reducing the number of hard decodings
performed. A small subset of the points included inside the sphere of radius
√
4t is
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considered for hard decoding in order to construct the subset Ω. This is done by
first measuring the reliability of the bits of the vector Y by defining a log likelihood
probability ratio for each bit yi. Assuming BPSK modulation in AWGN channel, the
channel reliability for bit yi is defined as:
L(yi) = ln
(
P (xi = +1|ri)
P (xi = −1|ri)
)
(2.2.25)
= ln
(
P (ri|xi = +1)
P (ri|xi = −1)
)
+ ln
(
P (xi = +1)
P (xi = −1)
)
(2.2.26)
= ln
1√
2piσ2
e
−(ri−1)2
2σ2
1√
2piσ2
e
−(ri+1)2
2σ2
(2.2.27)
= ln
(
e
−(ri−1)2+(ri+1)2
2σ2
)
(2.2.28)
= ln
(
e
4ri
2σ2
)
=
2
σ2
ri (2.2.29)
where the second part of (2.2.26) is equal to zero since the two probabilities in the
numerator and the denominator are both equal to 1
2
when there are no a-priori infor-
mation at the start of decoding. In a channel experiencing attenuation, where each
bit is attenuated by the value ai, the result in (2.2.29) becomes:
L(yi) =
2ai
σ2
ri (2.2.30)
The magnitude of the LLR value in (2.2.29) and (2.2.30) indicates the reliability of
the decision; when L(yi) → 0, the two probabilities that yi is either -1 or +1 are
almost equal, and when L(yi)→ ±∞, the decoder is more certain about it’s decision.
From the reliability values for the vector Y , the lowest q positions are selected and
called the Least Reliable Bits (LRB). The decoder permutes -1’s and +1’s in the LRB
positions to get a set of test patterns of size 2q that contains vectors in the space within
the sphere of radius
√
4t centered at Y . This reduces the number of decodings required
to get the candidate codewords Ω from nt/t! to 2q. However, the reduction of search
zone leads to increasing the probability that the transmitted word is outside the search
35
zone, and so the performance of the decoder is degraded. A compromise between the
reduction of the search zone and degradation of the performance is proposed by Chase
by choosing the optimal value of q using the following empirical relation:
q =
⌊
δ
2
⌋
(2.2.31)
Input: Observation vector R = {r1, r2, · · · , rn}
Calculate Y = {y1, y2, · · · , yn}, yi = sign(ri);
foreach yi in Y do
Calculate L(yi): the reliability of vector Y elements;
end
Find the LRB positions in the Y vector;
Construct the test patterns set by permuting -1 and +1 in the LRB positions
of Y ;
Set Ω = Φ;
foreach Vector Si in test patterns do
Ci = Hard decoding(Vi);
Calculate di = dE(R,C
i);
if Ci is a codeword then
Ω = Ω ∪ Ci;
Calculate di = dE(R,C
i);
end
end
Output: Decision codeword from Ω with lowest di
Algorithm 2: Second Chase Algorithm for Soft Decoding
The second Chase algorithm is summarized in Algorithm 2. The complexity of
this algorithm does not depends on the length of codeword n, thus there are no more
restrictions on the length of codeword. Moreover, the degradation of performance is
relatively low due to the considerable reduction in the number of decodings required.
2.2.4 Iterative Decoding of Product Turbo Codes
In this section, the main principle of TPC, which is the iterative decoding of con-
catenated block codes, is demonstrated. It was shown is section 2.2.1 that the serial
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concatenation of block codes with uniform interleaving yields more asymptotic cod-
ing gain than parallel concatenation, since the former configuration leads to larger
minimum hamming distance than the any configuration for the code. Moreover, it
was shown that using the extended version of the primitive codes will increase the
asymptotic coding gain. As a conclusion, this code obtained by serial concatenation
of extended block codes with uniform interleaving makes the best choice for the block
turbo codes, which is the same code proposed by Elias in 1954 [27].
For the decoding of this code, which consists of iteratively decoding the rows and
the columns of the TPC matrix and repetition of the process, we presented in sec-
tion 2.2.3 some of the main soft decoding algorithms for the block codes proposed by
Chase, which is preferred to be used in decoding of block codes due to the asymptotic
coding gain of 1.5-2.0 dB more than hard decoding. As it well known for it’s counter-
parts, the convolutional turbo codes, for iterative decoding, the soft decoder should
deliver soft output for the next decoding stage in order to attain the maximum coding
gain. However, the second Chase algorithm, which makes the best available choice
for soft decoding of block codes while maintaining a good performance-complexity
compromise, provides a hard decision output instead of the required soft output for
the iterative decoding. In order to have an effective iterative decoding, it is important
to construct a SISO decoder which assigns a reliability values for it’s decision. This
will be the main theme of following sections. Two SISO decoding algorithms based
on Chase-II algorithm will be discussed to find the decision codeword and assigns a
reliability values for it’s bits.
2.2.5 SISO Decoding of a Block Code using a Competing
Codeword (CC)
Pyndiah et. el. proposed in 1994 a SISO decoding algorithm for turbo block codes
[20]. This decoding algorithm is to find a decision codeword, and generating the
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soft output for each decision bit di. First a Competing Codeword (CC) “C” with
minimum Euclidean distance from R such that dj 6= cj. Then the difference between
the two Euclidean distances is used as a measure of reliability for the decision bit.
To demonstrate this algorithm, consider transmitting BPSK modulation of (n, k, δ)
codeword Ct = {c1, c2, · · · , cn} over a Gaussian channel. The received signal at the
relay is denoted as R = {r1, r2, · · · , rn}, where ri is defined in (2.2.11)in terms of xi
which is the BPSK modulated symbol for ci.
Recall the LLR for the decoder’s decision as defined in (2.2.25) and redefine it in
terms of the observed vector R:
Λi = ln
(
P (xi = +1|R)
P (xi = −1|R)
)
, ∀ i (2.2.32)
where the magnitude of Λi provides the reliability of the decision made by decoder.
The probabilities in the numerator can be expanded using the sum of probabilities of
those codewords that all have xi = 1 or xi = −1:
P (xi = +1|R) =
∑
Ci∈C
P (xi = +1, C
t = Ci|R) (2.2.33)
=
∑
Ci∈C
P (xi = +1|Ct = Ci, R)× P (Ct = Ci|R) (2.2.34)
the first probability in the summation can be rewritten in the form:
P (xi = +1|Ct = Ci, R) = P (xi = +1|Ct = Ci) (2.2.35)
=
{
1 if cij = +1
0 if cij = −1
(2.2.36)
So (2.2.34) reduces to:
P (xi = +1|R) =
∑
Ci∈Cj+
P (Ct = Ci|R) (2.2.37)
where Cj+ is the set of codewords in the C space that have +1 in the j-th position.
Using Bayes rule, this probability can be rewritten in the form:
P (E = Ci|R) = P (R|C
t = Ci)× P (Ct = Ci)
P (R)
(2.2.38)
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The same procedure can be performed to the denominator of (2.2.32) to finally get:
P (xi = −1|R) =
∑
Ci∈Cj−
P (R|Ct = Ci)× P (Ct = Ci)
P (R)
(2.2.39)
here Cj− is the set of codewords in the C space having -1 in the j-th position.
Since the probability of all codewords are equal for independent and identically
distributed messages, i.e.:
P (Ct = Ci) =
1
2k
, ∀ i
and because the denominator part P (R) is common for all the terms in (2.2.38) and
(2.2.38), the LLR of in (2.2.32) can be represented in the form:
Λi = ln

∑
Ci∈Cj+
P (R|Ct = Ci)∑
Ci∈Cj−
P (R|Ct = Ci)
 (2.2.40)
For a Gaussian channel, (2.2.40) can be written in terms of it’s elements:
Λi = ln

∑
Ci∈Cj+
P (R|Ct = Ci)∑
Ci∈Cj−
P (R|Ct = Ci)
 (2.2.41)
= ln

∑
Ci∈Cj+
n∏
l=1
P (rl|ctl = cil)∑
Ci∈Cj−
n∏
l=1
P (rl|ctl = cil)
 (2.2.42)
= ln

∑
Ci∈Cj+
n∏
l=1
1√
2piσ
e
−(rl−cil)
2σ2
∑
Ci∈Cj−
n∏
l=1
1√
2piσ
e
−(rl−cil)
2σ2
 (2.2.43)
eliminating the common parts, and using the definition of Euclidian distance, (2.2.43)
reduces to:
Λi = ln

∑
Ci∈Cj+
e
−‖R−Ci‖2
2σ2

∑
Ci∈Cj−
e
(
−‖R−Ci‖
2
2σ2
)
 (2.2.44)
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Let Dj+ = {dj+1 , dj+2 , · · · , dj+n } be the codeword in Cj+ with minimum Euclidean
distance from R, and let Dj− = {dj−1 , dj−2 , · · · , dj−n } be the codeword in Cj− with
minimum Euclidean distance from R. Isolating Dj+ and Dj− in the numerator and
in the denominator the LLR can be rewritten as:
Λj =
1
2σ2
(∥∥R−Dj−∥∥2 − ∥∥R−Dj+∥∥2)+ ln

∑
i
Ai∑
i
Bi
 (2.2.45)
where
Ai = exp
(
‖R−Dj+‖2 − ‖R− Ci‖2
2σ2
)
≤ 1; with Ci ∈ Cj+ (2.2.46)
and
Bi = exp
(
‖R−Dj−‖2 − ‖R− Ci‖2
2σ2
)
≤ 1; with Ci ∈ Cj− (2.2.47)
the inequality in (2.2.46) and (2.2.47) follows from the fact that the argument of
the exponential function are always negative since the two quantities ‖R−Dj+‖ and
‖R−Dj−‖ are defined to be the smallest for all Ci ∈ Cj+ and Ci ∈ Cj−, respectively.
Assuming that the codewords are distributed uniformly in the C space, the two
quantities
∑
i
Ai and
∑
i
Bi will be almost equal and the ratio in (2.2.45) becomes:
ln

∑
i
Ai∑
i
Bi
 ≈ 0
Therefore, the LLR for the output of the decoder at bit j can be expressed as:
Λj =
1
2σ2
(∥∥R−Dj−∥∥2 − ∥∥R−Dj+∥∥2) (2.2.48)
=
1
2σ2
(
n∑
l=1
(
rl − dj−l
)2 − n∑
l=1
(
rl − dj+l
)2)
(2.2.49)
=
1
2σ2
(
n∑
l=1
(
rl − dj−l
)2 − (rl − dj+l )2
)
(2.2.50)
=
1
2σ2
(
n∑
l=1
(−2rldj−l )− (−2rldj+l )
)
(2.2.51)
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taking rj out of the summation (note that d
j−
j = −1 and dj+j = +1), we get:
Λj =
2
σ2
(
rj +
n∑
l=1,l 6=j
(
rld
j+
l pl
))
(2.2.52)
where
pl =
{
0 if dj+l = d
j−
l
1 if dj+l 6= dj−l
(2.2.53)
normalizing (2.2.52) with respect to 2/σ2, we get:
σ2
2
Λj = rj +
n∑
l=1,l 6=j
(
rld
j+
l pl
)
(2.2.54)
= rj + wj (2.2.55)
= r′j (2.2.56)
where r′ is the final soft output of the SISO decoder that is used for the following
decoding stage as input. wj in (2.2.54) is called the extrinsic information which is the
information collected about the bit from the neighboring bits and does not depend on
rj. Like convolutional turbo codes, extrinsic information play very important rule in
turbo decoding of block codes since it is used to deliver reliability information about
the decoded bit to the decoder.
The value of wj in (2.2.55) depends on the two codewords D
j+ and Dj− with
a minimum Euclidean distance from vector R with +1 and -1 in the j-th position,
respectively. The term wj have information on the sign of the transmitted symbol c
T
j
that are contained in the other transmitted symbols of the codeword because of the
correlation between these symbols introduced by coding.
The above derivation of the soft output information assumes that the decoder can
find the codeword with minimum Euclidean distance from R as appears in equations
(2.2.45), (2.2.48), etc. However, as discussed earlier in section 2.2.3, finding the
optimal decision with the minimum Euclidean distance from the observation vector
is a complex procedure and requires huge computations. Luckily, this procedure can
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be simplified by using one of Chase algorithms that discussed earlier in section 2.2.3
to generate a set of codewords Ω having minimum distance from R.
The decision codeword D can be found from this set as discussed in the Algorithms
1 and 2. However, to find the reliability of the bit output bit j in equation (2.2.48),
two codewords Dj+ and Dj− are required and Chase algorithm provides only one
decision codeword. The algorithm proposed by Pyndiah suggests to use the decision
D found by Chase-II algorithm as either Dj+ or Dj−, depending on the value of
the j-th bit. Assuming that there exist another codeword C in Ω having minimum
Euclidean distance from R such that cj 6= dj, this codeword will serve as the second
codeword of Dj+ or Dj− beside D. By reusing (2.2.48) with normalization by σ2/2
and substituting C and D for Dj− and Dj+ we obtain:
r′j =
(
‖R− C‖2 − ‖R−D‖2
4
)
× dj (2.2.57)
note that the output takes the sign of Chase decision dj and the magnitude of the
output depends exclusively on the difference between the two Euclidean distances
between R and the two competing codewords. Since D is defined to have to minimum
Euclidean distance then the difference in the numerator is always positive.
Note that when ‖R− C‖2 → ‖R−D‖2, then the two codewords C and D tend
to have equal probability, meaning that the reliability of the decoders decision about
dj is close to zero. On the other hand, when the difference between those two metrics
become larger, the reliability value of the decision bit dj become larger.
The assumption that there exists a codeword in Ω necessitate the generation of
a very large set of codewords in Ω which increases the decoding complexity. The
algorithm proposes to use a fixed number of test patterns (which determines the size
of Ω), and to use an empirical relation when the competing codeword does not exist
in Ω. This empirical relation as proposed by Pyndiah et. el. is:
r′j = β × dj. (2.2.58)
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This assumption is based on the fact that when C does not exist in the search zone
defined by Chase algorithm, this means that the codeword C is relatively distant from
R and the Euclidean distance ‖R− C‖2 is relatively large compared to ‖R−D‖2,
hence the decision is relatively reliable. The choice for the value of β is not easy,
since an erroneous decision could propagate errors to the rest of bits in the decoding
if a high β value is assigned which corresponds to a high reliability of the error bit.
A small value for a correct decision, on the other hand, will slow the convergence to
the correct codeword. Pyndiah et. el. proposed to use the probability of errors at
the SISO output as factor to determine the value of β [34]:
β ∝ ln
(
P (dj = c
t
j)
P (dj 6= ctj)
)
. (2.2.59)
By using this relation, the complexity of the decoding will be significantly reduced
due to the reduction of the number of required decodings and reduction in the search
zone.
Iterative decoding process of serially concatenated block codes is composed of rows
decoding and columns decoding. Each decoding is performed using SISO decoder on
the observed vector in addition to the the extrinsic information provided by the
previous decoding stage. This process is repeated several times until fixed number
of iterations. A general one decoding stage including a SISO decoder structure is
presented in Fig. 2.10. The SISO decoder takes single input and returns single output.
The input is a summation of the extrinsic information matrix W[m] (a-priori input)
from the previous decoding stage (m − 1) with the normalized observation matrix
R, where m is the decoding stage number. For the first decoding stage W[m] is
initialized to zero. The output of the SISO decoder is the new extrinsic information
obtained as the difference between the normalized LLR of the decoded bit and soft
input as given in (2.2.55).
A single decoding stage (across the columns or the rows) that is used to produce
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Rows (Columns) 
SISO Decoding+×
R R
W[m] W[m+1]
α[m]
β[m]
R[m]
Figure 2.10. Single stage SISO decoder based on competing codeword CC algorithm
the soft output in the iterative decoding process of a product code is illustrated in
Fig. 2.10. The input matrix for the SISO decoder is given by:
R[m] = R + α[m]W[m] (2.2.60)
where multiplicative factor α[m] are constants depend on the type of channel . Al-
though the two random variables W[m] and R have the same distribution (elements
of W[m] are combination of different observations from R), they have different av-
erage and different standard deviation, therefore, α[m] are used to adjusts the level
of W[m] to the level of R after each iteration. The elements of α[m] are optimized
by successive approximation. For the first iterations, the elements of α[m] are chosen
very close to zero since the BER at the output of the decoder is relatively high and
therefore the output extrinsic information have low reliability. On the other hand,
the coefficients of α[m] reaches values close to one for the last iterations since the
BER of the decoding process decreases in general and therefore the reliability of the
decisions increases. The coefficients of β[m] are chosen in a similar manner, where
they take small values close to zero for the first iterations and increase with m. The
values of α[m] and β[m] are optimized according to the code used and the transmis-
sion channel. In his paper, Pyndiah, proposed a method to reduce the dependency
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between the two parameters that reduces the optimization complexity [35].
2.2.6 SISO Decoding Based on the Destructive Euclidean
Distance
The decoding algorithm discussed in the previous section is suitable for high code
rates, and becomes inefficient when the Hamming distance of the code increases. List
based algorithms which uses Ordered Statistics Decoding (OSD) algorithm for decod-
ing are proposed in [36–38] to decode BTC with high code rates. These algorithms
orders the soft inputs and produce a subset of all possible k errors patterns which are
encoded to obtain a large number of codewords. The performance of such algorithms
is very close to optimal maximum likelihood decoder at the cost of high computational
complexity.
To reduce the computational complexity, an alternate solution was proposed by Le
et. el. in [39]. Unlike the list based SISO decoding algorithms, the approach in [39]
uses the Destructive Euclidean Distance (DED) for obtaining the soft information for
the decision codeword. The DED is used as a measure of reliability of the decision
obtain by Chase algorithms.
This algorithm based on the DED has less complexity than the algorithm proposed
by Pyndiah et. el. since it does not require the search for competing codeword. The
decoding is performed in two steps: First, a decision codeword D = {d1, d2, · · · , dn} is
obtained by using Chase II algorithm, which is explained in section 2.2.3. Second, the
soft output are calculated using the DED between the decision D and the observation
vector R as a measure of reliability.
It was shown in (2.2.48) that the reliability of a decision bit dj is given by the
magnitude of the LLR of the decision as:
Λj =
1
2σ2
(‖R− C‖2 − ‖R−D‖2) (2.2.61)
where C = {c1, c2, · · · , cn} with cj ∈ {−1,+1} is a competing codeword such that
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dj 6= cj and minimum Euclidean distance from R. This Equation is normalized and
from it the normalized extrinsic information wj is obtained by
wj =
σ2
2
Λ(dj)− rj (2.2.62)
In the algorithm based on the DED the LLR is calculated based on the destructive
distance of D unlike using the CC as in (2.2.61). From the DED of the decision
a confidence value is calculated for the codeword which is used to derive the soft
information about the decision bit. The confidence value is defined as the probability
that the decoder makes correct decision given received sequence R, which can be
written as
φ = P (D = X|R) (2.2.63)
where X is the BPSK transmitted sequence.
The measure of confidence, i.e. φ can be estimated by the decoder in terms of the
Euclidean distance dE. However, this would only work for the first iteration when
there are no extrinsic information added to the observation vector R. On other words,
for this to work, the side effects of the extrinsic information have to be removed from
the calculation of dE in the following iterations. Consider the Euclidean distance at
the j-th bit position dEj = (rj + wj − dj)2, when (rj − dj)w˙j < 0 we say that the
extrinsic information have a positive effect on the Euclidean distance, i.e. decreasing
dEj . On the other hand, wj has negative effect on the Euclidean distance when
(rj − dj)w˙j > 0 since it increases the Euclidean distance for this bit position. The
latter case, when wj has negative effect on dEj , is referred to the side effects on the
extrinsic information on the Euclidean distance and it should not be removed from
the estimation of the confidence value of the decision. Thus, for the estimation of
φ, this algorithm suggests the use of the DED rather than the Euclidean distance so
that only negative effect of wj is considered on calculations.
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dDED <9 9 10 11 12 13 14 > 14
φ 0.99 0.93 0.9 0.82 0.82 0.42 0.21 0
Table 2.1. Look-up table for φ as a function of dDED.
The destructive Euclidean distance is defined as the sum of Euclidean distance
for the bit positions where the observed bit has a different sign than the decision bit,
i.e. if we denote DED as dDED, then
dDED =
∑
j∈{j|(rj−dj).dj<0}
(rj − dj)2. (2.2.64)
Note that dj replace wj in the calculation of dDED since they have the same sign most
of time.
To obtain the relationship between the DED and the confidence value φ the au-
thors use software simulation. The simulation generates 10000 samples of decoding
results from BTC with parameters (64, 51, 6)2 as an example. The confidence value
is estimated using (2.2.63), while the DED is calculated from (2.2.64). Since φ may
depend on the iteration number, Eb/N0 and the number of LRB p, different cases
were plotted in Fig. 2.11. Since all the cases in Fig. 2.11 are similar, the effect of the
iteration number, Eb/N0 and p can be neglected, and therefore the confidence value
can be represented as only a function of dDED:
φ = f(dDED) (2.2.65)
this would also reduce the implementation complexity. The curve which corresponds
to the best performance is selected from 2.11 and a discrete look-up table 2.1 is used
instead of continuous representation. Consequently, the computational complexity is
significantly reduced with the pre-assigned look-up table.
To compute the soft output for the decision codewordD found by Chase algorithm,
it is essential to relate the confidence value to the log-likelihood ratio of the decision
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TABLE I
FUNCTION MAP BETWEEN Distdes AND Φ FOR BTC(64, 51, 6)2
Distdes <9 9 10 11 12 13 14 >14
Φ 0.99 0.93 0.9 0.82 0.65 0.42 0.21 0
outputs will be scaled by a factor α and then will be fed into
the next decoding stage.
III. THE NEW ALGORITHM
In the new algorithm, we use step 1 (Chase II algorithm)
as described in section II to find a decision code word D.
However, step 2 is replaced with a ”distance-based algorithm”,
which computes extrinsic information based on the distance
property of D. In our proposed algorithm, first the confidence
value of the decoded codeword is evaluated and then the soft
outputs are generated. The concept of the new algorithm is
described in the following subsections and the implementation
will be presented in the next section.
A. Confidence Value of the Decoded Codeword
Once decision codeword D is found, it will be evaluated by
a confidence value Φ, which is defined as the probability that
the decoder makes correct decision given received sequence
R, written as Φ = P{D = X|R}. Computing Φ is impossible
for a practical implementation, thus estimation has to be
performed. Our first attempt uses the Euclidean distance of the
decision codeword D, denoted Dist, to estimate Φ. However,
this method only works at the first iteration where there is no
extrinsic information. Side effects of the extrinsic information
have to be removed from the calculation of Dist in later
iterations. A solution is made based on the study of Euclidean
distance property. Consider the jth position in D where the
individual contribution to Dist is (rj + wj − dj)2 . In this
case, the extrinsic information wj plays a positive role in the
estimation process (decreasing the Euclidean distance) when
(rj − dj) · wj < 0. Likewise, the extrinsic information wj
plays a negative role (increasing the Euclidean distance) when
(rj − dj) ·wj > 0 and this part of effect should not be taken
into account in the estimation process. We define destructive
Euclidean distance, denoted Distdes, as the sum of Euclidean
distance where the noise vector has a different polarity than
the decision vector, written as
Distdes =
∑
j∈DES
(rj − dj)2
where DES = {j|(rj − dj) · dj < 0} (3)
Note that in (3), we have replaced wj with dj since most
of the time wj and dj have the same sign. In our study,
we obtained the relationship between the confidence value
Φ and the destructive Euclidean distance Distdes through
software simulation. Taking BTC(64, 51, 6)2 as an example,
Fig. 1 was generated by simulation for 10000 samples of
decoding results. Since Φ also depends on the iteration step
t, signal to noise ratio Eb/No, and the number of LRB p,
different curves are plotted for comparison. As can be seen,
all resulting curves are similar to each other. Therefore, for
practical considerations, we may omit the influence of the
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Fig. 1. Confidence value Φ versus destructive Euclidean distance Distdes
for BTC(64, 51, 6)2.
variable t, Eb/No, and p, and treat the confidence value Φ as
a function of destructive Euclidean distance, written as
φ ≈ f(Distdes) (4)
The actual values of Φ have to be chosen for the individual
code from software simulation as shown in Fig. 1. The curve
with the best performance is selected as shown in Table I for
BTC(64, 51, 6)2. It is worth mentioning that the values of
Φ as a function of Distdes are pre-defined and are used to
generate a lookup table of soft outputs as will be discussed
later. Consequently, no computational complexity is added for
practical implementations in this stage.
B. Computing the Soft Outputs
Consider the transmitted symbol xj that belongs to a
codeword with certain confidence value Φ. The probability
of xj can be expressed as
P (xj =±1 |R) = P (xj =±1,D=X|R)
+P (xj =±1,D 6=X|R) (5)
The first term represents the probability value when the
decoder gives a correct codeword. Applying Bayes’ rule to
this term will yield
P (xj =±1,D=X|R)= P (xj =±1|D=X,R)·P (D=X|R)
= P (xj =±1|D=X,R)·φ (6)
Since the decision bit dj is known, then
P (xj =±1,D=X|R) =
{
φ if dj = xj
0 if dj 6= xj (7)
The second term in (5) represents the probability value
when the decoder decides in favor of a wrong codeword. In
this case, we consider the transmitted symbol xj is corrupted
with Gaussian noise. Thus
P (xj =±1|D 6=X) = exp(± 2rj/σ
2)
1 + exp(± 2rj/σ2) (8)
Again, we apply Bayes’ rule to the second term in (5), and
get
P (xj =±1,D 6=X|R) = P (xj =±1|D 6=X,R)·P (D 6=X|R)
=
exp(± 2rj/σ2)
1 + exp(± 2rj/σ2) ·(1− φ) (9)
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Figure 2.11. Simulation results for the confidence value φ versus the the destructive Euclidean distance
DED dDED
bits. The LLR of the decision bit dj is given by
Λ(dj) = ln
P (xj = +1|R)
P (xj = −1|R) . (2.2.66)
Assuming the probability that xj ∈ X with confidence φ given that the codeword
X has been transmitted, then the numerator and denominator of the relation in
(2.2.66), which represent the probability of xj given R was received, can be written
as
P (xj = ±1|R) = P (xj = ±1, D = X|R) + P (xj = ±1, D 6= X|R). (2.2.67)
Applying Baye ’ rule to the first term of (2.2.67), which corresponds to the decoder
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making correct decision, yields
P (xj = ±1, D = X|R) = P (xj = 1|D = X,R) · P (D = X|R) (2.2.68)
= P (xj = 1|D = X,R) · φ (2.2.69)
=
{
φ if dj = xj
0 if dj 6= xj
(2.2.70)
where (2.2.70) follows since the decision bit dj is know.
For the second term in (2.2.67), which corresponds to the probability of xj when
the decoder makes wrong decision, Bayes’ rule is also applied to obtain
P (xj = ±1, D 6= X|R) = P (xj = ±1|D 6= X,R) · P (D 6= X|R) (2.2.71)
=
exp(±2ri/σ2)
1 + exp(±2yi/σ2) · (1− φ), (2.2.72)
where in (2.2.72) it is assumed that the xj was transmitted in a Gaussian noise
channel.
Rewriting (2.2.67) by combining the results in (2.2.70) and (2.2.72) yields
P (xj = ±1|R) =
 φ+ (1− φ)
exp(±2rj/σ2)
1+exp(±2rj/σ2) if dj = xj
(1− φ) exp(±2rj/σ2)
1+exp(±2rj/σ2) if dj 6= xj
(2.2.73)
To get the numerator and denominator results, (2.2.73) is expanded to
P (xj = +1|R) =
 φ+ (1− φ)
exp(+2rj/σ
2)
1+exp(+2rj/σ2)
if dj = +1
(1− φ) exp(+2rj/σ2)
1+exp(+2rj/σ2)
if dj = −1
(2.2.74)
and
P (xj = −1|R) =
 (1− Φ)
exp(−2rj/σ2)
1+exp(−2rj/σ2) if dj = +1
Φ + (1− Φ) exp(−2rj/σ2)
1+exp(−2rj/σ2) if dj = −1
(2.2.75)
Finally, the two results in (2.2.74) and (2.2.75) are substituted in the LLR equation
(2.2.66) for the decoded output bit dj to get
Λ(dj) = ln
(
φ+ exp(2rjdj/σ
2)
1− φ
)
(2.2.76)
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SISO Decoding+
R R
W[m] W[m+1]R[m]
Figure 2.12. Single stage SISO decoder based on DED algorithm
Then the extrinsic output for this decoding stage can be obtained as [39]:
wj =
σ2
2
Λ(dj)− rj (2.2.77)
= dj
(
σ2
2
ln
(
φ+ exp(2rjdj/σ
2)
1− φ
)
− rjdj
)
(2.2.78)
where wj is the final soft output for the j-th bit which is the normalized log extrinsic
information output.
The block diagram for the SISO decoder based on the DED decoding algorithm
is shown in Fig. 2.12. Unlike finding CC presented in the previous section, there
is no need for scaling by weighting factors α[m] and β[m] for each decoding stage.
For comparison, the performance of the two algorithms, namely the the soft decoding
based on the CC algorithm and for the soft decoding based on the DED algorithm,
are shown in Fig. 2.13. The BER performance shown is for the TPC with parameters
(64, 51, 6)2 after 4 iterations with BPSK signaling in Gaussian channel.
For implementation purposes, Le et. el. proposed to pre-calculate the soft output
for wj which is a function of only rj, dj and dDED, then store the results in a look-up
table indexed with the quantized values for these three variables for faster processing.
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Combining (5)-(9), the a posteriori probability of xj is
found as:
P (xj =+1|R)=
⎧⎪⎨⎪⎩
φ+(1−φ) exp(+ 2rj/σ2)1+exp(+2rj/σ2) if dj=+1
(1−φ) exp(+ 2rj/σ2)1+exp(+2rj/σ2) if dj=−1
(10)
and
P (xj =−1|R)=
⎧⎪⎨⎪⎩
(1−φ) exp(− 2rj/σ2)1+exp(−2rj/σ2) if dj=+1
φ+(1−φ) exp(− 2rj/σ2)1+exp(−2rj/σ2) if dj=−1
(11)
Similar to the traditional algorithm described in previous
section, we can obtain the extrinsic information wj by the
following equation
wj =
σ2
2
ln
(
P (xj =+1|R)
P (xj =−1|R)
)
− rj (12)
Substituting P (xj = +1|R) and P (xj = −1|R) from (10)
and (11), we get
wj = dj
(
σ2
2
ln
(
φ + exp( 2rjdj/σ
2)
1− φ
)
− rjdj
)
(13)
Unlike other list-based algorithms, soft outputs generated by
(13) can be directly fed into the next decoding stage without
scaling by a weighting factor α.
IV. IMPLEMENTATIONS AND SIMULATION RESULTS
Observing Equations (4) and (13), we find that the ex-
trinsic information wj can be viewed as a function of rj ,
dj , and Distdes( Distdes is used to determine the confi-
dence value Φ as described in previous section), written as
wj = g(rj , dj ,Distdes). Therefore, for practical imple-
mentations, soft outputs can be pre-calculated and stored in a
lookup-table indexed by rj , dj , and Distdes. For example, we
can quantize rj into 16 levels (4 bits) and Distdes into 8 levels
(3 bits). If the data width of the soft output wj is 4 bits, then
the lookup table can be realized as a 256x4 ROM( Read-Only
Memory). Comparing to other list-based algorithms which
require large complexity to search and calculate outputs for
each bit position, the advantage of using the distance-based
algorithm is obvious.
2
2
with 8 test patterns (p = 3), and
−5 with 4 test patterns
outperforms, by 0.1 dB, the traditional algorithm with 16
test patterns. This means that at least a 50% reduction in
computational complexity is achievable. Moreover, to further
reduce the complexity, we may even use 4 test patterns for
the new algorithm with only a loss of 0.1 dB at a BER of
10−5 compared with the traditional algorithm. Similar results
can also be reached for other BTCs with two-error correcting
component codes.
We have recently implemented the new algorithm on the
Xilinx Virtex II field programmable gate arrays (FPGA)
platform. As a result, a decoder of BTC(64, 51, 6)2 that has
a throughput of 8 Mbps by using 4 test patterns consumes
only 550 control logic block (CLB) slices. Comparing to a
commercially available product TC3021 [9],which uses 2682
CLB slices and exhibits similar performance , up to 79%
complexity saving is obtained.
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Chapter 3
Distributed Turbo Coding with
Hard Detection
3.1 Introduction
As mentioned in section 2.1.2, the coded cooperation techniques can improve the
overall system capacity for proper setup of the relay position compared to the orig-
inal non-cooperative system. In the coded cooperation protocol, in which the relay
forwards an incremental redundancy to the destination about the recovered message
from the source’s transmission, the destination uses the two parts of the code received
about the source transmission via the direct path and the relay channel to conduct
channel decoding.
Coded cooperation can be implemented on a wide variety of channel codes, con-
volutional codes, Rate Compatible Punctured Convolutional (RCPC), LDPC, Turbo
codes, etc. Moreover, the configuration of the cooperative network, the forwarding
protocol at the relay and the construction of the distributed code can take many
different forms depending on the structure of the constituting code and the decoding
method at the destination or the practical application intended. Properly designed
distributed coding can effectively approach the capacity of cooperative wireless net-
works.
Most of the previously presented coded cooperation strategies are formulated for
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the classical three-node relay channel model, i.e., the transmitter-receiver network
with only one relay. For these systems, the relay should be pre-assigned and positioned
between the source and the destination such that the interuser and relay channels
exhibit sufficiently good channel conditions as required for the reliable decoding at
the relay and the destination. However, diversity gain theoretically increases with the
number of relay nodes [21]. The low device costs associated with these networks (such
as wireless sensors) allows the coverage area to be covered with dense deployment
of devices. The performance of these densely deployed wireless networks can be
improved by exploiting the spatial diversity due to the presence of multiple devices
in the area between any source-destination pair [40].
In this chapter, the implementation of distributed product turbo codes on coded
cooperation is studied and the performance of this system investigated and com-
pared to the non-cooperative mode for TPC which involves direct transmission from
the source to the destination. We apply the concept of distributed encoding for the
source’s message over multiple relay nodes and use a modified iterative turbo prod-
uct decoding at the destination to decode the received distributed TPC over multiple
channels. We investigate the performance of distributed TPC in AWGN channel us-
ing simple network topologies. The data source broadcast BCH encoded codewords
to the destination. The preassigned relays in the network, residing in a collaborative
region, detect and decode the received block of codes transmitted from the source. In
the second time slot, The relays from the collaboration nodes transmit incremental
redundancy by BCH encoding the corrected block codewords vertically and transmit-
ting the generated parity block. A process of cyclically interleaving the decoded data
is proposed so that each relay from the collaborative nodes can produce dissimilar
vertical parity which are still on the same code space. The receiver then uses the bits
received from the source and the relays to conduct a modified turbo product decoding
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process to cope with Multiple Vertical Parities (MVP).
3.2 System Model
We assume that the source and the relay employ very simple code for their input data,
a block BCH code with (n, k, δ) encoder, which appends n−k parity bits to the input
block bits. The user “source” transmits the BCH encoded block of codewords in the
first time slot to a specific destination and a relay in broadcast mode. Subsequently,
the relay detects and tries to correct the received vector of bits and then encodes
the decoded block vertically by appending parity bits to the columns of the decoded
block. In the second time slot, the destination receives the estimated columns parity
bits generated by the relay for the BCH encoded blocks received in the first time slot.
The code bits are assumed to be BPSK modulated before transmission. A code-
word of a (n, k, δ) linear block code is transmitted from node i as Xi = {x1i , x2i , · · · , xni },
where xli ∈ {−1,+1}, l = 1, 2, · · · , n, over AWGN channel. In this chapter, we use
boldface capital letters M to denote matrices and the [·]T denotes the matrix trans-
pose operation. Denote the received vector at node j as Yj = {y1j , y2j , · · · , ynj }. The
received signals at the destination and the relay can be expressed as:
Yd[2k − 1] = αsd[2k − 1]Xs[2k − 1] + Zsd[2k − 1] (3.2.1)
Yr[2k − 1] = αsr[2k − 1]Xs[2k − 1] + Zsr[2k − 1] (3.2.2)
Yd[2k] = αrd[2k]Xr[2k] + Zrd[2k] (3.2.3)
where k ∈ {1, 2, · · · } represents the time slot; the source transmits at odd time
slots and the relay transmits at even time slots. αij is the channel block fading
coefficient. Zij = {z1ij, z2ij, · · · , znij} are zero mean i.i.d AWGN on the channel between
the nodes i and j, i ∈ {s, r}, j ∈ {r, d}
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3.2.1 Turbo Product Codes (TPC)
The basic concept of TPC is to iteratively decode across rows and columns of the
product codes using SISO decoders and passing the soft information from one de-
coding stage to the next. Product codes which were introduced by Elias [27] are
obtained by the serial concatenation of two systematic linear block codes C1 and C2
with parameters (n1, k1, δ1) and (n2, k2, δ2), respectively, where ni, ki, and δi stand
for code length, code dimension and minimum Hamming distance of the code, respec-
tively. Data bits are placed in a k1 × k2 matrix, then rows are encoded by C1 code
to produce horizontal parity Ph. Columns of the matrix (including the columns of
Ph) are then encoded by C2 code to produce vertical parity Pv. The basic constituent
blocks of the n1 × n2 matrix resulted from TPC encoding are shown in Fig.3.1. The
blocks S, Ph and Pv refer to the systematic, horizontal parity and vertical parity
blocks respectively. The parameters of the resultant product code (n, k, δ) are given
by: n = n1 · n2, k = k1 · k2 and δ = δ1 · δ2 and the code rate is given by R = R1 · R2
where Ri is the code rate of code Ci. We assume here that the two component codes
have identical parameters. For the simulations conducted using this system model,
we use the (64, 51, 6) extended BCH code as a component code in the TPC.
The extended BCH code is obtained by adding the overall parity check to expand
the minimum hamming distance from δ to δ + 1 [41]. We denote this code as a TPC
(n, k, δ)2. The primary advantage of BCH codes is the ease with which they can be
decoded via an algebraic method known as syndrome decoding. Very simple electronic
hardware is required to perform the task, meaning that a decoding device may be
made small and low-powered, making it a perfect choice for applications including
wireless sensor networks. As a class of codes, BCH codes are also highly flexible, with
the ability to control over block length and acceptable error thresholds, meaning that
a custom code can be designed to a specific channel conditions [42]. Another unique
55
S Ph
Pv
k2
n2-k2
k1 n1-k1
Figure 3.1. Structure of a Turbo Product Code
property of BCH codes is the inherent error detection capability which can be of great
importance in cooperative communication.
3.2.2 Simulation Network Model
To simplify the simulation model, we assume different scenarios for the location of
the intermediate relays. In the first scenario, we assume that the relays are located on
L
(1-l)L lL
Source
Relay
Dest.
Figure 3.2. The simplified three terminals line network topology
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the line connecting the two ends [9,43–46]. Fig. 3.2 shows the line network topology
used in testing the proposed DTPC, where 0 ≤ λ ≤ 1 represents the position of the
relay between the source and the destination.
Given free space propagation model defined as [47]:
Pr =
PtGtGrc
2
(4piLf)2
,
where c, f , Pt,Gt,Gr and L are the speed of light, frequency, transmission power,
transmission antenna gain, receiving antenna gain and the distance, respectively, and
assuming that the transmit power from the source and the relay are equal, we obtain
the values of SNRsr and SNRrd with respect to the reference value SNRsd as:
SNRsr =
SNRsd
(1− λ)2 (3.2.4)
SNRrd =
SNRsd
λ2
(3.2.5)
where SNRij refers to the SNR at receiver j for a transmission from transmitter i.
From (3.2.4) and (3.2.5), the variances of the zlij, l = 1, 2, · · · , n i.i.d AWGN in
(3.2.2) and (3.2.3) can be expressed as:
σ2sr = (1− λ)2σ2sd
σ2rd = λ
2σ2sd
where var(zlsd) = σ
2
sd, var(z
l
rd) = σ
2
rd and var(z
l
sr) = σ
2
sr.
We assume in the second scenario that the source and relay nodes are located in
geographically small region forming a transmit cluster, and thus the quality of the
channels from the source to relays is a few dBs better than the direct link channel.
This network model is used to simulate the case when the direct channel is experi-
encing shadowing effect. In this scenario, the relay nodes are assumed to be assigned
from the available intermediate relay pool according to a minimum value of SNR of
the interuser channel (the channel connecting the source and the relay). This network
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Channel 1
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Figure 3.3. The relays aid the source by forming a transmit cluster
scenario is depicted in Fig. 3.3 which shows that the source and the relays form a
transmit cluster in which the interuser channels have higher SNR compared to the
direct link channel. The condition on minimum acceptable SNR for the interuser
channel is shown as a circle surrounding the source. In this chapter, we evaluate the
performance of the DTPC when interuser channel is experiencing different SNRs.
3.3 Distributed Product Turbo Codes DTPC
The information bits are formed into a k×k block S and then encoded with a (n, k, δ)
BCH code to produce rows parity Ph. The output k × n block of bits is broadcasted
from the source. The relay decode the received sequences with a simple BCH decoding
algorithm (e.g. Berlekamp-Massey [48]), then it encodes the estimated blocks Sˆ, Pˆh
along the columns and produces columns parity Pˆv. The latter is transmitted to the
destination in the second time slot. The three blocks S, Ph and Pˆv are received at
the destination over two time slots (not necessarily of equal length); S and Ph blocks
are received from the direct link between the source and the destination, while the
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Figure 3.4. Cyclically interleaving of C1 codewords matrix
block Pˆv is received from the relay channel.
3.3.1 Generating Multiple Vertical Parities (MVP)
As described in section 3.2, and as shown in Fig. 3.1, the vertical parity is obtained
by encoding the rows of C1 codewords (k×n) matrix along the columns with C2 space.
The product code produced by this method is called “complete product code”, and
the resultant new vertical parity rows ((n−k)×k)are also codewords in C1 space [41],
due to the linear property of the constituent codes. However, if the (k × n) matrix
is randomly interleaved before being vertically encoded using C2, the resulting new
rows are not in the C1 space. The latter is usually referred to as “incomplete turbo
product code”.
In this section, we propose an interleaver to generate MVP from horizontally en-
coded rows to produce multiple complete TPC. The proposed interleaver is based on
the linear and cyclic prosperities of the constituent codesC1 and C2. The cyclic prop-
erty of the code implies that the codeword can be cyclically rotated and the result is
another codeword in the same code space. Suppose that ck ∈ C1 and ck = [b1b2 · · · bn],
for any rotation of the code by l bits will result in [bn−l+1bn−l+2 · · · bnb1b2 · · · bn−l] which
is also a codeword in C1.
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To obtain different vertical parities of a complete TPC from the same horizontally
encoded rows, we use different rotation shift l for each row of the k rows as illustrated
in Fig. 3.4. The result of interleaving is a different (k×n) matrix with rows in the C1
space. The resulted cyclically interleaved matrix can be reused to produce different
vertical parity which will be used in the decoding process of the TPC. The code rate
of the new TPC is:
k2
n2 +M(n− k)n
where M is the number of additional vertical parity obtained for the (k × n) matrix.
When the second relay receives the broadcast of the source of S and Ph, it decodes
the received vectors using simple decoding algorithm, then cyclically interleaves the
resulted (k × n) matrix. The relay encodes the columns of the resulting block using
the code C2. Then generated parity is transmitted to the destination.
3.3.2 Decoding at the Destination
For each generated vertical parity there are two decoding stages at the destination,
first through rows and then through columns. The basic component of the turbo
product decoder is the SISO decoder used to decode the rows and columns. First,
the SISO decoder uses Chase II algorithm [33] which searches for the p LRB in the
received vector and creates 2p test patterns by permuting with ‘0’ and ‘1’ in the p
LRB positions. The decoding complexity is reduced by considering only the 2p most
probable code words of all the codewords. A decision codeword D = {d1, d2, . . . , dn}
with dj ∈ {−1,+1} is chosen from the list with the minimum Euclidean distance
from the received vector Y.
Once a decision codeword D is found, its confidence value φ will be evaluated. The
confidence value is defined as the probability that the decoder makes a correct decision
given received sequence Y. The value φ is defined in (3.3.1) as a function of destructive
60
w[m+1]+
SISO DBD
Decoder
[Bit index (i,j)]
[row or column 
decoding]s
y
w[m]
y[m+1]
r d
Figure 3.5. Modified one stage SISO TPC decoder
Euclidean distance between the received vector and the decision codeword [39]:
φ = f
 ∑
j∈{j|(rj−dj).dj<0}
(rj − dj)2
 (3.3.1)
The destructive Euclidean distance is defined as the sum of Euclidean distance
where the noise vector has a different polarity from the decision vector. The soft
output bits for received bits Y are then calculated by using the Distance Based
Decoding (DBD) method for decoding product turbo codes in [39]. The final soft
output for the j-th bit is given by:
wj = dj
(
σ2
2
ln
(
φ+ exp(2rjdj/σ
2)
1− φ
)
− rjdj
)
(3.3.2)
where wj is the normalized log extrinsic information output, dj is the element of the
decision codeword, rj is the soft input bit to the decoder.
Fig. 3.5 depicts the modified decoder implementation for the cooperative based de-
coder. The diagram represents one stage of decoding (along the rows or the columns);
m denotes the m-th decoding stage, d is the hard decoded output and y is the channel
output. The input bit to the decode r is the summation of the channel output and
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the normalized log extrinsic information of the previous decoding stage.
For this decoder, the value of soft output depends on the channel standard devi-
ation σ, so this value must be provided at the input of the decoder. The value of σ
is given by the following relation according to the indices (i, j) of the input bit in the
TPC matrix of Fig. 3.1:
σ =
{
σsd Blocks{S, Ph}
σrd Block{Pv}
(3.3.3)
P
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Decoder
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for S and Ph
Relay 1 Vertical Parity (Pv1)
Relay 2 Vertical Parity (Pv2)
Soft output of S, Ph and Pv 
for the two users
Figure 3.6. Multiple vertical parities DTPC decoder
When the destination receives more than one vertical parity it uses multiple de-
coding stages for each iteration. The proposed MVP-TPC decoder is illustrated in
Fig. 3.6 for the case when two vertical parities are received at the destination. Each
SISO decoder in the figure is the one decoding stage shown in Fig. 3.5. Only the soft
information for S and Ph blocks are passed through the four decoding stages and are
cyclically interleaved or deinterleaved between the first two and the last two decoding
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stages. The soft information for the vertical parities Pvi are only rotated between two
decoding stages, the first and the second for Pv1, the third and the fourth for Pv2.
This guarantees maximum transfer of soft information between any two iterations.
3.4 Simulation Results
In this section we discuss simulations results based on the system models and network
scenarios presented in the previous sections. For simplicity, perfect channel estimates
are assumed at the receiver, the block fading coefficients in (3.2.1), (3.2.2) and (3.2.3)
are normalized to 1. For the line model network scenario, simulations are carried
on for 0.1 steps of λ in the range 0 ≤ λ ≤ 1; where λ = 0 means that the relay
is placed at the destination and λ = 1 means that the relay is placed at the source
(non-cooperative mode). In the second simulations for the transmit cluster network
scenario, the SNR of the relay channel is assumed to be X dBs greater than the direct
link channel. The performance of the DTPC decoding strategy is evaluated when the
direct link channel is experiencing different values of SNR.
3.4.1 Single Relay
The results for simulation under free space propagation conditions (path loss exponent
is equal to 2) in AWGN channel are displayed in Fig. 3.7, where the three channels
are assumed to be mutually independent, and the values of the SNR for interuser and
the relay channel are given in (3.2.4) and (3.2.5), respectively. The non-cooperative
case is when the source transmits the three blocks of the turbo block code to the
destination over the direct link channel without using cooperation.
For values of SNRsr ≤ 4SNRsd or SNRsr[dB] ≤ 6 + SNRsd[dB], i.e when λ ≤
0.5, the probability of miss-detection in the decoding process at the relay becomes
significant enough to dominate and propagate more errors on the turbo decoding at
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Figure 3.7. BER performance of DTPC in AWGN channel with free space propagation after 4 iterations
the destination since the transmitted block Pˆv has more estimation errors and yet the
SISO decoder grants it more confidence than the bits of blocks S and Ph according
to (3.3.2) and (3.3.3). The results for these cases were omitted from Fig. 3.7 due to
relatively high error floors.
The curves in Fig. 3.7 show that at least 0.3 dB enhancement in the BER per-
formance over the non-cooperative case is gained, that is when the relay is only 0.1L
from the source (SNRrd = 1.2SNRsd), and reaches up to 0.75 dB when λ = 0.6, i.e.
when SNRrd = 2.8SNRsd and SNRsr = 6.3SNRsd. After this value of λ, the SNRsr
starts to drop below the 6 + SNRsd[dB] and error propagation starts at the decoder.
Fig. 3.8 presents another view of the relation between the BER performance and
the position of the relay (namely λ), which determines the SNR of the two channels;
the interuser channel and the relay channel. Again, the curves demonstrate that the
peak BER performance is around the λ = 0.6 position and the SNR threshold for the
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Figure 3.8. BER performance of DTPC in AWGN channel with free space propagation after 4 iterations
versus the position of the relay
interuser channel before the BER performance starts to degrade is 6 + SNRsd[dB].
In some environments, such as buildings, stadiums and other indoor environments,
the path loss exponent can reach values in the range of 4 to 6. By doing similar simple
analysis as done to (3.2.4) and (3.2.5) to general value of path loss exponent n we get
the following:
SNRsr =
SNRsd
(1− λ)n (3.4.1)
SNRrd =
SNRsd
λn
(3.4.2)
We have tested the cooperative system in a relatively lossy environment by setting
the path loss exponent to 4. The results for this case are shown in Fig. 3.9. The
results in the figure show similar tendency to BER performance enhancement while
moving the relay away from the source. The BER performance reaches a peak when
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Figure 3.9. BER performance of DTPC in AWGN channel with relatively lossy environment after 4
iterations
the relay is about 0.8L from the destination, and starts to degrade gradually for less
values of λ. This degradation in performance remains very small until the relay is
closer to the destination when λ ' 0.3, where the performance degrades sharply for
values of λ less than 0.3.
3.4.2 Multiple Relays
To evaluate the performance of the proposed system, only the two relay system is
considered as demonstration of cooperative system with multiple relays, the source
broadcasts the blocks S and Ph which will be detected by the two preassigned relays.
The two relays, acting independently, decode the received data and use the code space
C2 to generate the vertical parities as described in section 3.3 using cyclic interleavers
on one relay.
To evaluate the performance of the cooperative system with more than one relay,
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Deployment (λ1,λ2)
DTPC(1) (0.3,0.5)
DTPC(2) (0.6,0.6)
DTPC(3) (0.8,0.7)
DTPC(4) (0.5,0.5)
Table 3.1. Four different setup for the two relays for simulating two nodes acting as relays in MVP-DTPC
we compare the performance of different relay distributions within the line model
scenario and also compare the performance of the system with multiple relays when
the transmit cluster network scenario is used. In the two cases, the direct link channel
SNRsd is used as a baseline to monitor the performance. While positions of the
relays are changed in the line network scenario, the SNRsr and SNRrd are varied
independently in the second scenario.
The results for the performance of the two relays cooperative system in line net-
work scenario are shown in Fig. 3.10 and Fig. 3.11. In Fig. 3.10 four different
deployments for the two relays are selected and compared. These deployments are
denoted as : where λ1 and λ2 are the position of the first relay and the second relay
respectively. We compare the performance of cooperative systems with multiple re-
lays to the performance of non-cooperative system where the source produce the three
parities, Ph, Pv1, Pv2 from user’s data S, while the destination applies the multiple
parities decoding method illustrated in Fig. 3.6.
The above results show that under cooperative coding of DTPC with two relays
outperforms the equivalent non-cooperative TPC case by about 0.3 ∼ 0.5 dB gain
at 10−3 BER. The obtained coding gain depends on the positions of the two relays
and the relative separation between them. The more the nodes are located closer to
0.5− 0.7 the better the coding gain.
To investigate more in the influence of the locations of the two relays, Fig. 3.11
shows the BER performance of the two relays cooperative network versus the location
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Figure 3.10. BER performance of DTPC with multiple relays in AWGN after 4 iterations in line network
scenario
of one relay along the line connecting the source and the destination while the second
relay is fixed at certain point. Also, the performance is tested when the two relays
are located at the same position. For lower values of λ1 (< 0.5) the performance
of the configuration with one relay is fixed on the region (> 0.5) is higher than the
performance of other configurations when the two relays are located on the region
closer to the destination.
The transmit cluster network scenario is used to evaluate the performance of the
two relays cooperative network in Fig. 3.12 in AWGN channel when SNRsd = 2.
In the figure, SNRrd − SNRsd for the two relays is varied while ∆ SNR, which
refers to the difference between the SNRs of interuser channel and direct link channel
(SNRsr−SNRsd) for the two relays, is kept constant. It is very clear from the results
of this figure that the BER of the overall cooperative system is limited by the SNR
of the direct link channel SNRsd. The results also demonstrate that the interuser
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Figure 3.11. BER performance vs. relay 1 position λ1 of DTPC with multiple relays in 2 dB AWGN
SNRsd channel after 4 iterations in line network scenario
channel for the two relays should be at least 5 dBs higher than the direct link channel
so that the relays can help in enhancing BER the performance.
3.5 Conclusions
The results presented in this chapter illustrate that a cooperative coding system
based on DTPC performs better than the non-cooperative TPC. With the same
spectral and power efficiency, the new distributed TPC can give BER performance
that is closer to the channel capacity. The line network topology is used only for
simplicity; any position for the relay can aid in enhancing the BER performance, as
long as the following two conditions are satisfied: the SNR of the interuser channel
is at least 6 dBs higher than the direct link channel,and SNR of the relay channel
is higher than the SNR of the direct link channel. The overall performance of the
system is enhanced when the direct channel is experiencing shadowing effects, but
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Figure 3.12. BER performance vs. SNRrd − SNRsd of DTPC with multiple relays in AWGN channel
after 4 iterations in transmit cluster network scenario for different ∆ SNR =SNRsr − SNRsd
the performance is limited by the SNR of the direct channel. The results for single
and multiple relays show that the BER performance can be improved by increasing
the number of relays and enhancing the interuser channel, but it is limited by the
SNR of the direct link channel.
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Chapter 4
Distributed Turbo Product Codes
with Soft Incremental Redundancy
4.1 Introduction
The inter-user channel in the DF techniques is always assumed to be so good, so the
decoding at the relay is considered to be reliable. However, in real communication
systems, channels are susceptive to variations and SNR of the inter-user channel might
fall below the reliability level. In this case, error free assumption at the relay is no
longer valid, and therefore the performance of the conventional DF is significantly
degraded since the relay is forwarding erroneous IR.
The DF hard-slices the received signal at relay using a comparator and thus dis-
cards the soft information, which would help otherwise in the decoding process at the
destination node. Since AF forwards amplified version of the received signal it keeps
itself from any incorrect decision and conserves the soft information of the received
signal. However this scheme does not benefit from error correction capability of the
received signal at relay and also amplifies and forwards the front end noise at the
relay. In order to preserve the soft information of the received signal at the relay a
new third cooperation scheme based on soft decoding the received signal has been
introduced recently, e.g. [6,7,49,50]. In this approach, which is called Soft Decode and
Forward (SDF), the soft output bits are constructed from soft values of the decoded
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bits. It is shown in previous works that even when the relay fails in recovering the
correct information from the source, it is still helpful to the cooperation by sending
to the destination the quantized version of the posteriori soft information it gets from
the source.
In this chapter, we propose a DTPC system by applying the concept of distributed
encoding for the source’s message over relay network and use a modified iterative
turbo product decoding at the destination to decode the received distributed TPC
over multiple channels. For maximum transfer of information from the relay, we
propose and derive a soft parity generation method to be used at the relay. The soft
information relaying method uses the Chase II decoding algorithm [33] for decoding
and DBD to calculate the LLR values of the decoded bits, then uses the LLR values
to generate soft parity bits that is forwarded to the destination. We investigate the
performance of the SDF-TPC in AWGN channel using simple network topologies and
compare the results with the DF-TPC proposed in a previous work [51] and with the
non-cooperative TPC.
4.2 System Model
We consider three nodes network system, consisting of one source ‘s’, one destination
‘d’ and one relay ‘r’ as shown in the system model depicted in Fig. 4.1. The three
terminals communicate in a half-duplex mode, and any transmission from a source
to a destination requires two time slots. The source employ a simple component code
for the input data using (n, k, δ) Extended Bose-Chaudhuri-Hochquenghem (EBCH)
encoder. The EBCH code is obtained by adding the overall parity check to the
conventional BCH codeword to expand the minimum hamming distance from δ to
δ + 1 [41]. The source transmits block of EBCH encoded codewords in the first time
slot to the destination and the relay in broadcast mode. Subsequently, the relay
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Figure 4.1. System Model for a general cooperative system
correct the received sequence and produce vertical parity by arranging the decoded
codewords in rows and encoding them vertically (column-wise) with EBCH codes.
The relay generates soft information for the vertical parity bits by using the LLRs of
the corrected bits. In the second time slot, the relay transmits quantized version of
the soft information to compact the signal within the specified bandwidth.
The channels between the three nodes are assumed to be mutually independent
with block Rayleigh fading coefficients perfectly known to the corresponding receiver,
where the block length is larger than the the two time slot. For BPSK modulation,
transmitted codeword from node i is denoted as Xi = {x1i , x2i , · · · , xni }, where xli ∈
{−1,+1}, l = 1, 2, · · · , n. Codeword’s bits xli, 0 ≤ l ≤ k, are systematic bits, whereas
the bits xli, k + 1 ≤ l ≤ n, are the parity bits generated for the systematic bits using
the EBCH (n, k, δ) encoder. The received sequence of corrupted bits corresponding
to the transmitted codeword Xi at node j over block faded AWGN channel denoted
Yj = {y1j , y2j , · · · , ynj }. Where the received signals at the destination and the relay in
terms of the transmitted signals from the source and relay over two time slots can be
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expressed as:
Yd[2k − 1] = αsd[2k − 1]Xs[2k − 1] + Zsd[2k − 1], (4.2.1)
Yr[2k − 1] = αsr[2k − 1]Xs[2k − 1] + Zsr[2k − 1], (4.2.2)
Yd[2k] = αrd[2k]Xr[2k] + Zrd[2k], (4.2.3)
where k ∈ {1, 2, · · · } represents the time slot; the source transmits at odd time slots
and the relay transmits at even time slots. αij is the channel block fading coefficient.
Zij = {z1ij, z2ij, · · · , znij} are zero mean i.i.d AWGN on the channel between the nodes
i and j, i ∈ {s, r}, j ∈ {r, d}.
To simplify the simulation model, different scenarios for the location of the inter-
mediate relays are assumed. To investigate the performance of our proposed system
under different inter-user and relay channel conditions with minimum simulations we
assume that the relays are located on the line connecting the two ends as shown in Fig.
4.2(a), [9, 43–46], where 0 ≤ λ ≤ 1 represents separation between the relay and the
destination when the distance between the source and the destination is normalized
to one.
Assuming that the transmit power from the source and the relay are equal, we
obtain the values of λsr and λrd with respect to the reference value γsd as:
γsr =
γsd
(1− λ)2 , (4.2.4)
γrd =
γsd
λ2
, (4.2.5)
where γij refers to the SNR at receiver j for a transmission from transmitter i. These
relations for γsr and γrd are plotted as a function of λ in Fig. 4.2(b) when the relay
position λ is changed from 1 to 0 when γsd = 2 dB. From (4.2.4) and (4.2.5), the
variances of the zlij, l = 1, 2, · · · , n i.i.d AWGN in (4.2.2) and (4.2.3) can be expressed
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Figure 4.2. (a) The simplified three terminals in line model. (b) SNR of the inter-user and relay channels
versus the position λ of the relay in line model.
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as:
σ2sr = (1− λ)2σ2sd,
σ2rd = λ
2σ2sd,
where var(zlsd) = σ
2
sd, var(z
l
rd) = σ
2
rd and var(z
l
sr) = σ
2
sr.
The information bits are formed into a k × k matrix S and then encoded with
a (n, k, δ) EBCH code to produce rows parity Ph. The output k × n matrix of bits
is broadcasted from the source. At the relay, a SISO decoder is used to obtain the
LLR values of the decoded codewords for the received sequences from the source in
the first time slot. The LLR values are used to obtain the soft information for the
vertical parity bits which are obtained by arranging the received codewords in rows
and encoding the columns with EBCH code to produce Pˆv. The method used to
obtain the soft information from the LLR values of the input bits is explained in
section 4.3.
The generated soft information are quantized and transmitted to the destination in
the second time slot. The three matrices S, Ph and Pˆv are received at the destination
over two time slots (not necessarily of equal length); S and Ph matrices are received
from the direct link between the source and the destination, while the matrix Pˆv is
received from the relay channel.
4.3 Soft Decode and Forward
In this section, the proposed method for obtaining soft information about the gener-
ated parity bits at the relay is discussed. As discussed in the introduction, the SDF
cooperative technique combines the advantages of both DF and AF techniques by
using error correction and sending soft information about the parity bits instead of
using hard decision decoding. The received sequence of bits are corrected using SISO
decoder which takes the channel output as input and delivers extrinsic information
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about the decoded bits. Afterward, the LLR values of the decoded bits are calculated
which is used to generate the LLR values for the parity bits. From the latter, soft
information about the parity bits is obtained and forwarded to the destination.
Block encoding takes k bits information word, and generates n bits codeword.
Furthermore, systematic block codes are constructed by appending the n− k parity
bits to the end of the k bits input information word. The product codes are formed
by serial concatenating the two systematic linear block codes C1 and C2 and having an
intermediate matrix interleaver. The two component codes C1 and C2 have parameters
(n1, k1, δ1) and (n2, k2, δ2), respectively, where ni, ki, and δi stand for code length, code
dimension and minimum Hamming distance of the code, respectively. As discussed
before, the source broadcasts k EBCH codewords with length n, so a k × n matrix
of bits is received at the relay and the destination. This represents the first encoding
stage for the complete TPC. At the relay, matrix interleaving is applied to the
received matrix to obtain an n × k matrix. On other words, the received matrix is
transposed so that the rows become columns and the columns become rows. Let the
transmitted k × n matrix of bits from the source be expressed as:
X = [x1,x2,x3, · · · ,xk]T ,
where xi = [x
1
i , x
2
i , x
3
i , · · · , xni ]T is a codeword of n bits. Also, let the output of the
AWGN channel at the relay be written as:
Y = [y1,y2,y3, · · · ,yk]T ,
where yi = [y
1
i , y
2
i , y
3
i , · · · , yni ]T , yji = xji +nji , 1 ≤ i ≤ k, 1 ≤ j ≤ n and nji ∼ N(0, σ2),
σ2 is the variance of the AWGN channel.
Upon the receiving of sources transmission, Chase II decoding algorithm is used to
decode the received transposed matrix YT to the ML decision D (matrix of dimension
n× k), where
D = [d1,d2,d3, · · · ,dk],
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and di = [d
1
i , d
2
i , d
3
i , · · · , dni ]T , with dji ∈ {−1,+1} . Chase II algorithm searches
for the p LRB in the received vector yi and creates 2
p test patterns by permuting
with ‘0’ and ‘1’ in the p LRB positions. A decision codeword di is chosen from the
vaild codewords in the 2p list with the minimum Euclidean distance from the received
vector yi.
The first step in obtaining the soft parity bits is to find the LLR of the decoded
bits in the matrix D. The normalized extrinsic output of the decoder for jth bit in
the ith input vector can be expressed in terms of LLR of the decision as:
wji =
σ2
2
L(dji )− yji , (4.3.1)
where
L(dji ) = ln
(
P (xji = +1|yi)
P (xji = −1|yi)
)
,
is the LLR of transmitted bit xji given the received sequence yi, d
j
i is the decoder
decision.
Once a decision codeword di is found, its confidence value φi will be evaluated.
The confidence value is defined as the probability that the decoder makes a correct
decision given received sequence yi. The value φi is defined in (4.3.2) as a function of
destructive Euclidean distance between the received vector and the decision codeword
[39]:
φi = f
 ∑
j∈{j|(yji−dji ).dji<0}
(yji − dji )2
 , 1 ≤ i ≤ k. (4.3.2)
where the function f(·) is pre-defined by a lookup table to reduce the computational
complexity of implementation.
Using the DBD proposed in [39] and rewriting the LLR in terms of the normalized
extrinsic information and channel output, the LLR of decoder output bit dji is:
L(dji ) = d
j
i ln
(
φi + exp(2y
j
i d
j
i/σ
2)
1− φi
)
. (4.3.3)
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It was found in [52] that the LLR of a parity bit for two statically independent
random bits u1 and u2 can be obtained as:
L(u1 ⊕ u2) = log 1 + e
L(u1)eL(u2)
eL(u1) + eL(u2)
≈ sign(L(u1) · L(u2)) ·min(|L(u1)|, |L(u2)|). (4.3.4)
Using induction, this relation is generalized to k bits. Assuming that uX is the
parity bit for a set of bits X ∈ {u1, u2, · · · , uk}, expressed as:
uX =
∑
ui∈X
⊕ ui,
then the LLR of bit uX given the LLR of set X is obtained as:
L(uX ) = L
(∑
ui∈X
⊕ ui
)
= log
∏
ui∈X
(eL(ui) + 1) +
∏
ui∈X
(eL(ui) − 1)∏
ui∈X
(eL(ui) + 1)− ∏
ui∈X
(eL(ui) − 1)
= 2 · tanh−1
(∏
ui∈X
tanh(L(ui)/2)
)
≈ sign
(∏
ui∈X
L(ui)
)
· min
ui∈X
|L(ui)| . (4.3.5)
where the third equality follows from using the two following relations:
tanh(u/2) =
eu − 1
eu + 1
,
2 · tanh−1(u) = log 1 + u
1− u.
The parity bits for a linear block code can be obtained by using the generator
matrix for this code. A linear code generator matrix is any matrix whose rows are
vector representations of a base of the code. For EBCH code, this matrix is written
in systematic form as G = [Ik|P],where Ik is the identity matrix of rank k, P =
[p¯k+1, p¯k+2, · · · , p¯n−1] is a k×(n−k−1) matrix responsible for generating the n−k−1
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parity bits for the information bits, where p¯i is a k-bit vector in Galois Field (GF)(2).
The last parity bit n in the EBCH codeword (the overall parity bit) is generated such
that the overall number of 1’s in the codeword is odd. Encoding for linear codes
is done by multiplying the k-bit information input by the generator matrix G. By
definition of systematic encoding, the first k bits of the output codeword are the
same as input bits, and the other n− k bits are the parity bits. At the relay we are
only interested in generating the parity bits for the decoded matrix for the received
matrix over the inter-user channel (the channel between the source and the relay).
The decoded matrix D, which is composed of estimates of S and Ph, is considered as
systematic information at the relay. Let E (n×n) be the result from EBCH encoding
of decoded matrix D:
E = [DG| e¯n]
= [DIk|DP| e¯n]
= [D |DP| e¯n]
= [e¯1, e¯2, e¯3, · · · , e¯k, e¯k+1, · · · , e¯n−1, e¯n].
The resulting matrix E is composed of two parts, the systematic and the parity
parts, Es = [e¯1, e¯2, e¯3, · · · , e¯k] = [d1,d2,d3, · · · ,dk] = D and Ep = [e¯k+1, · · · , e¯n−1, , e¯n]
respectively, where e¯i = [e
1
i , e
2
i , · · · , eni ]T is n bits vector. The latter which we refer to
as the estimate of the vertical parity (Pˆv) is transmitted along with it’s soft informa-
tion to the destination. To obtain the soft information for the generated parity Ep we
use the result in (4.3.5). The LLR for the parity bit eji , k + 1 ≤ i ≤ n− 1, 1 ≤ j ≤ n
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is given by:
L(eji ) = L
((
d¯j · p¯i
)
2
)
= L
(∑
l∈Xi
⊕ djl
)
,Xi = {l|pli = 1}
≈ sign
(∏
l∈Xi
L(djl )
)
·min
l∈Xi
∣∣L(djl )∣∣ , (4.3.6)
where d¯j is the jth row in D, Xi refers to the set of indices in which the vector p¯i
has 1’s. The subscript ‘2’ in the first equality means the dot product operation is
on GF(2). The values of L(djl ), l ∈ Xi are found from (4.3.3). The LLR of the last
column of E, i.e. e¯n, that is composed of rows’ overall parity bits, is obtained by
setting Xn = {1, 2, 3, · · · , n− 1} in (4.3.6).
Let the matrix Q whose element qji , k + 1 ≤ i ≤ n, 1 ≤ j ≤ n equals to the soft
information for the parity bit eji :
qji =
√
Ep
2
σ2
L(eji ), (4.3.7)
where Ep is a constant such that the total transmitted power from the relay ≤ Pp =
n(n−k)
n2
P , P is the maximum transmission power for all the TPC bits. To investi-
gate the maximum achievable performance, the output soft information is sent in
the AWGN channel without quantization. This is equivalent to quantize the soft
information with relatively high quantization levels. The authors in [49] proposed a
quantization and compression method that can be used at the relay to forward the
soft information by taking into account the distribution of the output of the decoder.
4.4 Decoding at Destination
The destination receives the two parts of the TPC matrix {S, Ph} and {Ph} via the
direct and relay AWGN channels with different SNRs on time slots 2k − 1 and 2k,
respectively, as in (4.2.1) and (4.2.3). After receiving the two parts, the destination
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Figure 4.3. Modified one stage SISO TPC decoder
arranges the received data matrices S, Ph and Pˆv as in Fig. 3.1 in order to start rows
and columns iterative decoding process.
The basic component of the turbo product decoder at the destination is the SISO
decoder used to decode the rows and columns. Similarly to the soft decoding per-
formed at the relay, the SISO decoder at the destination uses Chase II algorithm [33]
to form 2p test patterns after finding the p LRB bits. Decoding complexity is reduced
by considering only the codewords in the 2p list which are the most probable code-
words of all the codewords. For each decoded row or column, a decision codeword
C = {c1, c2, . . . , cn} with cj ∈ {−1,+1} is chosen from codewords in the list with
the such that it has the minimum Euclidean distance from the input vector. The
confidence value φ of the decision codeword C will be evaluated using (4.3.2). The
final normalized log extrinsic soft output for the jth bit (1 ≤ j ≤ n) of the decoded
codeword is given by [39]:
wj = cj
(
σ2
2
ln
(
φ+ exp(2rjcj/σ
2)
1− φ
)
− rjcj,
)
(4.4.1)
where wj is the normalized log extrinsic information output, cj is the element of the
decision codeword, rj is the soft input bit to the decoder.
Fig. 4.3 shows the SISO decoder implementation for the cooperative based de-
coder. The diagram represents one stage of decoding along the rows (columns); m
denotes the mth decoding stage, c is the hard decoded output and r is the channel
output. The input bit to the decode is the summation of the channel output and
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the normalized log extrinsic information of the previous decoding stage. For the first
decoding stage, wj (1 ≤ j ≤ n) is set to zero for all the decoded rows.
According to (4.4.1), the value of soft output depends on standard deviation σ
of the channel. In our simulations, we assume that the two values of σ for the two
received parts at the destination are provided at the input of the decoder. In rows
decoding of the TPC matrix, the value of σ for the first k rows is equal to σsd of the
direct channel, whereas this value is set to σv for the remaining n−k rows of the TPC
matrix shown in Fig. 3.1. σv is taken from channel measurements about Pˆv available
at the input of destination. Since the columns are composed of k bits received over
direct channel and n − k bits received over the relay channel special processing is
required before decoding. To find the p LRB in the n bits vector, the bits are first
normalized by multiplying the first k bits with 2
σ2sd
and multiplying the remaining
n− k bits with 2
σ2v
. Also, to find the normalized log extrinsic output information, the
value of σ in (4.4.1) must be substitute for σsd and σv for the first k bits and the last
n− k bits, respectively.
4.5 Simulation Results
In this section we show the numerical results obtained for simulating the proposed
distributed encoding system with soft information forwarding from the relay. As pre-
sented in the previous sections, we used line model to test the system by placing
the relay in the line connecting the two end terminals. Simulations are carried out
for steps of 0.1 of λ in the range 0 ≤ λ ≤ 1; where λ = 0 means that the relay is
placed at the destination and λ = 1 means that the relay is placed at the source
(non-cooperative mode). Fig. 4.4 shows the performance of the proposed soft incre-
mental redundancy SDF-TPC cooperative coding technique compared to regular hard
decision based DF-TPC and the non-cooperative case. Results show that SDF-TPC
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Figure 4.4. BER performance of SDF-TPC in AWGN channel after 4 iterations for different λ compared
to the regular DF-TPC and non-cooperative TPC
cooperative coding method has the best performance over the other two systems,
namely DF-TPC and non-cooperative TPC.
The BER performance is plotted in Fig. 4.5 as a function of the relay position (λ)
between the source and the destination. The relay position determines the SNR of
the two channels; the inter-user channel and the relay channel. From this figure, one
can infer the minimum required SNR values for the inter-user channel that can yield
an enhancement in BER performance over the non-cooperative case. When γsd = 2,
λ should be greater than 0.25 to get an increase in BER performance compared to
non-cooperative TPC. This value for λ corresponds to γsr > 4 dB as can be noted
from Fig. 4.2(b). As was show in our previous work, the DF distributed encoding
method fails for values of λ < 0.5, in contrarily to SDF method which maintain the
good BER performance for less values of λ (λ > 0.3); i.e. less values of SNR for inter-
user channel. In addition to that, the SDF cooperation method exhibits wider range
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Figure 4.5. BER performance of SDF-DTPC in AWGN channel after 4 iterations versus the position of
the relay λ compared to the regular DF-TPC and non-cooperative TPC
of λ for which the relay can boost the performance, in which the performance is less
affected by the position of λ (i.e. SNR values for inter-user and relay channels), where
the main factor affecting the BER performance is the SNR of the direct channel.
4.6 Conclusions
The results presented in this chapter show that a cooperative coding system based
on DTPC with soft incremental redundancy outperforms its two counterparts; the
DTPC based on DF and the non-cooperative TPC. With the same spectral and
power efficiency, the distributed TPC can give BER performance that is closer to
the channel capacity. The line network topology is used only for simplicity; any
position for the relay can aid in enhancing the BER performance, as long as the the
SNR of the inter-user channel is at least 5 dBs higher than the direct link channel,
and SNR of the relay channel is higher than the SNR of the direct link channel. The
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overall performance of the system is enhanced when the direct channel is experiencing
shadowing effects, but the performance is limited by the SNR of the direct channel. In
the SDF cooperative coding technique, the relay can help in the distributed encoding
process even when the inter-user channel having low SNR. With the SDF cooperative
coding technique the relay can boost the performance for the two-ways communication
system between any two nodes unlike the conventional DF.
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Chapter 5
Power Allocation to Alleviate the
Error Propagation on the DTPC
5.1 Introduction
Cooperative communication techniques, specifically cooperative coding, provide the
wireless users with higher quality of service and large power savings. With the help
of the relay, the performance of data transmission on a channel with deep fading can
be improved, and power consumption can be consequently reduced [53,54].
By observing the performance of the destination’s decoder in the DTPC and the
Soft Information Relaying (SIR)-DTPC techniques presented in chapters 3 and 4, it
is noted that the performance severely degrades when the relay is closer to the des-
tination. There are three main reasons that can justify this behavior as mentioned
earlier in previous chapters: Firstly, the two parts of the DTPC matrix are received
over two or more different channels which implies that different parts of the code
have different SNRs. Secondly, the important part of the code (the systematic bits)
is received over a lower SNR (over the direct channel). Thirdly, any SISO decoder
will grants the bits of higher SNR more confidence (as can be noticed from equation
(2.2.76)). So if the relay makes decoding errors, then the erroneous part of the TPC
matrix will have more effect on the direction of the decoding resulting in error prop-
agation. Therefore, an efficient power allocation amongst the source and relay nodes
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is a necessity to compact the aforementioned causes of performance degradation.
Power Allocation (PA) is considered to have an important role in wireless networks
for combating the effect of channel fluctuations especially in multiple carriers systems
and increasing the system capacity [55, 56]. A natural question risen in cooperative
systems with distributed coding is that how much power should be allocated for
source-information transmission and how much for relay-information transmission in
order to reach the relay channel capacity.
Most of the existing reported distributed coding schemes are constructed based on
fixed power allocations, e.g. [10]. Furthermore, the adaptive power allocation problem
under the context of cooperative coding has not been addressed. Cooperative network
is constituted of several independent channels, which implies that different channels
exhibit different channel conditions, for example, one channel could be suffering from
shadowing while another is experiencing higher SNR. Under these circumstances, it is
wiser to allocate the power among the active nodes on the cooperative process, by, for
instance, loading more power on the links having lower SNR or the nodes transmitting
more significant information. At system level, capacity has been shown to be greatly
increased when an efficient PA in cooperative relaying is employed [57,58].
The problem of PA in cooperative networks have been studied usually as a joint
problem with the relay selection, e.g. [59–61], that is because the relay selection
criterion is seen to depend on both the channel condition information and the the
residual power information on the relay and the source. After selecting the relay,
the allocated power is chosen to satisfy the required SNR at destination node while
taking into consideration the residual power at the relay, because a high SNR value
requires more power consumption. However, this scheme for power allocation limits
the possible attained performance, and it is only practical when the relays pool is big
enough to allow multiple selection of relays.
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The power allocation criterion can be solved by optimizing the power consumption
in terms of a convex function, such as minimizing the BER, the outage probability
or to maximize the capacity, etc. The second approach, the sub-optimal approach,
when the objective function is not convex is to allocate the power subject to a given
requirement that maximizes the performance. An example of the power allocation
algorithm that is based on a certain requirement is in [62,63], where an efficient power
allocation strategy is proposed to AF networks to satisfy the target SNR requirement
at the destination. In [64], a position dependant power optimization for AF and DF
relaying protocols is formatted that depends on the relative distances between the
three nodes.
To the best of our knowledge, most of the available power allocation algorithms
for three terminals network focus on specific relaying protocols, such as AF or DF,
and none has studied the power allocation for distributed coding systems. Moreover,
most of these algorithms assumes perfect inter-user channel, i.e. zero decoding er-
rors at the relay. Furthermore, the existing power allocation algorithms have their
own drawbacks, for instance, the iterative or extensive search for the extreme values
may improve the power allocation algorithm performance, but at the expense of both
search latency and algorithm complexity. In addition to that, the existing optimiza-
tion methods require the function to be convex to find the extreme values, and even
if the objective function is convex, the optimization algorithm may return no result
or a local extreme value. Alternatively, the power can be simply allocated to yield a
target SNR requirement at the destination that diminishes the error propagation in
the decoding process.
In this chapter, we investigate the further improvement that can be achieved in the
DTPC cooperative coding system proposed previously, when the channel attenuations
for the direct and relay channels are also known for the source and the relay. Rather
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than assigning equal power to the source and the relay, as done previously in chapters 3
and 4, we use the relative locations of the source and relay to the destination (and thus
the channel attenuations in free space propagation environment) to find the power
allocation that results in the desired SNR requirements at the destination’s receiver.
As discussed before, these SNR requirements are set such that the turbo product
decoder has less error propagation. We investigate the effect that the positioning of
the relay has on a relaying system and derive power allocation expressions depending
on the comparative distances for the two transmitting nodes in the three-terminal
model with respect to the destination, which is described in detail in the system
model. Contrary to the existing power allocation methods, the method presented
here is not based on optimization subject to decreasing the BER at the destination,
however it is based on delivering the SNR values at the destination that minimize the
error propagation. Practically, the performance of any system ultimately depends on
the SNRs, the derived expressions for the SNRs using our model allocate the power
per bit based on that, with the final aim of achieving improved BER.
5.2 System Model and Problem Formulation
Consider two EBCH systematic linear block codes C1 and C2 with parameters (n1, k1, δ1)
and (n2, k2, δ2), where ni, ki, and δi are codeword length, input information block
length, and minimum hamming distance of the linear code Ci, respectively. The com-
plete product code, as depicted in Fig. 5.1, is obtained by serial concatenation of the
two linear block codes and by having a matrix transpose in between the two encoders.
This is done by arranging the information bits in k2 × k1 matrix and then encoding
the k2 rows using code C1 and then encoding the resulting n2 columns using code C2
to finally obtain a n2×n1 matrix. The resulting product code has the new parameters
N = n1 × n2, K = k1 × k2, ∆ = δ1 × δ2. In this chapter we assume that the two
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Figure 5.1. The Structure of TPC matrix
component codes are identical and they have the parameters n1 = n2 = n, k1, k2 = k
and δ1 = δ2 = δ.
To establish the distributed encoding for the TPC, the source broadcasts the
k2×n1 matrix resulted from the first encoding stage by the C1 code to the destination
and the neighboring relay nodes. One pre-selected relay corrects the received message
and uses the second code C2 to encode the columns of the decoded bits to obtain the
n2 × n1 matrix of the complete TPC. The relay then transmits only the generated
parity bits ((n2 − k2) × n1) from the last encoding process to the distention. The
transmitted bits from the relay can be in one of two forms: hard bits DF or soft bits
SDF, depending on whether the relay employs SISO decoding and encoding or not,
as explained in details chapters 3 and 4. After receiving the two parts of the code, the
destination constructs a complete TPC by joining the two received parts and then
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Figure 5.2. The simplified three terminals line network topology
conducts a turbo product decoding.
To simulate the system, it is necessary to test it against all possible SNR values
for the three channels, namely, direct, inter-user and relay channels in order to obtain
a fully comprehensive understanding of the system’s behavior. However. this will ex-
tremely increase the simulation complexity and will cover points that are not possible
to obtain a real practical system. Alternately, we can use the line simulation model
which assumes that the relay is located on the line connecting the source with the des-
tination as in Fig. 5.2. This model is more practical in real systems, when the relay is
usually located between the two terminals and the separation distances are relatively
large. This model which returns the simulation problem from three-dimensional to
two-dimensional problem has been used in many other works, e.g. [9, 43–46].
The received signals at the relay and the destination during the two time slots for
the line model can be be generally expressed as follows:
yd[2k − 1] =
√
Esαsd[2k − 1]xs[2k − 1] + nsd[2k − 1] (5.2.1)
yr[2k − 1] =
√
Esαsr
(1− λ)2 [2k − 1]xs[2k − 1] + nsr[2k − 1] (5.2.2)
yd[2k] =
√
Erαrd
λ2
[2k]xr[2k] + nrd[2k] (5.2.3)
where yj denotes the received signal at node j while xi is the transmitted signal from
node j and k is the time slot. The channel between the two nodes i and j has AWGN
noise nij, and channel attenuation αij. Es and Er are the transmit energy/bit for the
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Figure 5.3. SNR of the inter-user and relay channels versus the position λ of the relay in line model.
source and relay, respectively. Henceforth, the subscripts ‘s’, ‘r’ and ‘d’ will be used
to denote the source, the relay and the destination nodes, respectively.
Using free space propagation on line model and assuming fixed transmission energy
per bit, the SNR values for the three channels, viz. γsd, γsr and γrd for the direct,
inter-user and relay channel respectively, are related by the following expressions [51]:
γsr =
γsd
(1− λ)2 (5.2.4)
γrd =
γsd
λ2
(5.2.5)
where 0 ≤ λ ≤ 1 indicates the position of the relay with respect to the destination
when the distance between the source and the destination is normalized to 1, with
λ = 0 when the relay is at the destination. Fig. 5.3 displays how the values of
SNR at the destination and the relay change when the relay is moved across the
source-destination line for a fixed γsd.
As can be revealed from the figure, the value of γrd (dotted-line) reaches very high
levels when the relay is closer to the destination compared to the source. This also
applies for models other than the line model when the relay is positioned at a distance
very small compared to the source-destination separation. At these conditions, when
λ is very small, the SNR of the direct channel is very small compared to the SNR of the
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relay channel. If the relay makes no errors, then it will boost the performance of the
cooperative system. However, if it does make erroneous decisions, then these decisions
will lead the iterative decoding process farther away from the correct decision, leading
to more errors, i.e. error propagation. Unfortunately, since the source’s transmission
is protected with weaker code, the latter case is very probable when the relay is at
relatively smaller distance to destination compared the source-destination separation.
The main reason for error propagation in this case is that the destination’s decoder
grants the bits with higher SNR more reliability, i.e. when the SNR is higher, the
variance σ2 of the AWGN channel will be lower, and consequently the reliability of
the decoder’s decision given by [65]:
λ(dj) = ln
(
φ+ exp(2rjdj/σ
2)
1− φ
)
(5.2.6)
will be higher. And therefore, the decoder’s decision will be more biased to the bits
sent by the relay, which are, however, more probable to be erroneous.
Power allocation optimization between the source and the relay does not only
enhance the decoding performance by processing all the bits of the code equally but
also guarantees that the systematic part of the code is received over reasonable SNR.
However, to perform the power optimization, many parameters should be considered,
such as the BER at the relay, etc. Furthermore, an objective transfer function that
takes the variable allocated power at the source and the relay as it’s inputs and
considers the BER as it’s output. However, an exact expression for the BER of the
DTPC in terms of the relay network SNR values is very hard to attain. Even for
the simple block BCH codes, the only available BER expressions are in union upper
bounds form, which does not exactly describe the transfer function of the system. An
alternate method for optimization is to conduct an extensive search for the optimal
point on which the performance is maximized. This is done by trying all the possible
power allocations on the DTPC system on all relay positions and then selecting the
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allocation at which the BER is minimum. The latter method will find the optimal
solution at the expense of complexity and search latency, and the accuracy of the
solution will depend on the number of points considered.
In this chapter we propose an alternative way to allocate the power based on
avoiding the aforementioned conditions that degrades the performance. All these
conditions are caused by the fact that the two parts of the code have different SNRs.
Therefore, by simply assigning the power such that all the bits received at the des-
tination have equal SNRs, we eliminate the main factors that causes the decoder to
propagate errors. Therefore, the proposed power allocation in this chapter is based
on the condition that the received energy/bit for all the parts of the code are equal
or in terms of the SNR values:
γsd = γrd (5.2.7)
which would guarantee that the all the decoded bits are received over the same channel
quality.
5.3 Power Allocation (PA)
The requirement for power allocation in (5.2.7) sets the transmit power for the relay
and the source for any relay positioning or channel conditions, i.e. it can also apply
to channels with shadowing or fading. The total power required to transmit the full
TPC matrix is divided into two parts such that:
Ps + Pr ≤ P (5.3.1)
where P is the total power required to transmit one TPC matrix, Ps and Pr are the
total power required to transmit the two parts of the code from the source and the
relay, respectively.
From the construction of the transmitted TPC matrix in Fig. 5.1 and using the
constraint in (5.3.1) in the case of equality, we can obtain the relation for energy per
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bit using E = P/n2:
n2E = knEs + (n− k)nEr (5.3.2)
where E is the energy/bit for the non-cooperative case, in which all the TPC matrix
is sent over one link. Es and Er are the energy/bit for source and relay transmissions
in the cooperative case.
Using the free space propagation model, and assuming that the relay and the
destination are separated by a fraction λ of the source-destination distance, and using
(5.2.7), the energy per bit at the source and the relay can be related by:
Es =
Er
λ2
(5.3.3)
Substituting (5.3.3) in (5.3.2) and solving for Es and Er in terms of E we obtain:
Es =
n2
kn+ λ2(n− k)nE (5.3.4)
Er =
n2
kn
λ2
+ (n− k)nE (5.3.5)
compared to Es = Er in the case for fixed power allocation as described in chapters
3 and 4. Fig. 5.4 shows how the source and relay energy/bit levels changes as
the relay-destination separation approaches the distance between the source and the
destination. On other words, this is equivalent to power allocation between the source
and the relay when direct and relay channels are experiencing different attenuations.
Moreover, the results in (5.3.4) and (5.3.5) also apply for models other than the line
model.
In the case of line model, the relations in (5.2.4) and (5.2.5) become:
γsr =
γsd
(1− λ)2 (5.3.6)
γrd = γsd (5.3.7)
However, all the SNR values in the two previous equations now depends on the
position of the relay λ, even for γsd, unlike th fixed power allocation.
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Figure 5.4. Normalized energy/bit for the source and the relay using the proposed power allocation
5.4 Simulations and Results
All the EBCH encoded n-bits codewords from the source and the relay are BPSK
modulated and sent to the destination. All the three channels are considered to
be orthogonal and have AWGN and the transmitted signals are considered to decay
according to free space propagation model, where the path loss exponent is 2. The
two component codes used in the DTPC simulations have the same parameters, where
n = 64, k = 51 and δ = 6.
The TPC decoding at the destination is based on the DBD described on section
2.2.6, where channel statistics are assumed to be available for the decoding process.
The turbo decoding consists of four iterations, each iteration has two decoding stages.
Chase II decoding used at the destination (and the relay in SDF case) uses p = 4
LRB to search for the ML codeword.
The simulations are carried over 0.1 steps of λ from 0 up to 1 using the line model,
and for every step the system is tested against different values of γsd to obtain the
system performance in terms of the BER. The results for the proposed power allo-
cation method using the DF relaying protocol is shown in Fig. 5.5 plotted versus γsd
for selected values of λ. The solid lines in the figure represent the BER performance
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Figure 5.5. BER performance versus γsd of the DTPC system with DF relaying and power allocation
employed compared to the regular system with constant power assignments
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Figure 5.6. BER performance versus relay position λ of the DTPC system with DF relaying and power
allocation compared to the system with constant power assignments
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Figure 5.7. BER performance versus γsd of the DTPC system with SDF relaying and power allocation
compared to the system with constant power assignments
curves for the DTPC with DF relaying and with power allocation between the source
and the relay, whereas the dashed-dotted lines represent the same system but with
constant power assignments. A BER gain of up to 0.5 dB is obtained at by applying
power allocation between the two transmitter over the conventional DTPC system
with fixed power assignments. Compared to the non-cooperative case, this cooper-
ative gain can exceed 0.7 dB. The same results are plotted against the position of
the relay in Fig. 5.6 to verify the applicability of the power allocation for different
relay positions. The peak performance is now shifted to a point around 0.5 and the
performance is almost symmetric around this point.
The results for the BER performance the DTPC system with power allocation
for the case when the relay uses the SDF protocol is depicted in Fig. 5.5 plotted
against the SNR of the direct channel for selected relay positions. Compared to the
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Figure 5.8. BER performance versus relay position λ of the DTPC system with SDF relaying and power
allocation compared to the system with constant power assignments
DF relaying technique, the power allocation showed more effectiveness in the case
of SDF relaying. For instance, the gain at 10−4 BER from using power allocation
is 0.7 dB more than the equivalent system with constant power assignments. When
compared to the non-cooperative case, the gain from power allocation is about 1.2 dB
when the relay is positioned at the mid point between the source and the destination.
Fig. 5.8 shows the BER performance as function of the relay position for the two
systems with power allocation and with constant power assignments.
5.5 Conclusions
In this chapter, we investigated the error propagation that can appear on the DTPC
systems especially when the relay is closer to the destination. Observations show
that an approbate power allocation is required for the distributed coding systems to
alleviate the error propagation resulted in the iterative decoding. The optimal power
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allocation can be found using optimization but this, however, requires extensive re-
search for optimal power assignments. Alternately, we proposed a criterion for power
allocation and derived expressions for source and relay transmission power. The re-
sults obtained from applying the proposed power allocation method show large gain in
BER performance and therefore showed effectiveness in allocating power between the
transmitting nodes. Finally, it worths saying that power optimization for distributed
coding system is a necessity and the results we obtained is just the explorative for
the potency of the conjunction of power allocation with distributed coding.
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Chapter 6
Power Optimization for the DTPC
6.1 Introduction
In this chapter, we continue our investigation in the power allocation problem for the
distributed TPC. Here, we are going to apply the optimization techniques to find the
optimal solution for power allocation between the source and the relay that would
result on the optimal BER performance. In the previous chapter, we used a different
approach for power allocation which is based on studying the SISO decoding process
at the destination’s decoding process and allocating the power to avoid the causes of
error propagation.
It was found in the previous chapter that the SISO TPC decoder performs better
when all the bits of the EBCH codewords have equal SNRs. We used this observation
to derive this simple power allocation such that the received SNRs at the destination
of the two parts of the code are equal. Then we used the channel attenuations
between the two transmission nodes and the destination to calculate the require bit
transmission energy that result on the SNR balance under the condition that the total
transmission energy from the two nodes does not exceed the available transmission
power per TPC codeword.
The result were obtained on the previous chapter shows a tremendous improve-
ment on the BER performance at the destination. The BER performance at the relay
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was also improved because more power is allocated to the source and therefore the
inter-user channel quality was improved.
The power allocation criterion can be solved by optimizing the power consumption
in terms of a convex function, such as minimizing the BER, the outage probability or
to maximize the capacity, etc. On other words, the optimal power allocation is based
on an optimization problem that depends mainly on an objective convex function.
Examples of power optimization can be found in [66,67], where the objective function
is a derived approximate Symbol Error Rate (SER) for cooperative network with AF
relaying. The objective function can also be to minimize the outage probability
or to maximize the capacity. In [68], optimal power allocation is solved subject
to minimizing the outage probability for DF system with diversity. The optimum
power allocations in AWGN channel for AF and DF relaying protocols in parallel
relay networks were derived in [69] subject to increasing the capacity, whereas, the
papers [70,71] used a Rayleigh fading channel model, where the instantaneous Channel
State Information (CSI) is available at the transmitters, to develop various allocation
problems for a three-nodes network with cooperative diversity system.
In this chapter, we investigate the extent of attainable improvements that can be
achieved in the DTPC cooperative coding system proposed previously, by searching
for the optimal power allocations based on the position of the relay. Rather than
assigning equal power to the source and the relay, as done previously in chapters 3
and 4, we use optimization algorithms to find the power allocation that results in the
BER performance at the destination’s receiver. We also compare in this chapter the
performance of the DTPC system with optimal power allocation to the performance
of the DTPC system employing the power allocation criterion that is proposed in
chapter 5 and with the non-cooperative system.
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Figure 6.1. Cooperative system model with one source, one relay and one destinations
6.2 System Model
We will consider the same system model used in chapter 5 for testing the proposed
power allocation. However, in this chapter, we use variable power allocation between
the source and the relay at each location of the relay, and use an optimization method
to search for the optimal power allocation that results on the lowest BER.
Without loss of generality, we consider a wireless network consisting of one source
‘s’, one destination ‘d’ and one relay ‘r’. The channels between the three terminals are
assumed block faded. The three nodes (source, relay and destination) are assumed
to have one antenna and work in half duplex mode, i.e., they can either receive or
transmit at any instant of time. Therefore, a complete transmission of TPC codeword
can be conducted in two phases. A simple illustration of the system model used
in this chapter is shown in Fig. 6.1. All the channels connecting the three nodes
are assumed independent. We assume that the attenuations on these three channels
remain constant during at least the transmission of a frame, and the receivers have full
knowledge of this attenuation, so that the channels can be assumed to be AWGN. The
channel are characterized by the variance of Gaussian noise of the channel, and the
attenuation between any two nodes, which is governed by the free space propagation
of the signals. We assume that any receiving node has perfect knowledge of the
channel attenuation and variance via channel estimation.
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The TPC code matrix used in this chapter is constructed using two EBCH system-
atic linear block codes C1 and C2 with parameters (n1, k1, δ1) and (n2, k2, δ2), where
ni, ki, and δi are codeword length, input information block length, and minimum
Hamming distance of the linear code Ci, respectively. The matrix of the product
code is obtained by serial concatenation of the two linear block codes and having an
intermediate matrix transpose between the two encoders. This is done by arranging
the information bits in k2 × k1 matrix and then encoding the k2 rows using code C1
and then encoding the resulting n2 columns using code C2 to finally obtain a n2 × n1
matrix. The resulting product code has the new parameters N = n1×n2, K = k1×k2,
∆ = δ1 × δ2. In this paper, we assume that the two component codes are identical
and they have the parameters n1 = n2 = n, k1 = k2 = k and δ1 = δ2 = δ.
As in the previous chapters, the source generates the EBCH block coded sequences
and transmits them to the destination and the relay in the first phase of transmis-
sion. In our work, we considered both the DF and SDF protocols at the relay. The
relay receives and decodes the transmitted sequences over the inter-user channel and
arranges k-codewords in rows. Then the relay uses the second component code to
encode the transpose of the row matrix (encoding across the columns). The parity
of the second encoding, formed in a matrix of dimension (n − k) × n, is separated
and transmitted to the destination in the second transmission phase. Based on the
used forwarding protocol, the relay will either transmit soft encoded information or
hard encoded information if the SDF or DF relaying protocol used, respectively. The
destination constructs a complete TPC by matrix concatenation of the two received
matrices from the source and the relay and then conducts a turbo product decoding.
We aim to find in this chapter the optimal power allocation for the cooperative
system when the attenuations on the direct and the relay channels are not equal.
The channel attenuations can be caused by the block fading coefficients or by the free
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space propagation. The two channels are assumed to be statically independent, and
therefore, the fading coefficients are independent. Moreover, the relay and the source
can be randomly placed with respect to the destination, meaning that the separation
distances between the destination and the two transmitting nodes can be different,
and therefore, the attenuations can also be different.
One way to find the optimal power allocations for the cooperative system is by
conducting a comprehensive search at all possible SNR values for the three channels,
namely, direct, inter-user and relay channels. However, this will extremely complicate
the optimization problem. An Alternate simple method is to use the line experimental
setup to model the system. This model assumes the relay is located on the line
connecting the source with the destination as in Fig. 5.2.
The destination receives two signals from the source and the relay during the two
time slots. The two signals can be generally expressed as follows:
yd[2k − 1] =
√
Esαsd[2k − 1]xs[2k − 1] + nsd[2k − 1] (6.2.1)
yr[2k − 1] =
√
Es
(1− λ)2αsr[2k − 1]xs[2k − 1] + nsr[2k − 1] (6.2.2)
yd[2k] =
√
Er
λ2
αrd[2k]xr[2k] + nrd[2k] (6.2.3)
The subscripts ‘s’, ‘r’ and ‘d’ are used to denote the source, the relay and the destina-
tion nodes, respectively. The received signal at node j is yj while xi is the transmitted
signal from node i. The variable k denotes the time slot. The channel between the
two nodes i and j has AWGN noise nij, and channel attenuation αij. Es and Er are
the transmit energy/bit for the source and relay, respectively.
The proposed power allocation from chapter 5 suggests that the two parts of the
DTPC matrix should be received with equal SNRs at the destination to minimize the
error propagation in the decoding process, i.e.
SNRsd = SNRrd
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As appears in the results, this simple method to allocate the power proves that
higher BER performance can be attained from the distributed coding system, and
the capacity of the relay channel is more efficiently utilized than the fixed power
allocation. Since the total power should be divided between the source and the relay
as Ps + Pr = P , where Ps and Pr are the source and the relay total transmission
powers, respectively, and P is the total transmission power for one TPC codeword.
Therefore, it was found in the last chapter that the energy/bit allocation for the relay
(Er) and the source (Es) should be given by:
Er = E
n2
kn
λ2
+ (n− k)n
Es = E
n2
kn+ λ2(n− k)n
to meet the power allocation criterion give above so that the SNR of the two received
parts of the code are equal. Where in this equation, E is the energy/bit for the
original non-cooperative system, λ is the relay location on the line model.
If we use the factor α to represent the portion of the power allocated to the source
from the total power, then
Ps = α(λ)P, Pr = (1− α(λ))P (6.2.4)
Therefore, for the proposed power allocation in chapter 5, α can be given by:
αPA =
kn
kn+ λ2(n− k)n (6.2.5)
6.3 Power Optimization
In this section we apply optimization rules to the DTPC cooperative system with SDF
relaying protocol presented in [72] to search for the maximum attainable performance
using the line experimental setup. Our main target in this chapter is to minimize the
final BER for the three transmission channels via optimal power allocation between
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the source and the relay. It is well known that the performance of any communication
system, specifically cooperative systems, can be improved by relaying with optimal
power allocations [56]. Therefore, we assume that a maximal overall transmit power
from the source and the relay is fixed and is equal to the same power required to
transmit the complete TPC codeword from the source to the destination in the non-
cooperative scenario. Then, the overall total transmitting power is to be optimally
shared between the source and the relay, so that the power is efficiently utilized to
gain the maximum performance possible for the DTPC. Basically, we optimize the
power allocation by minimizing bit-error probability at the destination.
Since the main target for power optimization is to reduce the probability of error
at the destination after the turbo product decoding stage, the target function for our
optimization problem is therefore the BER after the decoder. However, there is no
exact expression available to model the probability of error after the decoder, but one
way to characterize this unknown function is by the empirical function given by:
BER = f(α, λ, P ) (6.3.1)
This relation is monotonically decreasing function with respect to the power P , so
to optimize the power at location λ, we have to find the values of α that results in
the minimum BER. Thus, the optimization problem is reduced to a one dimensional
problem with only one variable parameter α.
6.3.1 Optimization Algorithm Requirements
In this chapter, we assume that the target function in (6.3.1) has a global minimum
with respect to α. This assumption is based on the fact α can take values between 0
and 1, and the BER at the the two extreme values of α, i.e. 0 and 1 is much higher
than the BER for any arbitrary value of α between the two limits. When α = 1,
this means that all the power is allocated to the source, and therefore, the vertical
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parity is transmitted with 0 power. On the other hand, when α = 0, all the power is
allocated to the relay, while the source has 0 transmission power. In the two extreme
cases, the performance of the cooperative system is far worse than the performance
of the system with equal energy/bit allocation (the scheme used in chapters 3 and
4), consequently, we assume that the function has the most global minimum located
between the two extreme points.
We want to determine the power allocation (the value of α) that optimizes the
systems performance with respect to the power. Since the BER performance of the
system depend on the statistics of the channels, the results from simulating the system
is known to have margin error, hence, to overcome this limitation, we use repetition
and then curve fitting to find the approximate power allocation that has the least
square errors with respect to the observation points.
Another issue to consider when designing the optimization algorithm is that sim-
ulations errors could also lead the optimization algorithm to a wrong solution. This
limitation is solved by the proposed algorithm using the sliding ball principle on a
slope as in Fig. 6.2. If a ball slides from any peaks of the slope it will slid and will
exceed the lowest point on the curve and will traverse more distance upward beyond
the solution until it will stops and reverse it’s direction of movement. This continues
until the ball reaches it’s steady state at the lowest point on the slope. The numbers
on the balls in Fig. 6.2 indicates the positions of the ball when it reverses the sliding
direction, where the number 1’ indicates the starting point. Note that if a sliding ball
passes across a small bulge, it pass this bulge and continue sliding until it reaches an
uphill.
The required optimization algorithm should take in consideration the aforemen-
tioned characteristics of the DTPC simulator and should be designed to minimize the
run time and the complexity of the algorithm. We set the optimization algorithm to
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Figure 6.2. The principle of sliding ball used in designing the optimization algorithm
work on bit error rate level close to 10−3 bit errors/frame to have accurate results
with lower number of repetitions (the number of transmitted and received frames for
a single SNR and λ pair).
6.3.2 Optimization Algorithm
For every relay location λ and for a fixed SNR that meets the target BER level (as
explained in the previous paragraph), the optimization algorithm starts from one of
the boundary points of the search segment. In our optimization analysis, we use
smaller range for α instead of the (0-1) range to avoid complexity and long running
time, since the performance of the cooperative system is known experimentally to
degrade severely when α < 0.7. The algorithm calculates the step size and the sign
based on the length search segment and the number of steps. Similarly to the sliding
ball principle, for each step the algorithm compares the current bit error rate of the
decoding result with the previous step. If this BER is smaller than the previous one,
then it continues to the next simulation step. If the decoding error rate is larger than
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result in the last step, then the algorithm compares the previous step result with the
result two steps back: if the one step back result is also larger than the BER result
in the two steps back, then it sets new boundaries (search segment) and step size,
otherwise, if the result one step back is smaller than the result two steps back, then
it continues to the next simulation step.
The optimization algorithm continues on steps until it reaches two consecutive
points on the upward direction of the curve (i.e. last two results of BER are larger
then previous step) or until it reaches the boundary of the curve segment. In both
cases, new search segment is determined from the length cover by the two steps before
the current step. The step size is calculated from the length of the search segment
and the required number of steps.
The optimization algorithm used to find the value of α(λ) for each relay position
λ across the line model is shown in 3. We used the accuracy threshold Th as stopping
criterion to determine when the algorithm has approached to the solution with a
predetermined accuracy level. The number of steps NSteps is the number of of
sections that the search segment is divided to. As noted from the algorithm, the step
size reduces every time when a new search segment is found. The new search segment
is determined to be the the last two sections coming before the current segment at
which the condition to find new search segment is satisfied. This is illustrated in Fig.
6.3, in which the current search segment is divided in 6 sections (number of steps
NSteps). When the optimization algorithm reaches the 5th step on the curve, the
condition of new search segment is satisfied and therefore it breaks at this step and
finds the new search segment to be the two sections 2 and 3. Therefore, the new αstart
and αend are the points 4 and 2 on the previous search segment, respectively. If the
algorithm fails to find the solution and reaches one of segment boundaries, then the
new search segment will be updated to be the last two sections in the current search
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Input: DTPC simulator with inputs α, λ and SNR and output BER
for λ : 0 to 1 do
Set SNR such that the BER is around 10−3, search segment boundaries α:
αend and αstart, Accuracy threshold Th, number of steps to NSteps;
Calculate step size Step = (αstart − αend)/NSteps;
while αstart − αend > Th do
Set α = αstart;
for j = 1 to NSteps do
repeat
Simulations given the inputs: α, λ and SNR;
until Maximum Number of Frames ;
The output is BER[j];
if j > 2 then
if BER[j] > BER[j − 1] AND BER[j − 1] > BER[j − 2] then
Set αstart = α + Step,
Set αend = α + 3 ∗ Step,
Set Step = (αstart − αend)/NSteps;
Break;
end
end
if j < NSteps then
Set α = α− Step
end
if j = NSteps then
Set αstart = α,
Set αend = α + 2 ∗ Step,
Set Step = (αstart − αend)/NSteps;
end
end
end
Increment λ by 0.1;
end
Output: α(λ) at which the simulator yields minimum BER
Algorithm 3: Power optimization algorithm
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Figure 6.3. Illustration to show how the optimization algorithm finds new search segment
segment.
6.4 Results and Discussion
In this section, we first present the results of the optimization algorithm, i.e. α(λ),
then we test the power optimization parameters on the DTPC system to see the
effectiveness of the optimal power allocation. In the last part of this section, we
compare the result obtained in this chapter to the results obtained on chapter 5 to
check the validity of our proposed power allocation algorithm.
6.4.1 Optimization Results
For our optimization algorithm, the number of steps is set as NSteps = 6, maximum
number of transmitted frames = 2000, accuracy threshold Th = 1 × 10−5, starting
value for αstart = 1.0, and for αend = 0.7, and variable step size that is always equal
to
αstart − αend
NSteps
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λ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
SNR [ dB] 2.5 2.2 2.0 1.3 1.1 1.1 1.3 1.4 1.6 1.8 2.2
Table 6.1. SNR values used on the optimization algorithm for each λ step
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Figure 6.4. Power Optimization Results for α in (6.2.4).
We also set the SNR values at each λ step to the values in table 6.1 to ensure that
the optimization algorithm works around the 10−3 BER level.
After running the optimization algorithm, it approaches the solution within about
50 iterations. The results for several runs of the simulations for the SDF relaying
protocol is shown in Fig. 6.4. The figure shows the location of the relay on 0.025
steps versus the power optimization factor α, which is the percent of total power
allocated to the source.
The higher value of α means that more power is allocated to the source. For low
values of λ, when the relay is closer to the destination, it is better to allocate most
of the transmission power to the source as the optimization results suggest in Fig.
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6.4. This result agrees with our expectation that less power is needed for the relay
transmission, because of it’s proximity to the destination. On the other hand, when
the relay get closer to the source, more power is required to transmit the signal to
the destination to compensate for the attenuation loss resulted from the free space
propagation.
6.4.2 Performance of DTPC System with Power Optimiza-
tion
We used polynomial fitting to approximate the resulted points in figure 6.4 to a k-th
degree polynomial. We choose to approximate the results to the polynomial with a
degree k = 7 because it is the lowest degree that will result in least-squares errors
less than or equal to 10−3. The polynomial fitting uses the least square errors as a
criterion to best fit the observation points to a k-th degree polynomial:
yk(λ) = a0 + a1λ+ a2λ
2 + · · ·+ akλk
The coefficients ai for 0 ≤ i ≤ k for the DTPC system with SDF relaying protocol
are found to be as shown in table 6.2.
a0 a1 a2 a3 a4 a5 a6 a7
0.9966 -0.4151 4.3207 -19.8401 43.3002 -49.2816 27.8726 -6.1564
Table 6.2. The 7th degree polynomial coefficients found using polynomial fitting
The resulted polynomial function is plotted in Fig. 6.6 against the parameter α,
together with the actual observation points when λ changes from 0 to 1. We used the
optimal power allocation values for every location of λ using the polynomial that has
the coefficients in table 6.2 in the DTPC cooperative system. The BER performance
results for several relay positions is plotted in Fig. 6.5 against the reference SNR of
the direct channel. We also plotted in the same figure the non-cooperative case for
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Figure 6.5. The BER performance of the DTPC with SDF protocol using Optimal Power Allocation
versus the SNR.
comparison with the power optimized distributed coding system. The system shows
performance gain ranges between 0.5 dB to 1.2 dB when the relay is placed between
the source and the mid-point 0.5 ≤ λ ≤ 1 on the line model that is connecting the
source and the destination. When the relay is closer to the destination λ ≤ 0.3,
the distributed system still exhibits a performance gain but with error floor when
SNR→∞.
6.4.3 Comparison with Power Allocation Criterion
In this section we compare between the optimal power allocation and the proposed
power allocation in chapter 5. The criterion for power allocation as proposed in the
previous chapter is based on receiving all the code parts at the same SNR. To do so,
we allocated the excess power (the surplus) from the relay to the source, therefore, we
decreased the SNR on the relay channel and increased the SNR on the direct channel
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Figure 6.6. Using curve fitting to plot α for the Power Optimization results and compare it to the earlier
proposed Power Allocation and Constant Power Allocation for the SIR-DTPC system.
to have them equal to each other. This power allocation criterion shows to be a very
simple and effective solution for the distributed systems, however it did not consider
the errors made by the relay on the decoding process before re-encoding the message
signal and transmitting the resultant parity. Since the decoder of the destination
handles all the bits according to their SNR, it assumes that all the bits have equal
confidence when it receives the two parts of the code over the same SNR. Since the
second part received from the relay is not perfect estimate of the vertical parity, it
has some decoding errors and the decoder should not consider the confidence of this
part to be equal to the confidence of the first part. Alternately, the power allocation
algorithm should take this errors in consideration and allocate the power in a way
that decreases the errors at the relay and increases the SNR of the first part of the
code to be decoded at the destination with more confidence.
In Fig. 6.6, we compare the percent of power allocated to the source in the
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SIR-DTPC system from the available transmission power for the three schemes: the
constant power allocation (dotted black line), the equal-received energy power allo-
cation scheme (solid red line) and the optimized power scheme (dashed-dotted blue
line). The blue dots are the observed points from the optimization processes, which
are approximated to the dashed-dotted line using curve fitting. The constant power
allocation uses equal energy/bits for all the bits transmitted from the source and the
relay. Therefore, the source share is equal to the percent of bits transmitted from the
source, which is equal to kn to the total number of bits transmitted from the both
the source and the relay n2, which is equal to:
αCP =
kn
n2
= 0.797
where we substituted for k and n their values that we used here in our simulation
model which are 51 and 64, respectively. For the power allocation scheme that was
proposed in the previous chapter, α was derived in (6.2.5).
It can be clearly seen from the results in Fig. 6.6 that the optimization result
agrees with the equal-received-energy criterion power allocation proposed before. The
general behavior of the power optimization scheme is approximately lead to an equal
received energy at the destination for the two code parts. Moreover, the optimal power
allocation for the source when 0.4 ≤ λ ≤ 0.9 is slightly larger than equal-received-
energy line. On this range, the cooperative coded system exhibits the highest gains
over the non-cooperative system, and therefore as aforementioned the optimal power
allocation is when SNR of the direct channel is higher than the SNR of the relay
channel to make it with more confidence on the decoding process.
We also compare the BER performance of the three schemes: the constant power
allocation (dashed-dotted black line), the equal-received-energy power allocation (dot-
ted blue line) and the optimized energy power allocation methods (solid red line) when
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Figure 6.7. Comparison between the BER performance of the DTPC with SDF protocol using Optimal
Power Allocation, Proposed Power Allocation and Constant Power Allocation versus the location of the
relay.
the relay position on the line model changes from 0 to 1 for different values of di-
rect channel SNR of the reference system. It is noted that the performance of the
optimized power allocation is slightly better than the proposed power allocation for
high and low values of λ. The results obtained for the optimized power allocation for
the DTPC system proves the validity of the earlier proposed power allocation scheme
in the previous chapter, and shows that performance attainable from this allocation
scheme is very close to the maximum performance possible for the DTPC system.
6.5 Conclusions
We aimed in this chapter to find the optimal power allocations for the SDF-DTPC
cooperative system. For this purpose we proposed and used a new optimization
algorithm that is based on the principle of a sliding ball on an inclined surface.
The results obtained from the optimization algorithm were very close to the power
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allocation criterion that is proposed in chapter 5 which is based on having equal
received SNRs for all the parts of the distributed code. We tested the outcomes of
the optimization algorithm on the distributed coded system for every location of the
relay on the line model. The BER performance results obtained from plugging the
optimization results in the DTPC system shows a very small improvement over the
equal-received-energy based power allocation proposed earlier. The results obtained
in this chapter emphasize on the validity of our proposed power allocation criterion
on the previous chapter and show the maximum possible attainable performance from
the DTPC cooperative system.
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Chapter 7
Joint Distributed Space-Time
Block Coding with Distributed
Turbo Product Code
(DSTBC-DTPC)
7.1 Introduction
Simulation results from the previous chapters show that the DTPC cooperative sys-
tem is largely affected by the relay channel errors. Even when the relay makes no
errors, the performance is seem to degrade when the SNR of the relay channel is rela-
tively low. This can be clearly seen when the relay is positioned closer to the source,
i.e. 0.5 < λ < 1.0. Therefore, we aim in this chapter to improve the performance of
the DTPC system even more by enhancing the conditions of the relay channel. The
SNR of the relay channel can be improved by employing diversity to transmit the
second phase of data, which are the parity information about the first transmission
phase as generated by the relay. However, the use of diversity usually means that the
system will be less spectral efficient, in the case of time or frequency diversity, or have
more hardware cost, e.g. additional antennas at the receiver in the case of spatial
diversity. An alternative solution is to use the Space-Time Block Code (STBC) to
have transmit diversity at the second transmission phase. This solution fits perfectly
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on the design of DTPC code and does not evolve the need of additional antennas or
using the spectrum less effectively, as can be explained more in details in this chapter.
Diversity techniques are known to offer an efficient solution for combating the fad-
ing in wireless communication environments. Time, frequency, and spatial diversity
are the three main forms of diversity techniques [73–76]. Time diversity is a form of
channel coding, and used mostly with time interleaving when the channel is on slow
fading conditions. The receiver receives replicas of the transmitted signal in the form
of redundancy in time domain. In frequency diversity, the same signal is transmitted
at different frequency channels that have different fadings. Therefore, a better quality
of the signal can be obtained if the different versions are combined. Antenna diver-
sity (i.e., space diversity) is the most practical and widely used diversity technique in
wireless telecommunication systems. The MIMO systems with multiple receiver and
transmit antennas have proven to improve the received signal quality through diver-
sity to a great extent [36]. Each transmitter-receiver antenna pair may provide an
independent path from the transmitter to the receiver. Multiple independent faded
replicas of the transmitted signal are obtained at the receiver side using proper pro-
cessing, thus creating spatial diversity. Therefore, antenna diversity is able to achieve
higher spectral efficiency in MIMO systems as compared with SISO systems through
the use of Spatial Multiplexing (SM). However, these improvements come at the
cost of requiring multiple radio frequency front ends at both the transmitter and the
receiver. Furthermore, the size of mobile devices may limit the number of antennas
that can be deployed.
As an alternative, ST coding is used in wireless communications to transmit mul-
tiple replicas of a signal across a number of antennas and to exploit the various
received versions of the data by using additional processing at the receiver to gain
spacial transmit diversity [77]. The advantage of ST coding is that there is no need
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to have multiple antenna at the destination to have different versions of the signal.
Therefore, reducing the cost of the handset devices, and averting the design of the
mobile device from being bulky.
Previous works have proposed a distributed ST coding schemes on cooperative
networks, e.g. [78, 79], by using the spatially distributed of relay nodes as antennas
to assist the transmitter on providing transmit diversity. In order to construct the
distributed ST coding, the source has to transmit the message signal to the relays in
the first phase, and then the relays together with the source transmit the message
again in the second phase using STBC coding [78]. While their results shows an
improved performance compared to conventional systems, sending the message twice
in the first and second transmission phases decreases the spectral efficiency. Moreover,
they have not shown a solution to the increase power requirements, when more relays
are participating in the transmission process.
In this chapter, we propose to use the distributed STB coding to transmit the
second part of the distributed TPC on the relay and direct channels. The source and
the relay share their single antennas to create a virtual transmit array to transmit the
generated parity on the second phase toward the destination. The main concentration
of this chapter is on enhancing the channel conditions for the relay channel. The relay
on our proposed distributed system may use two forwarding strategies, the DF and the
SDF protocols, which are based on decoding the message signal and re-encoding using
a second component code to produce vertical parity. In the second transmission phase,
the relay and the source working synchronized using space-time coding to transmit
the second part of the TPC matrix, the vertical parity. The destination receives the
message signal transmitted over the direct channel and the two versions of the second
part of the TPC matrix. The two signals received on the second transmission phase
then are STB decoded and the parity bits are detected and sent to the TPC decoder
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to join it with the first part of the TPC code.
The main feature of the proposed architecture is twofold. Firstly, the spectral
efficiency is improved. The second transmission phase from the source and relay
nodes is done simultaneously for the parity of the first transmission phase. Hence, no
bandwidth is wasted to re-transmit the same message again. Secondly, the gain of
transmission diversity is obtained without the need of additional external antennas.
7.2 System Model
Coded cooperation is performed by sending two codewords via two independent chan-
nel paths. The basic idea is to improve the overall performance of cooperative systems
through diversity. The proposed configuration for the Joint distributed STBC with
DTPC is shown in Fig. 7.1. In this model, instead of using a centralized turbo product
coded system originated from the source node only, we propose a distributed coding
scheme at both the source and the relay nodes, as we have illustrated before in the
previous chapters. The encoding process is divided over two transmission phases, so
the overall code received at the destination is constructed from the two parts received
over the direct and the relay channels. To further improve the overall performance
through diversity, the coded cooperation operates by sending the second part of the
TPC matrix using STBC encoding. The source generates the exact vertical parity by
simply transposing the horizontally encoded message signal and EBCH encoding to
obtain the vertical (columns) parity. On the other hand, the relay uses the corrected
message signal, which was transmitted by the source during the first transmission
phase, to generate the vertical parity for the encoded message signal. The vertical
parity generated at the relay is an estimate for vertical parity generated by the source.
The relay uses the same encoding methods as explained in chapters 3 and 4 to obtain
either hard or soft incremental redundancy, respectively.
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Figure 7.1. Proposed Joint Distributed STBC Distributed TPC configuration
Assuming that the source and the relay are perfectly synchronized, the second
part of the code is transmitted using Alamouti encoding from both the source and
the relay. The STBC encoding benefits from the single antennas available at the two
nodes, the source and the relay, that makes up the virtual two antennas array required
to transmit the STBC signal using the Alamouti coding [77]. Both the source and
the relay are transmitting using Half-Duplex mode, where the source uses it’s single
antenna to transmit the first block of the code, and then to transmit the second block
of the code using the STBC encoding.
The source transmits to the relay and the destination during the first transmission
phase, EBCH encoded codewords, which are received at the destination and the relay,
after passing through fast faded with AWGN channel, can be modeled as:
Ysd1[k] =
√
Eshsd1[k]X1[k] + nsd1[k] (7.2.1)
Ysr1[k] =
√
Es
(1− λ)2hsr1[k]X1[k] + nsr1[k] (7.2.2)
where Ysd1[k], Ysr1[k] are the received signals at the destination and the relay, respec-
tively, during the first transmission phase, Es is the energy/bit used to transmit the
source bits, k is the time index for each transmitted symbol, Xs1[k] is the source mod-
ulated symbol for the sequence of codewords in the first transmission phase, hij1[k]
is the complex Rayleigh coefficient with mean and variance equal to 1. The additive
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noise nij is complex Gaussian with zero mean and variance of 0.5 in each dimension.
It is assumed that the channel remains constant for any two consecutive time slots.
The parameter λ represents the relay position on the line model. It is assumed that
the relay is located on the line connecting the source with the destination, so the
line model propagation equations apply to the transmitted signals from the source
and the relay. The relay receives the source’s transmission and performs a channel
compensation for the received signal, assuming that it has perfect channel estimates:
Xˆr1[k] = Re {Ysr1[k]h∗sr1[k]} (7.2.3)
In the second transmission phase, both the source and the relay generates their
own versions of the parity, and use the Alamouti code to transmit to the destination.
We use the simple two-transmit antennas system and has the coding matrix:
C2 =
[
s1 −s∗2
s2 s
∗
1
]
(7.2.4)
where ∗ denotes complex conjugate of the symbol. The columns in this matrix repre-
sent the time slot, and the rows represent the antenna used to transmit the symbols.
In our work, we assume that the source is the virtual antenna 1, and the relay is
the virtual antenna 2. So the complex symbols coming out of the source and relay
antennas can be written as follows:
Xs2 = [s1 − s∗2 s3 − s∗3 s5 − s∗6 · · · ] (7.2.5)
Xr2 = [r2 r
∗
1 r4 r
∗
3 r6 r
∗
5 · · · ] (7.2.6)
where the symbol sj indicates the source generated symbol using the space-time
coding for the vertical parity, whereas rj is the relay generated symbol corresponding
to the estimate of the vertical parity. Every time slot k, the source and the relay
transmit simultaneously their STBC encoded symbol to the destination, i.e. the
symbols Xs2[k] and Xr2[k] from the source and the relay, respectively. Therefore, on
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the second transmission phase, the received signals at the destination via a fading
and AWGN channel can be expressed as:
Yd2[k] =
√
Es
2
hsd2[k]Xs2[k] +
√
Er
2
hrd2[k]Xr2[k] + nd2[k] (7.2.7)
(7.2.8)
where Er is the energy/bit for the relay node, and nd2 ∼ N(0, 1). The coefficients hid2
here also are fast Rayleigh fading complex coefficients with mean and variance equal
to 1. The assumption that the channel coefficients remain constant for two successive
time slots is also used for the second transmission phase.
The destination will receive the transmissions in the two phases, from the source
only in the first phase, and a combined signal from the source and the relay on the
second phase. We assume that the destination can obtain a perfect knowledge about
the channel conditions between it and the two other nodes, i.e. the source and the
relay. So the destination uses channel tap-compensation for the first part by applying
the following for every received symbol:
Xˆd1[k] = Re {Ysd1[k]h∗sd1[k]} (7.2.9)
For the second part of the distributed code, the destinations applies Alamouti
decoding for the two consecutively received composite signals to separate the two
received symbols. In other words, to extract the two symbols on time slots 2k − 1
and 2k, the destination has to apply the Alamouti decoding to the received signals
in time slots 2k − 1 and 2k. One particularly attractive feature of orthogonal STBC
is that maximum likelihood decoding can be achieved at the receiver with only linear
processing. To perform the STBC decoding we define the matrix H:
H =
[
h[2k − 1] h[2k]
h∗[2k] −h∗[2k − 1]
]
(7.2.10)
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To solve for Xˆ2[2k − 1] and Xˆ2[2k], we need to find the inverse of H. For a general
matrix of size m× n, the pseudo-inverse for the matrix H is defined as:
H+ =
(
HHH
)−1
HH (7.2.11)
where H here represent the Hermitian of the matrix, which is equal to the conjugate
transpose of the matrix. The term:
HHH =
[
h∗[2k − 1] h[2k]
h∗[2k] −h[2k − 1]
][
h[2k − 1] h[2k]
h∗[2k] −h∗[2k − 1]
]
=
[
|h[2k − 1]|2 + |h[2k]|2 0
0 |h[2k − 1]|2 + |h[2k]|2
]
(7.2.12)
Which is a diagonal matrix, therefore, the inverse is just the inverse of the diagonal
elements, i.e.:
(
HHH
)−1
=
 1|h[2k−1]|2+|h[2k]|2 0
0 1|h[2k−1]|2+|h[2k]|2
 (7.2.13)
Therefore, the estimates of the transmitted symbols at time slots 2k − 1 and 2k can
be obtained as follows:[
Xˆ2[2k − 1]
Xˆ2[2k]
]
=
(
HHH
)−1
HH
[
Yd2[2k − 1]
Y ∗d2[2k]
]
(7.2.14)
=
(
HHH
)−1
HH
(
H
[
X2[2k − 1]
X2[2k]
]
+
[
nd2[2k − 1]
n∗d2[2k]
])
(7.2.15)
=
[
X2[2k − 1]
X2[2k]
]
+
(
HHH
)−1
HH
[
nd2[2k − 1]
n∗d2[2k]
]
(7.2.16)
Here, we used the symbol X2 to represent the transmitted symbol from the source
and the relay instead of the symbols Xs2 and Xr2, assuming that the relay estimates
of the parity bits are correct. We, however, do not use this assumption in simulations
and estimate the parity bits by means of decoding and re-encoding at the relay, then
the estimates of the parity in either hard (DF) or soft (SDF) form are transmitted to
the destination.
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7.3 Results and Discussion
To test the proposed system with the addition of distributed STBC encoding to
our earlier proposed DTPC cooperative system, we also added multiplicative fading
coefficients instead of the LOS channel used in previous chapters. Fast fading channel
model with Rayleigh complex coefficients are used for all the channels connecting the
three nodes. In our simulations, the multiplicative complex Rayleigh coefficient is
formed as follows:
h =
1√
2
(W + jZ) (7.3.1)
where both W and Z are independent and identically distributed (iid) random vari-
ables with normal distribution with zero mean and unity variance, i.e. N(0, 1), so
that h has Rayleigh distributed amplitude with variance equal to 1.
In our simulations, we assumed that the transmission powers from both the relay
and the source are equal, i.e. Es = Er. We also assumed that the power required
for the STBC encoding, is the same power required to transmit the second part of
the code. On other words, the power required to transmit the vertical parity from
the source (or the relay in the cooperative coding case), is divided by 2 to guarantee
fair comparison with the non-cooperative case and with the distributed coded system
without the distributed STBC encoding stage. This is also shown in (7.2.7)
In this chapter, we assume that all the channels experience fast fading with AWGN
at the receiver’s front end. We also assume that the channel remains constant for the
two successive time slots in the second transmission phase when the distributed STBC
encoding is used in the system. We compare the performance of our proposed system
to the cooperative system employing the DTPC without the distributed STBC and
to the non-cooperative system in which the source performs all the TPC encoding
(rows and columns) and then transmits the encoded symbols on the direct channel
only without using relay to support the transmission.
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Figure 7.2. BER performance of the joint Distributed STBC DTPC encoding using hard decoded and
forward DF protocol for relay positions 3 ≤ λ ≤ 6
On the cooperative system employing only DTPC encoding, we assume that the
relay and the destination have full knowledge about the channel conditions using
channel estimation. The relay and the destination perform channel compensation for
the symbols transmitted over the first transmission phase using the method in (7.2.3)
and (7.2.9), respectively. In the second transmission phase, only the relay transmits
to the destination, and thus the destination performs channel compensation on the
received symbols from the relay using:
Xˆd2[k] = Re {Yrd2[k]h∗rd2[k]} (7.3.2)
Also in the non-cooperative mode, the destination performs channel tap compensation
by using the channel estimates to compensate for attenuations on the received symbols
from the source in a similar manner to (7.2.3), (7.2.9) and (7.3.2).
The results for the proposed distributed system using DF forward protocol at the
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Figure 7.3. BER performance of the joint Distributed STBC DTPC encoding using hard decoded and
forward DF protocol for relay positions 7 ≤ λ ≤ 9
relay is plotted in Fig. 7.2 and Fig. 7.3 for the two ranges of λ. The proposed
Distributed Space-Time Block Codes (DSTBC) cooperative communication system
shows steady performance improvement in the two λ ranges. The performance en-
hancement due to the addition of the distributed STBC encoding on the second
decoding stage on the two figures is about 2.5 dB at 10−5 BER at the destination. It
is also noted that the addition of the distributed STBC encoding to the cooperative
system improves the slope of the BER curve. The total improvement of the joint
distributed system over the non-cooperative communication can go up to 3 dB at the
same bit-error-rate. Although the distributed STBC encoding is only applied dur-
ing the second transmission phase only to the second part of the code (which is the
vertical parity), the proposed configuration shows large improvement over the sys-
tem without the addition of the STBC encoding stage and over the non-cooperative
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Figure 7.4. BER performance of the joint Distributed STBC DTPC encoding using soft decoded and
forward SDF protocol for relay positions 3 ≤ λ ≤ 6
reference systems.
The two figures in 7.4 and 7.5 shows the BER performance of the three systems:
the non-cooperative system, the cooperative system employing SDF-DTPC only and
the system employing the joint distributed STBC and SDF-DTPC encoding system.
Here the proposed system also shows similar performance improvement compared to
the other two systems for the second relaying protocol. The transmit diversity gain
over the system with DTPC only is about 2.2 dB and this gain can reach 3.5 dB over
the non-cooperative communication as can be seen at the 10−5 BER level.
To show the effect of the relay position on the performance of the proposed dis-
tributed coding system on a fast fading channel we have plotted the BER performance
versus the relay position λ on Fig. 7.6 and Fig. 7.7 for the DF and SDF relaying
protocols, respectively. Each curve in the two figures represents the BER performance
132
0 1 2 3 4 5 6 7 8 9 10 11
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
γ
sd Eb/N0 [dB]
BE
R
 P
er
fo
rm
an
ce
Non−Cooperative
SDF−DSTBC−DTPC
SDF−DTPC
λ= 0.7
λ= 0.8
λ= 0.9
Non−Cooperative
DTPC
DSTBC−DTPC
Figure 7.5. BER performance of the joint Distributed STBC DTPC encoding using hard decoded and
forward SDF protocol for relay positions 7 ≤ λ ≤ 9
for the distributed system when the SNR of the direct channel link is fixed and the
position of the relay is changes between 0 and 1. It is noted from the two figures
that as the SNR of the direct path increases the improvement of the joint distributed
system increases over the distributed system with DTPC only. It is also noted due
to the STBC diversity that the relay could also help in improving the performance
even if the relay channel experience the same SNR as the direct path channel, as can
be seen for the case when λ = 1. The improvement over the DTPC system increases
when the SNR of the inter-user channel increases, this can be seen by comparing the
two BER curves at a certain SNR when the λ increases from 0 to 1.
7.4 Conclusions
We have proposed in this chapter a new joint distributed system that joins the fea-
tures of distributed TPC encoding system with the features of distributed STBC
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Figure 7.6. BER performance of the two distributed systems, the system with DTPC only and the
system with joint DSTBC and DTPC when the relay is using DF protocol plotted against the position
of the relay λ
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Figure 7.7. BER performance of the two distributed systems, the system with DTPC only and the
system with joint DSTBC and DTPC when the relay is using SDF protocol plotted against the position
of the relay λ
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encoding system. We tested our proposed system in a fast fading environment on
the three channels connecting the three nodes in the cooperative network. The sim-
ulation results for the two relaying protocols, the DF and SDF, show at least 2 dB
improvement over the earlier proposed system based on distributed TPC only and an
overall gain that can reach 3.5 dB over the non-cooperative encoded system without
STBC. The design of the distributed system is very simple and does not require any
additional radios or external antennas. The three systems used for comparison utilize
the same bandwidth and consume the same amount of power.
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Chapter 8
Concluding Remarks and Future
Work
8.1 Conclusions
We presented on this dissertation a framework for distributed turbo block codes,
for which we present simulation results under the assumption that the relay makes
decoding errors and forward erroneous incremental parity to the destination. Under
this framework, we propose solutions to enhance the BER performance under different
channel conditions. We first proposed a method to generate multiple vertical parities
for the turbo block codes using a cyclic interleaver. This cyclic interleavers is employed
on multiple relays which forward the result parities to the destination. The destination
performs a joint turbo decoding for all the received vertical parities. The results
for single and multiple relays show that the BER performance can be improved by
increasing the number of relays and enhancing the interuser channel, but it is limited
by the SNR of the direct link channel.
We also proposed a soft information relaying technique in which the relay decodes
the source’s message and re-encodes it across columns using a novel soft block encod-
ing technique to obtain soft parity bits with different reliabilities that can be used as
soft incremental redundancy that is forwarded to the destination. The results pre-
sented for the SIR technique show that a cooperative coding system based on DTPC
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with soft incremental redundancy outperforms its two counterparts; the DTPC based
on DF and the non-cooperative TPC. With the same spectral and power efficiency,
the distributed TPC can give BER performance that is closer to the channel capac-
ity. In the SDF cooperative coding technique, the relay can help in the distributed
encoding process even when the inter-user channel having low SNR. With the SDF
cooperative coding technique the relay can boost the performance for the two-ways
communication system between any two nodes unlike the conventional DF.
To overcome the error propagation at the destination we proposed also a power
allocation method and verified the effectiveness of this simple method by comparing
it’s results to system with optimized power at the source and the relay. The results
obtained from applying the proposed power allocation method show large gain in
BER performance and therefore showed effectiveness in allocating power between the
transmitting nodes. For the same purpose, we proposed a power optimization algo-
rithm for the distributed coded system that is based on a sliding ball principle. The
main target for the power optimization is to minimize the final BER for the three
transmission channels via optimal power allocation between the source and the relay.
The goal is to optimally share overall total transmitting power from the source and
the destination, so that the power is efficiently utilized to gain the maximum perfor-
mance possible for the DTPC. The results obtained from the optimization algorithm
emphasizes on the validity of the proposed power allocation criterion and show the
maximum possible attainable performance from the DTPC cooperative system.
Finally, we proposed a joint distributed STBC-TPC system that aims to enhance
the BER performance by transmitting the second part of the turbo product code
over virtual transmit antenna using the source and the relay. We tested our proposed
system in a fast fading environment on the three channels connecting the three nodes
in the cooperative network. The simulation results for the two relaying protocols,
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the DF and SDF, show at least 2 dB improvement over the earlier proposed system
based on distributed TPC only and an overall gain that can reach 3.5 dB over the
non-cooperative encoded system without STBC. The design of the distributed system
is very simple and does not require any additional radios or external antennas. The
three systems used for comparison utilize the same bandwidth and consume the same
amount of power.
8.2 Future Work
We plan to continue our research in the distributed coding systems to cover the
research areas that has not been fully covered by this dissertation or any previous
work. In the future work, we plan to:
1. Study the power allocation and optimization for the joint distributed STBC-
TPC encoding.
2. Study the power allocation problem for channels with block fading.
3. Study the use of multiple vertical parities in non-cooperative scenarios to lower
the code rate and increase the performance inspired by the belief propagation
decoding method.
4. Analytically study the performance of the DF and SDF-DTPC systems by ob-
taining the Weight Enumerator Function (WEF) and then using the union
bounds to obtain an approximate expression for the overall BER of the dis-
tributed coded system. We plan to use the result to design more efficient turbo
decoding.
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