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Mueller and Jones matrices have been thoroughly studied as mathematical tools to describe the manipulation
of the polarization state of classical light. In particular, the most general physical transformation on the
polarization state has been represented as an ensemble of Jones matrices, as
∑
i
ViΦV
†
i
. But this has generally
been directly assumed with out proof by most authors. In this paper, we derive this expression from simple
physical principles and the matrix theory of positive maps. c© 2011 Optical Society of America
OCIS codes: 030.1670, 030.6600, 070.5040, 260.5430.
1. Introduction
The polarization state of a classical beam of light can
be mathematically represented in a variety of ways. The
first description dates back over a century and a half
to the work of Stokes [1], who introduced the four pa-
rameters which bear his name to specify the beam’s po-
larization state [2]. The Stokes parameters Sµ, repre-
sent, in vector form, the power of the beam in various
polarization modes. In the simple case of a fully polar-
ized monochromatic deterministic beam, a Jones vector
is commonly used to represent the state [3].
Further, powerful models that treat the electromag-
netic field stochastically have been developed. For-
malisms by Wiener [4] and Wolf [5, 6, 7] allowed for
probabilistic electric fields and the treatment of statisti-
cal optics via the polarization matrix, Φ, formerly known
as the coherency matrix [8]. The Jones vector, or rather
the projection operator formed by taking the outer prod-
uct of the Jones vector with itself, can be seen as a special
case of the polarization matrix. Therefore, we have two
rival mathematical objects that describe classical polar-
ization of a light beam, the Stokes vector Sµ, and the
polarization matrix, Φ.
When an electromagnetic beam passes through an op-
tical system, its state of polarization will, in general, be
transformed. If one uses the Stokes vector to describe
the state, then the transformation is represented via a
Mueller matrix [9]. If one represents the state through
the polarization matrix, then transformation is repre-
sented via a Jones matrix [3].
It is generally assumed on physical grounds that the
most general transformation on the state, in the polariza-
tion matrix formalism, can be represented as an ensem-
ble of Jones matrix transformations [10], and based on
this, the properties of the most general Mueller matrix
can be derived [11, 12, 13] for the Stokes formalism. The
proof of this assumption based on rigorous mathemat-
ical properties of the two formalisms has been lacking.
Recently, Simon et al. [14] have addressed this problem
based on properties of matrices derived from the Mueller
matrices.
In this paper, we address this problem differently. In
section 2 we review the concept of a complex analytic
signal, the properties of which will be integral to our
argument. We then review the polarization formalisms
above in some detail in sections 3 and 4. In section 5
we show that provided only linear optical effects are al-
lowed, then the most general transformation is indeed an
ensemble of Jones matrix transformations.
We base our main argument on basic properties of pos-
itive maps in two dimensions [15, 16] and simple physical
assumptions about the state. The theorem on positive
maps we use is similar to Choi’s theorem for completely
positive maps [17] which is popular in quantum informa-
tion theory [18].
If one however allows nonlinear optical effects, partic-
ularly phase conjugation, then a more general transform
is needed. We show the form of this alternative transfor-
mation.
2. Complex Analytic Signals
A. Definition and Properties
We begin by reviewing the concept of a complex analytic
signal, which is fundamental to our argument. In what
follows, our main reference is Mandel and Wolf, sec. 3.1
[19, 6]. Suppose we have a real-valued signal x(t), which
can be expressed via the Fourier synthesis integral:
x(t) =
∫ ∞
−∞
x˜(ω)e−iωtdω. (1)
Since the signal x(t) is real, the Fourier spectrum x˜(ω)
must satisfy x˜(−ω) = x˜∗(ω), where the star denotes the
complex conjugate.
We note that the negative frequency components of
the spectrum are fully determined by the positive fre-
quency components. Therefore one can discard the for-
mer without loss of information. Thus, we define the
complex analytic signal z(t) as the signal synthesized
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only from the positive frequency components of x˜(ω).
That is
z(t) ≡
∫ ∞
0
x˜(ω)e−iωtdω. (2)
Alternatively, one may write the full Fourier synthesis
equation for z(t) as
z(t) ≡
∫ ∞
−∞
z˜(ω)e−iωtdω, (3)
where z˜(ω) ≡ θ(ω)x˜(ω), and θ(ω) is the Heaviside step
function. From the above, it can be shown that
x(t) = 2ℜ[z(t)], (4)
where ℜ denotes the real part (and ℑ the imaginary
part) of a complex value. For example, for the sim-
ple monochromatic signal x(t) = cos(Ωt), we have
x˜(ω) = 12 [δ(ω + Ω) + δ(ω − Ω)], z˜(ω) = 12δ(ω − Ω), and
z(t) = 12e
−iΩt.
We define y(t) as twice the imaginary part of z(t), that
is
y(t) ≡ 2ℑ[z(t)]. (5)
Then we can write the complex analytic signal as
z(t) =
1
2
[x(t) + iy(t)]. (6)
One can show that the analytic property of z(t) im-
plies its real and imaginary parts above together form a
Hilbert transform pair [20]:
y(t) = H[x(t)] ≡ 1
pi
P
∫ ∞
−∞
x(t′)
t− t′ dt
′,
x(t) = −H[y(t)] = − 1
pi
P
∫ ∞
−∞
y(t′)
t− t′ dt
′, (7)
where P denotes the Cauchy principal value, and H is
the Hilbert transform defined above. Note that the neg-
ative of a Hilbert transform is also its inverse transform.
Considered as a function of complex t, the analytic signal
z(t) is analytic in the lower half of the complex t plane.
The relations in eq.(7) are identical, up to a sign, to the
Kramers-Kronig relations [21, 22], which relate the real
and imaginary parts of the Fourier transform of a causal
response function [23]. The difference between the case of
a complex analytic signal and a causal response function
is that the time and frequency domains have switched
roles. In the case of the complex analytic signal, the fre-
quency domain vanishes for negative arguments, and the
time domain obeys the relation in eq.(7), whereas for a
causal response function, the time domain vanishes for
negative arguments (equivalent to causality) and the fre-
quency domain obeys the Kramers-Kronig relations.
B. Non-linearity of Complex Conjugation
Complex analytic signals make dealing with signals more
convenient and streamline the mathematics, for the same
reasons one prefers complex exponentials to trigonomet-
ric functions. For example, modulation, phase relation-
ships and derivative properties become easier to deal
with. Even though the real part of the signal is what
sets the electric field, the complex part is not simply a
convenience, it plays an important role in determining
relative phases, and cross-correlation functions between
multiple signals. Changing the imaginary component of
the signal has observable effects.
To illustrate this, suppose we have two complex ana-
lytic signals given by zj(t) =
1
2 [xj(t) + iyj(t)], (i=1,2),
that represent two wide-sense stationary stochastic pro-
cesses with zero mean. The cross-correlation function be-
tween them is defined as
Γ12(τ) ≡ 〈z∗1(t)z2(t+ τ)〉, (8)
where 〈·〉 denotes the ensemble average over different
possible realizations.
One can show that Γ12(τ) is itself a complex analytic
signal. Note that since the generic complex analytic sig-
nal z1(t) contains only positive frequencies, its conjugate
z∗1(t) only contains negative frequency components.
Suppose we have a conjugation device that transforms
the stochastic process z1(t) to its complex conjugate,
that is
z1(t)→ z1(t) ≡ z∗1(t)
= x1(t)− iy1(t). (9)
We use notation z1(t) for the transformed conjugate
function to emphasize that it is just another complex
function for which we can define correlations and a conju-
gate. We then define a secondary cross-correlation func-
tion:
Γ12(τ) ≡ 〈z∗1(t)z2(t+ τ)〉, (10)
= 〈z1(t)z2(t+ τ)〉. (11)
While the cross-correlation function Γ12(τ) seems in-
nocuous, using the generalized Wiener-Khintchine theo-
rem [19, 4, 24], it can actually be shown to be identically
zero. The technical reason for this being that there is
no overlap between the spectra of z1(t) and z2(t). That
is, they do not share any nonzero frequencies in their
Fourier spectrum; the former only has negative frequen-
cies and the latter only has positive frequencies.
The same conjugation device will then transform the
cross-correlation function as
Γ12(τ)→ Γ12(τ) = 0. (12)
So our hypothetical conjugation device would cause
the cross-correlation function to always vanish. Given
that the cross-correlation function is linear in z1(t), it
seems the conjugation device cannot be linear in the
physical sense. If it were linear, it would only send the
zero functions to zero, or else it would be a trivial device
that sends all functions to zero. Since neither is the case,
we must conclude it is not a linear device.
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Indeed, known experimental techniques that conjugate
phase, such as phase conjugate mirrors [25, 26] are man-
ifestly nonlinear in nature. So if we are restricting our-
selves to linear devices, then the conjugation operation
will not be allowed.
Also note that if the operation L acting on electric
fields is linear, then by definition it must satisfy
L[αz1(t) + βz2(t)] = αL[z1(t)] + βL[z2(t)], (13)
where α and β are arbitrary coefficients. However, the
conjugation operation transforms the argument αz1(t)+
βz2(t) to
[αz1(t) + βz2(t)]
∗ = α∗z∗1(t) + β
∗z∗2(t). (14)
Comparing the last two equations, we see that the con-
jugation operation is not linear (in the sense of eq.(13)).
It only satisfies the linearity property if we restrict our-
selves to real coefficients α and β. For example, doubling
the input will double the output, but if we have complex
coefficients, we see that the complex conjugation opera-
tion is not linear.
Alternatively, one may argue the real and imaginary
parts of a signal must form a Hilbert transform pair for
it to be a complex analytic signal. By assumption, z1(t)
is a complex analytic signal, and so
y1(t) = H[x1(t)],
x1(t) = −H[y1(t)]. (15)
Applying the conjugation operation to z1(t) means flip-
ping the sign of y1(t). However, the conjugated z1(t) does
not describe a complex analytic signal because its imag-
inary part is not the Hilbert transform of its real part
(there is a sign disparity due to the conjugation), and
therefore is not admissible. In other words, complex con-
jugation in this context is an unphysical operation, inad-
missible by the underlying formalism of classical stochas-
tic linear optics.
3. Classical Polarization States
Consider a classical beam of light propagating in the
z direction. The complex electric field values in the x
and y direction are taken to be probabilistic ensembles
given by complex analytic signals E1(r, t) and E2(r, t)
respectively, where r is the position vector.
The polarization state of the beam of light is given by
the 2×2 polarization matrix Φ(r, t), defined as
Φij = 〈EiE∗j 〉, i = 1, 2. (16)
where position and time dependence have been sup-
pressed. If one thinks of E1 and E2 as random variables,
then Φ is their variance-covariance matrix.
Alternatively, the four element Stokes vector S can be
used to represent the polarization state [1]. It is related
to Φ by
Sµ = Tr[Φσ
µ] = Φijσ
µ
ji, (17)
Φ =
1
2
Sµσ
µ, (18)
where σ0 is the identity matrix, and σ1, σ2, and σ3 are
the three Pauli matrices σz, σx, and σy respectively. Ein-
stein summation notation has been used, i.e. repeated
indices are summed over. Lowercase Latin letters run
from 1 to 2 (corresponding to the two Cartesian compo-
nents of the transverse field), while lowercase Greek let-
ters run from 0 to 3. The polarization matrix or Stokes
vector contain all the physical information about the po-
larization state of the beam [2], and are different ways
of mathematically representing the same information.
4. Filters
A. Simple Filters
When the beam interacts with a linear optical element,
generically called a filter, its polarization state is trans-
formed. The most basic type of filter, which we call a
simple filter, linearly transforms the transverse electric
field vector via the well-known Jones matrix [3], denoted
T , through simple matrix multiplication:
E′i = TijEj . (19)
This is equivalent to the following unitary transforma-
tion on the polarization matrix:
Φ′ = TΦT †. (20)
Turning to the Stokes vector, any linear transformation
on the state must have the form
S′µ = MµνSν , (21)
whereMµν is the 4×4Mueller matrix [9]. Equations (17),
(18) and (20) then imply that the Mueller matrix corre-
sponding to a simple filter can be expressed as [2, 10, 12]
Mµν =
1
2
Tr[σµTσνT †] (22)
= A(T ⊗ T ∗)A−1
=
1
2
A(T ⊗ T ∗)A†, (23)
where⊗ is the tensor product, and A is the matrix whose
rows are the vectorization of the Identity and Pauli ma-
trices, given by
A =


1 0 0 1
1 0 0 −1
0 1 1 0
0 i −i 0

 . (24)
Mueller matrices of this kind are called pure Mueller ma-
trices, or Mueller-Jones matrices [12].
Natural questions that arise at this point are how does
one represent the most general type of optical filter and
what are the relevant Jones and Mueller matrices?
B. General Filters
It has been a generally held axiom, motivated by physi-
cal intuition, that the most general kind of optical filter
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is an ensemble of simple filters [10, 11, 12]. Therefore, the
transformation on the polarization matrix is then repre-
sented by an ensemble of Jones matrices, rather than a
single one, through the expression
Φ′ =
∑
e
peTeΦT
†
e , (25)
where e is the index over the elements of the ensemble,
and pe is the probability of realizing the e
th ensemble
element (
∑
e pe = 1).
From eq.(22) we find that the Mueller matrix for a
general filter is given by
Mµν =
∑
e
pe
1
2
Tr[σµTeσ
νT †e ] (26)
=
∑
e
peM
(e)
µν , (27)
where the M
(e)
µν are pure Mueller matrices, each derived
from a single Jones matrix in the ensemble. This ex-
pression tells us that any physically admissible Mueller
matrix is given by a convex linear combination of pure
Mueller matrices. That is, the set of all Mueller matrices
is the convex hull [27] of pure Mueller matrices.
At first glance, eq.(21) seems to suggest that all ma-
trices Mµν that map the set of physical Stokes vectors
into itself are physical Mueller matrices. This condition
of mapping Stokes vectors to Stokes vectors turns out to
be a necessary but not sufficient condition for a physi-
cal Mueller matrix [11, 12, 28]. Another necessary con-
dition has to do with the positivity of the polarization
matrix. References [28, 14] show this through the use of
matrices derived by rearranging entries of the Mueller
matrix, a basis of 16 unitary matrices, and the linear
independence of components of the electric field vector.
They also make use of the beam-coherence-polarization
matrix [29], which measures coherence between two dif-
ferent spatial points.
In the next section, we derive eq.(25) in a much simpler
manner from basic mathematical properties, making use
of an interesting theorem on positive linear maps in C*-
algebras [15, 16].
5. Positive Linear Map Approach
A. Axioms
Let F(Φ) denote the operation of a general linear filter
on the polarization matrix Φ. Our goal is to find the form
of F(Φ) based on a few intuitive axioms. We assume
F(Φ) satisfies the following simple axioms:
1. It is linear in Φ. That is, for any set of coefficients
{ci}, we have F
(∑
i ciΦi
)
=
∑
i ciF(Φi).
2. It is positive. That is, Φ′ = F(Φ) is a positive 2×2
matrix for any positive 2×2 matrix Φ.
3. It is composed of linear operations in the electric
field. That is, F must only use operations that sat-
isfy eq.(13).
The validity of the first axiom is based on the superpo-
sition principle, assuming of course the different polar-
ization matrices Φi correspond to independent electric
fields (i.e. the electric fields underlying the polarization
matrices being added are mutually uncorrelated) [30].
The second axiom holds true since the output of F is a
physical polarization matrix, and therefore must be pos-
itive. The third axiom relies on the fact that we are only
allowing linear optical devices, which ultimately must
act in a linear fashion on the electric field.
We can then make the following proposition:
Proposition. The simplest expression for F(Φ) does
not include the conjugate of the input matrix, Φ∗. In
other words, F is holomorphic.
To justify this proposition, we note from the definition
of Φ in eq.(16) that applying the complex conjugation
operator to Φ is equivalent to applying it to the electric
fields. That is, it is equivalent to Ej → E∗j , j = 1, 2. The
electric field of a beam at a given point must be given
by the real component of the complex analytic electric
field, expressed as
Ej(t) =
1
2
[E
(r)
j (t) + iE
(i)
j (t)], j = 1, 2. (28)
Based on our earlier discussion on the nonlinearity of
the phase conjugation operation when applied to com-
plex analytic signals in section B, we see that indeed
the conjugation operation in the expression Φ∗ would
be nonlinear. Using the third axiom of linearity in the
electric field, we see that our proposition is justified.
B. Derivation
To derive the form of F , we take the first two axioms.
Together, they state that F is a positive linear map that
maps the space of 2×2 matrices onto itself. In the theory
of C* algebras, the most general form for such a map is
well known [15, 16]. It is given by
F(Φ) =
∑
i
ViΦV
†
i +
∑
j
WjΦ
tW
†
j , (29)
where Φt is the transpose of Φ, and Vi, Wj are arbitrary
matrix operators of suitable dimension. Recall that Φ
is Hermitian as can be seen from eq.(16). Therefore its
transpose is equal to its complex conjugate (Φt = Φ∗).
One must mention here that eq.(29) is for a positive map,
not the more commonly used completely positive map.
There is a subtle difference between the two; a positive
map transforms a positive matrix to a positive matrix,
whereas a completely positive map has the additional
requirement that it be positive even when tensored with
an identity operation of any dimension [17].
The transpose is the most well known example of an
operation that is positive, but not completely positive
[18], hence there is no surprise it appears in eq.(29). Note
that eq.(29) only holds for dimensionality 2×2. No analo-
gous expression is known for higher dimensional positive
maps [15, 31].
4
Applying our proposition, which is based on the third
axiom, to eq.(29), we see that the term involving the
transpose must vanish. This implies that the Wj can
no longer be arbitrary, and we must set Wj = 0 ∀j.
Then we have the final form of the most general physical
transformation upon the polarization matrix Φ as
F(Φ) =
∑
i
ViΦV
†
i . (30)
Interestingly, the expression in eq.(30) describes the gen-
eral form of a completely positive map. However, we de-
rived it in this particular circumstance without making
use of Choi’s well known theorem on completely positive
maps [17], but through constraints of physical linearity
applied to the less restrictive positive map. Dropping the
transpose term in the process, we are left with a com-
pletely positive map after all. Note that in the field of
quantum information, quantum channels are completely
positive transformations that act on the density matrix
[18], where the operators Vi are the Kraus operators [32].
A potential point of confusion must be clarified here.
We mentioned that we discarded the conjugation oper-
ation (and by extension the transpose) because it is not
linear. Yet eq.(29) is the expression for a positive linear
transformation. The confusion is resolved when we note
that the conjugation operation was discarded because it
is not linear in the electric field E, whereas eq.(29) is
linear in the polarization matrix Φ (and not the electric
field). So it is linearity in two different senses.
To recap, we have shown that eq.(30) describes the
most general operation upon a polarization matrix Φ
in the context of linear optics. Comparing eq.(30) with
eq.(25) and setting Vi =
√
piTi, we see that, as expected,
F(Φ) is of the form of a Jones matrix ensemble.
Alternatively, if one just admits conjugation opera-
tions through a specific nonlinear apparatus, then eq.(29)
is the most general operation on the polarization matrix
Φ. If we allow any nonlinear operation, then even the
first axiom no longer holds, and more general expres-
sions must be used.
6. Conclusion
We have proven the the validity of the expression in
eq.(25) as the most general physical transformation on a
polarization matrix, using some basic mathematics and
simple assumptions. This puts the assumption that an
ensemble of Jones matrices is the most general linear op-
tical filter on more solid ground, and illustrates exactly
where the assumption will break down if we relax the
linearity requirement.
We have also given physical reasons why the transpose
map is inadmissible, despite its preservation of positiv-
ity, equating it to the unphysical (and nonlinear) con-
jugate map. This treatment will break down in higher
dimensions, since eq.(29) only applies in the case of 2×2
matrices. Moreover, if one admits conjugation operations
through nonlinear optical devices, we find the more gen-
eral eq.(29) is the most general transformation.
Acknowledgements
We thank Professor Man-Duen Choi at the University of
Toronto Department of Mathematics for his help. This
work was funded by the Natural Sciences and Engineer-
ing Research Council of Canada (NSERC), and the On-
tario Ministry of Training, Colleges, and Universities.
References
[1] G. G. Stokes. On the composition and resolution of streams
of polarized light from different sources. Trans. Cambridge
Philos. Soc., 9:399–416, 1852.
[2] C. Brosseau. Fundamentals of polarized light: a statistical
optics approach. Wiley–Interscience, 1998.
[3] R. C. Jones. A new calculus for the treatment of optical
systems. J. Opt. Soc. Am., 31(7):488–493, 1941.
[4] N. Wiener. Generalized harmonic analysis. Acta Math.,
55(1):119–260, 1930.
[5] E. Wolf. Optics in terms of observable quantities. Nuovo
Cimento, 12(6):884–888, 1954.
[6] E. Wolf. Introduction to the theory of coherence and polar-
ization of light. Cambridge, 2007.
[7] E. Wolf. Unified theory of coherence and polarization of ran-
dom electromagnetic beams. Frontiers in Optics, OSA Tech.
Dig., (TuO7), 2003.
[8] E. L. O’Neill. Introduction to statistical optics. Addison–
Wesley, 1963.
[9] H. Mueller. The foundation of optics. J. Opt. Soc. Am.,
38:661, 1948.
[10] K. Kim, L. Mandel, and E. Wolf. Relationship between Jones
and Mueller matrices for random media. J. Opt. Soc. Am. A,
4(3):433–437, 1987.
[11] R. Simon. The connection between Mueller and Jones ma-
trices of polarization optics. Opt. Commun., 42(5):293–297,
1982.
[12] J. J. Gil. Characteristic properties of Mueller matrices. J.
Opt. Soc. Am. A, 17(2):328–334, 2000.
[13] R. Espinosa-Luna, D. Rodr´ıguez-Carrera, E. Bernabeu, and
S. Hinojosa-Ru´ız. Transformation matrices for the Mueller–
Jones formalism. Optik – International Journal for Light and
Electron Optics.
[14] B. N. Simon, S. Simon, N. Mukunda, F. Gori, M. Santarsiero,
R. Borghi, and R. Simon. A complete characterization of pre–
Mueller and Mueller matrices in polarization optics. J. Opt.
Soc. Am. A, 27(2):188–199, 2010.
[15] E. Størmer. Positive linear maps of operator algebras. Acta
Mathematica, 110(1):233–278, 1963.
[16] M. D. Choi. Some assorted inequalities for positive linear
maps on c*–algebras. J. Oper. Theory, 4:271–285, 1980.
[17] M. D. Choi. Completely positive linear maps on complex
matrices. Linear Alg. Appl., 10(3):285–290, 1975.
[18] M. Nielsen and I. Chuang. Quantum computation and quan-
tum information. Cambridge, 2000.
[19] L. Mandel and E. Wolf. Optical coherence and quantum op-
tics. Cambridge, 1995.
[20] E. Titchmarsh. Introduction to the theory of Fourier inte-
grals. Oxford University: Clarendon Press, 2nd ed. edition,
1948.
[21] H. A. Kramers. La diffusion de la lumiere par les atomes. Atti
Cong. Intern. Fisici, 2:545–557, 1927.
[22] R. L. Kronig. On the theory of the dispersion of X–rays. J.
Opt. Soc. Am., 12(6):547–557, 1926.
[23] J. S. Toll. Causality and the dispersion relation: Logical foun-
dations. Phys. Rev., 104(6):1760–1770, 1956.
[24] A. Khintchine. Korrelationstheorie der stationren stochastis-
chen prozesse. Mathematische Annalen, 109(1):604–615,
1934.
[25] J. Feinberg and R. W. Hellwarth. A new calculus for the
treatment of optical systems. Optics Letters, 5(12):519–521,
1980.
[26] R. Boyd. Nonlinear optics. Academic press, 2003.
5
[27] F. P. Preparata and S. J. Hong. Convex hulls of finite sets
of points in two and three dimensions. Commun. ACM,
20(2):87–93, 1977.
[28] B. N. Simon, S. Simon, F. Gori, M. Santarsiero, R. Borghi,
N. Mukunda, and R. Simon. Nonquantum entanglement re-
solves a basic issue in polarization optics. Phys. Rev. Lett.,
104:023901, 2010.
[29] F. Gori, M. Santarsiero, S. Vicalviz, R. Borghix, and G. Guat-
tarix. Beam coherence-polarization matrix. Pure Appl. Opt.,
7(5):941–951, 1998.
[30] M. Born and E. Wolf. Principles of optics. Cambridge, 1959.
[31] 2011. Private communication with Prof. Man–Duen Choi.
[32] K. Kraus. Operations and effects in the Hilbert space for-
mulation of quantum theory. In A. Hartkmper and H. Neu-
mann, editors, Foundations of Quantum Mechanics and Or-
dered Linear Spaces, volume 29 of Lecture Notes in Physics,
pages 206–229. Springer Berlin Heidelberg, 1974.
6
