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Abstract—This paper proposes a novel layered belief propaga-
tion (BP) detector with a concatenated structure of two different
BP layers for low-complexity large multi-user multi-input multi-
output (MU-MIMO) detection based on statistical beams. To
reduce the computational burden and the circuit scale on the
base station (BS) side, the two-stage signal processing consisting
of slow varying outer beamformer (OBF) and group-specific
MU detection (MUD) for fast channel variations is effective.
However, the dimensionality reduction of the equivalent channel
based on the OBF results in significant performance degradation
in subsequent spatial filtering detection. To compensate for the
drawback, the proposed layered BP detector, which is designed
for improving the detection capability by suppressing the intra-
and inter-group interference in stages, is introduced as the post-
stage processing of the OBF. Finally, we demonstrate the validity
of our proposed method in terms of the bit error rate (BER)
performance and the computational complexity.
I. INTRODUCTION
Large multi-user multi-input multi-output (MU-MIMO) sys-
tems, in which a large number of antennas are equipped on
both the transmitter and receiver sides, have been regarded as
one of the most promising technologies for the upcoming fifth
generation (5G) cellular systems [1]–[3]. The larger dimen-
sions of MIMO channels can increase data rate with the aid
of spatial multiplexing gain and improve detection reliability
thanks to the spatial diversity gain, as well as, support a
massive amount of simultaneous wireless communications.
However, precoder design in the downlink or MU detection
(MUD) in the uplink for large MU-MIMO become difficult
and computationally expensive. Even if linear spatial filters
such as minimum mean square error (MMSE) filters are used
as large-scale MUD to reduce the computational complexity,
the matrix operations based on the high dimensional channel
matrix are unavoidable, resulting in an increase in the circuit
scale of the receiver.
To avoid such high dimensional matrix operations, fully dig-
ital two-stage beamforming has been devised in the downlink
and many others [4]–[7]. One of the most notable methods
of this approach is joint spatial division and multiplexing
(JSDM) [4], where user equipments (UEs) are grouped based
on similar transmit correlation matrices to design outer beam-
former (OBF). In practice, since the cellular UEs tend to
be distributed according to the terrain around a base station
(BS), UE grouping can be easily conducted based on matching
angular spread on the BS side. The OBF is created based on
the long-term channel statistics, and these beams are used to
effectively reduce the dimensions of equivalent channels in
the angular domain [4], [5]. Then, an inner beamformer (IBF)
is applied for spatial multiplexing on the equivalent channel
to manage both intra- and inter-group interference, resulting
in significant reduction of the computational burden and the
circuit scale of the transmitter [6], [7]. Note that the statistics-
based OBF varies over long time scales compared to the IBF,
and thus requires less frequent updates.
The computational reduction and circuit scale reduction
owing to the two-stage processing with the OBF can also
be considered in uplink scenarios. However, when the spatial
filter is applied on the equivalent channel based on the OBF,
the detection capability is significantly degraded due to severe
inter-group interference (IGI) caused by the incompleteness of
UE grouping (overlapping angular spread), especially when
the number of UEs M is the same order as the number
of receive antennas N . Unfortunately, the traditional massive
MIMO simplification such as strong channel hardening effect
[8] is effective and the spatial filter works well, only when
M ≪ N is satisfied as assumed in [3], [4]. The present
study particularly focuses on high-spatial loaded MU-MIMO
scenarios (M in the order of N). To compensate for this
drawback, we introduce message passing (MP) algorithm
based on belief propagation (BP) [8]–[11] in the post-stage
of the OBF, where beliefs are exchanged between the groups
as prior information in each iteration process to suppress the
harmful impact of IGI.
The BP-based algorithms can be roughly classified into two
types: MMSE-based BP and matched filter (MF) based BP.
The most noticed MMSE-based BP is expectation propagation
(EP) [10] which is proved in [11] to converge toward Bayes-
optimal performance under some statistical assumptions in the
large system limit [8]. However, MMSE-based BP requires a
predetermined number of inverse matrix operations for each
transmit vector detection, which is undesirable due to pro-
hibitively high complexity involved. To reduce the complexity,
MF-based Gaussian BP (GaBP) was presented in [8], [9], but
it is vulnerable to spatial fading correlations, resulting in a
high-level error floor in the bit error rate (BER) performance
in practical MIMO channels.
To reduce the complexity while preserving the near-optimal
performance of EP [10], [11], we propose a novel design of
a concatenated structure of MMSE- and MF-based BP. The
each layer is connected to each other via different activation
functions, and its layered structure has some analogy to a deep
neural network (DNN) [12]–[14]. As can be inferred from
the structure, the proposed detector improves the convergence
property of BP by efficiently suppressing the harmful impacts
of intra- and inter-group interference in stages.
The remainder of this paper is organized as follows. Sec.
II presents mathematical notations and a system model as a
preliminary step. Sec. III shows the OBF design using the
channel statistics to reduce the computational complexity and
the circuit scale on the BS side. The equivalent signal model
in the angular domain is also defined. A novel layered BP
detector having the concatenated structure is proposed in Sec.
IV. Sec. V validates the proposed method through computer
simulations and presents complexity analysis. Finally, Sec. VI
concludes the paper with a summary.
II. SYSTEM MODEL
A. Mathematical Notations
Throughout this paper, Pa |b[a|b] and pa |b(a|b) respectively
represent the conditional probability mass function (PMF) and
the probability density function (PDF) of a realization a of
random variable a given the occurrence of a realization b of
random variable b. Ea{·} is the expected value of random
variable a. Ea |b=b{·} denotes the conditional expectation of
random variable a given the occurrence of a realization b
of random variable b. Ca×b denotes a complex field of size
a × b. j =
√
−1 is the imaginary unit. Ia represents an a × a
square identity matrix. diag [a] denotes a diagonal matrix with
the elements of a. det[·] is determinant of a matrix. proj
a→b
(·)
denotes a projection function from an a-dimensional vector
to a b-dimensional vector. uniq{A} returns a set which is
reconstructed with the unique elements in A by removing
duplicate elements.
B. Signal Model in the spatial domain
In this paper, we consider uplink MUD, where the BS
has N receive (RX) antennas in uniform linear array (ULA)
pattern and M(≤ N) UEs are equipped with a single TX
antenna. Here, the UEs can be grouped into G group based
on matching angular spread, with the set of all groups
G = {1, . . . , g, . . . ,G}. As M and G increase, it becomes
inevitable that the angular spreads between adjacent groups
are overlapping, leading to IGI. Let Ug be the set of all
UEs belonging to group g ∈ G, where |Ug | = Ug is the
number of elements in Ug. The set of all UEs is denoted by
U = ∪g∈GUg , where |U| = M =
∑
g∈G Ug.
The m-th UE conveys a modulated symbol xm, which repre-
sents one of Q constellation points X = {χ1, . . . , χq, . . . , χQ}.
The average power density of the constellations in the set X
is denoted by Es. Let x = [x1, . . . , xm, . . . , xM ]T ∈ XM×1
and y = [y1, . . . , yn, . . . , yN ]T ∈ CN×1 denote the TX and
RX symbol vectors, respectively. Assuming frequency flat and
slow fading environments, the RX vector y is given by
y = Hx + z. (1)
H ∈ CN×M is an N ×M channel matrix in the spatial domain,
where the channel fluctuations of H are static during the coher-
ence time T . The vector z = [z1, . . . , zn, . . . , zN ]T ∈ CN×1 is a
complex additive white Gaussian noise (AWGN) vector, whose
entries zn obey independent identically distributed (i.i.d.) com-
plex Gaussian distribution with zero mean and N0 variance
CN(0, N0), where N0 is the noise power spectral density and
the covariance matrix of z is given by Ez
{
z zH
}
= N0IN . With
the above-mentioned signal model, the conditional PDF of RX
vector y is given by
py |x(y |x) =
1
(piN0)N
exp
[
− ‖y − Hx‖
2
N0
]
. (2)
To represent the spatial fading correlation among RX an-
tennas based on UE locations in the azimuthal direction, we
use the geometric one-ring model [15]. Assuming diffuse 2-
D field of isotropic scatterers around the UEs, the element in
the i-th row and the j-th column of the RX spatial correlation
matrix for the m-th UE Θm ∈ CN×N is given by
[Θm]i, j =
1
∆ψm
∫ ψmaxm
ψminm
exp [jpi(i − j) cos (ψ)] dψ, (3)
which denotes the correlation coefficient between the i-th and
j-th RX antenna elements. Here, waves arrive from the m-th
UE with an angular spread ∆ψm = ψ
max
m − ψminm . The antenna
element spacing is fixed to half the wavelength. From (3), the
RX spatial correlation becomes more severe with a decrease
in the angular spread of UEs. With the assistance of (3), the
m-th column vector of H is computed by
hm = Θ
1/2
m νm, (4)
where the each element of νm ∈ CN×1 obeys CN(0, 1).
III. OUTER BEAMFORMER DESIGN
USING CHANNEL STATISTIC
To avoid the high dimensional matrix operations required
for large-scale MUD, we adopt a two-stage receiver design
consisting of the OBF and the BP-based MUD. The OBF
determines the size of spatial filter used in the subsequent
MUD, and therefore plays a major role in determining the
overall computational complexity. Let Bg denotes the number
of statistical beams oriented towards each UE group g ∈ G,
where
∑
g∈G Bg ≤ N . Here, the OBF for group g, Bg,
contains all statistical beams corresponding to the UEs in
group g. Assuming the UEs are grouped based on their long-
term channel statistics, e.g. channel covariance matrix, we can
design group specific OBF matrices and continue to use it over
multiple channel realization (over multiple coherence times).
A. Outer beam selection
There are two well known heuristic methods to find OBFs:
eigen beam selection and discrete Fourier transform (DFT)
beam selection [4]–[7]. In the eigen beam selection, the
eigenvectors of the channel covariance matrix is used to form
the OBF matrix via eigenvalue decomposition (EVD) [4], [5].
By choosing Bg eigenvectors corresponding to the Bg largest
egenvalues, we obtain the OBF matrix Bg.
On the other hand, the DFT beam selection use the column
vectors of DFT matrix D = [d1, . . . , dN ] ∈ CN×N to form the
OBF matrix [6], [7]. Then, the problem reduces to finding a
subset of column vectors from the unitary DFT matrix. In [7],
the DFT beam selection was numerically shown to be better
than the eigen scheme, therefore, we use the DFT scheme to
form the OBF matrix in this paper.
Let HUg =
[
hUg (1), . . . , hUg (Ug )
]
denotes the stacked
channel matrix corresponding all UEs in group g. From (4),
the covariance matrix is given by
Rg = Ev
{
HUgH
H
Ug
}
=
∑
i∈Ug
Θi . (5)
To maximize the energy collected by the statistical beams, we
select Bg DFT column vectors that maximize the following
metric for each group g ∈ G as
Initialization : D = {1, . . . , N}, Bg = ∅,
j = arg max
n∈D
(
dHnRgdn
)
, ∀n ∈ D,
Bg = Bg ∪ { j}, D = D \ Bg . (6)
Upon finding the subset Bg, the resultant OBF matrix is
given by Bg =
[
dB(1), . . . , dB(Bg)
] ∈ CN×Bg that covers the
strongest signal paths of each group, where BHgBg = IBg .
B. Signal model in the angular domain
Before shifting our focus to MUD, we represent a signal
model in the angular domain by using the OBF matrix. In
each UE group g ∈ G, the RX vector in the angular domain
rg ∈ CBg×1 can be represented as
rg = B
H
g y = Ξgx + vg, (7)
where Ξg = B
H
gH ∈ CBg×M and vg = Bg z ∈ CBg×1 are
the equivalent channel and noise, respectively. Here, Ξg is
assumed to be perfectly estimated at the BS side in this paper1.
However, the number of row dimensions M still remains
undesirable in terms of complexity.
For further dimensionality reduction of the equivalent chan-
nel matrix, we can ignore negligibly small IGI from the UEs
which is located geographically remote from the group g, due
to the attenuated sidelobes of the OBF. In the same manner as
in (6), we select Sg (≤ M) UEs that maximize the following
metric for each group g ∈ G as
Initialization : M = {1, . . . , M}, Sg = ∅,
j = arg max
m∈M
©­«
∑
i∈Bg
dHi Θmdi
ª®¬ , ∀m ∈ D,
Sg = Sg ∪ { j}, M =M \ Sg . (8)
By ignoring IGI from the UEs not included in the subset Sg,
we can further reduce the complexity and the circuit scale.
The detailed complexity analysis is provided in Sec. V.B.
IV. DESIGN OF LAYERED BELIEF PROPAGATION
The dimensionality reduction of the equivalent channel
based on the OBF provides vital benefits as described above,
but also results in significant performance degradation in
subsequent spatial filtering detection due to the incompleteness
of UE grouping, as well as, due to leakage from sidelobes.
To compensate for the drawback, we introduce the BP-based
iterative detection scheme.
The proposed layered BP detector is illustrated in Fig. 1.
It consists of two different layers: MMSE-based BP layer
and MF-based BP layer, and the concatenated structure can
efficiently suppress inra- and inter-group interference in stages.
After the MMSE-based BP layer roughly suppresses the
harmful impacts of severe IGI due to the OBF, the subse-
quent MF-based BP layer prompts convergence of the BP
algorithm by suppressing the remaining intra- and inter-group
interference. This clear role-sharing is the most vital point
for reducing the complexity without sacrificing the detection
capability significantly. For ease of mathematical notations,
we assume quadrature phase shift keying (QPSK) signaling
(X = {±wx ± jwx }, wx =
√
Es/2)2.
A. MMSE-based BP layer
At the first iteration process (ka = 1), no soft interference
cancellation (Soft IC) is conducted as there are no available
prior beliefs. For each group g ∈ G, upon the detection of an
arbitrary TX symbol xm, ∃m ∈ Sg, the RX vector rg of (7)
can be approximated as
rg = r˜g,m ≈ ξg,mxm +
∑
i∈Sg \{m}
ξg,ixi + vg, (9)
where ξg,m denotes the m-th column vector of Ξg. In the
large system limit [8], the PDF of (9) approaches a multivari-
ate complex Gaussian distribution as a result of the central
limit theorem; this behavior is referred to as vector Gaussian
1The equivalent channel Ξg also reduces the amount of coefficients in
channel estimation, and the statistical beams improve the pilot SNR, resulting
in a more accurate channel estimate. The evaluation is left for the future work.
2The layered BP proposed in this paper can be extended to QAM signaling
after some appropriate mathematical manipulations [16].
approximation (VGA). Accordingly, r˜g,m can be approximated
by a Gaussian signal model as
r˜g,m = ξg,mxm + ψg,m, (10)
where ψg,m is the effective noise. The covariance matrixΨg,m
is derived from the expectation of the random variables vg and{
xi, ∀i ∈ Sg \ {m}
}
as
Ψg,m = Evg,{xi, ∀i∈Sg \{m}}
{
ψg,mψ
H
g,m
}
= Es
∑
i∈Sg \{m}
ξg,iξ
H
g,i + N0IBg , (11)
According to ξg,m and Ψg,m under VGA, the PDF of r˜g,m
based on the Mahalanobis distance is expressed as
pr˜g,m |xm
(
r˜g,m |xm
)
=
1
piBgdet
[
Ψg,m
]
· exp
[
− (r˜g,m − ξg,mxm)HΨ−1g,m (r˜g,m − ξg,mxm)] . (12)
On the basis of (12), a complex-valued log likelihood ratio
(LLR) for Gray coded QPSK symbol xm is computed accord-
ing to the definition [1] as
αg,m = log
[
pr˜g,m |ℜ{xm }
(
r˜g,m |ℜ {xm} = +wx
)
pr˜g,m |ℜ{xm }
(
r˜g,m |ℜ {xm} = −wx
) ]
+ j log
[
pr˜g,m |ℑ{xm }
(
r˜g,m |ℑ {xm} = +wx
)
pr˜g,m |ℑ{xm }
(
r˜g,m |ℑ {xm} = −wx
) ]
= 2
√
2Es ξ
H
g,mΨ
−1
g,m r˜g,m. (13)
Applying the matrix inversion lemma on (13) in order to
avoid computations of the matrix inversion every TX symbol
detection, (13) can be rewritten as
αg,m = w
H
g,m r˜g,m, (14)
where
wHg,m =
2
√
2Es
1 − Esφg,m ξ
H
g,mΨ
−1
g , (15)
Ψg = Es
∑
i∈Sg
ξg,iξ
H
g,i + N0IBg , (16)
φg,m = ξ
H
g,mΨ
−1
g ξg,m. (17)
In the same manner, the LLRs
{
αg,m,∀m ∈ Sg
}
are computed
for each group g ∈ G. To facilitate belief combining, αg,m is
projected to the M-dimensional vector αg as
αg =
[
α`g,1, . . . , α`g,m, . . . , α`g,M
]T
= proj
Sg→M
(
αg,m, ∀m ∈ Sg
)
, (18)
where the each element in αg is given by
α`g,m =
{
αg,m (m ∈ Sg)
0 (otherwise) . (19)
Assuming that the effective noise included in α1, . . . , αG
between the UE groups are not correlated, the prior belief
is provided by a joint LLR vector as
la =
[
la1, . . . , l
a
m, . . . , l
a
M
]T
=
∑
g∈G
αg . (20)
Finally, the soft symbol vector xˇ = [xˇ1, . . . , xˇm, . . . , xˇM ]T is
obtained from the conditional expectation of x given the prior
belief vector la using Bayes rule, which is given by
xˇ =
∑
x∈XM×1
xPx |la
[
x | la] = ∑
x∈XM×1
x
pla |x
(
la |x)∑
x
′∈XM×1 pla |x′
(
la |x ′) , (21)
where the occurrence of the vector x is assumed to be
equiprobable (Px[x] = 1QM , ∀x ∈ XM×1). Moreover, assum-
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Fig. 1. Schematic diagram of layered BP, where the MMSE- and MF-based BP have a structure similar to DNN [12], [13], respectively. Each iteration process
is considered as a hidden layer and can be rewritten as linear regression model except for the activation functions in (22) and (29). All layers are connected
via the different activation functions fi (·) (i = {1, 3}). Here, we define βn = [βn,1, . . . , βn,M ]T, γn = [γn,1, . . . , γn,M ]T, and xˆ = [xˆ1, . . . , xˆM ]T.
ing that the prior belief lam satisfies the consistency condition
[17], and that its statistical behavior is uncorrelated among the
elements of la, the entries of (21) are readily given by [1]
xˇm = f1(lam) = wx ·
(
tanh
[
ℜ
{
lam
2
}]
+j tanh
[
ℑ
{
lam
2
}])
, (22)
where f1(·) in (22) plays the same role as an activation function
(Act. func.) in DNN [12]–[14].
At the second and later iterations (ka , 1, xˇ , 0), a soft IC
is carried out with the aid of the soft symbol vector xˇ as
r˜g,m = rg − Ξ xˇ + ξHg,m xˇm. (23)
This operation can suppress the harmful impacts of severe IGI
as well as the approximation errors in (9).
The spatial filter wHg,m in (15) is supposed to be updated
according to soft IC, leading to O(G(B2gSg+B3g)) complexity in
each iteration for each x detection. Although this complexity
is far less than O(M2N +M3) complexity required in MMSE-
based BP without the OBF, it remains high computational bur-
den compared to the linear MMSE3. To reduce the complexity,
we may continue to use the same filter wHg,m in all iterations.
In this case, the dominant factor in determining the complexity
is soft IC in (23), which has O(MN) complexity (in the same
order of the linear MMSE). Of course, the fixed wHg,m is not
matched to the residual interference in the iteration process,
therefore, this approximation induces the model error of beliefs
and deteriorates the convergence property of BP.
After updating the LLR αg,m in (14) with r˜g,m in (23), equa-
tions (19), (20) and (22) are computed again in each iteration.
When the number of iterations reaches the predetermined value
Ka, the symbol symbol xˇ is used as input to the subsequent
MF-based BP as the prior information.
B. MF-based BP layer
To prompt convergence of the BP algorithm while mitigat-
ing a model error of beliefs due to the fixed filter approxima-
tion in the preceding process, Gaussian BP (GaBP) [8], [9] is
used as MF-based BP.
For further computational reduction, a simple MF belief
(MF-GaBP) [18] is utilized, instead of a traditional LLR
3The linear MMSE requires matrix operations for computing the spatial
filter once in a coherence time T , thus, the computational complexity required
for each TX vector x detection is only O(MN ).
belief (LLR-GaBP) [8]. The all processes in MF-GaBP except
for belief combining is individually conducted for each DFT
beam selected in (6), therefore, duplicate elements in ∪g∈GBg
should be removed in advance. Thus, we define the set
B = uniq {∪g∈GBg}, where |B| = B.
1) BP with Activation Function: First, the soft IC for the
n-th RX symbol rn = d
H
n y, is carried out with the aid of a soft
symbol vector xˇn =
[
xˇn,1, . . . , xˇn,m, . . . , xˇn,M
]T
. At the first
iteration process (kb = 1), the soft symbol vector is given by
xˇn = xˇ, ∀n ∈ B. In the detection of an arbitrary TX symbol
xm, ∃m ∈ {1, . . . , M}, the cancellation process is expressed as
r˜n,m = rn − ξ→n xˇn + ξn,m xˇn,m, ∀n ∈ B, (24)
where ξ→n = dHnH = [ξn,1, . . . , ξn,m, . . . , ξn,M ] is the row
vector of the equivalent channel.
In MF-GaBP, instead of traditional LLR, we utilize MF
output as a belief, which is given by [18]
βn,m = ξ
∗
n,m r˜n,m, ∀n ∈ B. (25)
Assuming that effective noise included in β1,m, . . . , βB(B),m are
not correlated, a posterior belief is provided by a maximum
ratio combining (MRC) of βn,m as
γm =
∑
i∈B
βi,m . (26)
Nevertheless, if γm is utilized as the prior belief, GaBP is
subject to ill convergence behavior of iterative detection, due
to the correlation between rn and βn,m included in γm. In
GaBP regime [8], [9], therefore, the prior belief is typically
provided by an extrinsic belief lbn,m , which is given by
lbn,m = γm − βn,m =
∑
i∈B\{n}
βi,m . (27)
Here, a prior belief vector lbn =
[
lb
n,1
, . . . , lbn,m, . . . , l
b
n,M
]T
is
constructed by using (27).
Finally, the soft symbol vector xˇn is obtained from the
conditional expectation of x given the prior belief vector lbn
as in the same manner of (21). However, lbn,m is no longer
the LLR belief but the MF belief, thus, we are not able to
use (22) to compute the conditional expectation. To avoid
the impairment, we should focus on strong channel hardening
effect [8] in the large system limit. Then, the soft symbol can
be approximately computed by the following Act. func.: [18]
xˇn,m = f2(lbn,m)
= wx ·
(
tanh
[√
2Es
N0
ℜ{lbn,m}]+j tanh[√2EsN0 ℑ{lbn,m}
])
, (28)
instead of (22). Unfortunately, it is difficult to satisfy the large
system limit in practical large-scale MUD scenarios, due to the
limitation of the receiver and the spatial fading correlation.
This approximation error results in severe error propagation,
leading to ill convergence behavior of iterative detection. To
deal with the inconvenience, adaptive scaled belief (ASB) was
proposed in [18], and this technique is equivalent to using the
following Act. func. to generate soft symbols:
xˇn,m = f3(lbn,m)
= wx ·
(
tanh
[
σ
ωn,m
ℜ{lbn,m}]+j tanh[ σ
ωn,m
ℑ{lbn,m}]), (29)
instead of (28), where
ωn,m = wx
∑
i∈B\{n}
|ξi,m |2. (30)
σ is the predetermined design parameter; in the simulations,
we set σ = 2.0. In this paper, we utilize f3(·) in (29) as Act.
func.. When the number of iterations in MF-GaBP reaches the
predetermined value Kb, xm is detected by
xˆm = wx · (sgn [ℜ {γm}] + j sgn [ℑ {γm}]) , (31)
where sgn[·] denotes the operation for extracting the sign of
a number.
2) Node Selection Method: In the presence of spatial fad-
ing correlation on the BS side, β1,m, . . . , βB(B),m are highly
correlated, and the belief combining is not successfully pro-
cessed in (27). To suppress the harmful effects of the model
error, we use the node selection (NS) method [18], in which
β1,m, . . . , βB(B),m are divided into several sets so that the
beliefs in the same set are less-correlated as much as possible
based on the RX antenna pattern, and sequentially updated for
each sets. The NS method is discussed in detail in [18]. The
number of sets is 4 in this paper. Note that the NS method
does not change the complexity of MF-GaBP.
V. NUMERICAL RESULTS
A. BER performance
Computer simulations were conducted to validate the per-
formance of the proposed layered BP detector for large-scale
MUD based on the OBF, where the performance metrics
are averaged over 1000 independent UE drops and channel
realizations. The average RX power from each TX antenna is
assumed to be identical on the basis of slow TX power control.
A sector antenna of 120 degrees opening is considered. The
UEs are naturally partitioned into G segments with M/G UEs
randomly dropped in each segment. The harmful impacts of
IGI become more severe as M and G increase. The angular
spread for each UE is 15 degrees. The modulation scheme
is Gray-coded QPSK. Time and frequency synchronization
between TX and RX are assumed to be perfect.
Fig. 2 shows BER performances with the system parameters
(G, Bg, Sg) = (8, 8, 16), ∀g ∈ G in (N, M) = (64, 40) and
(N, M) = (64, 48) MU-MIMO configurations, respectively.
The following performances are compared:
• MMSE w/o OBF : is drawn as a baseline performance.
• EP w/o OBF : is drawn as a comparison with the leading-
edge BP detector [10], [11]. The damping factor is 0.2 as
shown in [10], where the number of iterations is K = 16.
The filtering process is conducted across all antennas.
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Fig. 2. BER performances with (G, Bg, Sg) = (8, 8, 16), ∀g ∈ G.
• MMSE w/ OBF : is the MMSE detector with the OBF.
• MMSE-based BP : is MMSE-based BP with fixed filter
wHg presented in Sec. IV.A, which is given by stopping
the layered BP before MF-based BP, where Ka = 16.
• MF-based BP : is MF-GaBP presented in Sec. IV.B,
which is given by setting xˇn = 0, ∀n ∈ B in (24) at
the first iteration, where Kb = 16.
• Layered BP: is the proposed concatenated detector pre-
sented in Sec. IV, where (Ka,Kb) = (8, 8).
Compared to “MMSE w/o OBF”, the performances of “MMSE
w/ OBF” are significantly degraded due to the dimensionality
reduction based on the OBF. To compensate for the drawback,
we introduced the BP detectors. Owing to the iterative filtering
process using the fixed filter with the aid of soft IC, “MMSE-
based BP” can suppress the harmful impacts of severe IGI
and achieve BER = 10−4 in both cases. Unfortunately, the
fixed filter cannot capture the change in the statistical model
of beliefs in iterative process, therefore, there are still large
performance gaps between “MMSE-based BP” and “EP w/o
OBF”. On the other hand, “MF-based BP” without matrix
operations alone cannot sufficiently suppress the impairments
for the OBF and the high-level error floor is observed.
By concatenating these two BP detectors with different
functions, these inconveniences can be improved in stages.
The most attractive feature is that our proposed “Layered BP”
can approach the “EP w/o OBF” performance without matrix
operations in each iteration. Remarkably, the degradation is
less than 1.0 dB in M = 40 and lass than 0.5 dB in M = 48 at
BER = 10−4. The total gain from “MMSE w/o OBF” is about
5.0 dB and 7.0 dB at BER = 10−4, respectively.
TABLE I
COMPUTATIONAL COMPARISON OF DIFFERENT DETECTORS
Detector The order of complexity for each x detection
MMSE w/o OBF O(MN )
EP w/o OBF O(K(M2N +M3))
MMSE w/ OBF O(GBgSg )
MF-based BP O(KbMN )
MMSE-based BP O(KaMN )
Layered BP O((Ka + Kb) MN )
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Fig. 3. The order of complexities as a function of number of all UEs M (from
8 to 64), whereas that of RX antennas N is fixed at 64. The system parameters
(G, Bg, Sg) = (8, N/G, ⌈M/3⌉), ∀g ∈ G. The number of iterations is K =
16 in “EP w/o OBF”, Ka = 16 in “MMSE-based BP”, Kb = 16 in “MF-based
BP”, and (Ka, Kb) = (8, 8) in “Layered BP”, respectively.
B. Complexity analysis
First, we focus on the operations required once per channel
realization (per coherence time T ). Note that we can ignore the
complexity for the OBF design as it can be computed off-line.
In the cases of “w/o OBF”, it is necessary to compute matrix
inversion and matrix multiplications according to the channel
size N × M, leading to O(M2N + M3) complexity. On the
other hand, the OBF can reduce the equivalent channel size to
Bg × Sg, thus, the complexity for computing wHg , ∀g ∈ G in
(15) is O(G(B2gSg + B3g)). As an example, when (G, Bg, Sg) =
(8, 8, 16), ∀g ∈ G in (N, M) = (64, 48), its complexity is
roughly (G(B2gSg + B3g))/(M2N + M3) = 1/21 ≃ 5% fraction
of the cases of “w/o OBF”. As the most attractive point, the
reduction of filter size allows us to significantly reduce the
circuit scale of the receiver.
Let shift our focus to the computational complexity required
for each TX vector x detection in order to evaluate the
complexity of iterative detection. Table I summarizes the order
of complexities, and they are plotted under some system
conditions in Fig. 3. Due to the matrix operations according
to N × M channel matrix in each iteration, the complexity
of “EP w/o OBF” rapidly grows as M increases. Owing to
the dimensionality reduction based on the OBF, by contrast,
the other BP detectors can significantly reduce the complexity.
In particular, the complexity of “Layered BP”, which mainly
involves the soft IC in (23) and (24) and filtering process in
(14) and (25), is O(MN) in each iteration, which is sufficiently
acceptable complexity if the number of iterations Ka + Kb is
about 10 to 20. Surprisingly, from Figs. 2 and 3, we can found
that “Layered BP” can achieve almost the same performance
as “EP w/o OBF” with less than 2% complexity of “EP w/o
OBF”. These results imply that we can dramatically reduce
the computational complexity without sacrificing much on
the performance by suppressing errors in stages owing to the
concatenated layered structure.
VI. CONCLUSION
In this paper, we proposed a novel layered BP detector
having the concatenated structure of two different BP layers
for low-complexity large MUD based on the OBF. To reduce
the computational complexity for MUD, the OBF designed
based on the long term channel statistics reduces the number
of dimensions of the equivalent channel, leading to signif-
icant reduction of the circuit scale on the BS side. As M
and G increases, however, a high-precision detection in the
subsequent MUD becomes difficult due to the incompleteness
of UE grouping, as well as, due to leakage from sidelobes.
The concatenated structure of the layered BP is able to
improve the detection capability by suppressing the model
error of beliefs caused by intra- and inter-group interference,
in stages. Through computer simulations, we can confirm that
the layered BP detector dramatically reduce the complexity
without sacrificing the detection capability significantly.
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