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Dalam hirarki bahasa formal Chomsky, sebuah bahasa tidak harus selalu berada pada level yang sama 
dengan bahasa komplemennya. Penelitian ini menyelidiki bahasa tidak bebas konteks Ld yang memuat 
semua untaian berbentuk untuk suatu untaian {a, b}+, memiliki komplemen, dinamakan bahasa 
L, yang ternyata merupakan bahasa bebas konteks. Untuk membuktikan fakta ini, sebuah tata bahasa GL 
dikonstruksi berdasarkan sifat-sifat yang tidak dimiliki oleh bahasa Ld kemudian dibuktikan bahwa 
bahasa L(GL) yang dibentuk oleh tata bahasa ini ekivalen dengan L. Penelitian ini juga menyajikan 
konstruksi sebuah otomata pushdown nondeterministik yang menerima L dan sebuah contoh proses 
penerimaan sebuah untaian di dalam L oleh otomata pushdown tersebut. 
 




In Chomsky hierarchy of formal languages, a language is not necessarily in the same level with its 
complement. This paper gives a proof that the non-context-free language Ld containing all words of the 
form for some string {a, b}+, has complement which is a context-free language. In order to prove 
this fact, a grammar GL is created based on the properties that not belong to the language Ld. The 
associated language L(GL), which is formed from this grammar, is proved to be equivalent with L. This 
paper also provides a construction of nondeterministic pushdown automaton accepting L and an 
example of processes when a string of L is accepted by this automaton. 
 




Dalam ilmu komputer, hirarki Chomsky 
mengklasifikasikan beberapa kelas atau tingkat 
bahasa yang dibentuk dari tata bahasa formal. 
Setiap tingkat di dalam hirarki bahasa memiliki 
kelas otomata teoritis yang sesuai. Setiap 
bahasa formal mampu mengenali bahasa sesuai 
tingkat dimana bahasa tersebut berada. Pada 
tingkat terendah dan paling sederhana adalah 
bahasa reguler (Tipe 3), yang 
menggambarkan bahasa yang dapat dikenali 
oleh otomata terbatas (finite automata). 
Tatabahasa bebas konteks (Tipe 2) 
mendeskripsikan bahasa yang dapat dikenali 
oleh mesin otomata menekan (pushdown 
automata). Bahasa yang memenuhi kaidah 
tatabahasa sensitif konteks (Type 1) dapat 
dikenali oleh otomata linear terbatas (linear-
bounded automata). Akhirnya, di bagian atas 
hirarki adalah tatabahasa tak terbatas atau 
frase-struktur (Type 0) mendeskripsikan 
bahasa rekursif-enumerable yang meliputi 
seluruh bahasa formal dan dapat dikenali 
dengan mesin Turing.   
Semula, tata bahasa bebas konteks 
(CFG) ditemukan untuk membantu 
menspesifikasikan bahasa manusia dan 
ternyata cocok untuk mendefinisikan bahasa 
komputer. CFG digunakan untuk 
menspesifikasikan struktur sintaks bahasa 
pemrograman serta beragam basis data. CFG 
juga telah digunakan untuk menjelaskan 
format dokumen, menggu-nakan document-
type definition (DTD) yang digunakan dalam 
komunitas XML (extensible markup language) 
untuk pertukaran informasi pada web. 
Tata bahasa bebas konteks adalah 
himpunan berhingga variabel yang juga disebut 
nonterminal atau kategori sintaks, dimana 
masing-masing mempresentasikan bahasa. 
Bahasa-bahasa yang direpresen-tasikan dengan 
variabel-variabel, dides-kripsikan secara 
rekursif dalam bentuk lain dan simbol-simbol 
yang disebut terminal.  
Misalkan 𝐿d adalah bahasa yang memuat 
semua untaian untuk suatu untaian 
{a, b}+ dan L adalah komplemen dari Ld. 
Paper ini menunjukkan bahwa bahasa L 
adalah bahasa bebas konteks. Hal ini 
ditunjukkan dengan membangun tata bahasa 
bebas konteks GL dan membuktikan bahwa 
bahasa 𝐿(GL) yang dihasilkan oleh GL 
ekuivalen dengan L. Hasil ini didukung oleh 
suatu rancangan otomata pushdown yang 
menerima bahasa L. 
Sebelum memasuki pembahasan lebih 
lanjut, maka pada bagian ini disajikan lebih 
dahulu defenisi-defenisi pendukung yang akan 
digunakan dalam pembahasan. 
 
Definisi 1. Sebuah tata bahasa dikatakan 
bebas konteks (Context Free Grammar) jika 
semua aturan produksi di P memiliki bentuk 
A, dimana AV dan { ∪V}* [3]. 
Definisi 2.    Jika G = (V, , S, P) adalah 
sebuah tata bahasa bebas konteks (Context 
Free Grammar), maka bahasa dari G yang 
dinotasikan L(G) didefinisikan menjadi 
𝐿 𝐺 =  𝑤 ϵ 𝛴∗  𝑆
∗
 𝑤} 
Jika sebuah bahasa L adalah bahasa dari CFG, 
maka L dikatakan CFL (Context Free 
Language) [2]. 
Definisi 3. Otomata pushdown adalah 
himpunan dari 7 tuple  M ={Q, , T, , q0, Z, 
F} dimana,  
Q = himpunan state 
  = himpunan simbol masukan 
T  = himpunan simbol stack 
  = fungsi transisi,Q×(∪×T  
 finite subset Q× T∗ 
 q0= state awal, q0Q 
Z = simbol tumpukan awal, $ T 
F = himpunan state final, F ⊆ Q [4] 
 
MASALAH DAN PEMBAHASAN 
Misalkan diberikan bahasa 
 Ld = {|  {a, b}
+
} 
dan komplemennya  adalah  
L = {a, b}
*Ld.  
Dalam paper ini akan dipaparkan secara 
rinci masalah-masalah berikut: 
1.    bagaimana menunjukkan bahwa L 
adalah bahasa bebas konteks 
2. bagaimana membuktikan bahwa bahasa 
𝐿(GL) yang dihasilkan oleh GL ekuivalen 
dengan 𝐿 
3. bagaimana rancangan otomata pushdown 
yang menerima bahasa L. 
Untuk mengetahui bahwa tata bahasa 
yang telah dikonstruksi benar, maka akan 
dibuktikan bahwa bahasa L(GL)= L, dimana 
bahasa yang dihasilkan oleh tata bahasa GL 
identik ke bahasa L dengan 
mempertimbangkan hubungan kedua arah. 
Pertama, tata bahasa harus menghasilkan 
untaian yang hanya ditemukan di L. Kedua, 
setiap untaian dalam L harus dihasilkan oleh 
tata bahasa. 
Ekuivalensi bahasa L(GL) dengan 
bahasa L. 
1. L(GL)  L 
a. Pertama kali dibuktikan bahwa aturan 
produksi  S→U akan selalu menghasilkan 
untaian-untaian dari L. Hal ini bisa dibuktikan 
dari aturan produksi U → ZUZ|Z  dan Z → a | 
b. Karena untaian dari bahasa L memuat 
alfabet {a, b}, maka aturan produksi yang 
pertama dibuat yaitu Z → a | b. Jadi hanya 
untaian panjang 1 yang dihasilkan oleh aturan 
produksi ini. Akibatnya jika U adalah untaian 
panjang l, maka aturan produksi U → ZUZ 
akan selalu menghasilkan untaian panjang l + 
2. Tetapi aturan produksi U → Z hanya bisa 
menghasilkan untaian panjang 1 sehingga dari 
untaian U panjang l = 1 ini selalu dihasilkan 
untaian U panjang l + 2 = 3, dan selanjutnya 
dari untaian U panjang l = 3 ini selalu 
dihasilkan untaian U panjang l + 2 = 5, …, dst. 
Singkatnya, aturan U → ZUZ dan Z → a | b 
selalu menghasilkan panjang ganjil. Akibatnya, 
aturan produksi tersebut menghasilkan untaian-
untaian di luar Ld. 
 
b. Untuk membuktikan bahwa aturan 
produksi S → E akan selalu menghasilkan 
untaian-untaian dari L akan diamati ketiga 
aturan produksi E → AB | BA, A → ZAZ |a, B 
→ ZBZ | b. 
Misalnya, dari aturan produksi A→ ZAZ |a. 
Dengan menggunakan cara yang analog 
dengan pembuktian di bagian 1 bahwa untaian 
yang dihasilkan U selalu ganjil, maka aturan 
produksi di atas juga selalu menghasilkan 
untaian panjang ganjil dengan simbol terminal 
a berada di tengah untaian.  Demikian pula bisa 
dibuktikan bahwa untaian yang dihasilkan B 
dengan aturan produksi B → ZBZ|b selalu 
menghasilkan untaian panjang ganjil dengan 
simbol terminal b berada di tengah untaian.  
Misalkan untaian yang dihasilkan dari A 
panjangnya 2j + 1 dan untaian yang dihasilkan 
dari B panjangnya 2k + 1 (Lihat gambar). 
Akibatnya panjang untaian AB (atau BA) 
adalah genap, yaitu 2(j + k) + 2. Tetapi posisi a 
dan b di dalam AB berjarak , padahal a ≠ b 
(Lihat gambar berikut) sehingga menyalahi 
aturan untaian di dalam Ld (yaitu, setiap dua 
simbol yang berjarak  di dalam untaian dari 
Ld selalu sama). Ini membuktikan AB (atau BA) 







2. L  L(GL) 
Untuk menunjukkan bahwa setiap 
untaian  L dapat dihasilkan dari tata bahasa 
GL, maka pembahasan terhadap untaian  yang 
dihasilkan akan dipisahkan untuk kasus | | 
(panjang  ganjil dan kasus | | genap. 
a. |  | ganjil 
Digunakan bukti secara induksi pada | | 
Basis : | | = 1.Dalam kasus ini, S   U   Z  
dapat menghasilkan simbol tunggal dalam 
alfabet. Dengan demikian, setiap untaian dalam 
L yang panjangnya satu dapat dihasilkan dari 
tata bahasa GL. 
Induksi : Asumsikan n ganjil. | | = n , untuk  
L dan S  U 
∗
 x. Diperoleh L, dimana || 
= n+2 merupakan untaian selanjutnya yang 
panjangnya ganjil. Dari tata bahasa, diperoleh 
S 
∗
 ZUZ. Karena U 
∗
 x melalui hipotesis 
induksi, menghasilkan ZxZ. Setiap Z kemudian 
dapat digantikan oleh simbol dari alfabet. 
Menghasilkan untaian  yang lebih panjang 
dua simbol dari . Selanjutnya, hal itu 
memenuhi semua simbol tunggal yang 
mungkin berawalan  dan berakhiran . 
Oleh karena itu, setiap untaian di L yang 
panjangnya ganjil juga ada di L(GL). 
 
b. | | genap 
Untuk melihat bahwa setiap untaian 
L yang panjangnya genap memiliki turunan 
di GL, ambil sembarang untaian  L yang 
panjangnya genap. Untaian harus memuat 
paling sedikit dua simbol a dan b yang berbeda 
dan berjarak ||/2 bagian. Selanjutnya dengan 
membalik cara penurunan a dan b, akan dicari 
bentuk untaian L panjang genap yang 
memuat a dan b sebagai berikut.  
Ganti pasangan simbol a dengan A dan b 
dengan B, lalu ganti semua simbol yang lain 
dengan Z, sehingga disimpulkan bahwa untaian 
 adalah salah satu dari bentuk Z1…ZjAZ1…Zj 
Z1…ZkBZ1…Zk atau Z1…ZjBZ1…Zj Z1…Zk 
AZ1…Zk, dimana j≥0, k≥0 dan j+1+k = | |/2. 
Demikian untaian yang dibangun dari tata 
bahasa GL, maka terbukti bahwa setiap untaian 
di L yang panjangnya genap juga ada di L(GL). 
 
Konstruksi Otomata Pushdown untuk 
bahasa L  
 Untuk menunjukkan bahwa L adalah 
bahasa bebas konteks, maka digunakan 
teorema yang menyatakan bahwa terdapat 
String: 
|A| |B| 
a b           
(3) j j k k 
(1) 
(2) j j k k 
|| 
Gambar 1.  Illustrasi Untaian AB yang diperoleh dari 
aturan produksi E → AB | BA L. 
 
mesin otomata pushdown yang dapat 
mengenali bahasa L. 
Teorema.  Jika suatu bahasa adalah bebas 
konteks, maka beberapa otomata pushdown 









Mula-mula tumpukan memuat simbol $ dan S, 
implementasi Langkah 1 pada penggambaran 
tak formal: qstart, , ) = {( qloop, S$)}. 
Kemudian letakkan semua transisi untuk loop 
utama dari langkah 2. 
1. Untuk keadaan (a) dimana tumpukan 
teratas memuat variable, misalnya A. 
Definisikan qloop, , A) ={( qloop, w) | 
dimana A→w  adalah aturan di P} 
2. Untuk keadaan (b) dimana tumpukan 
teratas memuat satu simbol terminal, 
misalnya a. Definisikan qloop, a, a) = {( 
qloop, )} 
3. Untuk keadaan (c) dimana tumpukan 
kosong dilambangkan $ berada pada 
tumpukan teratas. Definisikan qloop, , 








Dari pembuktian teorema di atas, maka 
dapat dibuat otomata pushdown 
nondeterministik dari tata bahasa yang telah 
dikonstruksi. 
































Berdasarkan hasil penelitian, maka dapat 
disimpulkan: 
1. Bahasa L adalah bahasa bebas-konteks 
karena terdapat tata bahasa bebas konteks 
GL yang berhasil dikonstruksi berdasarkan 
sifat-sifat yang tidak dimiliki oleh bahasa 
Ld  yang merupakan himpunan dari 
untaian-untaian berbentuk . 
2. Bahasa L(GL) yang dihasilkan oleh tata 
bahasa GL ekuivalen ke bahasa aslinya 
(L(GL) ≡ L) karena tata bahasa GL 





a, s → z 
,  → x 
a, s → 
xyz 











Gambar 2.  Implementasi Langkah Cepat 
 
, A → w     untuk aturan A → w 
a, a →       untuk terminal a 








, $ →  
Gambar 3.  Diagram State dari Otomata M 
 
, Z → b 
, B → b 
, Z → a 
, A → a 
a, a →  
b, b →  
, S →  
, S → U 
, S → E 
, U → Z 
, E → A ,  → B 
q3 
 
,  → A , E → B 
q2 
 
,  → Z 
, A → Z 
,  → B 
, U → Z 





, B → Z 





,  → S 
q1 
 
, $ →  








Gambar  4.  Diagram State  (Mesin Otomata 
Pushdown) dari M(GL). 
 
L dan setiap untaian dalam L dihasilkan 
oleh tata bahasa GL.  Hal ini juga 
membuktikan bahwa tata bahasa GL yang 
telah dikonstruksi benar. 
3. Sebuah otomata pushdown 
nondeterministik yang bersesuaian dengan 
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