Abstract. An iterative algorithm that approximates the polyconvex envelope f pc of a given function f : R n×m → R, i.e. the largest function below f which is convex in all minors, is established. A rigorous error analysis with a focus on reliability and optimal orders of convergence, an efficient strategy that reduces the large number of unknowns, as well as numerical experiments are presented.
Introduction
A non-convex variational problem due to [BJ] modeling phase transitions in crystalline solids and allowing for microstructure reads (M ) Minimize I(u) := Ω f (x, u, ∇u) dx among u ∈ A for a bounded Lipschitz domain Ω ⊆ R n , p ≥ 1, a (non-convex) continuous energy density f : R n × R m × R n×m → R satisfying p-growth conditions, and a space of admissible deformations A ⊆ W 1,p (Ω; R m ) containing boundary conditions. Since I may not be weakly lower semicontinuous, minimizing sequences develop oscillations in the gradient variable and their weak limits do in general not minimize I (see e.g. [Da2, M, R2] ). Together with a Young measure generated by a minimizing sequence in the sense of [B2] , weak limits contain the most relevant information about microscopic and macroscopic effects. Moreover, each weak limit of a minimizing sequence is a solution of a relaxed problem in which f is replaced by its quasiconvex envelope f qc (see e.g. [Da2, M, R2] ). In general, it is not possible to compute f qc explicitly or even approximately in order to define the relaxed problem. Therefore, it is desirable to know upper and lower bounds for f qc and it is the aim of this paper to establish a reliable and efficient algorithm that computes a lower bound. Numerical schemes for the approximation of upper bounds can be found in [Do, DW, Ba2] .
Error estimates for the approximation of (M ) are available for the case that either A contains affine boundary conditions on ∂Ω defined through certain F ∈ R n×m (see e.g. [L, CM, BP] ) or f qc is convex (see e.g. [NW2, CP1, CR, Ba1] ). In the first case theoretical convergence rates for the approximation of (M ) and thereby of f qc (·, ·, F ) are stated but, owing to mesh-dependent oscillations, those approaches cannot be expected to lead to efficient numerical algorithms. In the second case efficient algorithms are available but the proposed numerical schemes are restricted to scalar problems. An algorithm that checks for different notions of convexity for a class of functions can be found in [DH] .
By computing a (polyconvex) Young measure solution for (M ) with affine boundary conditions, our iterative algorithm approximates the polyconvex envelope [B1, Da1] f pc of f as a lower bound for f qc . A straightforward discretization linearizes non-linear constraints and results in a large but linear optimization problem. We show that for a large class of functions f the approximation is very accurate. The efficient iterative strategy for the solution of the linear optimization problem is based on results in [R1] that state sharp estimates on the support of a (polyconvex) Young measure solution for (M ) . Moreover, the strategy employs and generalizes a multilevel scheme of [CR] for the approximation of scalar non-convex variational problems.
The proposed algorithm can be employed for the simultaneous (polyconvex) relaxation and approximation of non-convex variational problems. This approach results in discrete problems with two numerical scales that reflect microscopic and macroscopic effects. We refer to [NW1, HH, ML, Kr, Ba1, Do, DW] for related numerical experiments. Moreover, in combination with the algorithms of [Do, DW, Ba2] for the approximation of an upper bound, the results of this paper allow to numerically check for equality of polyconvex and rank-1 convex envelopes.
The rest of the paper is organized as follows. We present the approximation scheme with an error estimate in Section 2. Some preliminaries in Section 3 lead to the proof of the main result which is given in Section 4. Section 5 is devoted to a reliable and efficient algorithm that realizes the approximation scheme. Numerical experiments that illustrate the high efficiency and accuracy of the proposed algorithm are reported on in Section 6. Section 7 discusses the effective numerical solution of (M ) based on the approximation of polyconvex envelopes.
Approximation Scheme and Main Results
Throughout this article we suppose that f in (M ) is independent of x and u, i.e. f : R n×m → R, is continuous, and satisfies, for certain c f > 0, c f ≥ 0, p > 0, and all F ∈ R n×m ,
The polyconvex envelope f pc of f is for F ∈ R n×m given by [B1, Da1] 
Here, T (A) ∈ R τ is a vector containing all minors of the matrix A ∈ R n×m in a fixed order and τ denotes its length; there holds |T (A)| ≤ c T |A| min{n,m} ∞ if | · | ∞ denotes the maximum norm and |A| ∞ ≥ 1. Choosing a set of points N d,r := dZ n×m ∩ B r (0) for r ≥ d > 0 and
The latter infimum defines a finite-dimensional linear optimization problem and admits a solution and a Lagrange multiplier λ F d,r ∈ R τ associated to the constraint A∈N d,r θ A T (A) = T (F ). Our main results concerning the approximation of polyconvex envelopes are summarized in Theorem A. We refer to Section 4 for more general assertions and to [BKK] for conditions that ensure f pc ∈ C 1,α loc (R n×m ) together with explicit bounds on |f
for all s ≥ r, and there exists r ≥ r such that |f
If, additionally, α > 0 and f
The constants c 1 , c 2 > 0 only depend on n and m.
It can be shown that λ unknowns and would therefore be very expensive. The combination of an active set strategy (due to [CR] for min{n, m} = 1) in combination with local grid refinement and coarsening to avoid to check a maximum principle in all nodes of N d,r leads to a very efficient but still reliable iterative algorithm that computes f pc d,r (F ).
Preliminaries
Throughout this article, | · | denotes the Frobenius norm of a vector or a matrix in R n , R m , R τ , or R n×m , e.g. for A ∈ R n×m with entries (A) j,k ∈ R for j = 1, ..., n and k = 1, ..., m
The maximum norm of a vector or a matrix is denoted by | · | ∞ , e.g.
there holds |v| ∞ ≤ |v| ≤ √ |v| ∞ for all v ∈ R . Given r > 0 and G ∈ R we set B r (G) := {A ∈ R : |A − G| ∞ < r} and, for a positive parameter d > 0 with d ≤ r, define (cf. the left plot in Figure 1 )
Z denotes the set of all integers. We let ω d,r be the interior of the union of all closed (nm)-dimensional cubes Q ⊆ B r (0) with vertices in N d,r , and define a uniform triangulation T d,r of ω d,r by setting (cf. the left plot in Figure 1 )
Q is a closed cube with vertices in N d,r and edges of length d .
Note that each Q ∈ T d,r is the convex hull of 2 nm nodes M 1 , ..., M 2 nm ∈ N d,r , i.e. Q = conv {M 1 , ..., M 2 nm }. To T d,r we associate the set of continuous, T d,r -elementwise (nm)-linear functions
The nodal interpolation operator I d,r on T d,r is for v ∈ C(ω d,r ) defined by
Here, for each A ∈ N d,r the function ϕ A ∈ S 1 (T d,r ) satisfies ϕ A (A) = 1 and ϕ A (B) = 0 for all B ∈ N d,r \ {A}. There exists c I > 0 such that
for α ∈ (0, 1] and g ∈ C The operator T :
where for 2 ≤ ≤ n ∧ m = min{n, m}, adj A is a vector containing all × minors of A and
There exists c T > 0 (which depends on n and m) such that
for all A ∈ R n×m with |A| ∞ ≥ 1; for n = m = 2 we have adj 2 A = det A and we can choose
The following observation is of central importance in our analysis. It shows that the values of the nodal basis functions in S 1 (T d,r ) define a rank-1 decomposition of a matrix F ∈ ω d,r .
Proof. We construct convex-coefficients that satisfy (3.2) and then show that they equal ϕ Mι (F ). Suppose first that d = 1 and
n×m are the vertices of Q. Set F 0,1 := F and 0,1 := 1. Then, for j = 1, ..., n and k = 1, ..., m set := (j − 1)m + k and define
−1 , by setting, for j = 1, ..., n and k = 1, ..., m,
(The right plot in Figure 1 schematically displays the decomposition for n = 2 and m = 1.) The decomposition of F has the following properties:
F ,2ι for = 1, ..., nm and ι = 1, ..., 2 −1 ; (iii) rank(F ,2ι−1 − F ,2ι ) = 1 for = 1, ..., nm and ι = 1, ..., 2 −1 ; (iv) ϕ F nm,ι (F ) = nm,ι for ι = 1, ..., 2 nm . The proofs of (i)-(iii) follow directly from the decomposition. To verify (iv) we note that according to (3.3), each nm,ι , ι = 1, ..., 2 nm , defines a polynomial in F of partial degree ≤ 1. Moreover, if F ∈ {0, 1} n×m then F = F nm,ι for some ι ∈ {1, ..., 2 nm } and by construction we then have nm,ι = 1 and nm,ι = 0 for ι ∈ {1, ..., 2 nm } \ {ι}. This proves (iv). Set θ ι := nm,ι for ι = 1, ..., 2 nm . The assertion of the lemma (for Q = conv {0, 1} n×m ) follows from an induction over = 1, ..., 2 nm with (i)-(iv) and the fact that T is affine along rank-1 connections. The case Q = [0, 1] n×m follows with a dilation and a translation from the special case.
Proof of Theorem A
This section is devoted to the proof of Theorem A which follows from several propositions that state more general results. The first proposition is a partial version of Theorem A but does not state sufficient conditions for an efficient choice of r. Throughout this section we consider a fixed F ∈ R n×m and assume that either α = 0 and f is locally Lipschitz continuous or α ∈ (0, 1] and f ∈ C 1,α loc (R n×m ).
Proposition 4.1. There exists r = r (F ) > 0 such that
T (A ) = T (F ), and
which proves the proposition.
The subsequent lemma states the Kuhn-Tucker optimality conditions for the linear optimization problem that defines f pc d,r (F ) and which we will refer to through f pc d,r (F ). In particular, the lemma characterizes the Lagrange multiplier λ The equations have first been employed in the context of relaxation in the calculus of variations in [R1, R2] and have further been exploited in the numerical approximation of scalar non-convex variational problems in [CR, Ba1] .
Conversely, any (θ
Employing the optimality conditions of Lemma 4.1 we can state sufficient conditions that ensure that r ≤ r is large enough so that f 
Then, the second inequality in (4.6) implies, for all
The last two estimates prove (4.7). Let r ≥ r and let (θ A : A ∈ N d,r ) be a solution to f pc d,r (F ). Employing (4.7) and 
The following lemma shows thatf 
, and
Remark 4.2. Employing optimality conditions for the minimization problemf 
Proof of Lemma 4.2. By definition off
T (A ) = T (A), and
2 nm ∈ dZ n×m , edges of length d, and such that A ∈Q . By Lemma 3.1 (with r =r for somer large enough so that
This implies
which, after appropriate relabeling, is (4.8).
The following assertion is due to Ball [B1] .
Remark 4.3. The functionĝ is not unique and the presented formula can be found in [Da2] .
An estimate for the difference betweenf andf d follows immediately.
Lemma 4.4. (i) Let B τ = {E 1 , ..., E τ } be the canonical basis in R τ . There exists r > 0 such that, for all E ∈ ±B τ , there holds
(ii) Let B n×m = {E 1 , ..., E nm } be the canonical basis in R n×m . There exists r > 0 such that, for all E ∈ ±B n×m , there holds
as well asf
Choosing r maximal so that for each E ∈ ±B τ one of the last two estimates holds proves the first part of the lemma.
(ii) The proof of the second assertion follows as (i) together with the fact thatf •T = f pc .
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The next lemma is the key observation for the estimates for λ F d,r for which we employ the concept of subgradients. Some elementary facts about the subgradient are cited in the following remark.
Remark 4.4 ( [C] ). Let h : R → R be a continuous, convex function.
There holds: (i) If g : R → R is affine and
Then there holdsf
Proof. We show thatf
Then, the asserted inclusion is deduced from these observations as follows: Let ε > 0.
, and (4.9) we deducê
By arbitrariness of ε > 0, the convex function X →f d (X)−λ γ κ = 1,
The hypothesis of the lemma implies, for κ = 1, .., 2 nm (τ + 1),
which, by arbitrariness of ε > 0, showsf To prove (4.9), let A * ∈ R n×m be maximal in the left-hand side of (4.9). For ε > 0 Lemma 4.2 guarantees the existence of C κ ∈ dZ n×m and δ κ ≥ 0, κ = 1, ..., 2 nm (τ + 1) such that
Then, the hypothesis of the lemma andf
which, by arbitrariness of ε > 0, is (4.9) and therefore concludes the proof.
Provided thatf is of class C 1,α loc we have an estimate for |λ 
Proof. Let B τ = {E 1 , ..., E τ } be the canonical basis in R τ . Lemma 4.5 proves
Assume without loss of generality S − (E) ≤ S + (E). Lemma 4.4 and Proposition 4.1 (note
From these estimates, the mean value theorem, and Hölder continuity of Df we infer
which concludes the proof.
It is not known under which conditions there holdsf ∈ C 1,α loc (R τ ) or under which conditions there exists a convex functionf ∈ C 1,α
|G| p+1 < ∞ and if there exists c > 0 such that, for all G ∈ R n×m , there exists S ∈ ∂f (G) such that
Observing that Df (T (F )) · DT (F ) = Df pc (F ) a small modification (that does not use any regularity off ) of the proof of Proposition 4.3 yields the following result.
Proposition 4.4. Assume that the hypothesis of Lemma 4.5 is satisfied, suppose that α > 0, and let f pc ∈ C 1,α loc (R n×m ). Then, there exists r > 0 such that
Proof. Let B n×m = {E 1 , ..., E n×m } be the canonical basis in R n×m . Lemma 4.5 proves
Let S ∈ ∂f d (T (F )) and E ∈ ±B n×m . Convexity of t →f d (T (F +tE)) shows S·DT (F ) ·E ∈ [S − (E), S + (E)] (cf. Remark 4.4) for
, and Proposition 4.1 show
These estimates, the mean value theorem, and Hölder continuity of Df pc imply
and thereby prove the proposition.
Proof of Theorem A. This is a combination of Propositions 4.1, 4.2,4.4, and Lemma 4.5. 
Efficient Computation of f
Then, for any (θ A : A ∈ N d/2,r ) that is feasible and optimal for f pc d/2,r (F ) there holds
Proof. For A ∈ Z and A ∈ Z such that |A − A | ≤ d there holds 
A more efficient and even more reliable assertion can be formulated if we have explicit estimates for |f Proof. Let A ∈ Z and A ∈ Z such that |A − A | ≤ d. By the hypotheses and by Lipschitz continuity of f and T there holds
The definitions of Z and Z , Proposition 4.1, and again the assumed estimate for |λ
Employing once more Lipschitz continuity of T proves
14 In view of (5.1) the last three estimates imply, for all A ∈ Z ,
,r ) be feasible and optimal for f pc d/2,r (F ) and suppose that there is A ∈ Z such that θ A > 0. Then, (5.2) and (5.3) imply
This is a contradiction and proves θ A = 0 for all A ∈ Z .
Prediction of the active set.
Following an idea in [CR] for the approximation of scalar nonconvex variational problems we can further remove nodes temporarily from a mesh with nodes N , e.g. N ⊆ N d,r is a refinement of N 2d,r , using an iterative method that we establish in the following lemma. The method consists in defining an appropriate subset X ⊆ N and seeking for a solution of a lower dimensional subproblem. For a discrete set N ⊆ R n×m we define
Optimality conditions for f pc N (F ) guarantee the existence of some λ
Conversely, any (θ
The next lemma states sufficient conditions on X such that f pc N ,X (F ) = f pc N (F ) and directly leads to an iterative algorithm.
Lemma 5.1. Let (θ A : A ∈ N ) be feasible and optimal for f pc N (F ) with multiplier λ
Proof. The optimality conditions (5.5) show (cf. (5.4) in the proof of Proposition 5.2), for all A ∈ N ,
Hence it suffices to show that Y ⊆ X. Let A ∈ Y . By assumption on ε AS , the definitions of X and Y , and (5.5) there holds
Given someλ F we do in general not know ε AS to define X as in the lemma. We may however enlarge ε AS successively until the optimality conditions (5.5) are satisfied. Having computed a solution for some parameter d we may then use the corresponding multiplier to define X on a finer mesh. and go to (b) . 
Numerical Experiments I
In this section we report on the practical performance of Algorithm (A pc, adapt r 0 ,d 0 ,J,F,M ) when applied to three choices of f for which explicit formulae for f pc and f rc are known.
Example 6.1 ( [Da2] ). For n = m = 2 and
Then, (2.1) holds for p = 4 and c f = (c − 2)/c, c f = 2c − 1 for all c > 2 and we choose c = 3. In this example f pc = f qc = f * * where f * * is the convex envelope of f and for F ∈ R
2×2
given by
Example 6.2 ( [Ko, DW] ). For n = m = 2,
Then, (2.1) holds for p = 2, c f = 1/2 3 , and c f = max{|A 1 | 2 , |A 2 | 2 }/2 = 17/16. Here, f * * = f pc = f qc and f pc is for F ∈ R 2×2 given by
where f j (F ) = |F − A j | 2 /2, j = 1, 2, and λ = |A 1 − A 2 |.
Example 6.3 ( [KS, Do] ). For n = m = 2 and F ∈ R 2×2 a modification proposed in [Do] (to ensure continuity of f ) of an energy density occurring in an optimal design problem in [KS] reads
Then, (2.1) holds for p = 2, c f = 1, and c f = 0. Letting (F ) :
Note that f * * = f pc in this example.
We tested Algorithm (A We observe that e converges with experimental rate 4 to 0 and the experimental convergence rate for e is better than linear. Due to the grid coarsening strategy and the active set strategy the number of activated nodes in X, i.e. the size of each linear optimization problem, is remarkably small when compared to the possible and theoretical numbers of nodes and the CPU-time needed to obtain an absolute error of about 10 −5 is only 3.7 seconds. We obtained similar numbers e and e for the more reliable choice M = 100 but the number of activated nodes and the CPU-time was significantly larger, e.g. 9.4 seconds were needed to achieve e ≤ 10 −3 .
To test (A pc, adapt r 0 ,d 0 ,J,F,M ) in Example 6.2 we set J = 6, r 0 = 4, d 0 = 1, M = 10, and 
Numerical Experiments II
In this section we outline how Algorithm (A pc, adapt r 0 ,d 0 ,J,F,M ) may be used for the effective numerical simulation of nonconvex vectorial variational problems and we report on two numerical experiments. The proposed algorithm aims to numerically relax and minimize variational problems of the form (M ), i.e.
where f is continuous and satisfies p-growth conditions, Ω ⊆ R n is a bounded Lipschitz domain, Γ D ⊆ ∂Ω is closed and of positive surface measure, and u D =ũ| Γ D for somẽ u D ∈ C(Ω; R m ). We further suppose that Ω is polyhedral and let T be a regular triangulation of Ω such that Γ D is matched exactly by edges (respectively faces) of elements in T . We let S 1 (T ) m denote the lowest order finite element space on T which consists of all globally continuous, T -elementwise affine functions in W 1,p (Ω; R m ). Finally, we letũ D,h be the nodal interpolant ofũ D on T . The following algorithm is capable of finding an approximation of a weak limit of an infimizing sequence for the nonconvex vectorial variational problem (M ) . The approximation scheme realizes a steepest descent approach and exploits the fact that Algorithm (A h , the numerical solution obtained from direct numerical minimization of (M ) , and the numerical solution obtained from the numerical relaxation realized by Algorithm (A nvvp ) in Example 7.1. We observe mesh-dependent oscillations in the stress field defined by the numerical solution when no relaxation is used while we observe a rather smooth stress field when the nonconvex vectorial variational problem is numerically polyconvexified.
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The second example incorporates non-affine boundary conditions on Γ D .
Example 7.2 ( [DW] ). Let n, m, Ω, Γ D , f , and T be as in Example 7.1 and define for x ∈ Ω u D (x) := x − (1/2, 1/2)
x − (1/2, 1/2) 2 + 1/4 . Table 5 displays the minimal energies for various approaches to the numerical simulation of (M ) in Example 7.2. As in the previous example we observe that the results obtained by Algorithm (A nvvp ) (with the same parameters as in the previous experiment) with the approximated polyconvex envelope of f approach the value that we obtained with the exact polyconvex envelope f pc . The minimal energies obtained with the nonrelaxed functional and with the discrete approximation of the rank-1 convex envelope of f (numbers for f h may be obtained from solving (M ) with f replaced by a convex function, e.g. F → |F | 2 /2, as a pre-processing step in Algorithm (A nvvp ). (ii) A post-processing procedure based on the algorithms in [Do, DW, Ba2] in steps (b) and (c) of Algorithm (A nvvp ) has to be done on each element of the triangulation T (since ∇u h is T -elementwise constant). This may be time-consuming but can be parallelized without communication costs.
