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Abstract 
 The problem of landing a small spacecraft on the surface of an asteroid is analyzed in 
this thesis.  The main effort of the thesis is focused around developing a fuzzy logic system to 
act as the controller.  The fuzzy logic system is paired with a genetic algorithm to optimize the 
controller’s membership functions.  This optimized controller is then compared with two 
established controllers: an Optimal Control approach, and a Multiple Sliding-Surfaces Guidance 
algorithm.  The genetic-fuzzy approach presented is applicable to designing controllers for 
various spacecraft and asteroid profiles. 
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1. Introduction 
1.1 Motivation 
 Recently, efforts to study asteroids and comets for scientific and commercial prospects 
have been on the rise.  While efforts date back to the early 1990’s (mainly fly-bys), it wasn’t 
until the mid-2000’s when missions started to perform spectroscopy on the surface [1][2].  
These results allow scientists to determine the composition of an asteroid, and possibly give an 
insight as to the history of the asteroid.  This allows for prospective mining of various materials 
that can be used directly in further space flight (in-situ production) or to be returned to Earth 
for use.  Given the low gravity nature of asteroids, in-situ use of mined resources would allow 
for various legs of an interplanetary or interstellar flight to be planned, and allow for larger 
payloads to be launched (no longer need to launch as much fuel for upper stages).  
Figure 1.1 Various Asteroids and Comets, and the Associated Missions 
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Moreover, collection of samples would allow us to look back billions of years to the time 
around the formation of the solar system.  This insight, which would be near impossible to do 
with larger, active bodies like the planets and their moons, would provide a greater 
understanding of events that occurred during this period, and in some cases what has 
happened in the meantime. 
 The use of smaller spacecraft that can be easily deployed and controlled with minimum 
prior knowledge of the target asteroid is highly beneficial in that the cost per mission is reduced 
significantly.  By not having to observe and analyze the asteroid beforehand (aside from shape 
determination to choose landing locations), the need to characterize each one is mitigated, and 
can be done post-mission if the spacecraft carries the proper instruments.  This could also allow 
for various “classes” of spacecraft to perform various tasks, much like the Arkyd series from 
Planetary Resources, Inc. [3][4]. 
 
1.2 Problem Statement 
 The situation that is presented in this research is softly landing a medium-sized craft 
(approximately 1500 kg, minimum 2 m x 2m x 2m) on an ellipsoidal asteroid using a fuzzy-logic-
based controller.  The craft will use an array of electric engines (low thrust, high specific 
impulse) to control descent from a pre-determined orbit about the asteroid to the vicinity of a 
chosen target on the surface of the asteroid. 
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1.3 Assumptions 
 There are various assumptions made regarding the landing craft.  Firstly, the position 
and velocity of the craft are fully known.  The engine arrays are only on three sides to save on 
weight.  Since we are not designing the actual craft, we are not concerned with attitude 
dynamics.  However, there is a time penalty for switching directions of thrust, so an estimate of 
attitude dynamics is made.  A soft landing is defined as a final velocity less than 3 meters per 
second. 
The asteroid parameters are assumed to be well known (shape and spin can be modeled 
beforehand).  It is also assumed that the asteroid has a constant density, but the true gravity 
model is based on a normal distribution sampling about the theoretical potential field.  The 
starting orbit is used to determine initial position and velocity, and is assumed to be inserted 
into and maintained without use of fuel onboard the landing craft. 
 
1.4 Goals 
 The goal of this research is to demonstrate that fuzzy logic is a viable approach for 
designing a guidance controller in a space environment, in which the a-priori information about 
the gravitational field of an asteroid is partial and uncertain. The quality of the fuzzy logic 
guidance law will be compared to the quality of existing mathematical- and optimal-control-
based controllers. While these controllers are designed under certain assumptions regarding 
uniform, spherical gravitational field, they break down in the presence of more complicated 
gravitational fields (ellipsoids and irregular shapes). 
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1.5 Thesis Outline 
This document is organized in the following way: the next chapter described relevant 
literature regarding asteroid missions, existing guidance laws, electric propulsion systems for 
space missions, and fuzzy logic. Chapter 3 describes the simulation models and environment, 
while the Genetic-Fuzzy guidance system that was developed in this effort is described in 
Chapter 4. Results of the guidance law are compared to the guidance laws that exist in 
literature in Chapter 5, and finally Chapter 6 adds Conclusions.  
Additional information regarding the gravitational field model, Monte Carlo Sampling 
and Surface Distance Algorithm is available for the interested reader in the Appendices at the 
end of this thesis.  
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2. Literature Review 
2.1 Missions to Asteroids 
Many missions that have visited asteroids have been limited to fly-bys (early missions, 
such as Cassini and Galileo) or orbits (recent missions, such as Dawn and NEAR Shoemaker) [1].  
Only two missions have been made to actually land and transmit data from the surface of an 
asteroid.  In addition, there has been one successful mission to land on the surface of a comet 
and transmit data. 
 
2.1.1 NEAR Shoemaker 
The NEAR Shoemaker mission to 433 Eros was 
intended to just be an orbit of the asteroid, gathering 
topological, composition, and gravitational data [5].  
Launched as a joint project between NASA and John 
Hopkins University’s Applied Physics Laboratory in 
1996, it did not reach Eros until 2000 (after a fly-by of 
another asteroid).  It would spend a year in operation 
orbiting Eros [6].  It was later in the mission that the decision to attempt to softly land the 
spacecraft on Eros was made, but there was a concern that the levels of fuel that remained 
might not be enough to ensure a soft landing.  With a series of four burns, the vehicle was 
landed on the surface at a speed of less than 2 meters per second [7].  This was a great 
milestone, as NEAR was not designed to land, and allowed the on-board spectrometer to gather 
Figure 2.1 433 Eros, as seen by NEAR 
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data at a closer range.  This communication lasted 16 days, after which the mission was 
terminated. 
NEAR Shoemaker had 12 liquid thrusters for a 
total delta V of 1450 meters per second: one 470 N 
bipropellant (Nitrogen Tetroxide – Hydrazine), four 21 N 
monopropellant (Hydrazine), and seven 3.5 N 
monopropellant (Hydrazine) thrusters.  About 320 kg of 
propellant was onboard, for a total mass of 805 kg, 
although over two-thirds of this was used prior to establishing an orbit about Eros [8]. 
  
Figure 2.2 NEAR Shoemaker Orbiter 
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2.1.2 Hayabusa 
The Hayabusa mission to 25143 Itokawa is the 
second mission to land on an asteroid.  Launched by 
Japan Aerospace Exploration Agency (JAXA) in 2003, it 
was intended to collect topographical and 
composition data, and demonstrate technology that 
was on board [9].   
Hayabusa was also to return soil samples from 
the asteroid to Earth.  It reached Itokawa in late 2005 after failures of its solar panels and two 
reaction wheels.  After approximately two months in orbit near Itokawa, the spacecraft 
performed two rehearsal touchdowns; the first was aborted due to an anomaly, the second 
went fine but an on board lander was incorrectly released and was believed to be lost into 
space.  A week after this, the actual touchdown was performed, during which the spacecraft 
bounced twice and landed at a speed of 10 centimeters per second within 30 meters of the 
target.  However, after about 30 minutes, it was commanded to make an emergency ascent 
without collecting any samples.  Another 
touchdown was performed within the week 
with similar results, and the command to 
collect samples was made.  It was not clear 
that the samples were collected, but 
communication was then lost with 
Hayabusa for three months.   Hayabusa was then commanded to ascend, and was put on a 
Figure 2.3 25143 Itokawa, as seen by Hayabusa 
Figure 2.4 Hayabusa Spacecraft 
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trajectory to return to Earth, but with limited system capabilities (fuel leaks, inoperable 
reaction wheels, damaged battery cells) [10][11][12].  The sample return capsule was returned 
to Earth in mid-2010, where it was found that a total sample mass of less than one gram was 
collected [12]. 
Hayabusa had a mixture of ion and chemical thrusters: four xenon ion thrusters were 
the main source of propulsion (inter-space and landing), and the smaller chemical thrusters 
were used as a Reaction Control System (RCS).  The lander had a final mass of 510 kg [9].  
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2.1.3 Rosetta and Philae 
The Rosetta mission to 67P/Churyumov-
Gerasimenko is the only mission to date that has 
returned data from the surface of a comet.  Launched 
by the European Space Agency (ESA) in 2004, it is 
collecting data on the characteristics of the comet 
nucleus (main body) and coma (particulate tail).  The 
lander, Philae, touched down on the comet in 
November 2014.  The lander was released from 
Rosetta above the comet, and then proceeded on a free-fall trajectory to the surface.  Upon 
reaching the surface (at approximately 1 m/s), it was meant to fire two harpoons into the 
surface to anchor itself while firing a small thruster to counteract the recoil [13].  Initial data 
from Philae suggests that it bounced three times 
before coming to a rest, possibly the result of 
clipping the edge of a crater [14].  It is also 
indicated that the harpoons (and consequently, 
the thruster) did not fire, leaving Philae un-
anchored on the surface.  It is thought that the 
lander is upright on the three legs, however.  It was 
able to perform the first scientific mission, but due to the landing area, the solar panels were 
not able to keep the system powered (receiving only a fifth of the expected illumination time 
on the surface).  As of May 2015, Philae has not made contact again with Rosetta [15][16]. 
Figure 2.5 67P/C-G, as seen by Rosetta 
Figure 2.6 Philae Lander 
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Philae had only one small, cold gas (unspecified) thruster on-board.  The lander had a 
final mass of 100 kg [17][18]. 
 
2.1.4 Reflections 
 All three missions above have different methods that were used to descend to the 
surface of their respective bodies.  The NEAR Shoemaker orbiter, although not built to land, had 
access to larger thrusters than the other landers, and had the benefit of not targeting a specific 
location.  The Hayabusa lander utilized an array of ion thrusters to control the descent into its 
target area, using an RCS and reaction wheels to control attitude.  The Philae lander was 
essentially a projectile launched from Rosetta, and targeted an elliptical area on the surface 
rather than actively guide itself to a specific location.  All three missions had problems occur 
that could have caused early termination of their missions.  While this work will not implement 
any failures as events to consider during simulation, future work could implement issues 
encountered above, such as power loss or engine failure. 
This work will more closely resemble the mission profile of Hayabusa and Philae, 
utilizing a propulsion system of ion thrusters to guide the lander to a target location, and upon 
impact anchors itself in some manner to the surface.  Rather than use one array on a side of the 
lander, as in Hayabusa, there will be arrays on multiple sides of the lander to provide control.  
Moreover, the anchoring technique will not be specified, only that once the lander impacts the 
surface, it remains at that point. 
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2.2 Benchmark Algorithms 
 Two mathematically-based models were found that approach the problem of landing on 
an asteroid.  However, these models make assumptions that limit the scope of their 
applications.  The first is an optimal control approach that assumes a spherical body, which 
allows the gravity to be directly accounted for but has limited application to real asteroids.  The 
second is a higher-order calculus approach to non-linear dynamics.  In this, gravity is not 
directly analyzed, which allows for a more general application.  However, the starting 
assumption is that the vehicle is hovering at some altitude above the target location on the 
surface. 
 
2.2.1 Optimal Control Approach 
 The optimal control approach that was found simplifies the problem to landing on a 
non-rotating, spherical asteroid with the final state described by the radius and zero velocity 
[19].  This setup only considers the need to control in the radial and one angular direction, so 
the landing point lies somewhere along the initial orbit path.  The problem is analyzed using 
free final time. 
 The optimization that was presented seeks to minimize the command acceleration used 
in a limited power system (with electric propulsion).  The command acceleration that was found 
from analysis is based on current velocity and a variable that is coupled with the current time of 
simulation.   
 
𝑎∗ =
2
𝑐 + 𝑡
∗ 𝑣 (2.1) 
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This leaves two variables to be tuned so as to obtain the correct radial distance and to 
zero out the velocity.  The paper chooses to make the variable c equal to the final time.  
Therefore, only the final time needs to be selected such that the requirements are met. 
 Since this process minimizes the command acceleration, the landing procedure can take 
tens of hours to complete, and does not guarantee that the actual minimization meets the 
limitations of onboard thrusters.  Additionally, should this approach be applied to a spinning, 
ellipsoidal asteroid, the process will not guarantee a soft or accurate landing.  However, given 
the simplicity of the problem that is presented, the optimal control approach can provide an 
excellent benchmark to test future systems against.  This is outlined and utilized in Chapter 5. 
 
2.2.2 Multiple Sliding Surfaces Guidance 
 The multiple sliding surfaces guidance (MSSG) technique uses a linearization process to 
simplify the problem for a spacecraft landing on a smooth, rotating ellipsoidal asteroid [20].  It 
linearizes the higher order dynamics of the motion using a series of gains λ 
 𝑠(𝒙, 𝑡) = ?̇? + 𝜆𝒙 (2.2) 
Since there are three degrees of motion, we have three separate λ values to choose. 
 The research uses two of these surfaces in controlling the spacecraft on its descent.  
One surface is zeroed out before the end of the simulation, so there are two regions of control 
efforts: 
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𝑎∗ = − {2𝝎 × 𝒗 + 𝝎 × 𝝎 × 𝒓 +
𝜕𝑉
𝜕𝒓
+ 𝚲
(𝑡𝑓 − 𝑡)𝒔?̇? + 𝒔𝟏
(𝑡𝑓 − 𝑡)
2 + 𝚽
∗ sign(𝒔𝟐)} 
(2.3) 
where ω is the rotation of the asteroid, V is the gravitational potential, Λ is a matrix of the λ 
gains for s1, s1 and s2 are the sliding surfaces, and Φ is a matrix of gains for s2. 
 This process is more controllable in the sense that the initial and final states are fixed, as 
is the final time.  However, there are more variables that can be tuned in an effort to improve 
performance: sliding surface gains, final time, and the second surface cut-off time (which were 
selected based on a parameterization study).  The gains set in the original research are not 
adjusted during this effort. 
 The main issue with the process here is that it was developed based on the assumption 
that the craft’s initial state is hovering in the vicinity of the target location.  While this starting 
condition is rather ideal, it is not necessarily practical.  Before this algorithm could be utilized 
for a landing procedure, an additional control algorithm would need to guide the craft to the 
vicinity of the starting point.   
Moreover, the command accelerations are not limited explicitly within the algorithm, so 
the variable tuning process would be necessary to impose the limit (much like the optimal 
control process).  While this algorithm is much better suited for our problem than the optimal 
control technique, it still has some limitations (especially with the need for prior knowledge for 
validation). 
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2.3 Electric Propulsion 
 The concept of using electric propulsion dates back to the early 1900’s, with the first 
working thruster developed in 1929.  Actual applications of electric propulsion did not come 
until a sub-orbital demonstration in 1964, followed by the use on an interplanetary probe [21]. 
 Electric propulsion is generally known for its high efficiency but low thrust capabilities.  
Since we are operating in a low gravity environment, the low thrust level is not of much 
concern.  There are three main classes of electric propulsion [22]: 
2.3.1 Electrothermal 
 Electrothermal thrusters include resistojets and arcjets.  These tend to have high 
performance (Isp) and low power requirements, but do not have high thrust levels and tend to 
have very complicated interfaces.  These thrusters generally use a hydrazine or ammonium 
based propellant. 
 
2.3.2 Electrostatic 
 Electrostatic thrusters include ion and Hall Effect thrusters.  These tend to have very 
high performance, but require more power and have lower thrust levels than electrothermal 
engines.  These thrusters generally use a noble gas (xenon, argon) as a propellant. 
 
2.3.3 Electromagnetic 
 Electromagnetic thrusters include magnetoplasmadynamic (MPD) and pulsed plasma 
thrusters.  These tend to have the highest performance and best thrust values of the electric 
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thrusters, but have very high power and cost requirements.  These thrusters generally use 
argon as a propellant.  
2.3.4 Comparisons 
Engine Type Propellant Isp (s) Thrust (N) Power (kW) 
Resistojet N2, NH3, N2H4, H2 150 - 700 0.005 - 0.5 0.4-2 
Arcjet NH3, N2H4, H2 450 - 1500 0.05 - 5 0.4-2 
Ion Hg, A, Xe, Cs 2000 - 6000 5E-6 - 0.5 1-50 
Hall Effect Xe 1500 - 2500 5E-6 - 0.1 1-50 
MPD A 2000 25 - 200 50-1000 
Pulsed Plasma Teflon 1500 5E-6 - 0.005 50-1000 
Table 2.1 Electric Engine Characteristics 
Additional research into existing electric propulsion systems indicates that Airbus’ RIT-
22 Ion Thruster [23] may be a good choice for an electric engine.  It is small and lightweight (30 
cm diameter and 7 kg) and has considerable thrust (demonstrated level of 0.25 N).  As well, the 
engine is demonstrated to have a specific impulse of 6400 seconds. 
 
2.4 Fuzzy Logic Systems 
 Initially proposed in 1973 by Lotfi Zadeh, a fuzzy logic system is a method of decision-
making that allows for decisions to be made with incomplete or uncertain information through 
more probabilistic methods [24].  During the decision-making process, this fuzzy system uses a 
range of values (i.e. grayscale) as opposed to traditional decision-making systems that use 
binary values (i.e. black or white). The fuzzy nature of the system allows the designer to use 
linguistic rules, which are more easily interpreted by control experts.  For example: if a certain 
variable is “dark gray”, the illumination level should be “higher”, where “dark gray” and 
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“higher” correspond to specific membership functions in the input and output, respectively.  
This process is outlined in Chapter 2.4.1. 
However, the main difficulty in designing this decision-making system is the need for an 
expert to tune the rules between the fuzzy inputs and the fuzzy outputs, as well as the 
definition of the membership functions that are used during the fuzzification and 
defuzzification processes. One way to alleviate this difficulty is to combing the fuzzy- system 
with genetic algorithms, automated tuning of the decision-making process can be performed, 
as opposed to manually changing the logic. 
 
2.4.1 Fuzzy Inference Systems 
Fuzzy inference systems are the basic units of a fuzzy logic system.  By applying 
classifications to continuous variables (“crisp” values) using membership functions 
(“fuzzifying”), a set of if-then rules can be applied to classify output membership function 
values.  These values are then “defuzzified” to produce a crisp output to be used by the system.  
 Figure 2.7 illustrates a single-input, single-output fuzzy inference system.  We see that 
input1 belongs to two input membership functions, which based on the rule base (if-then rules) 
relates to two output membership functions.  These are then defuzzified to produce a crisp 
output. 
17 
 
 
Figure 2.7 Example Fuzzy Inference System 
 The benefit of using a fuzzy inference system is that the system allows for the use of 
expert knowledge and common sense in determining how the system responds.  Fuzzy 
inference systems can also be used as approximations to complicated and computationally 
expensive equations.  Practical applications of fuzzy inference systems include gain scheduling a 
PID controller for UAV flight control [25], and computer logic for games like Pong [26].  For this 
research, rather than using some linear controller that would require full knowledge of the 
dynamics of the lander about an asteroid and have accurate readings of the gravitational field, 
we can utilize three inference systems to provide command accelerations based on positional 
error and the velocities of the lander. 
 
2.4.2 Genetic-Fuzzy Systems 
 A genetic-fuzzy system is the pairing of a fuzzy logic system with genetic algorithms to 
optimize the membership functions and/or rule base.  This process is more efficient for tuning 
the response of a system than performing a manual tuning as the solution space for fuzzy 
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systems are very large (membership functions can continuously vary within a range, various 
permutations of the rule base). 
 However, the resulting fuzzy logic system is sensitive to the cost function that the 
genetic algorithm uses, so this should be chosen carefully to ensure that the characteristics 
needed from the system are appropriately captured.  Depending on the size of the fuzzy logic 
system, the time to run a full genetic algorithm can range from minutes for very simple systems 
(e.g. inverted pendulum) to days for complicated or large systems (e.g. this research). 
 A genetic-fuzzy system can easily build on the premise of a fuzzy inference system to 
schedule gains of a PID controller through an automated design process.  This has been 
demonstrated to be viable in designing a fuzzy gain-scheduled PD controller for magnetic 
attitude control of a CubeSat [27].  It was shown that not only did the genetic-fuzzy system 
perform better than the simple PD and LQR controllers, but it was also more robust to external 
disturbances that were introduced. 
 
2.5 Discussion 
 Chapters 2.1 to 2.3 provide the basis for the selection of electric propulsion for the 
spacecraft.  The low gravity environments around an asteroid allow for the relaxation of 
thrusting requirements to the levels that electric engines can provide (and were used, in the 
case of Hayabusa).  Electric propulsion also fits in with the two benchmark algorithms that 
assume that the spacecraft has limited continuous thrust capabilities associated with these 
engines [19][20].  The mission profiles outlined in Chapter 2.1 also highlight the need to start 
from an arbitrary orbit rather than attempting to start in a hovering state.   
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 The use of fuzzy inference systems for the controller of the spacecraft is well applied for 
this scenario, as error nulling is a well-known application of fuzzy logic systems.  Fuzzy logic also 
allows for more intuitive development and analysis of the resulting system.  By pairing the fuzzy 
logic system with a genetic algorithm, the system can be optimized for a particular response. 
 One of the main issues with using this fuzzy logic approach is that fuzzy logic systems are 
inherently approximations.  This means that the controller does not explicitly state that the 
system will converge to the expected solution.  In terms of this research, this implies that the 
fuzzy logic system does not guarantee landing at the target location, but rather it will be able to 
land close to the target. 
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3. Simulation Models 
3.1 Simulation Environment and Overview 
 The simulations run during this effort have been coded in MATLAB R2013a and run on a 
desktop with Windows 64-bit environment, and an Intel® CoreTM i7-3770 3.40 GHz processor 
with 8.00 GB of RAM.   
Shown in Figure 3.1 is a block diagram overview of how the Fuzzy Logic System (FLS) 
simulation is run.  All time steps are set at 1 second increments.  Subsequent sections in this 
chapter will outline equations and concepts presented in the diagram, with the exception of the 
FLS, which is outlined in Chapter 4. 
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Figure 3.1 Block Diagram Overview of FLS Simulation 
Update Propellant Mass
Error Calculation
Transform Position and Velocity to Spherical Calculate Positional Error Adjust Angular Error to Correct Ranges
Dynamics
Add Acceleration Due to Asteroid Rotation to a* 
and Gravity
Transform to Cartesian Integrate to Velocity and Position
Get Gravitational Potential
Input: Spherical Position Output: Nominal Gravitational Potential
Adjust to Actual Gravitational Potential via 
Normal Distribution
Check for Sign Changes in a* or Is Lander Spinning
If there is a Sign Change or Lander is Spinning currently, set a* = [0 0 0]
Calculate a*
a* = [Throttle Percentages] * Max. Accel.
FLS Evaluation
Input: Positional Errors, Spherical Velocities Output: Throttle Percentages
Set Maximum Acceleration
Check for Surface Contact or Out of Propellant
Stop Simulation if Out of Propellant or there is Surface Contact
Simulation Start
Set Asteroid Parameters
Set Initial Orbital 
Parameters
Set Target Location Set Lander Parameters
Set Starting Position and 
Velocity
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3.2 Asteroid Modeling 
 While many asteroids have been characterized for their shape, spin and surface 
characteristics, only a few have been orbited and landed upon, and only one has had samples 
returned to Earth.  This presents the first difficulty in attempting to simulate missions to 
asteroids as accurately as we can: the lack of gravitational data.  Due to their low gravity and 
varying compositions, shapes of the asteroids can vary wildly, leading to issues with simplifying 
models where constant density is assumed in a tri-axial ellipsoid shape. 
For this effort, a tri-axial ellipsoidal approximation of 433 Eros is used.  The model is 
based off the one developed in the MSSG algorithm, but to account for the irregular shape and 
density, a modified Normal Distribution Monte Carlo sample is performed to vary the 
gravitational field. 
 
3.2.1 Physical Parameters 
 The physical parameters attributed 
to the tri-axial ellipsoidal is a combination of 
[2] and [20].  The shape is calculated using 
major semi-axes of 20000 m, 7000 m, and 
6500 m [2].  The mass properties are 
calculated assuming a constant density of 
2621.2 kg/m3 and a volume of 
approximately 2505 m3 [20].  This gives a 
gravitational parameter (μ) of 438090.59 
Figure 3.2 Tri-axial Ellipsoidal Approximation to 433 Eros 
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m3/s2.  As well, the rotation of the ellipsoidal is set at 3.31289E-04 rad/s at 11.38° right 
ascension and 17.18° declination [2]. 
 
3.2.2 Gravitational Field 
The tri-axial ellipsoid gravitational potential model follows the equations below [28]: 
 
𝑉(𝑥, 𝑦, 𝑧) =
3𝜇
4
∫ 𝜙(𝑥, 𝑦, 𝑧; 𝑢)
𝑑𝑢
Δ(𝑢)
∞
𝜆(𝑥,𝑦,𝑧)
 (3.1) 
where 
 
𝜙(𝑥, 𝑦, 𝑧; 𝑢) = [
𝑥2
𝛼2 + 𝑢
+
𝑦2
𝛽2 + 𝑢
+
𝑧2
𝛾2 + 𝑢
− 1] (3.2) 
 Δ(𝑢) = √(𝛼2 + 𝑢)(𝛽2 + 𝑢)(𝛾2 + 𝑢) (3.3) 
 𝜙(𝑥, 𝑦, 𝑧; 𝜆(𝑥, 𝑦, 𝑧)) = 0 (3.4) 
and α, β, and γ are the major semi-axes of the ellipsoidal, such that α ≥ β ≥ γ. 
The integration of Eqn. 3.1 leads to the use of elliptical integrals (incomplete of the first 
and second kind), which complicates the calculation slightly.  Using Wolfram Mathematica 10, a 
symbolic integration was performed and hard-coded into a MATLAB function to more quickly 
calculate the gravitational potential than using MATLAB’s symbolic integration technique.  
MATLAB does have built-in elliptical integration functions, so these are not explicitly coded.  
See Appendix A for the integration result and the resulting MATLAB code. 
The potential value that is obtained from this function (Vfunction) is then altered by the 
following formula 
 𝑉𝑎𝑐𝑡𝑢𝑎𝑙 = 𝑉𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(1 + 𝛼/3) (3.5) 
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where α is the value obtained from the Normal Distribution sample, explained in Appendix B.  
By dividing α by 3, we ensure that 99.85% of the time the value will not flip signs.  Vactual is then 
used to calculate the gravitational acceleration at the current time step. 
 
3.2.3 Orbital Parameters 
 The orbital parameters that are used for determining the initial orbit orientation are 
shown in Figure 3.3 below.  The Reference Direction (♈) is taken to be along the ellipsoidal x-
axis, within the Plane of Reference in the x-y plane. The orbit plane is tilted relative to the x-y 
plane by the inclination angle, i, and rotated by the Longitude of the Ascending Node, Ω, which 
is the angle between the reference direction and the Ascending Node, Ω. Within the orbit 
plane, the shape of the orbit is defined by the Argument of Periapsis, 𝜔, which is the angle 
between the Ascending Node and the location of the Periapsis (lowest point in the orbit), the 
orbit Semi-Major Axis, a, and the orbit Eccentricity, e. Finally, the actual position of the orbiting 
body at any time instance is defined by the True Anomaly, 𝜈. 
 
Figure 3.3 Diagram of Orbital Parameters 
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3.3 Lander Model 
 This section outlines the properties associated with the lander.  This includes the 
reference frames it is defined in, the equations of motion, and the thruster models.  This 
provides the majority of the framework in the simulation, receiving the throttling percentages 
from the FLS and gravitational potential from the asteroid model. 
 
3.3.1 Reference Frames – Cartesian vs Spherical 
 In order to simplify the control effort from the fuzzy logic controller, it was decided that 
the lander would be oriented with respect to a spherical coordinate system about the asteroid, 
as shown below.   
 
Figure 3.4 Cartesian vs. Spherical Coordinates 
In using this orientation, the use of the spherical coordinates allows the control setup to 
be more efficient due to the ability to reduce angular errors to zero first and only then to 
reduce the radial error to zero.  In comparison, the MSSG algorithm utilizes a Cartesian 
orientation that follows the asteroid’s reference frame.  The main drawback to using the 
spherical reference frame is how to translate the spin of the asteroid.   
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In this effort, the command and gravity accelerations are calculated in the spherical 
reference frame and then translated to Cartesian to account for the asteroid rotation.  This is 
then integrated through to the Cartesian velocity and acceleration, and re-translated to the 
spherical frame. 
 
3.3.2 Kinematics and Dynamics 
 Since this effort is coded in MATLAB, numeric integration techniques are used.  In 
particular, the “leapfrog” integration technique is used due to advantages in conservation of 
various properties – momentum, energy, etc [29].  The leapfrog integration technique is also 
time-reversible – that is, if we were to iterate 10 steps, then iterate backwards (iterate -10 
steps), we would arrive at the same state that we started from.  While time-reversibility is not 
necessarily important in this effort, the fact that properties are conserved throughout 
integration is imperative in simulating orbits and motion about rotating objects.  Shown below 
are the integration steps used. 
 𝑣𝑖 = 𝑣𝑖−1 +
1
2⁄ ∗ (𝑎𝑖 + 𝑎𝑖−1) ∗ 𝑑𝑡 (3.6) 
 𝑟𝑖 = 𝑟𝑖−1 + 𝑣𝑖−1 ∗ 𝑑𝑡 +
1
2⁄ ∗ 𝑎𝑖−1 ∗ 𝑑𝑡
2 (3.7) 
 
3.3.3 Thruster Arrays 
 In order to provide sufficient thrust for the lander, an array of electric thrusters is 
needed.  In order to assist control efforts, a thrusting capability of 15 N was selected, thus sizing 
each array to have 60 thrusters.  Since this is a preliminary effort, considerations of power 
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usage are not pursued.  Outlined below is the process for calculating the maximum and 
command acceleration, the mass flow rate and mass of the lander at each time step, dt. 
 𝑎𝑚𝑎𝑥,𝑖 =
𝑇𝑚𝑎𝑥
𝑚𝑖−1⁄  
(3.8) 
 𝑎𝑖
∗ = [Throttle %'s] ∗ 𝑎𝑚𝑎𝑥,𝑖 (3.9) 
 ?̇?𝑝 =
‖𝑎𝑖‖ ∗ 𝑚𝑖−1
(𝐼𝑠𝑝 ∗ 𝑔𝑜)
⁄  
 
(3.10) 
 𝑚𝑝,𝑖 = 𝑚𝑝,𝑖−1 − ?̇?𝑝 ∗ 𝑑𝑡 (3.11) 
 𝑚𝑖 = 𝑚𝑝,𝑖 + 𝑚𝑒𝑛𝑔𝑖𝑛𝑒 𝑎𝑟𝑟𝑎𝑦 + 𝑚𝑚𝑖𝑠𝑐  (3.12) 
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4. Fuzzy System 
 This chapter outlines the Fuzzy Logic System (FLS) that is used as the controller for the 
lander.  This includes the initial manual creation of the FLS and the optimization using 
MATLAB’s ga function. 
 
4.1 Developed Fuzzy System 
 The Fuzzy Logic System that was developed consists of three two-input-one-output 
Fuzzy Inference Systems (FIS’s) that operate independently.  Each one controls an axis in the 
spherical coordinate system described in Chapter 3.3.1.  The first input into each system is the 
error between the current location and the target location, the second input is the rate at 
which the coordinate is changing, and the output is the throttling percentage for each array.  
The output is scaled from -1 to 1, where -1 indicates thrusting in the negative direction and 1 
thrusting in the positive direction.  If there is a sign change in any percentages, all percentages 
are set to zero for ten seconds to simulate the lander spinning to match the necessary 
orientation.  This method also ensures the controller never commands an acceleration that is 
greater than the available thrust. 
FIS Input 1 Input 2 Output Rules 
R control 4 7 5 28 
Φ control 7 7 5 49 
Ψ control 7 7 5 49 
Table 4.1 FLS Membership Function and Rule Base Counts 
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Each FIS uses the standard MATLAB Mamdani setup for the “And”, “Or”, “Implication”, 
“Aggregation” and “Defuzzification” methods.  A Mamdani-type system was chosen because it 
allows for more intuitive development, it is easier to implement in a Genetic-Fuzzy application, 
and this system is more commonly used in fuzzy applications.  The downside to the Mamdani 
approach is that it is computationally more intensive than a Sugeno system [30]. 
 
4.1.1 Membership Functions 
All membership functions for each variable are triangular, and the number of each are 
laid out in the table 4.1 above, and the FIS structure are in Figures 4.1 to 4.3.  Triangular 
membership functions were chosen because we do not want any values outside a discrete 
range (there would be small degrees of membership if Gaussian membership functions were 
chosen, for example), and there are a smaller amount of parameters to tweak than a 
Trapezoidal membership function. 
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Figure 4.1 𝚽 FIS Membership Functions 
 
 
Figure 4.2 𝚿FIS Membership Functions 
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Figure 4.3 R FIS Membership Functions 
The high amount of membership functions in all inputs aside from re is such that the 
errors are nulled out smoothly in the angular directions, and so that appropriate thrusting can 
be ensured for nulling out the rates since the lander is limited thrust capabilities.  The re 
variable has fewer membership functions since the radial distance is not as concerning until the 
lander is closer to the surface. 
 
4.1.2 Rule Bases 
 The number of rules in each rule base are stated in Table 4.1 above, and are presented 
in Tables 4.2 and 4.3 below.  The development of these rule bases originate in the rules 
generated for using fuzzy logic to control an inverted pendulum.  For the angular errors, the 
logic is to make sure that the lander is moving in a way that nulls the error.  However, if the 
lander is near the boundaries where it will flip signs (i.e. -pi to pi, or vice versa) and it is 
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increasing the error, the rule base will let it continue.  This is essentially allowing the craft to 
orbit around the asteroid rather than expending effort to slow it down.  For the radial error, the 
logic once again makes sure that the lander is moving to null the error.  As well, it gives small 
nudges at higher altitudes to speed the lander towards the surface.  While we could just allow 
gravity to do this for us, this small effort reduces the final time of the simulation. 
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4.2 Genetic – Fuzzy Approach 
 Genetic algorithms (GA’s) are one method of solving a parameter optimization problem, 
and is generally used when considering a large solution space.  MATLAB’s Global Optimization 
Toolbox includes a GA function that uses a fitness function to evaluate potential solutions.  By 
choosing solutions that have a lower score from the function, the GA can utilize a “natural 
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selection” process to search for minima.  By tweaking various parameters and functions, the 
goal is to find a global minima described by the fitness function.   
 
4.2.1 Parameters 
The GA utilized for this research used a population of 10 vectors that contained 49 parameters, 
outlined below in Table 4.4.  This is the minimum amount of parameters to fully describe all 
membership functions with the assumptions laid out in Chapter 4.2.3.  It should be noted that 
all the membership functions are assumed to be symmetric with respect to their centers and 
that the angular membership functions, as well as the rate membership functions, are all 
symmetric with respect to zero. This allows reducing the total number of parameters to be 
optimized by the GA to just 49. 
 
 
Parameter Name Parameter Number 
Φ FIS – phie – z – Width 1 
Φ FIS – phie – sp/sn – Center 2 
Φ FIS – phie  – sp/sn – Width 3 
Φ FIS – phie – p/n – Center 4 
Φ FIS – phie – p/n – Width 5 
Φ FIS – phie – lp/ln – Width 6 
Φ FIS – phidot – z – Width 7 
Φ FIS – phidot – sp/sn – Center 8 
Φ FIS – phidot – sp/sn – Width 9 
Φ FIS – phidot – p/n – Center 10 
Φ FIS – phidot – p/n – Width 11 
Φ FIS – phidot – lp/ln – Width 12 
Φ FIS – phip – z – Width 13 
Φ FIS – phip – sp/sn – Center 14 
Φ FIS – phip – sp/sn – Width 15 
Φ FIS – phip – lp/ln – Width 16 
Ψ FIS – psie – z – Width 17 
Ψ FIS – psie – sp/sn – Center 18 
Ψ FIS – psie  – sp/sn – Width 19 
Ψ FIS – psie – p/n – Center 20 
Ψ FIS – psie – p/n – Width 21 
Ψ FIS – psie – lp/ln – Width 22 
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Ψ FIS – psidot – z – Width 23 
Ψ FIS – psidot – sp/sn – Center 24 
Ψ FIS – psidot – sp/sn – Width 25 
Ψ FIS – psidot – p/n – Center 26 
Ψ FIS – psidot – p/n – Width 27 
Ψ FIS – psidot – lp/ln – Width 28 
Ψ FIS – psip – z – Width 29 
Ψ FIS – psip – sp/sn – Center 30 
Ψ FIS – psip – sp/sn – Width 31 
Ψ FIS – psip – lp/ln – Width 32 
R FIS – re – vs – Width 33 
R FIS – re – s – Center 34 
R FIS – re – s – Width 35 
R FIS – re – m – Center 36 
R FIS – re – m – Width 37 
R FIS – re – l – Center 38 
R FIS – re – l – Width 39 
R FIS – rdot – z – Width 40 
R FIS – rdot – sp/sn – Center 41 
R FIS – rdot – sp/sn – Width 42 
R FIS – rdot – p/n – Center 43 
R FIS – rdot – p/n – Width 44 
R FIS – rdot – lp/ln – Center 45 
R FIS – rp – z – Width 46 
R FIS – rp – sp/sn – Center 47 
R FIS – rp – sp/sn – Width 48 
R FIS – rp – lp/ln – Width 49 
Table 4.4 GA Parameter List 
Since the GA is using center and widths as the parameters to optimize, linear constraints 
are passed to the GA function to ensure that the edges of the triangles remain within the upper 
bounds of their respective variables, and to force crossovers between adjacent membership 
functions. 
Since each vector changes the behavior of the FLS, a full simulation has to be run every 
time, resulting in concerns about run times.  It was decided that a population size of 10 allowed 
for adequately fast simulation times, and higher numbers would cause lag due to memory 
usage.  One vector takes, on average, approximately 5 to 6 minutes to run (in turn, about an 
hour to run each generation of the whole population).  The GA is run for a maximum of 50 
generations, with a stalling limit of 10 generations.  The simulation stalls out if the score of the 
best vector does not change by more than 1E-6 between generations. 
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Each parameter was a base 10 value that was chosen from established lower and upper 
bounds.  From Table 4.4, we can see that we are not tuning the rule bases at all.  This eases 
work on the GA function as it does not need to ensure certain parameters are integers.  This 
would be necessary as the programmatic method to change rules in a FIS requires rule 
associations to be integer numbers (i.e. “ln” = 1, “sn” = 2, etc.). 
 
4.2.2 Other GA Parameters 
The entire population was fed to the fitness function at once (the ‘Vectorized’ option in 
MATLAB), and the selection was performed using the tournament style option.  Due to the 
small population size, two vectors “compete” at a time.  The crossover, mutation and elitist 
options were left as default: Crossover fraction of 80%, Intermediate Crossover function, 
Adaptable Feasible Mutation function, and an elitist count of 2.  The Crossover and Mutation 
functions are chosen due to the presence of linear constraints that are introduced, as these 
ensure that any modifications that occur still comply with the constraints. 
 
4.2.3 FLS Optimization Approach 
 The GA was implemented to tune the membership functions of each FIS.  With the 
exception of the input variable re, the variables are assumed to be symmetric about zero, 
allowing for the parameters to describe both positive and negative membership functions.  As 
well, the membership functions are assumed to be symmetric about the centers. 
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Figure 4.4 Sample Membership Function Setup from GA 
 The FIS’s were optimized using 100 kg of propellant (5 times as much as there is during 
the simulations in Chapter 5) and with a slightly slower asteroid spin rate stated in Chapter 3.2. 
 
4.2.4 Fitness Scoring 
 At the end of each simulation run, the vector is scored using the following function: 
 
𝑠𝑐𝑜𝑟𝑒𝑖 = ‖𝑟𝐶𝑎𝑟𝑡,𝑓 − 𝑟𝐶𝑎𝑟𝑡,𝑡‖ + 𝜔 ∗ ‖𝑣𝐶𝑎𝑟𝑡,𝑓‖ +
𝑡𝑓
100000⁄ +
(𝑚𝑝,𝑖 − 𝑚𝑝,𝑓)
𝑚𝑝,𝑖
⁄  
 
(4.1) 
 
 ω 
Case 1 10 
Case 2 5 
Case 3 15 
Table 4.5 Fitness Score Parameters List 
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This fitness scoring function takes into account the final point-to-point distance 
between landing and target locations, the magnitude of the final velocity, the amount of time it 
took to reach the surface, and the amount of propellant used.  Since the final time and 
propellant used are normalized, we apply a heavier weight to the landing velocity to try and 
force the solution to land at small speeds. 
 The use of final distance and magnitude of the final velocity are obvious in this context, 
as we want to get the controller to land on the target location at very small speeds.  We include 
the final time in an effort to minimize the time needed to land, which could be crucial if the 
lander is dependent on solar power for system functions.  By getting to the surface quicker, we 
minimize the risk of staying in the shadows of the asteroid for too long and draining the on-
board power sources.  This parameter is normalized because the final times are orders of 
magnitude larger than the other parameters, and would otherwise become the dominant term 
in the score.  We also include the propellant usage as a parameter since we want to minimize 
use in consideration of ascent and emergency allocations.  This is normalized because it is not 
as important as the distance and velocity terms, and planned usage can vary from mission to 
mission (i.e. landing only vs. sample retrieval and return). 
 By varying the weights in the scoring function, we would assign more importance to 
those parameters that are heavily weighted.  For example, if we wanted to ensure that the 
spacecraft landed very close to the target location because of a specific feature, and aren’t very 
concerned about how long it takes to reach the surface, we could add a factor of 100 to the 
final distance term and a factor of 0 to the final time.  The FIS’s Input 1’s would most likely be 
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different than the ones tuned by the score in Eqn. 4.1 as the GA is more concerned with 
positional error and not how fast it is nulled out. 
 Table 4.5 outlines the three cases that are run through the GA to explore how sensitive 
the scoring function is.  This also allows for analysis of the resulting FIS’s for trends that may 
indicate better performance in Chapter 5. 
 
4.2.5 Resulting FIS’s 
 The resulting FIS’s from the GA optimization are shown in the following figures.  Case 1 
is presented in Figures 4.5 to 4.7, Case 2 in 4.8 to 4.10, and Case 3 in 4.11 to 4.13. 
 
Figure 4.5 GA Optimized Φ FIS Membership Functions, Case 1 
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Figure 4.6 GA Optimized Ψ FIS Membership Functions, Case 1 
 
Figure 4.7 GA Optimized R FIS Membership Functions, Case 1 
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Figure 4.8 GA Optimized Φ FIS Membership Functions, Case 2 
 
Figure 4.9 GA Optimized Ψ FIS Membership Functions, Case 2 
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Figure 4.10 GA Optimized R FIS Membership Functions, Case 2 
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Figure 4.11 GA Optimized Φ FIS Membership Functions, Case 3 
 
Figure 4.12 GA Optimized Ψ FIS Membership Functions, Case 3 
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Figure 4.13 GA Optimized R FIS Membership Functions, Case 3 
 It is fairly evident that there are considerable differences in the membership functions 
between all three cases, mainly focused in the velocity inputs.  This is expected because the 
weighting on the final velocity in the fitness scoring was the driving factor in the genetic 
algorithm.  We can then expect unique behaviors from all three systems, which will be explored 
in the next chapter. 
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5. Results 
 In this chapter, the results of two simulation cases are presented.  The first are the 
Spherical Cases, where the Optimal Control, MSSG and FLS controllers are compared.  The 
simulations are run for a spherical asteroid to allow the Optimal Control controller to be fairly 
compared, as opposed to simulating it with an ellipsoidal.  We use a small amount of cases for 
this as a qualitative study.  The second are the Monte Carlo Simulations, where we compare 
only the MSSG and FLS controllers.  This is a more quantitative study in which we vary the 
starting conditions, but leave the target location in the same place. 
5.1 Spherical Cases 
 To test the relative effectiveness of the MSSG algorithm and the Fuzzy Logic System 
against the Optimal Control Approach, three cases were made using the following assumptions: 
a spherical, non-rotating asteroid with a radius of 10 kilometers and μ = 300925.9 m3/s2.  To 
evaluate the effectiveness of each algorithm, the following process was performed: 
 Choose initial orbital parameters 
 Since the Optimal Control Algorithm cannot accept a final landing 
location as an input, we first run the Optimal Control Algorithm to 
determine the “desired” landing location 
◦ Record fuel usage, final velocity, maximum acceleration, final time 
 Run Fuzzy Logic Algorithm 
◦ Record fuel usage, final velocity, landing position error, maximum 
acceleration, final time 
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 Run MSSG Algorithm using final time from Fuzzy Logic run 
◦ Record fuel usage, final velocity, landing position error, maximum 
acceleration, final time 
 
5.1.1 Parameters 
 In all three cases, the Longitude of Ascending Node (Ω) and inclination (i) were both set 
to 0 radians.  The Argument of Periapsis (ω), eccentricity (e), semi-major axis length (a) and 
True Anomaly (ν) were then varied as outlined in Table 5.1.  As well, the craft was given 20 kg of 
xenon propellant. 
Case ω (radians) e a (meters) ν (radians) 
1 π/2 0.00 100000 π/2 
2 π/2 0.50 50000 π/2 
3 0 0.75 200000 π/4 
Table 5.1 Spherical Cases Orbit Parameters 
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5.1.2 Results 
Case 1 
 
Figure 5.1 Case 1 Trajectories, GA Case 1 
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Figure 5.2 Case 1 Trajectories, GA Case 2 
 
Figure 5.3 Case 1 Trajectories, GA Case 3 
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 GA Case 
Rerror 
(m) 
Vfinal 
(m/s) 
Propellant 
Used (kg) 
Max. 
Acceleration 
(m/s2) 
Final Time 
(s) 
Optimal 
Control 
- - 1.5196E-11 3.6532 0.0059125 115600.12 
MSSG 
Case 1 0.0000 0.0014 1.5488 0.0030093 59447 
Case 2 0.0000 0.0014 1.5509 0.0030093 59541 
Case 3 0.0000 0.0015 1.4464 0.0030093 54714 
FLS 
Case 1 29.0112 1.0288 2.1611 0.0083144 59447 
Case 2 5.9814 1.0281 3.1294 0.0083201 59541 
Case 3 8.4526 0.9039 3.0644 0.0083203 54714 
Table 5.2 Case 1 Results 
 
Case 2 
 
Figure 5.4 Case 2 Trajectories, GA Case 1 
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Figure 5.5 Case 2 Trajectories, GA Case 2 
 
Figure 5.6 Case 2 Trajectories, GA Case 3 
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 GA Case 
Rerror 
(m) 
Vfinal  
(m/s) 
Propellant 
Used (kg) 
Max. 
Acceleration 
(m/s2) 
Final Time 
(s) 
Optimal 
Control 
- - 2.0269E-13 13.1410 0.0059661 27715.47 
MSSG 
Case 1 0.0000 0.0014 1.0838 0.0030113 32836 
Case 2 0.0000 0.0015 1.0768 0.0030114 32576 
Case 3 0.0000 0.0019 0.9620 0.0030141 28247 
FLS 
Case 1 14.9404 1.0291 1.3181 0.0084242 32836 
Case 2 11.1418 1.0287 1.6065 0.0099333 32576 
Case 3 12.7158 0.9046 1.5393 0.0099303 28247 
Table 5.3 Case 2 Results 
 
Case 3 
 
Figure 5.7 Case 3 Trajectories, GA Case 1 
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Figure 5.8 Case 3 Trajectories, GA Case 2 
 
Figure 5.9 Case 3 Trajectories, GA Case 3 
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 GA Case Rerror (m) 
Vfinal  
(m/s) 
Propellant 
Used (kg) 
Max. 
Acceleration 
(m/s2) 
Final Time 
(s) 
Optimal 
Control 
- - 2.4034E-12 6.5394 0.0059403 62328.21 
MSSG 
Case 1 4596.7366 1.1040 0.4306 0.0032305 22834 
Case 2 4576.6551 1.0860 0.4336 0.0032247 23134 
Case 3 4751.1544 1.2656 0.4084 0.0032858 20422 
FLS 
Case 1 35.1027 1.0289 1.6628 0.0083747 40325 
Case 2 9.6878 1.0285 2.1526 0.0098974 40848 
Case 3 11.7925 0.9043 2.0891 0.0091972 36096 
Table 5.4 Case 3 Results 
 
5.1.3 Analysis 
 It can be seen that the Optimal Control Approach takes a more significant amount of 
fuel to reach the surface for a soft landing (and consequently, more time due to the limited 
command acceleration – the maximum acceleration in all cases is roughly half of the available 
thrust capability).  While the Optimal Control Approach does work for a spherical, non-rotating 
asteroid, it does not scale well to incorporate varying terrain or a rotating frame. 
 It should also be noted that the MSSG algorithm does significantly better in Cases 1 and 
2, but not very well in Case 3; whereas the Fuzzy Logic System is consistent in all three cases.  In 
all three cases, the Fuzzy Logic System does meet the stated criteria for a successful landing, 
and the MSSG algorithm fails on Case 3.  This is important because it shows that the MSSG 
algorithm is already breaking down under even simpler assumptions than the ones it was 
developed with. 
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 For the FLS, it can be seen that GA Case 2 consistently lands closer to the target location, 
but does consume a higher amount of propellant and spends more time in transit.  GA Case 3 
also lands consistently close to the target, but also lands at the lowest velocities and spends the 
least amount of time in transit.  GA Case 1 does perform within the set parameters for a soft 
landing, but does not perform as well as the others.  This is an indication that the particular GA 
that the FLS was optimized with may have found a different minima than what was found in 
Cases 2 and 3.  Therefore, early indications are that Cases 2 and 3 are more preferred for a 
controller than Case 1. 
In order to improve the MSSG, a parameterization study could be performed for every 
simulation scenario that it faces.  This would most likely increase performance to be 
comparable to the Optimal Control results, but this process is both time and computationally 
expensive.  This presents a problem when we want to utilize the MSSG algorithm for various 
missions to asteroids.  The Fuzzy Logic System, on the other hand, is more adaptable to the 
starting conditions it is presented without the need for tweaking any components. 
 
5.2 Monte Carlo Simulations 
 To test the effectiveness of the Fuzzy Logic System against the MSSG algorithm, a Monte 
Carlo Simulation was performed.  This is a more quantitative comparison of the two controllers.  
The asteroid is defined as outlined in Chapter 3.2.1. 
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5.2.1 Parameters 
 The landing site and starting propellant allotment were left constant, as shown in the 
table below.  The six orbital parameters outlined in Chapter 3.2.3 are the parameters we vary to 
simulate different starting positions and velocity.  They are sampled according to the Normal 
Distribution, as outlined in Appendix B.  As well, the gravitational potential is perturbed from 
the nominal value according to Chapter 3.2.2.   
 Nominal Value Std. Dev. 
Ω (rad) 0 1.04720 
i (rad) 0 0.52360 
ω (rad) 0 1.04720 
e 0.3 0.1 
a (m) 100000 10000 
ν (rad) 0 1.04720 
Φtarget (rad) π/4 0 
Ψtarget (rad) π/4 0 
Mass (kg) 20 0 
Gravitational 
Field 
- 33% 
Table 5.5 Monte Carlo Simulation Parameters 
Due to memory constraints, 250 simulations were run, and only the end conditions were 
recorded.  A successful landing is considered to be within 50 meters of the target location, 
landing at under 3 meters per second with any amount of propellant left-over. 
 
5.2.2 Results 
 What we are interested in for these simulations are the distance from target, the 
landing velocity, and the amount of propellant used.  It should be noted that while the GA used 
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point-to-point distance for scoring a run, the distance provided here is a surface distance 
estimate, outlined in Appendix C. 
 
Figure 5.10 Monte Carlo Landing Locations (3D), GA Case 1 
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Figure 5.11 Monte Carlo Landing Locations (3D), GA Case 2 
 
Figure 5.12 Monte Carlo Landing Locations (3D), GA Case 3 
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Figure 5.13 Monte Carlo Landing Locations (Projection), GA Case 1 
 
Figure 5.14 Monte Carlo Landing Locations (Projection), GA Case 2 
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Figure 5.15 Monte Carlo Landing Locations (Projection), GA Case 3 
 From the figures above, it appears that the MSSG algorithm has more of a spread than 
the Fuzzy Logic System.  Given that the MSSG algorithm was developed to start in a hovering 
mode, this result is not surprising and reflects the change in starting locations.  These figures 
also reflects how the FLS, while not as accurate, perhaps, is far more able to consistently land in 
the vicinity of the target location. 
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Figure 5.16 Monte Carlo Landing Site Errors , GA Case 1 
 
Figure 5.17 Monte Carlo Landing Site Errors, GA Case 2 
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Figure 5.18 Monte Carlo Landing Site Errors, GA Case 3 
The figures above reflect the ability of both guidance algorithms to land near the target.  
While a majority for both the MSSG and FLS are closer to the target location, there are landings 
that are up to 50 kilometers away.  Most notably, there is a spike in MSSG landings at around 
15 kilometers, indicating a second grouping that reflects the straight-line approach the MSSG 
utilizes.   
As well, both algorithms appear to have good control over landing velocities, with a 
majority under 3 m/s as seen in the following figures.  However, with the current configuration 
in the FLS and with how the MSSG was developed, if the landing area is far enough away, the 
landing velocity will be higher as seen with the few landings at 7 m/s and above. 
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Figure 5.19 Monte Carlo Landing Velocities, GA Case 1 
 
Figure 5.20 Monte Carlo Landing Velocities, GA Case 2 
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Figure 5.21 Monte Carlo Landing Velocities, GA Case 3 
 
Figure 5.22 Monte Carlo Propellant Usages, GA Case 1 
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Figure 5.23 Monte Carlo Propellant Usages, GA Case 2 
 
Figure 5.24 Monte Carlo Propellant Usages, GA Case 3 
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 From the figures above, we can see that the propellant usage is low for both algorithms, 
with the MSSG using about half of what the FLS uses.  In both cases, less than 50% of the on-
board propellant is used, indicating that ascent with cargo could be possible with this setup. 
 GA Case Landing Error (m) Landing Velocity (m/s) Propellant Used (kg) 
FLS 
Case 1 2448.3878 ± 4872.15838 2.9041 ± 3.91020 5.1525 ± 2.51195 
Case 2 2286.3632 ± 5674.00135 2.7436 ± 3.88532 4.8514 ± 2.19398 
Case 3 2963.1646 ± 6603.80033 3.1567 ± 4.29982 4.8461 ± 2.45666 
MSSG 
Case 1 10638.3933 ± 9490.63486 2.1448 ± 1.97209 2.4778 ± 1.84401 
Case 2 9655.3103 ± 9012.75566 2.2032 ± 2.30854 2.3641 ± 1.76408 
Case 3 8814.6489 ± 8838.28953 2.0534 ± 2.45344 2.4281 ± 1.65686 
Table 5.6 Monte Carlo Figures of Merit Statistics 
 GA Case 
Landings 
within 50 m 
Landings 
under 3 m/s 
FLS 
Case 1 1 203 
Case 2 106 210 
Case 3 17 205 
MSSG 
Case 1 54 177 
Case 2 63 172 
Case 3 60 183 
Table 5.7 Monte Carlo Figures of Merit Counts 
 As further seen from the tables above, the FLS is more consistent than the MSSG in 
landing error.  The FLS does have a landing velocity control problem, which can be seen from 
the mean values being close to 3 m/s and the large standard deviations.  We can also see that 
the FLS does use roughly twice as much propellant than the MSSG, but this is still only a fifth of 
the starting propellant. 
 
5.2.3 Analysis 
 From Table 5.7, we see that both the FLS and MSSG have problems landing within 50 
meters of the target.  Since both appear to have no problems landing at low velocities and with 
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excess propellant, we expect that the landing criteria are acceptable.  The landing zone could 
be expanded if the mission does not require objectives around a small point of interest (such as 
a pocket of material). 
We would expect the low landing area count from the MSSG as it was developed 
assuming the lander starts at a hovering position above the surface target.  By forcing it to 
operate from an initial orbit, it attempts to take a straight line path to the target.  This is why 
we see such a wide distribution of landing sites in Figures 5.13 to 5.18. 
The low landing area count from the FLS indicates that there is a problem with the 
structure of the FIS’s, namely their independence.  By allowing the radial error to be nulled 
concurrently with the angular errors, we do not have a guarantee that the angular errors are 
nulled before the radial error.  By re-arranging the FLS to a cascaded system, we can ensure 
that this independence does not become an issue.  In switching to a cascaded system, we also 
approximate the MSSG once the angular errors are nearly nulled, as the remaining descent is 
roughly a straight line. 
Based on the Monte Carlo simulations, the FLS GA Case 2 appears to be the best choice 
of the three presented.  Tables 5.6 and 5.7 show that it has the highest number of landings 
within 50 meters and landings under 3 m/s (for both FLS and MSSG).  This is reflected in the 
landing error and landing velocity statistics when compared with other FLS Cases.   
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6. Conclusions and Future Work 
6.1 Conclusions 
 Presented in this thesis is an approach to creating a controller for a small spacecraft to 
land on the surface of an asteroid.  This approach utilized a fuzzy logic system that was 
optimized using genetic algorithms.  This result was then compared with an Optimal Control 
approach and a Multi-Sliding Surfaces Guidance algorithm in two different scenarios. 
 This research demonstrates that the use of Fuzzy Logic Systems in landing a small 
spacecraft on an asteroid is a viable option. Moreover, this research shows that the FLS can 
perform as well as an optimal controller or a MSSG algorithm in a variety of cases, with the 
advantage of being more robust to unknown parameters in the gravitational field of the 
asteroid. Since asteroids are generally odd-shaped, with a non-uniform mass distribution, this 
robust behavior is advantageous and presents a novel approach for intelligent systems to be 
used in space exploration.  
 While the FLS was more consistent than the Optimal Control and MSSG in both 
scenarios, there is a weakness where each FIS operates independently of each other.  This 
allows the possibility that the angular errors are not nulled out before surface contact is made.  
As well, the rule base of each FIS may not be optimal for the membership functions and the low 
gravity environment about the asteroid.  By adjusting or optimizing the rule bases alongside the 
membership functions, better results could be obtained. 
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6.2 Future Work 
 There are various improvements that can be made to the FLS and the code that 
simulates this system.  Namely, re-structuring the FLS into a cascaded system and porting all 
codes over to another language. 
 In cascading the FLS, we remove the independence in each FIS used, and ensure that we 
can control the order of error nulling.  By nulling the angular errors before the radial error, the 
FLS can move into a hovering position above the target location, reducing the landing position 
error.  This restructuring will only have a minimal effect on the landing velocities and propellant 
usage. 
 Cascading the FLS also introduces the possibility of reducing the number of engine 
arrays to just one.  By using just one array, the mass of the lander is drastically reduced, and the 
FLS points the array in the necessary direction.  This will also require a need for estimating 
attitude dynamics throughout the simulation, which could be done if a full model of the lander 
is developed.  Additional characteristics to model is the power drain, discretizing ion engine 
thrust levels, and the possibility for engine failure. 
 Future implementations of this simulation require additional models to be added to the 
current simulation in MATLAB, and re-optimization of the FLS.  However, MATLAB is rather slow 
in the execution of codes with many for loops.  By porting the code to another language like 
Python or – preferably – C/C++, the process and simulation run times could be shortened 
significantly.  This would also allow for the creation of a custom Genetic Algorithm to perform 
the optimization.  
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Appendix A: Gravitational Potential Integration 
 To start, Eqn. 3.1 is integrated in Mathematica 10 as an indefinite integral 
 
∫
𝑥^2
𝑎^2+𝑢
+
𝑦^2
𝑏^2+𝑢
+
𝑧^2
𝑐^2+𝑢
− 1
√(𝑎^2 + 𝑢)(𝑏^2 + 𝑢)(𝑐^2 + 𝑢)
𝑑𝑢 (A.1) 
Which returns, in MATLAB: 
 ((a^2 + u) * ((b^2 + u) * (c^2 + u) * (-((2 * 
x^2)/((a^2 - b^2) * (a^2 - c^2) * (a^2 + u))) 
+ (2 * y^2)/((a^2 - b^2) * (b^2 - c^2) * (b^2 
+ u)) + (2 * z^2)/((a^2 - c^2) * (-b^2 + c^2) 
* (c^2 + u))) - (2 * (a^2 + u) * (-((sqrt(-a^2 
+ b^2) * (b^2 + u) * (c^2 + u) * (c^2 * (x^2 - 
y^2) + a^2 * (y^2 - z^2) + b^2 * (-x^2 + 
z^2)))/(a^2 + u)^2) + 1/(sqrt(a^2 + u)) * 1i * 
(a^2 - b^2) * sqrt((b^2 + u)/(a^2 + u)) *  
sqrt((c^2 + u)/(a^2 + u)) * (c^2 * (x^2 - y^2) 
+ a^2 * (y^2 - z^2) + b^2 * (-x^2 + z^2)) * 
ellipticE(real(1i * ArcSinh(sqrt(-a^2 + 
b^2)/sqrt(a^2 + u))), (a^2 - c^2)/(a^2 - b^2)) 
- 1/(sqrt(a^2 + u)) * 1i * (a^2 - b^2) * (b^2 
- c^2) * sqrt((b^2 + u)/(a^2 + u)) * sqrt((c^2 
+ u)/(a^2 + u)) * (a^2 - c^2 - x^2 + z^2) * 
ellipticF(real(1i * ArcSinh(sqrt(-a^2 + 
b^2)/sqrt(a^2 + u))), (a^2 - c^2)/(a^2 - 
b^2))))/((-a^2 + b^2)^(3/2) * (a^2 - c^2) * 
(b^2 - c^2))))/(sqrt((a^2 + u) * (b^2 + u) * 
(c^2 + u))) 
(A.2) 
Since the limit of this integral is 0 as u approaches infinity, Vfunction will be negative. 
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 Now we need the value of λ from Eqn. 3.4.  The equation is solved in Mathematica 10 
and shown below in MATLAB. 
 λ = real((((((a^2 + b^2 + c^2 - x^2 - y^2 - 
z^2)*(a^2*y^2 - a^2*c^2 - a^2*b^2 + a^2*z^2 - 
b^2*c^2 + b^2*x^2 + b^2*z^2 + c^2*x^2 + 
c^2*y^2))/6 + (a^2 + b^2 + c^2 - x^2 - y^2 - 
z^2)^3/27 + (a^2*b^2*c^2)/2 - (a^2*b^2*z^2)/2 
- (a^2*c^2*y^2)/2 - (b^2*c^2*x^2)/2)^2 - ((a^2 
+ b^2 + c^2 - x^2 - y^2 - z^2)^2/9 - 
(a^2*b^2)/3 - (a^2*c^2)/3 - (b^2*c^2)/3 + 
(a^2*y^2)/3 + (b^2*x^2)/3 + (a^2*z^2)/3 + 
(c^2*x^2)/3 + (b^2*z^2)/3 + 
(c^2*y^2)/3)^3)^(1/2) - ((a^2 + b^2 + c^2 - 
x^2 - y^2 - z^2)*(a^2*y^2 - a^2*c^2 - a^2*b^2 
+ a^2*z^2 - b^2*c^2 + b^2*x^2 + b^2*z^2 + 
c^2*x^2 + c^2*y^2))/6 - (a^2 + b^2 + c^2 - x^2 
- y^2 - z^2)^3/27 - (a^2*b^2*c^2)/2 + 
(a^2*b^2*z^2)/2 + (a^2*c^2*y^2)/2 + 
(b^2*c^2*x^2)/2)^(1/3) - a^2/3 - b^2/3 - c^2/3 
+ x^2/3 + y^2/3 + z^2/3 + ((a^2 + b^2 + c^2 - 
x^2 - y^2 - z^2)^2/9 - (a^2*b^2)/3 - 
(a^2*c^2)/3 - (b^2*c^2)/3 + (a^2*y^2)/3 + 
(b^2*x^2)/3 + (a^2*z^2)/3 + (c^2*x^2)/3 + 
(b^2*z^2)/3 + (c^2*y^2)/3)/(((((a^2 + b^2 + 
c^2 - x^2 - y^2 - z^2)*(a^2*y^2 - a^2*c^2 - 
b^2*c^2 - a^2*b^2 + b^2*x^2 + a^2*z^2 + 
c^2*x^2 + b^2*z^2 + c^2*y^2))/6 + (a^2 + b^2 + 
c^2 - x^2 - y^2 - z^2)^3/27 + (a^2*b^2*c^2)/2 
- (a^2*b^2*z^2)/2 - (a^2*c^2*y^2)/2 - 
(b^2*c^2*x^2)/2)^2 - ((a^2 + b^2 + c^2 - x^2 - 
y^2 - z^2)^2/9 - (a^2*b^2)/3 - (a^2*c^2)/3 - 
(b^2*c^2)/3 + (a^2*y^2)/3 + (b^2*x^2)/3 + 
(a^2*z^2)/3 + (c^2*x^2)/3 + (b^2*z^2)/3 + 
(c^2*y^2)/3)^3)^(1/2) - ((a^2 + b^2 + c^2 - 
x^2 - y^2 - z^2)*(a^2*y^2 - a^2*c^2 - b^2*c^2 
- a^2*b^2 + b^2*x^2 + a^2*z^2 + c^2*x^2 + 
b^2*z^2 + c^2*y^2))/6 - (a^2 + b^2 + c^2 - x^2 
- y^2 - z^2)^3/27 - (a^2*b^2*c^2)/2 + 
(a^2*b^2*z^2)/2 + (a^2*c^2*y^2)/2 + 
(b^2*c^2*x^2)/2)^(1/3)) 
(A.3) 
 
By substituting the value from Eqn. A.3 into A.2, we get Vfunction: 
 𝑉𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = −
3𝜇
4⁄ ∗ 𝐴. 3(𝐴. 2) 
(A.4) 
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Appendix B: Normal Distribution Sampling 
 To sample from a Normal Distribution using Monte Carlo Techniques, the acceptance-
rejection technique is used.  This is because there is no analytical solution for the cumulative 
distribution function (cdf) of the standard normal distribution.  The idea behind this technique 
is that a value for x and y are randomly selected, and if the value of y lies below the function 
value at x, it is accepted.  If it is rejected, a new set of coordinates is chosen [31]. 
 To sample from a normal distribution, only the positive half of the function is considered 
 
𝑓(𝑥) = √
2
𝜋
𝑒−
𝑥2
2⁄ , 0 ≤ 𝑥 < ∞ (B.1) 
This can be separated into three components: 
 
𝑓(𝑥) = √
2𝑒
𝜋
∗ 𝑒−𝑥 ∗ 𝑒
−(𝑥−1)2
2
⁄ = 𝑐 ∗ 𝑓1(𝑥) ∗ 𝑓2(𝑥) (B.2) 
 
If we set ξ as a random number in the range 0 to 1, we select x from f1 in the following manner 
 𝑥 = −𝑙𝑛𝜉1 (B.3) 
Since f2 is finite with a maximum of 1, we can let y vary according to ξ2.  This allows us to use 
the following formula to determine if the value of x is accepted or rejected. 
 −𝑙𝑛𝜉2 ≥
(𝑥 − 1)2
2
⁄  (B.4) 
If Eqn. B.4 is true, then we accept the value of x, which is the standard deviation of the standard 
normal distribution, N(0,1).  The last step is to use a third random number ξ3 to determine if x is 
positive or negative.  
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Appendix C: Surface Distance Algorithm 
 Provided below is the MATLAB function that approximates the surface distance 
between two points on a tri-axial ellipsoidal. 
function dist = ellipse_distance(ast,target,site) 
  
R = @(psi,phi) 1./sqrt(cos(phi).^2 .* (cos(psi).^2/ast(1)^2 + 
sin(psi).^2/ast(2)^2) + sin(phi).^2/ast(3)^2); 
n = 1e7; 
phi_s = zeros(1,n); 
psi_s = zeros(1,n); 
  
psi_t = target(1); 
phi_t = target(2); 
Rt = R(psi_t,phi_t); 
rt = Rt*[cos(phi_t)*cos(psi_t) cos(phi_t)*sin(psi_t) sin(phi_t)]; 
  
psi_l = site(1); 
phi_l = site(2); 
Rl = R(psi_l,phi_l); 
rl = Rl*[cos(phi_l)*cos(psi_l) cos(phi_l)*sin(psi_l) sin(phi_l)]; 
  
theta = acos(dot(rl,rt)./(norm(rl)*norm(rt))); 
  
r = [linspace(rl(1),rt(1),n); linspace(rl(2),rt(2),n); 
linspace(rl(3),rt(3),n)]'; 
parfor i = 1:n 
    phi_s(i) = atan2(r(i,3),norm(r(i,1:2))); 
    psi_s(i) = atan2(r(i,2),r(i,1)); 
end 
Rs = R(psi_s,phi_s); 
  
dist = sum(sqrt(Rs(2:end).^2 + (diff(Rs)./(theta/n)).^2)*theta/n); 
 
 ast is a vector with the three major semi-axes lengths: [a,b,c] 
 target is a vector with the angles of the target location: [Ψ,Φ] 
 site is a vector with the angles of the landing location: [Ψ,Φ] 
The angle between the vectors for the landing site and target location is calculated, and n 
incremental lengths are created along the arc subtended by this angle.  These lengths are then 
summed according to the equation for distance along an arc in polar coordinates. 
