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Abstract-In this article, we focus our attention on two fixed-point theorems of Krasnoselskii [l] 
and Dhage [2]. It is shown that some of the hypotheses of these fixed-point theorems are redundent. 
Our claim is also illustrated with an example. @ 2003 Elsevier Ltd. All rights reserved. 
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1. FIXED-POINT THEOREM OF KRASNOSELSKII 
The famous Krasnoselskii [l] fixed-point theorem which combines two fixed-point theorems of 
Banach and Schauder [3] in its original form is as follows. 
THEOREM 1.1. Let S be a closed, convex, and bounded subset of a Banach space X and let 
A, B : S + X be two operators such that 
(a) A is a contraction; 
(b) B is completely continuous; and 
(c) Az + By E S, Vz, y E S. 
Then the operator equation 
Ax+Bx=x (1) 
has a solution. 
Theorem 1.1 is interesting in view of the fact that it has a wide range of applications to nonlinear 
integral equations of mixed type for proving the existence of solutions. Several improvements of 
the above fixed-point result have been made in the literature in the course of time by modifying 
Hypothesis (a), (b), or (c). See [4,5]. It has been mentioned in [6] that Hypothesis (c) of 
Theorem 1.1 is very strong and can be replaced with a mild one. He proves the following 
modification of Krasnoselskii’s fixed-point theorem. 
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THEOREM 1.2. Let S be a closed, convex, and bounded subset of a Banach space X and let 
A : X + X B : S + X be two operators such that 
(a) A is a contraction; 
(b) B is completely continuous; and 
(c) [x = Aa: + By, V y E S] =+ z E S. 
Then the operator equation 
Az+B~a:=z 
has a solution. 
A slight generalization of the above fixed-point theorem of Burton [6] is as follows. 
THEOREM 1.3. Let S be a closed, tionvex, and bounded subset of a Banach space X and let 
A : X + X and B : S -+ X be two operators such that 
(a) A is nonlinear contraction; 
(b) B is completely continuous; and 
(c) z=Aa:+By+a:~S, VYES. 
Then the operator equation (1) has a solution. 
Obviously, Hypothesis (c) of Theorems 1.1 and 1.2, implies Hypothesis (c) of Theorem 1.3, but 
the converse may not be true. Also, Hypothesis (a) of Theorems 1.1 and 1.2 is considerably gen- 
eralized in Theorem 1.3. See [7]. A sufficient condition guaranting Hypothesis (c) of Theorem 1.2 
is given in [6]. 
Consider the equation x = Ax+ By for x E X and y E S. Then x-Ax = By + (I- A)x = By, 
I being the identity operator on X. As a result, we have 
IU - &II = IIBYII. (2) 
PROPOSITION 1.1. (See (21.) Let S = {y f X ] ]]y]] 5 r} be a set in X for some r > 0, and let 
A : X + X and B : S + S be two operators satisfying Hypotheses (a) and (b) of Theorem 1.2. 
Further, 
lb4 I IIU - 44, (3) 
for all x E X. Then Hypothesis (c) of Theorem 1.2 holds. 
PROOF. The proof immediately follows from inequalities (2) and (3). 
The following conjecture appears in [6]. 
CONJECTURE. Does Proposition 1.1 remain true if condition (3) is replaced by 
I 
IW - 44l < ll4l? (4 
We remark that this conjecture is false, because if it were true, then from (4) it follows that 
T = IPYII 5 IIU - 44l < II41 (5) 
for some y E S with IlByll = r which is possible in view of B : S + S. Now (5) contradicts 
x E s. 
The following variant of a Krasnoselskii [l] fixed-point theorem which is useful in proving the 
existence theorems for a certain nonlinear integral equation is due to Nashed and Wong [81. 
THEOREM 1.4. Let S be a closed, convex, and bounded subset of a Banach space X and let 
A, B : S + S be two operators such that 
(a) A is linear and bounded, and AP is a contraction for some p E NJ; 
(b) B is completely continuous; and 
(c) As+ByeS, ‘ds,y~S. 
Then the operator equation (1) has a solution. 
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Now we state an improvement upon Theorem 1.3 under some weaker Conditions (a) and (c) 
thereof. We need the following definitions in the sequel. 
Let T : X + X. Then T is called a nonlinear contraction if there exists a continuous function 
4 : W+ + W+ such that 
IP - TYII I @(II~ - YIIL 
for all z,y E X, where 4(r) < r for T > 0. It is clear that every contraction is a nonlinear 
contraction, but the converse is not true. 
Again, T is called a compact operator if T(X) is a compact subset of X. T : X + X is 
called totally bounded if for any bounded subset 5’ of X, T(S) is a totally bounded set of X. 
Further, T is called completely continuous if it is continuous and totally bounded. Note that 
every compact operator is totally bounded, but the converse may not be true, however, two 
notions are equivalent on a bounded subset of X. 
THEOREM 1.5. Let S be a closed, convex, and bounded subset of a Banach space X and let 
A : X + X, B : S + X be two operators such that 
(a) A is linear and bounded, and AP is a nonlinear contraction for some p E N; 
(b) B is completely continuous; and 
(c) z=Aa:+By+z~S, VyeS. 
Then the operator equation (1) has a solution. 
PROOF. Let y E S be fixed and define an operator A, on X by 
A,(z) = Az + By. V-5) 
We show that AC is a nonlinear contraction on X. Let ~1~x2 E X. Then by Hypothesis (a), 
II&,(a) - -4,(x2)II = IlAx - Ax211. 
Again 
By induction, 
llA;h, - 4b2)ll = llA2xl - A2x2(l. 
I(Af:(xd - &x2)// = llAPxl - APx211 
54(11x1 - x211)- 
As a result Ai is a nonlinear contraction on X, and hence, by a fixed-point theorem of Boyd and 
Wong [7], it follows that there is a unique point x* E X such that 
Ay(x*) = Ax* + By = x*. 
By Hypothesis (c), z* E S. Thus, for every y E S, there is a unique point x* such that 
(I - A)x* = By. 
At this point, we notice that (I - A)-l exists on X in view of the fact that 
(7) 
(I-A)-‘=(I-Ap)-l (8) 
Since CT:: Aj is bounded and (I - A)-’ exists by a fixed-point theorem of Boyd and Wong [7], 
(I - A)-’ exists on X. Also, (I - A)-’ ’ 1s continuous on X. Now operating (I - A)-l of both 
sides of (7) yields 
(I - A)-lBy = x*. (9) 
Now an application of the Schauder’s fixed-point theorem to the operator (I - A)-lB : S --) S 
yields that the operator equation (1) has a solution. This completes the proof. I 
A condition similar to Hypothesis (c) of Theorem 1.5 is embodied in the following result. 
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PROPOSITION 1.2. Let S = {y E X 1 IIylJ 5 r} b e a set in X for some r > 0, and let A : X -+ X 
and B : S -+ X be two operators satisfying Hypotheses (a) and (b) of Theorem 1.5. Further, if 
condition (3) hold, then Hypothesis (c) of Theorem 1.4 holds. 
2. FIXED-POINT THEOREM OF DHAGE 
Another nice combination of two fixed-point theorems of Banach and Schauder in a Banach 
algebra is the following fixed-point theorem of Dhage [2]. 
THEOREM 2.1. Let S be a closed, convex, and bounded subset of a Banach algebra X and let 
A, B : S -+ S be two operators such that 
(a) A is Lipschitzian with a Lipschitz constant CY; 
(b) (I/A)-1 exists on B(S), I being the identity operator on X; 
(c) B is completely continuous; and 
(d) AxBy E S, Vx,y E S. 
Then the operator equation 
AxBx = x (10) 
has a solution, whenever crM < 1, where M = IIB(S)II = sup{JIBxll : x E S}. 
REMARK 2.1. Note that (I/A)-’ exists if (I/A) is well defined and one to one on X. Further, 
(I/A) is well defined if A is regular, i.e., A maps X into the set of all invertible elements of X. 
We mention that Theorem 2.1 is useful in the study of nonlinear integral equations of mixed 
type in a Banach algebra. The above result is further improved by weakening any of Hypothe- 
ses (a)-(d). The following formulation of Theorem 2.1 is noteworthy. 
THEOREM 2.2. (See (91.) Let S be a closed, convex, and bounded subset of a Banach algebra X 
and let A, B : S -+ X be two operators such that 
(a) A is Lipschitzian with a Lipschitz constant cr; 
(b) B is completely continuous; and 
(c) AzBx E S, Vz E S. 
Then the operator equation (10) has a solution, whenever aM < 1, where M = IIB(S)ll. 
The proof of Theorem 2.2 involves the use. of measures of noncompactness and condensing 
mappings and a nonspecialist working in a field of nonlinear differential equations may find it 
difficult to deal with in the applications. See [lO,ll] and the references therein. Therefore, 
we focus our attention on Theorem 2.1, especially on Hypothesis (d) of it in the sequel. The 
observation which has been made by Burton [6] is also true in the case of Theorem 2.1. We only 
need the fact that x = AxBy + x E S for all y E S in the proof of the theorem. Before stating 
a fixed-point theorem on this line, we give a useful definition. 
DEFINITION 2.1. A mapping T : X + X is called D-Lipschitzian if there exists a continuous 
and nondecreasing function $J : R+ + IF? such that 
IITx - TYII I4(IIx - YIIL (11) 
for all x,y E X, where 4(O) = 0. 
Obviously, every Lipschitzian mapping is D-Lipschitzian, but the converse may not be true. 
THEOREM 2.3. Let S be a closed, convex, and bounded subset of a Banach algebra X and let 
A : X + X, B : S -+ X be two operators such that 
(a) A is D-Lipschitzian; 
(b) (I/A)-l exists on B(S), I being the identity operator on X; 
(c) B is completely continuous; and 
(d) x = AxBy + x E S, for all y E S. 
Then the operator equation (10) has a solution, whenever M4(r) < r, r > 0, where M = IIB(S)ll. 
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PROOF. Define an operator T on S by 
0 
-1 
T=; B, (12) 
where I is an identity operator on X. 
The conclusion of the theorem follows if we show that T is well defined and maps S into itself. 
Since (I/A)-1 exists on B(S), the composition (I/A)-lB is a well-defined map from S into X. 





To prove this it is enough to prove that 
B(S) C ; (X). 0 
(13) 
(14) 
Let y E S be fixed and define an operator A, on X by 
A,(z) = &By. 
Now for any ~1,22 E X, by Hypothesis (a), 
IIA&d - 4&2)ll 5 IlAzl - Ax211 IIBYII 
5 M4(llz1 -zzll). 
(15) 
This shows that A, is a nonlinear contraction on X, since M+(r) < T, T > 0. Hence, by an 
application of a fixed point of Boyd and Wong [7], th ere is a unique point x* in X such that 
Ay(x*) = x* = Ax*By. (16) 
By Hypothesis (d), z* E S. Equation (16) yields 
I 0 x x* = By, 
which proves the claim (14), and consequently, (13). It is shown, as in [9], that (I/A)-’ is well 
defined on B(S). As T is a composition of a continuous and a completely continuous operator, it 
is completely continuous operator on S. Now we apply Schauder’s fixed-point theorem to yield 
the desired result. I 
COROLLARY 2.1. Let S be a closed, convex, and bounded subset of a Banach algebra X and let 
A : X + X, B : S + X be two operators such that 
(a) A is Lipschitzian with a Lipschitz constant (Y; 
(b) (I/A) is well defined and one to one, I being the identity operator on X; 
(c) B is completely continuous; and 
(d) x=AxBy+xzS,Vy~S. 
Then the operator equation (10) has a solution, whenever crM < 1, where M = IIB(S)ll. 
Below, we give a sufficient condition that guarantees Hypothesis (d) of Theorem 2.3. Consider 
the equation 
x = AxBy, 
which implies 
X 





x = By. 
This further gives 
IK > II ; x = IIBYII. (17) 
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PROPOSITION 2.1. Let S be a closed, convex, and bounded subset of a Banach algebra X such 
that S = {y E X 1 llyll 5 r} for some real number T > 0. Let A : X -+ X, B : S -+ X be two 
operators satisfying Hypotheses (a)-(c) of Theorem 2.3. Further, if 
(18) 
for all x E X, then x E S. 
PROOF. The proof follows immediately from (18). I 
To illustrate our Theorem 2.3 and Proposition 2.1, we consider the following example of non- 
linear integral equation. 
EXAMPLE. Given a closed and bounded interval J = [0, l] in R, the set of all real numbers, 
consider the nonlinear integral equation (in short IE) 
x(t) = [f(G x(t))1 (q(t) + J’ 9(% x(s)) ds) > (19) 
0 
for all t E J, where q : J -+ W, g : J x R -+ W are continuous and f : J x R -+ R is given by 
i 
1 
f(t,x) = i-G’ 
if x 2 0, 
1, if x < 0. 
Obviously, f is continuous on J x R. 
By the solution of the IE (19) we mean a continuous function x : J + R that satisfies IE (19) 
on J. Let X = C(J,lR) be a Banach algebra of all continuous real valued functions on J with 
the norm 
IMI = ;gIj IW. (20) 
We shall obtain the solution of IE (19) under some suitable conditions. Suppose that the func- 
tion g satisfies the condition 
for all t E J and x E R. 
19(~~X)l < 1 - ll~ll7 IIPII -c 17 (21) 
Define a subset S of X by 
s = {y E x I IIYII 1.11. 
Consider two mappings A, B : X + X defined by 
(22) 
and 
Ax(t) = f(t, x(t)), t E J, (23) 
Bx(t) = q(t) + J 
t 
9(%X(S)) d% t E J. (24) 
0 
We shall show that operators A and B satisfy all the conditions of Corollary 2.1. 
First, we show that A is Lipschitzian on X. Let x, y E X. Then 
IAx: - AYWI = If(4 xc(t)) - f(4 y(t))1 
1 1 
5 --- 
1 x(t) 1 Y(t) + + 
IN - Y(Ql 
= 11 + 4t)lP + yw 
5 112 - YIIT 
or (IAx - Ayll 5 112 - yJI, which shows that A is a Lipschitzian with a Lipschitz constant LY = 1. 
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Now 
Clearly, (I/A) is well defined and it is easy to prove that (I/A) is one to one map on X into X. 
It is an easy exercise to prove that B is completely continuous on S. We show that B : S --+ S. 
Let z E S. Then by (21) and (24), 
IWt)l I Idt)l + /’ ldt,4t)>l ds 
0 
< IN + ,‘(l- llqll)ds. J 
Since Bx E C( J, W), there is a point t* E J such that 
IPAl = IBx(t*)l = yEy lWt)l. 
Therefore, we have 
IIWI = IWt*)l 
t* 
< Iq@*)l + J (1 - ll~ll)d~ 0 
L 11~11 + J lu - 11~11) ds 0 = 1. 
i.e., llBxll < 1. As a result, B : S + S. Finally, we show that condition (18) of Proposition 2.1 
holds. For any x E X, 
and so by Proposition 2.1, Condition (d) of Theorem 2.3 is satisfied. Thus, operators A and B 
satisfy all the conditions of Theorem 2.3, and hence, an application of it yields that the operator 
equation (lo), and consequently, the IE (19) has a solution on J. 
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