ABSTRACT In this paper, we propose a novel label distribution approach named part-based gradation regularization (PGR) for pedestrian retrieval in sensor networks. Considering different importance of various body parts, we present a gradual function to assign pedestrian label for each horizontal part. In this way, we can conduct part-based supervised learning using the identification network. The proposed PGR not only learns the discriminative local convolutional neural network-based features, but also considers the significance of assigning pedestrian label for different horizontal parts. Experimental results show that the proposed PGR obtains better performance than other approaches on three pedestrian retrieval databases, i.e., Market-1501, CUHK03, and DukeMTMC-reID databases.
I. INTRODUCTION
Pedestrian retrieval is a significant application of sensor networks due to the potential value for criminal investigation and critical event monitoring [1] - [4] . It aims at searching a specific pedestrian from a large gallery database collected from sensor networks. The key challenges for pedestrian retrieval in sensor networks include pose misalignment, occlusion, illumination changes, etc.
The traditional methods for pedestrian retrieval usually focus on feature representation and metric learning [5] , [6] . The feature representation methods [7] , [8] employ handcrafted features, such as colors, textures, shapes, etc., to obtain the discriminative features for pedestrian images. The metric learning methods [9] - [11] learn an effective metric measurement to compute the similarity between two pedestrian images. The learned metric measurement could maximize inter-class variations and minimize intra-class variations, and meanwhile could map high dimensional features into a low dimensional space.
With the rise of deep learning, the convolutional neural network (CNN) has attracted more attention in pedestrian retrieval due to its superior performance. One of the most important reasons is that the CNN model is an end-to-end system which jointly optimizes feature representation and distance metric using the back propagation algorithm, while the traditional methods treat feature representation and metric learning as two independent modules leading to suboptimal solutions. From the aspect of feature representation, there are mainly two types of CNN-based features, global and local CNN-based features. The global CNN-based features are usually learned by feeding holistic pedestrian images into the CNN model [12] , [13] . However, the global CNN-based features ignore the structure information which is a key cue for describing pedestrians. Hence, the local CNN-based features [14] , [15] are extensively developed to learn the structure information of pedestrians. Some local CNN-based features [16] , [17] first divide the original pedestrian images or global features, and then apply them to train the CNN models.
In order to utilize the pedestrian label, Zheng et al. [18] , [19] employed the Identification Embedding model (IDE), i.e., classification model, to extract the global CNN-based features. The IDE achieves better results than many local CNN-based features, which demonstrates the strong discrimination ability of IDE. Meanwhile, the local CNN-based features could discover the structure information of pedestrian which is essential for promoting the performance. This inspires us to train the IDE using a local way. We intend to divide the whole image into several horizontal parts so as to learn local features. However, the horizontal part cannot be assigned the same label as the whole pedestrian image as the following reasons. Firstly, the appearance of each horizontal part is pretty different from the corresponding whole image. Secondly, one horizontal part contains a part of identity information and cannot represent the whole pedestrian image as shown in Fig. 1 . Hence, it is difficult to assign a pedestrian label to each horizontal part, and this supervised information is essential to train the IDE. It should be noticed that each horizontal part comes from the specific whole image, which encourages us to assign a pedestrian label related to the original label. In this paper, we combine the strengths of the local CNN-based features and the discriminative IDE model, and propose a novel method named Part-based Gradation Regularization (PGR) to assign a pedestrian label for each horizontal part. As shown in Fig. 1 , we observe that the upper parts of a pedestrian image contain more identity information than the lower parts, and therefore the proposed PGR utilizes a gradual function to assign pedestrian label for each horizontal part. Meanwhile, the proposed PGR assigns the corresponding parts from the same pedestrian (a i and a i ) to the same label distribution, and the corresponding parts from different pedestrians (b i and c i ) to different label distributions. With the labeled horizontal parts, we fine-tune the IDE model, and treat the fully-connected layer outputs as the horizontal part features. Finally, all the features of horizontal parts in a pedestrian image are concatenated to generate the final representation. We conduct extensive experiments on three large-scale pedestrian retrieval databases, and the results demonstrate the validity of the proposed PGR.
In summary, this paper has the following contributions: 1) the proposed PGR can assign a pedestrian label for each horizontal part, which is essential to training the IDE model; 2) it combines the superiority of local CNN-based features and IDE model to represent pedestrian images; 3) it increases the training samples using the horizontal parts to train the CNN model, which improves the generalization ability of the network and mitigates the risk of overfitting.
The rest of this paper is organized as follows. We present the related work in Section 2. In Section 3, we give a description of the proposed PGR in detail. The experimental results on three large-scale pedestrian retrieval databases, i.e., Market1501 [20] , CUHK03 [21] and DukeMTMC-reID, are provided in Section 4. Finally, we conclude this paper in Section 5.
II. RELATED WORK A. TRADITIONAL METHODS IN PEDESTRIAN RETRIEVAL
The feature representation is vital for traditional pedestrian retrieval methods. To learn the robust features, a lot of approaches are proposed. For example, Ahmed et al. [22] presented a novel efficient descriptor named the Hybrid Spatiogram and Covariance Descriptor (HSCD) for pedestrian retrieval where they fuse the spatiogram feature with the covariance feature. To consider the mean and covariance information of pixel, Matsukawa et al. [23] proposed the hierarchical Gaussian descriptor to represent the local regions of pedestrian images. Variord et al. [24] utilized a datadriven framework to encode pixel values by jointly learning a linear transformation and a dictionary. Moreover, there are other robust feature representations including ELF [6] , SDALF [25] , LOMO [26] , etc.
After acquiring feature vectors of pedestrian images, the similarity scores should be computed for the subsequent matching. Since the Euclidean distance is a computationally efficient metric, it is widely used in pedestrian retrieval for sensor networks [27] - [29] . However, the performance is undesirable because the Euclidean distance is pre-defined and poorly adapts to environmental changes. Hence, many researchers resort to metric learning algorithms which minimize the distance between images from the same pedestrian, and meanwhile maximize the distance between images from different pedestrians. Xiong et al. [30] introduced a closedform approach called the Kernel Local Fisher Discriminant Classifier (KLFDA), which utilizes the kernel trick to handle the high dimensional features and meanwhile maximizes the Fisher criteria. Liao et al. [26] presented the Crossview Quadratic Discriminant Analysis (XQDA) to obtain the discriminative metric in a low dimensional subspace. Jose and Fleuret [31] presented the Weighted Approximate Rank Component Analysis (WARCA), which combines a simple regularizer of orthonormal linear mappings to optimize the precision at top ranks. In addition to the above metric learning methods, there are KISSME [32] , LF [33] , CFML [34] , etc.
B. DEEP LEARNING METHODS IN PEDESTRIAN RETRIEVAL
Presently, CNN has been widely used in pedestrian retrieval for sensor networks [35] , [36] . Some methods employ the holistic pedestrian images to train the CNN model. For example, Xiao et al. [13] presented the Domain Guided Dropout algorithm to learn global CNN-based features from multiple domains. Wu et al. [12] proposed the deep end-to-end neural network to learn high-level global CNN-based features by utilizing smaller convolutional filters. Qian et al. [37] introduced a multi-scale deep learning model to mine the global CNN-based features from different scales. Compared to the global CNN-based features, the local CNN-based features could learn the spatial structure of pedestrian. Yi et al. [14] divided an images into three overlapped parts and trained three CNNs to capture different statistical properties of pedestrian images. Cheng et al. [15] divided the pedestrian images into several regions, where they capture salient local CNN-based features by the body-part convolution layers. Zhao et al. [16] considered different importances of various body parts, and merged body-part features using a treestructured fusion network. Besides, Sun et al. [17] utilized a uniform partition strategy to learn discriminative partinformed features.
The classification model could improve the performance of pedestrian retrieval due to rational utilization of pedestrian labels. For instance, in [18] , the IDE model was proposed to directly classify the pedestrian images. Wu et al. [38] presented a classification model named Feature Fusion Net (FFN) which combines the hand-crafted and CNN-based features. In order to train a deeper classification model, Xiao et al. [13] gathered multiple databases and presented the Domain Guided Dropout (DGD) algorithm to process these pedestrian images. In this paper, we utilize a number of horizontal parts labeled by the proposed PGR to train a classification model.
III. METHOD
Firstly, the Label Smoothing Regularization (LSR) is briefly review. Then, we present the proposed PGR in detail. Finally, we introduce details of network.
A. REVIEW OF THE LABEL SMOOTHING REGULARIZATION
Since the IDE model is a supervised learning algorithm, it is necessary to assign the label distribution for each training sample which indicates the probability belonging to each identity. The classical method only assign the ground truth class label to 1, and the others to 0 as shown in Fig. 2(a) . Specifically, the classical label distribution is formulated as:
where y is the ground truth class label. The classical label distribution results in the network to be tuned towards the ground truth class, which ignores the contributions of non-ground truth classes. Afterwards, the LSR [39] was proposed to assign small values to nonground truth classes, which encourages the model to be less confident towards the ground truth class. The label distribution of LSR is formulated as:
where ε ∈ [0, 1] is a parameter to adjust the proportion of non-ground truth labels, and K is the total number of classes. The LSR achieves better performance than the classical label distribution by considering the non-ground truth classes. However, the LSR is hard to assign a label to each horizontal part because its ground truth label is unknown.
B. PART-BASED GRADATION REGULARIZATION
To address the above mentioned problem, we propose the PGR to assign the label to the horizontal part. Considering different identity information of various body parts, the proposed PGR utilizes a gradual function to assign pedestrian label for each horizontal part as shown in Fig. 2(b) . The label distribution of the proposed PGR is defined as:
where n ∈ {1, 2, . . . , N } represents the n-th horizontal part in the pedestrian image, N is the number of horizontal parts in each pedestrian image, ε is a smooth parameter, and α > 1 is a hyperparameter which determines the probability of different horizontal parts. It is noticed that the label distribution of the proposed PGR degenerates into the classical method when ε is set to 0. We empirically set ε to 0.1. From Eq. 3, we can see that the proposed PGR assigns the upper parts to larger probability, and gradually reduces to the lower parts. In this work, the cross-entropy function is employed as the loss measurement. The cross-entropy loss for the n-th horizontal part can be defined as follows:
where k ∈ {1, 2, . . . , K } is the pre-defined classes in the training set, and p(k) represents the predicted probability of the k-th class.
To conveniently expressing Eq. 3, we denote α n ε K as q k , and denote 1 − α n ε + α n ε K as q y . By substituting Eq. 3 into Eq. 4, the proposed loss function can be rewritten as: (5) where p(y) and p(k) are the predicted probability of the y-th and k-th classes, respectively. They are obtained by the softmax function:
where x k represents the k-th output value of the fullyconnected layer. By substituting Eq. 6 and Eq. 7 into Eq. 5, our loss function can be simplified as:
The Stochastic Gradient Descent (SGD) is employed to optimize neural network parameters. In the back propagation process, we take the derivative of the loss function with respect to x y :
C. DETAILS OF NETWORK
The architecture of the proposed network is shown in Fig. 3 .
Given an input image, we first split the image into N horizontal parts and assign a pedestrian label to each horizontal part according to the porposed PGR. Then, each horizontal part is adjusted to 224 × 224 pixels and subtract the mean RGB values computed on the training set. Next, we treat the ResNet-50 [40] as the CNN model, and the architecture of ResNet-50 is shown in Fig. 4 . Specifically, the first layer is a convolutional layer followed by the maxpooling layer. After these two layers, the size of input image is reduced by a quarter. The next four parts, Conv2-x, Conv3-x, Conv4-x, Conv5-x, are made up of three blocks, four blocks, six blocks and three blocks, respectively. Each block contains a projection shortcut and three various convolutional layers. The size of filters in three convolutional layers is 1×1, 3×3 and 1×1, respectively, where the first convolutional layer aims at reducing the output dimensions and the third convolutional layer aims at increasing the output dimensions. The last unit is the average pooling which turns the previous output into a tensor (1×1×2,048). Note that the batch normalization (BN) is adopt after each convolutional layer. Finally, we displace the last fully-connected layer with a new one for fine-tuning the network. The dimensionality of new fullyconnected layer is 751 for the Market1501 database, 1,367 for the CUHK03 database, and 702 for the DukeMTMC-reID database. After the fully-connected layer, we then append a softmax unit. During the training stage, the batch is set to 64, and the epochs is set to 50. We treat the output of the last convolutional layer (2,048-dim) as the feature vector for each horizontal part. All the feature vectors of horizontal parts are concatenated to form the final representation for each pedestrian image. Hence, the final feature representation is a (2,048×N )-dim vector. The final ranking result is obtained by calculating the Cosine distance of each query image and all gallery images.
IV. EXPERIMENTAL RESULTS
The proposed PGR is evaluated on three large-scale databases (Market-1501 database [20] , CUHK03 database [21] and DukeMTMC-reID database [41] ). The performance of the proposed PGR is assessed by the standard protocols, rank-1 accuracy and mean average precision (mAP).
A. DATABASES
Market-1501 [20] is a highly popular database for pedestrian retrieval. It contains 32,668 annotated pedestrian images with 1,501 identities, and every identity has an average of 17.2 images. All the images are automatically detected by the deformable part model (DPM) [42] . Moreover, this database is divided into three parts (training set, test set and distractors). There are 12,936 cropped images with 751 identities for training, and 19,732 cropped images with 750 identities for testing (gallery and query). All the images are collected by six camera sensors in a university campus, so this database is close to the real setting. During the evaluation process, we retrieve the real images from the gallery images for 3,368 query images. We utilize two settings, i.e., single query and multiple query, to evaluate the proposed PGR. CUHK03 [21] is one of the largest pedestrian retrieval databases captured by two disjoint camera sensors in the CUHK campus. It includes 14,097 cropped images of 1,467 pedestrians, and each pedestrian has an average of 9.6 images. There are two image sets for the CUHK03 database, i.e., labeled set and detected set. As for the labeled set, the bounding boxes are produced by handdrawn. As for the detected set, the bounding boxes are produced by the DPM detector [42] . Experiments are conducted on the detected set, because this set is closer to the real setting. For fair comparison, we utilize the same setting as [26] and [44] that 1,367 pedestrians can be selected as a training set and the rest of 100 pedestrians can be selected as a test set.
DukeMTMC-reID [41] is one of the most challenging pedestrian retrieval databases up to now. All images are captured by eight different camera sensors on the Duke University campus, and are manually annotated by [41] . It involves three parts, i.e., training set, query set and gallery set. There are 16,522 images with 702 identities for training set, 2,228 images with the other 702 identities for query set, and 17,661 images for gallery set. Moreover, single query setting is used to evaluate the proposed approach.
B. SETTINGS
We take ResNet-50 [40] as the CNN model, and then implement the proposed PGR via MatConvNet package [44] . The learning rate is 0.1 and 0.01 for the first 40 epochs and the last 10 epochs, respectively. We empirically set N = 3 and α = 1.1 in Eq. 3 which are the number of horizontal parts in each pedestrian image and control the probability of different horizontal parts, respectively. We regard the output of the last convolutional layer as a feature vector for each horizontal part resulting in a 2,048-dim vector. Therefore, the feature dimension for each pedestrian image is 2,048×3=6,144. In the evaluation stage, the Cosine distance is used to calculate the similarity between two images. Furthermore, we employ the whole pedestrian images with the classical label distributions to train the ResNet-50 model, and treat this method as the baseline (Basel.). Note that the baseline results are on par with the previous work [18] , [19] . Table 1 shows the results on the Market-1501 database, where the proposed PGR achieves the best results compared with other methods. Specifically, the proposed PGR achieves the result of 83.31% and 59.69% in the rank-1 accuracy and mAP for the single query, respectively. As for the multiple query, the proposed PGR obtains the result of 87.97% rank-1 accuracy and 71.21% mAP, respectively. Compared with the Basel., we obtain 9.62% rank-1 and 8.21% mAP improvements for the single query, and 10.03% rank-1 and 13.54% mAP improvements for the multiple query. The superiority mainly lies in two reasons. Firstly, the local CNN-based features are utilized to describe the pedestrian images, which plays a vital role in discovering the structural information of pedestrian. Secondly, the proposed PGR assigns different pedestrian label to each horizontal part, which could further improve the feature discrimination. It is worth mentioning that the result of the Basel. exceeds many previous works [26] , [45] on this database.
C. EVALUATION ON MARKET-1501
Since the pedestrian images on this database are captured by six different camera sensors, we evaluate the performance between camera sensor pairs as well. The results are shown in Fig. 5 . We can see that although the camera sensors have different resolutions, their accuracies are relatively high with each other. Furthermore, we also evaluate the proposed PGR using the cross-camera average rank-1 and the cross-camera average mAP. The cross-camera average rank-1 accuracy is the mean accuracy that computes the average rank-1 accuracy of each camera sensor to other camera sensor. In other word, it computes the mean of non-diagonal elements of matrix in Fig. 5(a) . Similarly, the cross-camera average mAP is the mean accuracy by computing the average mAP accuracy of each camera sensor to other camera sensor. The proposed PGR achieves 57.53% cross-camera average rank-1 and 50.73% crosscamera average mAP. These results are considerably better than the previous results in [20] , i.e., 13.72% cross-camera average rank-1 accuracy and 10.51% cross-camera average mAP. This indicates the superiority of the proposed PGR in dealing with different camera sensors. Noticeably, these results are also the best results for the published literatures [20] , [46] .
D. EVALUATION ON CUHK03
On this database, we randomly select one image for each pedestrian from the other camera sensor as gallery, and repeat 10 times to calculate their average rank-1 accuracy and mAP. The results are listed in Table 2 where the proposed PGR achieves the best results once again. Specifically, we achieve the results of 74.9% rank-1, 92.9% rank-5, 96.7% rank-10 and 78.8% mAP for the single shot, which outperforms other reported algorithms. Compared with the Basel., the proposed PGR yields 3.4% and 3.0% improvements for the rank-1 accuracy and the mAP, respectively. It is because the proposed PGR not only learns the local CNN-based features but also possesses the regularization ability. It is noticed that the Basel. itself is higher than some previous works [26] , [45] , because it utilizes the discriminative IDE model.
E. EVALUATION ON DUKEMTMC-REID
As shown in Table 3 , the proposed PGR achieves the best results of 72.29% rank-1 and 52.20% mAP. These results yield 7.07% and 7.21% improvements for the rank-1 accuracy and the mAP compared with the Basel. There are two main reasons for improvements. On the one hand, the proposed PGR can mine the structural information to represent pedestrians. On the other hand, the proposed PGR produces a lot of extra labeled training samples, which improves the generalization ability of the model and mitigates the risk of overfitting. 
V. CONCLUSION
In this paper, we have proposed a novel pedestrian retrieval method named PGR, which assigns pedestrian labels for horizontal parts. Concretely, we start from dividing the pedestrian image into several horizontal parts, and then allocate a pedestrian label to each horizontal part based on the proposed PGR. Finally, we utilize horizontal parts with the pedestrian labels to train the identification network in a supervised manner. Experiments on three challenging pedestrian retrieval databases, Market-1501, CUHK03 and DukeMTMC-reID, show that the proposed PGR outperforms the other methods.
