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Abstract
Interactive Visual Analysis (IVA) has proven to be a robust set of methods for visually
exploring complex data sets and generating hypotheses from data. Datasets and tech-
niques where the temporal aspect is central has been an important area of study, both
for the visualization field in general and for research on IVA. However, the challenge of
handling streaming data sources for the purposes of decision support and analysis in real
time, has been given comparatively little attention.
This thesis presents a summary of the visualization literature addressing time-oriented
and streaming data, with emphasis on Interactive Visual Analysis and its related tech-
niques. We then explain the contemporary distinction between real-time data monitor-
ing and retrospective data analysis, explore challenges that occur when a human user
attempts to visually analyze data in real time, and use these observations to extend the
scope of IVA such that it can be used to analyze streaming data in real time.
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Chapter 1
Introduction
Throughout the last decades, the computing field has experienced a consistent trend
where the amounts of available stored data have grown by orders of magnitude. This
trend spans a multitude of domains, from science and engineering to health care, bank-
ing, retail, social networks and many others [60]. Moore’s law and the increasingly
cheap storage space for large amounts of data, provides the background for this devel-
opment [80]1. However, while the capability to gather and store data has grown rapidly,
our ability to analyze and make sense of this data has grown at a much slower pace [39].
Humans are not good at manually reading and interpreting very large spreadsheets.
This situation presents great challenges and opportunities.
Visualization has proved to be an invaluable tool when facing the challenge of large-scale
data analysis. When a data analysis process can not be automated entirely, there must
be a human in the loop to apply domain knowledge and intuition to the process. The
visual sense is strongly developed and often provides an effective and efficient pathway
from data to cognition. Visualization is a broad field with a large and growing body of
published work, spanning techniques to explore, analyze and present data from a large
number of domains.
This thesis explores a segment of the visualization field where it is not necessarily a high
data volume which poses the biggest challenge, but the urgency of making sense of the
data: Namely, the real-time visualization and analysis of live, streaming data.
1Section 1.1, page 4
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Introduction 2
1.1 Background
There are multiple established methodologies for data analysis where visualization is
central. The field of visual analytics provides a large number of tools for ”analytical rea-
soning facilitated by interactive visual interfaces” [74], and encompasses many data types
and applications. Interactive Visual Analysis is a successful, generalized approach for
visual interaction with the investigation of scientific2 data [64]. These methods provide
a good framework for using the human visual sense to investigate and analyze complex
datasets, where the processing power of computers is combined with the human abilities
of abstract reasoning and pattern recognition. Where such tools can be fully utilized,
they provide great economic and scientific benefits in the form of knowledge discovery,
hypothesis testing and verification, efficiency improvements, better dissemination and
presentation, and more.
1.2 The challenges of streaming data
One aspect of these visual analysis methods which has not yet been given comprehensive
treatment, is how to relate to real-time situations: Scenarios where the data arrives
continuously and there is high urgency in understanding the data and making decisions.
While time is given comparably comprehensive treatment in the literature, the real-time
and streaming aspects of the visual analysis scenarios are given much less attention.
Mansmann et al. point out that ”Since most analysis and visualization methods focus
on static data sets, adding a dynamic component to the data source results in major
challenges for both the automated and visual analysis methods” [55].
Treating the data source as streaming and introducing time limits for the conclusions
of the analysis, results in a large number of new challenges. These challenges are both
technical and human in nature. The restrictions of time as a physical dimension provide
some of these challenges, while the human aspects of interaction, attention and multi-
tasking represent others. This is a broad subject which would have a large number of
application-specific concerns in an end-user production environment, and we necessarily
cover only part of the subject in detail. Nevertheless, we attempt to cover most of the
2The word ”scientific” refers to the data model described in Chapter 2, not the origin of the data.
The scientific data model can also be of great use in technical or other non-academic environments.
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general areas of focus that are shared between all streaming data analysis scenarios.
Since human factors beyond the visual sense are so important in this process, we devote
more attention to interaction techniques than to creating novel visualization mappings.
We also investigate to which degree such a real-time approach generalizes to situations
where there is less urgency for finding insight and making decisions.
1.3 Objective and scope
Interactive Visual Analysis (IVA) provides a solid, practical framework for visual data
analysis, by integrating human insight and pattern recognition with the processing power
of computers [64]. We discuss this methodology in detail in the next chapter. Using the
techniques and terminology of IVA, we
• Explore the unique complications that occur when performing interactive visual
data analysis on streaming data, as opposed to static data.
• Investigate how the various aspects of IVA work in a real-time environment of
streaming data, and extend these where required. In situations where new human
or technical challenges show up, we suggest techniques to alleviate them.
• Examine whether these techniques do a better job of providing timely insight into
streaming data than the current state of the art, and whether there are additional
benefits to such an approach.
Successfully developing techniques for the real-time visual analysis of streaming data,
enables a new mode of operation regarding how analysts and operators treat streaming
data. As we discuss in the next chapter, there is currently a distinction between data
analysis and data monitoring. In the former case, the analyst has enough time to
investigate complex relationships in the data, but at the expense of not having access
to the data immediately after it becomes available. In the latter case, the operator
is monitoring the data as it arrives, but has a reduced ability to investigate higher-
dimensional correlations in the data. It is our hypothesis that these scenarios can to a
certain degree be merged, increasing the limit for the complexity of processes that can
be manually monitored and steered in real time.
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1.4 A note on terminology
This thesis is about visualizing and analyzing data that arrives in front of an operator
concurrently with the operator’s analysis procedure. This is a scenario which has in
the literature only implicitly or to a limited degree been distinguished from the scenario
where the data source is static and separated from the analysis procedure. This means
that the terminology for this subject is not yet rigidly defined, so we spend a few moments
to ensure that usage of terms is clear.
In visualization in general, the term real-time refers to visualizations that are respon-
sive; respond immediately to user input and are updated at animated frame rates. This
is a major concern also with static data sources, e.g. in medical 3D volume rendering
where large computational resources are required to generate images or animations, and
interactivity is paramount. The term streaming data refers to situations where the
data arrives continuously3. Where the distinction is required, I always use the latter.
However, there is a degree of overlap between these terms, since a visualization of stream-
ing data will in most cases also be real-time (i.e. responsive, with interactive frame rates).
In some cases, it also makes sense to use the term real-time or real time when we are
discussing actions that take place in immediate response to an event. The reader should
keep this in mind when reading the text4.
The words user, operator and analyst are used interchangeably to refer to the person
that uses a visualization system, for the purpose of understanding a data stream and
taking action based on the observations.
1.5 About the data
In order to exemplify the techniques developed throughout this thesis, we consider sensor
data from Statoil’s Hywind offshore wind turbine [4]. This dataset includes power pro-
duced (in kilowatts), wind speed, wind direction, angle of the turbine blades (in degrees)
3The term continuous should be understood in the practical sense and not by its mathematical
definition. Continuously arriving data are of course at some level discrete, as long as they are processed
with a digital computer.
4Note that in the existing literature, there is also sometimes some ambiguity between these terms.
There are examples where the term real-time is used to refer to situations where the data source is
updated continuously, contrasting with the definitions we use here. Sometimes, the word dynamic is
used about such visualizations and data sources.
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and other parameters of interest. We also use a purely synthetic dataset to exemplify
some of our techniques, since synthetic data sometimes provide a clearer illustration
of novel visualization techniques. In the demonstration chapter, a larger dataset from
Statoil and Statkraft’s 88-turbine Sheringham Shoal offshore wind farm is used to give
an indication on how our techniques would work in a more complex scenario [5].
Both of the test data sets have a resolution of one minute per data point. This means
that our data don’t represent an ideal example of streaming data in an urgent analysis
situation. However, ”playing back this data at higher speed” will still provide a test
scenario where our techniques can be tested with an acceptable degree of accuracy. It
proved difficult to find data that exactly matched our objective, and the exceptionally
open attitude of the Statoil Wind Operations group provided us with a solid under-
standing of these datasets. We consider this a very reasonable tradeoff.
1.6 Video clips
The thesis is also supplemented with a number of video clips that illustrate some of its
concepts. These are listed in the List of Videos, each with a title and a URL where it can
be viewed. The videos are separated into two sections: Six examples of our techniques for
illustrative purposes, and five demonstration scenarios that demonstrate our techniques
on real data in a simulated analysis scenario. The videos are introduced throughout the
text.
The videos are available from two redundant locations. The main repository is the
online video service Vimeo [54]. Since some of the videos are in HD quality and must
be compressed for streaming over the web, redundant links to all videos are provided
from the UiB Visualization Group server in case the Vimeo links are unavailable or low
quality. For the five demonstration videos, an HD monitor is required to view the videos
in full detail. These videos demonstrate our completed software prototype in practice.
If any of the videos on Vimeo are password protected, please use the password ”visgroup”.
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1.7 Thesis structure
In the following chapter, we provide a review of the scientific context of this thesis,
mostly in terms of published, related work: Motivation, techniques and terminology –
both from the perspective of analyzing time-oriented data in general, and for streaming
data and real-time scenarios in particular.
Chapter 3 presents our main contribution. We provide a broad overview of the challenges
of streaming data analysis. We define a visualization framework suitable for the sub-
sequent discussion of the challenges and extensions to streaming data IVA. We develop
new interaction methods that increase the operator’s time management capabilities, cre-
ate higher-level transformation operations that can be applied to streaming data and
investigate some new visualization techniques suitable for this domain.
Chapter 4 evaluates the techniques developed throughout Chapter 3 through an inter-
view with the domain experts at Statoil’s Wind Operations group. This evaluation
is followed by five demonstration scenarios, which demonstrate our techniques on real
data. The demonstration scenarios are recorded on video, and are supplemented by a
comprehensive textual description.
We then summarize our implementation of the visualization framework described in
Chapter 3, including the programming environment, data model, GUI frameworks and
other architectural choices.
The last two chapters summarize our findings and the lessons learned throughout the
project, and suggest directions for future research on this topic.
Chapter 2
Scientific context and related
work
This chapter introduces the scientific background for this thesis. This includes a bird’s-
eye overview of the visualization discipline and an introduction to information visualiza-
tion and its approaches. We discuss the state of the art in real-time and streaming data
visualization, existing techniques to visualize time-oriented data and other techniques
that are useful for the visual analysis of streaming data.
2.1 Visualization
Visualization is the art and science of creating visual representations of information,
with the representations usually being interactive. The rationale for this field is that the
human visual sense is strongly developed, as millions of years of evolution have shaped
our cognitive abilities to reason, based on the perceivable portion of the electromag-
netic rays in our environment. Hence, well-designed visualizations exploit our natural
ability to explore and draw conclusions based on visual observations, even if the infor-
mation that is visualized has no natural visual representation. Visualization helps us to
observe invisible processes, absorb large information quantities quickly and understand
and reason about abstract data. Many of these points were already mentioned by Mc-
Cormick et al. in their 1987 ”Visualization in Scientific Computing” report, which has
been instrumental for forming visualization as its own scientific discipline [61].
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In general, visualization from the perspective of science and engineering serves three
distinct purposes [70]:
• Exploration: Finding unknown or unexpected correlations, generating hypothe-
ses
• Analysis: Verifying or disproving hypotheses. Finding more complex correlations.
• Presentation: Communicating insight to collaborators or decision makers.
Our focus is primarily on exploration and analysis.
2.1.1 Information visualization
A subfield of visualization, information visualization (InfoViz) addresses abstract visu-
alization techniques, often applied to data that has no natural, visual representation in
the physical world. One example of a successful InfoViz technique is the scatterplot,
illustrated in figure 2.1. Data visualized through InfoViz are often of an abstract nature,
e.g. census information and statistics, stock market trades or survey results, or physical
but invisible properties, such as temperature or pressure in a simulation or a sensor
network. This is in contrast to e.g. rendering techniques for data from medical scanners
such as CT or ultrasound, where the data has a concrete spatial interpretation. There is
a degree of overlap between the different fields of visualization, so this distinction is not
strict [27]. Ben Shneiderman coined the Visual Information Seeking Mantra: ”Overview
first, zoom and filter, then details-on-demand” as an observation of a typical pattern for
designing interaction techniques for this type of data [71].
In information visualization, the data often has (though is not limited to) a ”spreadsheet-
like” format where the rows represent the individual measurements and the columns
represent different parameters (e.g. temperature, location or income) of each individual
measurement. This data format generalizes to a wide range of applications. Once a
data source is defined, information visualization introduces methods to query, analyze,
interpret, understand and convey the information that is contained in the observations.
Techniques in information visualization are widely used in science, engineering and the
media to convey and illustrate abstract information.
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Figure 2.1: Scatterplot representing eruptions of the Old Faithful Geyser. Each circle
represents one eruption. This plot packs a lot of information in a small amount of
space. A human analyst will easily determine that the eruptions are generally grouped
in two categories, a pattern recognition feat which would be harder to accomplish using
mathematical clustering or just looking at the raw numbers. Image from the Wikimedia
Commons [12].
2.2 Interactive Visual Analysis
Interactive Visual Analysis (IVA) [16, 17, 78] can be considered an intersection and
generalization of different methods from information visualization and data analysis,
representing a generalized set of techniques for combining the computational power of
computers with the perceptive and cognitive capabilities of a human analyst [64]. The
approach is based on an interactive, iterative visual process where the analyst gradually
closes in on the most interesting features of the data. It has proven to be a successful
methodology for exploring and analyzing data and generating hypotheses [42]. IVA
has been employed in a wide number of scientific disciplines, including engineering [59],
medicine [3], climatology [37] and biology [75]. Lampe has explored IVA in the context
of process data analysis [47]. While their main focus is the exploration and analysis of
data, the techniques employed in IVA can also be used for presenting observations about
complex datasets to people who are not themselves intimately familiar with the subject
under scrutiny.
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2.2.1 Data model
Typically, data which is suitable for being analyzed with IVA is compatible with a
spreadsheet-like representation, is multi-dimensional (several or even many columns) and
encompasses many data points (many rows). More generally, the data model consists of
independent variables (domain) such as space or time, and dependent variables (range)
such as pressure or temperature. For a given observation, we can consider the dependent
variables with respect to the independent variables as d(x), where x ∈ domain and
d ∈ range. The dimensionalities of the domain and range vary based on the application,
but are in the context of IVA sufficiently high so that the entire dataset can not be
usefully displayed as a whole. This data model is known in some texts as the scientific
data model [42].
An example of a dataset following this data model could be a log of sensor data from
a wind turbine, containing second-to-second updates of wind speed, wind direction,
blade pitch, electrical power output and other variables which the analyst suspects are
correlated. In this case, time and turbine number or position would be the independent
variables, and all other variables would be dependent on them. IVA could be used to
explore such a dataset, detect anomalies and perhaps discover ways in which the turbine
operation could be made more economical.
2.2.2 Linked views
At the heart of IVA is the concept of Coordinated Multiple Views (CMV) [23, 67]. At
least two different views are displayed, each showing a particular representation of the
data points in the dataset. These views could use visualization techniques from scientific
visualization, e.g. volume rendering, or techniques from information visualization such
as scatterplots, histograms or parallel coordinates [42].
A key feature of CMV is that the views are linked, which means that a data point
highlighted (”brushed”) by the user in one view will be automatically and consistently
highlighted in all the other views. This is a very intuitive method of viewing and
exploring higher-dimensional relationships in a dataset. This ”brushing and linking” [42]
is tightly related to the important visualization concept of ”Focus+Context”, where the
selected data points corresepond to the current focus of the analysis and the surrounding
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Figure 2.2: Brushing in coordinated, linked views. Illustration created with
ComVis [58]. This the well-known 1978 Boston Housing Dataset [25]. The scatter-
plot on the left shows the location of each sample in the Boston metropolitan area,
the histogram on the right shows the corresponding crime rates. A feature localization
brush (explained below) of significant crime rates clearly indicates that reported crime
is concentrated in the downtown area.
data points are the context of the exploration [28]. Focus+Context initially referred to
the explicit simulation of a fisheye lens or a magnifying glass [68], but has later been
generalized to a more abstract visualization technique [28].
The concept of brushing can be expanded to smooth brushing, which implies a variable
degree of interest in the data points [15]. This improves the Focus+Context aspect
of linked views by allowing non-binary selections of data points. For example, when
exploring temperature data in a simulation dataset, we might be interested in ”high
temperatures” in general, not only temperatures above a sharp cut-off threshold like
137 ◦C. In this case, the brushed selection will be colored with a gradient rather than a
sharp distinction in color.
2.2.3 The ”Show & brush” loop – first-level IVA
Figure 2.3: The Show & brush loop, illustrated for three different levels of complexity
(described below). Image courtesy of Konyha et al. [43]
Related work 12
Once some initial linked views are established, the user engages in a ”dialog” with the
visualization system. The user highlights data points of particular interest in one of the
linked views, and the corresponding data points are automatically highlighted in the
other views. This ideally leads to an observation or some insight about the dataset.
Observations made after brushing in one view will then be used as a basis for brushing
again, perhaps in a different view. This is called the ”Show & brush loop” [43]. The
user may also bring up additional, different views to explore new questions that show
up during this process [64].
The Show & brush loop makes IVA more dynamic and intuitive than traditional statis-
tical techniques, which makes it suitable for situations where the user isn’t certain about
what he or she is looking for. The Show & brush technique is also a much faster way to
make successive queries of the data than traditional analysis techniques [64]. The visual
and intuitive aspects of the technique improve the ability to detect and eliminate subtle
data errors, ask quick follow-up questions and apply intuition and domain knowledge.
Patterns of IVA
Given a data model with dependent and independent variables that are plotted in the
linked views, three different brushing patterns are possible, as described by Oeltze et
al. [63]:
1. Feature localization: Dependent variables (e.g. temperature) are brushed in
order to see which independent variables (e.g. location) correspond to the selected
feature. Figure 2.2 shows an example of this pattern.
2. Local investigation: Independent variables (e.g. time) are brushed in order to
see which dependent variables (e.g. temperature) correspond to the selected range
of independent variables (e.g. time span)
3. Multivariate analysis: Dependent variables (e.g. temperature) are brushed in
order to see how features of another dependent variable (e.g. pressure) correlate,
or not.
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2.2.4 Advanced IVA techniques
The form of IVA described so far, called first-level IVA, has considerable power for hy-
pothesis generation. But the technique can be expanded to be suitable for the discovery
of relationships or structures in the data that are more subtle, and hard to detect using
a simple approach. Konyha et al. define three levels of complexity [43], with Oeltze et
al. defining a fourth [64]:
Second-level IVA
The user might want to create multiple views, or use more than just one brush. By
allowing for multiple concurrent brushes on the same dataset [56], with the selection
defined as a Boolean combination of these brushes, the potential for information drill-
down is significantly increased [16]. This represents the second level of complexity in
IVA.
Third-level IVA
Sometimes, the user is interested in deriving attributes from the original dataset, e.g. by
calculating a new column in the dataset based on other columns. A canonical example
is calculating an estimate of the first derivatives of the X-ray absorption with regards
to location in a computed tomography (CT) dataset. These gradients can characterize
boundaries between different regions of the volume, and hence indicate regions of interest,
in addition to being an aid during volume rendering [18, 49].
Derived attributes immediately become available to the Show & brush loop. Once
suitable attribute derivations have been performed, the user can therefore make queries
about more complex semantic aspects of the dataset. In the case we just described, one
example could be a query involving the different boundaries and contiguous regions of
the volume. If we have a volume rendering of a CT volume (representing a human skull,
for instance) and a histogram of the absolute values of the gradients in the dataset,
highlighting the largest gradients in the histogram would cause the volume rendering to
highlight all sharp boundary regions in the volume. Visually highlighting these areas
is hard to do using only the initial data set, but easy to do with attribute derivation.
Which attribute derivations to use in practice, is dependent on the problem domain.
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An alternative to explicitly deriving attributes is to introduce advanced brushing tech-
niques: The user does not select data points explicitly but rather through a derived
measure such as density, average value or first derivative. The options for such brushes
are unbounded and only limited by the analyst’s willingness to adopt new methods [43].
Fourth-level IVA
The capabilities of IVA can be further expanded by application-specific feature detection.
This is only limited by the analyst’s imagination, domain knowledge and available time.
One example would be detecting vortices in a fluid simulation dataset and assigning
a measure of this to each data point, perhaps by doing calculations on a different but
related dataset [9].
2.2.5 The role of IVA when exploring complex datasets
As indicated above, Interactive Visual Analysis can be used to uncover hidden infor-
mation in complex datasets, which is the same objective as addressed by data mining
techniques1. In contrast to many mathematical and statistical data mining techniques,
the interactivity of IVA enables the human operator to very quickly apply intuition and
domain knowledge to the data analysis process. In addition, outliers and anomalies in
the data are more likely to be discovered than if purely automated processing was per-
formed; these are often easily visually distinguished from the rest of the data. Visual
methods also improve the ability to discover unexpected characteristics of the data, and
the generality of IVA ensures that it can be applied to a large number of domains.
Some form of data visualization is usually essential if we want to extract knowledge from
complex datasets. Just looking at numbers in a spreadsheet or other data structure will
fail for all but the simplest data analysis problems. IVA takes advantage of this by
bringing the visual process to the center of the analysis methodology. It also serves
as a starting point for generating firm statistical measures for a given phenomenon.
1The term data mining in the scientific literature often refers to specific computational, mathematical
or statistical techniques for uncovering information and knowledge from complex datasets. Data mining
uses techniques from machine learning in order to discover patterns in data [80] (chapter 1, pages 5–6).
The term ”data mining” has been adopted by the industry and hence, in the context of business, it
is often used as a general term for complicated techniques that aid knowledge discovery in complex
datasets. When reading the scientific literature with a layman’s understanding of the term, the more
specific definition of data mining can be a source of confusion.
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Statistical analysis is a widely established scientific technique, but it is often not clear
when exploring a dataset which parts of the data are relevant for the statistical analysis.
Further, it is harder to formulate hypotheses when using statistics on an otherwise
unfamiliar dataset. And since the properties of the data are unknown, choosing the
right statistical approach is difficult. IVA alleviates all these problems.
2.2.6 Temporal considerations
While data explored with IVA is often also time-dependent, the data does not usually
arrive to the visualization interface in real time. Most existing papers on IVA either use
static datasets, or implicitly assume that the data source is static and does not change
during the analysis procedure. This is often a reasonable assumption, and also a useful
simplification when developing advanced visualization methods. However, no aspect
of IVA requires the dataset to be static, which implies that the methodology could be
adapted to streaming data. We explore the implications of performing IVA of dynamic,
streaming data in the next chapter. This includes a discussion of the applicability of
and the adaptions to the advanced IVA techniques as summarized above.
Note that a visualization technique can be interactive and at real-time framerates, even if
the data itself does not arrive in real time. This distinction can be a source of confusion
when reading the literature, as mentioned in the introduction.
2.3 Streaming data visualization
Szewczyk defines streaming data as ”a continuous sequence of ordered observations of in-
determinate length” [73]. As discussed by Lampe [47], this has a number of implications
when referring to such a data source:
• The data arrives in parallel with the operator’s monitoring or analysis procedure
• The sample size is potentially unbounded
• Data which is not explicitly stored, is irrevocably lost
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Although the latter two of these restrictions can usually (though not always) be con-
trolled through suitable memory management techniques, there is a clear implication
that creating visualizations of streaming data means managing greater complexity. This
is a challenge both from a human and a technical viewpoint.
2.3.1 Analysis vs. monitoring
One application of streaming data visualization is process monitoring, common in e.g. the
Norwegian oil and gas industry. Process monitoring has existed as a discipline since the
early years of the Industrial Revolution, and has only recently been computerized [57].
Braseth et al. distinguish between monitoring, where the operator must pay constant
attention to the monitored variables and be ready to intervene at a moment’s notice, and
analysis, where there is more time available to reflect and consider deeper relationships in
the data [8]. Monitoring allows the real-time investigation of parameter values, but the
investigation of more complex relationships between parameters is prevented as only the
current parameter values are displayed. Analysis allows a more detailed investigation of
complex relationships between parameters, by allowing plot types that show correlations
between different parameters. However, analysis is traditionally performed on a static
dataset which is separated from the real-time data stream. The distinction between
analysis and monitoring is not without reason, as there is often not enough time available
to perform detailed analysis in a real-time scenario. This is illustrated in figure 2.4.
Using animated visualizations to display temporal and streaming data is not a new
idea [10, 30]. Process monitoring is given thorough treatment from the perspective
of interaction design, e.g. by Braseth et al. [8]. However, we have seen only a small
amount of work that explicitly addresses the interactive and modular visual analysis
methodology of IVA in a form applicable to real-time processes. Implementing a suitable
solution to this problem would result in the analysis procedures becoming manageable
when the urgency and time pressure is higher. Braseth’s distinction between analysis
and monitoring is a key motivation for developing new techniques for visual data analysis
in the streaming data, real-time domain.
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Figure 2.4: Information value vs. pace of analysis. As less time becomes avail-
able for making a decison, the achievable level of interactivity during data analysis is
reduced. We refer to this conceptual range of interactivity as the ”analysis-monitoring-
continuum”. Image courtesy of Ove Daae Lampe [47].
2.3.2 Process monitoring dashboards
Process visualization dashboards (figures 2.5 and 2.6) display the current value of pa-
rameters of interest, and often use windowed time graphs in order to provide context
to the current sensor values: A number of animated time series are displayed, showing
the history of important data values in the recent past2. This is called a dashboard dis-
play [47]. The history is usually provided in order to detect trends, not for performing
a detailed analysis of recent data [7].
These streaming data visualization tools are suitable for their domains, but by design
provide only a limited capability for the analysis of higher-dimensional relationships in
2The amount of history displayed is application-dependent. The key point is that the recent history
provides context for the current situation, so only the history that is still relevant for a skilled operator
making continuous decisions, should be displayed.
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Figure 2.5: Dashboard for visualization of streaming sensor data from oil drilling.
Image courtesy of Ove Daae Lampe [47].
Figure 2.6: Real-time process visualization trend lines, with three different display
types for the current value. Current values and recent history is easily visible, but
deeper relationships between parameters are hidden. Image courtesy of Braseth et
al. [7]
the data. There are analysis tasks that have real-time constraints but would still benefit
from an ability to perform a more detailed analysis on the fly3.
2.3.3 Streaming data visualization techniques in InfoViz
Lampe treats some of the challenges of real-time streaming data analysis in his Ph.D
thesis [47]. In one example, sensor data from oil drilling operations is investigated4.
Lampe mentions the challenges of monitoring streaming data in a real-time scenario
when only part of the data stream can be stored and viewed at the drilling site. Kernel
3A practical example is comparative visualization in a monitoring scenario: If there is a pattern of
multiple parameter values (e.g. in temperature, pressure, rotations per minute) that could be used to
predict a problem with an industrial process, an operator may want to occasionally compare the current
values with the pattern of values that sometimes occurs before a problem. Such analysis is difficult in a
monitoring framework, but fits well with IVA.
4See Chapter 4, page 33.
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Figure 2.7: Levels of detail in process visualization. Instruments display current
values and the recent history. The instruments are combined in the right-hand views,
reducing monitor space but preserving information content. Image courtesy of Matkovic
et al., with minor editorial changes [57].
Density Estimation (KDE), a frequency-based visualization technique, is used to reduce
the required storage space and still retain a good view of the information content of the
data. As part of the same thesis, Lampe and Hauser describe a novel, GPU-accelerated
implementation of KDE [48] which is a lot faster than previous implementations. This
implementation is applied to perform two-dimensional KDE on a streaming data source
describing real-time ship traffic. The authors note that for this dataset, the KDE calcu-
lation would with a previous implementation in fact be prohibitively slow for real-time
visualization. This demonstrates that data volumes in streaming data visualization can
sometimes be so large that computational performance becomes a problem. The tech-
niques in this paper are demonstrated on simulated streaming data sources5.
Matkovic´ et al. enhanced process visualization by incorporating techniques from InfoViz
in the traditional gauge, bar and LED displays [57]. This approach improves the capabil-
ity of well-known visualization techniques without compromising the available monitor
space: The recent history is displayed alongside the current values, and multiple mea-
surements of identical or similar values are robustly combined in a single display. This
enables the instant discovery of diverging values. Varying levels of detail support the
clarity of the relevant information, as illustrated in figure 2.7. The real-time aspect of
these techniques is given by the live data source, and great care is taken to ensure that
the displays are accurate and readable in each user scenario. As in most other process
5See video by the authors on YouTube: http://youtu.be/1N5kg_tcG1s
Related work 20
Figure 2.8: Density Display for data stream monitoring. Each cell represents average
CPU load during one minute, and new data is added as dictated by the layout scheme.
There are various strategies for updating the display, with different perceptual tradeoffs.
Image courtesy of Hao et al., with minor editorial changes. [24]
visualization displays, immediate attention is emphasized at the cost of the inability to
examine higher-dimensional relationships between sensor values.
Hao et al. explored density displays for streaming data [24] (figure 2.8). Frequent mea-
surements of CPU load for a large number of servers are continuously inserted in a grid
visualization. The authors explore how the large data volumes necessitate frequent up-
dates of this visualization, and how these updates affect operator awareness of earlier
data. Three different update schemes are examined, in addition to dynamically chang-
ing the resolution of the display as new data is received. Each of these methods have
a tradeoff between display consistency, update frequency and potential operator confu-
sion, which exemplifies that streaming data visualizations have more constraints than
visualizations of static data.
Krstajic´ and Keim discussed how traditional InfoViz techniques behave during real-time
updates [44]. Seven common visualization types are evaluated with regards to how they
change after an incremental update, and how updates affect the viewer’s mental model
of the data. Scatterplots and line charts change only slightly when a new data point is
added, while a basic streamgraph or treemap could get significant layout changes after
minor changes to the dataset. This potential loss of context in the user’s mind is a
significant challenge of real-time data visualization. The user’s mental mapping between
the visualization and the actual data will be invalidated if there are large and abrupt
changes in the visualization. Suitable transitions must therefore be devised such that
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Figure 2.9: The dynamic visual analytics pipeline. This interaction loop is introduced
by Mansmann et al. [55]. The interaction pattern closely resembles the interaction loop
of IVA, which indicates that exploring streaming data IVA might be promising as a
generalized approach to realize visual analytics capabilities in a real-time environment.
Image courtesy of Mansmann et al. [55]
the visualizations can be updated in a perceptually beneficial way. The paper gives solid
treatment of some general concerns of real-time data visualization, and the authors point
out that this is an important field where further study would be beneficial.
2.3.4 Systems and network monitoring
Computer network and server administrators constantly operate in a real-time environ-
ment. This is a field where streaming data is abundant. McLachlan et al. developed
LiveRAC, a visualization system for time series data in data center administration [62].
Hundreds of parameters across thousands of computers (physical and virtual) are mon-
itored, along with event data. This approach uses visualization techniques such as
sparklines, line charts, semantic zooming and other focus+context techniques, and fo-
cuses on user familiarity and perceptive aspects rather than novel visualization tech-
niques. In this instance, the focus is on what to display rather than how. The authors
have made significant efforts to make simple visualization techniques user-friendly and
responsive enough to be useful in an operative environment. The authors concluded
the paper with an informal, longitudinal evaluation. Displaying large numbers of charts
side-by-side, allowing users to actively manipulate time windows and using linked views,
were all techniques that helped the technicians detect errors and inefficiencies that were
undetectable through the use of traditional, automated methods.
Related work 22
Figure 2.10: Relaxed timelines for event visualization. Color is coded to event priority.
Older events, on the left, are eventually compressed in space in order to make room for
new events on the right. Image courtesy of Fischer et al. [21]
Mansmann, Fischer and Keim coined the term ”Dynamic Visual Analytics” (figure 2.9)
as ”the process of integrating knowledge discovery and interactive visual interfaces to
facilitate data stream analysis and provide situational awareness in real-time” [55]. The
authors point out that dynamic data yields additional challenges to those of static data
sets, both for automated and visual analysis techniques: The data volumes might be
unpredictable, the user could experience information overload, the data might behave
in unexpected ways and the extreme values of parameters might be unknown. It is also
noted that different visualization techniques have varying suitability towards incremental
change where a new data point is added, as later explored in detail by Krstajic´ and
Keim [44] (see above). Little research has focused on the applicability of Visual Analytics
to real-time analysis, and this topic is assumed to be a rewarding avenue for further
research [55].
Fischer et al. developed the Event Visualizer application, which is designed to facilitate
real-time analysis of events in a system administrator context [21]. This application uses
the concept of relaxed timelines (figure 2.10), where system events are color-coded and
mapped to rectangles on a horizontal timeline. The timelines are embedded in a dynamic
interface which facilitates panning and zooming. The authors discuss automated scoring
algorithms which affect event priority, and information drill-down is facilitated through
map integration and detail views. The authors’ case study clearly illustrates that good
visualization tools are required for a timely, operative response during scenarios of up
to 420,000 events per hour.
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Figure 2.11: On the left: Dynamic Spiral Timelines. Time is mapped to a revolution
on the spiral, with the top view having a period of 12 hours and the bottom 6 hours.
These spirals display a database of cell phone calls. On the right: Dynamic Tree
Map of web searches for specified keywords. Higher luminosity means that this term
was searched for more recently. Images courtesy of Chin et al., with minor editorial
changes. [11]
2.3.5 Textual analysis
The Internet, the news media and other outlets of human-readable information daily
produce massive amounts of textual data. Chin et al. made a comprehensive review of
this subject [11]. The authors make adaptions to well-known visualization techniques in
order to monitor data streams in real time: Spiral timelines, dynamic tree maps, dynamic
tree views, graph views and multi-resolution networks are explored and evaluated. The
first two of these are displayed in figure 2.11. For most of the visualizations, color is the
cue selected for event age. Applications are real-time monitoring of cell phone calls and
web searches, presumably for the purpose of the United States’ national security. The
authors perform an evaluation of the strengths and weaknesses of each technique, and
then perform a usability study where each technique is used to complete a specified task.
The techniques show significant results of enabling identification of relevant information
in real time.
Krstajic´ et al. introduced visual techniques for analyzing patterns in a massive stream
of online news articles [46]. This work aggregates data from a database of thousands of
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Figure 2.12: Visualization of aggregated keyword data for massive news databases.
The visualization is updated in real time. Image courtesy of Krstajic´ et al. [46]
news sources, updated in real time. News articles are automatically decomposed into
the concepts they discuss, before these concepts are visualized by relative count and
time (figure 2.12). Inspiration has been drawn from the ThemeRiver visualization [29].
A different work introduces sentiment analysis on the same data source, where the
sentiment of news articles is correlated with both time and space in real time [45].
These papers demonstrate the impressive aggregation of very large text databases, but
the streaming/real-time and urgency aspects are not treated in detail.
2.4 Visualization and analysis of time-oriented data
While InfoViz techniques for streaming data still represent a relatively new and unpaved
area, the visualization and analysis of time-oriented data has received a lot of attention
in the literature. The time series, most commonly represented with a line chart, is a very
common representative of such data. However, many other possibilities exist. Aigner
et al. present a very comprehensive review of the different types of time-oriented data,
along with visualizations that are used to represent them [1, 2]. Spiral graphs [79],
ThemeRiver [29], and temporal clustering [76] are all examples of visualizations that
can be successfully applied to time-oriented data. Which visualization is most suitable,
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depends on the analyst objective and the characteristics of the data in question. In the
examples we have mentioned here, spiral graphs work well when temporal cyclicity is
an important feature of interest, ThemeRiver works well for exploring categorical data
or large time-stamped text collections, while clustering is a good technique to display
aggregated data, temporal or otherwise [2]. A comprehensive review of time-oriented
data and visualization is beyond the scope of this thesis, but we note that this is a
subject which has been studied in exquisite detail.
We now discuss some different approaches and concerns that are relevant to the subject
of visualizing time-oriented data.
2.4.1 Symbolic representation of time series
Lin et al. developed SAX [51], a symbolic representation of time series which provides
a high level of abstraction while facilitating motif enumeration and anomaly detection.
The methodologies surrounding SAX are summarized and implemented in the VizTree
application (figure 2.13), facilitating rapid classification, search and anomaly detection
in large time series. This technique transforms the time series into a normalized Piece-
wise Aggregate Approximation (PAA), which is similar to the approximation by a linear
combination of box basis functions. The PAA is then further discretized into an alphanu-
meric string, where each letter in the alphabet denotes a particular range in the PAA
and each letter in the string represents a fixed time span [51]. Notably, the abstraction
algorithm in SAX is local. This is a subtle but important point which makes it suitable
for use on streaming data of unbounded size. The SAX representation allows the data
to be encoded in a modified suffix tree, which is a powerful visualization technique for
motif discovery [52]. This allows allows visual or automated classification of recurring
patterns in time series, which is useful from the perspective of knowledge discovery [50]6.
A suggested application of these techniques is the analysis of time series telemetry data in
the final hours before a space rocket launch, supporting the binary decision of whether
or not to launch the rocket [53]. This scenario exhibits a decision pressure which is
very much in the real-time domain. Although the authors don’t explicitly discuss the
challenges of streaming data monitoring, the scenario clearly demonstrates a need for
6As a historical note, it appears that the application of motif discovery through a novel symbolic
representation [50] was explored before the details of the symbolic representation (SAX) was fully artic-
ulated in the literature [51].
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Figure 2.13: The VizTree application
A screenshot of the VizTree application, here used to detect an anomaly in an ECG dataset.
Image courtesy of Lin et al. [53]
data analysis methodologies that provide decision support in real-time situations. SAX
is a successful technique which is cited in many other papers, as outlined in a review by
Fu [22].
2.4.2 Navigating in massive time series
When working with very large time series, it can be difficult to find the required part of
the time series due to limited monitor space and human perceptual abilities. SAX is a
symbolic aggregation technique, which greatly reduces the information content in order
to detect interesting features. When navigating in the details is required, we must use
a different approach. Kincaid has developed SignalLens (figure 2.14), which imitates a
magnifying glass in order to display the focus+context when investigating signal traces
from electronics [41]. These time series are from 104 to 107 points in size. Kincaid’s lens
implements a lightweight optical simulation, and also includes some pattern recognition
capabilities to allow automated search.
An alternative to the space distortion technique used by Kincaid, is to reduce the vertical
space of the line chart, stretch it over multiple lines and instead use color to emphasize
signal magnitude (figure 2.15). These techniques are known as pseudo coloring tech-
niques, and a prominent example is two-tone pseudo coloring (2TPC) [69]. 2TPC uses
a skewed color map to draw each vertical portion of the time series, and yields a very
Related work 27
Figure 2.14: Kincaid’s SignalLens, showing a space-distorted focus+context view
of a large amplitude-modulated signal trace. Boxed region is of equidistant samples,
while the the area on its sides gradually decreases the magnification level until only the
unmagnified signal is displayed. Image courtesy of Robert Kincaid [41].
Figure 2.15: Two-tone pseudo coloring. Left-hand diagram shows how values are
mapped to a color scheme. Right-hand side uses this technique to display the hourly
temperature variation in Tokyo throughout a whole year. Image courtesy of Saito et
al. [69]
intuitive plot where both color and shape cues are provided. This makes it easy to see
minima, maxima and patterns. 2TPC is very intuitive and can display large amounts of
data in a small space, provided the data and format of the visualization is appropriate.
The horizon graph is a very similar technique, which is suitable for time series which
have a natural center value [20, 66]. Jerding and Stasko’s information mural technique
is a different method, which can also be used for drawing large time series in a limited
space [34]. The information mural uses coloring and anti-aliasing to ensure that over-
plotting does not greatly reduce the information content of visualizations, when there is
limited space available for drawing a large amount of data. The authors use this tech-
nique to draw an expressive time series plot of daily sun spot observations for a 143-year
period, using only the width of an A4 page.
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Figure 2.16: Timebox widgets, used to successively narrow down a selection of time
series rom a large initial query. Image courtesy of Hochheiser et al. [32].
2.4.3 Searching in time series
Although visual techniques allow us to include human insight and pattern recognition
in the investigation, automated tools are sometimes required to find a particular feature
in a large time series. This subject has been given a lot of attention.7 Regarding visual
techniques in particular, Wattenberg created QuerySketch which lets the user sketch a
portion of a time series and automatically detect similar patterns [77]. Earlier techniques
for time series search required manual specification of the requested data characteristics.
Wattenberg’s approach creates a layer of abstraction over these methods, exemplified
by the Euclidean distance metric. This allows the user to use free-form sketch queries,
7A detailed review of such techniques is beyond the scope of this thesis, but an article by Lin et al.
has a comprehensive review of query-by-content algorithms for large time series [50].
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which are more intuitive due to the visual time series representation that is used in
practice.
Hochheiser, Shneiderman et al. introduced a different technique to specify queries in
large time series databases: Timeboxes (figure 2.16) specify the requested ranges in both
time and value, and can be combined in order to narrow down a query. This approach
is combined with the notion of envelopes, which give a rough visual indication of the
distribution of the time series in question [31].
While both these techniques work on time series of arbitrary size, the latter is adapted
to the situation where we are searching among a large number of overlapping time
series. An example would be hundreds of simulated temperature curves in a climate
model. Timeboxes and envelopes are implemented in the TimeSearcher application [31],
which provides an interface for applying this technique to large databases of time series.
The authors also demonstrate the suitability of this technique for querying a genome
database, an example of data which is not time-dependent [32].
2.5 Summary
This concludes our discussion of the scientific context for this thesis. There are many
good and interesting works on topics that are closely related to our main area of focus,
and we conclude that streaming data visualization is a subject which appears worth-
while to investigate closer. In the next chapter, we discuss the conceptual and practical
challenges of analyzing streaming data in real time, in the context of Interactive Visual
Analysis.
Chapter 3
Interactive Visual Analysis
methods for Streaming Data
This chapter focuses on the challenges that appear when adapting Interactive Visual
Analysis to its use on streaming data in real time. We explore the practical problems and
conceptual background for these challenges, and suggest solutions that are compatible
with the interactive and dynamic nature of IVA. We explore areas where the extension
of IVA to streaming data introduces additional complexity, and suggest techniques that
allow users to manage this complexity. While many of these concerns are unique to IVA,
some of them are relevant for visualization of streaming data in general. Some of our
techniques are exemplified on video throughout this chapter, before they are subjected
to evaluation and demonstration on real data in Chapter 4.
3.1 Motivation
As we have seen, there has been relatively little work focusing on visual analysis tech-
niques for real-time and streaming data [55]. One reason is that treating the data
as streaming is more complex than treating it as static. Another reason is that such
real-time analysis capability only covers a minority of the cases where visual analysis
is useful. Static analysis techniques like traditional IVA can be very useful even on
datasets that are dynamic. An analyst could for example copy a slice of the live data
into a suitable format such as CSV and then perform IVA on it. This approach simplifies
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the analysis by treating the data as if it was static. Depending on the task at hand,
this could be an adequate technique to get analysis results in a timely manner. We
use the term decision pressure to denote the urgency of making sense of new data as it
arrives, and then making decisions based on the observations. The requirement to make
decisions from observations is central to the analysis of streaming data: If our hunt for
knowledge and insight is not followed by the requirement for timely practical action, it
is clearly possible to use a more leisurely approach for data analysis even if the data rate
is high (figure 3.1).
Figure 3.1: Data rate vs. decision pressure. Analysis techniques differ, depending on
the data rate and the urgency and rate at which decisions must be made.
The key concern for whether treating the data as static is appropriate or not, is whether
the insights from the analysis process are strongly affected by real-time fluctuations in
the data – in other words, whether ”surprises” in the data stream are likely to occur
after the analyst has exported the data for analysis, but before the analysis is complete1.
If this is the case, conclusions drawn from the static analysis could be invalidated by the
time the analysis is finished, resulting in incorrect decisions.
1From the perspective of a wind farm operator, examples of this could be sudden changes in wind
conditions, sudden changes in temperature that affect the safety of maintenance crews etc.
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The discussion of decision pressure above implies that the rate at which decisions are
made, is also important. If making practical decisions from observations in the data is
a rare occurrence that can be done at the operator’s discretion (for example if it is very
expensive to perform actions that modify the monitored process), the decision pressure is
correspondingly low. In this case, it might be appropriate to use the traditional method
of treating the data as static, giving less attention to the real-time aspect of the scenario.
This means that decisions become strategic rather than tactical, moving us away from
the real-time domain as indicated on figure 2.4. The purpose of the analysis is clearly
also important. Data rate does not necessarily correlate with the decision pressure, so a
high data rate is not in itself a reason for using more dynamic visualization techniques2.
However, dynamic visualization methodologies that incorporate the real-time aspect are
still applicable when the decision pressure is lower. The only requirement for using
streaming data visualization techniques, is that the data source updates our data in real
time.
3.2 Initial assumptions and challenges
Many challenges show up in visual data analysis when considering streaming rather than
static data. Some of these are technical in nature, while others are caused by the fight
between the finite human attention and the inherent, inexorable progress of time. We
will assume that the analysis framework in question receives a stream of discrete data
in a spreadsheet-like format, one row at a time. This is already a simplification over
the more general form where each dimension could have a separate data rate, but it is a
simplification we consider reasonable for the purposes of exploring streaming data IVA.
2As an example, social networks gather huge amounts of data on the behavior of millions of users,
on a minute-to-minute basis. The streaming aspect of this data is irrelevant for a researcher using this
data to investigate e.g. the development of smoking trends among teenagers.
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Manual pre-processing of data is impossible in a scenario where the data is streaming.
Pre-processing is usually an important part of the Visual Analytics process [40], and
may involve the removal of corrupted data, interpolating or filling in missing data points,
removing outlier data points or any other operation which cleans up the source data.
This process is very dependent on the data in question, and is often manual. Real-time
analysis necessitates the automation of this process, since we neither have the whole
dataset nor have the time to manually inspect the data prior to analysis. This obviously
necessitates a lot of care in the implementation of the data source and the visualization
framework, since unexpected discrepancies in the data can in the worst case lead the
analyst to draw incorrect conclusions.
When investigating IVA of streaming data, we mostly use simple visualization tech-
niques: Scatterplots, histograms and line charts. As noted by Krstajic´ et al. [44], dif-
ferent visualization techniques show great variation in the degree to which they can be
adapted to real-time, continuous updates as new data is received. Loss of context and
user confusion are common when using advanced visualization techniques on streaming
data. This illustrates that real-time data visualization is a broad field which requires
consideration of both the technological and human aspects in order to provide useful
tools.
Hence, a recurrent theme throughout this chapter is the unique challenges an operator
faces when using an imagined software tool to create and make sense of visualizations
of streaming data. We imagine a person monitoring a live feed of data subject to the
constraints defined above, with the responsibility to make timely decisions or provide
advice based on the characteristics of the data stream. For each of the practical chal-
lenges this person faces, there is a corresponding conceptual background for the problem
and multiple ways we could attempt to resolve the challenge.
We now provide a high-level overview (figure 3.2) of the challenges that show up when
performing IVA on streaming data in real time. The challenges are described by how
they manifest themselves as a practical problem, the conceptual background for this
problem and a brief description of our suggested solution. This should make it easier to
follow the detailed reasoning and examples below, which roughly follow the structure of
the overview.
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Figure 3.2: An overview of the challenges, concepts and solutions covered in this
chapter.
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Many of the challenges mentioned above are applicable to streaming data visualization
in general, and not only to Interactive Visual Analysis. Since IVA is an interactive
and iterative technique, we also need to discuss how Focus + Context in the form of
data brushing on dynamic linked views adapts to real-time situations. As we discuss
later, the real-time aspect increases the complexity of linking and brushing, as well as
that of other established IVA techniques. The pressing real time aspect provides many
additional challenges for data visualization.
3.2.1 Terminology and basic visualization framework
We start by introducing a rudimentary IVA framework: Four linked views, each of which
can be configured to display a scatterplot, a histogram or a line graph (see figure 3.3).
Data items highlighted in one of the views are also highlighted in all the other views.
Inspired by ComVis [58], this layout constitutes a lightweight environment in which the
”Show & Brush loop” can be performed. The three available view types have the advan-
tage that they preserve user context comparably well when incrementally updated [44],
and therefore provide a good basis for the following discussion.
We imagine that this interface is connected to a data source, where data items arrive one
at a time, with a fixed time interval between each data item. Assuming finite storage
Figure 3.3: Simple IVA framework: Four linked views, where the view type can be
selected with the tabs, parameters selected with dropdown boxes and the view range
is selected with the numeric selectors in the bottom-right corner of each view. See
Appendix A for annotated high-resolution screenshots. The video Demo scenario 1
demonstrates the whole interface in action, and it is introduced in Chapter 4.
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(a) Data buffer, length 7 (b) View window. Length 3, start index 4
Figure 3.4: Illustration of the used data structures.
capabilities, these items must be stored in a finite buffer before drawing them on screen.
We choose a FIFO queue of fixed length, which will be referred to as the ”data buffer”.
Data items leaving the buffer are permanently dropped.
What part of this buffer should be drawn in the views? The data buffer can be large
in both size and time span, and the user focus and the computational resources are
limited. Therefore, we argue that a moving window of user-defined size is the correct
selection to draw in the views. This moving window will initially encompass the data
items which were received most recently, and by default sticks to the head of the data
buffer. We refer to this as the ”view window” (see figure 3.4). The metaphor of a moving
window of focus allows the flexible selection of user context, and the situation where an
operator wants to display all available data points emerges as a special case where the
view window size equals the data buffer size.
The traditional process visualization dashboard where the recent values of some impor-
tant sensor values are drawn as line graphs, occurs as a special case of such a layout.
3.2.2 The conflict of attention
A fundamental challenge when analyzing streaming data, is how to relate to time itself.
A user can only pay close attention to one visualization at a time. Time will keep
progressing no matter what the user chooses to do, and this implies that there is a
fundamental conflict about what to do with the available time. We use the terms ”focus
time” and ”data time” to distinguish between what the operator sees and the data that
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Figure 3.5: Buffer overview with the view window highlighted in red, before and
after shifting the view window to a previous region of focus. In the top example, the
view window encompasses the region at the head of the FIFO queue, selecting the most
current data. In the second example, the view window has been moved towards the tail
of the queue, so that it selects older data items.
currently arrives through the data stream. In a normal dashboard display, focus time and
data time will be identical as long as the operator sits at the console and monitors the
data stream. If something happens in the data stream, it will be immediately obvious.
However, we can imagine scenarios in which the user would like to stop the dynamic
visualization in order to closer inspect something that may have occurred in the data
stream. In such a scenario, focus time has been stopped and will inexorably diverge
from data time. Events which now occur in data time (i.e. what is actually happening)
will not be obvious to the operator, and depending on the data characteristics, the
discrepancy between the focus time and data time will grow as time passes. Pressing
real-time events could occur while the operator’s attention is elsewhere. User time and
attention are scarce resources which must be invested with care.
3.2.3 Time navigation
Our basic visualization framework implies that the operator will by default only see the
latest data items that arrive from the stream. To provide context for the view window,
one obvious solution is to also display a line graph of a prominent dataset dimension of
the entire data buffer, with the contents of the view window highlighted. A line graph
maps the the time dimension directly to the X axis, which provides an anchor for the
operator’s mental model of the progress of the process behind the data stream.
This intuitively yields an interface for manually selecting which portion of the data buffer
to display in the view window: Dragging the view window across the data buffer moves
the view window’s region of focus (see figure 3.5).
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Data playback
By default, the view window will stick to the head of the data buffer, with new data
items constantly being inserted ”on the right” and old data items leaving ”on the left”.
But if an interesting event occurs in the data stream, the operator might want to freeze
the visualization in order to investigate this event and its context more closely. Such
an investigation could consist of bringing up new views, looking at other dimensions or
using the Show & Brush technique to investigate higher-dimensional properties of the
data.
To facilitate this type of analysis, we introduce a playback metaphor: The operator can
choose to pause the visualization, which causes the view window to stick to the data items
currently in view. Meanwhile, the data buffer keeps receiving new data items from the
stream and discards the oldest, so the view window will gradually shift towards the tail
of the data buffer. The end result is that the operator can now investigate the features
of the relevant data items, without paying attention to the head of the continuously
updating data buffer. (This also implies that focus time and data time diverge).
Our playback metaphor mimics the terminology from an old-fashioned cassette deck:
Play, pause, fast-forward and rewind (interface illustrated in figure 3.6):
• Play makes the view window follow the data buffer, perhaps shifted back in time
from the head of the buffer. If this is the case, the animated views will display the
development of the data stream in the recent past. Otherwise, they will display
the current data.
• Pause freezes the view window, as described above.
• Rewind gradually shifts the view window from the present into the past (towards
the tail of the data buffer), animating the views during the process.
• Fast-forward gradually shifts the view window towards the head of the data buffer.
Playback actions only affect the position of the view window with respect to the data
buffer. The data buffer is always updated independently.
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Figure 3.6: Playback and buffer control panel
Figure 3.7: Illustration of the loop mode. The region between the orange delimiters
will be repeatedly looped until this region leaves the data buffer, at which time regular
playback will continue. A video of this can be seen in Demo scenario 2, which is treated
in detail in Chapter 4.
Looping
We also need to consider the case where an interesting event happened over a time longer
than the length of the view window, or where we otherwise want to replay and investigate
the event multiple times. We introduce a looping function, where the operator is allowed
to select a start and end point in the data buffer (see figure 3.7). In loop mode, the
view window will move at the same pace as the data buffer between these two points,
”replaying” the event for the operator as many times as necessary. Optionally, the
looping process can be accelerated by fast-forwarding at the same time.
We have now seen one dimension along which the streaming aspect complicates the IVA
process: The analysis can take place on data which is either frozen or live. In the case
of live data, the process can happen either on data from the present or from the recent
past. This is in contrast to IVA of static data, where there is no inherent time pressure
and the dataset is always the same.
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Figure 3.8: Buffer overview and linked views. During investigation of an earlier
event, there are new developments in the present. Fast-forward would allow seeing the
development of the histogram until the present, while instantly skipping would give us
the details of the current events immediately.
Rejoining focus time and data time
The conflict of attention exists until the analyst has completed his analysis process and
decides to return to a real-time view of the data stream. This implies merging focus
time and data time again. The physical time between pausing and resuming the data
stream is lost forever, so at the best the analyst will have a limited view of what has
happened during this interval. We want to minimize the loss of attention during this
transition. Using the fast-forward functionality to animate between the data visualized
at Tstop and Tcurrent is one approach (see figure 3.8, or the video below). A second
option is to skip directly to Tcurrent, ignoring everything which has happened during
the stop interval. The suitability of each of these methods depends on the visualizations
used: Our objective is to ensure that the analyst still has the opportunity to assess
whether something interesting happened during the stop. A time-series view which
always displays the surrounding context might play well with a simple jump, whereas
with a scatterplot we would potentially lose overview of all data points received during
the interval. Change blindness [72] is also a risk in such scenarios: when switching
between two views containing different data, the operator’s attention would have to be
directly focused on the screen in order not to risk missing important changes. Leaving
these choices to operator discretion seems like the most flexible approach.
Video of fast forward: http://vimeo.com/geirsmestad/iva-fastforward
Using these interaction tools to navigate between the past and the present, the operator
is no longer tied to the monitoring role where only the present is in focus. If time
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Figure 3.9: Brushing operation, investigating correlation between two linked views.
The data is from the Hywind offshore wind turbine. Histogram of wind direction to
the left, scatterplot of wind speed on X vs. produced electric power on Y to the right.
In this example, no obvious correlation is evident in the brushed data.
permits, the operator can move between the monitoring and analysis roles described in
Chapter 2, and hence receive additional capability to what would be possible using only
traditional process monitoring techniques.
3.2.4 Automatic configuration of view parameters
Configuration of view parameters, such as view size and dimension, should be as easy
as possible in order to allow the operator to direct her time and attention at the data
rather than the interface. We will come back to this subject later. For now, we just note
that facilitating fast, preferably automated configuration of views, is a very important
aspect of interaction design in any applications for streaming data analysis3.
3.3 Brushing in animated linked views
The brushing metaphor is a simple but powerful IVA technique for higher-dimensional
data analysis: Mark a selection of data items in one view, and the same data items
will be highlighted in all other views [64] (see figure 3.9). This technique reveals many
higher-dimensional relationships in a manner that is intuitive and preattentive.
3While the importance of quick, hands-off software configuration is emphasized time and time again
by interaction designers, both commercial and research software often violates this by requiring excessive
effort to configure. So while this point might seem obvious, it is worth stating again. In software for
streaming data analysis, there is simply no option but to conserve the user’s time and attention.
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In the real-time domain, however, there is an important ambiguity as to what such a
brushing operation refers to. We have identified four different scenarios regarding what
the user wants to see4.
1. The data items in a specified range of the data space are selected
2. The specific data items which are visible at the time of brushing are selected
3. The data items which are in a specified region of the visualization space are selected
4. The data items within a graphically specified percentile of the view window (or data
buffer) are selected
Video of brushing modes: http://vimeo.com/geirsmestad/iva-brushing
In the case of IVA of static data, all of these scenarios are identical. But given that new
data items arrive continuously, and also that the range of the views might automatically
change in response to new data items that are out-of-bounds, the distinction needs to be
considered. We emphasize that brushing in a streaming data scenario is quite different
from in a scenario of static data, as illustrated in the video above.
The first of these options is the most general and the default: The selection is updated
every time a new data item leaves or arrives in the view window, and all views are
updated according to whether or not each data item is within the data range initially
brushed. This means, for example, that newly arriving data items can join the selection,
if lying within the brushed data range. If the zoom levels of the views change, the data
space range of the selection remains unchanged.
The second option selects each individual data item inside the brush at the time of
brushing. As data items are purged from the data buffer or the view window position
changes, the highlighted selection will change to reflect whether or not each of the
selected items is currently inside the view window. Such a brush could be useful in order
to e.g. mark a specific event in the data buffer or explicitly mark items to investigate
their temporal position.
Option #3 is relevant whenever the zoom level of a view changes. Brushes are au-
tomatically updated to encompass all data items drawn in a specified portion of the
4We note that this list is not necessarily comprehensive; an arbitrary number of additional brushing
scenarios can probably be defined.
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Figure 3.10: Control panel for automatic brushing, allowing the automated selection
of data points based on the standard deviation or the rank.
screen. This also provides an implicit statistical selection if the zoom levels of the views
change automatically in response to a change in the range of the data items. However,
this option might otherwise be confusing and is mentioned mostly for its conceptual
distinction.
Statistical brushing
Option #4 deserves some special attention. Depending on the plot type, the brushing
operation implicitly marks a percentile range of the data items in the view. By looking at
the values of the items encompassed by the brush and performing a statistical operation,
these percentile ranges can be determined for each axis of the view. Whenever the
contents of the view window are updated, this statistical operation can be performed
to determine which of the new data items are within the initially selected range. We
accomplish a brushing operation which is not possible on static data. This capability
can be used to e.g. detect outliers. Statistical brushing is demonstrated in the video of
brushing modes, at time 2:50 (linked from page 42).
Optionally, statistical brushing can be decoupled from the views. By manually speci-
fying either a percentile range or a multiple of the standard deviation, we can specify
a statistical brush whose selection is updated in tandem with the view window con-
tents (interface illustrated in figure 3.10). In addition to providing a flexible method
for highlighting trends and outliers in the data, this technique frees up the operator’s
attention since part of the brushing procedure is automated. Analyst attention is a
valuable resource that we must conserve whenever possible.
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Calculating statistics
For streaming data, we have three options to consider whenever we calculate statistical
measures for a dataset5:
1. The data items in the current view window
2. The data items in the entire data buffer
3. All data items which have been received since connecting to the data stream 6
An optional fourth option is to calculate the statistical metrics of the items currently
marked by a data brush. Once again, the real-time domain introduces complexity which
is hidden when we are working with a static dataset.
3.3.1 Compound brushing
Second-level IVA, introduced on page 13, allows the possibility of using logical combi-
nations of brushes (AND, OR, NOT) in order to refine a selection [64]. We have not
implemented such a capability, but note that compound brushing is feasible within the
constraints of time and attention that we have available during streaming data IVA.
Provided a suitable user interface, compound brushing gives a simple but powerful en-
hancement to the basic Show & Brush loop, and could very well be implemented in a
streaming data IVA interface.
3.4 Maintaining an overview of the present
We have described an IVA framework where the operator can choose to apply the Show
& Brush loop on arbitrary portions of a live data stream. We have also discussed some
ways in which the real-time aspect complicates the traditional IVA process. Absent from
this discussion has been how to maintain an overview of what is going on in the present
5As for brushing, this list is not necessarily comprehensive, but these three options are meaningful
in terms of the visualization system we have defined.
6Since there could be a limitation on the space available for the storage of historical data, these
statistical metrics might have to be calculated using an incremental/in-place algorithm.
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Figure 3.11: Alarm control panel, displaying a tripped alarm for low power output
on a wind turbine.
when looking at data from the recent past. Human attention is largely undividable7,
and in most cases we must assume that the user does not know what will happen in the
future. If there is only a single operator who is busy investigating events that happened
in the recent past, the present is unattended. Events that take place during this process
could require immediate intervention, e.g. if a temperature sensor goes out of bounds.
3.4.1 Alarms
The problem of sensor values that go out of bounds has already been solved in a variety
of domains. A common approach is to tie an alarm to a sensor value, and interrupt the
user’s attention if erroneous or dangerous conditions occur (e.g. a temperature alarm on
a common household refrigerator). A streaming data visual analysis framework should
obviously include such a capability. In order to avoid alarms triggered by spurious
outliers, we also include the ability to alert the user only if the selected dimension goes
out of bounds for a selected amount of time (interface illustrated in figure 3.11).
In addition to providing alarms based on the violation of a specific threshold value, we
allow the user to set an alert if the newly arriving data items vary dramatically from
the data that have been observed so far. This provides the ability to set alerts for either
absolute or relative conditions, which both have semantic significance8. Kehrer et al. [38]
7While humans usually have a certain ability to multi-task, there are often problems associated with
performing even two simple tasks at the same time [65]. To which degree multi-tasking affects perception
during real-time data analysis is not clear to us at this time, but the impact is certainly negative. We
cannot in the general case assume that a human user will be able to monitor multiple visualizations with
a degree of attention that matches a scenario where only a single visualization is monitored.
8For example, fluids undergo phase transitions at a specific temperature, which could require inter-
vention. But a large increase in temperature can also indicate anomalous conditions which warrant
immediate investigation.
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have previously suggested 1.5 standard deviations away from the mean as a distinction
of a ”weak outlier” and 2.5 standard deviations as characterizing a ”strong outlier”, so
we use these numbers for our alarms. The statistical metrics must be calculated from a
sufficiently large sample, in this case all the data items which have been observed. Due
to the diversity of the data in different fields, alarm conditions are a likely candidate to
be tailored to each individual application.
A side note: Expecting the unexpected
From a data management perspective, detecting sensor values that go outside of estab-
lished boundaries is a simple task. Such events are in a sense expected, even though they
are outside of the normal – detecting and monitoring abnormal behavior is a big part of
the reason why data is monitored in the first place. Outliers or erroneous conditions that
must be detected through mathematical operations such as statistical analysis are more
difficult to handle, but are nevertheless within the category of ”known unknowns”. A
much more insidious indication of error are patterns in the data that indicate something
wrong, or higher-dimensional relationships between parameters, that are the result of
erroneous operation. Such patterns are the main reason we use human analysts rather
than automation, and are also what we intend to make easier to investigate by intro-
ducing better methods for streaming data visualization.
3.4.2 Overview visualization
We now return to the topic of how to let the operator maintain an overview of what is
going on in the present while looking at older data. Traditional IVA allows for the flex-
ible configuration of the views of the data. However, there is by default no mechanism
for viewing all parameters at once. Such views could be created if necessary, but are
excluded from the default analysis scenario for good reasons: Viewing a dense visualiza-
tion of multiple heterogeneous parameters requires a high cognitive load (in addition to
valuable monitor space). Limiting the focus of attention to the portions of the data that
are currently expected to be relevant, provides a much better environment for reasoning,
iteratively querying and investigating complex relationships in the data.
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Figure 3.12: Enhanced Buffer Overview.
For each dimension, we have the minimum
and maximum values ever encountered on
the left. The line plot is of the specified data,
by default the head of the data buffer.
On the right, we display the average, min-
imum/maximum and standard deviation of
the plotted data. To provide another visual
cue, the average is color-coded to the posi-
tion between maximum and minimum val-
ues ever encountered. Standard deviation is
color-coded to the position between zero and
the highest standard deviation ever encoun-
tered.
The average uses a diverging color scheme,
the standard deviation uses a sequential
scheme. We could choose different strate-
gies for these cues depending on application
and data characteristics.
In a real-time environment, we don’t have the luxury of enough time to impose this
limitation on the operator. Seeing at a glance what is going on in the present could be
a requirement if something unexpected happens. We therefore introduce an overview
visualization with line charts for all the dimensions of the dataset, where only the most
recent data items are displayed. We dub this visualization ”Enhanced Buffer Overview”
(EBO). Since this view must be instantly available and not require excessive attention
to configure, the Y axis limitations of the line charts can be set according to the most
recent data range, the range of the entire data buffer or selected manually. In the two
former cases, the range of each dimension is set individually. The interface is illustrated
in figure 3.12.
Optionally, to increase the flexibility of this view, all dimensions of all the data items
within the current view window can be displayed. This provides a quick overview of the
current temporal focus, and could be of interest during general monitoring.
Many other schemes could be devised for providing an overview of the most current data.
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For example, a scatterplot matrix would provide an overview of all the 2D relations in
the streaming data.
3.4.3 Dynamic statistics/aggregation
Another option for displaying the current status at a glance, is to calculate and display
some statistical metrics for each dimension. We choose to calculate the minimum and
maximum, average and standard deviation of each dimension and display these values
alongside each line graph in the EBO. (The metrics are calculated using only the values
visible in the EBO).
The overview visualization we have realized so far, could be further enhanced to im-
prove its perceptual aspects. A line graph is a dense but na¨ıve technique to represent
information, and has perceptual drawbacks when displayed in a dense visualization. A
pseudo coloring technique, such as two-tone pseudo coloring [69], would likely be an
improvement in this regard. Unfortunately, time constraints prevented us from fully
exploring this avenue. Visualizing how the statistics develop over time, is also an option
which could later be explored in detail.
3.5 Handling high data volumes
Human perception is limited when it comes to real-time observation and interaction.
Card et al. [10]9 mention three levels of interaction, at roughly 0.1 seconds, 1 second
and 10 seconds, called the human time constraints10. These intervals define the limit
to smooth perception, reaction/dialogue and a single interaction cycle, respectively. In
other words, there are limits to how fast different types of human interaction can happen,
provided that the person is expected to have a complete overview of what is going on.
According to this theory, percepts that occur at smaller intervals than approximately
0.1 seconds are perceived as simultaneous. This places a limit to the data rate a human
analyst can fully monitor. In addition, an analyst will be unable to react to distinct
events that take place less than a few seconds apart, and will be unable to perform
9See Chapter 3, Interaction.
10The authors did not claim that these are absolute limits, but they are within the correct order of
magnitude for each level of interaction.
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detailed analysis tasks for events that occur with smaller intervals than a few tens of
seconds.
The human time constants are easily challenged in a real-time data analysis scenario, and
we need to introduce techniques to help alleviate this limitation. There are two concep-
tual ways that the human time constants can be challenged in a real-time application:
Either the data rate is higher than the 1-10Hz defined by the perceptual interaction
limit, or the variability in the data is faster than the 10-30 second limit defined by the
interaction cycle. These scenarios are not mutually exclusive.
3.5.1 Data rate reduction
The simplest way to alleviate the problem of a high data rate, is to reduce the data rate.
This necessarily causes a loss of information, which could be large. Operator judgement
is important. There are many ways to implement such a functionality:
• Samples could be randomly dropped
• Data items could be sampled from the data stream only at a fixed interval
• Samples could be reconstructed, and the interpolated value added to the data
buffer only at a fixed interval
We have implemented the first two of these methods (figure 3.13), which are examples of
statistical sampling [14]. We discuss interpolation in greater detail below. We consider
the second option better than the first, since it avoids the extra cognitive load of a
variable data rate.
A drawback with either of these methods is that minima and maxima in the data stream
are not preserved. These could have important semantic value. Minima- and maxima-
preserving sampling schemes could be devised if necessary.
3.5.2 Frequency-based visualizations
Another way to sidestep the issue of a high data rate, is to use visualizations that are
frequency-based rather than item-based. We implement histograms to demonstrate this
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Figure 3.13: Control panel for data rate reduction by random sampling
Figure 3.14: Sample histogram. The histogram is a well-known frequency-based
visualization technique. This particular histogram displays power produced (kW) by
the Hywind wind turbine during a certain time span.
capability (see figure 3.14). Another possibility would be to use Kernel Density Estima-
tion [48], which estimates the probability density function implied by the distribution
of the data.
Frequency-based visualizations provide the benefit of not visualizing each data item
individually. In addition to alleviating problems with temporal perception, such visual-
izations have the added bonus of avoiding overplotting, which plagues many item-based
visualizations when data volumes are high [44]. Data with high variability (e.g. alter-
nating between low and high values in a short interval) could still pose a challenge wrt.
the human time constants.
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Figure 3.15: Comparison of unfiltered wind speed readings (left) and trend+outlier
view (right). The trend+outlier view is a simple moving average with window size 9.
Data items more than 2.1σ outside of the mean are highlighted in red11. The charts
contain 350 sensor readings.
3.5.3 Trend + outlier views
A second approach is to reduce the variability in our data through aggregation. One
obvious choice for such a transformation is the moving average, which can in the termi-
nology of signal processing be considered a convolution. Averaging can help to smooth
out noisy data in order to reveal trends that are not obvious when looking at the raw
data. The cost of this operation is obviously that we lose the minima and maxima, in
addition to hiding the details of the individual data values.
A diplomatic middle ground is to create a ”trend + outlier view”. In addition to display-
ing the moving average in a line chart, we continuously calculate the mean and standard
deviation of the data buffer. Individual data values that deviate from the mean more
than a specified multiple of the standard deviation, are highlighted next to the moving
average. This view is illustrated in figure 3.15.
We have chosen the simple moving average for this calculation. For elements x of the
view window, the value of the moving average of degree k at position n is given by
An =
xn+xn 1+xn 2+···+xn k 1
k
The simple moving average has the disadvantage of shifting the averaged values with
regards to the original data. But unlike the central moving average, it can be computed
for the whole data buffer without making assumptions about data values that have not
11In the trend+outlier view, the definition of an outlier can be specified in the user interface. For
this particular example, a value of 2.1σ away from the mean fit well with the data. The definition of an
outlier usually depends on the dataset.
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Figure 3.16: Scatterplots of wind speed vs. produced power in kW. Data has been
smoothed with the moving average across the whole data buffer, as indicated by the
smoothed wind speed plot in the buffer view. The left-hand scatterplot displays the
raw, unfiltered data.
yet been received. To make up for this compromise, we shortly consider the application
of convolution, which allows the central moving average to be easily computed.
3.5.4 Generalized signal processing
The trend + outlier view is a local aggregation technique, transforming only the current
view of our data. The view type is limited to the line chart. Extending the notion
of aggregation, we can also allow the transformation of the entire data buffer (see fig-
ure 3.16). The user can selectively apply transformations to any of the four views in the
visualization interface. This allows for a generalized comparison of aggregated and raw
data in any of the three main view types that we have implemented.
We implement the simple moving average as defined above, in addition to the simple
moving variance (SMV), illustrated in figure 3.17. The moving variance measures how
much a sequence of values varies over each interval. For each position n of the data
buffer, it is defined as follows, using the same constraints as for the moving average:
Vn =
∑n
i=n−k−1(xi−µ)2
k
where µ denotes the average of the current selection, i.e. µ =
∑n
i=n−k−1(xi)
k for each
position n of the data buffer.
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Figure 3.17: The simple moving variance (SMV) of a sine curve. Original data on
the left, variance on the right. This curve contains 180 data points, and the SMV has
degree 9. Note that the SMV has been calculated for the entire dataset, while these
plots only show the current view window. Since the SMV will be slightly shifted in
relation to the original data, the leftmost part of the SMV plot incorporates some data
points which are not visible in the plot of the original data.
This leads us to the notion of generalized signal processing on a real-time data source.
Using convolution, we can create an interface for user-directed linear filtering on any
dimension of the dataset (illustrated in figure 3.18).
If we consider each dimension of our data buffer to be a real-valued function f and
our convolution filter a function g, both defined on the set of integers Z, the discrete
convolution of a data buffer of length k is given by
(f ∗ g)[n] =
k∑
m=0
f [m]g[n−m]
calculated for each position n along the data buffer. Values outside of the data buffer
are defined to be equal to the outermost value12. For simplicity, we let m = 11 and
g ∈ [-1, 1]. We define an interface where the user can select the 11 values of g, and
let g equal zero outside of [-5, 5]. This visual convolution selector is interpreted from
right-to-left by the software, in order to match the intuitive picture of the convolution
function as a filter which sweeps across the data buffer during the transformation. To
ensure a uniform scale on the final signal, we also divide the result during each step
by the absolute value of the definite integral of g. (In the case of a zero-valued definite
integral, we divide by 1 instead, which corresponds to not scaling the result).
12In principle, there are many different strategies for handling the edge values when calculating a
discrete convolution. We selected the outermost value for the technical simplicity of this approach, but
note that more sophisticated schemes are possible.
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Figure 3.18: Moving average by generalized linear filtering. Similar data to the
example used earlier, but this time processed generally through a box filter rather than
an algorithm that specifically calculates the moving average.
Using generalized linear convolution, a skilled operator can interactively and in real
time apply a wide range of linear filters to her data stream. This provides a flexible
tool for transforming noisy or fluctuating data streams to a form which better matches
the human operator’s requirements and perceptive capabilities, in addition to providing
a completely new tool for real-time data transformation. For instance, estimating the
numeric derivative of a dimension is accomplished by creating a filter that approximates
the central difference operator. This operation is illustrated in figure 3.19. Allowing
different filters for different dimensions would further improve the capability of this
approach.
Using data transformations to allow more complex real-time IVA
Konyha et al. define four levels of complexity in Interactive Visual Analysis [42]. This
thesis is mostly concerned with the first level, under the assumption that there will not
be enough time to allow an operator the cognitive load and physical actions necessary
to e.g. perform attribute derivation or application-specific feature extraction on the live
data. However, as we have seen in section 3.3.1 and in the previous paragraph, both the
second and third levels of IVA can be adapted to real-time applications: Linear filtering
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Figure 3.19: Numeric differentiation by realizing a central difference operation. Dif-
ferentiation is implemented through the use of a gradient filter. The dataset is a sine
curve (scaled to an amplitude of 100), displayed filtered on the right and unfiltered on
the left. The filtered curve corresponds to the cosine, as expected13.
is a transformation of the original data, which is the requirement for an IVA interaction
to be considered third-level.
When performing transformations on our data, there are two separate issues that slow
down the process: The cognitive load required to plan the transformation, and the user
interface actions needed to apply it to the data. There is little to be done about the cog-
nitive aspect, but our observations of existing IVA methodology indicate that there are
great opportunities for simplifying the user interface tasks. Often, data transformations
are performed with external tools directly on a dataset in CSV or XLS format. Inte-
grating the process with the visualization interface through e.g. an interactive formula
editor should greatly expedite the process.
It follows from these observations that moderately complex attribute derivations should
also be feasible during real-time IVA, i.e. calculating new dimensions of the dataset
based on the other dimensions. To do this, we would have to create a formula editor
which is sufficiently interactive and does not interfere with the real-time monitoring.
13Note that the amplitude of the result is affected by the scaling factor. As described above, the
scaling factor is now 1, since the definite integral of g is zero when g corresponds to the central difference
operation. We have therefore scaled the result manually, by setting the weights of g to 0.8 instead of
1.0.
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3.5.5 Intermittent view updates
Video of intermittent updates: http://vimeo.com/geirsmestad/iva-intermittent
A third avenue for handling high data rate and high data variability is to limit the view
update rate to correspond to the human analyst’s perceptual limitations, as described
on page 48. In other words, we would like to keep our views static except for occasional
animated updates to make the views match the current data (illustrated in the video
above). If we do this, we are in effect transforming our real-time data analysis appli-
cation into an intermittently static data analysis application. This has the expected
consequence of introducing a small delay between the observed and the current data
values, but this could be an acceptable tradeoff.
We allow the user to define a view update interval and an update speed. In intermittent
mode, views are not updated continuously as new data items are arrive. Instead, the
views are frozen during the update interval, which corresponds to the ”interaction cycle”
length in human perception, for example 10-30 seconds. New data items received during
this interval are stored in a temporary buffer. At the end of the interval, all views are
updated with the data items that are presently inside the view window. In order to avoid
change blindness, this update is animated in the order that the new data items were
received. The length of this animation should correspond to the ”reaction/dialogue”
length in human perception (on the order of one second).
This view update scheme largely eliminates the perceptual difficulties of high data rates
and variability, but clearly introduces some complications. The abovementioned delay
before the present data is displayed is one aspect. A bigger issue is that decoupling
the views from the real-time data stream could cause the operator to lose some of the
cognitive reference to the temporal order of new events. This problem also occurs when
the user is looking at older data rather than the present, and we investigate a technique
to alleviate this problem at the end of this chapter.
3.5.6 Event transformation
Aggregation in the form of averaging or linear filtering is a straightforward way of
processing heterogeneous data for easier human comprehension. A different approach
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Figure 3.20: Sample of the event log for a single dimension of the data stream.
is to transform the data stream into a sequence of events, where each event attempts
to capture a semantic aspect of the data. The space of possible event transformations
is unbounded and could be heavily application-dependent. Aigner et al. have discussed
this subject in detail [2]. We describe one event specification which has some general
applicability.
For each dimension of our data source, we define five data value limits: Lower outlier,
lower band, central band, upper band and upper outlier. These limits assign every data
value to one of five bins. We consider a continuous sequence of data items within the
same bin to be one event. E.g. for a pressure reading, we consider 30 readings in the
central band, followed by five readings in the upper band, followed by one reading in
the upper outlier band to be three separate events of length 30, 5 and 1, respectively.
Events are parsed from the data stream as they occur and stored in a sequential list,
one for each dimension of the data stream (see figure 3.20). This scheme is a run-length
encoding on the values of the data.
We define a user interface which allows the operator to automatically set initial band
limits based on the current contents of the data buffer. The initial bands correspond to
the limits defined in section 3.4.1: data within µ± 1.5σ are in the central band, data
outside of the central band but within µ± 2.5σ are in the upper or lower band, and
data outside of µ± 2.5σ are upper or lower outliers.
These initial bands may not correspond to the best categorization, and we therefore allow
the operator to manually adjust these limits. The interface for event band selection is
illustrated in figure 3.21. Selecting the correct bands is important in order for the
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Figure 3.21: User interface for event band selector, displaying initially calculated
bands that have been tweaked by the operator.
event transformation to be a proper simplification of the data stream. If the event
count per time unit is high, viewing an event display will be equally demanding but less
informative than looking at a more direct representation. For every actual data source,
domain knowledge will provide specific semantic meaning for the different ranges of the
data. This knowledge should be used to select more specific event bands. Sensor ranges
that indicate abnormal operation or failure modes are of particular interest.
3.5.7 Event overview
We create three different views of the event list. The first provides a dense overview of all
dimensions, where color corresponds to event type and width corresponds to event length
(see figure 3.22)14. There is a 1-to-1 relationship between time and width. Preattentive
perception ensures that abnormal data values, the time at which they occurred and any
direct relationship with abnormalities in other dimensions, are visible at a glance. The
Relaxed Event Timeline of Fischer et al. is very similar to this approach, though it also
incorporates space compression for older events [21].
3.5.8 Item-based event visualization
The 1-to-1 relationship between X axis dimension and time is problematic if we have a
long monitoring session, are interested in the temporal difference between long events
or mostly want to monitor the present while keeping recent history as context. We
therefore devise a pure item-based representation where each event has a fixed width.
Event height is scaled according to the length of the event, and the vertical position
14This visualization is still continuous with regards to the discretized event data, and hence does
not fully incorporate the discretized nature of events. It is still a useful visualization for viewing the
relationship between the continuous data and the discrete event representation. The equidistant time
mapping on the X axis also makes it easy to see at a glance when each event begins and ends, and to
compare events from different parameters.
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Figure 3.22: Event overview for six dimensions of a synthetic test dataset. Each pixel
corresponds to the length of a single data point, each color corresponds to one of the
five bands we have defined.
Figure 3.23: Item-based event view. The current event is always on the left-hand
side15. Old events are gradually shifted to the right as new events occur. Event length
is printed on each event bar. This is also a synthetic dataset, used for illustrative
purposes.
of each event is selected according to event type. This means that we are using both
color and position as cues for the event type, which eases the cognitive load during
monitoring. New events are inserted from the left by shifting older events to the right
(see figure 3.23).
This scheme decouples each dimension along the X axis, but the present events are
always aligned in the leftmost part of the view. Timestamps and the specific length of
each individual event can be displayed as required.
15Inserting new events on the left instead of on the right, is inconsistent with the convention used
in the rest of this thesis. We initially designed the view with new events inserted on the right, with
older events shifted to the left as the view is filled. However, a technical issue with regards to our user
interface library prevented this solution from giving a good user experience. The image presented here
has new events inserted on the left, but we note that this is not the ideal choice.
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Figure 3.24: Simple event histogram of synthetic test dataset.
Since space along the Y axis is limited but event length is unbounded, event height must
be limited. We calculate the height of each event by exponentially approaching the total
height available to each dimension:
h = totalHeight
(
1− baseeventLength
)
where base ∈ 〈0, 1〉 and eventLength ∈ N. Events in the central band are always
vertically centered and outliers always anchored to the top or bottom of the view. Upper
and lower band events are positioned so the distance to the bottom is three times higher
than to the top (and vice versa). Base must be adjusted according to the expected event
lengths. In our examples where most event lengths are smaller than 50, a base value of
0.95 yields a good scaling for the bar heights. Higher event count requires a base value
closer to 1.
3.5.9 Frequency-based event visualization
Finally, we define a qualitative (rather than quantitative) event view which provides
a high-level overview of the event distribution and characteristics, while only having a
loose relationship to each individual event.
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We begin by drawing histograms of the events within each dimension (figure 3.24). An
abnormal distribution will be immediately apparent, which means that this view could
serve as part of a ”status overview” if we display e.g. all events that have occurred in
the last 24 hours. We note that since there are always five bars in each histogram, the
horizontal space is poorly utilized. We can use this space to provide an indication of the
distribution of event lengths.
One intuitive solution is to separate the events for each dimension into lists according
to event type, sort each of these lists in descending order and ”stack” the events on top
of each other as we draw each histogram bar. With event length scaled to bar width
similarly to the item-based view, each histogram bar will be a ”pyramid” with the width
of each level corresponding to event lengths.
However, we wish to decouple the visualization from the individual events. We therefore
choose a scheme based on resampling the event lengths. We sort the events of each
histogram bar by event length as described above. Using these five lists, we define a
function L(p) of event length as a function of position in the sorted event list. L is
defined on the set of real numbers R, with linear interpolation between event lengths for
non-integer values of p.
Finally, when drawing the histogram bars, we choose a resampling interval i corre-
sponding to a vertical number of pixels. If i is set to 1 and is smaller than the height
corresponding to a single event, the scheme will be identical to the simpler technique
described above. Each histogram bar is modified in width at each multiple of the re-
sampling interval, with the width calculated as
w = totalWidth
(
1− baseL(y)
)
where base ∈ 〈0, 1〉, as previously. y is selected in each step such that it corresponds to
the current multiple of the resampling interval, scaled by the pixel height of each event.
To make the visualization more visually pleasing, we draw each histogram segment as
a trapezoid rather than a rectangle. This causes significant imprecision only at high
resampling intervals. The final result is illustrated in figure 3.25.
As indicated above, this scheme provides a qualitative indication of the distribution of
event lengths within each event category. It will be immediately obvious whether the
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Figure 3.25: Enhanced event histogram. The data is identical to the plain histogram
in figure 3.24. All dimensions except RCLUSTER are dominated by long events in the
central band. SIN is distinguished by a large number of short events in the outlier
bands.
cohort consists of short or long events, while keeping the visualization consistent whether
each cohort represents only a few or thousands of events.
This concludes the discussion of how to improve operator control in the face of high data
rates and heterogeneous data.
3.6 Mental map preservation
Most of the common visualization types are not designed for continuous updates. When
adapting static visualizations to live updates, a number of complications occur. Many
of these are related to loss of user context and mental map invalidation, as detailed by
Krstajic´ and Keim [44].
Although we have chosen plot types that minimize the loss of context and mental map
invalidation when updated with new data, the user has no control over what data may be
received in the future. New data could either be outside of the range currently displayed
(leaving the user oblivious to the new development) or old could leave the view window
such that the data is drawn only in a small portion of the view. This suggests that
we should be able to automatically change the boundaries of the views to adapt to the
current range of the data.
Interactive Visual Analysis methods for Streaming Data 63
Figure 3.26: Illustration of the three cases for automated zooming, demonstrated on
the top edge. Similar cases hold for the left, right and bottom edges. Peripheral regions
in green, although only the top region is relevant to this example. The red data point
is the newest addition to the plot.
3.6.1 Automated zooming
Implementing such an automated zooming feature requires that we avoid some pitfalls:
• Abrupt changes in view dimension exposes the user to change blindness and also
breaks the user’s mental mapping of view distances to data ranges
• Updating the view dimensions too often, e.g. in response to small changes in the
data range, will require the user to constantly update his or her mental map. This
is visually confusing.
These observations indicate that we should implement a hysterisis-based update scheme
so that the view dimensions are updated only when necessary, and that these updates
should be gradual in order to avoid change blindness.
The hysterisis scheme we have chosen defines a central region of the plot, along with a
peripheral region along each view edge. View dimension updates are calculated every
time a new data point is received. For each view edge, we zoom out if the newly received
data point is outside of the peripheral region, and we zoom in if the peripheral region is
empty and there are no data points outside of it. This ensures that all data points are
displayed in the center of each view16, while the zoom level is not changed if the new
data points only deviate slightly from the old.
16This assumes that data items are somewhat evenly distributed, which will not necessarily be the
case. However, this simplification is necessary as long as we use linear coordinate axes.
Interactive Visual Analysis methods for Streaming Data 64
How do we set the new view limits once we determine that an update is required? Assum-
ing that the peripheral region is defined by data space coordinates set to some fraction
of the view dimensions, we create four equations that determine the edge coordinates
of the view in the data space. The key restriction is that after resizing the view, the
outermost data items for each dimension should be in the center of the corresponding
peripheral region (see figure 3.26). The equation for the top of the scatterplot follows;
the reasoning is similar for the three remaining edges and the other view types.
Video of automatic zoom: http://vimeo.com/geirsmestad/iva-autozoom
Let k be the data space Y coordinate of the topmost data item, outLimit and inLimit
be the Y coordinates delimiting the peripheral region after resize and maxY and minY
be the coordinates of the top and bottom edges of the view after resizing. We get
k = inLimit + 0.5 (outLimit− inLimit)
Let outMargin and inMargin be the data space distance from the top of the view to the
top and bottom of the peripheral region, respectively. Further, O and I are the multiples
of the total view height that these numbers correspond to. We get
k = 0.5 (maxY − inMargin + maxY − outMargin)
= 0.5 (maxY − (maxY −minY) · I + maxY − (maxY −minY) ·O)
k = maxY − 0.5 · I ·maxY − 0.5 ·O ·maxY + 0.5 · I ·minY + 0.5 ·O ·minY
⇔ maxY = k − 0.5 · (O + I) ·minY
1− 0.5 · (O + I) =
2k− (O + I) ·minY
2− (O + I)
Hence, provided the value k of the outermost data item and multiples I and O ∈ 〈0, 1〉
of the view height denoting the dimensions of the peripheral region, we can calculate the
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Figure 3.27: Three successive instances of automated zooming during a live data
analysis session. Data arrives on the right, and leaves from the left and the top. Note
that the hysterisis feature always preserves some room on each side of the data items,
as well as the background reference lines that are always fixed to the data space.
required top edge of the view after resizing. Three similar equations govern the bottom,
left and right edges of the view.
These four equations are actually pairwise of two unknowns - the top and bottom edges
of the view, and the left and right edge of the view. We solve these numerically, by
iteratively inserting the currently known values until the result converges. For practical
purposes, this is sufficient: The image drawing operations dominate the CPU budget
of our application, and numeric operations represent only a small part of the run-time
calculations. We also only require the numerical accuracy to be within 0.5 pixels of the
exact value. If greater speed or the exact value is required, the equations can of course
be solved explicitly. The final result is illustrated in figure 3.27, and in the video above.
Preserving context
In order to avoid the risk of change blindness, the resize dictated by the conditions above
must be gradual. We let the resizing happen at a smooth framerate over a time interval
selected by the user, by default on the order of one second. In addition, the resizing also
encompasses a number of background reference lines drawn behind the data items. These
reference lines stick to the scale markings on the side of the view, providing a visual cue
that imitates the effect of physically moving in relation to the observed objects. This
adds an additional cue to the resizing operation, reducing the mental effort required to
keep track of the change.
On the subject of context preservation, there is one other consideration we should men-
tion. An observant reader will notice that the numerical scale markings on the vertical
axis in the previous examples changed as the view shifted to the right. This is caused by
a decision in our particular subroutine that draws the numeric scale only on every other
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tickmark. In this particular example, the ticks that get the numeric scale flip around
during the zooming procedure. In addition, minor inconsistencies in the scale markings
occur as we zoom, on the order of 1%. This is caused by our choice of image-order draw-
ing on the scale markings - a seemingly insignificant choice which is perfectly reasonable
when views are static, but becomes subject to sub-pixel inaccuracy when the views are
animated. We elected to preserve these inconsistencies in order to highlight the issues.
Final notes on handling high data volumes
In the beginning of this chapter, we only briefly mentioned the subject of automatic view
configuration. Setting the range parameters automatically is a requirement for allowing
the user to direct her attention to the analysis tasks rather than managing the quirks
of the software. The technique described here is one way to implement such automatic
configuration, which is important regardless of whether the data is static or dynamic.
3.6.2 Using histograms with real-time data
Video of animated histograms: http://vimeo.com/geirsmestad/iva-histograms
The humble histogram provides some challenges when adapted to real-time data. A
na¨ıve histogram implementation lets the user select the number of bins and then divides
the available data into the requested number of bins. This approach does not work
when the data changes during analysis. When new data items are received outside of
the current range, the data width and data position of each bin will change. Since the
underlying visualization stays constant in width, there is a sharp break between the
data and the visualization (and hence our underlying mental model). To alleviate this
problem, we instead configure the histogram by bin size, the data range encompassed
by each bin. Using this approach, width will always be fixed to data range. The number
of histogram bars will grow or shrink as the range of the dataset changes over time.
Automated zooming in the histograms is implemented with a similar technique as for
the scatterplots, although the equations are simpler since the bars are always anchored
to zero at the bottom of the view. Bin sizes are not changed (in terms of the data
space) during automatic zoom. Automatically changing bin size could be necessary if
large zooming operations are common, but unfortunately time pressure prevented us
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from exploring this. We note that such an adaption requires some thought: Changing
bin size during automatic zoom implies changing two visual properties at once, which
could be visually confusing. One idea is to only change bin size by a factor of 2 during
automatic zoom, since this partially preserves the geometry of the histogram bars.
3.7 Handling data storage
In a streaming data visualization application, data that is not explicitly stored is lost
forever. Since data rates and volumes can be high, we might not have enough storage
capacity to explicitly store every received data item. This trend will likely continue,
since data volumes have historically been growing faster than available storage capac-
ity [39]. We separate between the data buffer, which is all data currently available for
visualization, and the data archive which is a separate off-line storage which can be
referenced on demand. A different implementation might not distinguish between these,
but it is relevant to mention the distinction in order to consider applications where data
volumes are truly massive.
3.7.1 Filtering
The most obvious solution to a storage capacity problem is to store less data. This is
sensible if there is a cyclic or intermittent aspect to our data source, such that only part
of the data is of interest to the operator. This could be the case if we are e.g. monitoring
processes that run only at night or every other hour. We have implemented such a
capability, although its usage is limited by each particular application (see figure 3.28).
3.7.2 Compression and aggregation
Second, most data of interest to humans is non-random and has a large amount of
statistical redundancy. All archived data can be compressed using a lossless compression
algorithm such as LZ77 [81] or LZ78 [82]. If this is not sufficient, we need to store an
aggregated form of the data.
We have implemented two such schemes: Either data is aggregated by storing only the
average of the last n values of each dimension, or only a random sampling of the last n
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Figure 3.28: Control panel for data rate reduction by intermittent sampling.
Figure 3.29: Control panel for the data archive.
values is stored (control panel illustrated in figure 3.29). Both of these schemes reduce
the data volume by a factor of n, which obviously leads to a loss of information. The
compression factor can be further increased by lossless compression.
Our application stores all data which leaves the data buffer in a separate archive, option-
ally in an aggregated form as described above. This data is made available for reference
at a later point in time, but is not part of the main data buffer. Such a data archive
could be kept completely separate from the main data buffer. We would like the oppor-
tunity to display either the archive or the main data buffer as context when navigating
these separate buffers, so we create an optional buffer visualization that displays both
(see figure 3.30). This view is also compatible with the lensing technique described in
3.8.3.
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Figure 3.30: Buffer overview for archive and main data buffer. Archive is on the left.
Top view displays archive in focus, bottom view displays main buffer in focus. This
archive has a compression factor of 2, which implies that the view window will be of
half size wrt. the main buffer when viewing the archived data.
3.7.3 User-directed storage
If data is archived in an aggregated manner, we will be unable to view the historical
data in its original form. Therefore, it could be useful to allow the operator to store
an explicit copy of the view window contents (or optionally, the entire data buffer) if a
particularly interesting event occurs17. This is discussed in detail below, but for now we
conclude that such capability is a useful way to maintain copies of important information
when the storage capability is insufficient to keep up with high data volumes.
3.8 Referencing historical data
Closely related to the subject of how to store historical data, is how to ensure that a
human operator can efficiently find relevant historical data for a given situation. Large
data volumes can make it difficult to find data that is relevant for our current analysis
scenario, even if we know exactly what we are looking for. Data volumes are unbounded,
but visualization space is always limited to the area of our monitor. Also, human
perceptual capability is limited even if we had infinite space for visualizing our data.
Fortunately, this is a subject which has already been thoroughly investigated in in-
formation visualization. The only challenge is to adapt these methods to a real-time
application.
17Another option would be to create a system that performs this task automatically, by monitoring
the user’s behavior and storing any part of the data buffer that the user investigates closely (this could
almost be used as the definition of ”a particularly interesting event”). Such an approach leads to its own
challenges, regarding how to organize the automatically stored data for easy retrieval. But it’s worth
considering, because such a function would help free the user’s attention from choosing which pieces of
data to keep and which to discard.
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Figure 3.31: Control panel for storing and viewing bookmarks in the data buffer.
3.8.1 Bookmarks
The easiest way to reference older data is to know the exact location of the data we are
looking for. We have implemented two such techniques: The first allows the operator
to store the exact position in the data buffer that she is currently interested in (control
panel illustrated in figure 3.31). This can be used to highlight relevant portions of the
data buffer, and is most useful when the data buffer is large. Such bookmarks are
necessarily deleted once the highlighted data leaves the data buffer, although they could
also be transferred to the archive.
A second option is to do what we described earlier: The user is allowed to store an
explicit copy (snapshot) of a piece of relevant data. The advantage of this technique is
that it is immune to ”aging”; the stored data will be available regardless of whether the
data is still in the data buffer. Regardless of which technique we use, bookmarked data
can either be viewed directly or in the context of the current data. By doing the latter
(illustrated in figure 3.32), we are taking advantage of preattentive processing in order to
help the operator see similarities between the stored data and the current situation. This
could be a very useful feature, e.g. if the stored data represents dangerous conditions or
conditions that forecast a particular event. By enabling this multi-dimensional pattern
recognition across multiple views, we allow the human operator’s cognition and domain
expertise to do work that is unsuitable for the computer. This is a good example of the
power of visualization.
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Figure 3.32: Two ”data snapshots”, displayed in the context of the current view win-
dow. Snapshot is orange, view window content is blue. Histogram bar width is halved,
such that snapshot and data can be displayed side-by-side. Note the preattentive simi-
larity between snapshot and view window in the second example. Individual data items
are quite dissimilar, but the trend is evident.
3.8.2 Search strategies
If we don’t have an exact reference to the data we are looking for, we need to search
for it. Time series data is less structured than textual data, and we cannot expect
an operator to exactly define the time series that he is looking for. Hence, search
strategies for time series data must be heuristical and fuzzy. Multiple such methods exist.
Wattenberg suggested a system to sketch the rough characteristics of the time series we
are looking for [77], and similar techniques were further developed by Hochheiser and
Shneiderman [32]. Lin et al. developed abstraction techniques that can be used both for
search, pattern detection or anomaly detection [52].
We didn’t want to go to the effort of replicating these techniques in the real-time domain,
but note that such techniques are necessary in any streaming data analysis application
that handles large data volumes. Important concerns are how to combine such techniques
and how to allow multiple searches to narrow down the results, while ensuring that the
real-time aspect of the analysis process is not compromised.
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Figure 3.33: Lensing feature of buffer overview, illustrated on a sine curve. The view
window is highlighted in red.
3.8.3 Lensing metaphors
To handle the problem of limited visualization space, we can introduce a lensing metaphor.
This provides an alternative to automated search: we can visually search for a specific
data feature, provided we have an idea what we are looking for and perhaps parts of the
contextual data surrounding our target. In our case, this technique is especially relevant
when navigating the data buffer. The data buffer can be large, and even if we know a
specific feature we are looking for, it can easily be lost in the noise of the surrounding
data.
We have implemented a variation of the lensing technique described by Kincaid [41]:
We choose a fixed pixel width of our focus area and let the drop off area on each side
have half this number of pixels. The pixel width of the lens can be selected by the
user. The magnification levels in the various parts of the lens are chosen by varying
the sampling interval of the data buffer, using linear interpolation where necessary. The
data is sampled according to the following restrictions:
1. The contents of the view window fit completely in the focus area
2. Each drop-off area contains a number of data items equal to the view window size
3. The remaining buffer view is sampled at a constant rate, fitting all the remaining
items
4. In the drop-off region, the sampling interval gradually changes between that of the
focus area and the context. The change in sampling interval per pixel corresponds
to the progression of an arithmetic series of length equal to the pixel count, such
that the sum of interpolation intervals corresponds to the number of data items
specified in (2).
These restrictions yield a lens that corresponds to a parallel projection with a linear
drop-off function, as illustrated in figure 3.33.
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Figure 3.34: Illustration of age emphasis: Histogram of wind direction on the left,
wind speed vs. produced power in kW on the right and wind speed in data buffer. The
first and last 30% of the view window are highlighted in pink and grey, respectively.
We can clearly see the trends in wind direction and wind speed, and how changes in
the latter affects power production over time. The view window spans approximately
five hours of data, played back at a high rate.
In retrospect, it turns out that the lensing strategy we described above is sub-optimal:
The context is not fixed when we move the lens around, which could cause a degree of
user confusion. Implementing a lens metaphor can be tricky, and it could be a good
idea to stick with a verified approach (such as Kincaid’s SignalLens [41], introduced on
page 26) rather than re-inventing the wheel.
3.9 Avoiding loss of the time context
Video of age emphasis: http://vimeo.com/geirsmestad/iva-ageemphasis
Line charts of time series have the time dimension explicitly coded as position on the
X axis. For other plot types, this link to the time dimension is not necessarily explicit,
often only implied by the order in which items are added to the animated visualization.
Hence, an operator that does not pay attention to the updates of a scatterplot or a
histogram will lose track of the order in which the data arrived. This is still more
informative than if the visualization was completely static, but we can do better.
The age of the data items in a histogram or a scatterplot can be visually coded e.g.
by the color of each data item. A percentile of the items closest to each edge of the
view window are colored by a scale corresponding to the distance from the edge. This
allows us to let older data points fade out of view as they become irrelevant, and also
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to highlight new items such that they are brought to immediate attention (illustrated in
figure 3.34). This technique allows the operator to see the time aspect at a glance, but
also guides the user’s attention when viewing the visualization in real time. Although
the technique could be used on static data, the real-time aspect provides the ability to
map the concept ”now” to a visual parameter. This is a possibility that does not exist
when analyzing static data.
If we don’t explicitly map visual parameters to data age, the operator loses the ability
to view the order in which data items arrived in the visualization. In this case, the
operator must rewind or loop through the data to review the order of events, which is
clearly not the optimal situation.
This concludes our discussion of how to extend IVA for streaming data, and how to
handle the analysis challenges that show up in real-time scenarios. We now move on to
evaluating the suitability of these techniques and demonstrating them on real data.
Chapter 4
Evaluation and demonstration
Evaluating visualization research is often challenging. The visualization process consists
of many complex interactions, there is great variation in the datasets, tasks and users
that techniques will be demonstrated on, and it is often hard to find a good way to
measure success [19]. In our case, we are also exploring a novel area where multiple case
studies in different domains are required for a thorough validation of our techniques.
We present an informal study which includes demonstrations and interviews with domain
experts in the field of streaming data analysis. While we cannot prove that the techniques
presented in this thesis represent the best generalized approach to streaming data IVA,
this evaluation supports that our techniques have merit and deserve further investigation.
4.1 Application domain
As briefly mentioned earlier, this thesis was written in collaboration with the Wind Op-
erations Strategy and Support division (from now on referred to as ”Wind Operations”)
at Statoil ASA [6]. The Wind Operations department provided us with sensor data from
the Hywind demonstration offshore wind turbine south of Karmøy, and also from the
full-scale 88-turbine Sheringham Shoal wind farm north of Sheringham in the United
Kingdom [4, 5]. The Hywind turbine is 65 meters tall, has a rotor diameter of 84 meters
and produces 2.3 megawatts at full production. The turbines at Sheringham Shoal are
80 meters tall, have a rotor diameter of 107 meters and produce 3.6 megawatts each, at
full production.
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It has been our hypothesis that the sensor data from these sources represent one instance
of a situation where both the monitoring and analysis aspects of data analysis are
relevant. Data from Sheringham Shoal are used for the practical demonstration, and
also as background for our discussions with the domain experts afterwards.
4.2 Demonstration of streaming data IVA
We first present some demonstration scenarios where we apply streaming data IVA to
data from the Sheringham Shoal offshore wind farm. As we mentioned in the introduc-
tion, this data is played back faster than it would be in reality. The purpose of this is
to demonstrate that our techniques are useful when there is considerable time pressure
in making sense of the data. The dataset is from November 2013 at a resolution of one
minute per data point, and displays data from two wind turbines. The data is played
back at 7 samples per second. The following parameters are used in the demonstration:
Produced power (kW), wind speed (m/s), wind direction (degrees) and turbine blade
angle (degrees). Turbine blade angle (pitch) denotes the degree to which the turbine
”releases” the wind in order to keep RPM, generator temperatures and produced power
within design limits. Hence, low blade pitch means that the turbine produces the max-
imum power possible in the prevailing conditions, while high blade pitch means that
the produced power is lower than the theoretical maximum. This parameter is critical
to turbine operation, as it keeps the turbine operating within safe limits. With a few
exceptions, turbine 1 (T1) is displayed on the left and turbine 2 (T2) on the right.
Since the demonstration scenarios are displayed in the form of annotated videos and
show the entire interface of our demonstration application, an HD monitor is required in
order to fully view all the details. The techniques are demonstrated in arbitrary order,
emulating a real-life analysis scenario. We provide a detailed description of each scenario
below; this could be used as detailed commentary to what happens in the videos.
If the Vimeo videos in this chapter are password-protected, please use the password
”visgroup” (no quotes).
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4.2.1 Scenario 1: Basic IVA
Demo scenario 1: http://vimeo.com/geirsmestad/iva-general
View setup
This is a scenario demonstrating the general features of streaming data IVA. The data
stream is running as the clip starts. We first set up a scatterplot of T1 with wind speed
on the X axis and power production on the Y axis, in the top-left view. This particular
scatterplot is often called the turbine’s power curve by wind energy professionals. The
power curve generally approximates the logistic function, and the scatterplot hence forms
an S-curve with a wide stem. Wind farm operators prefer this curve to be shifted as
far to the left as possible, meaning that low wind speeds yield high power. The power
curve of T2 is set up in the top-right view. We also set view limits to these views that
correspond to the normal range of the data1.
Investigating missing data
By brushing T1, the first observation we make is that some of the data points are going
missing in the view. We pause the view window to investigate, and expand the view
limits of T1. We notice that the missing data points show up with a power value of -15,
which could indicate is an error condition. We resume data playback and fast-forward
back to the present. We notice that production has been resumed for T1 while we were
paused, and also that T2 appears to have smaller variations in wind speed than T1. We
set up two time series views below the scatterplots in order to examine this difference in
detail. The time series clearly show the same trend as the scatterplots: Wind turbine 1
has a greater variation in wind speeds.
1Setting the view limits by hand is a little cumbersome. We have previously discussed automatic zoom
in detail, but this approach would not be suitable for this dataset: The data is (almost) always within a
specific range, and we want to see all of this range. Automated zooming will focus on only the current
data. An option for better automated setup could be to only allow the automated system to zoom out,
and not back in. We had not considered this option until after we performed the demonstration.
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Plateau in power production
At this point, an interesting development happens: there appears to be a plateau in
power production for T1. Brushing this structure, we see that no such behavior is
apparent in T2 – turbine 2 produces much greater power. A quick glance at the brushed
section of the time series below indicates that this development is continuous and started
at approximately 16:49:45.
We pause the view window to investigate. We bring up one new scatterplot of each
turbine, this time with wind speed on the X axis and turbine blade angle on the Y axis.
It becomes immediately apparent that T1 has higher pitch than T2, even though the
wind speeds are similar. We interpret this as T1 operating at a higher pitch (perhaps
after manual intervention) in order to limit power production to 1800kW. This makes
sense, as this number is 50% of the peak production (3600kW). Later, we notice that
pitch starts to increase also for T2, but T2 still has lower pitch than T1 for the same
wind speed. It is apparent that T2 now operates at full output, while T1 is still at 50%.
We resume playback.
We are now viewing data items in the middle of the data buffer, and have no idea what
is currently happening to the turbines. We would like to get back to the present in order
to once again monitor events in real time. Fast-forwarding, we suddenly notice that T1
is again at full power output. Brushing this structure, we see that T1 has lower blade
angle for the data points where production is 100%. However, production quickly falls
back to 50% capacity, and we guess that the T1 was briefly set to produce at 100%
power but that the operators soon changed their minds.
Frequency-based views
We return to the present, with the view window at the head of the data buffer. Winds
are moderate and power production is in the lower third. Blade angle is at a minimum,
indicating that turbines are now trying to produce as much power as possible from
the moderate winds. In order to illustrate a frequency-based plot type, we draw the
histograms of wind direction for each of the two turbines. These plots show the same
information as a meteorologist’s wind rose, albeit drawn in a Cartesian rather than a
polar coordinate system.
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Brushing the wind histograms, we note that wind direction is often slightly different
between the two turbines. This is interesting, as the turbines are placed quite close to
each other. We note that winds are very calm during this examination, which could
have implications for the inconsistent wind direction.
4.2.2 Scenario 2: Investigating quick changes in wind speed
Demo scenario 2: http://vimeo.com/geirsmestad/iva-quickchanges
This scenario demonstrates some of the more specialized techniques for streaming data
IVA. We start out with the power curves as before, and draw the time series of wind
speed for each turbine in the bottom plots. Almost immediately, we get quick, large
changes in wind speed for both turbines. This change happened so fast that it was
difficult to see what happened to the power curves during the change.
Looping and age emphasis
We select the looping tool in the buffer control window, and select the region of the data
buffer where the wind speed change occurred. This section will now loop repeatedly. If
we pay careful attention to the power curves, we see that the increase in power output
was almost instantaneous – happening slightly earlier for T2 than T1. However, it is
apparent that this order of the data points is lost if we look away from the plots for even
a moment.
We therefore select the age emphasis tool to highlight the order in which the data items
arrived. We set the selection to 0.4, meaning that the 40% newest data items will be
highlighted in red and the 40% oldest will fade out to gray. Examining the power curves
now, it is much easier to see the order and variability of the measurements. Notably,
after the peak in power production, there is once again a sudden reduction, occuring
at different times for the two turbines. This observation matches the great variation in
wind speed, which can be seen in the time series below.
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Keeping track of the present
The repeated looping has left us looking at older data, and we now have no idea what
is going on in the present. We bring up the Extended Buffer Overview (EBO) in order
to check what is occurring at the head of the data buffer. Since all the parameters of
the dataset are displayed in the EBO, it can be tricky to look up the exact values of
interest. This should be taken into consideration when designing the next iteration of
such a system.
Regardless, we see the power output of the turbines: T1 produces 1000kW and T2 pro-
duces 1500kW. Wind speeds vary between 8-9m/s. The output and winds are fluctuating
quite a lot. We fast-forward back to the present while keeping track of the EBO. After
a few seconds, T1 is producing 1800kW and T2 1300kW. Apparently, wind conditions
currently vary a lot.
Trend + outlier view
Since the wind speed fluctuates a lot, we bring up a trend+outlier view of T2’s wind
speed. We set the view to display a moving average over 5 samples, highlighting any
data item that is more than 2.5 standard deviations from the mean of the view window.
The plot shows that the wind is trending within a relatively narrow range, with a few
outliers.
Automatic brushing
Having returned to the present, we deactivate age emphasis and prepare to use the
automated brushing functionality. We initially command the system to brush all data
items above the 70%-percentile of T2 power production. As an initial observation, high
production in T2 does not always imply high production in T1; this can be seen by the
number of brushed data items below the maximum in T1’s power curve.
We again bring up scatterplots with wind speed on the X axis and turbine blade angle on
the Y axis. The automatic brush for the top 30% of production on T2 is still active. An
initial observation is that high production appears to correlate with low blade angle. We
are curious to see if low blade angle correlates with high production, and also investigate
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this by setting the automatic brush to mark the bottom 40% of T2 blade angles. Looking
at the power curve, this relationship appears to hold: Low blade angles correlate with
high power production.
We perform the same investigation for T1 by brushing the bottom 40% of T1 blade
angles. The same relationship appears to hold. This leads to an interesting question:
would it have been possible to reduce the blade angle in the remaining cases, in order
to increase production and hence turbine efficiency? Perhaps there are other limitations
that would prevent this, but it appears to be a promising avenue of investigation.
4.2.3 Scenario 3: Archive, lensing and signal processing
Demo scenario 3: http://vimeo.com/geirsmestad/iva-archivesandlensing
This scenario demonstrates some of the advanced features of streaming data IVA.
Archive view
At the start of this video clip, the application has been running for a while and has
received more than 4500 samples. Since the view window is only 900 samples long, most
of the samples have already been dropped from the data buffer. The archive feature is
set to store these dropped samples, but to compress them 50% by only storing half of
them (randomly selected) and dropping the rest.
We select the ”merge buffer and archive views” feature. The contents of the archive are
now displayed in green to the left of the data buffer, but data buffer navigation is still
allowed by moving the view window.
Lens feature
We activate the lens feature and select ”View archive” in order to display the archive
instead of the data buffer2. Playback is automatically paused, and the view window
2Note: The background reference lines were overlooked when implementing the lensing feature, so
these are not affected by the lens. This is obviously an oversight which should be fixed in a real-world
system.
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size is halved to reflect the compression factor of 2. We would like to look at a greater
selection of data, and double the view window size.
The spike in wind speed from the previous demonstration example is easily visible in
the time series. We would like to investigate if this feature has been accurately reflected
in the compressed archive. As we drag the view window towards the spike, note how
the lensing feature acts as a magnifying glass on the surrounding samples.
We reach the wind spike and observe that the four views are very similar to how they
looked when we first saw this event in real time. We drag the view window back and
forth to illustrate how the lensing effect hides the details of the wind speed spike when
out of focus, but shows all the details when in focus. The lens allows us to both locate
the spike in the long time series and to see its details, something which would not (in a
single time series visualization) be possible without this technique. We finally note that
brushing is of course also allowed when investigating the archived data.
Basic signal processing
In order to demonstrate our signal processing features, we display the wind speed for
T1 in the two bottom views3. We then display the moving average in the right view.
Note how increasing the sample range of the moving average leads to a smoother graph,
displaying trends rather than individual measurements. The moving variance can also
be displayed, which shows changes in measurement dispersion rather than value4.
We then apply the moving average to the power curves for both turbines, in the top
views. Since the moving average is applied to all parameters of the dataset, it will also
help highlight trends in more complex visualizations, such as scatterplots. The moving
average reduces the space between individual measurements, with higher sample range
leading to smaller distance. It is not obvious how this transformation induces artifacts in
the scatterplots, but especially T1’s scatterplot exhibits trends and clusters that were not
obvious before. Using averages in scatterplots might be an avenue for further research.
3A minor note about the user interface in the video: View dimension settings for the X axis are
disregarded for the time series views – the time series always displays the contents of the view window,
regardless of X axis settings. In this example, the X dimension settings do not match between the two
time series views, which due to the above has no effect for the contents of the views.
4Due to a programming error which was fixed after the video was uploaded, the variance in this video
is erroneously calculated. Please see figure 3.17 for an accurate depiction of the moving variance.
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Advanced signal processing
As described in Chapter 3, our application allows the definition of flexible linear filters.
We first demonstrate this feature by applying a ”box filter” to the top scatterplots, a
transformation which is equivalent to the moving average. Any discretized linear filter
in the form of a weighted sum with 11 coefficients or less, can be applied using this
interface. We demonstrate the tent filter, which is another type of a linear smoothing
filter. We also apply this filter to the time series in the bottom right view.
Finally, we demonstrate how linear filtering can be used to estimate the numeric deriva-
tive of a parameter. We first explore the data buffer to find an area where there is a
marked change in the power output of T1. After locating this feature, we draw the time
series for T1 power in the top right and bottom right views. Using the filter editor,
we apply a central difference operation to the bottom right view. We change the view
limits of view 4 such that the result is visible. Comparing the power graph above with its
derivative below, we see that large changes in power output are also reflected as spikes
in the numeric derivative. When power production falls to zero for a few moments, the
derivative also goes to zero, with a spike in front and afterwards (as expected). The
real-time numeric differentiation works as expected.
4.2.4 Scenario 4: Using events to visualize categorical distinctions
Demo scenario 4: http://vimeo.com/geirsmestad/iva-eventsandcomparison
This scenario demonstrates how event transformation can be used to simplify continuous
parameters to high-level categories. We also demonstrate snapshots, which are used to
compare different selections of parameter values.
Event definition
The example starts by opening the event manager, which lets the user define the ranges
of the five event bands for each parameter. Events should ideally be used to transform
parameter values into categories that have semantic meaning. We define such categories
for power production and turbine blade angle. For power production, lower outlier means
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almost-zero production, lower and central band means low and normal production, re-
spectively. Upper band means full (3600kW) production, while upper outlier means
that production is above safe limits. For blade angle, lower outlier means erroneously
low blade angle. Lower and central band means normal pitch (full utilization of the
wind). Upper band means that production is restricted, and upper outlier means that
production is strongly restricted. The bands of wind speeds are selected according to
the statistical distribution of the wind speeds. Note that properly setting event limits
requires a good understanding of the ranges and semantics of the dataset.
Event overview
After defining the event bands, we start the data stream. Event transformation auto-
matically commences in the background. We switch to the event overview display. The
event band for all parameters is displayed on a horizontal timeline, using color to denote
event band. This view initially displays all the 24 parameters that are available in our
dataset, but we have selected event bands only for the six first. We therefore adjust
the view so only these six events are displayed. Timestamps are visible in the bottom
section of the display.
After the initial twenty seconds of this data stream, blade angle for both turbines is
in the central band (yellow), indicating that the turbines are attempting to produce at
maximum efficiency. The lower band wind speeds cause the turbines to produce at low
output. We skip ahead a few seconds, and at approximately 15:59:15, production reaches
nominal levels. All parameters are in the central band, denoting normal production. A
few seconds later, at 15:59:45, blade angle briefly falls into the lower band. This indicates
that turbines are reducing pitch further, in an attempt to further increase production in
the moderate winds. We skip ahead to 16:00:36. Production for T1 has now reached the
upper band, indicating full production. Blade angle for T1 is also in the upper band,
denoting that production for T1 is now being actively limited in the higher winds. The
event overview is now full, and starts scrolling to the right as new data arrives.
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Item-based event view
We switch to the item-based event view, which has been cleared of the recent history
in order to more clearly illustrate how it evolves over time. This view displays the
current event for each parameter on the left5, with event length (in samples) coded to
both a number and the height of each event bar. Event type is denoted by color and
vertical positioning. Note that the X axis is not an equally-spaced timeline, although
timestamps give an indication of when each event started. Each parameter has its own
(non-equidistant) timeline.
If a lot of short events occur, as in this example, the item view can be distracting due to
its quick and asymmetrical updates. It should work better when the distinction between
bands is clearer and less frequent, but this remains to be verified. One idea is to use a
trend+outlier view instead, if the data exhibits the type of large variation that would
lead to many short events.
Simple frequency-based event view
It is also possible to visualize the event list as a histogram. This qualitative view
displays the number of events in each category. Event length is not encoded; one long
event would simply be drawn as a bar of height one. Skipping ahead a few moments, we
can quickly see from the histograms that there are no upper outliers. This means that
the turbines have been operating safely throughout this interval. The wind speeds are
normal distributed, as expected, while blade angle has mostly been in the most efficient
region (lower and central bands).
Advanced frequency-based event view
The basic histogram is limited by not displaying the length of events. We alleviate this
problem in the advanced histogram. Bar width corresponds to event length, visually
sorted such that the longest events are displayed at the bottom of each histogram bar.
From the example, we see how the bars ”grow” as new events occur. We increase the
5There is a technical reason why new events are inserted from the left and not from right, as explained
in a footnote on page 59. Ideally, the item-based event view should have new events inserted on the
right.
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scale of the histograms in order to see the details more clearly: T2 power production has
some long and many short events in the central band. The blade angle for T1 consists
almost exclusively of short events, apart from a few longer events in the lower band. The
upper band events for T1 power production has a very even distribution of event lengths.
The power histograms have more (and longer) events in the upper band, indicating that
this interval has significant periods of peak power production. This is verified by the
T1 power curve scatterplot in the top left corner, which displays peak production in the
entire current view window.
We skip to a different example, where more events are represented than before. His-
togram scale is 2.00, meaning that each event gets two pixels in the vertical dimension of
the histogram. Event type and length distribution is relatively even, indicating a period
of varying conditions. The upper band events of blade angle for T1 are mostly short.
This is reassuring; T1 has mostly attempted maximum efficiency in the moderate wind
conditions.
We finish the demonstration of event transformation by pointing out that the advanced
event histogram is more informative than the simple histogram, without loss of infor-
mation. It should therefore be the preferred histogram view for events.
Bookmarks
We now demonstrate how bookmarks and snapshots can be used to navigate the data
buffer and compare different selections of parameter values. We switch away from the
event view to a regular session of streaming data IVA. Browsing the data buffer, we
notice a change in wind direction in the lower right histogram. Using the bookmark
feature, we label this view window selection ”Wind direction change”. We then locate
a situation where T2 is producing less power than T1, and bookmarks this as ”Turbine
2 producing lower power”. The bookmarks can be used to quickly switch between these
points of interest. While this particular data buffer is small enough that it can be
managed manually, the bookmark feature would be useful if the data buffer was very
long (e.g. two weeks). Giving a name to different features of the data would also improve
the potential for collaboration between different users.
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Snapshots
Snapshots are an alternative to bookmarks that allow comparative visualization. Instead
of storing a location in the data buffer, snapshots store all data items in the view
window. This means that stored snapshots are available even after the data buffer has
been completely flushed. We browse the data buffer for interesting observations and
store two: One where the wind speed is falling, and one where the winds and power
production is high.
The snapshot data are displayed in orange next to the contents of the current view win-
dow. This allows for easy, preattentive comparison by looking at the selected views6. We
fast-forward such that the view window returns to the present. Looking at the views,
we see that differences or similarities between the snapshot and the current data are
immediately obvious. This means that if we had a snapshot of data that represented
previously known dangerous conditions (or even a known precursor to dangerous con-
ditions), visual comparison between this snapshot and the view window would make it
easy to notice when a similar situation arises. Looking at the views, we see that the
present situation becomes more and more similar to the ”High winds” snapshot. The
major difference is in the wind direction, which can be seen from the histogram in the
lower right view. Briefly switching to the ”Gradual reduction in wind speed” snapshot,
we see that this bears to resemblance to the current situation.
4.2.5 Scenario 5: Intermittent updates and automatic zoom
Demo scenario 5: http://vimeo.com/geirsmestad/iva-zoomandintermittent
As the final demonstration scenario, we give some more attention to the intermittent
update and automatic zoom features. The Sheringham Shoal wind farm dataset is not
an ideal demonstration example for these techniques: The data arrives too slowly for the
intermittent updates to be of great value, and most of the data values can be reasonably
expected to be within a relatively narrow range – making automated zooming largely
6One could also imagine a background feature that autonomously compares the snapshots with the
current data values, and alerts the user if they are sufficiently similar. A simple example of such a scheme
could be to treat the snapshot and the current data as two vectors (perhaps disregarding parameters
that are irrelevant, selected by the user), and compare their Euclidean distance against a limit specified
by the user. Such a scheme would free up the attention of the user, while still enabling a degree of
manual control with the comparison.
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superfluous. The motivation for this final demonstration is therefore to give a better
example of how these techniques behave in practice, rather than to show that they
provide us with qualitatively better capabilities.
Intermittent updates
We initially set the visualizations to update every five seconds, but perform the update
almost instantly. Clearly, this simple approach makes it impossible to see the order in
which the update happened. Increasing the update time to one second greatly improves
perception. We also show how the view behaves when the update time is set to two
seconds.
Automatic zoom
We increase the update interval to seven seconds and turn on automatic zoom7. View
limits are now gradually adapted to display all of the visible data items. Note that
the gray grid lines in the background provide context for the zooming operation. Our
application allows re-setting these grid lines by clicking the ”Set reference lines” button,
and the reference lines are currently set to match the initial limits we selected for the
views. Since this dataset has a clear and expected range for all sensor values, using
automated zoom can actually be counterproductive: The absolute distribution of the
current values is not immediately evident from the visualization, even though we have
taken great care to perform the zooming in a controlled manner8.
We then demonstrate why we chose the approach of zooming gradually instead of in-
stantly: Zooming instantly when new data items arrive makes is harder to maintain a
mental overview of the scale of the plots. This is especially true if the update is large, as
evidenced by an update in the bottom right view. In this particular instance, abnormally
7Note: The manual view dimension selectors are not updated to match the new view dimensions
during automatic zoom. This implementation choice was made for technical reasons, but it proved in
retrospect to be confusing to the user. User interface consistency is important, so this should be fixed
in a real-world implementation.
8This is partially inherent to the concept of large, automatic changes in the view limits. But the
problem is exacerbated by the fact that we overlooked a detail with the tickmarks that show the di-
mensions of the view: At high zoom levels, sometimes only a single tickmark is visible on the each of
the coordinate axes, which makes it impossible to verify the scale of the current view. This is another
streaming data challenge where extra care is required; when zooming automatically, implementations
should take care to always show at least two tickmarks for each dimension.
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high blade angle (100 degrees) for turbine two has caused the view to zoom out beyond
the expected range, and the instant return to regular zoom levels is visually confusing.
This is a perfect example of a situation where automated zoom is helpful, because our
expectation of blade angles between -6 and 25 degrees would otherwise make us miss
these eleven data points that are abnormally high. But in order for the automated zoom
to be useful, the zoom needs to be gradual enough that we have time to process the
change. We illustrate this by increasing the update interval to seven seconds and the
update time to three seconds. Watching a similar abnormal blade angle situation in the
bottom right view, it is obvious that gradual zoom greatly improves perception of the
abnormally high blade angles. The high blade angles are present only for a few seconds
before disappearing, and the view returns to its regular zoom level.
This concludes our practical demonstration of streaming data IVA. The examples above
demonstrate that streaming data IVA is helpful for getting insight into streaming data
in real time. While this does not constitute a scientific proof, it is a promising result
that supports the validity of our techniques.
4.3 Domain expert evaluation results
In addition to this practical demonstration, we performed an evaluation with a group of
domain experts in the field of wind turbine data analysis. After presenting the method-
ologies described in Chapter 3 to a group of four representatives from the Wind Op-
erations department at Statoil, we asked a prepared set of questions to investigate the
validity of our approach. Their current visualization tools mainly use line charts to
display developments in critical sensor values, for user-defined time spans ranging from
hours to months. More complex visualization and numeric analysis is performed by
exporting the data and using external tools.
Initially, we asked the question ”When analyzing data from Sheringham Shoal, how
important is the time aspect during the analysis work? Could the results of the analysis
be affected by changes in the data during the analysis process? Please choose on a scale
from 1 to 5, where 1 is ’unimportant’ and 5 is ’critical’” To this question, a representative
replied that the time aspect is ”2, less important” during their analysis work. However,
in the discussion that followed, the Statoil representatives said that ”we need both the
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short-term and long-term view of the data”, and on a follow-up query replied that our
distinction between data analysis and data monitoring accurately reflects their division
of analyst roles.
Statoil described a division between a third line, second line and a first line of operations,
where the urgency of the analysis increases towards the first line. One representative
described the current Wind Operations department as second line, and said that there
is a separate first line department where the time aspect is more pressing and minute-
to-minute decisions are made regarding wind turbine operation. The Wind Operations
department generally looks at a minimum one week of sensor data at a time, and makes
strategic decisions based on these observations. Their representative also noted that
during rough weather events, the Wind Operations department takes a more urgent role
where wind farm status is monitored on an hourly basis. This supports our belief that
the operator’s relationship to time and urgency can change based on external factors.
In the next phase of Statoil’s wind farm development, the group is planning a closer
integration between the analysis and monitoring roles, and expressed significant interest
in our methodologies for combining these roles.
4.3.1 Validity of our approach for Statoil’s current analysis role
Having determined that the Wind Operations department is currently operating in the
less time-sensitive region of the analysis-monitoring continuum, we wanted to find out
whether streaming data IVA is suitable for their current second-line analysis role. To the
question ”to which degree would a visualization solution using these techniques be suit-
able to solve the visualization tasks you have, when compared to your current solution”
a representative replied ”somewhat better suited”. Explaining this answer in detail,
he stated that streaming data IVA provides functionality that allows deeper (higher-
dimensional) analysis than their current tool, [without the requirement to first export
the data to external tools]. He stated that in order to be ”considerably better suited”
than their current tool, the IVA interface would require a number of domain-specific
adaptions.
These answers are in line with our hypothesis that we have explored a number of the
general concerns of streaming data IVA. The requirement for additional domain-specific
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adaptions does not undermine this claim. Further, we consider this response an indi-
cation that streaming data IVA can also be suitable for visualization scenarios that are
not time-critical, and hence likely represents a useful generalization and extension of the
concepts of IVA to the real-time, streaming data domain. This is somewhat surprising,
since our initial assumption in Chapter 3 was that streaming data IVA would only be
useful in situations of both high data rate and a requirement for making quick deci-
sions. The indication was further strengthened by Statoil’s reply to our next general
evaluation question: ”Does a visualization solution like the one demonstrated solve the
same challenges as your current solution, or does it solve different challenges?” The
representative replied that ”it can be used to solve both the same type of challenges,
and also different challenges”.
While this evaluation is positive and validates that our approach can be useful, we
note that the Wind Operations group are operating in the less time-sensitive region of
the analysis-monitoring continuum. Therefore, the expert evaluation so far has not yet
answered our main question, namely whether streaming data IVA is useful in scenarios
where the time pressure is high. We return to this subject shortly.
Evaluation of individual visualization techniques
After this general discussion about the applicability of streaming data IVA techniques
to Statoil’s analysis tasks, we provided a questionnaire grading each of the visualization
techniques on a five-point scale, from 1 (useless/insignificant) to 5 (very useful). We
first report the results of the questionnaire, before discussing some of the responses in
detail. The context for this questionnaire was once again Statoil’s current second-line
analysis tasks, where the time aspect is less important.
Time navigation and time control:
Manual selection of the time span of interest on an interactive
timeline
1 2 3 4 5
Navigation controls for real-time data playback (”play”, ”pause”,
”fast-forward”, ”rewind”, ”loop”)
1 2 3 4 5
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Overview of new events:
Overview over current and recent values for a large number of
parameters (EBO)
1 2 3 4 5
User-configurable alarms, triggered if a selected parameter is out-
side of a specified range
1 2 3 4 5
Handling ”fast” data:
Use of frequency-based visualizations (e.g. histograms) rather than
displaying each data point individually
1 2 3 4 5
Event transformation: Transforming each parameter to an interval
system, where each data item is at all times denoted by its current
interval (from ”lower outlier” to ”upper outlier”)
1 2 3 4 5
Event transformation: Overview visualization 1 2 3 4 5
Event transformation: Item-based visualization 1 2 3 4 5
Event transformation: Frequency-based visualization 1 2 3 4 5
Periodic updates rather than continuously animated views 1 2 3 4 5
Filtering techniques (moving average, moving variance, general-
ized linear filtering)
1 2 3 4 5
Adapting visualizations to streaming data:
Automatic zoom which adapts the zoom level dynamically and
gradually
1 2 3 4 5
Maintaining the overview in large data volumes:
Separating data into ”archive” and ”current data buffer” and dis-
playing these side by side
1 2 3 4 5
Manual storage of bookmarks/snapshots of selected data, and dis-
playing these text to the current data for comparison
1 2 3 4 5
Use of a ”magnifying lens” to make it easier to find the relevant
data in buffer overview
1 2 3 4 5
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Maintaining overview of time aspect in plots which have no spatial time mapping:
Use of colors in plots which have no spatial time mapping, in order
to clearly display the order in which the data items arrived
1 2 3 4 5
The questionnaire was followed by a discussion of the responses. Statoil considered the
Enhanced Buffer Overview to be less relevant for their application, since none of their
analysts normally monitor the data stream continuously. This response is consistent
with the purpose of this view; such a visualization will necessarily only be of interest
when quick reaction to new events is critical. The same response was given regarding
”periodic updates rather than continuously animated views”, a concept we explored in
order to slow down ”fast” data streams to make them correspond to the human time
constraints. Statoil also considered the ”magnifying lens” to be less relevant for their
use, although they did not provide detailed reasoning for this response. In a previous
interview, we noted that they often navigate in their data by date and time rather than
by visual features of the data, which could help explain this response9. While these
responses express only a smaller interest in some of the techniques we have developed,
they do not invalidate any of our assumptions regarding streaming data visualization.
Statoil expressed great interest in the use of configurable alarms on selected parame-
ters. This is not implemented in their current solution, and could be used to easier
detect when a particular wind turbine needs additional attention from the second-line
operations crew. Given the large number of data sources of the same type (88 identi-
cal wind turbines), the team suggested that statistics and comparative visualization of
each parameter could be used to further improve such an alert system, providing a solid
baseline for detecting abnormalities. This could be an interesting avenue for further
research. One of the team members mentioned that the wind measurements from the
turbines have considerable error bars. We have not considered the possibility of han-
dling uncertainty in the data, and note that while filtering could be one way to alleviate
this problem, handling uncertain measurements in streaming data is another interesting
subject for future research10.
9This could be an indication that it would be worthwhile to look closer at the users’ routines for
browsing large data volumes. It would be a big oversight if we have not sufficiently communicated the
benefit of visual interaction in all stages of the data analysis process.
10Handling uncertain measurements is a subject which is often overlooked in visualization research [35].
Johnson et al. have explored this subject in detail, and outlined its challenges and future direction [36].
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The operations team highlighted event transformation as a promising, novel technique
to simplify large data streams and quickly detect abnormal behavior. While the team
expressed enthusiasm for this concept, they found our item-based event visualization to
be a little confusing. The team emphasized that such visualizations should make sure
that not too much data is shown at once. This is an indication that our notion of event
transformation is a principally sound concept, but that additional adaptions and user
studies are required in order to improve the visualizations. Multiple members of the
team also expressed interest in our color-coded scatterplots and histograms, where old
and new data items are represented by changes in color hue. Displaying time/age in
plots that have no direct mapping between spatial dimensions and time, appears to be
potentially useful, even though it has not yet been considered by the team.
4.3.2 Validity for time-critical streaming data analysis scenarios
Since Statoil’s current streaming data analysis tasks are in the less urgent region of
the analysis-monitoring-continuum, the evaluation has so far mostly been concerned
with streaming data analysis scenarios that do not have high time pressure. Analysis
scenarios with higher time pressure are central to the theme of this thesis. Therefore, we
would ideally want to perform a detailed evaluation of a more time-critical scenario, in
order to see whether the techniques we developed have merit also under these conditions.
Getting access to such an analysis/monitoring process has been difficult, and we have
only been able to approximate this scenario by performing demonstrations where the
data is played back at higher speed.
Since the Wind Operations group are domain experts on the analysis of wind turbine
sensor data, we found it informative to ask them whether they would consider our
methods useful for a more time-critical scenario. To the question ”to which degree do
you think that a visualization technique using the techniques we have presented, has the
potential to contribute to the work of an analyst in a time-critical analysis scenario on
real-time/streaming data?”, the representative replied ”good to very good potential”.
We consider this response a good indication that streaming data IVA is a useful technique
also in a urgent real-time analysis scenarios. However, we must emphasize that this
domain expert opinion does not constitute a formal evaluation, and that additional
investigation is required in order to get a conclusive answer.
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4.4 Discussion of the evaluation results
The strongest result from our domain expert evaluation is that streaming data IVA
is applicable to streaming data analysis scenarios where there is relatively little time
pressure for making decisions. While this is not the type of scenario that has been the
main focus of this thesis, it is still an interesting result: This means that streaming data
IVA represents a generalization of IVA to the real-time, streaming data domain. We
retain most of the parts of IVA that make it useful to perform slow and deliberate, high-
dimensional analysis of large and complex datasets, while also having the ability to react
immediately to new events. Using streaming data IVA, process monitoring dashboards
emerge as a special case on the fast-paced end of the spectrum. Traditional, static IVA
emerges as a special case on the slow-paced end of the spectrum.
Further, the evaluation provided an indication that streaming data IVA is a promising
technique to analyze streaming data in time-critical scenarios. The domain experts
indicate that these techniques will probably do a better job of providing timely insight
into streaming data than the current state of the art. This is a less conclusive answer
to the main question of this thesis than we would have liked, but it still is an indication
that streaming data IVA is a sensible approach.
4.4.1 Distinction between analysis and monitoring
The discussions with Statoil made it clear that the industry often has a sharper distinc-
tion between the analysis and monitoring communities than we initially thought. In the
light of this discovery, the combination of these domains under a single methodology
actually represents a quite radical notion which departs sharply from the current state
of the art. In retrospect, it is therefore not surprising that we were unable to find many
good examples of data and applications on which to demonstrate our techniques.
Further exploration of the applications for streaming data IVA is required to conclusively
validate the applicability of this research, particularly with regards to time-critical sce-
narios. Such research should be done in close collaboration with domain experts in
real-time data monitoring. Researchers should keep in mind that streaming data IVA
would represent a very different approach than the current established industry practice,
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but that combining analysis and monitoring in one methodology has the potential to
provide additional insight capability to the current state of the art.
This concludes the demonstration and evaluation of the techniques presented in this the-
sis. The bottom line of the evaluation is that our techniques appear to have merit, and
seem to provide a useful aid when trying to make sense of streaming data in real time.
Both the demonstration and domain expert evaluation indicate that streaming data
IVA has good potential as a real-time data analysis technique. Considerable work re-
mains in exploring streaming data IVA of more time-critical scenarios, finding additional
application domains and evaluating its suitability as compared to classical monitoring
techniques. But as a first approximation, this evaluation indicates that we have a good
result.
Chapter 5
Implementation details
The software prototype demonstrated in this thesis is written in C# on top of the
Microsoft .NET Framework 4.5, using the Windows Forms library for all user interface
components. The full project consists of some ∼10,000 source lines of code distributed
across three separate Windows applications. A considerable part of this code is machine-
generated user interface hooks and definitions.
Experience dictates that superfluous programming effort is common in single-person
development efforts. With regards to functionality that is common for many different
software projects, the author has previously experienced losing time due to ”re-inventing
the wheel”, but also to spending too much time understanding complex, external library
functionality. Pragmatism has therefore been an important value throughout the prac-
tical part of this thesis; when faced with a choice, we have consistently selected the
technical solution that was expected to provide the best result for the time invested.
In retrospect, this turned out to be a good choice. Almost no time was spent fighting
limitations of the technology, so the main portion of the effort could be directed towards
solving our scientific goals.
5.1 Choice of technology
In academic circles, the use of closed-source software is often a contentious subject.
For scientific library functionality which is intended to be re-used by others, this might
not be the best choice. We have known from the beginning that interactivity and user
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interface design are important features of any IVA framework. Microsoft’s development
tools, mainly in the form of the Visual Studio IDE, debugger and related toolchain, are
known to be both powerful, mature and time-saving in this regard1.
5.1.1 .NET Framework
The .NET Framework is Microsoft’s common name for a large amount of modern
Microsoft-built library functionality which interfaces with the Windows operating sys-
tem [13]. This functionality is interfaced from the C# standard library, which consists of
a rich, well-documented collection of data structures and operating system APIs which
span the entirety of the Windows ecosystem. Double-buffered graphical animation func-
tionality and the TCP protocol are both interfaced through this framework.
5.1.2 Windows Forms
Windows Forms2 is Microsoft’s previous-generation API3 for user interface design, pro-
viding a user friendly, high-level abstraction on top of the low-level Windows API.
Forms provides a very powerful GUI interface designer integrated in Visual Studio, which
uses an event-based model similar to Qt to enable interactivity. The GUI designer is an
invaluable tool when prototyping user interfaces, since it enables quick iterations where
both the visual and interactive aspects of the application can be tested.
5.1.3 Tool chain
Visual Studio 2010 was the IDE of choice for this project. Source control was managed
with an online beta subscription to Visual Studio Online, which acts as a host for
Microsoft’s Team Foundation Server source control system. This served nicely, although
it is overkill for a one-man effort.
It is hard to emphasize strongly enough how much time and effort has been saved by
using the Windows Forms GUI editor and the Visual Studio debugger. In particular,
1Although we have no reference for this claim, this is an impression one often receives when talking
to programmers who have broad experience with different types of development tools.
2http://en.wikipedia.org/wiki/Windows_Forms.
3Windows Forms is now superseded by the Windows Presentation Foundation (WPF), which is more
flexible but requires higher overhead in development effort and system resources.
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the Visual Studio debugger allows very flexible real-time manipulation of program flow,
including on-the-fly re-compilation during an active debugging session. A powerful ob-
ject inspector allows observation and manipulation of in-memory data structures during
program execution. This is invaluable when developing rich GUIs with animated views.
Even though C# is a statically-typed language running on a virtual machine, this flex-
ibility rivals that of an interpreted, dynamically-typed language such as Python.
5.1.4 External libraries
In addition to Windows Forms and the .NET Class Library, the prototype uses only one
external library: Kent Boogart’s KBCsv4 library for parsing CSV files, used in the data
source simulator. In addition, a small 21-line module for interpolating RGB colors5 was
borrowed from user ”jason”6 at the developer network Stack Overflow.
Apart from this, all common functionality in this software has been written by the au-
thor. This includes the mathematical interpolation functionality, statistical operations,
a simple TCP protocol and the linear signal filtering. Although this is functionality
which would commonly be borrowed from other libraries, the documentation and low-
level control functionality exposed through .NET is so powerful that re-implementing
these features was assumed to be the faster choice. This assumption proved sound. Since
the scientific focus has been on interactivity and user experience rather than numerical
accuracy, taking the small risk that there are minor mathematical inconsistencies in
these common operations seemed worthwhile. We also avoided the risk of functionality
being broken by new versions of external libraries, which is a problem that plagues many
small-scale development efforts.
5.2 Data source simulation
A principal concern when researching streaming data is how the streaming data source
should be represented. We decided early that decoupling the user interface from the
data source yields the most realistic model without causing prohibitive complexity.
4http://kbcsv.codeplex.com/
5http://stackoverflow.com/questions/1236683/color-interpolation-between-3-colors-in-net
6http://stackoverflow.com/users/45914/jason
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We therefore implemented a standalone application which connects to the user interface
program across the TCP protocol, transmitting data items one line at a time over the
network interface. Each individual data line consists of an array of double-precision
decimal numbers, each representing the instantaneous value of one sensor value from
the data source. Every time a new data item is received through the user interface
program’s TCP connection, an event is executed and the user interface updates its data
structures and views. In a real-life implementation, the data source application could
be considered part of the translation layer between sensor hardware and the operator’s
analysis environment.
At connection time, the data source simulator also transmits a list of strings denoting
the label of each dataset dimension. This is purely for operator convenience, but it is
nevertheless an essential consideration for the user experience.
There are two options for how to generate the data lines that are transmitted over
the network: Either they are generated automatically through a couple of hard-coded
mathematical functions, or they can be parsed and played back from a CSV file on disk.
In practice, the latter option proved to be more flexible both for synthetic datasets and
real sensor data. Hence, this option was used almost exclusively when testing. When
using a CSV file representing real sensor data, such as that of Statoil’s Sheringham
Shoal offshore wind farm dataset, this data source model provides an accurate analogy
for what data would be available to the visualization interface when looking at a real
source of streaming data.
5.3 Software architecture
The visualization environment is distributed across two applications:
• Data source simulator for streaming data to the visualization interface
• User-configurable visualization interface
The main visualization interface is a monolithic Windows Forms application, with all
functionality except the Event Transformation exposed in a single window. Controllers
for advanced functionality (e.g. alarms, automated brushing, bookmarks, events) are
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exposed in separate classes and interfaced from the main windows. We refer to Appendix
A for annotated, full-size screenshots of the full visualization interface.
5.3.1 Notes about API choice and code re-use
It’s worth to note that the choice of Windows Forms as the GUI API would not have been
ideal for a commercial application, due to lacking separation of user interface definitions
and application logic. This is an inherent feature in Forms, and is also what makes the
framework so suitable for rapid prototyping. The code base becomes hard to maintain
when such an application grows large. In the end, this architectural choice tied in nicely
with our goal of creating a simple research prototype.
Finally, the project also re-uses (by duplication) a certain amount of common code, e.g.
that of graphical buffer management. An idiomatic software engineering effort would
abstract more of this behavior out to common libraries, instead of duplicating it for
different parts of the program. However, this pragmatic choice turned out to be a
time-saving measure, as minor differences in the behavior of common functionality (e.g.
between the histogram and moving-average views) were now trivial to implement and
did not require maintaining a long, separate list of special cases.
5.3.2 Data model
The data buffer described in Chapter 3 is central to all operations performed by the
visualization interface. While we have described this data structure as a FIFO queue in
terms of data flow, random access is essential for many of the required operations.
We decided to use an array list to store this data buffer. This implies an O(n) update
whenever new data is received7, but provides O(1) random access. Since drawing oper-
ations are the most computationally intensive part of this application and data updates
are comparatively rare at e.g. 10 updates per second, this choice proved unproblem-
atic. For a more scalable program that handles greater data volumes, a different data
structure should be considered. One possibility would be a hash map with sequentially
7O(1) insertion of the new data line, followed by O(n) deletion of the data line which leaves the
buffer.
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Figure 5.1: Class overview for the streaming data IVA application. The visual layout
of the main user interface is specified in MainForm.Designer.cs, and the user inter-
face behavior is specified in MainForm.cs. The classes in the FeatureControllers folder
specify behavior for advanced features, and these classes are instantiated from Main-
Form.cs.
increasing keys, but a performance study would clearly be required in order to avoid
premature optimization.
Individual data items that are stored in this list, follow the same convention as described
in the data source simulator: Each data item is a list of double-precision numbers, each
number representing the value of a single dimension of the dataset. Using double-
precision numbers also allows us to represent categorical data, where each category is
denoted by a specific integer number. The Sheringham Shoal dataset also uses this
convention for some parameters, e.g. the current status code of each wind turbine.
5.3.3 Details about the code structure
Windows Forms applications commonly gather all user interface behavior for a single
window in one large class. Hence, our MainForm.cs class contains a large amount of
user interface code and is the controller for the main visualization application. This class
also handles all user interface events (mouse clicks, button presses) and forwards them
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Figure 5.2: Excerpt of class structure for LinkedView.cs. This is a big class with a
large number of methods and instance variables, so the full list of methods and variables
is not included8. For examples of a few of the methods, Draw commands the view to
redraw its contents, getBrushedDataPoints commands the view to return all data points
encompassed by the current brush and setDimensions commands the view to change
its data space dimensions. All these methods are public; the convention of letting
capitalization denote protection level has not been followed.
to the appropriate controller. The class overview for the streaming data IVA application
is illustrated in figure 5.1.
The behavior of the linked views, which is key to the application, is specified in Linked-
View.cs (excerpt provided in figure 5.2). This class specifies the behavior for all view
types, and have public methods that are called to select the view type that should
currently be displayed. View limits and other view behavior is also specified in this
class.
8A deliberate choice was made to keep functionality for all views in a single class, instead of subclassing
from a common view class with shared functionality for each plot type. We note that this violates the
textbook of software development, but defend this choice as reducing the development overhead when
the nature of the future structural changes is uncertain. This does introduce the requirement that each
developer have a good idea of the structure of the class, but this is not an issue in a one-man development
effort. This decision would have caused problems if this software prototype had to be made considerably
bigger, but it proved to be a sound decision under the prevailing constraints. Prototyping is different
from writing production-quality software, with its own benefits and drawbacks.
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Five instances of LinkedView.cs are created during program startup, after which each is
connected to one of the four linked views (and one to the data buffer overview) in the
main visualization interface. At this point, each linked view (and the buffer overview) has
a reference to the main data buffer described under Data model (5.3.2), which resides
in MainForm.cs. After a series of other steps performed during the initialization of
MainForm.cs, the application can now connect with the data source simulator. This is
performed by the main window holding an instance of Server.cs, which accepts a TCP
connection from the data source simulator. Once this connection has been established,
all data items concurrently received from the data source over the TCP connection will
be stored in a thread-safe intermediary buffer in MainForm.cs.
After the TCP connection has been established, a timer in MainForm.cs will execute
the main loop of the application every 40 milliseconds (25 times per second), or as fast
as resource constraints permit. The main loop is as follows:
1. Move any newly received data items from the intermediary buffer to the main data
buffer. If the buffer is full, purge any overflowing data items.
2. If a brush is specified in any of the views: Command this view to return the indexes
of all data items encompassed by the brush, taking the selected brushing mode
into account.
3. Based on the result of this operation, tell all the views which data items are now
brushed.
4. Update the position of the view window, depending on the playback mode and
whether any new data items have been received since the last iteration of the main
loop.
5. Command all views to redraw their contents, taking into account the brush con-
tents specified in (3).
This enumeration is obviously a simplification. MainForm.cs also holds instances to all
the FeatureControllers classes, and many of these classes are also updated during the
main loop. These classes contain behavior for alarms, the Enhanced Buffer Overview,
automated brushing and bookmarks. This summary is only intended to give a high-level
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overview of our application; source code is available on demand if there are any more
specific questions.
Note that event transformation and visualization is handled by EventManagerForm.cs,
EventManager.cs and BandSelectorController.cs. This functionality is compartmental-
ized, and shares little behavior with the rest of the application apart from the connection
to the main data buffer. The HelperClasses folder contains various functionality, includ-
ing color interpolation, linear filter calculation, linear interploation of data values and
statistical functions.
5.4 Color mapping
In any visualization system, choosing a good color scheme is an important task. This is a
tradeoff between perceptual accuracy, acceptable contrast and making sure the interface
is kind on the eyes. In addition, ensuring acceptable usability for colorblind users is also
a concern. Harrower and Brewer’s excellent ColorBrewer web application [26] enables
a good balance of these concerns, and has been used as an aid in generating the color
schemes used throughout this thesis.
Chapter 6
Summary
In the following, we briefly summarize the scope, contents and the results of our work.
For additional references to related work, we refer to the main text of the thesis.
6.1 Problem domain
The visualization literature contains a large amount of work on the visual analysis of
data where time is a critical parameter. However, comparatively little attention has
been given to visualization scenarios where the data arrives in parallel with the user’s
analysis procedure. Such streaming data sources are frequently monitored in real time
through monitoring dashboards, but these usually give no ability to investigate higher-
dimensional properties and relationships in the data. Multiple methodologies exist for
creating dynamic and interactive visualizations of complex datasets, and using these
visualizations to explore complex, higher-dimensional properties in the data. However,
these tools rarely give the ability to explore streaming data in real time. We are left
with a distinction between real-time data monitoring where data is observed in real time
with no ability to perform a detailed, in-depth analysis, and data analysis, where visual
techniques are used to explore static datasets in detail. There is a lack of techniques
which combine these two scenarios.
Interactive Visual Analysis (IVA) has proven to be a powerful set of methodologies for
visually exploring and analyzing complex datasets, by allowing human users to apply
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reasoning and domain knowledge through an interactive process where complex visu-
alizations are generated and investigated on demand. IVA has been successfully used
for data exploration and hypothesis generation in a large number of fields, including
engineering [59], medicine [3], climatology [37] and biology [75].
6.2 Contributions
We define a methodological framework for extending Interactive Visual Analysis such
that it can be applied in real time to streaming data. The core of this framework is a data
buffer of the available data, which is dynamically updated in real time. We select a subset
of this buffer as the view window. The contents of the view window are made available
to a number of Coordinated Multiple Views, where the user can dynamically select
visualization types and brush data items to investigate higher-dimensional properties of
the data in real time.
We explore many of the general challenges of real-time visual data analysis for the
purposes of making decisions in real time, and investigate techniques to help solve these
challenges:
6.2.1 Time management
The manual selection of the view window, looping and a general ”playback metaphor”
are used to allow the user to navigate in time. These techniques allow for flexible, manual
navigation in a large data set in real time and, crucially, also for monitoring the data
immediately as it becomes available. Previous events can be replayed and investigated
closer, on demand. We discuss the conflict of attention, which is one of the challenges
that must be handled when such time navigation is allowed: If the user is investigating
previous events, the presently arriving data is unattended. This could cause the user to
miss relevant observations at the time they would be most useful to make.
6.2.2 Linked views and statistics
The concept of linking and brushing is explored in the context of streaming data, and
we discover that this concept becomes ambiguous when the data source is dynamic.
Summary 108
Since the contents of the linked views can change, selecting (brushing) part of the views
can in fact refer to many different selection operations. Two examples of such brushing
operations are ”all data points that show up in a specific region of the view”, and ”only
the specific data items that are visible at the time of brushing”. We describe four such
brushing operations, and also illustrate a technique for automatic brushing based on the
statistical properties of the data.
A similar observation is made regarding the calculation of the statistical properties
of streaming data. The statistical properties of a static dataset (e.g. mean, variance,
percentiles) are usually fixed since the dataset does not change. This is not true of
streaming data; such statistical measures vary both according to what data are currently
available and which subset of the data the user is currently interested in. We describe
some of the different subsets of the streaming data that can be useful for different
purposes when calculating the statistics of streaming data.
6.2.3 Maintaining overview of the present
We investigate techniques to allow the user to maintain an overview of the present
situation in the cases where the user is analyzing events that have occurred in the recent
past. This is important due to the conflict of attention, briefly described above. We
investigate three different techniques for maintaining an overview of the present: Alarms
that alert the user when data values move outside of specified boundaries, overview
displays that show an abbreviated form of the data currently available, and dynamic
calculation of statistics on newly arriving data.
6.2.4 Maintaining overview over high data volumes
When handling high data volumes in real time, a user can easily be overwhelmed due
to the limitations of human perception. We refer to the literature on perception in
order to quantify these limits, which are referred to as the human time constraints.
We then suggest a number of ideas for alleviating this problem. Data rates can be
reduced through aggregation or random sampling of the data stream. Frequency-based
visualizations can be used to hide the details of the individual data items that arrive. We
define a trend+outlier view that performs smoothing on noisy data while still displaying
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outlier data points, allowing the user to both follow trends and to monitor deviations
from the trend.
We explore various transformations that can be applied to streaming data, for the pur-
pose of improving perception or investigating derived forms of the data. A technique for
discretized linear filtering is introduced, based on the convolution technique as applied
in signal processing. We describe how views can be updated intermittently instead of
being animated continuously, which can make a noisy, high-volume source of streaming
data conform to the human time constraints, potentially improving the ability of a hu-
man user to see how the data values develop over time. We finally describe a simple
scheme for event transformation, which transforms a continuous parameter value into
five bins, allowing the user to maintain a high-level overview of many parameters at the
same time. We then explore various techniques to visually represent these events.
6.2.5 Mental map preservation
Most visualization types are not adapted to displaying a streaming data source in an
animated view. When viewing a streaming data source in an animated plot, new data
could arrive that are outside of the current limits of the views. We suggest automatic
zooming as one technique to handle this challenge. Automatic zooming has the potential
to invalidate the user’s mental map of the relationship between the data values and what
is visible in the visualization. We therefore introduce a new technique to automatically
zoom in scatterplots and histograms, which reduces the probability of invalidating the
user’s mental map of the data.
Scatterplots turn out to work comparably well for visualizing streaming data. But when
adapting histograms to streaming data, we discover some challenges due to the fact that
streaming data causes the distribution of the data to change over time. These challenges
are described, and we suggest one method of drawing animated histograms in a way that
is less confusing for the user.
6.2.6 Storing and navigating high data volumes
A streaming data analysis scenario implies that we could receive a large amount of data
which must be handled and stored if we are going to investigate it. We explore some
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ways to handle data storage in the case where the data buffer is too small to contain all
the data received from the streaming data source. We also explore some techniques to
store this data for later reference.
We describe a method for visualizing snapshots of historical data in order to to allow easy
comparison between previous data and the current situation. We also discuss methods of
finding and referring to historical data when this is required during an analysis scenario:
Specifically, we investigate the use of bookmarks and lensing metaphors for visually
searching in line charts. Automated search strategies are briefly discussed, but not
investigated in detail.
6.2.7 Displaying time in plots without a temporal mapping
Since many plot types have no spatial mapping to time, a user which monitors an
animated plot can easily lose track of the order in which the data items arrived. We
discuss one technique to visually code the age of data in plot types that have no spatial
mapping to time. Using scatterplots and histograms, we demonstrate this technique on
wind turbine data. This technique preserves the user’s mental map if he or she is unable
to continuously monitor an animated visualization of this type.
6.3 Evaluation and demonstration
Finally, we successfully demonstrate most of the methods we have developed on sen-
sor data from two wind turbines in the Sheringham Shoal offshore wind farm. This
demonstration does not constitute a scientific proof that our techniques are sound, but
it strengthens the claim that streaming data IVA is a promising technique for analyzing
streaming data in situations where the time pressure is high.
After the demonstration, we present our techniques to a team of domain experts in
the field of wind turbine data analysis. The domain expert evaluation shows that the
techniques we have developed, are likely useful for analyzing streaming data in situations
where the time pressure for making decisions is generally low. The evaluation indicates
that the techniques also have good potential to contribute to the work of an analyst in
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a time-critical streaming data analysis scenario, although further evaluation is required
in order to conclusively verify this claim.
Chapter 7
Conclusions
Exploring streaming data IVA and real-time data visualization has been a very inter-
esting and worthwhile experience. This final chapter summarizes the major lessons
learned during this project, and suggests directions for further research on streaming
data visualization.
7.1 Findings
We now present the major findings of this thesis.
7.1.1 Urgency causes difficulties
For any data analysis task where humans are involved, placing a pressing deadline for
the analysis introduces many additional complexities compared to analysis tasks where
the time pressure is lower. In IVA, views must be selected and configured, brushing
operations performed, and the user must understand what he or she sees in order to ask
additional questions. All of this takes time, which means that new events can happen
during the analysis. Also, the user needs to be able to finish the analysis quickly enough
to take action or make recommendations based on the results. These challenges can be
alleviated with the techniques we have presented. They can never be solved entirely,
since the progress of time cannot be stopped and the attention of the user cannot be
duplicated.
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7.1.2 Most plot types are not adapted to animation
We have only used three of the most common plot types: Line charts, scatterplots and
histograms. Most common plot types are not easily adapted to display streaming data
by real-time animation. We have seen this evidenced both in the adaptions required to
adapt histogram bin selection to streaming data, and to dynamically adapt the zoom
levels of the three plot types in response to changes in the range of the data to be dis-
played. Other well-known visualization types are likely to exhibit additional problems,
especially since most plots are more complex than the ones we have investigated. Re-
searchers and developers need to keep this in mind when designing visualization tools
for streaming data.
7.1.3 Statistics and brushing become more complex
Calculating averages, variance, standard deviation or other statistical measures is well-
defined on static data: There is only a single dataset to refer to. When working with
streaming data, such operations could be performed on many relevant subsets of the
data: For example, all data which has ever been received, all the data currently available
to the user or all the data which is currently drawn in the plots on screen. Each of these
operations is useful for different tasks, and hence this is another complexity introduced
by streaming data which is not present on static data.
Similarly, the common linking and brushing operation becomes more complex on stream-
ing data. There is no bound to the brushing operations that can be defined, but data
space brushing, view space brushing, data item brushing and statistical brushing are
all obvious candidates for relevant brushing techniques. This is another complexity of
streaming data IVA which researchers and developers should keep in mind.
7.1.4 Streaming data IVA is suitable when the time pressure is low
Our domain expert evaluation determined that techniques from streaming data IVA
could be somewhat better suited to data analysis than their existing tools, even in
the situation where the time pressure for drawing conclusions and making decisions is
generally low. This is a useful result which shows that streaming data IVA can sometimes
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be used as a drop-in replacement for existing tools, even when the time pressure for
making decisions is low.
7.1.5 Streaming data IVA is a generalization of IVA
Following the point above, streaming data IVA represents a generalization of Interactive
Visual Analysis in the time domain. Process monitoring dashboards emerge as a special
case on one end of the urgency continuum, while classical, static IVA emerges as a special
case on the other end. The generalization of scientific results is usually considered good
– however, there is the caveat that combining these cases in a single tool will create
more complexities than each tool by itself has. We have not been able to determine
with certainty whether streaming data IVA is better suited to streaming data analysis
than each of these techniques by itself, but we have made a good case that it a useful
technique and a promising avenue for future research.
7.1.6 Streaming data visualization is a complex subject
The findings above lead to the conclusion that streaming data visualization is a broad
and challenging subject. We have only investigated Interactive Visual Analysis, which
covers just a portion of the visualization landscape. It seems reasonable to assume that
the large scope and complexities of this subject are part of the reason why relatively
little research currently exists in this area.
7.2 Discussion of the domain expert evaluation results
The domain expert evaluation in Chapter 4 verified that most of our initial assumptions
throughout this thesis, proved sound. Everything in this evaluation supports our notion
of a continuum between data analysis and data monitoring, and indicates that there is
a scarcely populated space here for visualization tools to fill. We believe that our work
represents a good first iteration of generalizing IVA to the real-time, streaming data
domain, providing techniques that can be used for both analysis and monitoring. Sta-
toil’s comments, both in general, regarding operational alertness during rough weather
events and regarding their wish for alarm functionality, indicate that we have verified the
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soundness of our approach for at least part of the streaming data analysis-monitoring
continuum.
Since traditional IVA emerges as a special case of streaming data IVA, the methods
we have investigated can likely incorporate strategic, long-term analysis and urgent,
reactive real-time analysis in the same framework. These two domains already use the
same source data, so such an approach represents a good opportunity for simplification
and generalization. This has the potential to simplify the training of operators, as
well as providing an opportunity for closer collaboration between different layers of the
organization. All else being equal, unified interfaces and interaction methods is a form
of simplification which could improve the communication between different groups of
technical personnel.
Monitoring dashboards represent a common contemporary solution to streaming data
visualization. These systems focus on immediate action and discovering problems as
they occur. More detailed data analysis is not given priority. Questioning this sharp
distinction could be a promising avenue of research. Performing detailed analysis of com-
plex processes in real time has the potential for early detection of problems or increases
in efficiency, which is a clear indication that this subject deserves more attention.
7.3 Future work
As mentioned above, streaming data IVA is a large and complex subject, of which we
have only been able to cover parts in detail. There is a lot of room for future research
in this area, both regarding streaming data visualization in general and streaming data
IVA in particular.
7.3.1 Discovering other applications for streaming data IVA
We were only able to find a single example use case for streaming data IVA – namely,
wind farm sensor analysis. A large number of other applications are likely to exist.
Effort should be spent on identifying these applications and talking to domain experts
to determine whether and how IVA can be used to solve their challenges. During this
work, it is important to keep in mind that streaming data IVA is a somewhat radical idea
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which breaks quite sharply with the current state of the art. The distinction between
analysis and monitoring appears to be quite entrenched, and the idea that detailed
visual analysis can be performed in time-critical scenarios will probably be met with
some surprise. We have indications that there is an opportunity here for improved
situational awareness and early detection of problems or inefficiencies, but this needs to
be investigated in detail.
An especially promising domain for streaming data IVA are time-critical scenarios where
a detailed analysis is required. Given that few options exist today for analyzing such data
in a timely manner, it might be challenging to discover such scenarios where the required
sensors and data collection capabilities are already in place. Where such scenarios ex-
ist, it is likely that they are currently solved by other methods: E.g. expert systems
or artificial intelligence, process monitoring displays combined with very experienced
operators, or other approaches where explicit, higher-dimensional analysis by a human
does not play the central role. Given the human abilities in pattern recognition and
abstract reasoning, there is potential for greater efficiency in such tasks, or even devel-
oping capabilities that do not yet exist. Some domains to explore could be mechanized
manufacturing, chemical production or other industrial processes, space rocket launches
or medical diagnosis and treatment, but it is required to examine each domain and its
data sources in detail.
7.3.2 Additional evaluation of time-critical, practical applications
We have developed techniques for streaming data IVA, but we have only been able to
determine its suitability for the less time-sensitive portion of the analysis-monitoring
continuum. We have indications that it is also suitable for time-sensitive analysis tasks,
but future research should focus on verifying this claim with practical examples – prefer-
ably by investigating if streaming data IVA does a better job than traditional monitoring
tools at detecting subtle and complex patterns in streaming data. One starting point for
such investigation is to talk to monitoring personnel who have to make timely decisions
based on streaming data, figure out how they cope with these challenges today and see
whether their tasks would benefit from such an approach.
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7.3.3 Investigate different plot types and data sources
We have investigated how two-dimensional scatterplots, line charts and histograms be-
have when animated to display streaming data. How do other plot types work, and what
are their challenges? How do parallel coordinates [33], 3D scatterplots, volume rendering
or bar/pie charts work for streaming data? How can we handle different data sources
and types, e.g. streaming data from volumetric LIDAR1? There are many unexplored
questions in this area.
7.3.4 Investigate advanced IVA techniques
We only gave a brief consideration to the advanced aspects of IVA. Compound brush-
ing, gradual degree-of-interest brushing, additional custom brush types and real-time
attribute derivation have not been considered in detail. Perhaps there are other ad-
vanced techniques that work well with streaming data?
7.3.5 Exploring streaming data visualization in general
Interactive Visual Analysis is by no means the only visualization methodology that can
be applied to streaming data. As we have seen, the literature is sparse on this subject.
How can novel visualization techniques be applied to static monitoring dashboards? The
scope of streaming data visualization widens as new sensor types become available. What
new streaming data visualization techniques could be developed to handle these new
sensors, and how can such techniques increase the number of data monitoring situations
where a human can be in the loop and apply intuition and domain knowledge?
7.4 Closing statement
This project ended up with a larger scope than I initially anticipated, and I am pleas-
antly surprised that our humble Master thesis project was able to cover an area where
relatively little research has already been done. Streaming data visualization is a large
1http://en.wikipedia.org/wiki/Lidar
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and heterogeneous subject, and it has been very fascinating to be able to cover it with
some degree of generality.
After talking to industry personnel who are outside of academia, it is obvious that visual
methods for data analysis can be intuitive enough to spark the interest of professionals
with very diverse backgrounds. This observation should not be underestimated. Com-
munication is vital when faced with a large and complex problem. Any tool that can
help people with different backgrounds to understand each other, should be given serious
consideration. It is clear that there is a great potential for solving practical problems
with visualization, regardless of whether the data source is streaming or static. And for
the problem of fast analysis of streaming data sources, there appears to be an open field
for potential solutions. Hopefully, some of the deliberations in this thesis could prove
helpful in solving such problems.
Appendix A
Full-size screenshots of IVA
interface
This appendix contains screenshots of the streaming data IVA interface presented in the
thesis. Source code is available on demand from geir.smestad@gmail.com.
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