Abstract
Introduction
The development of the era demands quality human resources. For that need to be equipped with the knowledge and skills to be ready to compete in the world of work. In Law no. 20 Year 2003 of National Education System Article 18 explains that: "Vocational education is secondary education that prepares students primarily to work in a particular field". Of the above law, it is necessary to develop a form of vocational education at Vocational High School that can be implemented in accordance with the needs of the world of work. Djohar [1] vocational education is an educational program that prepares individual learners to become a professional workforce.
Vocational High School has many skills programs. The skills program implemented in Vocational High School adjusts to the needs of the world of work. Here are some examples of majors / areas of job skills: Computer Networking Techniques, Audio and Video Techniques, Engineering Machines, Buildings, Image Techniques, Motorcycle Engineering, Installation and Power Engineering, Light Vehicle Engineering, Pharmacy. With the many majors / areas of expertise in Vocational High School, many choices of majors faced for prospective students who will choose the major, So that required decision support system that can assist in the decisionmaking process of prospective students based on predetermined criteria quickly.
Research in pattern recognition is developed so diverse. In example Machine vision, Object character recognition (OCR), Computer aided diagnosis, Speech recognition, Face recognition, Biometric, Image database retrieval, Data mining, and Bioinformatic. The application uses several algorithms: Artificial Neural Network (ANN), Backpropagation, Learning Vector Quantization LVQ), Reeman Chain Code, perception, and Fuzzy C-Means (FCM). In the study of Abdul Fadlil [2] In this research resulted from ANN with the best recognition result. Abdul Fadlil [3] In this research has developed a new approach of human skin irritation identification system automatically based on image pattern recognition. To evaluate the performance of the system is done by combining the methods of characterization and classifier extraction. The experimental results show that the best accuracy is 83.33% obtained in the system design implemented using GLH or GLCM characteristics through the LVQ-NN classifier.
Sapriani Gustina et al [4] , the data in their study were used as a standard reference of 3 samples of mushrooms of 5 types of mushrooms. [5] , in their research on wooden images can be analyzed in character to obtain patterns that indicate the type of wood. The system includes image acquisition, image processing, feature extraction, and feature extraction classification using the Gray Level Co-occurrence Matrix (GLCM) matrix while closer to using the Euclidean distance method. The results from resizing the original image to 30x30, 20x20 and 10x10 each produce 82.5%, 65.7% and 77.5% accuracy. Ahsan Anwar S, et al [6] , in their study discussing the application of one method of mining Fuzzy C-Means data into mobile web-based system can simplify and speed up in clustering data.
Fuzzy logic was first developed by Lotfi A. Zadeh, an Iranian American scientist from the University of California at Barkele [7] . One application of fuzzy logic is in clusters or grouping. Clustering is a grouping method based on the size of proximity (similarity). The grouping is based on the proximity of an existing sample characteristic.
Fuzzy C-means Clustering (FCM), also known as Fuzzy ISODATA, is one of the clustering methods that is part of the Hard K-Means method. Fuzzy clustering is one technique for determining the optimal cluster in a vector space based on the normal Euclidean form of the spacing between vectors. Fuzzy C-Means (FCM) is a data grouping technique that the existence of each datum in a group is determined by a certain value or degree of membership and this technique was first introduced by Jim Bezdek in 1981 [8] .
In this research using fuzzy C-Means method. With the clustering majors using fuzzy cmeans algorithm is expected to help prospective students choose majors from the many majors that exist. This is done so that prospective learners do not experience difficulties that, when entering teaching and learning activities and can develop secure optimally. With a study period of about three or four years, Vocational High School graduates are expected to be able to work in accordance with the expertise that has been occupied. So that in the end can improve the quality of output and outcome of vocational education.
Research Method 2.1 Research Subject
Subjects in this research are how to classify the majors with the number phone existing majors. Grouping majors according to what the prospective student needs by considering several indicators such as skills, talents, interests. The results will be given in the form of clustering majors in accordance with the abilities and interests of the child.
Data Collection
The data used for the object of research in this study is the data related to the classification of majors. Data were obtained from questionnaires that had been scattered and several weighted questionnaires for the study. From the data that has been obtained made the supporting criteria for grouping majors.
Fuzzy C-Means Clustering
Fuzzy logic is used as a way to map problems from inputs to expected outputs. In fuzzy logic there is fuzzy clustering, which is one of the methods to determine the optimal cluster in a vector space based on the normal form of Euclidean for the distance between vectors.
Fuzzy C-Means is one of the data grouping techniques in which the existence of each data point in a cluster is determined by the degree of membership. The Fuzzy C-Means method includes a supervised clustering method in which the number of cluster centers is determined in the clustering process. The purpose of the Fuzzy C-Means is to obtain a cluster center, which will be used to know the data that goes into a cluster [9] . According to Kusumadewi and Purnomo [10] , the fuzzy c-means algorithm is as follows: 1. Input data to be clustered X, a matrix of size n x m (n = number of data samples, m = attribute of each datum). Xij the I-the sample data (I = 1,2,... n), the j-attribute (j = 1,2, .. m 
4. Calculate the center of the k-cluster on Equation 2: Vkj, with k=1,2,…,c; and j=1,2,…,m, [11] .
5. Using Equation 3 to calculate the objective function on the iteration to -t, [11] .
6. Calculate the partition matrix change on Equation 4 [11] .
If not: t = t + 1, reset step 4th. Talent Interest  A  35  31  35  B  37  33  33  C  38  29  32  D  35  27  32  E  33  32  30  F  33  28  24  G  33  31  28  H  40  38  39  I  33  29  26  J  41  39  38 Table 2 is the X data, which will be used for grouping data, namely: Consisting of 10 data which is the result of the questionnaire. based on the data obtained, then grouped the object into 3 clusters with attributes TAV, TKJ, and TSM. In the Table 3 , the researcher has determined the initial parameter value of the group number (c) of 3, run (w) or weighed by weighting 2. The smallest expected error of 0.001, Function Objective (P0) is 0, and the maximum iteration of up to 10 iterations. The initialization of the above determination shall be made before producing a random number. This research has determined the initial parameter value of the group number (c) of 3, run (w) or weighed by weighting 2. The smallest expected error of 0.01, Function Objective (P0) is 0, and maximum iteration of up to 10 iterations. The initialization of the above determination should be made before generating random numbers.
Results and Discussion
Basically, grouping majors can be grouped after data. Grouping is done to help simplify the determination/grouping of data prospective students in accordance with skills, interests, and talents so that the results of the grouping will facilitate prospective students in teaching and learning activities in schools to be addressed. Results for groups with Fuzzy C-Means as shown in the T.able 4. Table 4 , it is a table of kernel values (μik) which can be randomly derived from fuzzy, cmeans calculation example, according to random number generator η initial partition U as an element of initial partition matrix U. Begin by forming random membership with an assumption of random value with the total of each row of data is always worth 1. Table 5 is a table that calculates the value of congestion (μik) squared from the calculation of fuzzy c-means. The above stage is the first stage of the cluster calculation with the vector value μ ik2 for the calculation of the cluster center becomes easy. By means of the existing random number data are: c1, c2, c3 are doubled 2. Table 6 is the table of calculation of the cluster center on the first iteration. Calculation of the cluster center by using equation according to formula (2.3.2). The above calculation results in the value of centroid in Table 7 . Table 7 is Cluster V Center with centroid obtained for 3 clusters in the first iteration. In Table  8. This is a table the 
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Rifqi Rahmatika Az-Zahra, Rusydi Umar, Abdul Fadlil 275 in the value of the objective function is still above the threshold, the process is continued to the next iteration. In Table 9 , this is a table the calculation of the objective function of the first iteration. With the objective function value reaching 143,728. Because the change in the value of the objective function is still above the threshold, the process is continued to the next iteration. In Table 10 , this is a table the calculation of the objective function of the first iteration. With the objective function value reaching 131,568. The change in the value of the objective function has already fallen below the specified threshold, then the process is stopped.
Conclusion
Based on the results of the discussion, it can be concluded as follows: From the research using the data above. Grouping Department Using Fuzzy C-Means have been done. Fuzzy C-Means is able to solve existing problems, and the data used consists of 10 data. The results above can be summarized in the table below. Table 11 above is the level of student membership in the last iteration. Obtained information about the tendency of prospective students to enter into clusters where. The largest membership rate indicates that the highest tendency of prospective students to enter cluster members. With distance matrix: The first cluster member with membership title is 0.1676, Member of the second cluster with membership degree 0.4625, Member of the third cluster with membership level 0,5004 From Table 11 above can be obtained: 1. Cluster 1 consists of 1 prospective study 2. Cluster 2 consists of 3 prospective students 3. Cluster 3 consists of 6 prospective students
The data are grouped by 3 groups, making it easier for prospective students to choose the majors in accordance with the selected cluster. 
