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Tato práce se zabývá analýzou možností zálohování a verzování konﬁguračních souborů
pod operačním systémem GNU/Linux. Na základě zjištěných skutečností je navržen, im-
plementován a otestován nový nástroj pro distribuci Fedora. Jeho cílem je zachovat výhody
existujích řešení a odstranit jejich nedostatky. Také přináší nové užitečné funkce, jako je
synchronizace se vzdáleným serverem a možnost integrace do jiných nástrojů pro správu.
Abstract
This thesis deals with current possibilities of creating backups and versioning of conﬁgu-
ration ﬁles in GNU/Linux operating system. Based on the ﬁndings a new tool for Fedora
distribution was designed, implemented, and tested. The aim of the tool is to keep the
beneﬁts of existing solutions and to eliminate their drawbacks. In addition, it brings some
new and useful features like synchronization with remote server and integration with other
management tools.
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Fedora je operační systém založený na GNU/Linux. Jedná se o svobodný a komunitou řízený
projekt s volně dostupným zdrojovým kódem. Jedním z jejích hlavních cílů je přinášení
nejnovějších verzí programů a představování technologických novinek. Sponzorem projektu
je ﬁrma Red Hat, která na zdrojových kódech distribuce Fedora vytváří vlastní řešení
v podobě distribuce Red Hat Enterprise Linux. Ta je pro svůj desetiletý životní cyklus
používána především v komeční sférách.
V unixových systémech (kam se řadí i Linux) se změny nastavení provádějí zpravidla
prostřednictvím konﬁguračních souborů. Správci systémů však nejsou neomylní a běhěm
změn konﬁgurace mohou udělat chyby. Některé chyby se projeví okamžitě, jiné až po delší
době. V druhém případě nemusí být ihned jasné, že se jedná o chybu v konﬁguraci.
Možnost zpětného dohledání změn, které byly provedeny je často obtížné. Návrat k před-
chozímu nastavení je možný, pokud správce systému tuto možnost vzal v úvahu a před
provedením změny zálohu vytvořil. Ruční vytvoření zálohy je však dalším podnětem vyža-
dujícím pozornost. Protože je cílem správce provést změnu konﬁgurace, je velmi snadné na
vytvoření zálohy zapomenout.
Nástrojů, které se zabývají řešením těchto problémů, je jen velmi málo. Přinášejí mož-
nost snadného vytváření záloh a dohledávání změn. Neposkytují však dostatečnou automa-
tizaci těchto úkolů – zálohy jsou vytvářeny na pokyn správce.
V rámci této práce bude navrženo nové řešení, zaměřené na použití v distribuci Fe-
dora. Nástroj správci poskytne pohodlné rozhraní pro vytváření záloh a prohlížení historie
změn. Současně bude zahrnovat mechanismy pro vytváření automatických záloh. Tyto me-
chanismy budou řízeny událostmi balíčkovacího systému a také na základě sledování změn
prováděných v konﬁguračních souborech. Další vlastností bude synchronizace se vzdáleným
serverem. Všechny provedené změny budou odesílány na server. Prostřednictvím serveru
bude možné tyto změny aplikovat i na jiných systémech. Nástroj bude také poskytovat
rozhraní umožňující jeho integraci do jiných nástrojů pro správu.
Navrhovaný nástroj bude určen pro nasazení na běžných pracovních stanicích i ser-
verech. Synchronizace změn mezi klienty a serverem bude určena především pro použití
v malých sítích. Automatické vytváření záloh navíc umožní použití nástroje i běžným uži-
vatelům, kteří nemají se správou systému velké zkušenosti. V těchto případech jim nástroj




Tato kapitola se věnuje analýze existujících řešení pro zálohování systémové konﬁgurace
napříč nejběžnějšími operačními systémy. Dále jsou popsány možnosti plánování automa-
tického spouštění procesů pod operačním systémem GNU/Linux. Nakonec jsou zmíněna
některá řešení pro centrální správu konﬁgurace.
2.1 Zálohování
Verzování systémového nastavení úzce souvisí se zálohováním. Udržování historie změn
v konﬁguračních souborech je vlastně způsob záloh. Jedná se o kritickou záležitost pře-
devším na serverech. Zálohy mohou pomoci po hardwarové havárii nebo chybě způsobené
programovým vybavením, například po změně konﬁgurace vynucené aktualizací. Na pra-
covních stanicích se zálohy zaměřují především na uživatelská data, zálohování nastavení
není v praxi příliš časté. Avšak dostupnost záloh je ve všech případech velice užitečná.
V současné době existuje mnoho různých řešení zálohování konﬁgurace napříč snad
všemi operačními systémy. Některá řešení se neomezují na zálohování konﬁgurace, ale zahr-
nují i další systémová a případně uživatelská data. Následující text se zaměřuje především
na metody zálohování systémového nastavení, tedy bez osobních nastavení uživatelů. Shr-
nuje existující řešení na nejběžněji používaných operačních systémech.
Principy popisované v podkapitole 2.1.3 jsou aplikovatelné na většinu současných unixo-
vých systémů. Výjimkou je operační systém Apple Mac OS X, který je pro velké odlišnosti
uveden v oddělené podkapitole 2.1.2.
2.1.1 Zálohování v Microsoft Windows
Konﬁgurace v operačním systému Microsoft Windows je soustředěna do registrů [15]. Jedná
se o konﬁgurační hodnoty uspořádané do hierarchické struktury (klíče, podklíče, hodnoty).
Fyzicky je tato konﬁgurace uložena v několika oddělených binárních souborech v adresáři
windows\config. Tento přístup ale není nijak standardizován. Aplikace třetích stran často
volí jiný způsob ukládání nastavení, nejčastěji do souborů.
Registry Systém Windows nabízí několik možností zálohování registrů. Protože jsou něk-
terá nastavení speciﬁcká pro daný systém (jedná se především o konﬁguraci hardwaru), jsou
tyto zálohy vzhledem k formátu uložení téměř nepřenosné.
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Během instalace systému dochází k automatickému vytvoření zálohy registru. Tato zá-
loha se vytváří v adresáři windows\repair a obsahuje výchozí nastavení pro daný systém.
Lze ji použít v případě, že dojde k poškození registru a systém se nepodaří spustit v gra-
ﬁckém režimu. Pomocí Konzole pro zotavení (angl. Recovery Console), která se nachází na
instalačním médiu, je možné těmito zálohami přepsat aktuální registry a systém spustit.
Tím je umožněn přístup ke graﬁckému nástroji Obnovení systému (angl. System Restore).
Pomocí něj je možné se vrátit k předchozímu bodu obnovení (angl. restore point) [17].
Jinou možností zálohy registru je jeho ruční export pomocí nástroje Editor Registru
(angl. Registry Editor). Výstupem je relativně srozumitelný textový formát. Problematický
může být zpětný import tohoto souboru. Dochází totiž ke slučování původního registru
a zálohy. Odstranění klíčů je nutné explicitně speciﬁkovat [16].
Body obnovy Body obnovení jsou další způsob zálohování pod Windows. Kromě zálohy
konﬁgurace jsou zálohovány i nainstalované programy. Zálohy se nachází v adresáři System
Volume Information na všech discích, pro které je systém Obnovení systému zapnut. Uži-
vatelská data by neměla být nikterak ovlivněna.
Tento typ záloh využívá technologii Stínové kopie (angl. Shadow Copy, Volume Sna-
pshot Service), který vytváří zálohu disku na úrovni bloků (ne souborů) platných v jednom
časovém okamžiku. Tuto technologii je možné přirovnat k LVM snímkům (angl. Logical
Volume Management snapshot).
Do nedávna byl jediný možný způsob obnovy pomocí již zmíněného graﬁckého nástroje
Obnovení systému. Samotné obnovení registru z Konzole pro zotavení nebylo možné. Ad-
resář sice obsahuje zálohy v požadovaném formátu, ale není z této konzole přístupný. Od
Windows 6.0 (Vista) je k dispozici graﬁcké prostředí pro obnovu systému Windows Reco-
very Environment (český překlad neexistuje). Pokud dojde k poškození zavaděče na disku,
lze ho spustit z instalačního média [18].
Centrum zálohování a obnovy Další výrobcem dodávanou možností je záloha pomocí
Cetra zálohování a obnovy (angl. Backup and Restore Center). Jedná se o řešení určené pri-
márně pro zálohování uživatelských dat. Od verze Windows Vista nahrazuje starší nástroj
NTBackup, který technologicky nedostačoval (velké kapacity disků, nové typy zálohovacích
médií).
Pro zálohování samotné konﬁgurace však není vhodný.
Jiná řešení Jiná řešení (včetně komerčních) jsou často zaměřena na zálohování celkového
stavu systému (včetně uživatelských dat). Pro příklad uveďme Norton Ghost1 nebo Acronis
TrueImage2. Existují i řešení pouze pro zálohu registru, například The Emergency Recovery
Utility NT 3.
Možnosti těchto produktů jsou různé, většina omezení však plyne ze způsobu ukládání
konﬁgurace ve Windows.
2.1.2 Zálohování v Apple Mac OS X
Mac OS X je unixový operační systém. V principech ukládání konﬁguračních souborů se





souborech v adresáři /etc. Protože v době vzniku standardu pro adresářovou hierarchii
(Filesystem Hierarchy Standard) už řada unixových operačních systémů měla navrženou
vlastní hierarchii adresářů (včetně Mac OS), najdeme i nyní některé konﬁgurační soubory
například v adresářích /System/Library a /Library.
Time Machine Apple dodává ke svému operačnímu systému řešení zálohování v podobě
nástroje Time Machine4. Pomocí něj je možné velmi elegantně zálohovat všechna systémová
i uživatelská data.
Zálohovací systém je řízen událostmi. Na pozadí běží služba, která zaznamenává ope-
race na souborovém systému (vytvoření, změna, odstranění) pomocí programového rozhraní
FSEvent [25]. Na externím disku (doporučované řešení) nebo jiném diskovém oddílu je ná-
sledně každou hodinu vytvořena záloha [1].
Při prvním vytváření zálohy je zkopírován veškerý obsah disku (až na explicitně ozna-
čené výjimky) na zálohovací disk. Další zálohy pak obsahují pevné odkazy (angl. hardlink)
na obsah, který se nezměnil a kopie nových nebo upravených souborů. Jakmile začne do-
cházet místo na disku, zálohy jsou odstraňovány od starších verzí.
Tradiční unixové souborové systémy nepodporují vytváření pevných odkazů na adresář.
Mac OS do nedávna používal souborový systém HFS. Nová verze označována jako HFS+
je o tuto funkcionalitu rozšířena [14]. Pevné odkazy jsou zde označovány jako multi-links
(český překlad neexistuje). Tato nová vlastnost byla přidána právě z důvodu použití s Time
Machine. Zálohovací diskový oddíl proto musí být naformátován na souborý systém HFS+.
Jiná řešení Jiná řešení jsou k dispozici jako freeware i jako komerční řešení. Jedná se
především o graﬁcké nástroje pro zálohování dat zaměřená na uživatele. Není však problém
zprovoznit i řešení určená obecně pro unixové systémy včetně některých, které jsou zmíněny
v podkapitole 2.1.3.
2.1.3 Zálohování v GNU/Linux
Většina současných linuxových distribucí dodržuje již zmíněný Filesystem Hierarchy Stan-
dard [23]. Proto jsou všechna systémová nastavení soustředěna v adresáři /etc ve formě tex-
tových souborů. Výjimkou mohou být lokálně kompilované programy, které mohou využít
adresář /usr/local/etc. Aplikace třetích stran používají umístění v /opt/etc. V případě
sdílení konﬁgurace mezi několika systémy je využíván i adresář /usr/etc.
Linux svým charakterem nabízí velké množství možností zálohování.
Zálohovací skripty Nejjednodušší možností je vytváření záloh formou archivu, například
pomocí nástroje Tar (původně určen pro archivaci na pásková zařízení), a jejich spouštění
démonem Cron (plánovač úloh). Vytvoření zálohovacího skriptu je většinou v rukou správce
systému.
Nevýhodou tohoto řešení je velmi malá ﬂexibilita. Konﬁgurační soubory se příliš často
nemění a v případě, že dojde ke změně, je vhodné zálohu provést co nejrychleji. Pokud
chceme uchovávat historii záloh, musíme uchovávat starší archivy. Jejich množství může
značně narůstat a jejich obsah je povětšinou duplicitní. Kromě toho je vyhledávání změn
v těchto archivech nepohodlné.
4http://www.apple.com/macosx/what-is-macosx/time-machine.html
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Zrcadlení Další možností je zrcadlení souborů na jiné umístění (angl. mirror). K tomu
lze použít démony jako rsync5, lsyncd6 nebo podobné. Ti při synchronizaci kopírují pouze
změněné části souborů, lsyncd umí reagovat i na události souborového systému. K tomu
využívá rozhraní inotify, které je popsané v podkapitole 2.2.3.
Toto řešení je narozdíl od předchozího podstatně méně náročné na množství diskového
prostoru. Nicméně získáme pouze zálohu aktuální konﬁgurace a nemáme dostupnou historii
změň.
LVM snímky V neposlední řadě lze pro zálohy použít LVM snímky. Toto řešení je po-
dobné vytváření archivů. Výsledná záloha obsahuje data z jednoho časového okamžiku (to
u archivu nemusí platit). Prohlížení obsahu LVM snímku vyžaduje jeho připojení (angl.
mount) do adresářového stromu. Protože se snímek vytváří z celého diskového oddílu, pro
zálohování samotných konﬁguračních souborů to není vhodné řešení.
Komplexní zálohovací nástroje Kompromisním řešením jsou pravděpodobně záloho-
vací nástroje jako například Amanda7 nebo Bacula8. Nabízejí různé typy záloh (soubory,
vlastní varianta snímků), které je možné procházet. Pro úsporu místa podporují rozdílové
(angl. diﬀerential) a inkrementální (angl. incremental) zálohy.
Odlišnost rozdílových a inkrementálních záloh je následující: Rozdílové zálohy obsahují
změny od předchozí kompletní zálohy. Inkrementální zálohy obsahují změny od předchozí
zálohy, která může být kompletní nebo inkrementální [10]. Proto se rozdílové zálohy někdy
označují jako kumulativně inkrementální (angl. cumulative incremental) [28]. Práce s roz-
dílovými zálohami je zpravidla rychlejší něž s inkrementálními, avšak za cenu větší velikosti
záloh.
Toto řešení je opět vhodné spíše pro větší množství dat.
Použití verzovacích systémů Protože mají konﬁgurační soubory povahu textových sou-
borů, je možné pro jejich zálohování použít nástroje, které byly původně vytvořeny pro
verzování zdrojových kódů. Nejjednodušší možností je vytvořit z adresáře /etc repozitář
vybraného verzovacího systému. Tím jsou však do adresáře zanesena metadata daného ver-
zovacího systému. Například systém CVS9 si vytvoří adresář v každém podadresáři celé
verzované adresářové struktury.
Existuje i několik nástrojů, které jsou postaveny na verzovacích systémech a určeny
pro zálohování konﬁgurace v /etc. Jedním z pokusů byl například projekt Cvsetc (používá
CVS), nepřinášel ale žádná vylepšení. Dalším nástrojem je Etckeeper10, který je poměrně
nový a je aktivně vyvíjen. Dle výběru uživatele podporuje Git11, Mercurial12, Bazaar13
a Darcs14. Poskytuje rozhraní pro napojení na balíčkovací systémy nejběžnějších distribucí,












Vlastní implementace založená na myšlence verzovacích systémů byla použita například
v projektu Cfvers15, který je již také neaktivní.
2.1.4 Shrnutí možností zálohování konﬁgurace
Zálohování konﬁgurace vyžaduje větší ﬂexibilitu než běžné zálohování dat. Změny kon-
ﬁgurace nejsou zpravidla tak časté a jedná se o podstatně menší objem dat v porování
s kompletními zálohami.
Microsoft Windows Řešení od společnosti Microsoft pro systémy Windows jsou zpra-
vidla funkční. Nabízejí se i nástroje od jiných výrobců a vývojářů, které mohou různým
skupinám uživatelů a správců vyhovovat lépe. Co se týká konﬁgurace, vytváření těchto zá-
loh je většinou založeno na metodě exportu a importu registru. Problémem těchto záloh je
náročnost jejich vytváření, prohlížení i editace. Porovnávání s předchozími verzemi je téměř
nemožné stejně tak jako identiﬁkace jednotlivých změn. Binární forma souborů s aktuálně
používanou konﬁgurací je také velmi svazující.
Mac OS X Time Machine od vývojářů Mac OS X přináší skvělou myšlenku, jakým způso-
bem zálohy vytvářet. Nevýhoda tohoto přístupu je relativně velký objem záloh (nepoužívají
se rozdíly ani komprese). To je však vyváženo velmi jednoduchým způsobem procházení zá-
loh, dokonce s obyčejným správcem souborů. Není vyžadována speciální aplikace. Omezení
na zálohování pouze určité části souborového systému (například pouze konﬁgurace) není
možné. Další komplikací může být požadavek na formát cílového diskového oddílu. Změny
je možné identiﬁkovat po hodinových rámcích, což je dáno frekvencí záloh.
GNU/Linux Pod operačním systémem Linux připadají v úvahu relativně jednoduchá
řešení v podobě pravidelného vytváření archivů nebo využití verzovacích systémů. První
řešení vytváří velké množství duplicitních dat, prohlížení nebo porovnávání archivů je ná-
ročné a změny je možné stejně jako u Time Machine identiﬁkovat jen mezi jednotlivými
zálohami. V případě verzovacích systémů je vyžadována interakce uživatele (správce), nebo
použití například Etckeeper. Problémem je však umísťování metadat verzovacího systému
do adresářové struktury, čímž se porušuje Filesystem Hierarchy Standard.
2.2 Automatické spouštění procesů
Jedním z požadavků cílového systému (podrobněji bude popsáno v podkapitole 3.1) je au-
tomatické vytváření záloh. Pro plánování a spouštění automatických úloh se nabízí několik
řešení. Rozhodující je především typ vykonávané úlohy.
2.2.1 Plánování úloh pomocí démona Atd
Démon Atd je někdy je označovaný jako plánovač odložených procesů (angl. deferred execu-
tion scheduler). Slouží k naplánování jednorázové úlohy a je obsluhován pomocí několika
jednoduchých příkazů:
• at naplánování úlohy na zadaný čas
15http://www.nongnu.org/cfvers/
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• atq vypíše seznam naplánovaných úloh
• atrm zrušení naplánované úlohy
• batch spustí úlohu, jakmile zátěž systému (system load) klesne pod určitou hodnotu
Naplánované události se ukládají jako soubory do adresáře /var/spool/cron/atjobs
odkud si je démon vybírá. Tento přístup je vhodný pro jednorázové úkoly zadávané uživa-
telem.
Pokud se stane, že je úloha naplánována a démon je v čase plánovaného provedení
vypnutý, provede se tato úloha ihned po jeho spuštění.
2.2.2 Plánování pomocí démona Cron
Démon Cron je běžný na většině unixových systémů a zpravidla ho nalezneme v základní
instalaci. Závisí na něm některé systémové úlohy. Například rotace systémových záznamů
(angl. log ﬁle rotation), odstraňování starých dočasných souborů nebo čištění vyrovávací
paměti (angl. cache) manuálových stránek. Cron je určen především pro plánování opako-
vaných úloh.
Plánování úloh V souboru /etc/crontab se nachází systémová tabulka pro plánované
úlohy. Každý uživatel si může vytvořit a spravovat vlastní tabulku pomocí příkazu crontab.
Tyto tabulky se nacházejí v adresáři /var/spool/cron/crontabs v souborech pojmenova-
ných uživatelským jménem.
Možnost speciﬁkace času vykonání procesu nejlépe demonstruje následující příklad sys-
témové tabulky úloh. Prvních pět sloupců určuje čas spuštění (minuta, hodina, den, měsíc
a den v týdnu). Hodnota v každém z těchto sloupců může být nahrazena znakem * pro in-
dikaci libovolné hodnoty. Některé implementace podporují zadání rozsahu nebo opakování.
Šestý sloupec je jméno uživatele, pod kterým má být daná úloha spuštěna. Tento sloupec
v uživatelských tabulkách chybí. Posledním údajem v tabulce je spouštěný příkaz.
1 17 * * * * root cd / && run-parts --report /etc/cron.hourly
2 25 6 * * * root cd / && run-parts --report /etc/cron.daily
3 47 6 * * 7 root cd / && run-parts --report /etc/cron.weekly
4 52 6 1 * * root cd / && run-parts --report /etc/cron.monthly
5 0/10 * * * * root /usr/bin/touch /tmp/every_ten_minutes
Prvních čtyři řádky konﬁgurace slouží ke spouštění všech skriptů z daného adresáře
v hodinových (17 minut po celé hodině), denních (6:25), týdenních (neděle, 6:47) a mě-
síčních (1. den měsíce, 6:52) intervalech. Poslední řádek pak ukazuje, jakým způsobem lze
naplánovat spuštění úlohy každých deset minut.
Varianty implementace Existuje velké množství variant démona Cron. První verze ve
Version 7 Unix (Brian Kernighan) dala základ ostatním implementacím a předpokládala
čtyřiadvacetihodinový provoz systému. Úlohy, které byly naplánovány na čas, kdy byl sys-
tém vypnut, se provedly ihned po znovuspuštění démona. Tento problém se mohl vyskytnout
i v případě posunutí systémového času vpřed. Což není vždy žádoucí řešení.
Pozdější implementace měly v tomto směru stejné chování. Rozšířeny byly o podporu
více uživatelů a byly šetrnější k výpočetním prostředkům. S příchodem GNU/Linux se
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objevila řada dalších implementací. Nejpopulárnějším se stal Vixie Cron (přejmenován,
dnes ISC Cron16), který se uchytil ve většině distribucí. Některé distribuce včetně Fedora
a Red Hat Enterprise Linux používají implementaci Cronie17, která vznikla odvozením
z původní Vixie Cron.
Problém s posunem času a se spouštěním zmeškaných úloh po spuštění počítače vyřešil
Anacron18. Pro svou funkčnost vyžaduje jiného standardního démona Cron, ze kterého
je spouštěn. Démon Cronie v sobě zahrnuje i démona Anacron, proto ho není potřeba
instalovat a konﬁgurovat zvlášť.
Časová přesnost Démon Cron byl navržen pro bezpečné spuštění procesů, kterých může
být naplánováno velké množství. Přesnost času spuštění nebyla od počátku cílem. Nelze ho
tedy používat pro časově kritické spouštění procesů. Pro časově kritické úlohy je možné
použít variantu Mcron19.
Detekce selhání Cron narozdíl od démona Atd zaznamenává výstup spuštěných úloh.
Pokud je návratový kód úlohy nenulový, posílá vlastníkovi úlohy e-mail s výstupem.
2.2.3 Plánování pomocí vlastního démona
Další možností je implementace vlastního démona, který se o spouštění úloh bude starat.
Výhodou tohoto přístupu je velká ﬂexibilita a možnost reagovat na jiné než časové události.
Protože bude zaměření démona pravděpodobně jednoúčelové, není nutné komplikovaně řešit
nároky na paměť a procesor.
Příkladem démona využívajícího tento přístup je Cpuspeed, který slouží pro dynamické
přepínání pracovní frekvence procesoru. Reaguje na aktuální zátěž systému v kratších ča-
sových intervalech, než by mohl nabídnout démon Cron.
Reakce na události souborového systému U řešení verzovacího systému pro konﬁgu-
rační soubory jsou zajímavější reakce na události než periodické spouštění a kontrolování
změň. Linuxové jádro k tomuto účelu nabízí několik rozhraní:
• Rozhraní dnotify
Původní rozhraní jádra informující o událostech souborového systému. Umožňuje sle-
dování na úrovni adresáře. Pro každý takový adresář musí proces otevřít souborový
popisovač (angl. descriptor). Můžeme tak velmi brzy narazit na limit počtu otevře-
ných souborů. Problém je také u odpojitelných disků, kdy sledování událostí udržuje
diskový oddíl jako používaný a odpojení oddílu bude selhávat, dokud nebude sledování
adresářů na tomto disku ukončeno [12].
• Rozhraní inotify
Nahrazuje přechozí implementaci a odstraňuje zmíněné nevýhody. Sledování je možné








Nejnovější rozhraní pro sledování operací se soubory. Bylo vytvořeno hlavně z důvodu
potřeby antivirových programů kontrolovat soubory ještě před přístupem k nim [7].
Sledování používá opačný přístup než předchozí způsoby. Rozhraní informuje o všech
přístupech k souborovému systému, mimo explicitně označené výjimky. Kromě in-
formace o typu prováděné operace rozhraní předává i popisovač (pouze pro čtení)
k přistupovanému souboru.
2.3 Systémy pro centrální správu konﬁgurace
Pro operační systém GNU/Linux je dostupné velké množství řešení pro centrální konﬁgu-
raci. Většina těchto nástrojů je určená pro správu velkých sítí. Z tohoto důvodu jsou některá
řešení náročná na nasazení a konﬁguraci. Za zmínku stojí pár nějběžněji používaných.
Spacewalk Projekt Spacewalk20 vznikl v roce 2008 otevřením zdrojových kódů Red Hat
Network Satellite21. Nástroj poskytuje rešení pro centrální správu systémů, která zahr-
nuje i nasazování konﬁgurace prostřednictvím konﬁguračních kanálů [24]. Nastavení tohoto
řešení je však poměrně náročné a v současné době omezené na distribuce Fedora, CentOS,
OpenSuse a Debian.
Puppet Dalším řešením s otevřeným zdrojovým kódem je Puppet22. Díky své široké
podpoře různých systémů a heterogenních prostředí velmi rozšířen. Používá se například
i v rámci projektu Fedora na správu systémů infrastruktury (webové servery, repozitáře,
systémy pro sestavování balíčků, apod.). Puppet se také může pyšnit velmi dobrou doku-
mentací. Nasazení je jednodušší než u Spacewalk.










V následujícím textu se budeme zabývat návrhem nové varianty verzování konﬁguračních
souborů, které by mělo přinést oproti existujícím řešením řadu vylepšení. Dalším přínosem
navrhovaného nástroje bude možnost jednoduchého zálohování konﬁgurace na vzdálený
server. Prostřednictvím tohoto serveru pak selektivní přenášení změn mězi více systémy.
Z důvodu zaměření na verzování upustíme od pojmu záloha a nahradíme ho výstižnějším
slovem revize.
Pro navrhovaný projekt bylo zvoleno jméno Sandglass.
3.1 Speciﬁkace požadavků
Požadavky na navrhovaný systém jsou založeny především na poskytnutí funkcionality
existujícíh nástrojů a na snaze odstranit jejich nevýhody nebo nedostatky.
1. Ruční a automatické vytváření revizí
Správce musí mít plnou kontrolu nad vytvářením revizí, ale systém musí být možné
používat i pasivně. K vytváření revizí musí docházet automaticky po určité časové
době, aby bylo možné využít alespoň některých vlastností systému, především návratu
k předchozí revizi. K automatickému vytvoření zálohy by však nemělo dojít uprostřed
provádění změn.
2. Reakce na události balíčkovacího systému
Revize mohou být vytvářeny i v závislosti na události vyvolané balíčkovacím systé-
mem. Instalace nového balíčku může způsobit například vytvoření revize se záznamem
o instalaci balíčku. Stejně tak by měly být zaznamenány změny provedené během
aktualizace a v případě potřeby umožnit lepší identiﬁkaci problému, který může s ak-
tualizací nastat.
3. Synchronizace dat se serverem
Systém verzování bude volitelně poskytovat nastavení pro ukládání revizí na vzdálený
server. Při této konﬁguraci bude umožněna oboustranná výměna změn. Systém (kli-
ent) bude na server odesílat vytvořené revize a prostřednictvím serveru bude možné
provést změnu na klientském systému.
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4. Použití bez připojení k síti
Při nastavení synchronizace se vzdáleným serverem bude možné pracovat s historií
i bez připojení k serveru. Synchronizace bude odložena.
5. Možnost porovnání konﬁgurace dvou různých systémů
Pokud bude více systémů nastaveno na synchronizaci se vzdáleným serverem, bude
umožněno porovnat jednotlivé konﬁgurace a případně změny v konﬁguraci přenášet
mezi systémy.
6. Přehledné zobrazení historie a návrat zpět k časovému okamžiku
Bude možné přehledně zobrazit seznam revizí opatřený informací o čase vytvoření.
Návrat ke starší verzi bude možné speciﬁkovat označením revize nebo na základě
časové informace.
7. Možnost získat obsah libovolného souboru nebo adresáře z historie bez
nutnosti jím nahradit aktuální konﬁguraci
Nástroj bude umožňovat získání obsahu libovolného souboru nebo celého adresáře
z historie v podobě výpisu na standardní výstup nebo jejich vytvoření v odděleném
adresáři.
8. Možnost omezit operace s historií pouze na část konﬁgurace
Při práci s historií bude možné zobrazované informace nebo prováděné operace omezit
pouze na určitý balíček, adresář nebo soubor.
9. Uchování atributů o souborech
Revize musejí uchovávat i informace o atributech souborů, především vlastníka, opráv-
nění a SELinux kontext.
10. Úsporné uložení záloh
Nástroj musí vhodně využívat komprese pro ukládání záloh. Dalším požadavkem je
omezení výskytu duplicit.
11. Dostatečný výkon
Systém musí být dostatečně výkonný, aby jeho ovládání bylo z pohledu uživatele
pohodlné.
12. Dodržení Filesystem Hierarchy Standard
Jakákoli metadata nástroje, včetně ukládaných revizí, musí být umístěna mimo ad-
resář s konﬁguračními soubory. Ideální je použití adresáře /var/lib. Ukládání do
adresáře /etc porušuje FHS.
13. Napojení na jiné nástroje pro správu
Při návrhu se musí počítat s možností budoucího napojení nástroje na jiný systém pro
vzdálenou správu pomocí Matahari1. Jedná se hlavně o spouštění některých procesů
jako vytvoření revize nebo spuštění synchronizace se serverem. Rozhraní Matahari
využívá koncept agentů poskytujících služby lokálně pomocí rozhraní D-Bus (Desktop




Pro ukládání revizí je možné se inspirovat v existujících řešení popsaných v podkapitole 2.1.
Použití archivů Jedno z nejjednodušších řešení je vytvářet revize v podobě archivů
obsahujících celý obsah adresáře s konﬁgurací. Pokud by byly archivy vytvářeny pouze
v případě, že se obsah adresáře s nastavením změnil, bylo by možné zmenšit celkovou velikost
záloh i při vysoké frekvenci jejich vytváření. Tento přístup je navíc možné kombinovat
s kompresí. Problematické by však bylo především vyhledávání změň.
Použití archivů s rozdíly Rozšířit předchozí návrh o podporu vytváření rozdílových ar-
chivů by snížilo objem záloh za cenu pomalejšího vyhledávání a komplikace algoritmů pro
vyhledávání změn. Rychlost vyhledávání by bylo možné optimalizovat vytvářením kom-
pletní zálohy po určitém množství inkrementálních záloh. Nebo pokud by množství změn
překročilo předem stanovenou mez.
Zálohy s využitím odkazů Velmi komfortní řešení jsou zálohy inspirované Time Ma-
chine. Realizace by byla možná i na systému Linux. Zásahy do souborového systému však
musíme vyloučit. Důvodem je velké množství podporovaných souborových systémů a poža-
davek na jejich zpětnou kompatibilitu. Dále bychom museli předpokládat stejné schopnosti
souborového systému na serveru při pozdější synchronizaci přes síť. Nemožnost vytvořit
pevný odkaz na adresář by byla vyřešena vytvořením nového adresáře a vytvářením od-
kazů na soubory.
Nevýhodou je absence komprese a v případě častých záloh i velká spotřeba i-uzlů
(angl. inode) souborového systému. Tento přístup by byl pomalejší než původní řešení na
Mac OS X, což ale není velký problém při zálohování pouze konﬁguračních souborů. Vy-
hledávání změn by bylo pohodlnější než při použití archivů, protože by nemuselo docházet
k rozbalování záloh.
Verzovací systémy Některé moderní verzovací systémy (například Mercurial a Git) pou-
žívají podobné řešení, jako je použití pevných odkazů. Oba systémy pracují s objekty, které
tvoří analogii s uspořádáním adresářové struktury na souborovém systému (objekty odpo-
vídají souborům a adresářům).
Zároveň je snaha o malý objem repozitáře. Používá se komprese. Nezměněné objekty
představující soubory se v nových stromech používají znovu (odpovídá pevnému odkazu na
soubor). V Gitu se dále používají objekty, které obsahují seznam odkazů na jiné objekty.
Tento typ objektů se používá k budování stromové struktury a díky jejich přítomnosti je
možné vytvářet propojení podobná pevným odkazům na adresář [6]. Pro Mercurial jsou pak
typické speciální rozdílové objekty (rozdíl mezi dvěma revizemi souboru), které přispívají
k další úspoře místa.
V Sandglass bude použito řešení s využitím verzovacího systému. Bude tak možné využít
výhod úspory místa pro ukládání revizí a verzovací systém také implementuje řadu vhod-




Možnosti spouštění automatických úloh již byly diskutovány v podkapitole 2.2.
Použití démona Cron Protože zálohování konﬁgurace a případná synchronizace se ser-
verem není časově kritická záležitost, je možné použít plánování automatických úloh pro-
střednictvím démona Cron. Pokud nastavíme spouštění obslužného skriptu například na
každých deset minut, nebude systém příliš vytížen a bude možné reagovat v dostatečně
krátké době. Skript bude kontrolovat stav adresáře s konﬁguračními soubory a může vyvo-
lat příslušné akce související s vytvořením revize nebo spuštěním synchronizace.
Navrhovaný desetiminutový interval pochopitelně klade omezení na nejmenší možné
nastavení intervalu pro automatické vytváření revizí.
Vlastní démon Výhodou řešení s vlastním démonem je možnost reakce na události. Dé-
mon může sledovat změny prováděné v adresáři s konﬁguračními soubory pomocí rozhraní
inotify. Skutečný čas reakce na změnu tak bude lépe odpovídat nastaveným hodnotám.
Novější rozhraní pro sledování souborů fanotify se pro tento účel příliš nehodí, protože
nepotřebujeme analyzovat obsahu souborů.
Démon by mohl zároveň implementovat rozhraní pro komunikaci se serverem jako agent
Matahari nebo jako samostatná síťová služba. To by umožňovalo okamžitě spouštět operace
ze strany serveru. Pokud by se jednalo o změnu konﬁguračního souboru provedeného na ser-
veru, vynucovala by se synchronizace. Bez tohoto rozhraní by byla synchronizace spuštěna
až později na žádost klienta.
Použití vlastního démona vychází jako výhodnější varianta. Avšak vzhledem k tomu,
že projekt Matahari je v době psaní této práce stále ve stádiu vývoje a raném začleňování
do distribuce Fedora, ještě není vhodný pro reálné nasazení. V rámci návrhu tedy bude
zpracována varianta, využívající spouštění úloh prostřednictvím démona Cron. Protože
implementace agenta Matahari bude požadována pro budoucí možnost integrace do jiných
nástrojů pro správu (dle požadavků popsaných v části 3.1), bude tato část programu později
přepracována.
3.4 Výběr vhodného verzovacího systému
Prioritou při výběru systému pro správu verzí budou požadavky na řešení (viz část 3.1)
a množství základní funkcionality, které verzovací systém přinese pro jejich splnění. Verzo-
vací systémy můžeme rozdělit do dvou skupin podle místa ukládání revizí:
• Centralizované
Všechny revize v těchto systémech jsou ukládány na společný (centrální) server.
Většina těchto systémů vyžaduje komunikaci se serverem v případě provádění ja-
kýchkoli operací s historií (výpis změn, prohlížení rozdílů, provádění změn). Hlavní
nevýhoda tohoto řešení je závislost na centrálním serveru a kvůli časté komunikaci
s ním i nízká rychlost.
• Distribuované
Může existovat několik kopií celého repozitáře. Vývojáři mají vlastní kopii (nebo
jen některé části repozitáře) na svých počítačích. Všechny operace probíhají lokálně
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licence aktivní vývoj součást Fedora součást RHEL
Bazaar GPLv2+ • • •
Codeville BSD - - -
DCVS BSD a GPLv1+ - - -
Darcs GPLv2+ • • -
Fossil Simpliﬁed BSD • - -
GNU arch GPLv2+ - - -
Git GPLv2+ • • •
Mercurial GPLv2+ • • •
Monotone GPLv2+ • • -
SVK GPLv1+ nebo Artistic - • -
Tabulka 3.1: Přehled základních požadavků na verzovací systém
a v případě potřeby jsou synchronizovány s jiným serverem, kam mají přístup i ostatní.
Je možné provádět operace s historií bez nutnosti připojení k síti. Operace s místními
daty jsou rychlejší.
Dle požadavků na systém musí být zachována možnost pracovat s historií i bez připojení
k síti. Proto je jedinou možností použít distribuovaný systém pro správu verzí.
3.4.1 Základní požadavky na verzovací systém
Aby mohly být dodrženy některé pokročilé požadavky, jako je umístění metadat verzovacího
systému podle Filesystem Hierarchy Standard, bude nástroj pracovat pouze s jedním ver-
zovacím systémem. Ovládání verzování bude probíhat prostřednictvím vlastního rozhraní
(nástroj pro příkazovou řádku nebo knihovna). Verzovací systém bude sloužit pouze jako
vrstva pro ukládání revizí a přímý přístup do ní nebude možný.
Tento přístup je odlišný od přístupu, který nabízí nástroj Etckeeper. Ten neposkytuje
vlastní rozhraní pro práci s historií a vytváření revizí, ale pracuje se přímo s verzovacím
nástrojem dle výběru uživatele. Etckeeper pouze přidává obslužné skripty pro ukládání
oprávnění a napojení na správce balíčků.
V našem případě možnost výběru mezi více verzovacími systémy ztrácí smysl. Všechny
interakce s uživatelem by stejně musely být realizovány prostřednictvím vlastního rozhraní.
Další komplikací by byla nutnost implementovat některé operace speciﬁcky pro daný ver-
zovací systém.
Tabulka 3.1 zobrazuje nejběžněji používané distribuované verzovací systémy. Mezi zá-
kladní požadavky na vybíraný verzovací systém patří přítomnost nástroje v distribuci Fe-
dora a aktivní vývoj daného verzovacího systému. Sloupec licence je uveden pouze jako
rozšiřující informace. Vhodná licence je totiž nutným požadavkem pro začlěnění do distri-
buce Fedora [3]. Přítomnost v distribuci Red Hat Enterprise Linux (sloupec RHEL) je pouze
výhodou, nikoli podmínkou. Verzovací nástroje, které nesplňují tuto podmínku, nemohou
být zahrnuty do užšího výběru.




Bazaar Darcs Git Mercurial Monotone
navrženo pro výkon - - • • -
změny – celé soubory - - • • •
změny – záplaty • • - • •
vlastník a oprávnění - - - - -
symbolické odkazy • - • • -
prázdné adresáře • • - - •
metadata pohromadě • • • • •
metadata externě - - • - -
hashe jako identiﬁkátory • - • • •
podepisování revizí • - • - •
lightweight branching • - • • •
three-way merge • • • • -
selektivní stahování • • • - -
stažení části repozitáře - - - - -
mělká kopie • - • - -
Tabulka 3.2: Přehled vlastností verzovacích systémů
3.4.2 Pokročilé požadavky na verzovací systém
Přehled důležitých vlastností vybraných verzovacích systémů je uveden v tabulce 3.2 .
Výkon Z uvedených systémů je pro výkon navržen jen Git a Mercurial. Ostatní jsou
zaměřeny na konzistenci nebo bezpečnost dat. Neznamená to však, že nejsou pro účely
navrhovaného programu použitelné. Dalšími rozdíly, které ovlivňují výkon je způsob uklá-
dání revizí (řádky změny v tabulce). Buď dochází k ukládání celých souborů, nebo jsou
změny navršovány formou záplat (angl. patch) na původní stav souborů. Systémy Mercu-
rial a Monotone tento přístup kombinují. Záplaty se používají pouze do určitého množství
úprav daného souboru, poté dojde k uložení celého souboru. Tento přístup je paměťově
úspornější a zároveň zamezuje velké výkonové penalizaci, než když by se používaly pouze
záplaty.
Metadata verzovaných souborů Další požadovanou vlastností je ukládání informací
o vlastníkovi a oprávnění. Žádný z uvedených verzovacích systémů však tyto informace ne-
dokáže sledovat. Ani nenabízí možnost revize rozšířit o uživatelská metadata. Tento poža-
davek tedy bude muset být vyřešen jiným způsobem. Dále je důležité, aby verzovací sys-
tém správně nakládal se symbolickými odkazy. Možnost verzování prázdných adresářů není
důležitá.
Metadata verzovacího systému Pro naplnění požadavku na dodržení Filesystem Hie-
rarchy Standard je velmi důležitá otázka ukládání metadat samotného verzovacího systému.
Starší verzovací systémy zpravidla ukládají metadata do každého adresáře v rámci verzova-
ného stromu. Jiný způsob používají všechny verzovací systémy uvedené v tabulce. Ukládají
metadata pohromadě pouze v kořenovém adresáři. Posledním krůčkem je možnost přesunu
metadat mimo adresář s konﬁguračními soubory, což vyjadřuje řádek metadata externě.
Tento požadavek splňuje pouze Git, který umožňuje určit cestu k adresáři s metadaty po-
mocí přepínače --git-dir.
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Zajištění integrity Další sledovanou vlastností je možnost podepisování revizí. Tato
vlastnost by mohla být použita výhledově pro další zabezpečení změn stahovaných ze ser-
veru. Ačkoli některé systémy uvedené v tabulce podepisování revizí přímo nepodporují, je
možné přidat podpis do části s textovým popisem revize. To však vyžaduje, aby verzovací
systém pro vytváření názvů revizí používal výsledek hashovací funkce na základě obsahu
revize. Identiﬁkátor se v tomto případě často používá i pro kontrolu její konzistence.
Vytváření větví Lightweight branching (český překlad neexistuje) je pojem, který se
v mnoha verzovacích systémech uchytil pro možnost vytváření větví bez nutnosti kopírování
dat. K vytvoření větve stačí vytvořit referenci, která ukazuje na příslušnou existující revizi.
Tato vlastnost by mohla být přínosná, pokud bude systém v budoucnu rozšířen o možnost
větvení. Vytvoření oddělené větve by mohlo být například využito pro vyzkoušení jisté
skupiny změn, o jejichž dlouhodobém zachování v systému není možné hned rozhodnout.
Po zkušebním období by mohly být změny testované v oddělené větvi začleněny nebo
zahozeny. Přičemž by tato sada změn byla viditelně oddělená a snadno dohledatelná.
Řešení konﬂiktů Pokud při synchronizaci změn se serverem dojde ke konﬂiktu (na straně
klienta i serveru dojde ke změně stejného souboru), je nutné provést sloučení změn. Řádek
three-way merge (český překlad neexistuje) říká, zda daný verzovací systém podporuje něja-
kou variantu slučování změn s ohledem na stavy změněných souborů a původní stav souboru
(obecně společného předchůdce obou změn). Tato metoda dokáže některé konﬂikty vyřešit
automaticky bez zásahu uživatele. Pro výběr verzovacího systému pro účely projektu to
není nezbytný požadavek.
Data více klientů ve společném repozitáři Selektivní stahování umožňuje ze vzdále-
ného repozitáře stahovat pouze data, která se vztahují ke sledovaným větvím. Pokud bude
více systémů synchronizováno s jedním serverem, nabízí se možnost, aby sdílely společný
repozitář. Každý systém pak může mít oddělenou větev. Společný repozitář zajiští jedno-
dušší přenášení změn mezi systémy. Vlastnost selektivního stahování však umožní každému
klientovi, aby stahoval pouze změny ze své větve a ne obsah celého repozitáře. To se projeví
především při velkém množství synchronizovaných systémů.
Žádný z verzovacích systémů nepodporuje stažení pouze části repozitáře (myšleno jako
část verzované adresářové struktury). Je to dáno především způsobem, jakým jsou změny
ukládány. Kvůli této chybějící vlastnosti je vyloučena varianta, aby více systémů bylo syn-
chronizováno do jednoho repozitáře a do jedné větve, přičemž každý systém by měl vy-
tvořený svůj adresář se svou adresářovou strukturou.
Přístup k repozitáři bez historie Vytvářením mělké kopie repozitáře se rozumí stažení
repozitáře pouze do určité hloubky historie, přičemž je stále možné provádět změny a ode-
sílat je. Tato vlastnost je uvedena opět s výhledem do budoucna. V rámci synchronizace
se vzdáleným systémem by mohla být přidána možnost stažení stavu repozitáře na třetí
systém a po následném provedení změn jejich odeslání na server. Prostřednictvím serveru
by byla změna přenesena na klientskou stanici. V tomto případě nemusí být dostupnost
historie změn na třetím systémů potřebná.
Ve výsledku vychází nejlépe možnost použití verzovacího nástroje Git. Splňuje většinu
důležitých požadavků, z nichž je velmi přínosná snadná možnost uložit metadata verzova-
cího systému externě. Velké množství požadavků splňuje také Bazaar, který je však výrazně
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Obrázek 3.1: Interakce mezi jednotlivými částmi navrhovaného nástroje
pomalejší při práci s historií. Je to způsobeno především způsobem ukládání změn. Mercu-
rial také z velké části vyhovuje a výkonnostně se nachází někde mezi Gitem a Mercurialem
[19]. Od systému Git se však liší tím, že se jedná o jeden monolitický program. Git je modu-
lární, skládá se přibližně ze 150 malých programů, které je možné použít k nízkoúrovňovým
operacím s repozitářem. Je tedy v tomto ohledu ﬂexibilnější.
3.5 Přesun metadat verzovacího systému
Jak již bylo zmíněno, Git umožňuje změnit umístění metadat verzovacího systému po-
mocí přepínače --git-dir. Nastavení této volby je vhodné provést v kombinaci s nasta-
vením cesty k verzovaným souborům pomocí přepínače --work-tree. Alternativou pro
první přepínač je proměnná prostředí GIT DIR. Namísto druhého přepínače lze nastavit
GIT WORK TREE, případně upravit konﬁgurační hodnotu core.worktree pro daný repozi-
tář.
V navrhovaném programu budou veškerá data uložena v adresáři /var/lib/sandglass
(podle doporučení Fedora Packaging Guidelines). Data lokálního (klientského) repozitáře
budou v podadresáři repository.
Aby nebylo nutné přidávat přepínače s parametry při každém volání nástroje Git, bude
použita varianta s nastavením proměnné prostředí. Nástroj po svém spuštění nastaví pro-
měnnou GIT DIR na /var/lib/sandglass/repository. Cesta k pracovnímu adresáři bude
určena konﬁgurační hodnotou repozitáře, tedy core.worktree bude nastaven na /.
3.6 Architektura nástroje
Interakce mezi jednotlivými částmi navrhovaného nástroje je zobrazena na obrázku 3.1.
Všechny operace budou prováděny prostřednictvím knihovny Sandglass. Ta funguje jako
prostředník mezi jednotlivými nástroji, sledovanou systémovou konﬁgurací a verzovacím
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systémem Git.
Spuštění operací může být provedeno uživatelem za použití konzolových nástrojů (klient-
ský a serverový nástroj). Dále může být spuštěno vytvoření automatické zálohy zásuvným
modulem do správce balíčků (jako reakce na instalaci balíčků). Synchronizace se serverem
nebo automatická záloha může být provedena na podnět plánovacího démona Cron.
V budoucnu bude libovolné operace možné spouštět pomocí jiných nástrojů pro správu
systému. Sandglass bude pro tento účel nabízet agenta Matahari, který bude rozhraní
knihovny zpřístupňovat lokálně na sběrnici D-Bus a vzdáleně na sběrnici QMF.
3.7 Koncept práce s programem
Program je od začátku navrhován tak, aby byl užitečný i při pasivním používání (pokud
bude nainstalovaný, ale uživatel nebude spolupracovat na vytváření revize). V tomto případě
je beneﬁtem pouze možnost návratu ke starším verzím konﬁguračních souborů, jejichž revize
jsou vytvořeny jako reakce na události balíčkovacího systému nebo v rámci automatických
záloh.
Při aktivním používání bude možné vytvářet revize ručně a připojovat k nim vlastní
komentáře. Také bude možné ovlivnit proces vytváření automatických záloh například jeho
pozastavením pro určité balíčky.
3.7.1 Agregování změn
Fedora používá balíčky ve formátu RPM (RPM Package Manager3). Veškeré informace
o instalovaných balíčcích se ukládají do lokální RPM databáze. Ta obsahuje i informace
o vlastnictví souborů jednotlivými balíčky.
Pro vytvoření přehlednější historie záloh bude vhodné pracovat se skupinami souborů
vytvořených podle příslušnosti k balíčkům namísto práce s jednotlivými soubory. Verzované
soubory, které nepatří k žádnému balíčku budou zahrnuty do jedné zvláštní skupiny. Tato
snaha bude uplatněna nejen při zobrazování stavu verzovaných souborů, ale i při vytváření
záloh (ručně i automaticky).
3.7.2 Možnosti větvění
Verzovací systém Git přináší pohodlnou možnost vytvářet větve. Ukládání některých změn
do vedlejších větví a jejich občasné začlenění do hlavní větve by mohlo být dalším příspěv-
kem k přehlednější historii.
Historie bez použítí větví je zobrazena na obrázku 3.2. Hlavní větev (master) udržuje
veškeré revize. Ty jsou na obrázku reprezentovány kolečky spolu s názvem balíčku, jehož
změny revize obsahuje.
Stejné změny jsou zachyceny i na obrázku 3.3, který zobrazuje zaznamenávání revizí
s použití větvení. Každá vedlejší větev udržuje změny provedené pouze v rámci jednoho
balíčku. Vedlejší větve v tomto případě vznikly ze společné předcházející revize v hlavní větvi
master. Po určité době pak byly obě větve sloučeny do hlavní. Sloučení je reprezentováno
poslední revizí ve větvi master.
Výhoda druhého řešení je menší množství revizí v hlavní větvi a možnost jednodušší























Obrázek 3.3: Historie revizí s vedlejšími větvemi pro balíčky
V rámci navrhovaného projektu však bude implementováno řešení s použitím lineární
historie, tedy bez vedlejších větví. Minimalizace počtu revizí není nutná a změny provedené
společně je možné identiﬁkovat i jiným způsobem. Během budoucího vývoje projektu může
být systém o větvení rozšířen, přičemž bude možné vedlejší větve vytvářet ručně a slučovat
v nich změny z více balíčků. V tomto případě by větvení umožňovalo uchovat informace,
které není možné s lineární historií sledovat.
3.7.3 Ovládání klientského konzolového nástroje
Konzolové rozhraní bude klientovi poskytovat nástroj sgl. Ten bude následován názvem
příkazu speciﬁkující operaci a případně upřesňující parametry. Základní příkazy pro práci
s nástrojem jsou:
init Inicializuje repozitář. Standardně přidá všechny konﬁgurační soubory nacházející se
v adresáři /etc. Pomocí parametru bude možné počáteční import vypnout.
status Vypíše seznam změněných konﬁguračních souborů seskupených podle názvu ba-
líčku. U každé skupiny bude informace o čase první a poslední změny. Dále pak informace
o plánovaném čase vytvoření automatické zálohy. Soubory, které nepatří do žádného ba-
líčku, budou seskupeny odděleně.
add Přidá soubor, adresář nebo balíček do systému verzování.
remove Odebere soubor, adresář nebo balíček ze sledování systémem verzování. Stav
souborů na disku nebude ovlivněn.
log Vypíše historii vytvořených revizí. Seznam bude obsahovat unikátní označení revize
(použije se označení převzané z verzovacího nástroje Git), datum a čas vytvoření změny
a shrnutí změn. Výpis bude možné ﬁltrovat podle seznamu ovlivněných souborů, adresářů
nebo balíčků.
commit Provede vytvoření revize. Pokud nebude speciﬁkován seznam souborů, adresář























Obrázek 3.4: Rozhraní pro práci s repozitářem na klientské straně
show Zobrazí obsah revize. Ten zahrnuje stručný popis revize a obsah ve formě uniﬁ-
kovaného formátu diﬀ (angl. diﬀ uniﬁed format). Podrobnější informace o tomto formátu
jsou popsány v podkapitole 3.12. Pokud nebude zadán identiﬁkátor revize, bude implicitně
použita revize poslední. Místo identiﬁkátoru revize bude také možné zadat časový údaj.
diﬀ Zobrazí rozdíl mezi dvěma revizemi, případně mezi revizí a stavem pracovního adre-
sáře. Implicitně předpokládá rozdíl mezi poslední revizí a aktuálním stavem. Forma výstupu
bude obdobná jako u předchozího příkazu.
dump Vypíše na standardní výstup obsah zadaného souboru ze zadané revize. Pokud
není revize zadána, předpokládá poslední.
recover Provede obnovení stavu souboru dle zadané revize. Pokud není zadáno, předpo-
kládá poslední revizi. Soubor je obnoven včetně obsahu, vlastníka, oprávnění a SELinux
kontextu.
stall Pro zadaný soubor, adresář nebo balíček pozastaví automatické vytváření záloh.
Pomocí přepínače bude možné pozastavit automatické zálohování pro všechny soubory.
auto Obnoví automatické vytváření záloh pro zadaný soubor, adresář nebo balíček.
remote Zobrazení nebo provedení nastavení vzdáleného serveru pro synchronizaci.
sync Okamžité provedení synchronizace s nastaveným vzdáleným serverem.
Na obrázku 3.4 je zobrazen zjednodušený diagram tříd, které slouží ke spouštění všech
operací na straně klienta. Třída ClientRepository bude poskytovat nízkoúrovňové roz-
hraní pro práci se soubory a jejich ukládání do verzovacího systému Git. Třída Sandglass
vytvoří pohodlnější rozhraní a provede správné nastavení repozitáře. Všechny metody, které

















Obrázek 3.5: Rozhraní pro práci s repozitářem na serverové straně
3.7.4 Ovládání serverového konzolového nástroje
Pro serverové operace bude dostupný konzolový nástroj sglserver. Tento příkaz bude
následován dílčím příkazem a upřesňujícími parametry stejně, jako je tomu u klientského
nástroje. Do základní výbavy příkazů nástroje bude patřit:
init Inicializuje lokální repozitář, který bude sloužit jako společný repozitář pro klienty.
log Stejné chování jako u klientského nástroje, pouze je nutné zadat jméno klienta.
show Stejné chování jako u klientského nástroje, pouze je nutné zadat jméno klienta.
diﬀ Zobrazí rozdíl v konﬁguraci mezi dvěma klienty. Pomocí parametrů je možné speciﬁ-
kovat jiný časový okamžik, případně omezit výpis změn na určité soubory.
delete Smaže historii zvoleného klienta. Způsob přidávání klientů je popsán později v pod-
kapitole 3.8.
pick Přenese změnu identiﬁkovanou označením revize z jednoho systému na druhý.
Zjednodušený diagram tříd pro provádění operací na straně serveru je zobrazen na ob-
rázku 3.5. Nízkoúrovňové operace budou, podobně jako u klientské části popsané v předchozí
podkapitole, soustředěny ve třídě ServerRepository. Rozhraní třídy SandglassServer ko-
responduje s příkazy serverového konzolového nástroje.
3.8 Zajištění synchronizace
Synchronizace mezi klientem a serverem bude zajištěna standardními prostředky verzova-
cího systému Git. Pro zabezpečení bude použit protokol SSH. Všichni klienti budou používat
společný repozitář, přičemž správce serveru musí důvěřovat klientům, kterým synchronizaci
povolí.
3.8.1 Zajištění synchronizace na straně serveru
Na serverové straně bude z důvodu bezpečnosti vytvořen uživatelský účet sglserver, který
bude klienty použit pro vzdálené přihlašování za účelem synchronizace. Domovský adresář
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pro tento účet bude nastaven na /var/lib/sandglass/server. Tento adresář bude zároveň
sloužit jako společný repozitář pro všechny klienty.
Aby klienti nemohli provádět na serveru neoprávněné operace, bude jako přihlašovací
shell (běžně se nepřekládá) uživatele sglserver použit program /usr/bin/git-shell.
Tento program je součástí sady nástrojů verzovacího systému Git a umožňuje při vzdáleném
přihlášení omezit veškeré prováděné úkony pouze na operace s repozitářem Git.
Účet sglserver nebude mít nastaven heslo. Pro přihlášení bude použit mechanismus
výzva – odpověď (angl. challenge – response), kdy se klient bude prokazovat znalostí SSH
klíče. Tato metoda je bezpečnější než autentizace heslem [20].
Na serveru se předpokládá správná konﬁgurace démona SSH, především musí být po-
voleno přihlašování pomocí klíče.
3.8.2 Zajištění přístupu na straně klienta
Na straně klienta bude vygenerován SSH klíč, který nebude chráněn heslem. Tento klíč
bude umístěn v adresáři /var/lib/sandglass a přístup k němu bude mít pouze uživatel
root. Tento klíč bude klientská část nástroje Sandglass používat při připojování k serveru.
Jiný účel tento klíč mít nebude.
Pro povolení synchronizace klienta se serverem bude ještě nutné přenést na server veřej-
nou část tohoto klíče a přidat ho do souboru ~sglserver/.ssh/authorized keys. Tato
část bude provedena manuálně podle dokumentace nástroje Sandglass.
3.8.3 Průběh synchronizace
Synchronizace bude vždy spuštěna ze strany klienta. Automaticky přes démona Cron, pří-
padně ručně použitím klientského příkazu (sgl sync).
Nejprve dojde ke stažení změn ze serveru. Pokud byly na serveru provedeny nějaké
změny, začlení se do konﬁgurace klientského systému. V případě, že došlo ke změně stejného
konﬁguračního souboru na serveru i na klientovi, může vzniknout konﬂiktní situace, kterou
nedokáže verzovací systém Git vyřešit. Ve výchozím nastavení bude v tomto případě použita
jistější varianta v podobě zachování verze z klientského systému. Alternativním nastavením
bude umožněno tyto situace řešit použitím verze ze serveru.
Proces synchronizace je zakončen odesláním lokálně vytvořených revizí na server. Tyto
změny mohou obsahovat i revize, které vznikly vyřešením konﬂiktů způsobených synchro-
nizací.
3.9 Nastavení nástroje
Chování nástroje bude možné ovlivnit pomocí nastavení v konﬁguračním souboru. Ten
bude podle zvyklostí pojmenován /etc/sandglass.conf. Formát bude textový se syntaxí
podobnou formátu INI známého především z Microsoft Windows.
Diagram na obrázku 3.6 zachycuje třídy pro čtení konﬁguračních souborů. Základem je
třída ConfigProvider, která poskytuje rozhraní pro přímé čtení konﬁguračního souboru.
Do budoucna je v plánu rozšířit možnosti konﬁgurace programu tak, aby jednotlivé balíčky
mohly dodávat své vlastní nastavení, jako je například seznam souborů, které mají být
ze systému verzování odebrány. Z tohoto důvodu bude přístup ke konﬁguraci řízen pro-









Obrázek 3.6: Diagram tříd pro přístup ke konﬁguračním hodnotám
Flyweight) [22]. Tímto způsobem bude zajištěno, aby pro každý konﬁgurační soubor exis-
tovala pouze jedna instance třídy ConfigProvider.
3.10 Předmět verzování
Primárním účelem navrhovaného nástroje bude verzování konﬁguračních souborů v adresáři
/etc, kde by se podle Fedora Packaging Guidelines měla udržovat všechna konﬁgurace pro
programy instalované prostřednictvím balíčkovacího systému [4].
Formát balíčků RPM umožňuje označit, které obsažené soubory jsou konﬁgurační. Po
nainstalování je tato informace dostupná v RPM databázi. Nástroj Sandglass ji bude pou-
žívat za účelem rozlišení konﬁguračních souborů a souborů, které byly vygenerovány na-
příklad automaticky. Standardně budou verzovány pouze konﬁgurační soubory, ale uživatel
bude mít možnost do systému verzování přidat i jiné soubory dle vlastní volby.
Systém bude umožňovat i verzování konﬁgurace umístěné mimo adresář /etc. To se
může týkat především lokálně kompilovaných programů a programů instalovaných mimo
balíčkovací systém. Takové konﬁgurační soubory budou muset být uživatelem přidány ma-
nuálně.
Nejvhodnější řešení je do repozitáře pomyslně umístit celou adresářovou strukturu
(kořen repozitáře bude adresář /), přičemž verzovány budou pouze relevantní adresáře.
Standardně jen /etc.
Diagram na obrázku 3.7 zobrazuje navržené rozhraní pro získání informací o konﬁgu-
račních souborech. Přestože je tento návrh zaměřen na distribuci Fedora, bude ho možné
v budoucnu rozšířt o podporu dalších distribucí. Abstraktní třída DistInfoBase bude im-
plementovat operace nezávislé na použité distribuci. Třída DistInfoFedora je specializací,
která dodává části speciﬁcké pro distribuce Fedora a Red Hat Enterprise Linux.
Přístup k těmto informacím zprostředkovává třída DistInfo. Jedná se o řešení vychá-
zející z návrhového vzoru Jedináček (angl. Singleton) [22]. Je však rozšířeno o automatický
výběr třídy (při vytváření objektu) podle aktuálně použité distribuce.
 get_instance()
DistInfo  config_files(prefix, existing_only)







Obrázek 3.7: Diagram tříd pro přístup k informacím o konﬁguračních souborech
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3.11 Řešení ukládání metadat
Pro ukládání metadat ve verzovacím systému Git již existuje několik hotových řešení, napří-
klad git-cache-meta4 nebo metastore5. Princip je jednoduchý – nástroj poskytuje program
nebo skript, který vygeneruje metadata ze stavu souborů v pracovním adresáři repozitáře
a uloží je do souboru (například .metadata) v rámci repozitáře. Tento soubor je verzo-
ván obvyklým způsobem s ostatními soubory. Nástroj také umožňuje metadata ze souboru
přečíst a aplikovat je na pracovní adresář.
Pokud je nežádoucí, aby byl soubor s metadaty uložen mezi ostatními soubory, nabízí
se možnost uchovávat tento soubor v repozitáři skrytě pomocí druhého index souboru.
Index je speciální soubor, který slouží k přenášení změn mezi pracovním adresářem a re-
pozitářem [5]. Tento způsob řešení byl zmíněn v e-mailové konferenci vývojářů verzovacího
systému Git [27].
Pro automatizaci procesu ukládání a obnovování metadat je možné použít háčky (angl.
hooks), které Git nabízí jako možnost napojení na události verzovacího systému. V tomto
konkrétním případě se vytvoří skripty pro háčky pre-commit (uložení metadat) a post-
checkout (obnovení metadat).
Protože potřebujeme ukládat i SELinux kontext, který není existujícími řešeními pod-
porován, bude v každém případě nutné vytvořit vlastní řešení. Ovládání verzování bude
prováděno pouze prostřednictvím dodaných nástrojů. Získávání a obnovování metadat tedy
může být implementováno přímo jako součást nástroje. Díky tomu nebude nutné používat
háčky, ale akce mohou být spouštěny dle potřeby v rámci příslušných operací.
Vhodnější způsob pro ukládání metadat bude soubor v repozitáři. Přístup s udržováním
více index souborů je zbytečně náročný a mohl by přinést komplikace v podobě ztráty
metadat po provedení údržby repozitáře. Údržba repozitáře je prováděna pomocí nástroje
git-gc, ale k jejímu spuštění může dojít i automaticky v rámci jiné operace s repozitářem.
Soubor obsahující metadata bude mít jméno .sglattributes.
Aby nebyl porušen Filesystem Hierarchy Standard, budou před vytvořením revize me-
tadata přidána navrhovaným nástrojem přímo do index souboru. V případě obnovování
starší zálohy bude tento soubor přeskočen.
Na obrázku 3.8 je návrhový diagram tříd pro operace s metadaty verzovaných souborů.
Třída Attributes reprezentuje metadata jednoho souboru a umožňuje je číst nebo aplikovat
na příslušný soubor. Třída AttributesSet slouží především pro ukládání a obnovu metadat
více souborů v podobě možné pro oddělené uložení ve verzovacím systému. Konkretním
použitím bude vytváření a načítání obsahu souboru .sglattributes.
3.12 Rozšíření formátu diﬀ
Pro porovnání obsahu dvou textových souborů se tradičně používá nástroj diff (pod sys-
témem Linux nejčasteji součást skupiny programů GNU Diﬀutils6). Označení diﬀ se pře-
neseně používá i pro označení jeho výstupu.
Existuje několik formátů výstupů, které nástroj diﬀ vytváří. Nejrozšířenější je uniﬁko-


























Obrázek 3.8: Třídy reprezenující metadata verzovaných souborů
není porušena kompatibilita s ostatními nástroji, které s přidanými informacemi neumějí
pracovat. Uniﬁkovaný formát diﬀ používá i verzovací systém Git.
Protože Sandglass rozšiřuje verzované informace o další atributy (oprávnění, vlastník,
SELinux kontext), bude vhodné je do výstupů diﬀ přidat. Následující příklad ukazuje změny
v souboru /etc/passwd po přidání uživatele build do systému.
1 diff --sgl a/etc/passwd b/etc/passwd
2 index 302a347..5d0b81d 100644
3 mode 0644 0644
4 owner root:root root:root
5 context unconfined_u:object_r:etc_t:s0 unconfined_u:object_r:etc_t:s0
6 --- a/etc/passwd
7 +++ b/etc/passwd
8 @@ -19,2 +19,3 @@ smmsp:x:51:51::/var/spool/mqueue:/sbin/nologin
9 sshd:x:74:74:Privilege-separated SSH:/var/empty/sshd:/sbin/nologin
10 dbus:x:81:81:System message bus:/:/sbin/nologin
11 +build:x:500:500::/home/build:/bin/bash
První řádek je uvozující hlavička, která pouze informuje o použitém formátu. Druhý
až pátý řádek nesou rozšiřující informace. Ostatní řádky zaznamenávají samotnou změnu
v souboru.
Řádek začínající slovem index je informace přidaná verzovacím systémem Git. Obsahuje
identiﬁkátory porovnávaných objektů (tak jak je označuje Git) a mód souboru (angl. ﬁle
mode). Mód souboru nese informaci o typu souboru (soubor, adresář, symbolický odkaz)
a oprávnění, která však Git upravuje a nesouhlasí se skutečnými oprávněními souboru.
Další řádky s rozšiřujícími informacemi budou přidány nástrojem Sandglass. Zachy-
cují původní a nové nastavení oprávnění (mode), vlastníka (owner) a SELinux kontextu
(context).
Třídy realizující vytvoření výstupu ve formátu diﬀ jsou zachyceny na obrázku 3.9. Třída
DiffHelper bude provádět zpracování vstupu a jeho převedení. K tomu bude používat
třídu Diff, která modeluje výstup pro jeden soubor a bude umožňovat pohodlně pracovat












Obrázek 3.9: Třídy realizující rozšíření formátu diﬀ
3.13 Integrace do správce balíčků
Během aktualizace balíčků může dojít ke změnění konﬁguračních souborů. Sandglass v těch-
to případech vytvoří zálohu před a po jejich aktualizaci. Při instalaci nových balíčků umožní
automatické přidání k nim náležících konﬁguračních souborů do systému verzování. Auto-
matická záloha bude také vytvořena před odinstalováním balíčků ze systému a před sma-
záním souvisejících konﬁguračních souborů.
Veškeré automatické zálohy vytvořené prostřednictvím integrace do správce balíčků bu-
dou seskupovat změny podle balíčku, ke kterému příslušejí. Tato myšlenka již byla popsána
v podkapitole 3.7.1. Záloha může být také vytvořena pouze v případě, že bude daný balíček
součástí operací prováděných balíčkovacím systémem.
Fedora používá pro správu RPM balíčků správce balíčků Yum7 (The Yellowdog Updated,
Modiﬁed).
Transakce Operace prováděné s balíčky prostřednictvím Yum jsou seskupeny do trans-
akcí. Transakce obsahuje jednotlivé dílčí operace. Každá operace zahrnuje označení balíčku
(název a verze) a typ prováděné operace (instalace nebo odinstalace). Specialním případem
je aktualizace (případně snížení verze) balíčku. Tento proces probíhá tak, že je nejprve na-
instalován nový balíček a poté je odstraněn starý [2]. Transakce pro tento případ obsahuje
dva záznamy vztahující se k jednomu balíčku.
Fáze provádění automatických záloh Sandglass potřebuje identiﬁkovat balíčky, které
jsou součástí transakce, a jaké operace s nimi budou provedeny. Nově instalované balíčky
jsou jednoduše přidány do systému verzování na konci transakce. Pro odebírané balíčky
musí být vytvořena záloha před spuštěním transakce a po ukončení transakce musí být
zaznamenáno odebrání jim náležících konﬁguračních souborů. Složitější situace nastává pro
aktualizované balíčky (obecně balíčky, u kterých se změnila verze). Před začátkem transakce
totiž není možné určit, zda budou konﬁgurační soubory daného balíčku změněny. Záloha je
tedy vytvořena před i po skončení transakce.
Nezbytnou podmínkou pro vytvoření zálohy je fakt, že soubory byly od vytvoření po-
slední revize změněny. To znamená, že nedochází k vytváření prázdných revizí.
Způsob integrace do správce balíčků Správce balíčků Yum je implementován v jazyce
Python. Poskytuje jednoduché rozhraní pro tvorbu zásuvných modulů. Využívá se koncept
připojování vlastních funkcí (označované jako hooks) na některá předem deﬁnovaná místa















Obrázek 3.10: Třída pro kontrolu vytváření automatických záloh
Rozhraní mimo jiné umožňuje spuštění vlastního kódu ve fázi před spuštěním transkace
(pretrans hook) a po jejím dokončení (posttrans hook). Právě těchto dvou napojení bude
Sandglass využívat pro identiﬁkaci potencionálně ovlivněných balíčků.
3.14 Vytváření automatických záloh
Dle požadavků na řešení popsaných v podkapitole 3.1 musí nástroj umožňovat vytváření
automatických záloh po určité časové době po změně souboru.
Přístup, kdy by byla vytvořena záloha při každé možné příležitosti, není rozhodně ide-
ální. Pokud bude uživatel provádět složitější úpravy v konﬁguračním souboru, jistě se ne-
vyhne situaci, kdy tento soubor uloží v průběhu úprav. V tento moment nemusí být konﬁ-
gurační soubor syntakticky správný nebo může obsahovat pouze testovací změny. Historie
záloh vytvářená automaticky by v ideálním případě měla obsahovat pouze výsledné verze
souborů.
Druhým problémem je změna konﬁgurace, která je pro větší přehlednost rozdělena do
více souborů. Typickým příkladem jsou konﬁgurační soubory webového serveru Apache
(balíček httpd). Související změny by měly být zahrnuty v jedné revizi.
Pro obě zmíněné situace se nabízí řešení. Opět bude nutné pracovat se skupinami sou-
borů určených příslušností k balíčku, než se samotnými soubory. Tím bude vyřešeno sjed-
nocení souvisejících změn. Dále bude sledován datum a čas poslední změny souboru, který
by měl korespondovat s posledním uložením souboru. Vytvoření automatické zálohy bude
provedeno až po určitém čase po posledním uložení.
Pokud bude některý konﬁgurační soubor měněn neustále (například prostřednictvím
jiného automatického skriptu), nemuselo by dojít k vytvoření automatické zálohy nikdy.
Proto bude vhodné, aby bylo možné stanovit dobu, po které k vytvoření zálohy musí dojít
určitě bez ohledu na čas poslední změny souboru.
Informace pro rozhodování o vytváření automatických záloh bude poskytovat třída
Autocommit. Zároveň bude nabízet rozhraní pro pozastavení nebo opětovné zapnutí zá-




Některé konﬁgurační soubory musí být chráněny před čtením běžnými uživateli. Například
soubor /etc/nslcd.conf z balíčku nss-pam-ldapd obsahuje nezašifrované heslo, které se
používá pro připojení k LDAP databázi pro získání informací o uživatelích.
Z tohoto důvodu musí být zavedeno omezení pro spouštění nástroje. Sandglass musí
být spouštěn pouze s právy správce (root). Dále musí být celý Git repozitář chráněn, aby
běžný uživatel nemohl číst jeho obsah. Git při vytváření revize každý soubor převede na
objekt (typu blob), který je v repozitáři uložen jako běžný soubor a je velmi snadné jeho
obsah z repozitáře získat [6]. Ochrana obsahu bude zajištěna při inicializaci nastavením
přístupových oprávnění adresáře /var/lib/sandglass/repository pouze pro vlastníka
(uživatel root).
Dalším bezpečnostním opatřením bude nemožnost verzovat některé soubory, například
/etc/shadow. Tento soubor obsahuje otisky (angl. hash) hesel pro místní uživatelské účty.
Získání přístupu k tomuto souboru je potencionálním bezpečnostním rizikem, i když by se
jednalo o starší verzi souboru.
3.16 Zjišťování provedených změn
Pro zobrazování stavu verzování a spouštění automatických záloh je nutné identiﬁkovat
změny provedené ve verzované adresářové struktuře. Změny obsahu souborů mohou být
detekovány prostřednictvím nástrojů Git, který interně používá volání lstat a porovnává
tyto informace se stavem repozitáře [26, 9]. Zjištění změn oprávnění, vlastníka a SELinux
kontextu musí Sandglass provést oddeleně, princip bude podobný.
Pro automatické vytváření záloh je nutné zjistit čas poslední změny. To je možné pouze
při změně obsahu souboru, kdy se časová informace o poslední změně zaznamená v i-uzlu na
souborovém systému. Tato informace však není aktualizována, pokud se změní oprávnění,
vlastník nebo SELinux kontext. Za čas poslední aktualizace je v těchto případech pova-
žnován moment, ve kterém Sandglass tuto změnu zjistí. Tedy například pokud uživatel
spustí příkaz sgl status nebo v momentě, kdy o seznam změn požádá skript vytvářející
automatické zálohy (spuštěný démonem Cron).
Obrázek 3.11 zobrazuje diagram tříd, které slouží pro reprezentaci provedených změn
se soubory (úprava, odstranění, oprávnění, vlastník, SELinux kontext). Třída ChangeSet









































Výběr programovacího jazyka pro implementaci projektu Sandglass se částečně odvíjel od
výběru verzovacího systému Git. Ten je napsán v jazyce C, ale neposkytuje dynamickou
knihovnu s veřejným rozhraním, kterou by bylo možné pohodlně použít v jiných programech.
Statická knihovna, kterou nástroje Git používají, je pro náš učel nevhodná–není reentrantní
a při jakékoli chybě vyvolá ukončení programu. Z tohoto důvodu vzniká knihovna libgit2 1,
která není s vývojem projektu Git spojena. Bohužel je zatím v raném stádiu vývoje a některé
vlastnosti ještě nebyly implementovány.
Z tohoto důvodu byla vybrána další nabízející se možnost, skriptovací jazyk Python.
Je zpravidla dostupný i v základní instalaci distribuce Fedora, protože je v něm napsán
správce balíčků Yum. Operace prováděné navrhovaným nástrojem nejsou časově kritické,
proto není důvod Python nepoužít. Tato volba zároveň přináší výhodu v podobě usnadnění
implementace zásuvného modulu pro správce balíčků. Ten totiž poskytuje rozhraní pouze
pro jazyk Python.
4.2 Knihovna pro práci s Git
Pro práci s Git v jazyce Python existuje několik knihoven, za zmínku stojí:
• Jedna z prvních snah o implementaci je pygit. Není však dostupná žádná dokumentace
a stránky projektu již zanikly.
• Zmíněná knihovna libgit2 nabízí vazbu (angl. binding) pro Python pojmenovanou
jako pygit2. Z již zmiňovaných důvodů ohledně stavu aktuálního vývoje ji však není
možné použít.
• Další možností je knihovna Dulwich2. Snaží se o implementaci všech operací přímo
v jazyce Python a ke své funkcionalitě tedy nepotřebuje přítomnost nástroje Git
v systému. Na druhou stranu jsou některé operace podstatně pomalejší, než při použití










Obrázek 4.1: Závislost modulu sandglass.override na knihovně GitPython
• Knihovna GitPython3 používá kombinaci přístupu, kdy jsou některé operace imple-
mentovány v jazyce Python a pro některé operace je externě spouštěn Git. Má aktuální
dokumentaci a v projektu Fedora se již osvědčila. Je používána v nástroji Fedpkg4,
který slouží správcům při údržbě balíčků pro zprostředkování spojení mezi repozi-
tářem se zdrojovými soubory balíčků a systémem pro jejich sestavování (Koji5).
Vzhledem k uvedeným skutečnostem bylo nutné vybrat mezi knihovnami Dulwich a Git-
Python. Při prototypování některých částí navrženého nástroje bylo nezbytné řešit některé
složitější operace externím voláním nástrojů Git. Knihovna GitPython k tomu nabízí poho-
dlné rozhraní, zatímco u Dulwich bylo externí volání nutné řešit mimo knihovnu. Stavové
informace, které se uchovávají v datových strukturách při práci s knihovnou, by se tak
mohly stát neaktuálními a funkcionalita by mohla být narušena. Z tohoto důvodu byla
nakonec zvolena knihovna GitPython.
4.3 Přizpůsobení knihovny GitPython
Během pozdějších fází vývoje se ukázalo, že knihovna GitPython není na některé operace
připravena. Modul sandglass.override obsahuje třídy Repo a GitCmd, které upravují
část funkcionality knihovny. Vznikly zděděním od tříd knihovny GitPython. Jejich vztah
zobrazuje diagram na obrázku 4.1.
Třída GitCmd Tato třída řídí komunikaci s nástroji verzovacího systému Git. Metoda
execute byla upravena tak, aby před spouštěním externích programů neměnila pracovní
adresář, ale zanechala aktuálně nastavený (pokud není speciﬁkováno jinak). Původní cho-
vání bylo takové, že všechny příkazy byly spouštěny v adresáři, kde je umístěn repozitář.
To je však nežádoucí v případě, že je repozitář umístěn odděleně od pracovního adresáře.
Druhá změna v této metodě byla čistě praktická záležitost. Pokud došlo během vykoná-
vání příkazu k chybě, byl vrácen návratový kód a chybový výstup. V případě potřeby bylo
možné speciﬁkováním nepovinného parametru vynutit vyvolání výjimky. Toto chování bylo
opraveno tak, aby výjimka byla vyvolána implicitně.
Třída Repo Hlavní třída, která slouží jako rozhraní pro přístup a vyvolávání operací nad











Obrázek 4.2: Třída pro ukádání do vyrovnávací paměti
na cestu s umístěním repozitáře. Tím bude zajištěno, aby všechny operace byly spouštěny
právě nad tímto repozitářem. Předpokládá se, že v nastavení repozitáře je správně nastavená
direktiva core.worktree, určující umístění pracovního adresáře.
Původní implementace u takového repozitáře chybně detekuje, že je repozitář holý (angl.
bare). Holé repozitáře se běžně používají tam, kde není žádný pracovní adresář. Tedy na-
příklad veřejný repozitář na serveru. Chybná detekce je vyřešena modiﬁkováním vnitřní
proměnné.
Jako poslední je provedeno napojení třídy GitCmd na místo původní git.cmd.Cmd.
Verzování celého kořenového adresáře způsobovalo i některé problémy v samotném Git.
Například příkaz git status chybně zobrazuje všechny verzované soubory jako upravené.
Nízkoúrovňový příkaz git ls-files se v tomto případě chová správně. Všechny tyto situ-
ace musely být vyřešeny, nejčastěji použitím alternativního příkazu.
4.4 Řešení výkonnostních problémů
Během vývoje nástroje Sandglass se objevily komplikace v podobě značných časových pro-
dlev při operacích, kdy bylo nutné dotazovat RPM databázi. Tento problém se stupňoval
především s množstvím nainstalovaných balíčků do systému. Z tohoto důvodu byla vy-
tvořena třída Cache, jejíž diagram je zobrazen na obrázku 4.2. Ta poskytuje jednoduché
rozhraní pro uložení libovolného objektu do souboru a jeho opětovné načtení.
Protože jsou z RPM databáze získávány především informace o vlastnictví konﬁgura-
čních souborů, je dotaz proveden pouze jednou a získaná data jsou prostřednictvím třídy
Cache uložena do souboru. Data jsou považována za platná do té doby, než dojde k jakékoli
změně RPM databáze. Pro zjištění této skutečnosti se porovnává čas poslední změny sou-
borů /var/lib/rpm/Basenames a souboru, který jako úložiště používá objekt třídy Cache.
Vzhledem ke spolehlivosti a jednoduchosti použití je třída Cache v programu Sand-
glass použita pro ukládání veškerých informací, které je potřeba uchovat mezi jednotlivými
spuštěními. Jako parametr konstruktoru třídy se zadavá jméno souboru, do kterého bu-
dou data uložena. Pokud není zadána absolutní cesta, jsou soubory ukládány v adresáři
/var/lib/sandglass/cache.
4.5 Vytvoření RPM balíčku
Při vytváření balíčků bylo postupováno dle pravidel stanovených komunitou projektu Fe-
dora. Jedná se o dokumenty Fedora Packaging Guidelines [4] a odkazovaná upřesňující
pravidla pro Python [11].
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Vytvoření balíčku vyžaduje vytvoření jeho popisu ve formě spec souboru (označení
podle koncovky .spec). Tento soubor je přiložen k archivu se zdrojovými kódy. Obsahuje
mimo jiné informace o názvu balíčku, verzi, jeho stručný popis, zařazení do skupiny balíčků,
licenci a zdrojové adrese. Určuje závislosti vyžadované při sestavování balíčku, závislosti vy-
žadované pro nainstalování a případě omezení pro cílové architektury. Také deﬁnuje kroky,
které mají být provedeny po rozbalení zdrojového archivu, pro kompilaci a pro instalaci.
Může obsahovat skriptlety, které mají být spuštěny během instalace balíčku, aktualizace
a podobně. Nakonec speciﬁkuje výčet všech souborů, které mají být do výsledného balíčku
zahrnuty, a seznam změn (upravuje se při změnách v balíčku).
Cílová architektura Díky tomu, že byl pro implementaci použit jazyk Python, je možné
vytvořit balíček nezávislý na architektuře. Pole pro cílovou architekturu (BuildArch) bude
obsahovat hodnotu noarch. Během sestavování balíčku sice dochází k překladu zdrojových
kódů v jazyce Python do bajtkódu (soubory s koncovkami .pyc a .pyo), ale ten je přeno-
sitelný.
Překlad V případě Pythonu je překlad spuštěn automaticky. O jeho spuštění se posta-
rají makra, která jsou součástí RPM. Stačí pouze přidat balíček python do závislostí pro
sestavení (BuildRequires). Tento krok však nesmí být vynechán, jinak by nebyly moduly
zkompilovány. V tomto případě by pak kompilace byla spuštěna interpretem Pythonu až
při prvním použití modulu. Pokud by na cílovém systému byl zapnutý SELinux, zakázal by
vytvoření souborů s bajtkódem a program používající tento modul by se pravděpodobně
ani nepodařilo spustit.
Speciﬁkace závislostí Závislost na interpretu jazyka Python je vygenerována implicitně
dle závislostí pro sestavení. Je nutné přidat pouze závislosti na balíčku yum a GitPython.
Sestavení balíčku Ze spec souboru je vytvořen zdrojový balíček (někdy označován jako
SRPM, koncovka .src.rpm) pomocí nástroje Rpmbuild. Zdrojový balíček se neinstaluje
do systému, obsahuje spec soubor a archiv se zdrojovými kódy. Používá se jako zdroj pro
sestavení výsledných binárních balíčků. Ty je možné vytvořit opět pomocí Rpmbuild nebo
pomocí nástroje Mock.
Pomocí nástroje Mock je možné sestavovat balíčky i pro jiné verze distribuce Fedora,
než je aktuálně nainstalována. Pro účely sestavení se vytvoří prostředí chroot (český překlad
neexistuje) s minimální instalací dané verze Fedory, kde dojde k sestavení balíčku. Tento
přístup je vhodnější i pro odhalení zapomenutých závislostí při vytváření souboru spec.
Kontrola chyb Výsledný balíček je možné zkontrolovat pomocí nástroje Rpmlint. Ten
dokáže odhalit většinu zásadních prohřešků proti pravidlům balíčkování.
Vytvořené balíčky jsou součástí příloh této práce spolu s výstupem Rpmlint. Balíčky
byly sestaveny pouze pro Fedoru 14, 15 a Rawhide6 z důvodu použití Python verze 2.7,
který není ve starších verzích dostupný.




Pro ověření funkcionality vytvořeného nástroje Sandglass bylo použito několik přístupů.
Kód knihovny byl otestován pomocí jednotkových testů (angl. unit tests). Funkcionalita
uživatelského rozhraní byla ověřována manuálně. Jako průvodce složí část uživatelského
manuálu. Pro kontrolu kvality kódu byl použit nástroj Pylint.
5.1 Testování knihovny
Pro otestování kódu knihovny byla použita metoda jednotkových testů. Jedná se o variantu
testování bílé skříňky (angl. white-box testing). Proces spočívá v testování nejmenších mož-
ných částí zdrojového kódu odděleně. V případě Sandglass jde o testování samostatných
tříd. Cílem je zjistit, zda jsou jednotlivé části knihovny odděleně funkční. Testy jsou plně
automatické a lze je tak spouštět po každé úpravě zdrojových kódů.
Testy jsou navrženy tak, aby prověřily chování všech situací, které byly během návrhu
brány v úvahu. Díky tomu se zároveň stávají skvělou dokumentační pomůckou a prostřed-
kem pro přesný popis očekávaného chování programu. Pokud je kdykoli během vývoje ob-
jevena chyba, která nebyla jednotkovým testem odhalena, měl by být daný test ještě před
opravením chyby aktualizován. Při dodržení tohoto postupu bude při dalším rozšiřování
programu zabráněno vzniku regresí (angl. regression), tedy porušení již existující funkcio-
nality.
Tohoto přístupu využívá například metodologie tvorby programů označovaná jako vývoj
řízený testy (angl. Test-Driven Development). Podle této metodologie by tvorba testů vždy
měla předcházet psaní kódu.
5.1.1 Vkládání závislostí
Protože mezi sebou mají testované třídy závilosti, mohly by se během vykonávání testu
vzájemně ovlivňovat. Tato situace je v jednotkových testech nežádoucí. Proto je vždy nutné
závislé třídy nahradit zástupnými třídami. Tento proces se jmenuje vkládání závislostí (angl.
dependency injection) [8]. Náhrady se označují jako Stub třídy (český překlad neexistuje).
Stub třída je vytvořena pouze pro účely testu a poskuje stejné rozhraní jako třída, kterou
nahrazuje. Nevykonává však žádné operace, ale vrací pouze připravené návratové hodnoty.
V případě, že by testovaná třída přestala kvůli chybě používat třídu závislou a přesto
vracela očekávaný výsledek, testování s použitím Stub třídy by tento problém nebyl odhalen.
Vylepšená varianta Stub třídy, která dokáže odhalit i takovéto chyby, se označuje jakoMock
třída (český překlad neexistuje). Liší se především tím, že při jejím vytváření je možné určit
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i požadované pořadí volání metod. Také při několikanásobném volání metody je možné určit
různé návratové hodnoty. Pokud dojde k volání mimo pořadí nebo není některá z metod
zavolána vůbec, test selže. Nevýhodou je však silnější závislost kódu testu na kódu testované
metody.
Při psaní testu a výběru typu zástupné třídy je rozhodující náročnost testované operace.
Pro ty jednoduché je často dostačující použít Stub třídu. Pokud jsou operace komplikova-
nější, je vhodnější variantou Mock třída.
5.1.2 Dostupnost modulů pro testování
Součástí jazyka Python je modul unittest (Unit Testing Framework), který umožňuje
snadnou tvorbu jednotkových testů. Je inspirovaný knihovnou JUnit pro testování pro-
gramů v jazyce Java a poskytuje velmi podobnou funkcionalitu. Lze ho považovat za stan-
dard pro testování kódu napsaném v Python [21].
V jazyce Python lze vkládat závislosti do kódu existujících tříd velmi snadno pomocí
standardních jazykových konstrukcí. Pro vytváření zástupných tříd ale standardní knihovna
neposkytuje vhodné řešení. Vlastní implementace Stub a Mock tříd by byla možná, ale při
větším počtu zastupovaných tříd velmi pracná. Systematičtější řešení je použít speciali-
zovanou knihovnu, kterých je dostupné velké množství. Repozitáře distribuce Fedora ale
obsahují pouze dvě:
• Knihovna MiniMock1 poskytuje velmi minimalistické řešení. Podporuje pouze vy-
tváření zástupných tříd typu Stub. Méně závažným problémem je implicitní výpis
veškerých operací se zástupnou třídou na standardní výstup. Tyto informace nejsou
vůbec důležité. V přípdě, že nedojde k odhalení chyby, vypisují jednotkové testy vy-
tvořené pomocí modulu unittest pouze minimum informací.
• Knihovna Mox 2 se inspirovala knihovnou EasyMock pro jazyk Java. Poskytuje velmi
široké množství funkcí, ale dokumentace je velmi strohá. Protože byly přejaty principy
z jazyka Java, jsou některé konstrukce příliš složité. Přehlednost kódu se tím značně
komplikuje a test ztrací svou dokumentační schopnost.
rotože testy nepatří k uživatelské části programu, není nutné se při výběru knihovny
omezovat na repozitář distribuce Fedora. Velké množství jiných projektů používá knihovnu
Mocker3. Ta disponuje ještě širší funkcionalitou, než knihovna Mox. Je velmi dobře doku-
mentovaná a vytváření zástupných objektů je přehledné a přímočaré. Z těchto důvodů byla
pro testování knihovny Sandglass vybrána právě ta.
Pro instalaci knihovny Mocker do distribuce Fedora lze použít nástroj easy install
z balíčku python-setuptools. Tento nástroj slouží pro distribuci knihoven a modulů jazyka
Python nezávisle na použité distribuci. Jako zdroj instalace se používá Python Package
Index 4.
Při vytváření jednotkových testů tedy byl použit modul unitttest ze základní knihovny






5.2 Testování integrace knihovny
Správná funkčnost knihovny Sandglass by měla být zajištěna jednotkovými testy. Při inte-
graci do jednotlivých nástrojů však mohlo dojít k chybám. Ověření funkce těchto nástrojů
bude nutné provést manuálně. Důvodem je nemožnost spuštění testů bez ovlivnění konﬁ-
gurace běžícího systému. Dohled uživatele (testera) je tedy bezpečnější.
Uživatelské rozhraní Chyby při integraci do uživatelských konzolových nástrojů mohou
vzniknout například při zpracování parametrů a jejich předání knihovně. Dokumentace
nástroje Sandglass obsahuje představení všech funkcí formou tutoriálu, tedy návodu krok
za krokem. Tento návod slouží uživateli pro rychlé seznámení s nástrojem a zároveň jako
návod pro provedení manuálních testů.
Testování integrace do správce balíčků Pro ověření správné funkčnosti zásuvného
modulu do správce balíčků Yum byly připraveny testovací RPM balíčky sandglass-test
a sandglass-test-replace. Oba balíčky jsou dostupné ve dvou verzích, aby bylo možné
testovat chování při aktualizaci nebo při snížení verze. Každý z balíčků obsahuje pouze jeden
konﬁgurační soubor, jehož obsah odpovídá označení verze balíčku. Obsah konﬁguračního
souboru prvního balíčku bude během aktualizace zachován, zatímco u druhého balíčku
dojde k jeho nahrazení novou verzí.
Test integrace do správce balíčků se skládá z následujích kroků:
• Instalace balíčků v nižší verzi.
Během instalace by měly být oba konﬁgurační soubory přidány do systému verzování.
• Aktualizace balíčků.
Změna obsahu souboru patřící druhému balíčku by měla být zaznamenána.
• Libovolná změna obsahu obou konﬁguračních souborů a snížení verze balíčků.
Před provedením transakce by měla být vytvořena záloha pro oba soubory. Po ukonče-
ní transakce pouze pro změnu konﬁguračního souboru druhého balíčku.
• Libovolná změna obsahu obou konﬁguračních souborů a odinstalace balíčků.
Před provedením odinstalace by měla být vytvořena záloha pro oba soubory. Po odin-
stalaci by měly být oba soubory odebrány ze systému verzování (přestože mohou
zůstat fyzicky na disku).
Testování integrace do nástroje pro automatické zálohování Skript pro provádění
automatických úloh se jmenuje sandglass-cron.py a nachází se v adresáři /usr/libexec.
Je spouštěn pomocí démona cron a standardně nevypisuje žádné informace. Pro účely tes-
tování je možné tento skript spustit ručně s parametrem --test. Na standardní výstup pak
budou vypsány informace o prováděných operacích. Tyto informace by měly korespondovat
se stavem získaným z výstupu příkazu sgl status.
5.3 Kontrola kvality kódu
Pro odhalení častých chyb, kterých se programátoři v jazyce Python dopouštějí, byl použit
nástroj Pylint. Nástroj kromě chyb upozorňuje i na některé aspekty kvality kódu, jako
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je délka řádků, dostupnost dokumentačních komentářů nebo počet zanořených bloků. Také
dokáže navrhnout části kódu, které by mohly být refaktorovány. Výstup je spíše informační,
cílem není dosáhnout bezchybného výstupu.
S pomocí tohoto nástroje byly odstraněny závažné chyby. Některé chyby jsou však ná-
strojem hlášeny chybně. Jedním z příkladů je deﬁnování atributů (angl. properties) pomocí
dekorátorů. To je použito například v modulu sandglass.cache. V tomto a některých





V současné době existuje jen malé množství nástrojů pro operační systém GNU/Linux za-
měřených na verzování konﬁguračních souborů. Opačná situace je u nástrojů pro hromadnou
správu systémů. Většinou nabízejí širokou funkcionalitu, ale synchronizace konﬁgurace je
pouze zlomkem jejich celkové funkcionality.
V rámci této práce byl úspěšně navržen, implementován a otestován nástroj Sandglass,
který by mohl vyplnit chybějící místo mezi existujícími nástroji pro verzování konﬁguračních
souborů a hromadnou správu systémů. Sandglass poskytuje pohodlné rozhraní pro verzování
konﬁguračních souborů a umožňuje jednoduchou a snadnou synchronizaci se vzdáleným
serverem. Zachovává výhody existujích řešení, snaží se odstranit jejich nedostatky a přináší
některé nové vlastnosti. Mezi klíčové schopnosti nástroje patří:
• možnost ovládání z příkazové řádky
• integrace do správce balíčků
• automatické vytváření záloh s ohledem na právě probíhající úpravy
• udržování metadat u verzovaných souborů (vlastník, oprávnění, SELinux kontext)
• možnost procházení a vyhledávání změn v zálohách, snadný návrat k předchozím
verzím
• jednoduchá synchronizace se serverem
• ukládání dat v souladu s Filesystem Hierarchy Standard
Nástroj byl navržen pro použití v distribucích Fedora a Red Hat Enterprise Linux. Vni-
třní mechanismy jsou však připraveny tak, aby umožnily snadné rozšíření podpory i o da-
lší distribuce. V souladu s myšlenkou svobodného software budou zdrojové kódy nástroje
zvěřejněny pod licencí GNU General Public License verze 3.
Z hlediska budoucího vývoje projektu bude snaha nejprve odladit existující funkciona-
litu, vytvořit testy pro nepokryté části zdrojového kódu a začlenit nástroj do oﬁciálních
repozitářů distribuce Fedora. Poté bude vývoj zaměřen na vylepšování existujících a při-
dávání nových vlastností. Možnosti pro zlepšení jsou především v oblasti identiﬁkace konﬁ-
guračních souborů, které jsou vytvářeny automaticky, ale není o nich informace v databázi
balíčků. Další z plánovaných vlastností je ruční seskupování většího množství změn pro
vytváření přehlednější historie záloh.
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Jakmile dojde ke stabilizaci projektu Matahari, bude vytvořen Sandglass démon. Ten
bude plnit funkci Matahari agenta tím, že bude zprostředkovávat rozhraní pro ovládání
nástroje na sběrnici D-Bus a QMF. To umožní integrovat Sandglass do jiných nástrojů pro
správu systému. Tento krok bude také klíčový pro rozšíření stávajících možností synchroni-
zace se vzdáleným serverem. Démon bude zároveň zodpovědný za spouštění automatických
úloh namísto současného řešení pomocí démona Cron.
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Obsahem přiloženého CD jsou adresáře s následujícím obsahem:
• sandglass – kompletní zdrojové kódy vytvořeného nástroje včetně testů
• docs – uživatelský manuál a dokumentace programového rozhraní knihovny
• rpm – zdrojové a binární RPM balíčky s vytvořeným nástrojem
• tests – výstupy testování nástroje
• latex – zdrojový kód této zprávy ve formátu LAT
E
X
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