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Introduction
Let Ω be a bounded domain in R 2 with smooth boundary. This paper deals with the existence and profile of solutions for the following anisotropic elliptic Neumann problem      − ∇(a(x)∇u) + a(x)u = a(x)|x − q| 2α u p , u > 0 in Ω, ∂u ∂ν = 0 on ∂Ω,
where ν denotes the outer unit normal vector to ∂Ω, q ∈ Ω, α ∈ (−1, +∞) \ N, p > 1 is a large exponent and a(x) is a positive smooth function over Ω. Let Our first result concerns the existence of solutions of problem (1.1) whose interior and boundary spikes are uniformly far away from each other and interior spikes lie in the domain with distance to the boundary uniformly approaching zero. Theorem 1.1. Let α ∈ (−1, +∞) \ N and assume that q ∈ Ω is a strict local maximum point of a(x). Then for any integer m ≥ 1, there exists p m > 0 such that for any p > p m , problem (1.1) has a family of positive solutions u p with m + 1 different interior spikes which accumulate to q as p → +∞. More precisely,
where o(1) → 0, as p → +∞, on each compact subset of Ω \ {q, ξ p 1 , . . . , ξ p m }, the parameters γ, ε, µ 0 and µ i , i = 1, . . . , m satisfy γ = p p/(p−1) ε 2/(p−1) , ε = e −p/4 ,
for some C > 0, and (ξ p 1 , . . . , ξ p m ) ∈ (Ω \ {q}) m satisfies ξ p i → q for all i, and |ξ p i − ξ p k | > 1/p 2(m+1+α) 2 ∀ i = k. In particular, for any d > 0, as p → +∞, Our next result concerns the existence of solutions of problem (1.1) with mixed interior and boundary spikes which accumulate to the same point of the boundary. Theorem 1.2. Let α ∈ (−1, +∞) \ N and assume that q ∈ ∂Ω is a strict local maximum point of a(x) and satisfies ∂ ν a(q) := ∇a(q), ν(q) = 0. Then for any integers m ≥ 1 and 0 ≤ l ≤ m, there exists p m > 0 such that for any p > p m , problem (1.1) has a family of positive solutions u p with m − l + 1 different boundary spikes and l different interior spikes which accumulate to q as p → +∞. More precisely,
for some C > 0, (ξ p 1 , . . . , ξ p m ) ∈ Ω l × (∂Ω) m−l satisfies ξ p i → q ∀ i, |ξ p i − ξ p k | > 1/p 2(m+1+α) 2 ∀ i = k, and dist(ξ p i , ∂Ω) > 1/p 2(m+1+α) 2 ∀ i = 1, . . . , l, and c i = 8π for i = 1, . . . , l, while c i = 4π for i = l + 1, . . . , m. In particular, for any d > 0, as p → +∞, Remark 1.3. Let us remark that the assumption condition in Theorem 1.2 contains the following two cases: (C1) q ∈ ∂Ω is a strict local maximum point of a(x) restricted on ∂Ω;
(C2) q ∈ ∂Ω is a strict local maximum point of a(x) restricted in Ω and satisfies ∂ ν a(q) := ∇a(q), ν(q) = 0.
In fact, arguing exactly along the sketch of the proof of Theorem 1.2, we can easily find that if (C1) holds, then problem (1.1) has solutions with boundary spikes which accumulate to q along ∂Ω; while if (C2) holds, then problem (1.1) has solutions with interior spikes which accumulate to q along the inner normal direction of ∂Ω.
Moreover, for the case m = 0, we have the corresponding results for problems (1.1) and (??), respectively. Remark 1.6. While for the case m = 0, by arguing exactly along the sketch of the proof of Theorem 1.1 we can prove the corresponding results in Theorems 1.3 and 1.4, and further find that problem (??) should always admit a family of solutions blowing up at the singular source p whether p is an isolated local maximum point of φ 1 or not.
In this paper, the letter C will always denote a generic positive constant independent of p, which could be changed from one line to another. The symbol o(t) (respectively O(t)) will denote a quantity for which o(t) |t| tends to zero (respectively, O(t) |t| stays bounded ) as parameter t goes to zero. Moreover, we will use the notation o(1) (respectively O(1)) to stand for a quantity which tends to zero (respectively, which remains uniformly bounded) as p → +∞.
An approximation for the solution
The basic cells for the construction of an approximate solution of problem (1.1) are given by two standard bubbles U δ (x) = log 8(1 + α) 2 δ 2(1+α) (δ 2(1+α) + |x| 2(1+α) ) 2 and V δ,ξ (x) = log 8δ 2 (δ 2 + |x − ξ| 2 ) 2 , (see [8, 9, 49] ). Let us define the configuration space in which the concentration points we try to seek belong to 
where d > 0 is a sufficiently small but fixed number, independent of p, l = m if q ∈ Ω while l = 0, 1, . . . , m if q ∈ ∂Ω, and κ is given by
Let us fix m ∈ N, q ∈ Ω and ξ = (ξ 1 , . . . , ξ m ) ∈ O p (q). For numbers µ 0 > 0 and µ i > 0, i = 1, . . . , m, yet to be chosen, we set
and
Here, ω j and ω j , j = 1, 2, respectively, are radial solutions of
∆ ω j + 8
where
Furthermore, by [7, 23, 24] it follows that for each j = 1, 2 and r = |z|, as r → +∞,
(2.14)
In particular,
and We define the approximate solution of problem (1.1) as
where H i is a correction term defined as the solution of
(2. 19) In order to state the asymptotic expansion of the functions H i in terms of ξ i , δ i and p > 1 large enough, we first use the convention that
20)
Then we have the following Lemma whose proof is given in the Appendix B.
Lemma 2.1. For any 0 < β < 1 and ξ = (ξ 1 , . . . , ξ m ) ∈ O p (q), then we have that
21)
and for each i = 1, . . . , m,
uniformly in Ω, where H is the regular part of Green's function defined in (1.3).
From Lemma 2.1 we can easily check that away from the origin and each point ξ i , namely |x − q| ≥ 1/p 2κ and |x − ξ i | ≥ 1/p 2κ for each i = 1, . . . , m,
If |x − q| < 1/p 2κ , by using (2.1), (2.6), (2.21) and the fact that H(·, q) ∈ C β (Ω) for any β ∈ (0, 1) we get
and for any k = 0, by (2.7), (2.13) and (2.22) ,
Hence for |x − q| < 1/p 2κ , by (2.5),
is an appropriate approximation for a solution of problem (1.1) near the origin provided that the concentration parameter µ 0 satisfies the nonlinear relation
is an appropriate approximation for a solution of problem (1.1) near the point ξ i provided that for each i = 1, . . . , m, the concentration parameter µ i satisfies the nonlinear system
(2.27)
Indeed, the parameters µ = (µ 0 , µ 1 , . . . , µ m ) are well defined in systems (2.25) and (2.27) under the certain region, which is stated in the following lemma and whose proof is postponed in the Appendix B.
Lemma 2.2. For any points ξ = (ξ 1 , . . . , ξ m ) ∈ O p (q) and any p > 1 large enough, systems (2.25) and (2.27) has a unique solution µ = (µ 0 , µ 1 , . . . , µ m ) satisfying
28)
for some C > 0. Moreover, 
This, together with (2.3) and (2.26), implies that 0 < U ξ ≤ 2 √ e in B 1/p 2κ (ξ i ), and sup B 1/p 2κ (ξi) U ξ → √ e as p → +∞. Notice that by the maximum principle, it follows that for any i = 1, . . . , m, G(x, ξ i ) > 0 and G(x, q) > 0 over Ω, and further by (2.23), U ξ is a positive, uniformly bounded function over Ω. More precisely,
Consider that the scaling of solution to problem (1.1) is as follows:
where Ω p := (e p/4 )Ω = (1/ε)Ω, then the function υ(y) satisfies
We write q ′ = q/ε and ξ ′ i = ξ i /ε, i = 1, . . . , m and define the initial approximate solution of (2.33) as whose nontrivial critical points are solutions of problem (2.33) . Indeed, by the maximum principle, it is easy to see that problem (2.33) is equivalent to
We will seek solutions of problem (2.33) in the form υ = V ξ ′ + φ, where φ will represent a higher-order correction in the expansion of υ. Observe that
In terms of φ, problem (2.33) becomes
38)
For any ξ = (ξ 1 , . . . , ξ m ) ∈ O p (q) and h ∈ L ∞ (Ω p ), we define a L ∞ -norm h * := sup y∈Ωp H ξ ′ (y)h(y) with the weight function
whereα+1 is a sufficiently small but fixed positive number, independent of p, such that −1 <α < min α, −2/3 . With respect to the · * -norm, we have the following.
Proposition 2.4. Let m be a non-negative integer. There exist constants C > 0, D 0 > 0 and p m > 1 such that
40)
and 
Then by (2.1) and (2.5)-(2.9),
. . , m, by (2.1), (2.12), (2.13) and (2.28) we can compute that
with j = 1, 2, and thus, by (2.10), (2.11) and (2.44),
In the same region, by ( 
we find
From Taylor expansions of the exponential and logarithmic function
which holds for |z| ≤ Ce p/8 provided −4 log(|z| + 2) ≤ a(z) ≤ C and |b(z)| + |c(z)| ≤ C log(|z| + 2), we can compute that for |εy − ξ 51) and then, by (2.11), (2.37) and (2.44),
Furthermore, in this region, by (2.39) we obtain
As in the region 
and by (2.49) , 
(2.58)
Thus in the region |εy − q| = δ 0 |z| ≤ 1/p 2κ , by (2.39), 
where again we use the notationz = (y − ξ ′ i )/µ i . In this region, we find
In particular, by a slight modification of formula (2.50), 
which, together with the fact that U 1 (z) = −p + O (log p), easily yields that in this region,
(2.64)
Similar to the argument in (2.62), by (2.63) we can derive that if |εy − q| = δ 0 |z| ≤ √ δ 0 /p 2κ ,
This completes the proof.
Since these estimates are true if |εy − q| > 1/p 2κ and |εy − ξ i | > 1/p 2κ for each i = 1, . . . , m, we find
(2.66)
The linearized problem and The nonlinear problem
In this section we will first solve the following linear problem: given h ∈ C(Ω p ) and points ξ = (ξ 1 , . . . , ξ m ) ∈ O p (q), we find a function φ ∈ H 2 (Ω p ) and scalars c ij ∈ R, i = 1, . . . , m, j = 1,
It is well known (see [6, 8, 13, 22, 24] ) that • any bounded solution to
• any bounded solution to
is a linear combination of Z j , j = 0, 1, 2; • any bounded solution to
is a linear combination of Z j , j = 0, 1. Next, let us consider a large but fixed positive number R 0 and smooth non-increasing cut-off function χ : R → [0, 1] such that χ(r) = 1 for r ≤ R 0 , and χ(r) = 0 for r ≥ R 0 + 1.
For the interior spike case, i.e. q ∈ Ω and ξ i ∈ Ω with i = 1, . . . , l, we define
and for any i = 1, . . . , l and j = 0, 1, 2,
For the boundary spike case, i.e. q ∈ ∂Ω and ξ i ∈ ∂Ω with i = l + 1, . . . , m, we need first to strengthen the boundary. Namely, at each boundary points q and ξ i , i = l + 1, . . . , m, we define the planar rotation maps A q : R 2 → R 2 and A i :
of the origin, that is, there exist R 1 > 0, δ > 0 small and a smooth function G :
. Furthermore, we consider the flattening changes of variables
and for any i = l + 1, . . . , m,
Here, recalling that q ∈ ∂Ω, we define
and for any i = l + 1, . . . , m and j = 0, 1,
It is important to note that if q ∈ ∂Ω, then the maps F p q and F p i , i = l + 1, . . . , m preserve the Neumann boundary condition.
Proposition 3.1. Let q ∈ Ω and m be a non-negative integer. Then there exist constants C > 0 and p m > 1 such that for any p > p m , any points ξ = (ξ 1 , . . . , ξ m ) ∈ O p (q) and any h ∈ C(Ω p ), there is a unique solution φ ∈ H 2 (Ω p ) and scalars c ij ∈ R, i = 1, . . . , m, j = 1, J i to problem (3.1), which satisfy
We carry out the proof in the following four steps.
Step 1: Constructing a suitable barrier.
Lemma 3.2. There exist constants R 1 > 0 and C > 0, independent of p, such that for any sufficiently large p,
smooth and positive so that
Moreover, ψ is bounded uniformly:
Obviously, Ψ 0 is a positive, uniformly bounded function over Ω p . Take the function
As a result, it is directly checked that, choosing the positive constant C 1 larger if necessary, ψ meets the required conditions of the lemma for numbers R 1 and p large enough.
Step 2: Handing a linear equation. Given h ∈ C 0,α (Ω p ) and ξ = (ξ 1 , . . . , ξ m ) ∈ O p (q), we first study the linear equation
For the solution of (3.16) satisfying more orthogonality conditions than those in (3.1), we prove the following a priori estimate. 
Let h be bounded and φ a solution to (3.16) satisfying (3.17) . Let us consider the "inner norm" 19) and claim that there is a constant C > 0 independent of p such that
We will establish this estimate with the use of the barrier ψ constructed by Lemma 3.2. In fact, we take
, which easily implies that estimate (3.20) holds.
We prove the lemma by contradiction. Assume that there are sequences of parameters p n → +∞, points ξ n = (ξ n 1 , . . . , ξ n m ) ∈ O pn (q), functions W (ξ n ) ′ , h n and associated solutions φ n of equation (3.16) with orthogonality conditions (3.17) such that
for any z ∈ B R0+2 (0). Owing to the definition of the · * -norm in (2.39), we find that for any θ ∈ 1, −1/α ,
, standard elliptic regularity implies that φ n q converges uniformly over compact subsets near the origin to a bounded solution φ ∞ q of equation
Similar to the above argument, by using the expansion of W (ξ n ) ′ in (2.43) and elliptic regularity we can also derive that φ n q converges uniformly over compact sets to a bounded solution φ ∞ q of equation (3.4) with the property
Using the expansion of W (ξ n ) ′ in (2.42) and elliptic regularity, we find that φ n i converges uniformly over compact subsets near the origin to a bounded solution φ ∞ i of equation (3.5), which satisfies
. Finally, for each i ∈ {l + 1, . . . , m}, we have that ξ n i ∈ ∂Ω and we consider φ n
Similar to the above argument, by using the expansion of W (ξ n ) ′ in (2.42) and elliptic regularity we can also derive that φ n i converges uniformly over compact sets to a bounded solution φ ∞ i of equation (3.6), which satisfies
. Furthermore, by (3.19) we obtain lim n→+∞ φ n * * = 0. But (3.20) and (3.21) tell us lim inf n→+∞ φ n * * > 0, which is a contradiction.
Step 3: Establishing uniform an a priori estimate for solutions to (3.16 ) that satisfy orthogonality conditions with respect to Z ij , j = 1, J i only. 
Proof. With no loss of generality we prove the validity of estimate (3.27) only under the case q ∈ ∂Ω, because for the other case q ∈ Ω this estimate can also be established in an analogous but a little bit more simple consideration. Fix q ∈ ∂Ω and let R > R 0 + 1 be large and fixed, d > 0 small but fixed. We denote that for i = 1, . . . , m,
. 
Let η 1 and η 2 be radial smooth cut-off functions in R 2 such that
and for any i = 1, . . . , l,
34)
Let us define the two test functions
Given φ satisfying (3.16) and (3.26), let
We will first prove the existence of d q , d i and e ij such that φ satisfies the orthogonality conditions in (3.17) . Testing definition (3.36) against χ i Z ij and using the orthogonality conditions in (3.17) and (3.26) for j = 1, J i and the fact that
Note that if i = 1, . . . , l and j = 1, 2, by (3.8),
while if i = l + 1, . . . , m and j = 1, by (3.10), (3.12) and (3.14) ,
By (3.31) and (3.35) ,
Then
So we only need to consider d p and d i . Multiplying definition (3.36) by χ q Z q and χ i Z i0 , respectively, and using the orthogonality conditions in (3.17) for q and j = 0 and the fact that χ q χ k ≡ 0 for all k, we obtain a system of (d q , d 1 , . . . , d m ) 
Moreover if i = 1, . . . , l and t = 1, 2, by (3.8),
while if i = l + 1, . . . , m and t = 1, by (3.10), (3.12) and (3.14) ,
Let us denote A the coefficient matrix of systems (3.39)-(3.40) with respect to (d q , d 1 , . . . , d m ). From the above estimates it follows that P −1 AP is diagonally dominant and then invertible, where P = diag ρ 0 v 0 ε, µ 1 , . . . , µ m . Hence A is also invertible and (d q , d 1 , . . . , d m ) is well defined. Estimate (3.27) is a direct consequence of the following two claims.
Claim 1. Let L = −∆ a(εy) + ε 2 − W ξ ′ , then for any i = 1, . . . , m and j = 1, J i ,
41)
Claim 2. For any i = 1, . . . , m and j = 1, J i ,
In fact, by the definition of φ in (3.36) we obtain 
Using the definition of φ again and the fact that Proof of Claim 1. Let us try with inequality (3.41). Fixing q ∈ ∂Ω and observing that F p q (q ′ ) = (0, 0) and ∇F p q (q ′ ) = A q , by (3.9) and (3.11) we find
Consider the four regions
Notice that for any y ∈ Ω 1 ∪ Ω 2 , by (2.43) and (3.13) , 
In Ω 1 , by (3.51) and (3.52) ,
In Ω 2 , by (1.2), (3.28) and (3.35) ,
Notice that in Ω 2 , by (3.29), (3.30), (3.47) and (3.53) , 
In 
For the estimates of these two terms, we set z k := y −ξ ′ k for all k = 1, . . . , l, but z k := F p k (y) for all k = l+1, . . . , m, and divide Ω 3 into several pieces:
Note that for any k = l + 1, . . . , m, by (3.10) and (3.12), 
Moreover, by (3.29), (3.30) and (3.53),
In Ω 3,k with k = 1, . . . , m, by (2.42), (3.31), (3.50), (3.51) and (3.57) ,
In Ω 4 , by (1.2), (3.28) and (3.35) ,
From the previous choice of the number d we have that for any y ∈ Ω 4 and any k = 1, . . . , m, by (2.5) and (3.47) ,
Then by (2.28) and (2.41) we find
Furthermore, by (3.50) and (3.51),
Hence by (3.54), (3.56), (3.58), (3.59), (3.61) and the definition of · * with respect to (2.39), we arrive at
The inequalities in (3.42 ) are easy to establish as they are very similar to the consideration of inequality (3.41), so we leave the detailed proof to readers. 
where we have applied the following two inequalities: This, combined with inequality (3.38) and Claim 1, gives 
63)
To achieve the estimates of d q , d i and e ij in (3.43), we have the following claim.
Claim 3. If d is sufficiently small, but R is sufficiently large, then we have that for any i, k = 1, . . . , m with i = k,
where the coefficients c 0 and c i , i = 1, . . . , m are defined in (2.20) .
In fact, once Claim 3 is valid, then inserting (3.64) and (3.65) into (3.63) and (3.62), respectively, we give
66)
and for any i = 1, . . . , m,
As a result, using linear algebra arguments for (3.66)-(3.67), we can prove Claim 2 for d p and d i , and then complete the proof by inequality (3.38).
Proof of Claim 3. Let us first establish the validity of the two expansions in (3.65). Observe that 
Integrating by parts the first term and the last term of K, respectively, we obtain 
Moreover, by (3.2), (3.13), (3.32), (3.47), (3.53) and (3.55), we find
in Ω 2 . Furthermore,
By (3.60),
Hence for R and p large enough, but d small enough,
and by (3.2), (3.13), (3.28)-(3.31), (3.32) , (3.47) , (3.51) and (3.53) , 
In a straightforward but tedious way, by (2.1), (2.16) and (3.2) we can compute
Thus by (2.20), (2.43), (3.13), (3.47) and (3.69), we conclude that for R and p large enough, but d small enough,
.
(3.70)
Let us calculate Ωp a(εy) Z k0 L( Z q ) for all k = 1, . . . , m. From the previous estimates of L( Z q ) and Z k0 , we can easily prove that
It remains to consider the integral over Ω 3,k . Using (3.35) and an integration by parts, we obtain
Notice that 
These, combined with the estimate of Z q in (3.31), imply
As on ∂Ω 3,k , by (2.3) and (3.31),
By the above estimates, we readily have
The two expansions in (3.64 ) are easy to establish as they are very similar to the above consideration for the two expansions in (3.65), so we leave the detailed proof to readers.
Step 4: Proof of Proposition 3.1. We try with establishing the validity of the a priori estimate
for any φ, c ij solutions of problem (3.1) and any h ∈ C 0,α (Ω p ). The previous step gives
As before, arguing by contradiction of (3.72), we can proceed as in Step 2 and suppose further that 
For the estimate of B ij , we split supp(η i2 ) into the following pieces:
By (2.3), (3.47) and (3.57) we have that for any y ∈ Ω q ,
and for any y ∈ Ω 1k with k = i,
(3.76)
In Ω 1i , by using (3.8), (3.14) , and the expansion of W ξ ′ in (2.42) we give, for any i = 1, . . . , l and j = 1, 2,
and for any i = l + 1, . . . , m and j = 1,
In In Ω k1 with k = i, by (3.2), (3.8), (3.14) , (3.57), (3.76) and the expansion of W ξ ′ in (2.42),
In Ω 2 , by the estimate of W ξ ′ in (2.41),
We denote that for any i = 1, . . . , l and j = 1, 2,
Thus by (3.57) , 
As a consequence, substituting estimates (3.77)-(3.81) into (3.74), we have that for any i = 1, . . . , m and j = 1, J i ,
and then, by (2.28),
Ji j=1 µ i |c ij | = o (1), as in contradiction arguments of Step 2, we deduce that for any i = 1, . . . , m,
but for any i = 1, . . . , m,
with some constant C i . Hence we have a more delicate estimate in (3.77), because by Lebesgue's theorem we find that for any i = 1, . . . , l and j = 1, 2,
which contradicts (3.73). So estimate (3.72) is established and then by (3.82), we obtain
Now consider the Hilbert space
By Fredholm's alternative this is equivalent to the uniqueness of solutions to this problem, which is guaranteed by estimate (3.72). Finally, for p ≥ p m fixed, by density of C 0,α (Ω p ) in (C(Ω p ), · L ∞ (Ωp) ), we can approximate h ∈ C(Ω p ) by smooth functions and, by (3.72) and elliptic regularity theory, we find that for any h ∈ C(Ω p ), problem (3.1) admits a unique solution which belongs to H 2 (Ω p ) and satisfies the a priori estimate (3.15). (3.83) Proposition 3.6. Let q ∈ Ω and m be a non-negative integer. Then there exist constants C > 0 and p m > 1 such that for any p > p m and any points ξ = (ξ 1 , . . . , ξ m ) ∈ O p (q), problem (3.83) admits a unique solution φ ξ ′ for some coefficients c ij (ξ ′ ), i = 1, . . . , m, j = 1, J i , such that
Proof. Proposition 3.1, Remarks 2.5 and 3.5 allow us to apply the contraction mapping principle and the implicit function theorem to find a solution for problem (3.83) satisfying (3.84) and the corresponding regularity. Since it is a standard procedure, we omit the detailed proof here.
Remark 3.7. The function V ξ ′ +φ ξ ′ , where φ ξ ′ is the unique solution of problem (3.83) given by Proposition 3.6, is positive in Ω p . In fact, we notice that p 2 φ ξ ′ → 0 uniformly over Ω p . Furthermore, in the region |y − q ′ | ≥ 1/(εp 2κ ) and |y − ξ ′ i | ≥ 1/(εp 2κ ) for each i = 1, . . . , m, by (2.5), (2.23) and the definition of V ξ ′ in (2.34) we can derive that V ξ ′ + φ ξ ′ is positive. Outside this region, we may conclude the same result from Remark 2.3.
Variational reduction
Since problem (3.83) has been solved, we just find a solution of problem (2.38) with m ≥ 1 and hence to the original problem (1.1) if we find ξ ′ such that the coefficient c ij (ξ ′ ) in (3.83) satisfies c ij (ξ ′ ) = 0 for all i = 1, . . . , m, j = 1, J i .
(4.1)
Let us consider the energy function J p associated to problem (1.1), namely
For any integer m ≥ 1, we can introduce the reduced energy
where U ξ is our approximate solution defined in (2.18) and
with φ ξ ′ the unique solution to problem (3.83) given by Proposition 3.6. Then we obtain that critical points of F p correspond to solutions of (4.1) for large p. That is:
Proof. From the result obtained in Proposition 3.6 and the definition of function U ξ we have clearly that for any integer m ≥ 1, the function
Recalling the definition of I p in (2.35) and making a change of variable, we give
Assume that φ ξ ′ solves problem (3.83) and D ξ F p (ξ) = 0. Then we have that for any k = 1, . . . , m and t = 1, J k ,
Note that V ξ ′ (y) = ε 2/(p−1) U ξ (εy). From (2.23), (2.24), (2.26) and the definition of U ξ in (2.18), we obtain
Using the fact that |∂ (ξ ′ k )t log µ i | = O (εp κ ) for any i = 0, 1, . . . , m, we have that by (2.1), (2.5) and (3.2) ,
and for each j = 1, 2, by (2.12)-(2.13),
where δ ki denotes the Kronecker's symbol. Moreover, similar to the proof in Lemma 2.1, we can prove that
On the other hand, by (3.2), (3.8) , (3.14) and (3.57) we can compute
Consequently, (4.6) can be written as, for each k = 1, . . . , m and t = 1, J k , Moreover, in order to solve for critical points of F p , we need to give the following energy expansion. 
Proof. First of all, multiply the first equation in (3.83) by a(εy)(V ξ ′ + φ ξ ′ ) and integrate by parts to give Ωp a(εy)
Since V ξ ′ is a bounded function, by (2.28) and (3.84) we get
uniformly for any points ξ = (ξ 1 , . . . , ξ m ) ∈ O p (q). Then by (4.5), we can write 
Recalling that γ = p p/(p−1) e −p/(2p−2) , we find
Furthermore, by (2.3) and (2.28),
Hence
which, together with the expansions of µ 0 , µ i in (2.29)-(2.30), implies that expansion (4.9) holds.
Proofs of theorems
Proof of Theorem 1.1. According to Proposition 4.1, the function u p = U ξ + φ ξ is a solution to problem (1.1) if we adjust ξ = (ξ 1 , . . . , ξ m ) ∈ O p (q) with q ∈ Ω so that it is a critical point of F p defined by (4.3) . For this aim, let us claim that for any integer m ≥ 1 and any p > 1 large enough, the maximization problem max (ξ1,...,ξm)∈Op(q)
has a solution ξ p = (ξ p 1 , . . . , ξ p m ) ∈ O o p (q), i.e., the interior of O p (q). Once this claim is proven, we can easily get the qualitative properties of solutions of problem (1.1) as predicted in Theorem 1.1.
Let ξ p = (ξ p 1 , . . . , ξ p m ) be the maximizer of F p over O p (q). We need to prove that ξ p belongs to the interior of O p (q). First, we obtain a lower bound for F p over O p (q). Let us fix the point q ∈ Ω as a strict local maximum point of a(x) and set
where ξ = ( ξ 1 , . . . , ξ m ) forms a m-regular polygon in R 2 . Obviously, ξ 0 = (ξ 0 1 , . . . , ξ 0 m ) ∈ O p (q) since q ∈ Ω and κ > 1. Using (4.9) and the fact that q is a strict local maximum point of a(x) in Ω, we obtain max ξ∈Op(q) Next, we suppose ξ p = (ξ p 1 , . . . , ξ p m ) ∈ ∂O p (q). Then there exist three possibilities: C1. There exists an i 0 such that ξ p i0 ∈ ∂B d (q), in which case, a(ξ p i0 ) < a(q) − d 0 for some d 0 > 0; C2. There exist indices i 0 , j 0 , i 0 = j 0 such that |ξ p i0 − ξ p j0 | = p −κ ; C3. There exists an k 0 such that |ξ p k0 − q| = p −κ . For the first case, we have 
Here we claim that for any integers m ≥ 1, 0 ≤ l ≤ m and any p > 1 large enough, the maximization problem max (ξ1,...,ξm)∈Op(q)
has a solution ξ p = (ξ p 1 , . . . , ξ p m ) ∈ O o p (q), i.e., the interior of O p (q). Once this claim is proven, we can easily get the qualitative properties of solutions of problem (1.1) as predicted in Theorem 1.2.
Let ξ p = (ξ p 1 , . . . , ξ p m ) be the maximizer of F p over O p (q). We need to prove that ξ p lies in the interior of O p (q). First, we obtain a lower bound for F p over O p (q). Let us consider a smooth change of variables 
for all ρ > 0 sufficiently small, fixed and independent of p. Using the expansion (H p q ) −1 (z) = e p/2 q + z + O(e −p/2 |z|), we find
Clearly, ξ 0 = (ξ 0 1 , . . . , ξ 0 m ) ∈ O p (q) because of q ∈ ∂Ω and κ > 1. Notice that q ∈ ∂Ω is a strict local maximum point of a(x) over Ω and satisfies ∂ ν a(q) = ∇a(q), ν(q) = 0. Then we can derive that there is a constant C > 0 independent of p such that a(q) − C p ≤ a(ξ 0 i ) < a(q), i = 1, . . . , m.
From definition (1.3), Lemmas A.2 and A.3 we conclude that for any i = 1, . . . , l and k = 1, . . . , m with i = k,
Next, we suppose ξ p = (ξ p 1 , . . . , ξ p m ) ∈ ∂O p (q). Then there exist five cases: C1. There exists an i 0 ∈ {1, . . . , l} such that ξ p i0 ∈ ∂B d (q) ∩ Ω, in which case, a(ξ p i0 ) < a(q) − d 0 for some d 0 > 0 independent of p; C2. There exists an i 0 ∈ {l + 1, . . . , m} such that ξ p i0 ∈ ∂B d (q) ∩ ∂Ω, in which case, a(ξ p i0 ) < a(q) − d 0 for some d 0 > 0 independent of p; C3. There exists an i 0 ∈ {1, . . . , l} such that dist(ξ p i0 , ∂Ω) = p −κ ; C4. There exists an i 0 ∈ {1, . . . , m} such that |ξ p i0 − q| = p −κ ; C5. There exist some indices i 0 , k 0 , i 0 = k 0 such that |ξ p i0 − ξ p k0 | = p −κ . From (A3)-(A6), (1.2) and the maximum principle we obtain that for all i = 1, . . . , l and k = 1, . . . , m with i = k, 
which contradicts to (5.7) . This shows that a(ξ p i ) → a(q). By the condition over a, we get ξ p i → q for all i = 1, . . . , m. For the third case, by (1.3), (5.6) and (5.8) we have that if 0 < α ∈ N * , Let Ω d := y ∈ Ω dist(y, ∂Ω) < d with d > 0 sufficiently small but fixed. Then for any y ∈ Ω d , there exists a unique reflection of y across ∂Ω along the outer normal direction, y * ∈ Ω c , such that |y − y * | = 2dist(y, ∂Ω).
Lemma A.2. There exists a mapping y ∈ Ω d → z(·, y) ∈ C Ω d , C β (Ω) ∩ L ∞ Ω d , C β (Ω) for any β ∈ (0, 1) such that for any x ∈ Ω and y ∈ Ω d , H(x, y) = 1 2π log 1 |x − y * | + z(x, y),
and z(x, y) = 1 2π ∇ log a(y) · T (x − y) − 1 2π ∇ log a(y * ) · T (x − y * ) +z(x, y),
where the mapping y ∈ Ω d →z(·, y) belongs to C 1 Ω d , C 1 (Ω) . in Ω, in Ω,
on ∂Ω.
Applying the polar coordinates with center origin, i.e. r = |x|, and using the change of variables s = r/δ i , we get that for any θ > 1, (B1)
On the other hand, if q ∈ ∂Ω, then, by using the fact that |(x − q) · ν(q)| ≤ C|x − q| 2 for any x ∈ ∂Ω (see [5] ) we have that for any θ > 1, (B3)
As a consequence, from (B1)-(B3) and elliptic regularity theory, we can conclude that for any 1 < θ < 2, 0 < τ < min{1, 2(1 + α)/(2 + α)} and 0 < λ < 1/θ,
Furthermore, by Morrey embedding,
where 0 < σ < 1/2 + 1/θ, which implies that expansion (2.21) holds with β = 2τ (1/θ − 1/2). In addition, expansion (2.22) can be also derived from these analogous arguments of (2.21). 
On the other hand, observe that for any s > 0 small enough, 
