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auto 9039 9039 18078
mass 5157 5157 10314
other 2580 2581 5161
Total 16776 16777 33553
• 全データから交通手段ごとに 1/2 を非復元
ランダム抽出し，モデルの構築に用いる訓練
データとする


































































































auto mass other Total
auto aa am ao aa+am+ao
mass ma mm mo ma+mm+mo
other oa om oo oa+om+oo
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RF（訓練） auto mass other Total
auto 8136 723 1162 10021
mass 345 4366 174 4885
other 558 68 1244 1870
Total 9039 5157 2580 16776
αauto = 0.812, αmass = 0.894, αother = 0.665,






RF（テスト） auto mass other Total
auto 8196 720 1121 10037
mass 322 4354 188 4864
other 521 83 1272 1876
Total 9039 5157 2581 16777
αauto = 0.817, αmass = 0.895, αother = 0.678,





























γ 10−2 10−1 100 101 102
10−5 0.539 0.539 0.541 0.749 0.776
10−4 0.539 0.541 0.748 0.776 0.791
10−3 0.541 0.745 0.777 0.793 0.798
10−2 0.739 0.780 0.797 0.809 0.809
10−1 0.790 0.808 0.809 0.810 0.810
100 0.772 0.804 0.809 0.810 0.811
101 0.539 0.760 0.800 0.798 0.795
102 0.539 0.550 0.773 0.768 0.768
103 0.539 0.539 0.746 0.746 0.746
104 0.539 0.539 0.746 0.746 0.746












いられる，ソフトマージン SVM と式 (8) で表される
RBFカーネルを組み合わせた SVMを用いる．






タ cost と RBFカーネルのパラメータ γの組み合わせ
が大きく影響する．本研究では以下に示す 2段階の方
法でパラメータを決定した．
(a) 大域的な探索：cost を 5通り（10−2から 102），γ
を 11通り（10−5から 105）の計 55通りの組み合
わせを試行
(b) 局所的な探索：大域的な探索で最も精度の高かった
cost = 100，γ = 1の近傍で costを3通り（0, 1, 2），










γ 99 100 101
0 0.539 0.539 0.539
1 0.811 0.811 0.811
2 0.808 0.808 0.808
表–7 SVMモデルによる訓練データ分類結果
SVM（訓練） auto mass other Total
auto 8189 762 1096 10047
mass 344 4316 172 4832
other 506 79 1312 1897
Total 9039 5157 2580 16776
αauto = 0.815, αmass = 0.893, αother = 0.692,
kauto = 0.906, kmass = 0.837, kother = 0.509,
H = 0.824
表–8 SVMモデルによるテストデータ分類結果
SVM（テスト） auto mass other Total
auto 8141 814 1098 10053
mass 375 4228 181 4784
other 523 115 1302 1940
Total 9039 5157 2581 16777
αauto = 0.810, αmass = 0.884, αother = 0.671,
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ここで， Vin は個人 n が選択肢 i を選択したときの効
用の確定部分，θk は k 番目の説明変数のパラメータ，
Xink は説明変数を表す．効用関数の特性変数を表–9に









, i = 1, . . . , J (10)




モデルの適合度は ρ2 = 0.413 ， ρ̄2 = 0.413 と比較
的高く，的中率も 0.760 と良好な結果を得た．
表–11 MNLモデルによる訓練データ分類結果
MNL（訓練） auto mass other Total
auto 8801 1552 1840 12193
mass 0 3205 0 3205
other 238 400 740 1378
Total 9039 5157 2580 16776
αauto = 0.722, αmass = 1.000, αother = 0.537,
kauto = 0.974, kmass = 0.621, kother = 0.287,
H = 0.760
表–12 MNLモデルによるテストデータ分類結果
MNL（テスト） auto mass other Total
auto 8806 1546 1820 12172
mass 0 3190 0 3190
other 233 421 761 1415
Total 9039 5157 2581 16777
αauto = 0.723, αmass = 1.000, αother = 0.538,









定を試みた．その結果，適合度は ρ2 = 0.413 → 0.404，
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