We give a proof and generalizations of the Gelfand-Graev asymptotic formula (formulated in 1962 for the odd-dimensional inverse Radon transform).
Introduction and main results
Let S n−1 = {θ ∈ R n | |θ | = 1} and dθ denote the element of the standard measure on S n−1 . Let S(R n , C) denote the Schwartz class of complex-valued functions on R n . Let S(S n−1 × R, C) denote the Schwartz class of complex-valued functions on S n−1 × R, i.e., the space consisting of the functions g ∈ C ∞ (S n−1 × R, C) such that for any integer nonnegative k and l and any differential operator D on S n−1 with C ∞ -coefficients one has the property p k d l dp l (Dg)(θ, p) → 0 uniformly in θ ∈ S n−1 as |p| → ∞.
Let C ∞,σ (R n , C), σ 0, denote the space consisting of the functions f ∈ C ∞ (R n , C) such that for any j = (j 1 , . . . , j n ) ∈ (N ∪ 0) n one has the property for any f ∈ C ∞,σ (R n , C) for some σ > n − 1 (and, in general, for any complex-valued sufficiently regular function f on R n , sufficiently rapidly vanishing at infinity), where dx is the element of the standard measure on {x ∈ R n | xθ = p}. The definition (1.1) implies that
It is well known (see, for example, [2, 5, 6] ) that if g = Rf , where f ∈ S(R n , C), then g uniquely determines f by
where the inverse Radon transformation R −1 is given by the following formulas:
−n dp dθ for n ∈ N; (1.4)
∂p n−1 (p − θx) −1 dp dθ for even n 2.
(1.5b)
Note that 6) in the sense of the distributions on R.
As before, if g = Rf , where f ∈ C ∞,σ (R n , C) for some σ > n − 1, then g uniquely determines f by (1.3)-(1.5) and the formulas (1.4), (1.5) are valid pointwise. To extend (1.3)-(1.5) to the latter case one can use the property
uniformly in θ ∈ S n−1 as |p| → ∞,
where k ∈ N ∪ 0, f ∈ C ∞,σ (R n , C) for some σ > n − 1, and Lemma I.3 of [1] about Cauchy integrals. Note that functions g of (a subspace of) R(C ∞,n (R n , C)) arise in Theorems 1A, 1B given below. In [3, 4, 7] it is shown, in particular, that
if and only if
and R g(θ, p)p j dp is a homogeneous polynomial of degree j of θ
The result that (1.8) implies (1.9a), (1.9b) and vice versa was formulated in [3] . A proof that (1.8) implies (1.9a), (1.9b) and a sketch of proof for odd n that (1.9a), (1.9b) imply (1.8) were given by Gelfand and Graev in Chapter 1 of [4] . A proof that (1.9a), (1.9b) imply (1.8) was given (by other method) in [7] . The sketch of proof of [4] that (1.9a), (1.9b) imply (1.8) for odd n involves the Gelfand-Graev asymptotic formula (1.17) (given below). In [4] the formula (1.17) is obtained directly from (1.5a). "However, this method seems to offer some unresolved technical difficulties" [8, 2nd edn., p. 51]. To our knowledge the formula (1.17) was never yet justified completely in the literature. (Additional considerations given in [11] in this connection cannot be considered as a proof of (1.17) .) The results of the present work can be considered as a proof and generalization of the Gelfand-Graev asymptotic formula (1.17). On the other hand, the proof of Theorem 1B of the present work can be considered as a development of the proof of [7] that (1.9a), (1.9b) imply (1.8). Results of the present work can be also considered as a development of results of [12] . In the present work we obtain, in particular, Theorems 1A, 1B and Lemma 1.
Theorem 1A. Let g satisfy (1.9a) and
Let n ∈ N\1. Then g ∈ R(C ∞,n (R n , C)) and
as r → +∞ for odd n, (1.11a)
as r → +∞ for even n,
where Theorem 1B. Let g satisfy (1.9a) and the definition (1.10) be valid. Let n ∈ N. Then g ∈ R(C ∞,n (R n , C)) and
where
In addition to Theorem 1B, we give also the following lemma.
Lemma 1. If g j (θ ) is a homogeneous polynomial of degree j of θ , then
where j ∈ N ∪ 0, ω ∈ S n−1 .
(In Lemma 1 it is not assumed that g j is defined by (1.10).) In Theorem 1B and Lemma 1 the distribution (θ ω + i0) −n−j of θ ∈ S n−1 is defined as follows
Under the assumptions (1.9a) for odd n 3, as a corollary of (1.11a), (1.12), we obtain the following Gelfand-Graev formula of [4] :
Theorem 1A (as well as Theorem 1B and Lemma 1) imply, as a corollary, the aforementioned result of [3, 4, 7] that (1.9a), (1.9b) imply (1.8). Theorem 1B, Lemma 1 and the properties (2.32) also imply, as a corollary, the result of [12] that if g satisfies (1.9a) and (
as |x| → ∞, for any multi-index α ∈ (N ∪ 0) n . In the formulas (1.11a), (1.14), (1.17) the domain of integration in θ is reduced to (n − 2)-dimensional manifold. Actually, it is a manifestation of the same localization effect that the reduction of the formula (1.4) for odd n to the formula (1.5a).
For the odd-dimensional case the formulas (1.11a), (1.12) (or (1.13a), (1.14), (1.12)) are shorter than the related asymptotic formula of [12] for R −1 g(x) as |x| → ∞.
For even-dimensional case a significant advantage of the formulas (1.11b), (1.12) (or (1.13), (1.12)) in compare with the asymptotic formula of [12] for R −1 g(x) as |x| → ∞ consists in the property that in (1.11b), (1.12) (or (1.13), (1.12)) the moment g j defined by (1.10) completely determines the asymptotic coefficient c j (standing with |x| −n−j ) and does not contribute to c j for i = j for any fixed j ∈ N ∪ 0.
Theorem 1B is proved in Section 2. Theorem 1A and Lemma 1 are proved in Section 3. Finishing the preparation of the present paper, we paid attention to the recent paper [10] . It seems, that techniques developed in [10] permit to give a proof of Theorem 1B different from the proof given in Section 2.
Proof of Theorem 1B
We use that if g satisfies (1.9a), then
The fact that, under the assumptions (1.9a), the formulas (2.1) are valid is well known, see [12] or, for example, Theorem 2.13 and Corollary 2.14 of [9] . The properties (1.9a) and the definition (2.1b) imply that
Due to the property (2.2a) and the Taylor formula with the remainder term in the Lagrange form, we have that 
Consider now the following decomposition ofĝ:
6c)
The definitions (2.6b), (2.6c) and the property (2.2a) imply that 
The formula (2.9c) and the property (2.2a) imply that
The formulas (2.5), (2.9b), (2.10) and (2.7b) imply that
The formulas (2.1a), (2.6a) imply that
where x ∈ R n , m ∈ N, α ∈ {1, 2}. Our next purpose is to show that
The fact that
follows directly from (2.12b) for α = 2 and (2.7b). Let us prove that
ipx ĝ 2,m |p|, p |p| dp
2,m |p|, p |p| dp
. . , ∂ n are the operators ∂/∂ p 1 , . . . , ∂/∂ p n , respectively, written in the coordinates (σ, θ ) such that σ = |p|, θ = p/|p|; in addition,
where D l is a first order differential operator on S n−1 with C ∞ -coefficients, l = 1, . . . , n. Due to (2.11) we have that
The formula (2.15) follows from (2.16), (2.18). The formula (2.13) follows from (2.14), (2.15).
Our next purpose is to show that
Due to (2.6b) and (2.12b) for α = 1, we have that
where x ∈ R n , m ∈ N. Therefore, to prove (2.19) it is sufficient to show that
where x ∈ R n \0, m ∈ N, j ∈ N ∪ 0, j < m. We will use that 
Due to the property (2.2a), we have that
The definition (2.23b) and the property (2.24) imply that:
where j ∈ N ∪ 0, k ∈ N ∪ 0, ω ∈ S n−1 , ε ∈ [0, +∞[ . Due to (2.25) and the Taylor formula with the remainder term in the Lagrange form, we have that 
where m ∈ N, j ∈ N ∪ 0, j < m, ω ∈ S n−1 , ε ∈ [0, +∞[ . The formula (2.28) and the property (2.25a) imply that
where m ∈ N, j ∈ N ∪ 0, j < m, ω ∈ S n−1 , ε ∈ [0, +∞[ . According to (2.19b ), (2.23b), (2.25b) we have that 
Due to (2.25a), (2.25b), (2.30), we have that
The formulas (2.31), (2.32) imply that
The property (1.9a) and the formula (2.1b) imply that 
Due to (1.13), (1.12), (2.32), (2.35), we have that
Finally, let us show that for odd n the formula (1.14) holds. The formulas (1.9a), (1.10) imply that
The formulas (2.36) imply that where ω ∈ S n−1 , j ∈ N ∪ 0. The formulas (2.37), (2.38), (2.39c) and the assumptions that n is odd imply that c j,2 (ω) = 0, ω ∈ S n−1 , j ∈ N ∪ 0. (2.40a)
The formulas (2.37), (2.38), (2.39c), (1.6) and the assumptions that n is odd imply that c j,1 is given by the right-hand side of (1.14). (2.40b)
The formula (2.14) follows from (2.39a), (2.40). Theorem 1B is proved.
Proofs of Theorem 1A and Lemma 1
Theorem 1A follows from the formulas (1.13), (1.12) of Theorem 1B and the following lemma.
Lemma 2. Let g j satisfy (2.36), j ∈ N ∪ 0. Let ω ∈ S n−1 , γ ∈ {θ ∈ S n−1 | θω = 0}. Then where dθ denotes the element of the standard measure on the set of integration.
(In Lemma 2 it is not assumed that g j is defined by (1.10).) Note that the property g j ∈ C ∞ (S n−1 , C) implies that
