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MULTIPLICITY RESULTS AND SIGN CHANGING
SOLUTIONS OF NON-LOCAL EQUATIONS WITH
CONCAVE-CONVEX NONLINEARITIES
MOUSOMI BHAKTA, DEBANGANA MUKHERJEE
Abstract. In this paper we prove the existence of infinitely many non-
trivial solutions of the following equations driven by a nonlocal integro-
differential operator LK with concave-convex nonlinearities and homo-
geneous Dirichlet boundary conditions
LKu+ µ|u|
q−1u+ λ|u|p−1u = 0 in Ω,
u = 0 in RN \ Ω,
where Ω is a smooth bounded domain in RN , N > 2s, s ∈ (0, 1), 0 < q <
1 < p ≤ N+2s
N−2s . Moreover, when LK reduces to the fractional laplacian
operator −(−∆)s, p = N+2s
N−2s ,
1
2
(N+2s
N−2s ) < q < 1, N > 6s, λ = 1, we
find µ∗ > 0 such that for any µ ∈ (0, µ∗), there exists at least one sign
changing solution.
1. Introduction
In recent years, a great deal of attention has been devoted to fractional and
non-local operators of elliptic type. One of the main reasons comes from the
fact that this operator naturally arises in several physical phenomenon like
flames propagation and chemical reaction of liquids, population dynamics,
geophysical fluid dynamics, mathematical finance etc (see [4, 8, 15, 33, 34]
and the references therein). In all these cases, the nonlocal effect was mod-
elled by the singularity at infinity.
In this paper we mainly focus on the following problem with general
integro-differential operator and concave-convex nonlinearities.
(PK)
{
LKu+ µ|u|q−1u+ λ|u|p−1u = 0 in Ω,
u = 0 in RN \Ω,
where s ∈ (0, 1) is fixed, N > 2s, Ω is an open, bounded domain with
smooth boundary, 0 < q < 1, 1 < p ≤ 2∗ − 1 with 2∗ = 2NN−2s . Here LK is
the non-local operator defined as follows:
LKu(x) = 1
2
∫
RN
(u(x+ y) + u(x− y)− 2u(x))K(y)dy, x ∈ RN . (1.1)
Here K : RN \ {0} → (0,+∞) is a function defined such that
mK(x) ∈ L1(RN ) with m(x) = min{|x|2, 1}; (1.2)
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there exists θ > 0 such that K(x) ≥ θ|x|−(N+2s) for any x ∈ RN \ {0};
(1.3)
and K(x) = K(−x) for any x ∈ RN \ {0}. (1.4)
A model for K is given by K(x) = |x|−(N+2s). In this case LK reduces to the
fractional Laplace operator − (−∆)s, defined below up to a normalization
constant
− (−∆)s u(x) = 1
2
∫
RN
u(x+ y) + u(x− y)− 2u(x)
|y|N+2s dy, x ∈ R
N . (1.5)
By X we denote the linear space of Lebesgue measurable functions from RN
to R such that if g ∈ X then g|Ω ∈ L2(Ω) and
(g(x)− g(y))
√
K(x− y) ∈ L2(Q, dxdy),
where Q = R2N \ (CΩ × CΩ) with CΩ = RN \ Ω. The space X is endowed
with the norm defined:
‖u‖X = ‖u‖L2(Ω) +
(∫
Q
|u(x)− u(y)|2K(x− y)dxdy
)1/2
.
Then we define X0 :=
{
u ∈ X : u = 0 a.e. in RN \ Ω
}
with the norm
‖u‖X0 =
(∫
Q
|u(x)− u(y)|2K(x− y)dxdy
)1/2
.
With this norm, X0 is a Hilbert space with the scalar product
〈u, v〉X0 =
∫
Q
(u(x)− u(y))(v(x) − v(y))K(x − y)dxdy,
(see [29, lemma 7]). For further details on X andX0 and for their properties,
we refer to [19] and the references therein. Thanks to (1.2), it can be shown
that C20 (Ω) ⊆ X0, see [30, Lemma 11] and so X and X0 are non-empty .
Definition 1.1. We say that u ∈ X0 is a weak solution of (PK) if∫
R2N
(u(x)− u(y))(φ(x) − φ(y))K(x− y)dxdy = µ
∫
Ω
|u(x)|q−1u(x)φ(x)dx
+ λ
∫
Ω
|u(x)|p−1u(x)φ(x)dx
for all φ ∈ X0.
We denote by Hs(RN ) the usual fractional Sobolev space endowed with
the so-called Gagliardo norm
‖g‖Hs(RN ) = ‖g‖L2(RN ) +
(∫
RN×RN
|g(x) − g(y)|2
|x− y|N+2s dxdy
)1/2
.
WhenK(x) = |x|−(N+2s),X0 reduces to
{
u ∈ Hs(RN ) : u = 0 a.e. in RN\
Ω
}
. When Ω is bounded, the norm in X0(Ω) is equivalent to
‖u‖X0(Ω) =
(∫
RN×RN
|u(x)− u(y)|2
|x− y|N+2s dxdy
)1/2
,
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(see [5]). By [19, Proposition 3.6] we have,
‖u‖X0(Ω) =
∥∥∥(−∆)s/2 u∥∥∥
L2(RN )
. (1.6)
The Euler-Lagrange energy functional associated to (PK) is
Iλµ(u) =
1
2
∫
R2N
|u(x)−u(y)|2K(x−y)dxdy− µ
q + 1
∫
Ω
|u|q+1dx− λ
p+ 1
∫
Ω
|u|p+1dx.
(1.7)
Thanks to the Sobolev embedding X0 →֒ L2∗(RN ) (see [28, Lemma 9]), Iλµ
is well defined C1 functional on X0. It is well known that there exists a one-
to-one correspondence between the weak solutions of (PK) and the critical
point of Iλµ on X0. We define the best fractional critical Sobolev constant
Sk as
SK := inf
v∈X0\{0}
∫
R2N
|v(x)− v(y)|2K(x− y)dxdy(∫
Ω
|v(x)|2∗
)2/2∗ . (1.8)
A classical topic in nonlinear analysis is the study of existence and mul-
tiplicity of solutions for nonlinear equations. There are many results on the
subject of concave-convex nonlinearity involving different local and nonlo-
cal operators. Elliptic problems in bounded domains involving concave and
convex terms have been studied extensively since Ambrosetti, Brezis and
Cerami [2] considered the following equation:
(Eµ)


−∆u = µuq−1 + up−1 in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
where 1 < q < 2 < p ≤ 2NN−2 , µ > 0 and Ω is a bounded domain in
R
N . They found that there exists µ0 > 0 such that (Eµ) admits at least
two positive solutions for µ ∈ (0, µ0), one positive solution for µ = µ0
and no positive solution exists for µ > µ0 (see also Ambrosetti, Azorero
and Peral [3] for more references therein). Later on Adimurthi-Pacella-
Yadava [1], Damascelli, Grossi and Pacella [17], Ouyang and Shi [23] and
Tang [32] proved there exists µ0 > 0 such that for µ ∈ (0, µ0), there are
exactly two positive solutions of (Eµ) when Ω is the unit ball in R
N and
exactly one positive solution for µ = µ0 and no positive solution exists for
µ > µ0. For the local operator we also quote [9, 7, 11, 12, 21, 36] and the
references therein. In past couple of years many of these results have been
generalised to the case of nonlocal operators, we refer a few among them
[5, 10, 20, 25, 26] and the references therein. We also quote here a very
important paper by Chen, Li and Ou [14], where the authors have classified
all the positive solutions of the fractional Yamabe equation. As per our
knowledge no result for sign changing solution involving non-local operator
and concave-convex nonlinearity has been studied so far.
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The main results of our paper are stated below. First we study the critical
case p = 2∗ − 1, λ = 1, that is,
(P ′K)
{
LKu+ µ|u|q−1u+ |u|2∗−2u = 0 in Ω,
u = 0 in Rn \Ω.
Theorem 1.1. Let Ω be a bounded domain in RN with smooth boundary,
N > 2s. Then there exists µ∗ > 0 such that for all µ ∈ (0, µ∗), problem
(P ′K) has a sequence of non-trivial solutions {un}n≥1 such that I(un) < 0
and I(un)→ 0 as n→∞ where I(.) is the corresponding energy functional
associated with (P ′K).
Remark 1.1. Here we would like to mention that when K(x) = |x|−(N+2s),
it has been proved in [5] that there exists Λ > 0 such that, (P ′K) has at least
two positive solutions when µ ∈ (0,Λ), no positive solution when µ > Λ and
at least one positive solution when µ = Λ. Chen-Deng [13] have proved that
(P ′K) has at least two positive solutions when µ ∈ (0, µ0) for some µ0 > 0
under the assumption that
There exists u0 ∈ X0 with u0 ≥ 0 a.e. in Ω, such that sup
t≥0
I(tu0) <
s
N
S
N
2s
K .
(1.9)
When K(x) = |x|−(N+2s), condition (1.9) can be guaranteed by results of
[28].
The most important theorem in this paper is the following one, where
we establish existence of at least one sign changing solution of (P ′K) when
K(x) = |x|−(N+2s), i.e., LK = −(−∆)s, under suitable assumption on N
and q.
Theorem 1.2. Let Ω be a bounded domain with smooth boundary in RN .
Assume K(x) = |x|−(N+2s), s ∈ (0, 1), N > 6s, 12
(
N+2s
N−2s
)
< q < 1. Then
there exists µ∗ > 0 such that for all µ ∈ (0, µ∗) problem (P ′K) has at least
one sign changing solution.
In the succeeding theorem, we prove the existence of infinitely many non-
trivial solutions in the subcritical case.
Theorem 1.3. Let Ω be a bounded domain in RN with smooth boundary,
N > 2s, s ∈ (0, 1). Assume 1 < p < 2∗ − 1. Then
(a) For all λ > 0, µ ∈ R, (PK) has a sequence of nontrivial solutions
{uk}k≥1 such that Iλµ(uk) → ∞ as k −→ ∞. Furthermore, if λ >
0, µ ≥ 0, then ‖uk‖X0 →∞ as k →∞.
(b) For all µ > 0, λ ∈ R, (PK) has a sequence of nontrivial solutions
{vk}k≥1 such that Iλµ(vk)→ 0 as k →∞. Furthermore, if µ > 0, λ ≤
0, then ‖vk‖X0 → 0 as k →∞.
Remark 1.2. When K(x) = |x|−(N+2s), Brandle, et. al [10] have proved
that there exists Λ > 0 such that, (PK) has at least two positive solutions
when µ ∈ (0,Λ), one positive solution when µ = Λ and no positive solution
when µ > Λ. For general K satisfying assumptions (1.2)-(1.4), Chen-Deng
[13] have proved that there exists at least two positive solutions of (PK) when
λ = 1 and µ ∈ (0, µ0) for some µ0 > 0.
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To prove infinitely many nontrivial solutions of the above stated problems,
we apply the Fountain Theorem and the Dual Fountain theorem which were
proved by Bartsch [6] and Bartsch-Willem [7] respectively (also see [35]). As
usual for critical point theorems, we need to study the compactness prop-
erties of the functional together with its geometric features. With respect
to the compactness, we need to prove that the functional satisfies the clas-
sical Palais-Smale (PS)c assumption. But observe that X0 →֒ L2∗(Ω) is
not compact (see [28, Lemma 9-b]). Hence the (PS)c condition does not
hold globally for all c and we have to prove that the energy level of the
corresponding energy functional lies below the threshold of application of
the (PS)c condition. The proof of Theorem 1.2 is much delicate. There by
using decomposition of Nehari manifold, we have estimated the energy and
proved the existence of at least one sign changing solution by extending the
result dealt within [12] for the classical Laplacian case. The proof is divided
into several steps.
The paper is organised as follows. Section 2 is devoted to some notations
and preliminaries about Fountain Theorem and Dual Fountain Theorem. In
Section 3 we prove Theorem 1.1. In Section 4 we deal with sign changing
solution, namely we study Theorem 1.2. In section 5 we study the subcriti-
cal problem, Theorem 1.3, Finally, in Section 6 we state results for a related
problem that can be solved using our methods as in Theorem 1.1 and we also
point out some related open questions in Section 8. Section 7 is appendix.
Notations: Throughout the paper C denotes a general positive constant
which may vary from line to line.
2. Preliminaries
We start this section by recalling two abstract theorems namely the Foun-
tain theorem and the Dual Fountain Theorem. For this, we need some
definitions from [35].
Definition 2.1. The action of a topological group G on a Banach space X
is a continuous map
G×X −→ X : [g, u] −→ gu,
such that
1.u = u, (gh)u = g(hu), u 7→ gu is linear.
The action is isometric if ||gu|| = ||u||. The space of invariant points is
defined by
Fix (G) := {u ∈ X : gu = u ∀g ∈ G}.
A set A ⊂ X is called invariant if gA = A for every g ∈ G. A functional
ϕ : X −→ R is called invariant if ϕ ◦ g = ϕ for every g ∈ G. A map
f : X −→ X is called equivariant if g ◦ f = f ◦ g for every g ∈ G.
Definition 2.2. Let G be a compact group on Banach space X0. Assume
that G acts diagonally on V k
g(v1, · · · , vk) := (gv1, · · · , gvk),
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where V is a finite dimensional space. The action of G is admissible if every
continuous equivariant map ∂U −→ V k−1, where U is an open bounded
invariant neighborhood of 0 in V k, k ≥ 2, has a zero.
By Borsuk-Ulam Theorem, the antipodal action of G := Z/2 on V := R
is admissible (see [35, Theorem D.17]).
We consider the following situation:
(A1) The compact group G acts isometrically on the Banach space X =⊕
j∈NXj, the spaces Xj are invariant and there exists a finite dimensional
space V such that, for every j ∈ N, Xj ≃ V and the action of G on V is
admissible.
Definition 2.3. Let ϕ ∈ C1(X,R). We say that {un} is a Palais-Smale
sequence (in short, PS sequence) of ϕ at level c if ϕ(un)→ c and ϕ′(un)→
0 in (X)′, the dual space of X. Moreover, we say that ϕ satisfies (PS)c
condition if {un} is any (PS) sequence in X at level c implies {un} has a
convergent subsequence in X.
Theorem 2.1. [Fountain Theorem, Bartsch, 1993] Under the assumption
(A1), let ϕ ∈ C1(X,R) be an invariant functional. If, for every k ∈ N, there
exists 0 < rk < ρk such that
(A2) ak := maxu∈Yk,||u||=ρk ϕ(u) ≤ 0,
(A3) bk := infu∈Zk,||u||=rk ϕ(u)→∞ as k →∞.
(A4) ϕ satisfies (PS)c condition for every c > 0,
then ϕ has an unbounded sequence of critical values.
Theorem 2.2. [Dual Fountain Theorem, Bartsch-Willem, 1995] Under the
assumption (A1), let ϕ ∈ C1(X,R) be an invariant functional. If, for every
k ≥ k0, there exists 0 < rk < ρk such that
(D1) ak := infu∈Zk,||u||=ρk ϕ(u) ≥ 0,
(D2) bk := maxu∈Yk,||u||=rk ϕ(u) < 0,
(D3) dk := infu∈Zk,||u||≤ρk ϕ(u)→ 0 as k →∞.
(D4) For every sequence urj ∈ X and c ∈ [dk, 0) such that
urj ∈ Yrj , ϕ(urj )→ c and ϕ|′Yrj (urj )→ 0 as rj →∞,
contains a subsequence converging to a critical point of ϕ,
then ϕ has a sequence of negative critical values converging to 0.
We choose an orthonormal basis {ej}∞j=1 of X0 (see [27]). Next, we con-
sider the antipodal action of G := Z/2. Define
Xj = Rej, Yk :=
k⊕
j=1
Xj , Zk :=
∞⊕
j=k
Xj . (2.1)
Lemma 2.1. If 1 ≤ p+ 1 < 2∗, then we have that
βk := sup
u∈Zk,‖u‖X0
=1
|u|Lp+1(Ω) → 0 as k →∞.
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Proof. Clearly, 0 < βk+1 ≤ βk. Thus there exists β ≥ 0, such that limk→∞ βk =
β. By the definition of βk, for every k ≥ 1, there exists uk ∈ Zk such that
‖uk‖ = 1 and |uk|Lp+1(Ω) > βk2 . Using the definition of Zk, it follows uk ⇀ 0
in X0. Therefore Sobolev embedding implies uk → 0 in Lp+1(Ω) and this
completes the proof. 
3. Proof of Theorem 1.1
Proof. The energy functional associated to (P ′K) is the following
I(u) =
1
2
∫
R2N
|u(x)− u(y)|2K(x− y)dxdy − µ
q + 1
∫
Ω
|u|q+1dx− 1
2∗
∫
Ω
|u|2∗dx
=
1
2
||u||2X0 −
µ
q + 1
∫
Ω
|u|q+1dx− 1
2∗
∫
Ω
|u|2∗dx, (3.1)
where µ > 0. We will show that I satisfies all the assumptions of Theorem
2.2. Xj, Yj , Zj are chosen as in (2.1) and G := Z/2. Therefore (A1) is
satisfied.
Next to check (D1) holds, we define
βk := sup
u∈Zk,‖u‖X0
=1
|u|Lq+1(Ω), c := sup
u∈X0,‖u‖X0
=1
|u|2∗L2∗ (Ω) andR :=
(
2∗
4c
) 1
2∗−2
.
It is easy to see, ||u||X0 ≤ R implies c2∗ ||u||2
∗
X0
≤ 14 ||u||2X0 . Therefore for
u ∈ Zk, ‖u‖X0 ≤ R, we have
I(u) ≥ ‖u‖
2
X0
2
− µ
q + 1
βq+1k ‖u‖q+1X0 −
c
2∗
‖u‖2∗X0
≥ ‖u‖
2
X0
4
− µ
q + 1
βq+1k ‖u‖q+1X0 (3.2)
Choose ρk := (
4µβq+1
k
q+1 )
1
1−q . Using Lemma 2.1, we see that βk → 0 as k →∞.
As a consequence ρk → 0. Thus for k large, u ∈ Zk and ‖u‖X0 = ρk we have
I(u) ≥ 0 and (D1) holds true.
To see (D2) holds we note that Yk is finite dimensional and in finite
dimensional space all the norms are equivalent. Therefore (D2) is satisfied
if we choose rk > 0 small enough (since µ > 0) and therefore we can choose
rk =
ρk
2 .
For k large, u ∈ Zk, ‖u‖X0 ≤ ρk, we have from (3.2) that dk ≥ −µq+1β
q+1
k ρ
q+1
k .
On the other hand as µ > 0 from the definition of I(u) it follows I(u) ≤ ρ2k2 .
Thu dk ≤ 12ρ2k Using both upper and lower bounds of dk and Lemma 2.1,
we see that (D3) is also satisfied.
To check the assertion (D4), we consider a sequence {urj} ⊂ X0 such that
as
{urj} ∈ Yrj , I(urj )→ c, I ′|Yrj (urj )→ 0 as rj →∞. (3.3)
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Claim: There exists k > 0 such that if µ > 0 is arbitrarily chosen and
c <
s
N
S
N
2s
K − kµ
2∗
2∗−q−1 , (3.4)
then {urj} contains a subsequence converging to a critical point of I, where
{urj} is as in (3.3).
Assuming the claim, first let us complete the proof. Towards this, we
choose µ∗ =
(
sS
N
2s
K
Nk
) 2∗−q−1
2∗
. Then µ ∈ (0, µ∗) implies sN S
N
2s
K > kµ
2∗
2∗−q−1 .
Thus, if c ∈ [dk, 0) then we have
c < 0 <
s
N
S
N
2s
K − kµ
2∗
2∗−q−1 .
Hence applying the above claim, we see that (D4) holds true. Therefore the
result follows by Theorem 2.2.
Here we prove the claim dividing into four steps.
Step 1: {urj} is bounded in X0.
This follows by standard arguments. More precisely, since I(urj ) = c+ o(1)
and
〈
I ′(urj ), urj
〉
= o(1)||urj ||X0 , computing I(urj ) − 12
〈
I ′(urj ), urj
〉
, we
get |urj |2
∗
L2∗ (Ω)
≤ C1 +
∥∥urj∥∥X0 o(1) + C2|urj |q+1Lq+1(Ω). Therefore using the
definition of I along with Sobolev inequality yields∥∥urj∥∥2X0 ≤ C
[
1 + ||urj ||X0o(1) + ||urj ||q+1X0
]
and hence the boundedness follows. Therefore passing to a subsequence if
necessary we may assume urj ⇀ u in X0, urj → u in Lγ(RN ) for 1 ≤ γ < 2∗
and point-wise.
Step 2: {urj} is a PS sequence in X0 at level c, where c is as in (3.4).
To see this, let v ∈ X0 be arbitrarily chosen. Then〈
I ′(urj ), v
〉
=
〈
urj , v
〉− ∫
Ω
|urj |2
∗−2urjvdx− µ
∫
Ω
|urj |q−1urjvdx. (3.5)
Therefore, using Sobolev inequality and Step 1 we have,
| 〈I ′(urj ), v〉 | ≤ ∥∥urj∥∥X0 ‖v‖X0 +
∫
Ω
|urj |2
∗−1|v|dx+ µ
∫
Ω
|urj |q|v|dx
≤ ∥∥urj∥∥X0 ‖v‖X0 + c1 ∥∥urj∥∥2∗−1X0 ‖v‖X0 + c2µ ∥∥urj∥∥qX0 ‖v‖X0
≤ (∥∥urj∥∥X0 + c1 ∥∥urj∥∥2∗−1X0 + c2µ ∥∥urj∥∥qX0) ‖v‖X0
≤ C ‖v‖X0 ,
which in turn implies
∥∥I ′(urj )∥∥(X0)′ ≤M for all j ≥ 1.
By the definition of Yrj , there exists a sequence (vrj) ∈ Yrj such that
vrj → v in X0 as rj →∞. Thus
| 〈I ′(urj ), v〉 | ≤ | 〈I ′(urj ), vrj〉 |+ | 〈I ′(urj ), v − vrj〉 |
≤
∥∥∥I ′|Yrj (urj )
∥∥∥
(X0)′
∥∥vrj∥∥X0 + ∥∥I ′(urj )∥∥(X0)′ ∥∥v − vrj∥∥X0 .
MULTIPLICITY AND SIGN CHANGING SOLUTIONS 9
Combining the hypothesis I ′|Yrj (urj)→ 0 as rj →∞ (see (3.3)), Step 1 and
the fact that {I ′(urj )} is uniformly bounded, we have |
〈
I ′(urj ), v
〉 | → 0 as
rj → ∞. This in turn implies that {urj} is a PS sequence in X0 at level c,
where c is as in (3.4).
Step 3: u satisfies (P ′K).
Using Vitali’s convergence theorem via Ho¨lder inequality and Sobolev in-
equality, it is not difficult to check that we can pass the limit rj → ∞
in (3.5), Thus we obtain 〈I ′(u), v〉 = 0 for every v in X0. Hence, LKu +
µ|u|q−1u+ |u|2∗−2u = 0 in Ω.
Step 4: Define vrj := urj − u. Then it is not difficult to see that,∥∥vrj∥∥2X0 = ∥∥urj∥∥2X0 − ‖u‖2X0 + o(1). (3.6)
On the other hand, by Brezis-Lieb lemma, we have
|urj |2
∗
L2∗(Ω) = |vrj |2
∗
L2∗(Ω) + |u|2
∗
L2∗(Ω) + o(1). (3.7)
Therefore by doing a straight forward computation and using I(urj ) → c,
we get
I(u) +
1
2
∥∥vrj∥∥2X0 − 12∗ |vrj |2∗L2∗ (Ω) → c. (3.8)
Since
〈
I ′(urj ), urj
〉 → 0 and 〈I ′(u), u〉 = 0, from (3.6) and (3.7), we also
have ∥∥vrj∥∥2X0 − |vrj |2∗L2∗ (Ω) → 0.
Therefore, we may assume that∥∥vrj∥∥2 → b, |vrj |2∗L2∗ (Ω) → b.
By Sobolev inequality,
∥∥vrj∥∥2X0 ≥ (|vrj |2∗L2∗(Ω))2/2∗ . As a result, we get b ≥
SKb
2/2∗ . We note that if b = 0, then we are done since that implies urj → u
in X0. Assume b 6= 0. This in turn implies b ≥ S
N
2s
K Then by (3.8), we have
I(u) = c− b
2
+
b
2∗
. (3.9)
It is easy to see that 〈I ′(u), u〉 = 0 implies
I(u) =
s
N
|u|2∗L2∗ (Ω) +
(
1
2
− 1
q + 1
)
µ|u|q+1
Lq+1(Ω)
(3.10)
Combining (3.9) and (3.10) and using q ∈ (0, 1), we obtain
c =
s
N
(b+ |u|2∗L2∗ (Ω)) + µ
(
1
2
− 1
q + 1
)
|u|q+1
Lq+1(Ω)
≥ s
N
(S
2s
N
K + |u|2
∗
L2∗ (Ω))−
1− q
2(1 + q)
µ|Ω| 2
∗−q−1
2∗ |u|q+1
L2∗ (Ω)
=
s
N
S
N
2s
K +
s
N
|u|2∗
L2∗ (Ω) − aµ|u|q+1L2∗ (Ω), (3.11)
where a := 1−q2(1+q) |Ω|
2∗−q−1
2∗ > 0. We define
g(t) =
s
N
t2
∗ − aµtq+1, t ≥ 0 and k := − 1
µ
2∗
2∗−q−1
min
t≥0
g(t). (3.12)
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By elementary analysis it is easy to check that if t0 = (
aµN
s )
1
2∗−q−1 , then
g(t) < 0 for t ∈ (0, t0), g(t) ≥ 0 for t ≥ t0 and g(0) = 0. Hence, there exists
t′ ∈ (0, t0) for which g attains minimum and mint>0 g(t) < 0. Thus k > 0.
Hence from (3.11) we have
c ≥ s
N
S
N
2s
K − kµ
2∗
2∗−q−1 ,
which is a contradiction to (3.4). Therefore, b = 0 and the claim follows. 
4. Critical-concave fractional Laplace equation and sign changing
solution
In this section we consider the problem (P ′K) when K(x) = |x|−(N+2s).
More precisely we study,
(P )
{
(−∆)su = µ|u|q−1u+ |u|2∗−2u = 0 in Ω,
u = 0 in Rn \ Ω.
Corresponding to (P ), define the energy functional Iµ as follows
Iµ(u) :=
1
2
∫
R2N
|u(x)− u(y)|2
|x− y|N+2s dxdy −
µ
q + 1
∫
Ω
|u|q+1dx− 1
2∗
∫
Ω
|u|2∗dx
=
1
2
||u||2 − µ
q + 1
∫
Ω
|u|q+1dx− 1
2∗
∫
Ω
|u|2∗dx, (4.1)
where ||u|| := ||u||X0 . From [28, Lemma 9], we know
Ss
(∫
RN
|v(x)|2∗
)2/2∗
≤ ||v||2 ∀ v ∈ X0, (4.2)
where
Ss = inf
v∈Hs(RN ),v 6=0
∫
R2N
|v(x)− v(y)|2
|x− y|N+2s dxdy(∫
RN
|v(x)|2∗
)2/2∗ . (4.3)
It is known that (see [16]), Ss is attained by vε ∈ Hs(RN ), where
vε(x) :=
kε
N−2s
4
(ε+ |x|2)N−2s2
, with ε > 0, k ∈ R \ {0}. (4.4)
We note that vε 6∈ X0. Therefore we multiply vε by a suitable cut-off
function ψ in order to put vε to 0 outside Ω. For this, fix δ > 0. Define
Ω1 = {x ∈ Ω : dist(x, ∂Ω) > δ}. We choose ψ ∈ C∞(RN ) such that
0 ≤ ψ ≤ 1, ψ = 1 in Ω1, ψ = 0 in RN \ Ω and ψ > 0 in Ω. We define
uε(x) := ψ(x)vε(x). (4.5)
To obtain sign changing solution of (P ), we need to study minimization
problems of Iµ over suitable Nehari-type sets. We define the following sets
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in the spirit of [?] (also see [12])
N := {u ∈ X0 \ {0} :
〈
I ′µ(u), u
〉
= 0};
N0 :=
{
u ∈ N : (1− q) ‖u‖2 − (2∗ − q − 1)|u|2∗
L2∗ (Ω) = 0
}
;
N+ :=
{
u ∈ N : (1− q) ‖u‖2 − (2∗ − q − 1)|u|2∗
L2∗ (Ω) > 0
}
;
N− :=
{
u ∈ N : (1− q) ‖u‖2 − (2∗ − q − 1)|u|2∗
L2∗ (Ω) < 0
}
.
From [13], it is known that there exists µ∗ > 0 such that, if µ ∈ (0, µ∗), then
the following minimization problem:
α˜+µ := inf
u∈N+
Jµ(u) and α˜
−
µ := inf
u∈N−
Jµ(u) (4.6)
achieve their minimum at w0 and w1 respectively, where
Jµ(u) :=
1
2
||u||2 − µ
q + 1
∫
Ω
(u+)q+1dx− 1
2∗
∫
Ω
(u+)2
∗
dx. (4.7)
Moreover w0 and w1 are critical points of Jµ. Using maximum principle [31,
Proposition 2.2.8] and followed by a simple calculation , it can be checked
that, if u is a critical point of Jµ, then u is strictly positive in Ω (see [5]).
Thus w0 and w1 are positive solution of (P). Applying the Moser iteration
technique it follows that any positive solution of (P ) is in L∞(Ω) (see [5,
Proposition 2.2]).
We need the following lemmas in order to prove Theorem 1.2.
Lemma 4.1. Suppose w1 is a positive solution of (P ) and uε is as defined
in (4.5). Then for every ε > 0, small enough
(i) A1 :=
∫
Ω
w2
∗−1
1 uεdx ≤ k1ε
N−2s
4 ;
(ii) A2 :=
∫
Ω
wq1uεdx ≤ k2ε
N−2s
4 ;
(iii) A3 :=
∫
Ω
w1u
q
εdx ≤ k3ε
N−2s
4
q;
(iv) A4 :=
∫
Ω
w1u
2∗−1
ε dx ≤ k4ε
N+2s
4 .
Proof. Let R, M > 0 be such that Ω ⊂ B(0, R) and |w1|L∞(Ω) < M . Then
(i) A1 =
∫
Ω
w2
∗−1
1 uεdx ≤ M2
∗−1|ψ|L∞(Ω)kε
N−2s
4
∫
B(0,R)
dx
(ε+ |x|2)N−2s2
≤ CεN2 −N−2s4
∫
B(0, R√
ε
)
dx
(1 + |x|2)N−2s2
≤ k1ε
N−2s
4 .
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Proof of (ii) similar to (i).
(iii) A3 =
∫
Ω
w1u
q
εdx ≤ M |ψ|qL∞(Ω)kqε
N−2s
4
q
∫
B(0,R)
dx
(ε+ |x|2)N−2s2 q
≤ CεN2 − (N−2s)q4
∫ R√
ε
0
rN−1dr
(1 + r2)
(N−2s)q
2
≤ CεN2 − (N−2s)q4
(
R√
ε
)N−(N−2s)q
≤ k3ε
N−2s
4
q.
(iv) can be proved as in (iii). 
Lemma 4.2. Let uε be as defined in (4.5) and 0 < q < 1. Then for every
ε > 0, small
∫
Ω
|uǫ|q+1dx =


k5ε
(N−2s
4
)(q+1) if 0 < q < 2sN−2s ,
k6ε
N
4 |ln ε|, if q = 2sN−2s ,
k7ε
N
2
−(N−2s
4
)(q+1) if 2sN−2s < q < 1.
Proof. Choose 0 < R′ < R be such that B(0, R′) ⊂ Ω1 ⊂ Ω. Then uε = vε
in B(0, R′). Then∫
Ω
|uε|q+1dx >
∫
B(0,R′)
|uε|q+1dx = kq+1ε
(N−2s)(q+1)
4
∫
B(0,R′)
dx
(ε+ |x|2) (N−2s)(q+1)2
.
Proceeding as in the proof of Lemma 4.1 (iii), we have
Cε
N
2
− (N−2s)(q+1)
4
∫ R′√
ε
0
rN−1dr
(1 + r2)
(N−2s)(q+1)
2
≤
∫
Ω
|uε|q+1dx
≤ CεN2 − (N−2s)(q+1)4
∫ R√
ε
0
rN−1dr
(1 + r2)
(N−2s)(q+1)
2
.
(4.8)
Case 1 : 0 < q < 2sN−2s .
We note that∫ R′√
ε
0
rN−1dr
(1 + r2)
(N−2s)(q+1)
2
≥ C
∫ R′√
ε
R′
2
√
ε
rN−1−(N−2s)(q+1)dr ≥ C
ε
N
2
− (N−2s)(q+1)
2
(4.9)
and∫ R√
ε
0
rN−1dr
(1 + r2)
(N−2s)(q+1)
2
≤
∫ R√
ε
0
rN−1−(N−2s)(q+1)dr ≤ C
ε
N
2
− (N−2s)(q+1)
2
.
(4.10)
Substituting back (4.9) and (4.10) into (4.8), we obtain
∫
Ω
|uε|q+1dx =
k5ε
(N−2s
4
)(q+1).
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Case 2 : q = 2sN−2s .
Then∫ R′√
ε
0
rN−1dr
(1 + r2)
(N−2s)(q+1)
2
≥ C
∫ R′√
ε
1
rN−1−(N−2s)(q+1)dr ≥ C ′|ln ε|.
∫ R√
ε
0
rN−1dr
(1 + r2)
(N−2s)(q+1)
2
≤
∫ 1
0
rN−1dr +
∫ R√
ε
1
rN−1−(N−2s)(q+1)dr
≤ C(1 + |ln ε|) ≤ 2C|ln ε|.
Substituting back the above two expressions in (4.8), we have∫
Ω
|uε|q+1dx = k6εN4 |ln ε|.
Case 3 : 2sN−2s < q < 1.
Therefore (N − 2s)(q + 1) > N and consequently∫ R′√
ε
0
rN−1dr
(1 + r2)
(N−2s)(q+1)
2
≥ C
∫ 1
0
rN−1dr = C,
∫ R√
ε
0
rN−1dr
(1 + r2)
(N−2s)(q+1)
2
≤
∫ 1
0
rN−1dr +
∫ ∞
1
rN−1−(N−2s)(q+1) ≤ C,
Hence
∫
Ω
|uε|q+1dx = k7ε
N
2
− (N−2s)(q+1)
4 . 
Set
µ˜ =
(
1− q
2∗ − q − 1
) 1−q
2∗−2 2∗ − 2
2∗ − q − 1 |Ω|
q+1−2∗
2∗ S
N(1−q)
4s
+ q+1
2
s . (4.11)
Next we prove three basic lemma.
Lemma 4.3. Let µ ∈ (0, µ˜). For every u ∈ X0, u 6= 0, there exists unique
0 < t−(u) < t0(u) =
(
(1− q) ‖u‖2
(2∗ − 1− q)|u|2∗
L2∗ (Ω)
)N−2s
4s
< t+(u),
such that
t−(u)u ∈ N+ and Iµ(t−u) = min
t∈[0,t0]
Iµ(tu),
t+(u)u ∈ N− and Iµ(t+u) = max
t≥t0
Iµ(tu).
Proof. From (4.1), for t ≥ 0,
Iµ(tu) =
t2
2
‖u‖2 − µt
q+1
q + 1
|u|q+1
Lq+1(Ω)
− t
2∗
2∗
|u|2∗L2∗ (Ω).
Therefore
∂
∂t
Iµ(tu) = t
q
(
t1−q ‖u‖2 − t2∗−q−1|u|2∗L2∗ (Ω) − µ|u|q+1Lq+1(Ω)
)
.
Define
φ(t) = t1−q ‖u‖2 − t2∗−q−1|u|2∗L2∗ (Ω). (4.12)
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By a straight forward computation, it follows that φ attains maximum at
the point
t0 = t0(u) =
(
(1− q) ‖u‖2
(2∗ − 1− q)|u|2∗
L2∗ (Ω)
) 1
2∗−2
. (4.13)
Thus
φ′(t0) = 0, φ
′(t) > 0 if t < t0, φ
′(t) < 0 if t > t0. (4.14)
Moreover, φ(t0) =
( 1−q
2∗−1−q
) 1−q
2∗−2
(
2∗−2
2∗−1−q
)(‖u‖2(2∗−q−1)
|u|
2∗(1−q)
L2
∗
(Ω)
)N−2s
4s
. Therefore us-
ing (4.2), we have
φ(t0) ≥
(
1− q
2∗ − 1− q
) (1−q)(N−2s)
4s 2∗ − 2
2∗ − 1− qS
N(1−q)
4s
s ‖u‖q+1 . (4.15)
Using Ho¨lder inequality followed by Sobolev inequality (4.2), and the fact
that µ ∈ (0, µ˜), we obtain
µ
∫
Ω
|u|q+1dx ≤ µ ‖u‖q+1 S−(q+1)/2|Ω| 2
∗−q−1
2∗ ≤ µ˜ ‖u‖q+1 S−(q+1)/2s |Ω|
2∗−q−1
2∗
≤ φ(t0),
where in the last inequality we have used expression of µ˜ (see (4.11)) and
(4.15). Hence, there exists t+(u) > t0 > t
−(u) such that
φ(t+) = µ
∫
Ω
|u|q+1 = φ(t−) and φ′(t+) < 0 < φ′(t−). (4.16)
This in turn, implies t+u ∈ N− and t−u ∈ N+. Moreover, using (4.14)
and (4.16) in the expression of ∂∂tIµ(tu), we have
∂
∂t
Iµ(tu) > 0 when t ∈ (t−, t+) and
∂
∂t
Iµ(tu) < 0 when t ∈ [0, t−) ∪ (t+,∞),
∂
∂t
Iµ(tu) = 0 when t = t
±.
We note that Iµ(tu) = 0 at t = 0 and strictly negative when t > 0 is small
enough. Therefore it is easy to conclude that
max
t≥t0
Iµ(tu) = Iµ(t
+u) and min
t∈[0,t0]
Iµ(tu) = Iµ(t
−u).
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Lemma 4.4. Let µ˜ be defined as in (4.11). Then µ ∈ (0, µ˜), implies N0 = ∅.
Proof. Suppose not. Then there exists w ∈ N0 such that w 6= 0 and
(1− q) ‖w‖2 − (2∗ − q − 1)|w|2∗
L2∗ (Ω) = 0. (4.17)
The above expression combined with Sobolev inequality (4.2) yields
‖w‖ ≥ SN/4ss
(
1− q
2∗ − 1− q
)N−2s
4s
. (4.18)
As w ∈ N0 ⊆ N , using (4.17) and Ho¨lder inequality followed by Sobolev
inequality, we get
0 = ‖w‖2 − |w|2∗
L2∗ (Ω) − µ|w|q+1Lq+1(Ω)
≥ ‖w‖2 −
(
1− q
2∗ − q − 1
)
||w||2 − µ|Ω|1− q+12∗ S−(q+1)/2s ||w||q+1.
Combining the above inequality with (4.18) and using µ < µ˜, we have
0 ≥ ‖w‖q+1

( 2∗ − 2
2∗ − q − 1
)(
1− q
2∗ − q − 1
) (N−2s)(1−q)
4s
S
N(1−q)
4s
s − µ|Ω|1−
q+1
2∗ S−(q+1)/2s


> 0,
which is a contradiction. This completes the proof. 
Lemma 4.5. Let µ˜ be defined as in (4.11) and µ ∈ (0, µ˜). Given u ∈ N ,
there exists ρu > 0 and a differential function gρu : Bρu(0) → R+ satisfying
the following:
gρu(0) = 1,(
gρu(w)
)
(u+ w) ∈ N ∀ w ∈ Bρu(0),〈
g′ρu(0), φ
〉
=
2 〈u, φ〉 − 2∗ ∫Ω |u|2∗−2uφ− (q + 1)µ ∫Ω |u|q−1uφ
(1− q) ‖u‖2 − (2∗ − q − 1)|u|2∗
L2∗ (Ω)
.
Proof. Define F : R+ ×X0 → R as follows:
F (t, w) = t1−q ‖u+ w‖2 − t2∗−q−1|u+ w|2∗
L2∗ (Ω) − µ|u+ w|q+1Lq+1(Ω).
We note that u ∈ N implies
F (1, 0) = 0, and
∂F
∂t
(1, 0) = (1− q) ‖u‖2 − (2∗ − q − 1)|u|2∗L2∗ (Ω) 6= 0.
Therefore, by Implicit function theorem, there exists neighbourhood Bρu(0)
for some ρu > 0 and a C
1 function gρu : Bρu(0)→ R+ such that
(i) gρu(0) = 1, (ii) F (gρu(w), w) = 0, ∀ w ∈ Bρu(0),
(iii)Ft(gρu(w), w) 6= 0, ∀ w ∈ Bρu(0), (iv)
〈
g′ρu(0), φ
〉
= −
〈
∂F
∂w (1, 0), φ
〉
∂F
∂t (1, 0)
.
Multiplying (ii) by (gρu(w))
q+1, it follows that (gρu(w))(u + w) ∈ N . In
fact, simplifying (iii), we obtain
(1−q)(gρu(w))2||u+w||2−(2∗−q−1)(gρu(w))2
∗ |u+w|2∗2∗ 6= 0 ∀ w ∈ Bρu(0).
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Thus
(
gρu(w)
)
(u+w) ∈ N− ∪N+ for every w ∈ Bρu(0). The last assertion
of the lemma follows from (iv). 
4.1. Sign changing critical points of Iµ. Define
N−1 := {u ∈ N : u+ ∈ N−},
N−2 := {u ∈ N : −u− ∈ N−},
We set
β1 = inf
u∈N−1
Iµ(u) and β2 = inf
u∈N−2
Iµ(u). (4.19)
Theorem 4.1. Assume 0 < µ < min{µ˜, µ∗, µ1}, where µ1 is as in Lemma
7.1, µ˜ is as in (4.11) and µ∗ is chosen such that α˜
−
µ is achieved in (0, µ∗).
Let β1, β2, α˜
−
µ be defined as in (4.19) and (4.6) respectively.
(i) Let β1 < α˜
−
µ . Then there exists a sign changing critical point w˜1 of
Iµ such that w˜1 ∈ N−1 and Iµ(w˜1) = β1.
(ii) If β2 < α˜
−
µ , then there exists a sign changing critical point w˜2 of Iµ
such that in w˜2 ∈ N−1 and Iµ(w˜2) = β2.
Proof. (i) Let β1 < α˜
−
µ .
Claim 1: N−1 and N−2 are closed sets.
To see this, let {un} ⊂ N−1 such that un → u in X0. It is easy to note that
|un|, |u| ∈ X0 and |un| → |u| in X0. This in turn implies u+n → u+ in X0
and Lγ(RN ) for γ ∈ [1, 2∗] (by (4.2)). Since, un ∈ N−1 , we have u+n ∈ N−.
Therefore ∥∥u+n ∥∥2 − |u+n |2∗L2∗ (Ω) − µ|u+n |q+1Lq+1(Ω) = 0 (4.20)
and
(1− q)∥∥u+n ∥∥2 − (2∗ − q − 1)|u+n |2∗L2∗ (Ω) < 0 ∀ n ≥ 1. (4.21)
Passing to the limit as n→∞, we obtain u+ ∈ N and (1− q) ‖u+‖2− (2∗−
q − 1)|u+|2∗
L2∗ (Ω)
≤ 0. But, from Lemma 4.4, we know N0 = ∅. Therefore
u+ ∈ N− and hence N−1 is closed. Similarly it can be shown that N−2 is
also closed. Hence claim 1 follows.
By Ekeland Variational Principle there exists sequence {un} ⊂ N−1 such
that
Iµ(un)→ β1 and Iµ(z) ≥ Iµ(un)− 1
n
‖un − z‖ ∀ z ∈ N−1 . (4.22)
Claim 2: {un} is uniformly bounded in X0.
To see this, we notice un ∈ N−1 implies un ∈ N and this in turn implies〈
I ′µ(un), un
〉
= 0, that is,
‖un‖2 = |un|2∗L2∗ (Ω) + |un|q+1Lq+1(Ω).
Since Iµ(un)→ β1, using the above equality in the expression of Iµ(un), we
get, for n large enough
s
N
‖un‖2 ≤ β1 + 1 +
(
1
q + 1
− 1
2∗
)
|un|q+1Lq+1(Ω)
≤ C(1 + ‖un‖q+1).
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This implies {un} is uniformly bounded in X0.
Claim 3: There exists b > 0 such that ‖u−n ‖ ≥ b for all n ≥ 1.
Suppose the claim is not true. Then for each k ≥ 1, there exists unk such
that ∥∥u−nk∥∥ < 1k ∀ k ≥ 1. (4.23)
We note that for any u ∈ X0, we have
‖u‖2 =
∫
R2N
|u(x)− u(y)|2
|x− y|N+2s dxdy
=
∫
R2N
|(u+(x)− u+(y))− (u−(x)− u−(y))|2
|x− y|N+2s dxdy
=
∥∥u+∥∥2 + ∥∥u−∥∥2 + 2∫
R2N
u+(x)u−(y) + u+(y)u−(x)
|x− y|N+2s dxdy
≥ ∥∥u+∥∥2 + ∥∥u−∥∥2 (4.24)
By a simple calculation, it follows
|u|2∗L2∗ (Ω) = |u+|2
∗
L2∗(Ω)+|u−|2
∗
L2∗ (Ω) and |u|q+1Lq+1(Ω) = |u+|
q+1
Lq+1(Ω)
+|u−|q+1
Lq+1(Ω)
.
(4.25)
Combining (4.24) and (4.25), we obtain
Iµ(u) ≥ Iµ(u+) + Iµ(u−) ∀ u ∈ X0. (4.26)
Moreover, (4.23) implies
∥∥u−nk∥∥→ 0 and therefore by Sobolev inequality
|u−nk |L2∗(Ω) → 0, |u−nk |Lq+1(Ω) → 0, as k →∞.
Consequently, Iµ(u
−
nk
)→ 0 as k →∞. As a result, we have
β1 = Iµ(unk)+o(1) ≥ Iµ(u+nk)+Iµ(u−nk)+o(1) = Jµ(u+nk)+o(1) ≥ α˜−µ +o(1).
This is a contradiction to the hypothesis. Hence claim 3 follows.
Claim 4: I ′µ(un)→ 0 in (X0)′ as n→∞.
Since un ∈ N−1 ⊂ N , By Lemma 4.5 applied to the element un, there
exists
ρn := ρun and gn := gρun (4.27)
such that
gn(0) = 1,
(
gn(w)
)
(un + w) ∈ N ∀ w ∈ Bρn(0). (4.28)
Choose 0 < ρ˜n < ρn such that ρ˜n → 0. Let v ∈ X0 with ||v|| = 1.
Define
vn := −ρ˜n[v+χ{un≥0} − v−χ{un≤0}]
and
zρ˜n :=
(
gn(v
−
n )
)
(un − vn)
=: z1ρ˜n − z2ρ˜n ,
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where z1ρ˜n :=
(
gn(v
−
n )
)
(u+n+ρ˜nv
+χ{un≥0}) and z
2
ρ˜n
:=
(
gn(v
−
n )
)
(u−n+ρ˜nv
−χ{un≤0}).
Note that v−n = ρ˜nv
+χ{un≥0}. So, ||v−n || ≤ ρ˜n||v|| ≤ ρ˜n. Hence taking w = v−n
in (4.28) we have, z+ρ˜n = z
1
ρ˜n
∈ N− so zρ˜n ∈ N−1 . Hence,
Iµ(zρ˜n) ≥ Iµ(un)−
1
n
||un − zρ˜n ||.
This implies,
1
n
||un − zρ˜n || ≥ Iµ(un)− Iµ(zρ˜n)
=
〈
I ′µ(un), un − zρ˜n
〉
+ o(1)||un − zρ˜n ||
= − 〈I ′µ(un), zρ˜n〉+ o(1)||un − zρ˜n ||, (4.29)
as
〈
I ′µ(un), un
〉
= 0 for all n. Let wn = ρ˜nv. Then,
1
n
||un − zρ˜n || ≥ −
〈
I ′µ(un), wn + zρ˜n
〉
+
〈
I ′µ(un), wn
〉
+o(1)||un − zρ˜n ||. (4.30)
Now,
〈
I ′µ(un), wn
〉
=
〈
I ′µ(un), ρ˜nv
〉
= ρ˜n
〈
I ′µ(un), v
〉
. Define
vn := v
+χ{un≥0} − v−χ{un≤0}.
So, zρ˜n = gn(v
−
n )(un − ρ˜nvn). Hence we have,〈
I ′µ(un), wn + zρ˜n
〉
=
〈
I ′µ(un), wn + gn(v
−
n )(un − ρ˜nvn)
〉
=
〈
I ′µ(un), ρ˜nv − gn(v−n )ρ˜nvn
〉
= ρ˜n
〈
I ′µ(un), v − gn(v−n )vn
〉
(4.31)
Using (4.31) in (4.30), we have
1
n
||un − zρ˜n || ≥ −ρ˜n
〈
I ′µ(un), v − gn(v−n )vn
〉
+ρ˜n
〈
I ′µ(un), v
〉
+ o(1)||un − zρ˜n ||. (4.32)
First we will estimate
〈
I ′µ(un), v − gn(v−n )vn
〉
. For this,
v − gn(v−n )vn = v+ − v− − gn(v−n )[v+χ{un≥0} − v−χ{un≤0}]
= v+[gn(0) − gn(v−n )χ{un≥0}]− v−[gn(0)− gn(v−n )χ{un≤0}]
= −v+[〈g′n(0), v−n 〉+ o(1)||v−n ||] + v−[〈g′n(0), v−n 〉+ o(1)||v−n ||]
= −v+ρ˜n[
〈
g′n(0), v
+
〉
+ o(1)||v+||] + v−ρ˜n[
〈
g′n(0), v
+
〉
+ o(1)||v+||]
= −ρ˜n
[ 〈
g′n(0), v
+
〉
+ o(1)||v+||]v.
Therefore,〈
I ′µ(un), v − gn(v−n )vn
〉
= −ρ˜n
( 〈
g′n(0), v
+
〉
+ o(1)
∥∥v+∥∥ ) 〈I ′µ(un), v〉 .
(4.33)
Claim : gn(v
−
n ) is uniformly bounded in X0.
To see this, we observe that from (4.28) we have, gn(v
−
n )(u
+
n + v
−
n ) ∈
N− ⊂ N , which implies,
||cnψ˜n||2 − µ|cnψ˜n|q+1Lq+1(Ω) − |cnψ˜n|2
∗
L2∗ (Ω) = 0,
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where cn := gn(v
−
n ) and ψ˜n := u
+
n + v
−
n . Dividing by c
2∗
n we have,
c2−2
∗
n ||ψ˜n||2 − µcq+1−2
∗
n |ψ˜n|q+1Lq+1(Ω) = |ψ˜n|2
∗
L2∗ (Ω). (4.34)
Note that ||ψ˜n|| is uniformly bounded above as ||un||X0 is uniformly bounded
and ρ˜n = o(1). Also, ||ψ˜n|| ≥ ||u+n || − ρ˜n||v||. Note that ||u+n || ≥ b˜ for large
n. If not, then ||u+n || → 0 as n →∞. As un ∈ N−1 , so u+n ∈ N−. Now, N−
is a closed set and 0 /∈ N− and therefore ||u+n || 6→ 0 as n →∞. Thus there
exists b˜ ≥ 0 such that ||u+n || ≥ b˜ > 0. This in turn implies that ||ψ˜n|| ≥ C,
for some C > 0 by choosing ρ˜n small enough. Consequently, if cn is not
uniformly bounded, we obtain LHS of (4.34) converges to 0 as n→∞.
On the other hand,
|ψ˜n|L2∗ (Ω) ≥ |u+n |L2∗ (Ω) − ρ˜n|v|L2∗ (Ω) > c,
for some positive constant c as ρn = o(1) and u
+
n ∈ N− implies
(2∗ − 1− q)|u+n |2
∗
L2∗ (Ω) > (1− q)||u+n ||2 > (1− q)b˜2.
Hence, the claim follows.
Now using the fact that gn(0) = 1 and the above claim we obtain
||un − zρ˜n || ≤ ||un||
∣∣1− gn(v−n )∣∣+ ρ˜n||vn||gn(v−n )
≤ ||un||
[| 〈g′n(0), v−n 〉 |+ o(1)||vn||]+ ρ˜n||v||gn(v−n )
≤ ρ˜n
[||un|| 〈g′n(0), vn+〉+ o(1)||v|| + ||v||gn(v−n )]
≤ ρ˜nC.
Substituting this and (4.33) in (4.32) yields
ρ˜n
(〈
g′n(0), v
+
〉
+ o(1)||v+||
)〈
I ′µ(un), v
〉
+
〈
I ′µ(un), v
〉
ρ˜n + ρ˜no(1) ≤ ρ˜n.C
n
.
This implies[( 〈
g′n(0), v
+
〉
+ o(1)||v+||)+ 1] 〈I ′µ(un), v〉 ≤ Cn + o(1) for all n ≥ n0.
Since | 〈g′n(0), v+〉 | is uniformly bounded (see Lemma 7.1 in Appendix) ,
letting n→∞ we have I ′µ(un)→ 0 in (X0)′. Hence the step 4 follows.
Therefore, {un} is a (PS) sequence of Iµ at level β1 < α˜−µ . From [13,
Proposition 4.2], it follows that
α˜−µ <
s
N
S
N
2s
s −Mµ
2∗
2∗−q−1 for µ ∈ (0, µ∗),
where M =
(
2N−(N−2s)(q+1)
)
(1−q)
4(q+1)
( (1−q)(N−2s)
4s
) q+1
2∗−q−1 |Ω|.
Therefore,
β1 < α˜
−
µ <
s
N
S
N
2s
s −Mµ
2∗
2∗−q−1 .
On the other hand, it follows from the proof of Theorem 1.1 (see (3.4))that
Iµ satisfies PS at level c for
c <
s
N
S
N
2s
s − kµ
2∗
2∗−q−1 ,
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where k is as in (3.12). By elementary analysis, it follows k =M . Therefore
there exists u ∈ X0 such that un → u in X0. By doing a simple calculation
we get u−n → u− in X0. Consequently, by Claim 3 ‖u−‖ ≥ b. As N−1 is a
closed set and un → u, we obtain u ∈ N−1 , that is, u+ ∈ N− and u+ 6= 0.
Therefore u is a solution of (P) with u+ and u− are both nonzero. Hence,
u is a sign-changing solution of (P). Define w˜1 := u. This completes the
proof of part (i) of the theorem.
Proof of part (ii) is similar to part (i) and we omit the proof. 
Theorem 4.2. Let β1, β2, α˜
−
µ be defined as in (4.19) and (4.6) respectively.
Assume β1, β2 ≥ α˜−µ . Then there exists µ0 > 0 such that for any µ ∈ (0, µ0),
Iµ has a sign changing critical point.
We need the following Proposition to prove the above Theorem 4.2.
Proposition 4.1. Let N > 6s and 12(
N+2s
N−2s ) < q < 1. Assume 0 < µ <
min{µ∗, µ˜}, where µ˜ is as defined in (4.11) and µ∗ > 0 is chosen such that
α˜−µ is achieved in (0, µ∗). Then for ε > 0 sufficiently small , we have
sup
a≥0, b∈R
Iµ(aw1 − buε) < α˜−µ +
s
N
S
N
2s
s ,
where w1 and uε are as in (4.6) and (4.5) respectively.
To prove the above proposition, we need the following lemmas.
Lemma 4.6. Let w1 and µ be as in Proposition 4.1. Then
sup
s>0
Iµ(sw1) = α˜
−
µ .
Proof. By the definition of α˜−µ , we have α˜
−
µ = infu∈N− Jµ(u) = Jµ(w1) =
Iµ(w1). In the last equality we have used the fact that w1 > 0. Define
g(s) := Iµ(sw1). From the proof of Lemma 4.3, it follows that there exists
only two critical points of g, namely t+(w1) and t
−(w1) and maxs>0 g(s) =
g(t+(w1)). On the other hand 〈I ′µ(w1), v〉 = 0 for every v ∈ X0. Therefore
g′(1) = 0. This in turn implies either t+(w1) = 1 or t
−(w1) = 1.
Claim: t−(w1) 6= 1.
To see this, we note that t−(w1) = 1 implies t
−(w1)w1 ∈ N− as w1 ∈ N−.
Also, from Lemma 4.3, we know t−(w1)w1 ∈ N+. Thus N+ ∩ N− 6= ∅,
which is a contradiction. Hence the claim follows.
Therefore t+(w1) = 1 and this completes the proof. 
Lemma 4.7. Let uε be as in (4.5) and µ be as in Proposition 4.1. Then
for ε > 0 sufficiently small, we have
sup
t∈R
Iµ(tuε) =
s
N
S
N
2s
s + Cε
(N−2s)N
2s − k8|uε|q+1.
Proof. Define φ˜(t) = t
2
2 ||uε||2− t
2∗
2∗ |uε|2
∗
L2∗ (Ω)
. Thus Iµ(tuε) = φ˜(t)−µ tq+1q+1 |uε|q+1Lq+1(Ω).
On the other hand, applying the analysis done in Lemma 4.3 to uε, we obtain
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there exists (t0)ε =
(
(1−q)‖uε‖
2
(2∗−1−q)|uε|2
∗
L2
∗
(Ω)
)N−2s
4s
< t+ε such that
sup
t∈R
Iµ(tuε) = sup
t≥0
Iµ(tuε) = Iµ(t
+
ε uε) = φ˜(t
+
ε )− µ
(t+ε )
q+1
q + 1
|uε|q+1Lq+1(Ω)
≤ sup
t≥0
φ˜(t)− µ(t0)
q+1
ε
q + 1
|uε|q+1Lq+1(Ω).
Substituting the value of (t0)ε and using Sobolev inequality (4.2), we have
µ
(t0)
q+1
ε
q + 1
≥ µ
q + 1
(
1− q
2∗ − q − 1Ss
) (N−2s)(q+1)
4s
= k8.
Consequently,
sup
t∈R
Iµ(tuε) ≤ sup
t≥0
φ˜(t)− k8|uε|q+1Lq+1(Ω). (4.35)
Using elementary analysis, it is easy to check that φ˜ attains it’s maximum
at the point t˜0 =
(
||uε||2
|uε|2
∗
L2
∗
(Ω)
) 1
2∗−2
and φ˜(t0) =
s
N
(
||uε||2
|uε|2
L2
∗
(Ω)
)N
2s
. Moreover,
from Proposition 21 and Proposition 22 of [28], it follows
||uε||2 = S
N
2s
s +O(ε
N−2s),
∫
RN
|uε|2∗dx = S
N
2s
s +O(ε
N ).
As a result,
φ˜(t0) ≤ s
N
[
S
N
2s
s +O(εN−2s)
(S
N
2s
s +O(εN ))
2
2∗
]N
2s
≤ s
N
[
S
N
2s
s +O(εN−2s)
(S
N
2s
s )
2
2∗
]N
2s
≤ s
N
S
N
2s
s +Cε
(N−2s)N
2s .
(4.36)
In the last inequality we have used the fact that ε > 0 is arbitrary small.
Substituting back (4.36) into (4.35), completes the proof. 
Proof of Proposition 4.1: Note that, for fixed a and b, Iµ
(
η(aw1 −
buε)
) → −∞ as |n| → ∞. Therefore supa≥0, b∈R Iµ(aw1 − buε) exists and
supremum will be attained in a2 + b2 ≤ R2, for some large R > 0. Thus it
is enough to estimate Iµ(aw1 − buε) in {(a, b) ∈ R+ × R : a2 + b2 ≤ R2}.
Using elementary inequality, there exists d(m) > 0 such that
|a+b|m ≥ |a|m+|b|m−d(|a|m−1|b|+|a||b|m−1) ∀ a, b ∈ R, m > 1. (4.37)
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Therefore, a2 + b2 ≤ R2 implies
Iµ(aw1 − buε) ≤ 1
2
||aw1||2 − ab 〈w1, uε〉+ 1
2
||buε||2
− 1
2∗
∫
Ω
|aw1|2∗dx− 1
2∗
∫
Ω
|buε|2∗dx
− µ
q + 1
∫
Ω
|aw1|q+1dx− µ
q + 1
∫
Ω
|buε|q+1dx
+ C
(∫
Ω
|aw1|2∗−1|buε|dx+
∫
Ω
|aw1||buε|2∗−1dx
)
+ C
(∫
Ω
|aw1|q|buε|dx+
∫
Ω
|aw1||buε|qdx
)
= Iµ(aw1) + Iµ(buε)− abµ
∫
Ω
|w1|q−1w1uεdx
− ab
∫
Ω
|w1|2∗−2w1uεdx
+ C
(∫
Ω
|w1|2∗−1|uε|dx+
∫
Ω
|w1||uε|2∗−1dx
)
+ C
(∫
Ω
|w1|q|uε|dx+
∫
Ω
|w1||uε|qdx
)
.
Using Lemmas 4.1, 4.6 and 4.7 we estimate in a2 + b2 ≤ R2,
Iµ(aw1−buε) ≤ α˜−µ+
s
N
S
N
2s
s −k8|uε|q+1+C(ε
(N−2s)N
2s +ε
N−2s
4 +ε
(N−2s)q
4 +ε
N+2s
4 ).
Since N > 2s and q ∈ (0, 1), clearly ε(N−2s4 )q is the dominating term among
all the terms inside the bracket. For the term k8|uε|q+1, we invoke Lemma
4.2. Therefore when 2sN−2s < q < 1, we have
Iµ(aw1 − buε) ≤ α˜−µ +
s
N
S
N
2s
s − k9εN2 −(
N−2s
4
)(q+1)
+C(ε
(N−2s)N
2s + ε
N−2s
4 + ε
(N−2s)q
4 + ε
N+2s
4 )
This in turn implies, when 12(
N+2s
N−2s) < q < 1 and N > 6s, ε
N
2
−(N−2s
4
)(q+1)
should be the dominating one among all the ε terms and hence in this case,
taking ε > 0 to be small enough, we obtain
sup
a≥0,b∈R
Iµ(aw1 − buε) < α˜−µ +
s
N
S
N
2s
s .

Proof of Theorem 4.2: Define µ0 := min{µ˜, µ∗} and
c2 : inf
u∈N−∗
Iµ(u), (4.38)
where
N−∗ := N−1 ∩ N−2 . (4.39)
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Let µ ∈ (0, µ0). Using Ekland’s variational principle and similar to the proof
of Theorem 4.1, we obtain a sequence {un} ∈ N−∗ satisfying
Iµ(un)→ c2, I ′µ(un)→ 0 in (X0)′.
Thus {un} is a (PS) sequence at level c2. From Lemma 4.8, it follows
that there exists a > 0 and b ∈ R such that aw1 − buε ∈ N−∗ . Therefore
Proposition 4.1 yields
c2 < α˜
−
µ +
s
N
S
N
2s
s . (4.40)
Claim 1: There exists two positive constants c, C such that 0 < c ≤ ‖u±n ‖ ≤
C.
To see this, we note that {un} ⊂ N−∗ ⊂ N−1 . Therefore using (4.24), Claim
2 and Claim 3 of the proof of Theorem 4.1, we have ‖u±n ‖ ≤ C and ‖u−n ‖ ≥ c.
To show ‖u+n ‖ ≥ a for some a > 0, we use method of contradiction. Assume
up to a subsequence ‖u+n ‖ → 0 as n → ∞. This together with Sobolev
embedding implies |u+n |L2∗ (Ω) → 0. On the other hand, u+n ∈ N− implies
(1− q) ‖u+n ‖2 − (2∗ − q − 1)|u+n |2
∗
L2∗ (Ω)
< 0. Therefore by (4.2), we have
Ss ≤ ‖u
+
n ‖2
|u+n |2L2∗ (Ω)
<
2∗ − q − 1
1− q |u
+
n |2
∗−2
L2∗(Ω)
,
which is a contradiction to the fact that |u+n |L2∗ (Ω) → 0. Hence the claim
follows.
Going to a subsequence if necessary we have
u+n ⇀ η1, u
−
n ⇀ η2 in X0. (4.41)
Claim 2: η1 6≡ 0, η2 6≡ 0.
Suppose not, that is η1 ≡ 0. Then by compact embedding, u+n → 0 in
Lq+1(Ω). Moreover, u+n ∈ N− ⊂ N , implies
〈
I ′µ(u
+
n ), u
+
n
〉
= 0. As a
consequence, ∥∥u+n ∥∥2 − |u+n |2∗L2∗ (Ω) = µ|u+n |q+1Lq+1(Ω) = o(1).
So we have |u+n |2
∗
L2∗(Ω)
= ‖u+n ‖2 + o(1). This together with ‖u+n ‖ ≥ c implies
|u+n |2
∗
L2∗ (Ω)∥∥u+n ∥∥2 ≥ 1 + o(1).
This along with Sobolev embedding gives |u+n |2
∗
L2∗ (Ω) ≥ S
N/2s
s + o(1). Thus
we have,
Iµ(u
+
n ) =
1
2
∥∥u+n ∥∥2 − 12∗ |u+n |2∗L2∗ (Ω) + o(1) ≥ sN SN/2ss + o(1). (4.42)
Moreover, un ∈ N−∗ implies −u−n ∈ N−. Therefore using the given condition
on β2, we get
Iµ(−u−n ) ≥ β2 ≥ α˜−µ . (4.43)
Also it follows Iµ(u
+
n ) + Iµ(−u−n ) ≤ Iµ(un) = c2 + o(1) (see (4.26)). Com-
bining this along with (4.43) and (4.40), we obtain
Iµ(u
+
n ) ≤ c2 − α˜−µ + o(1) <
s
N
SN/2ss ,
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which is a contradiction to (4.42). Therefore, η1 6= 0. Similarly, η2 6= 0 and
this proves the claim.
Set w2 := η1 − η2.
Claim 3: w+2 = η1 and w
−
2 = η2 a.e..
To see the claim we observe that η1η2 = 0 a.e. in Ω. Indeed,
|
∫
Ω
η1η2dx| = |
∫
Ω
(u+n − η1)u−n dx+
∫
Ω
η1(u
−
n − η2)dx|
≤ |u+n − η1|L2(Ω)|u−n |L2(Ω) + |η1|L2(Ω)|u−n − η2|L2(Ω)(4.44)
By compact embedding we have u+n → η1 and u−n → η2 in L2(Ω). Therefore
using claim 1, we pass the limit in (4.44) and obtain
∫
Ω η1η2dx = 0. Moreover
by (4.41), η1, η2 ≥ 0 a.e.. Hence η1η2 = 0 a.e. in Ω. We have w+2 − w−2 =
w2 = η1 − η2. It is easy to check that w+2 ≤ η1 and w−2 ≤ η2. To show that
equality holds a.e. we apply the method of contradiction. Suppose, there
exists E ∈ Ω such that |E| > 0 and 0 ≤ w+2 (x) < η1(x) ∀ x ∈ E. Therefore
η2 = 0 a.e. in E by the observation that we made. Hence w
+
2 (x)−w−2 (x) =
η1(x) a.e. in E. Clearly w
−
2 (x) 6> 0 a.e., otherwise w+2 (x) = 0 a.e. and that
would imply η1(x) = −w−2 (x) < 0 a.e, which is not possible since η1 > 0
in E. Thus w−2 (x) = 0. This yields η1(x) = w
+
2 (x) a.e. in E, which is a
contradiction. Thus the claim follows.
Therefore w2 is sign changing in Ω and un ⇀ w2 in X0. Moreover,
I ′µ(un)→ 0 in (X0)′ implies∫
R2N
(un(x)− un(y))(φ(x) − φ(y))
|x− y|N+2s dxdy − µ
∫
Ω
|un|q−1unφdx−
∫
Ω
|un|2∗−2unφdx
= o(1),
for every φ ∈ X0. Passing the limit using Vitali’s convergence theorem via
Ho¨lder’s inequality we obtain
〈
I ′µ(w2), φ
〉
= 0. As a result, w2 is a sign
changing weak solution to (P). 
Lemma 4.8. Let uε be as defined in (4.5) and w1 be a positive solution of
(P) for which α˜−µ is achieved, when µ ∈ (0, µ∗). Then there exists a, b ∈
R, a ≥ 0 such that aw1 − buε ∈ N−∗ , where N−∗ is defined as in (4.39).
Proof. We will show that there exists a > 0, b ∈ R such that
a(w1 − buε)+ ∈ N− and − a(w1 − buε)− ∈ N−.
Let us denote r¯1 = infx∈Ω
w1(x)
uε(x)
, r¯2 = supx∈Ω
w1(x)
uε(x)
.
As both w1 and uε are positive in Ω, we have r¯1 ≥ 0 and r¯2 can be +∞. Let
r ∈ (r¯1, r¯2). Then w1, uε ∈ X0 implies (w1−ruε) ∈ X0 and (w1−ruε)+ 6≡ 0.
Otherwise, (w1 − ruε)+ ≡ 0 would imply r¯2 ≤ r, which is not possible.
Define vr := w1 − ruε. Then 0 6≡ v+r ∈ X0 (since for any u ∈ X0, we have
|u| ∈ X0). Similarly, 0 6≡ v−r ∈ X0. Therefore, by lemma 4.3 there exists
0 < s+(r) < s−(r) such that s+(r)v+r ∈ N−, and −s−(r)(v−r ) ∈ N−. Let us
consider the functions s± : R→ (0,∞) defined as above.
Claim: The functions r 7→ s±(r) are continuous and
lim
r→r¯+1
s+(r) = t+(v+r¯1) and lim
r→r¯−2
s+(r) = +∞,
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where the function t+ is same as defined in lemma 4.3.
To see the claim, choose r0 ∈ (r¯1, r¯2) and {rn}n≥1 ⊂ (r¯1, r¯2) such that
rn → r0 as n → ∞. We need to show that s+(rn) → s+(r0) as n → ∞.
Corresponding to rn and r0, we have v
+
rn = (w1 − rnuε)+ and v+r0 = (w1 −
r0uε)
+. By lemma 4.3. we note that s+(r) = t+(v+r ). Let us define the
function
F (s, r) := s1−q
∥∥(w1 − ruε)+∥∥2 − s2∗−q−1|(w1 − ruε)+|2∗L2∗ (Ω)
− µ|(w1 − ruε)+|q+1Lq+1(Ω)
= φ(s, r)− µ|(w1 − ruε)+|q+1Lq+1(Ω),
where
φ := s1−q
∥∥(w1 − ruε)+∥∥2 − s2∗−q−1|(w1 − ruε)+|2∗L2∗(Ω),
is defined similar to (4.12) (see Lemma 4.3). Doing the similar calculation
as in lemma 4.3, we obtain that for any fixed r, the function F (s, r) has
only two zeros s = t+(v+r ) and s = t
−(v+r ) (see (4.16)). Consequently s
+(r)
is the largest 0 of F (s, r) for any fixed r. As rn → r0 we have v+rn → v+r0
in X0 . Indeed, by straight forward computation it follows vrn → vr0 in
X0. Therefore |vrn | → |vr0 | in X0. This in turn implies v+rn → v+r0 in
X0. Hence ||v+rn ||X0 → ||v+r0 ||X0 . Moreover by Sobolev inequality, we have
|v+rn |L2∗ (Ω) → |v+r0 |L2∗(Ω) and |v+rn |Lq+1(Ω) → |v+r0 |Lq+1(Ω). As a result, we
have F (s, rn)→ F (s, r0) uniformly. Therefore an elementary analysis yields
s+(rn)→ s+(r0).
Moreover, r¯2 ≥ w1uε implies w1 − r¯2uε ≤ 0. As a consequence r → r¯−2
implies (w1 − ruε)+ → 0 pointwise. Moreover, since |(w1 − ruε)+|L∞(Ω) ≤
|w1|L∞(Ω), using dominated convergence theorem we have
|(w1 − ruε)+|L2∗(Ω) → 0. From the analysis in Lemma 4.3, for any r,
we also have s+(r) > t0(v
+
r ), where function t0 is defined as in (4.13),
which is the maximum point of φ(., r). Therefore it is enough to show that
limr→r¯−2
t0(v
+
r ) =∞. Applying (4.2) in the definition of t0(v+r ) we get
t0(v
+
r ) =
(
(1− q)||v+r ||2
(2∗ − 1− q)|v+r |2∗L2∗ (Ω)
) 1
2∗−2
≥
(
Ss(1− q)
2∗ − 1− q
) 1
2∗−2
|v+r |−1L2∗(Ω).
Thus limr→r¯−2
t0(v
+
r ) =∞.
Similarly proceeding as above we can show that if r→ r¯−1 then v+r → vr¯1
and limr→r¯+1
s+(r) = t+(v+r¯1) and
lim
r→r+1
s−(r) = +∞, lim
r→r−2
s−(r) = t+(v−r ) < +∞.
The continuity of s± implies that there exists b ∈ (r¯1, r¯2) such that s+(r) =
s−(r) = a > 0. Therefore,
a(w1 − bu+ε ) ∈ N− and − a(w1 − bu−ε ) ∈ N−,
that is, the function a(w1 − buε) ∈ N−∗ and this completes the proof.

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Proof of Theorem 1.2: Define µ∗ = min{µ∗, µ˜, µ0, µ1}. Combining
Theorem 4.1 and Theorem 4.2, we complete the proof of this theorem for
µ ∈ (0, µ∗) . 
5. Proof of Theorem 1.3
Before starting the proof we like to remark that when µ ≥ 0, λ > 0,
Theorem 1.3 (a) also follows from [?, Theorem 1]. Here we give a proof
which covers the entire range mentioned in Theorem 1.3.
Proof. (a)We assume µ ∈ R and λ > 0. We prove part (a) using Fountain
theorem 2.1. Energy functional corresponding to (PK) is defined by Iλµ (see
(1.7)). We need to verify that Iλµ satisfies (A1)-(A4) of Theorem 2.1. We
choose Xj , Yj , Zj as in (2.1) and G := Z/2. Therefore, (A1) is satisfied.
Next to check (A2) holds, we observe that,
Iλµ(u) ≤
1
2
||u||X02 +
|µ|
q + 1
|u|q+1
Lq+1(Ω)
− λ
p+ 1
|u|p+1
Lp+1(Ω)
.
Since on the finite dimensional space Yk all the norms are equivalent, λ > 0
and 1 < q+1 < 2 < p+1, it is easy to see that (A2) is satisfied if we choose
ρk > 0 large enough.
To see (A3) holds, we observe that
Iλµ(u) ≥
‖u‖2X0
2
− |µ|
q + 1
∫
Ω
|u|q+1dx− λ
p+ 1
∫
Ω
|u|p+1dx. (5.1)
Applying Ho¨lder inequality followed by Youngs inequality we obtain∫
Ω
|u|q+1dx ≤ q + 1
p+ 1
∫
Ω
|u|p+1dx+ p− q
p+ 1
|Ω|.
Substituting back in (5.1), we obtain
Iλµ(u) ≥
1
2
‖u‖2X0 −
( |µ|
p+ 1
+
λ
p+ 1
)∫
Ω
|u|p+1 − (p− q)|µ|
(p+ 1)(q + 1)
|Ω|.
Define
βk := sup
u∈Zk, ‖u‖X0
=1
|u|Lp+1(Ω).
Hence on Zk we have
Iλµ(u) ≥
1
2
‖u‖2X0 −
(λ+ |µ|)βp+1k
p+ 1
‖u‖p+1 − (p− q)|µ|
(p+ 1)(q + 1)
|Ω|.
Choosing r1−pk = (λ+ |µ|)βp+1k , we have, for u ∈ Zk and ‖u‖X0 = rk,
Iλµ(u) ≥
(
1
2
− 1
p+ 1
)
r2k −
(p− q)|µ|
(p + 1)(q + 1)
|Ω|.
Lemma 2.1 yields βk → 0 and hence rk → ∞ as k → ∞. Therefore (A3) is
satisfied.
In order to verify (A4), let {un} ⊂ X0 such that
Iλµ(un)→ c and (Iλµ)′(un)→ 0 in (X0)′,
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where c > 0 and (X0)
′ denotes the dual space of X0. Following the same
calculation as in Theorem 1.1, we get {un} is bounded in X0 and there exists
u ∈ X0 such that up to a subsequence un ⇀ u in X0 and un → u in Lr(RN )
for every r ∈ [1, 2∗). Since 〈(Iλµ)′(un), v〉 = 0 for every v in X0, passing
the limit using Vitali’s convergence theorem, it follows
〈
(Iλµ)
′(u), v
〉
= 0 for
every v in X0. Therefore
o(1) =
〈
(Iλµ)
′(un)− (Iλµ)′(u), un − u
〉
= ‖un − u‖2
− µ
∫
Ω
(|un|q−1un − |u|q−1u)(un − u)dx
− λ
∫
Ω
(|un|p−1un − |u|p−1u)(un − u)dx.
Again, passing the limit by Vitali, we obtain un → u in X0. Hence, (A4) is
satisfied. Therefore by Theorem 2.1, it follows that (PK) has a sequence of
nontrivial solution {wk}k≥1 such that Iλµ(wk)→∞ as k →∞. Furthermore,
if λ > 0, µ ≥ 0, then Iλµ(wk) ≤ ||wk||2 and thus ‖wk‖X0 →∞ as k →∞.
(b) This part follows from Theorem 2.2. We can proceed along the same
line of proof of Theorem 1.1 to show (D1)-(D3) of Theorem 2.2 are satisfied.
To check the assertion (D4), we consider a sequence {urj} ⊂ X0 such that
as
{urj} ∈ Yrj , Iλµ(urj )→ c, (Iλµ)|′Yrj (urj )→ 0 as rj →∞.
We can prove exactly in the same way as in Theorem 1.1 that {un} is a
bounded PS sequence in X0 at level c. Therefore, it is easy to conclude, as
in part (a) that un converges strongly in X0. Hence (D4) is also satisfied and
as a result by Theorem 2.2, we conclude (PK) has a sequence of nontrivial
solutions {vk}k≥1 such that ck := Iλµ(vk) < 0 and ck → 0 as k → ∞. Using〈
(Iλµ)
′(uk), uk
〉
= 0 in the definition of Iλµ(uk), we have
µ
(
1− 2
q + 1
)∫
Ω
|u|q+1dx+ λ
(
1− 2
p+ 1
)∫
Ω
|u|p+1dx = 2ck < 0.
Therefore, if µ > 0, λ ≤ 0, then
0 ≤ −λ
(
1− 2
p+ 1
)∫
Ω
|u|p+1dx = −2ck + µ
(
1− 2
q + 1
)∫
Ω
|u|q+1dx,
since 1 < q + 1 < 2 < p+ 1. This implies, −2ck ≥ −µ
(
1− 2q+1
) ∫
Ω |u|q+1dx.
Hence
∫
Ω |uk|q+1dx ≤ −2ckqµ(2−q) . Moreover,
〈
(Iλµ)
′(uk), uk
〉
= 0 implies
||uk||2 = µ
∫
Ω
|uk|q+1dx+ λ
∫
Ω
|uk|p+1dx ≤ µ
∫
Ω
|uk|q+1dx ≤ −2ckq
2− q → 0,
as k →∞. This completes the proof. 
6. A related variational problem
In this section we consider a related problem that can be solved by doing
the similar type of analysis that we did in Section 3. More precisely we
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consider the following problem:{
(−∆)s u− αu
|x|2s
= |u|
2∗(t)−2u
|x|t
+ µ|u|q−1u in Ω,
u = 0 in RN \ Ω,
(6.1)
where N > 2s, Ω is an open, bounded domain in RN with smooth boundary,
0 ≤ t < 2s, 0 < q < 1, 2∗(t) = 2(N−t)N−2s , α < αH := 22s
Γ2(N+2s
4
)
Γ2(N−2s
4
)
is the best
fractional Hardy constant on RN . Thanks to the following fractional Hardy
inequality :
αH
∫
RN
|u|2
|x|2s dx ≤
∫
RN
|(−∆) s2u|2dx, (6.2)
which was proved by Herbst [22] (see also [24]),(∫
RN
|(−∆) s2u|2dx−α
∫
Ω
|u(x)|2
|x|2s
) 1
2
is a norm equivalent to the norm (1.6)
in X0(Ω). Interpolating the above Hardy inequality with (4.2) and followed
by simple calculation, we have the following fractional Hardy-Sobolev in-
equality
C
(∫
Ω
|u|2∗(t)
|x|t dx
) 2
2∗(t)
≤
∫
RN
|(−∆) s2u|2dx− α
∫
Ω
|u(x)|2
|x|2s .
Therefore we can define the quotient Ss(α) > 0 as follows
Ss(α) := inf
u∈X0, u 6=0
∫
RN
|(−∆) s2u|2dx− α
∫
Ω
|u(x)|2
|x|2s(∫
Ω
|u|2∗(t)
|x|t dx
) 2
2∗(t)
. (6.3)
The following theorem regarding existence of infinitely many nontrivial solu-
tions for fractional Hardy-Sobolev type equation can be proved in the spirit
of theorem 1.1.
Theorem 6.1. Let Ω be a bounded domain in RN with smooth boundary,
N > 2s.Then there exists µ∗ > 0 such that for all µ ∈ (0, µ∗), problem
(6.1) has a sequence of non-trivial solutions {un}n≥1 such that I(un) < 0
and I(un)→ 0 as n→∞ where I(.) is the corresponding energy functional
associated with (6.1).
In order to prove this theorem one essentially needs to verify an argument
similar to (3.4), where RHS of (3.4) should be replaced by 2s−t2(N−t)Ss(α)
N−t
2s−t −
kµ
2∗(t)
2∗(t)−q−1 and this would follow by the similar type of arguments as in the
proof of Theorem 1.1.
7. Appendix
Lemma 7.1. Let gn be as in (4.27) in the Theorem 4.1 and v ∈ X0 such that
||v|| = 1. Then there exists µ1 > 0 such that, µ ∈ (0, µ1) implies 〈g′n(0), v〉
is uniformly bounded in X0.
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Proof. In view of lemma 4.5 we have,
〈
g′n(0), v
〉
=
2 〈un, v〉 − 2∗
∫
Ω
|un|2∗−2unv − (q + 1)µ
∫
Ω
|un|q−1unv
(1− q) ‖un‖2 − (2∗ − q − 1)|un|2∗L2∗ (Ω)
.
Using Claim 2 in theorem 4.1, there exists C > 0 such that ‖un‖ ≤ C for
all n ≥ 1. Therefore applying Ho¨lder inequality followed by (4.2), we have
| 〈g′n(0), v〉 | ≤ C‖v‖|(1−q)‖un‖2−(2∗−q−1)|un|2∗
L2
∗
(Ω)
|
. Hence it is enough to show
|(1− q) ‖un‖2 − (2∗ − q − 1)|un|2∗L2∗ (Ω)| > C,
for some C > 0 and n large. Suppose it does not hold. Then up to a
subsequence
(1− q) ‖un‖2 − (2∗ − q − 1)|un|2∗L2∗ (Ω) = o(1) as n→∞.
Hence,
‖un‖2 = 2
∗ − q − 1
1− q |un|
2∗
L2∗(Ω) + o(1) as n→∞. (7.1)
Combining the above expression along with the fact that un ∈ N , we obtain
µ|un|q+1Lq+1(Ω) =
2− 2∗
1− q |un|
2∗
L2∗ (Ω) + o(1) =
2∗ − 2
2∗ − 1− q ‖un‖
2 + o(1). (7.2)
After applying Ho¨lder inequality and followed by (4.2), expression (7.2)
yields
‖un‖ ≤
(
µ
2∗ − q − 1
2∗ − 2 |Ω|
2∗−q−1
2∗ S
− q+1
2
s
) 1
1−q
+ o(1). (7.3)
Combining (4.24) and Claim 3 in the proof of Theorem 4.1, we have ‖un‖ ≥
b, for some b > 0. Therefore from (7.1) we get
|un|2∗L2∗ (Ω) ≥ C for some constant C > 0, and n large enough. (7.4)
Define ψµ : N → R as follows:
ψµ(u) = k0
(‖u‖2(2∗−1)
|u|2∗
L2∗ (Ω)
) 1
2∗−2
− µ|u|q+1
Lq+1(Ω)
,
where k0 =
(
1−q
2∗−q−1
)N+2s
4s
(
2∗−2
1−q
)
. Simplifying ψµ(un) using (7.2), we ob-
tain
ψµ(un) = k0
[(
2∗ − q − 1
1− q
)2∗−1 |un|(2∗−1)2∗L2∗ (Ω)
|un|2∗L2∗ (Ω)
] 1
2∗−2
−2
∗ − 2
1− q |un|
2∗
L2∗(Ω)+o(1) = o(1).
(7.5)
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On the other hand, using Ho¨lder inequality in the definition of ψµ(un), we
obtain
ψµ(un) = k0
(‖un‖2(2∗−1)
|un|2∗L2∗ (Ω)
) 1
2∗−2
− µ|un|q+1Lq+1(Ω)
≥ k0
(‖un‖2(2∗−1)
|un|2∗L2∗ (Ω)
) 1
2∗−2
− µ|Ω| 2
∗−q−1
2∗ |un|q+1L2∗ (Ω)
= |un|q+1L2∗ (Ω)
{
k0
(‖un‖2(2∗−1)
|un|2∗L2∗ (Ω)
) 1
2∗−2 1
|un|q+1L2∗ (Ω)
− µ|Ω| 2
∗−q−1
2∗
}
.(7 6)
Using (4.2) and (7.3), we simplify the term
(
‖un‖
2(2∗−1)
|un|2
∗
L2
∗
(Ω)
) 1
2∗−2
1
|un|
q+1
L2
∗
(Ω)
and
obtain(‖un‖2(2∗−1)
|un|2∗L2∗ (Ω)
) 1
2∗−2 1
|un|q+1L2∗ (Ω)
≥ S
N+2s
4s
s |un|−qL2∗ (Ω)
≥ S
N+2s(q+1)
4s
s ||un||−q
≥ S
N+2s(q+1)
4s
s
(
µ
2∗ − q − 1
2∗ − 2 |Ω|
2∗−q−1
2∗ S
− q+1
2
s
)− q
1−q
.(7.7)
Substituting back (7.7) into (7.6) and using (7.4), we obtain
ψµ(un) ≥ Cq+1
[
k0S
N+2s(q+1)
4s
+( 1+q
1−q
q
2
)
µ
− q
1−q
(2∗ − q − 1
2∗ − 2 |Ω|
2∗−q−1
2∗
)− q
1−q − µ|Ω| 2
∗−q−1
2∗
]
≥ d0,
for some d0 > 0, n large and µ < µ1, where µ1 = µ1(k, s, q,N, |Ω|). This is
a contradiction to (7.5). Hence the lemma follows. 
8. Concluding remarks and questions
We finish the paper with some remarks and related open questions. We
have proved existence of infinitely many nontrivial solutions of the following
problem {
(−∆)su = µ|u|q−1u+ |u|p−1u = 0 in Ω,
u = 0 in RN \ Ω,
where 0 < s < 1, 0 < q < 1 < p ≤ 2∗ − 1, µ > 0, N > 2s and existence
of at least one sign changing solution when p = 2∗ − 1, 12(N+2sN−2s ) < q < 1
and N > 6s. Also it is known (see [5, 10, 13]) that there exists µ0 > 0 such
that, for every µ ∈ (0, µ0), the above problem admits at least two positive
solutions. An interesting question here is, can we say anything about exact
number of positive solutions at least in some bounded domain, for example
in the unit ball in RN? This fact is known in the case of local operator
(see [1, 17, 23, 32]). Answer to this question can shed some light on the
multiplicity questions of sign-changing solutions.
In our forthcoming paper we study similar kind of problems for larger class
of nonlocal equations where the leading term is given by some nonlinear
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integro-differential operators; that is, the ones obtained by replacing the
fractional Laplacian in (1.1) with the following nonlinear operator,
F(u)(x) = P.V
∫
RN
|u(x) − u(y)|p−2(u(x)− u(y))K(x, y)dy, x ∈ RN ,
where K is a symmetric kernel of differentiability order s ∈ (0, 1) and p > 1
with general possibly non smooth coefficients, as considered for instance in
the recent papers by Di Castro et al. [18].
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