Abstract. We study the stability of the radial-hedgehog solution on a three-dimensional (3D) spherical shell with radial boundary conditions, within the Landau-de Gennes theory for nematic liquid crystals. We show that the radial-hedgehog solution has no zeroes for a sufficiently narrow shell, for all temperatures below the nematic supercooling temperature. We prove that the radial-hedgehog solution is the unique global Landau-de Gennes energy minimizer for a sufficiently narrow 3D spherical shell, for all temperatures below the nematic supercooling temperature. We provide explicit geometry-dependent criteria for the global minimality of the radial-hedgehog solution in this temperature regime. In the low temperature limit, we prove the global minimality of the radial-hedgehog solution on a 3D spherical shell, for all values of the inner and outer radii.
Introduction
Nematic liquid crystals are anisotropic liquids with long-range orientational ordering [2, 14] . Continuum theories for nematics e.g. Oseen-Frank, Ericksen and Landau-de Gennes theories, have received considerable attention in the mathematical literature [3, 6, 9] , of which the Landaude Gennes theory is the most general. The Landau-de Gennes theory is popular in the context of studying intricate defect patterns in nematic textures. However, it is remarkable that the Landau-de Gennes theory predicts no analytic singularities for the corresponding equilibria and a rigorous mathematical description of defects in the Landau-de Gennes framework is missing to date.
The radial-hedgehog solution is the classical example of a point defect in the liquid crystal literature [2, 17] . The radial-hedgehog solution has a disordered "isotropic" defect core and the molecules point radially outwards everywhere away from the defect core. There are several mathematical analogies between the Landau-de Gennes theory for nematic liquid crystals and the Ginzburg-Landau theory of superconductivity. The radial-hedgehog solution is analogous to the degree +1-vortex in the Ginzburg-Landau theory. The degree +1-vortex is a well studied solution in the Ginzburg-Landau community [1, 13, 15] . In fact, in [13, 15] , the authors prove that the degree +1-vortex solution is the unique solution (up to translation and rotation) of the Ginzburg-Landau equations, subject to certain natural energy bounds. In [13, 15] , the authors derive this powerful symmetry result for the system of Ginzburg-Landau equations for threedimensional vectors, defined on three-dimensional domains, or more generally, N -dimensional vectors defined on N -dimensional domains. When we work with the Landau-de Gennes theory for nematics, we study a nonlinear coupled system of partial differential equations for a fivedimensional tensor-valued Q-order parameter defined on a three-dimensional domain i.e. we study maps, Q : Ω ⊂ R 3 → R 5 . There are two additional degrees of freedom which can drastically alter the solution landscape in spite of apparent mathematical similarities between the Landau-de Gennes system and the Ginzburg-Landau system [12, 7] . For example, it is known that the radialhedgehog solution loses stability with respect to biaxial (higher-dimensional) perturbations on a three-dimensional spherical droplet with radial boundary conditions, for low temperature, within the Landau-de Gennes theory for nematics, see [4, 11, 7, 16] . The geometry and the boundary conditions enforce the radial-hedgehog solution to have an "isotropic" core at the droplet center. The global energy minimizer has a biaxial defect core localized near the droplet center and the radial-hedgehog solution describes the approximate far-field behaviour, away from the biaxial defect core, in some asymptotic limits.
We re-visit the problem of the radial-hedgehog solution within the Landau-de Gennes theory, in this paper, on a three-dimensional spherical shell with Dirichlet radial boundary conditions on both the inner and outer spherical surfaces. In effect, we study the effect of excluding the origin from the spherical domain, whilst imposing the Dirichlet radial boundary conditions. We do not comment on the practial relevance of such a model system and treat this as a mathematical exercise. An immediate consequence of taking the domain to be a spherical shell, as opposed to a spherical droplet in three dimensions, is that the radial-hedgehog solution, defined to be a minimizer of an appropriately defined functional, has no isotropic/zero points. In fact, we can use either the width of the shell or the temperature to compute explicit positive lower bounds for the scalar order parameter of the radial-hedgehog solution. We emphasize that we do not consider the case of vanishing elastic constant in this paper as this case can be dealt with by the results in [12] . In the limit of vanishing elastic constant, one can prove that minimizers of a relatively simple Landau-de Gennes energy will converge uniformly to the radial-hedgehog solution on a three-dimensional spherical shell, with two concentric spherical boundaries and Dirichlet radial conditions, by appealing to the results in [12] . We focus on the interplay between geometry and temperature in this paper. In Section 3, we compute an explicit lower bound for the scalar order parameter, h, of the radial-hedgehog solution, as a function of the shell width, independent of the temperature. We use this bound to prove that the radial-hedgehog solution is locally stable for a sufficiently narrow spherical shell, for all temperatures below the critical nematic supercooling temperature. The local stability result only requires us to study the second variation of the Landau-de Gennes energy. In Section 4, we study the entire Landau-de Gennes energy and derive relations between the various components of the energy density which are of independent interest. We use these relations to prove that the radial-hedgehog solution is the unique minimizer of the Landau-de Gennes energy for a sufficiently narrow spherical shell, for all temperatures below the critical nematic supercooling temperature. In Section 5, we show how the reduced temperature, t, can be used to control h and this control allows us to demonstrate the minimality of the radial-hedgehog solution, for all values of the shell width, for sufficiently large values of t. In a nutshell, we study the radial-hedgehog solution for a new model problem which is mathematically different. We have greater mathematical control over h and this control allows us to prove rigorous local stability and global minimality results, without heavy technical machinery. Hence, we believe that our methods will have wider scope and applications for a variety of model problems and more generally, in analytically understanding how the various components of the bulk Landau-de Gennes potential energy density quantitatively compete and contribute to the solution energies.
Preliminaries
We work within the Landau-de Gennes theory for nematic liquid crystals wherein the nematic configuration is described by the Q-tensor order parameter [2] . The Q-tensor mathematically corresponds to a symmetric, traceless 3 × 3 matrix. Let S 0 denote the space of all symmetric, traceless 3 × 3 matrices defined by
The domain is a 3D spherical shell, with outer radius R and inner radius set to unity, as shown below
A Q-tensor is said to be (i) isotropic when Q = 0, (ii) uniaxial when Q has two degenerate non-zero eigenvalues and (iii) biaxial when Q has three distinct eigenvalues [2, 17] . In physical terms, a uniaxial Q-tensor has a single distinguished direction of molecular alignment whereas a biaxial Q-tensor has two preferred directions of molecular alignment. We consider a simple form of the Landau-de Gennes energy given by [2, 14] (3)
In what follows, we assume that the elastic constant L > 0 is fixed once and for all, e.g., L = 1 (Newton), since the L → 0 limit has been well-studied in recent years [12] . We use Einstein summation convention throughout the notes i.e. |∇Q| 2 = Q ij,k Q ij,k and i, j, k = 1, 2, 3. The bulk potential, f B , drives the nematic-isotropic phase transition and for the purposes of this paper, we take f B to be a quartic polynomial in the Q-tensor invariants as shown below:
where α > 0 is a material-dependent constant, T is the temperature and T * is the critical nematic supercooling temperature [14, 10] . We work with temperatures, T ≤ T * , so that A ≤ 0, and we treat B, C > 0 to be fixed material-dependent constants.
For A ≤ 0, a standard computation shows that f B attains its minimum on the set of uniaxial Q-tensors given by [10] (5)
is an arbitrary unit vector and
We introduce the scalings
One can easily verify that (8) s
In what follows, we refer to t as the reduced temperature and always work with t ≥ 0. The re-scaled domain is
We measure the dimensionless length in units of 1 √L and hence (9) is equivalent to
where R > 1 is the dimensionless outer radius. We drop the bars in what follows and all statements are to be understood in terms of the re-scaled variables. The re-scaled Landau-de Gennes functional is given by (11) I
The re-scaled bulk potential corresponds to f B (Q) − min Q∈S0 f B (Q), where we have introduced an additive constant to make the bulk energy density non-negative. We impose Dirichlet radial boundary conditions on the inner and outer radii as shown below:
(12) Q = Q b on r = 1 and r = R where (13)
The unit-vectorx := x r with r := |x| is the radial unit-vector. By definition, Q b is perfectly uniaxial and is a minimum of the bulk potential, i.e., it takes its values in the set defined by (5) .
Throughout the paper, we will study the variational problem
where I is given by (11) and A is the class of admissible functions, defined by
The corresponding Euler-Lagrange equations are given by
We will be interested not only in minimizers for Problem (LG), but also in locally stable equilibrium configurations, that is, solutions of (15) for which the second variation of I is positive (see Subection 3.2 and Section 5).
The Radial-Hedgehog Solution
We define the radial-hedgehog solution to be a minimizer of the Landau-de Gennes energy (11) in the class of all radially-symmetric uniaxial Q-tensors. This is analogous to the definition of the radial-hedgehog solution on a 3D spherical droplet with radial boundary conditions, as previously used in the literature [11, 16, 7] .
We define the radial-hedgehog solution to be
where h(r) is a minimizer of
This is consistent with the Dirichlet conditions defined in (12) . The admissible space for the variational problem in (17) is taken to be
The minimizing function h(r) ∈ A h is a solution of the following second-order ordinary differential equation
subject to (18). One can check that H thus defined is a solution of the Euler-Lagrange equations in (15), i.e. H is a critical point of the Landau-de Gennes energy. In the subsequent sections, we investigate the local and global stability of H as a function of the shell width, (R − 1), and the reduced temperature t.
Then η satisfies the following ordinary differential equation:
subject to the boundary conditions η(1) = η(R) = 1. There exists a R * > 1 such that
Proof. One can check by substitution that η, as defined in (21), is indeed a solution of (22), subject to η(1) = η(R) = 1. One can compute the minimum of η as a function of R: an elementary computations shows that
Proposition 3.2. The function η, defined in (21), is a lower bound for the function, h :
Proof. The proof is analogous to the proof in the two-dimensional case, presented in [5] . We define the function
where ν(1) = ν(R) = 0. We proceed by contradiction. We assume that ν has a positive maximum for r * ∈ (1, R). The function ν is a solution of the following second-order differential equation
The function h(r) satisfies the bounds, 0 ≤ h(r) ≤ 1; these bounds are established in [10, 7] . Therefore, the right-hand side of (27) is non-negative for all 1 ≤ r ≤ R. At r * ∈ (1, R), we have
By assumption, ν(r * ) > 0, so that the right-hand side of (28) is strictly positive whereas the lefthand side is non-positive by definition of a maximum point.This yields the desired contradiction and we conclude that
3.1. Energy Expansion. We want to study the local and global stability of the radial-hedgehog solution, H defined in (16) , in the admissible space A defined by (14) .
Let Q ∈ A be an arbitrary Q-tensor in our admissible space. Then Q can be written as
with V ∈ W 1,2 (Ω; S 0 ) and (30) V = 0 on r = 1 and r = R, since Q − H = 0 on the boundaries. The first step is to compute an energy expansion for Q in terms of H and V; tedious computations show that
We note that
The Landau-de Gennes energy of Q can be written as
The sum of the first and the second integral (that is, all the linear terms in V) vanishes since H is a critical point of the Landau-de Gennes energy. We use the following basis for the space S 0 , as introduced in [8] . Let n =x and let (n, m, p) denote an orthonormal basis for R 3 . In terms of spherical polar coordinates, (r, θ, φ), we have
Following the paradigm in [8] , we define
where |E| 2 = 2/3 and
Then any arbitrary V ∈ S 0 can be written as
: Ω → R and all five functions vanish on r = 1 and r = R. The key quantities in (33) can be written in terms of v 0 , v 1 , . . . , v 4 as shown below:
Therefore, the energy difference, dV.
3.2. Local Stability. We compute the second variation of the Landau-de Gennes energy (11) about the radial-hedgehog solution, H (defined in (16)- (20)). We recall that the second variation is, by definition,
where V ∈ W 1,2 0 (Ω, S 0 ) is a fixed perturbation (see [10, 7] for similar computations on a 3D droplet). By inspecting Equation (33), and collecting all the quadratic terms in V, it is straightforward to verify that the second variation is given by
The second variation can be equivalently expressed in terms of v 0 , v 1 , v 2 , v 3 , v 4 in (36) as shown below:
Theorem 3.3. The radial-hedgehog solution, H, is a locally stable equilibrium of the Landau-de Gennes energy (11), in the space A i.e.
(42)
for all t ≥ 0 and
where R * has been defined in Proposition 3.2.
Proof. The proof follows from a Hardy-type trick. We start with the integral expression (41). We recall from Proposition 3.2 that for R < R * , we have
. Therefore, there are two problematic non-positive terms above in (41):
. We combine the two non-positive terms as shown below:
dV.
The second variation is bounded from below by
Any arbitrary V can be written as
whereV vanishes on r = 1 and r = R, since h is strictly positive for 1 < r < R. Therefore,
We use integration by parts to compute
SinceV vanishes on ∂Ω, the boundary contribution vanishes too. Thus, we obtain (49)
Combining (46), (49) and (50), we obtain
We now use r ≥ 1 and Wirtinger's inequality
On the Minimality of the Hedgehog when R − 1 is Small
The aim of this section is to prove the following result. 
Then, the radial hedgehog is the unique global minimizer of the Landau-de Gennes problem (LG).
To this end, let us fix an admissible field Q, i.e., a smooth Q-tensor field which agrees with the boundary datum. Set V := Q−H ∈ W 1,2 0 (Ω, S 0 ). We will call v 0 , v 1 , . . . , v 4 the coordinates of V in terms of our basis E, F, G, X, Y:
We have an expression for the energy difference I[Q] − I[H], namely, Equation (33):
Some elementary computations show that
To deal with the first two terms, we write V = hW, v i = hw i and use the Hardy decomposition trick again. With computations similar to (48)- (51), we obtain 
In order to prove Theorem 4.1, we need to show I[Q] − I[H] ≥ 0 for any admissible Q, with equality if and only if Q = H. In the following lemmas, we will prove that the global contribution of the h + -dependent terms in (55) is non-negative, provided that (53) holds. Then, since the gradient-squared term compensate for the negative term −3|W| 2 /r 2 when R −1 is small enough, we will conclude the proof. for all (w 0 , w 1 , w 2 , w 3 , w 4 ) ∈ R 5 .
Proof. Thanks to (56), the lemma boils down to proving
. Let us consider the change of variables given by
First of all, we remark that this formula defines an admissible change of variable, in the sense that (ρ, θ, ϕ 1 , ϕ 2 ) → (w 1 , w 2 , w 3 , w 4 ) gives a one-to-one and onto mapping (0, +∞)
Next, we write the left hand side of (57) in terms of the new variables. We obtain 3 √ 6 2 w 4 w
and the last term is precisely the right hand side of (57). into the right hand side of (56), we obtain
Lemma 4.3. If (53) holds, then
Thus, ψ reduces to a polynomial of degree three in the variables X, . Since our goal is to minimize ψ, we need to understand which are the relevant ranges for the variables X, . First of all, from (59) we deduce
Then, we remark that (59) implies to have exactly one solution. Through some simple algebra, one concludes that
Now, we minimize the right hand side of (60), as a function of X, in the range (62). We obtain
hence, if the condition (53) is satisfied,
Finally, we need to show that the function G is non negative on [−1, +∞). An easy analysis shows that G has a global minimum on [−1, +∞), which is either = −1 or an interior critical point. Now, G(−1) = 0, and there are two critical points for G: = −3/4 (which is a local maximum) and = 0. Therefore, G( ) ≥ 0 for every ≥ −1.
Proof. We consider the following minimization problem with constraints:
Using standard methods in the calculus of variations, one can easily see that a minimizer exists. By Lagrange's multiplier theorem, any minimizer solves the eigenvalue problem (63)
and, in particular,
This equation can be easily solved, e.g., with the change of variable r = e t , u(t) = v(r). One finds a necessary and sufficient condition for the existence of a solution v ≡ 0 to (63), namely, that
Thus, the λ k 's are the eigenvalues for problem (63), and
This proves the lemma.
Thanks to the previous lemmas, the proof of Theorem 4.1 is now quite easy.
Proof of Theorem 4.1. To prove the minimality of the hedgehog, we must show that
By Equation (55), we have
By virtue of (53) and Lemma 4.3, the second integral is non negative, and we obtain
On the other hand, if we write the integral using spherical coordinates and we apply Fubini's theorem and Lemma 4.4, we get
The constant C H (R) is given explicitly by (64). Finally, the assumption (52) yields 
Minimality of the Hedgehog for Large t
This section is devoted to the proof of the following theorem:
Theorem 5.1. For any R ≥ 1, there exists τ = τ (R) ≥ 1 such that, for any temperature t ≥ τ , the radial hedgehog is the unique global minimizer for Problem (LG).
As a preliminary step, we will prove that the radial hedgehog is locally stable (i.e., the second variation of the energy is positive) when the temperature t is large enough, without restriction on R − 1. To this end, we adapt the proof by Ignat et al. [8] .
We first show that the temperature t uniformly controls the magnitude of the radial-hedgehog solution, for large enough t > 0.
with the boundary conditions h(1) = h(R) = 1. Then, 0 < h ≤ 1 for all t ≥ 0. Moreover,
Proof. The bounds 0 < h ≤ 1 are easily established [11, 10] . Indeed, h ≥ 0 from the energy minimality of h (refer to (65). The function h ≤ 1, as an immediate consequence of the maximum principle. We can easily prove that h > 0. Indeed, we assume that there exists a point r 1 such that h(r 1 ) = 0. Since we know that h ≥ 0, r 1 must be a minimum for h, so h (r 1 ) = 0. Then we apply the classical well-posedness theory for Cauchy problems for ODE's, and conclude that h ≡ 0, which contradicts the boundary conditions h(1) = h(R) = 1. Thus, we must have h > 0. Finally, let us check the uniform convergence of h as t → ∞. Let r min ∈ (1, R) be a minimum point for h. We have h (r min ) ≥ 0 and h (r min ) = 0, so, by Equation (20),
We can divide by h(r min ) > 0, and obtain
Thus,
The second step in our analysis for large t is the study of the second variation of the energy. Recall that, given a variation V ∈ W 1,2 0 (Ω, S 0 ) (i.e., Q = H + V), the second variation is given by
(see Equation (40)), where v 0 , . . . , v 4 are the coordinates of V with respect to the basis we have chosen, and we have set
We want to show that the second variation is positive for every choice of V and t large enough. In [8] , it is shown that the analysis of δ 2 I[H] can be reduced to the study of the simpler functionals φ 0,i , defined for i ∈ N by
Here, the functions v 0 , v 2 and v 4 depend on the radial variable r only, and belong to 
given by (67), h is a minimizer of (65), and α, β, γ ∈ R are fixed parameters. For all v, it holds
Proof. The proof follows from tedious but straightforward manipulations of (20) and is omitted here for brevity.
With the help of the previous lemma, we are now in position to complete the analysis of the second variation.
Proposition 5.4. There exists t * > 0 such that, for all t ≥ t * and all R > 1, the radial hedgehog is a locally stable equilibrium for Problem (LG).
Proof. By the previous discussion, it is enough to prove the positivity of φ 0,i defined above, for i ∈ {0, 1, 2}. Throughout the proof, we fix v 0 , v 2 , v 4 ∈ C ∞ c (1, R), and set w k := v k /h for k ∈ {0, 2, 4}. It is not restrictive to assume that the v k 's are regular, because
Step 0 (Study of φ 0,0 ). We remark that, in view of (67), we have
Hence, we can apply Lemma 5.3 to the definition of φ 0,0 :
By Lemma 5.2, there exists t 0 > 0 such that h ≥ 1/2 when t ≥ t 0 . As a consequence, Step 1 (Study of φ 0,1 ). We recall the definition of φ 0,1 , noting that λ 0,1 = 2:
With the help of (70), we apply Lemma 5.3 first to terms in v 0 , then to the terms in v 2 . We obtain
Thanks to Lemma 4.4, we have Since h converges uniformly to 1 (see Lemma 5.2), there exists some t 1 ≥ t 0 such that, for all t ≥ t 1 and r ≥ 1, 2 3
Thus, combining these inequalities, we obtain that φ 0,1 [v 0 , v 2 ] ≥ 0 for t ≥ t 1 (with equality if and only if v 0 = v 2 = 0).
Step 2 (Study of φ 0,2 ). Recall that φ 0,2 is given by
(set λ 0,2 = 6 in Equation (68)). Thanks to
and to (70), we can apply Lemma 5.3:
Then, clearly we have
By applying the Cauchy-Schwarz inequality, we have whenever t ≥ t 2 . Hence, from (72), we conclude that In the previous steps, we have shown that φ 0,0 , φ 0,1 and φ 0,2 are positive definite in their arguments when t ≥ t * := max{t 0 , t 1 , t 2 }. By the results of [8] , this is enough to prove the proposition.
The same method of proof applies to the following result, which gives a better lower bound for the second variation.
Proposition 5.5. Let α, β be two parameters such that 0 < α < 1/2, 0 < β < 9/2. There exists t * ≥ 1 (depending on α, β) such that, for any t ≥ t * , any R > 1 and any function V ∈ W .
Using Formula (66) for the second variation, we obtain Thus, ϕ has a global minimum, which is also a critical point. We claim that v 0 = v 1 = v 4 = 0 is the unique critical point for ϕ, provided that h is close enough to 1. This implies, in particular, that v 0 = v 1 = v 4 = 0 is a global minimum of ϕ, so the lemma follows.
For the sake of simplicity, throughout the proof we will write (x, y, z) instead of (v 0 , v 1 , v 4 ).
Step 1 (Any critical point satisfies y = 0). A critical point (x, y, z) is a solution of the system ∇ϕ = 0, that is, (such a τ 2 exists, because h + ≤ C √ t for t 1). Choose α = 2/5, β = 1 and let t * = t * (2/5, 1) be given by Proposition 5.5. Finally, set τ = τ (R) := max{τ 1 (R), τ 2 , t * }.
We fix t ≥ τ and an admissible map Q ∈ W 1,2 (Ω, S 0 ), and we write Q = H + V. From Equation (54) 
Clearly, it holds that
.
Combining (81), (82) and (80), we deduce
where ϕ is the function defined in Lemma 5.6. Since ϕ ≥ 0, and ϕ(V) = 0 if and only if V = 0, the theorem follows.
