ABSTRACT Nonnegative matrix factorization (NMF) is a useful decomposition technique for multivariate data. More recently, NMF technology was used as a noise-estimation stage for a Wiener-filtering-based noise reduction (NR) method to improve the quality of noisy speech. Previous studies showed that this method provides better sound quality performance than conventional NMF-based approaches; however, there is still scope for improving the performance under noisy listening conditions. More specifically, the performance of an NMF noise estimator for calculating the noise level is considered sensitive to diverse noise environments and signal-to-noise ratio conditions. Therefore, we proposed an adaptive algorithm that derives an adaptive factor (α) to adjust the weight between the estimated speech and noise levels on the basis of the signal-to-noise level for the gain function of the Wiener-filtering-based NR method to further improve the sound quality. Two objective evaluations and listening tests evaluated the benefits of the proposed method, and experimental results show that better output sound quality and competed for speech intelligibility performance can be achieved when compared with conventional unsupervised NR and NMF-based methods.
I. INTRODUCTION
Speech is one of the most direct ways for humans to communicate, but electronically recorded and transmitted speech can be susceptible to noise to the extent that it can be difficult to understand. In the past few decades, noise reduction (NR) algorithms for suppressing background noise have been developed to improve speech quality. Many successful unsupervised NR methods have been proposed, such as the log minimum mean squared error (logMMSE) [1] , Karhunen-Loéve transform (KLT) [2] , [3] , Wiener filtering based on a priori signal-to-noise ratio (SNR) estimation [4] , and generalized maximum a posteriori spectral amplitude (GMAPA) [5] methods. Generally, conventional spectrum-wise NR systems adopt two-stage operations to suppress noise. The first stage is noise estimation (so-called noise tracking), and the second stage is gain estimation of the The associate editor coordinating the review of this manuscript and approving it for publication was Bora Onat. noisy signal. More specifically, the noise floor of the background noise is estimated in the noise estimation stage [6] . The estimated noise level is thus applied to determine the gain factor in the signal gain estimation stage. The derived gain function is used to filter the input noisy spectrogram to further provide enhanced speech components. Consequently, the tremendous progress of unsupervised NR methods has enabled many real applications to improve speech perception and quality under noisy listening conditions. For example, previous studies have shown that an unsupervised NR approach can improve the performance in terms of the output SNR and intelligibility for automatic speech recognition [7] and hearing assistive system [8] - [10] users. However, there is still room for improvement in the unsupervised NR, such as for rapidly changing noise [11] .
Recently, many advanced supervised NR techniques have been proposed, including deep neural network (DNN)-based approaches. Previous studies confirmed that deeplearning-based NR approaches were effective for various NR tasks [11] - [14] . The concept of the DNN-based NR approach was regarded as a regression model for predicting the clean log-power spectra (LPS) features from noisy LPS features. This nonlinear mapping function of a DNN-based model was derived in the training stage by minimizing the error between the DNN prediction and the referenced clean utterances based on the objective function, such as the mean squared error (MSE) [15] . When a large amount of training data is available, DNN-based NR can provide satisfactory NR under stationary and nonstationary noise conditions [12] , [13] , [16] , [17] . However, when an insufficient amount of training data is available, the benefits of DNN-based NR could be limited.
On the other hand, nonnegative matrix factorization (NMF)-based NR [18] - [20] such as that studied by Fan et al. [21] is another notable supervised NR approach. The advantage of NMF-based NR is that satisfactory performance can be achieved with a smaller amount of training data compared with DNN-based NR and is therefore more suitable when a large amount of training data is difficult to obtain. Previous studies [21] - [23] showed that NMF-based NR provides better performance on speech enhancement than conventional unsupervised NR. Nevertheless, the performance of NMF-based NR systems still requires improvements for challenging listening conditions [24] , [25] .
More recently, a soft mask structure based on NMF technology was proposed to enhance noisy signals [24] , [25] , such as the Wiener-filtering-based soft-mask NR approach. NMF technology was used as a noise estimation unit to estimate the power spectral density (PSD) of clean (i.e., A S ) and noisy (i.e., A N ) signals. Then, the gain function of the Wiener filter, A S ./ A S + A N , where ''./'' is element-wise division, was used to enhance noisy speech [26] . Our previous study [24] confirmed that NMF-based NR in conjunction with a Wiener-filter gain function (denoted as WNMF in this paper) can achieve better sound quality than conventional NMF-based NR; however, there is still room for improvement. More specifically, the performance of the NMF-noise estimator for calculating the noise level is considered to be sensitive to variety of noise environments and SNR conditions [27] . Therefore, we derive an adaptive factor (i.e., α) based on the estimated SNR information to adjust the contributions of A S and A N to the gain function to further improve the sound quality performance of WNMF; we call this adaptive WNMF (AWNMF) in the following discussion. The aim of the present study is to evaluate the performance of the proposed AWNMF NR method in terms of the sound quality. First, the two well-known objective evaluation metrics, the perceptual evaluation of speech quality (PESQ) [28] and segmental SNR improvement (SSNRI) [29] , were used to confirm the effectiveness of AWNMF NR. Subsequently, two clinical trial listening tests were performed to further evaluate the performance improvements in the speech quality and intelligibility.
The remainder of this paper is organized as follows: Section II introduces the NMF technique used for NR.
Section III details the proposed AWNMF approach. Finally, Section IV describes the experiment results that compare the effects of AWNMF for three rapidly changing noise conditions.
II. THE NMF-BASED NR TECHNIQUE
NMF is a technique that involves projecting the columns of a nonnegative matrix onto a space spanned by a set of basis vectors; it is widely used as a source separation technique applied to monaural mixtures [18] , [19] , [30] - [32] . Recently, NMF has been studied for voice conversion [33] and NR [21] , [24] , amongst other applications. NMF is applied to factorize the spectrogram into a matrix consisting of NMF basis vectors, W , and the NMF encoding matrix, H, which represents the activity of each basis vector over time. More specifically, given a nonnegative data matrix A ∈ R k×l , NMF is used to calculate two nonnegative matrices, W ∈ R k×r and H ∈ R r×l , such that
where k and l are the frequency bins and frames, respectively. The number of basis vectors, r, is often chosen to be lower than k and l. To minimize the objective function of the MSE, in (2), W and H are obtained by iterating the multiplicative update rules in (3) and (4):
where ''.⊗'' is element-wise multiplication, and · F is the Frobenius norm. The NMF-based NR technique has training and enhancement phases. In the training phase, it is assumed that a clean speech magnitude spectrogram A S can be approximated as
In addition, the noise magnitude spectrogram, A N , can be approximated as
In particular, during the training phase, the standard NMF process is performed to iteratively update the four matrices W S , H S , W N , and H N on the basis of the multiplicative update rules in (3) and (4) .
In the enhancement phase, the two bases W S and W N obtained in the training phase are used to describe clean speech and noise in noisy testing utterances (i.e., y) such that
Finally, the estimated speech and noise are respectively expressed as 
The detailed information on NMF-based NR can be found in the literature [21] , [34] , [35] .
III. THE PROPOSED AWNMF NR SYSTEM
The block diagram of the proposed AWNMF scheme is shown in Fig. 1 . It has online and offline stages. In the online stage, the noisy signal (i.e., y [m]) is first windowed, and the magnitude spectrum is estimated using fast Fourier transform (FFT). The noisy speech spectra are divided into i frames and f frequency bins. 
where α is the adaptive factor. If the input SNR of the testing conditions is known, α can be predefined directly. More specifically, the scalar α is a weighting factor reflecting the overall long-term power ratio between the clean and noisy signals. Note that the SNR level is obtained on the basis of the information of 11 frames. However, a suitable value of α for the gain function needs to be calculated when applying AWNMF for different SNR conditions. Therefore, the training data (i.e., those used for NMF noise estimation training) can be used to find a suitable mapping function of α based on various SNR conditions for AWNMF in the case of specific noise conditions. The study by Kang et al. [27] showed that clean speech, A S , can be estimated accurately under high-SNR conditions; thus, the spectral restoration gain function applied to filter out noise components can achieve satisfactory performance on NR. On the other hand, under challenging conditions (e.g., low-SNR), the highly varied noise environment results in poor estimation of A S but relatively accurate estimation of the noise, A N . Therefore, this adaptive factor can be used to adjust the weights of A S and A N for the gain function to optimize the performance under various SNR conditions. More specifically, a large α (the maximum is 1) should be used under high-SNR conditions (i.e., an SNR higher than 20 dB) to avoid the distortion of speech; meanwhile, a small α (the minimum is 0.05) should be used under low-SNR conditions (i.e., an SNR level lower than −5 dB) to avoid disturbances caused by noise. The equation can be expressed as
where x is the input SNR level. Note that the information of the input SNR was calculated on A S and A N , which were obtained by NMF. More specifically, the input SNR can be expressed as
In addition, the quadratic polynomial function P (x) is designed in (13) to adjust α in (11) and to achieve better speech quality performance for SNR levels between -5 and FIGURE 2. Setting of GA (i.e., population representation and initialization) in this study. Note that the 10-bits binary encoding scheme is used to encode the a, b, and c in each chromosome.
20 dB. Notably, compared to other polynomial functions, the designed quadratic polynomial function in our pilot study provided satisfactory sound quality.
where a, b, and c are the coefficients determined in terms of PESQ [28] , [36] and genetic algorithm (GA) [37] in the offline phase. In particular, the GA is used with bioinspired operations including mutation, crossover, and selection to provide the optimized solution on a searching problem.
To effectively search the quadratic function in (13) using GA, 1024 floating points in the range of [0, 1] are defined and encoded to a 10-bit sequence to represent each coefficient (a, b, and c). Therefore, there are 20 randomly initialized chromosomes for GA with each chromosome containing 30 bits, as illustrated in Fig. 2 . In this study, the crossover operation is facilitated on these 20 chromosomes by interchanging bits in a chromosome with those in another one, thereby resulting in 10 additional chromosomes. The mutation is performed accordingly on these 30 chromosomes to potentially provide a desirable α value. The selection process is then performed to preserve the 20 chromosomes in terms of the averaged distance E in (14) under a specific noise environment in the development set. A lower value of E indicates better output sound quality performance compared to that corresponding to a higher value of E. Subsequently, the PESQ metric in (14) is performed on the enhanced utterances, in which the NR process is carried out in terms of one chromosome derived from (13) and the NMF-estimated SNR conditions. The abovementioned steps are performed iteratively until the termination condition (100 iterations were used in this study) is satisfied.
where h is the utterance index and H is the number of utterances in the development set for a specific noise environment.
In the proposed AWNMF, the GA attempts to search for suitable coefficients for (13) to achieve good speech quality for users on the basis of the PESQ metric. In addition, the detailed design of each step of the proposed AWNMF NR algorithm is summarized in Table 1 , including the offline and online stages. Time complexity analyses of the proposed AWNMF algorithm for an NR system were also performed, and the results are reported in the table. In the complexity analysis, the big omicron (big-O) [38] notation is used to provide the estimated execution time for each operation step.
Here, the complexity analysis can be used to analyze the behavior of AWNMF and to optimize the algorithm for the real-time application of an NR system.
IV. EXPERIMENTS AND RESULTS

A. MATERIALS
We prepared 110 clean speech sentences (10 sentences were used to train the basis of W S , and the other 100 sentences were testing sentences) and three rapidly changing noise types (i.e., baby cry, siren, and machine gun) as training and testing materials in this study. Note that the baby cry, siren, and machine gun noises were collected from [13] , [39] , [40] . The Mandarin speech sentences were obtained from the Taiwan Mandarin version of the hearing in noise test (TMHINT) database [41] . These sentences were spoken by a native male Taiwanese Mandarin speaker who pronounced with a fundamental frequency ranging from 96 to 208 Hz and were recorded at a sampling rate of 16 kHz. From the noise dataset, 20% (i.e., 6 s) of the noise data were used to train the basis of W N , and the other 80% of the noise data (i.e., 24 s) were used to corrupt test sentences at SNR levels of −9, −6, −3, 0, 3, 6, and 9 dB.
B. SETUP OF THE AWNMF
In the offline stage, the first step is to train the NMF-based noise estimator of AWNMF by using 10 clean utterances and three rapidly changing noises. Some information about the setup used in this study is as follows: (1) the number of frequency bins, k, for short-time Fourier transforms was set to 257; (2) the same basis vectors (i.e., r = 20) are used for the speech and noise signals, and the number of iteration steps of the NMF technique is 150; and (3), the time frames have a length of 32 ms with 50% overlap and are windowed using a Hamming window. The second step is to obtain the adaptive parameters (i.e., α) for each noisy condition using the GA. The same 10 clean utterances used for training the NMF-based noise estimator were corrupted by three rapidly changing noise maskers at SNR levels of −5, −3, −1, 1, 3, 5, 7, 9, 11, 13, 15, and 20 dB, and on the basis of these conditions, were used to search the optimized parameters of a, b, and c in (13) . Twenty chromosomes (i.e.,C j (t)) and 100-time iterations (the so-called termination condition) were used in this study. It can be observed from Fig. 3 that (1) a small value of α is used for lower SNR conditions (in other words, the greater contribution of A N and the lesser contribution of A S for the gain function in (10) could provide better sound quality performance for users under low-SNR conditions) and (2) the optimal quadratic polynomial function is different for these three noise types. Finally, the basis matrices and parameters obtained from the offline stage are used to directly enhance the speech signal to improve sound quality in the online stage.
C. SPECTROGRAM ANALYSES
Spectrogram analyses is a well-known approach to analyze the frequency and level properties of a time-varying signal [42] . The seven subfigures in Fig. 4 show the spectrograms of (a) clean speech, (b) noisy speech, (c) KLT, (d) log-MMSE, (e) NMF, (f) WNMF, and (g) AWNMF. The noisy spectrogram was recorded from a male voice in Mandarin, saying ''He is looking forward to reuniting with his family'' with baby cry noise added as a mask at 0-dB SNR. Fig. 4(g) shows that AWNMF has the highest SNR performance compared to the noisy speech in Fig. 4(b) and the conventional NR approaches in Figs. 4(c) and 4(d) , namely, the KLT and logMMSE, for the rapidly changing noise conditions of the baby cry. Compared with Fig. 4(a), Figs. 4(c) and (d) show notable residual interference (e.g., around 0.4-1.2 s for the KLT and logMMSE). In contrast, Fig. 4(g) shows that AWNMF successfully removed the interference in this segment, and the output spectrogram resembled that of clean speech in Fig. 4(a) . As shown in Figs. 4(c) and (d), we observed that the KLT and logMMSE could not effectively enhance the speech signals (e.g., red circles) compared with NMF-based NR approaches.
In conventional NR approaches, the noise estimation unit has an important role to compute the noise distribution in the quality of the enhanced speech. When the noise estimation is mistaken, it will result in loss of speech quality (or intelligibility) because interfering residual noise or speech distortion may occur. Over the past two decades, numerous noise estimation algorithms have been proposed. Although these noise estimation algorithms provide satisfactory NR performance for stationary noise, most of them were unsuitable for rapidly changing and challenging noise conditions (e.g., when many people are talking at once) [6] . Thus, these well-known noise estimation algorithms may be unsuitable to track rapidly changing noise in real-world scenarios [13] . Compared with conventional NR approaches, the AWNMF approach is a data-driven based NR approach. When rapidly changing noise has been used in the training phase, the NMFbased noise estimator can provide effective estimates of the gain function of AWNMF; meanwhile, the adaptive factor (α) can further adjust the weight of the gain function to optimize the sound quality performance. Therefore, the proposed AWNMF provides better performance than conventional NR methods.
D. OBJECTIVE EVALUATIONS
Objective evaluations were performed using clean utterances taken from the TMHINT database [41] ; meanwhile, three rapidly changing noise types-baby cry, siren, and machine gun-were used to mask these clean utterances to prepare three challenging listening conditions for objective evaluation. A total of 100 clean utterances were corrupted by the three above noise masks at SNR levels of −9, −6, −3, 0, 3, 6, and 9 dB as a testing set. More specifically, there were 21 test conditions (7 SNR levels × 3 noise environments) with a total of 2100 test data of noisy utterances used to evaluate the performance of the KLT, logMMSE, NMF, WNMF, and AWNMF NR approaches. Notably, NMF-based NR (i.e., NMF, WNMF, and AWNMF) did not acquire prior knowledge of these 100 clean utterances in the training phase to avoid the issue of an inside test condition, which enabled a fairer comparison of the NMF-based and conventional NR methods.
Following this, the two well-known objective evaluation metrics, the PESQ [28] and SSNRI [29] , were used to ensure the sound quality and output SNR performance for each NR approach. The PESQ measurement is a well-known industry standard for the objective prediction of speech quality and is closely related to human perception [43] . The PESQ evaluation uses two input signals to compute the speech quality (i.e., clean and processed speech), and the score ranges from −0.5 (worst) to 4.5 (best). In addition, the SSNRI represents the benefits of enhanced speech in the segmental SNR, compared with the noisy speech. Note that a higher SSNRI indicates that better output SNR performance is achieved. More details of these two objective evaluation metrics can be found in the literature [28] , [29] .
Figs. 5(a)-(c) show the average PESQ scores at SNR levels of −9, −6, −3, 0, 3, 6, and 9 dB for the baby cry, siren, and machine gun noise conditions, respectively. From these results, we observed that conventional NMF-based NR algorithms (i.e., NMF and WNMF) provide higher PESQ scores than unsupervised NR algorithms (i.e., the KLT and log-MMSE) under rapidly changing test conditions. Moreover, the proposed AWNMF NR algorithm consistently achieves higher PESQ scores than WNMF NR for these three maskers for the seven different SNR conditions. These observations imply that the adaptive factor (α) acts an important role in improving the performance of the sound quality for the AWNMF NR system. In addition, the results indicate that the unsupervised NR algorithms (i.e., the KLT and logMMSE) obtained lower PESQ scores than those of noisy speech under most test conditions.
The lower sound quality performance of the unsupervised NR algorithms may be obtained from an inaccurate noise estimation process, as discussed in Section IV.C. Annoying residual noise or speech distortion may occur if the noise statistics are not accurately estimated, thereby resulting in VOLUME 7, 2019 lower PESQ scores than those of noisy speech for unsupervised NR algorithms. Table 2 summarizes the mean scores of the SSNRI measurement for the five NR approaches, where it is observed that AWNMF outperforms the other four NR approaches at most SNR levels for these three noise conditions. A higher SSNRI score indicates that enhanced speech provides higher output SNR performance than for the noisy speech signal. In other words, the output SNR of the enhanced speech contains smaller noise energy than that of clean, and thus the enhanced signal could provide listeners with good sound quality. Previous studies indicated that speech with higher SNR could improve the sound quality [5] and reduce the listening effort [44] for users under noisy listening conditions. Therefore, these objective evaluation measurements confirm the effectiveness of AWNMF in challenging (i.e., rapidly changing noise conditions) listening conditions.
E. LISTENING TESTS
The purpose of the listening tests was to test the speech quality and intelligibility produced by AWNMF and compare it with those for the noisy, KLT, logMMSE, NMF, and WNMF approaches for subjects with normal hearing. It may be noted that the listening test procedure for speech quality and intelligibility are similar to our previous studies [5] and [16] . The subjective listening test had a single-blind design. That is, eight untrained subjects (aged from 20 to 23 years) were unaware of the NR approach used in the test. The experimental platform was implemented using LabVIEW software, and an ATH-M50 earphone was used to provide the test sounds to the subjects. The output level of the test speech signals were first calibrated to 65-dB SPL based on ANSI S3.7 standard [45] . In order to avoid the effect of long testing time on the results of the speech quality test, each subject participated in only 54 test conditions [3 noise types (baby cry, siren, and machine gun) × 3 SNR levels (-3, 0, and 3 dB) × 6 signal processing strategies (noisy, KLT, logMMSE, NMF, WNMF, and AWNMF)]. Each condition contained 10 sentences, and the order of the 54 conditions was randomized across subjects. A standard sound quality question, ''I think that this method provides a high sound quality,'' was used to rate scores [46] based on mean opinion score (MOS) comparison [47] . The MOS rating is the most widely used measure for subjective 43292 VOLUME 7, 2019 quality tests, in which subjects rate the test speech on a scale from 5 (i.e., strongly agree) to 1 (i.e., strongly disagree). The subjects were allowed to hear the stimuli twice. Each subject was given a 5-min break after every 30 min of testing.
Figs. 6(a)-(c) show the MOS results for the six different processing methods for eight subjects, where a higher score indicates that the NR approach was preferred. For the results of the baby cry noise condition in Fig. 6(a) , the mean sound quality scores for {noisy, KLT, logMMSE, NMF, WNMF, AWNMF} are {2.4, 2.4, 2.6, 3.4, 3.7, 4.4} at −3-dB SNR, {2.5, 2.9, 2.6, 3.6, 3.7, 4.4} at 0-dB SNR, and {2.8, 2.9, 2.8, 3.8, 4.1, 4.6} at 3-dB SNR. For the results of the siren noise condition in Fig. 6(b) , the mean sound quality scores for {noisy, KLT, logMMSE, NMF, WNMF, AWNMF} are {2.1, 2.8, 2.6, 3.7, 4.0, 4.7} at −3-dB SNR, {2.1, 2.9, 2.6, 3.8, 4.0, 4.7} at 7 0-dB SNR, and {2.2, 3.1, 2.7, 3.8, 4.1, 4.7} at 3-dB SNR. For the results of the machine gun noise condition in Fig. 6(c) , the mean sound quality scores for {noisy, KLT, logMMSE, NMF, WNMF, AWNMF} are {2.3, 2.2, 2.4, 3.4, 3.6, 3.7} at -3-dB SNR, {2.3, 2.5, 2.6, 3.5, 3.8, 3.9} at 0-dB SNR, and {2.5, 2.9, 3.0, 3.5, 3.8, 4.1} at 3-dB SNR.
In order to ensure the significance of the improvement, a one-way analysis of variance (ANOVA) [48] and Tukey post-hoc comparisons [48] were used to analyze the results of the six NR approaches for the nine test conditions. The analysis results of one-way ANOVA and Tukey post-hoc comparisons are presented in Table 3 ; the mean score represents the corresponding sound quality performance (MOS scale) in Fig. 6 , and g denotes the number of subjects. For the baby cry noise condition, the one-way ANOVA results confirmed that the sound quality performance differed significantly across the six groups with p < 0.001 at SNRs of −3, 0, and 3 dB; the Tukey post-hoc comparisons further verified significant differences for the following group pairs at three SNR levels: (AWNMF, noisy), (AWNMF, logMMSE), (AWNMF, KLT), (AWNMF, NMF), (AWNMF, WNMF), (NMF, noisy), (NMF, logMMSE), (NMF, KLT), (WNMF, noisy), (WNMF, logMMSE), and (WNMF, KLT). Meanwhile, the one-way ANOVA results for the siren and machine gun noise conditions confirmed that the sound quality differed significantly across the six groups, with p < 0.001 for both maskers at −3, 0, and 3 dB. The Tukey post-hoc comparisons further verified the significant differences for the following group pairs for the siren noise condition at three SNR levels: (AWNMF, noisy), (AWNMF, logMMSE), (AWNMF, KLT), (AWNMF, NMF), (AWNMF, WNMF), (NMF, noisy), (NMF, logMMSE), (NMF, KLT), (logMMSE, noisy), and (KLT, noisy) and for the machine gun noise condition at three SNR levels: (NMF, noisy), (NMF, logMMSE), (NMF,KLT), (WNMF, noisy), (WNMF, logMMSE), (WNMF, KLT), and (AWNMF, NMF). The results prove that the MOS values for the listening tests were better for the speech processed by the proposed AWNMF algorithm than that by other NR methods. Notably, the results of the listening tests in Fig. 6 and Table 3 were consistent with the objective results in Fig. 5 . Therefore, this objective evaluation measurement again confirms the effectiveness of the AWNMF capability under challenging listening conditions.
For the speech intelligibility test, each subject participated in a total of 36 test conditions [2 SNR levels × 3 maskers × 6 signal processing strategies (noisy, KLT, logMMSE, NMF, WNMF, and AWNMF)]. Each condition contained 10 sentences with each sentence containing 10 characters, and the order of the 36 conditions was randomized individually for each listener. The subjects were instructed to verbally repeat what they heard and they were allowed to repeat the stimuli twice. The word correct rate (WCR) was used as the evaluation metric, which is calculated by dividing the number of correctly identified words by the total number of words under each test condition. During the test, each subject was given a 5-min break after every 30 min of testing. It is noted that these test sentences were not included in the training phase of NMF.
Figs. 7(a)-(c) show the average WCRs for the baby cry, siren, and machine gun test conditions, respectively. For the baby cry masker results in Fig. 7(a) The statistical approaches of one-way ANOVA and Tukey post-hoc tests were used to further analyze the results of the six NR methods for the three masker test conditions. The results of these analyses are presented in Table 4 . The intelligibility scores of the comparisons, which are shown in Fig. 7 , are also listed in the table and denoted as ''Mean'' for further analysis. From Table 4 , the small p-values observed for all noise conditions indicate significant differences among all of the evaluated metrics-noisy, logMMSE, KLT, NMF, WNMF, AWNMF. Tukey post-hoc comparisons were applied to these metrics for further analysis of the significant differences. Metrics with significant differences were FIGURE 7. Average speech recognition (WCR) scores of eight subjects under −3-and −6-dB SNR conditions for the baby cry, siren, and machine gun test conditions. grouped together in the following pairs: (noisy, KLT), (log-MMSE, KLT), (NMF, KLT), (WNMF, KLT), and (AWNMF, KLT). The results of the Tukey post-hoc test showed that the KLT process is significantly worse than the other five NR approaches (i.e., noisy, logMMSE, NMF, WNMF, and AWNMF); however, there are no significant differences between these five NR methods. In other words, the statistical analysis indicated that the AWNMF provides similar intelligibility performance to the other four NR methods (i.e., NMF, logMMSE, NMF, and WNMF). Previous studies showed that the speech intelligibility could not be improved with several well-known NR techniques for listeners with normal hearing in noisy conditions [49] - [53] . For example, the first intelligibility study was carried out by Lim [52] in the 1970s, showing no improvement in the intelligibility with a spectral subtraction algorithm for speech under white noise conditions. After decades of effort, the results of an intelligibility study by Hu and Loizou [53] showed that none of the eight different NR algorithms could improve the speech intelligibility related to the original noisy speech. More recently, Brons et al. [51] tested many well-known NR algorithms to evaluate the performance of speech intelligibility for hearing-impaired listeners. The results agreed well with those of normal-hearing listeners in the previous study where none of the NR algorithms improved speech intelligibility.
V. CONCLUSION
This study proposed an AWNMF NR method for sound quality improvement. The AWNMF NR method uses an adaptive factor (α) to adjust the weight between A S and A N in (10) on the basis of the current SNR levels to calculate the gain function to further improve the output speech quality performance. The results of objective evaluations and listening tests indicated that AWNMF provided similar speech intelligibility performance when compared with several classical NR techniques (e.g., the logMMSE, NMF, and WNMF). Meanwhile, objective evaluations with the PESQ and SSNRI confirmed that the AWNMF algorithm outperformed the noisy, conventional unsupervised NR (i.e., the KLT and logMMSE) and conventional NMF-based NR (i.e., NMF and WNMF) algorithms. In addition, a listening test showed that the AWNMF NR algorithm provided significantly higher sound quality performance than the noisy, KLT, logMMSE, NMF, and WNMF approaches at three SNR levels. These results suggest that the AWNMF NR algorithm provided better speech quality and reduced the listening effort [51] , [54] , [55] for users under challenging listening conditions.
