Abstract-This paper investigates distributed optimization of dynamically coupled networks. We propose distributed algorithms to address two complementary cases: (i) each subsystem is linear and controllable; and (ii) each subsystem is nonlinear and in the strict-feedback form. The convergence of the proposed algorithms is guaranteed using Lyapunov analysis. Their performance is verified by two case studies on an optimal power flow problem and a multizone building temperature regulation problem, respectively.
I. INTRODUCTION
Control systems have been experiencing dramatic changes where advanced communication, computation and sensing technologies are integrated to improve system performance and produce new functions. This class of new-generation control systems is referred to as cyber-physical systems, e.g., mobile robotic networks, smart grids, smart buildings and intelligent transportation systems. The entities of cyber-physical systems are spatially distributed and thus distributed coordination becomes necessary to achieve network-wide goals. Substantial efforts have been spent on the synthesis, analysis and implementation of distributed algorithms in the last decades [6, 27, 33, 46] .
(Static) game theory provides a holistic and rigorous mathematical framework to reason about the behaviors of multiple self-interested agents; see [4, 40] for instance. This paper investigates a class of convex games, which were first introduced in [2] . There have been lots of efforts on studying the existence and structural properties of Nash equilibria in, e.g., [36] and the recent survey paper [10] . A number of algorithms have been proposed to compute Nash equilibria of convex games, including, to name a few, ODE-based methods [36] , nonlinear Gauss-Seidel-type approaches [31] , iterative primal-dual Tikhonov schemes [43] , consensus-based methods [18] , bestresponse dynamics [30] and finite difference approximation [45] .
In many cyber-physical systems, the influence of agents' decisions on objective functions is restricted by inherent physical dynamics. However, none of the papers aforementioned explicitly considers physical dynamics. Recent papers [12, 41] leverage extremum seeking to solve a class of convex games where agents' physical dynamics are non-trivial, and find applications in markets and mobile sensors, respectively. In paper Y. Lu and M. Zhu are with the School of Electrical Engineering and Computer Science, Pennsylvania State University, 201 Old Main, University Park, PA, 16802, yml5046@psu.edu, muz16@psu.edu. This work was partially supported by NSF grants CNS-1505664 and ECCS-1710859. [41] , the agents' actions are filtered through stable linear timeinvariant filters, e.g., single integrators and double integrators, before affecting objective functions. In paper [12] , the agents' actions act as inputs to a stable nonlinear dynamic system whose outputs are the agents' costs. The dynamic mapping is motivated by oligopoly games in microeconomics. In [12, 41] , no constraint is included in the games. In the current paper, we are interested in the scenarios where physical systems consist of dynamically coupled, unstable and potentially nonlinear subsystems and underlying games include constraint sets as well as inequality and equality constraints. The scenarios are motivated by an optimal power flow problem and a multizone building temperature regulation problem in Section VII and many others. The algorithms in [12, 41] are inapplicable to this class of problems.
Contribution. In this paper, we consider the synthesis of distributed algorithms under which dynamically coupled physical systems are regulated to a Nash equilibrium (NE) of a constrained convex game. We investigate two complementary cases where the physical dynamics are linear and nonlinear, respectively.
For linear dynamics with controllable subsystems, we propose an indirect approach for the distributed algorithm design. We synthesize distributed update rules for auxiliary variables such that they asymptotically converge to an NE of the game of interest, but their evolution is not restricted by the inherent physical dynamics. The distributed decision-making update rule extends the projected discontinuous dynamics in [9] from convex optimization to convex games. We then design a nocommunication distributed control law such that the states and inputs of the physical dynamics asymptotically keep track of the auxiliary variables and thus asymptotically converge to the same NE of the game. The distributed control law is new. The designed algorithm is verified by an optimal power flow problem.
For nonlinear dynamics in the strict-feedback form, we develop a direct approach for the distributed algorithm design without introducing auxiliary variables. In particular, we perform a sequence of coordinate transformations such that each subsystem is converted into the one where its first state is driven by a primal-dual dynamics and it is followed by a chain of integrators. We then design a distributed control law such that the integrators are stabilized and the primal-dual dynamics asymptotically converges to an NE of the game of interest. The algorithm and its analysis developed for this case are novel. The proposed algorithm is verified by a multi-zone building temperature regulation problem.
Preliminary results of this paper were published in [23] , where the case of nonlinear dynamics was not investigated, no case study was included, and the proofs were omitted. Notations and notions: In this paper, the following notations and notions are used. Let (x i )
T and
T . Let · 1 and · denote the 1-norm and 2-norm of a vector or a matrix, respectively. Denote the zero column vector of size n by 0 n and the identity matrix of size n × n by I n . Let R n + denote the set of nonnegative real column vectors of size n. Denote by diag(A i ) M i=1 the block-diagonal matrix composed by sub-matrices A 1 , · · · , A M , such that the jth diagonal block is A j for each j = 1, · · · , M , and all the off-diagonal blocks are zero matrices. Given a function f :
for a nonnegative integer , we say that f is of class C if for all possible combinations of 1 , 2 , · · · , n , where each of 1 , 2 , · · · , n is an integer between 0 and such that 1 + 2 + · · · + n = , the partial derivative ∂ f ∂x 1 1 ∂x 2 2 ···∂x n n exists and is continuous. Given a function V : R n → R and δ > 0, denote the sublevel set of
n be a closed and convex set. Denote the boundary, interior and closure of K by bd(K), int(K) and cl(K), respectively. Given x ∈ bd(K), define the normal cone of K at x by N K (x) = {γ : γ = 1, and γ T (x − y) ≤ 0, ∀y ∈ K}. Given x ∈ R n , the point projection of x onto K is Proj K (x) = argmin z∈K z − x . Given x ∈ K and v ∈ R n , the vector projection of v at x with respect to K is
. The following lemma is adopted from Lemma 2.1 of [28] .
T γ and β(x) = max{0, −v T γ * (x)}; and Π K (x, v) ≤ v for any x ∈ K and any v ∈ R n . We next review some necessary concepts and results on projected discontinuous dynamical systems. Given a set K ⊆ R n and a map F : K → R n , consider the projected differential equationẋ
Given
n is invariant under (1) if every solution starting from any point in S remains in S. For a solution Γ of (1) defined on [0, ∞), the omega-
The next result adopted from [3] provides an invariance principle for (1) . Lemma 1.2: Let S ⊆ R n be compact and invariant under (1) . Assume that for any x 0 ∈ S there exists a unique solution of (1) starting at x 0 and that its omega-limit set is invariant under (1) . Suppose that there exists a continuously differentiable function V : K → R such that V is positive definite and L K,F V (x) ≤ 0 for all x ∈ S. Then any solution of (1) starting from S converges to the largest invariant set contained in cl({x ∈ S : L K,F V (x) = 0}).
We adopt the following notions of strictly and strongly monotone maps from [11] .
II. PROBLEM STATEMENT
This section provides the general formulation of the distributed control problem for dynamically coupled networks concerned in this paper.
A. Physical dynamics
Consider a set of agents V = {1, · · · , N }. The inherent physical dynamics is given bẏ
where x i (t) ∈ R ni and u i (t) ∈ R are the state and control of agent i at time t, respectively,
B. Game formulation
The control objective is formulated by a generalized Nash equilibrium problem.
For each i ∈ V, w i is agent i's decision variable and is subject to a local constraint
are coupled equality and inequality constraints, respectively, that are shared by all the agents. The abstracted constraints H(w) = 0 m and G(w) ≤ 0 l are application-specific and may include constraints induced by economic concerns and physical dynamics. For each i ∈ V, given any w −i ∈ W −i , agent i aims to solve the optimization problem
where
is a setvalued map whileD is a constant set that represents the overall feasible set of w. The collection of (3) for all i ∈ V is a generalized Nash equilibrium problem with shared constraints [10] , denoted by GNEP(D, F ). Its solution concept is given by the notion of Nash equilibrium (NE), defined next. Definition 2.1:
The following separable optimization problem is a special case of the above GNEP:
the objective function is separable, this problem is equivalent to the collection of optimization problems: given
and ∇G(w) = (∇ w G j (w)) l j=1 . The following assumptions on the GNEP hold throughout the paper. Assumption 2.1: [21, 32, 37, 45] .
C. Communication graph
Denote by G = (V, E) the communication graph of the agents, where E ⊆ V × V is the set of communication links such that (i, j) ∈ E if and only if agent i can receive messages from agent j. Throughout the paper, we assume that G is fixed, undirected and connected. We also assume that G includes the dependency graph defined by problem (3) as a subgraph, i.e., for each i ∈ V, if agent i's optimization problem (3) depends on an entry of w j , then (i, j) ∈ E. Denote by N i ⊆ V the set of neighbors of agent i in G, i.e., N i = {j ∈ V \{i} : (i, j) ∈ E}. Denote by dm(G) the diameter of G.
D. From GNEP to variational inequality
GNEPs with shared constraints are in general difficult to solve, but certain types of solutions can be calculated relatively easily by using the variational inequality (VI) approach [38] . This subsection reviews relevant results of VI in the literature. We refer to [11, 30] for a comprehensive discussion on VI.
Given a set Q ⊆ R r and a map Φ : Q → R r , the generalized variational inequality, denoted by GVI(Q, Φ), is the problem of findingw ∈ Q such that (w −w)
T Φ(w) ≥ 0 for all w ∈ Q. We recall that if Assumptions 2.1 and 2.2 hold, then any solution of the GVI(D, ∇F ), if exists, is an NE of the GNEP(D, F ), but not vice versa ( [30] , Proposition 12.4). An NE of the GNEP(D, F ) that is also a solution of the GVI(D, ∇F ) is termed as a variational equilibrium (VE). The following assumption has been used in many references that studied convergence algorithms for convex games [15, 17] .
Assumption 2.5: The GNEP(D, F ) has a VE. We refer to [30] for a thorough review of VE existence. With Assumptions 2.1, 2.2 and 2.4, the GNEP(D, F ) has at most one VE ( [30] , Proposition 12.9). Together with Assumption 2.5, the GNEP(D, F ) has a unique VE.
E. Objective
This paper aims to design distributed algorithms such that (x(t), u(t)) of system (2) globally asymptotically converge to the unique VE of the GNEP(D, F ).
III. CASE I: LINEAR DYNAMICS
In this section, we consider the case where system (2) is in the following linear forṁ
where A ij ∈ R ni×nj for each j ∈ V and B i ∈ R ni . If (4) does not depend on some x j , then A ij is a zero matrix. Denote
The following assumption is adopted in this section.
Assumption 3.1: ∀i ∈ V, (A ii , B i ) is controllable.
A. Algorithm design
In this section, we achieve the objective claimed in Section II-E by an indirect approach. Roughly speaking: 1) we design an update rule for auxiliary variables such that they globally asymptotically converge to the VE, however, their evolution is not restricted by (4); 2) for the physical variables (x, u), we design a distributed control law for u such that, governed by (4), (x, u) globally asymptotically keep track of the auxiliary variables and thus also asymptotically converge to the VE. The algorithm is presented by Algorithm 1 and detailed next.
Algorithm 1: Distributed update rule and control law for linear system dynamics Each agent i ∈ V picks any (w i (0), u i (0)) ∈ W i × R; All the agents agree on any (λ(0),
Each agent i ∈ V updates its auxiliary variables bẏ
and executes the control law
First we illustrate the design of the update rule for auxiliary variables. For each i ∈ V, define auxiliary variablesx i ∈ R ni andū i ∈ R, and letw
+ are Lagrange multipliers associated with H and G, respectively.
The update rule for the auxiliary variables is given by (5). For each i ∈ V, the primal statew i moves along the direction of −∇w i L i (w, λ, µ) so as to minimize L i , and the projection operation Π Wi guarantees thatw i (t) ∈ W i for all t. The dynamics of the dual states (λ, µ) are defined by the positive gradients of L i so as to maximize L i . Again, the projection operation Π R l + on µ is to guarantee that µ(t) ∈ R l + for all t. We next illustrate the design of the control law for the physical variables. By Theorem 8.2 of [8] , for each i ∈ V, since (A ii , B i ) is controllable, there exists a nonsingular matrix
We then havė
For each i ∈ V, notice that (Â ii ,B i ) is controllable. Then there exists K 0i ∈ R 1×ni such thatÂ ii +B i K 0i is Hurwitz ( [8] , Theorem 8.3). We further have that there exists a symmetric positive definite matrix P 0i ∈ R ni×ni such that
, where ε ∈ R is a constant scalar such that
The distributed control law is given by (6) . Each agent i takes (x i ,ū i ) as an intermediate estimate of the VE and aims to drive x i by u i to asymptotically keep track ofx i and u i itself asymptotically keep track ofū i . The logic of (6) lies in that we estimate the equilibrium of u i byū i and correct this estimation by the feedback of the tracking error from x i tox i gained by (K i (ε) + a i )T i . The introduction of ε is to enable arbitrarily fast tracking (by choosing ε arbitrarily small). Notice that (6) does not require inter-agent communications.
B. Convergence results
The following assumptions are needed for convergence. Assumption 3.2: Ax + Bu = 0 n is included inD. Remark 3.1: Assumption 3.2 guarantees that the VE of the GNEP satisfies the steady state condition of (4) so that the VE tracking problem is feasible. If Ax + Bu = 0 n is not originally included inD, one can deliberately add it intoD and impose Assumption 2.5 on the resulted GNEP. Assumption 3.3: For each i ∈ V, there exists a constant scalar σ i > 0 such that S i (ε)Â ij S −1 j (ε) 1 < σ i for any j ∈ V with j = i and any 0 < ε < 1.
Remark 3.2: For any i, j ∈ V, the entry of
j (ε) at the intersection of the s-th row and the c-th column, denoted byā sc , is ε s−c a sc , where a sc is the corresponding entry ofÂ ij . A sufficient condition for Assumption 3.3 is that a sc = 0 for all s < c. Under this condition,ā sc = 0 for all s < c. For the entries with s ≥ c, since 0 < ε < 1, |ā sc | ≤ |a sc |. Thus,
If n i = n j , this condition means thatÂ ij is a lower triangular matrix. If n i > n j ,Â ij is denser than lower triangular; if n i < n j , it is sparser. We provide a concrete optimal power flow example that satisfies Assumption 3.3 in Section VII-A.
The following theorem summarizes the convergence results of Algorithm 1.
Theorem 3.1: Suppose Assumptions 2.1-2.5 and 3.1-
linear system (4) globally asymptotically converge to the unique VE of the GNEP(D, F ).
The proof of Theorem 3.1 is given in Section V-A. Remark 3.3: In Algorithm 1, all the agents have to choose the same (fixed) ε such that 1/ε > 2 √ n(N − 1) max i∈V {σ i P 0i 1 } + 2. This can be realized distributively by the max-consensus scheme [29] . Each agent i initializes the scheme by picking any η
Notice that this initialization only requires an agent's local information. At each step from = 0 to = dm(G) − 1, each agent i communicates with its neighbors and computes η +1 i = max j∈Ni∪{i} η j . Given that G is undirected and connected, by the analysis in [29] , after dm(G) steps, maxconsensus is reached, i.e., η
+2
. We then have
IV. CASE II: NONLINEAR DYNAMICS
In this section, we assume n 1 = · · · = n N =n and consider the case where system (2) is nonlinear and in the following strict-feedback forṁ
. The following assumption is standard for systems in the strictfeedback form (e.g., Section 14.3 of [16] ).
Assumption 4.1: ∀i ∈ V, f i is of class Cn; ∀j ∈ {1, · · · , l}, G j is of class Cn; ∀i ∈ V, ∀ = 1, · · · ,n, Θ i and Γ i are of class C , and Θ i (y) = 0 for any y ∈ R N . We note that Algorithm 1 is inapplicable to the nonlinear system (8) . The reasons are twofold. First, the equality constraints in the GNEP can only include affine functions. It is the case for the steady states of the linear system (4). However, the steady states of the nonlinear system (8) introduce nonlinear functions, making problem (3) non-convex. Second, in centralized control, stabilization of nonlinear systems is completely different from and much more challenging than that of linear systems. So the nonlinear system (8) requires a completely different distributed stabilizing controller from (6) for the linear system (4).
If a linear system is stabilizable, there are many systematic ways to find its stabilizing controllers, e.g., cyclic design, Lyapunov-equation method and canonical-form method [8] . However, such general methods do not exist for nonlinear systems. In the literature of nonlinear control, researchers have studied stabilization of several classes of nonlinear systems with certain special structures. Notable examples include strict-feedback systems (or systems in lower triangular form) which can be stabilized by the technique of backstepping, and strict-feedforward systems (or systems in upper triangular form) which can be stabilized by the technique of nested saturation or forwarding [14, 16] . Many coordinate transformations have been proposed to cast nonlinear systems in one of the two forms [26, 35, 44] . In this section, we focus on strict-feedback systems. Such systems have broad real-world applications, e.g., HVAC systems [39] , unmanned autonomous vehicles [1, 7] and power systems [22, 25] . Strict-feedforward systems are left as future works.
In this section, we assume that the GNEP only depends on x [1] , i.e., the first entry of each agent's state, and each agent i's decision variable in the GNEP is x i1 . Moreover, for each i ∈ V, assume W i = R. The optimization problem for agent i is then min xi1∈Di(x
Remark 4.1: With the strict-feedback form of (8) and the restriction that the GNEP only depends on x [1] , given the VE of the GNEP, denoted byx [1] , it is guaranteed that there exists a uniquely determined pair (x,ũ) which is a steady state of system (8) . This is observed as follows. For each i ∈ V and each = 1, · · · ,n, since Γ i and Θ i only depend on x
[1∼ ] , we can sequentially uniquely determinex i(
[1∼ ] ) = 0 for all i ∈ V and all = 1, · · · ,n). Due to this fact, we do not need to include the equality constraints induced by the steady sate condition of (8) into the constraint set of the GNEP.
In the rest of this section, to save space, we omit the time index t and the arguments of the component functions.
A. Algorithm design
Different from the indirect method of Algorithm 1, in this section, we directly work on (x, u) and design a control law for u such that (x, u) of system (8) globally asymptotically converge to the steady state of (8), (x,ũ), withx [1] being the VE of the GNEP. The algorithm design is inspired by the technique of backstepping [19] . A major step is to convert system (8) into a chain of stabilizable integrators by a coordinate transformation, detailed next.
are shared dual states. To achieve VE convergence, we aim that
However,ẋ i1 is governed by (8) . We then aim that the error
We then aim that z i2 asymptotically diminishes. We havė
with constant k i2 > 0. Intuitively, if z i3 asymptotically diminishes, thenż i2 asymptotically converges to −k i2 z i2 , which implies that z i2 asymptotically diminishes. Hence, we further aim that z i3 asymptotically diminishes. With this logic, for each i ∈ V, we aim to sequentially define a coordinate transformation for z i2 , · · · , z in and design a control law for u i such that the dynamics of z i 's are as followṡ
Intuitively, z in asymptotically diminishes, which implies that z i(n−1) asymptotically diminishes, which further implies that z i(n−2) asymptotically diminishes. With this logic of backstepping from z in back to z i2 , we have that z in , z i(n−1) , · · · , z i2 all asymptotically diminish for all i ∈ V. We next provide the general form of the coordinate transformation and the control law. For any α, β ∈ {1, · · · ,n − 1}, let T i α,β be the sum of all the α-th order products of the first β elements of {k i2 , · · · , k in } with repeat. For example,
For each i ∈ V, agent i's control u i is designed as follows
Remark 4.2: By Assumption 4.1, all the derivatives in (10) and (11) exist and are continuous. With the strict-feedback form of (8), for each i ∈ V and each = 1, · · · ,n, z i only depends on z [1∼( −1)] but does not depend on z [ ] for any ≥ , and u i only depends on z but does not depend on any other u j . Hence, (10) and (11) can be sequentially computed in the order of z (10) is obtained by just expanding the termż i( −1) . This expansion helps to obtain the explicit expression of u i . Recall that we aim to achieveż in = −k in z in . Thus, u i is designed such thaṫ z in + k in z in = 0, which leads to (11) .
The following lemma summarizes the dynamics of the transformed system derived by (10) and (11) .
Lemma 4.1: Under Assumption 4.1, by (10) and (11), the dynamics of the transformed system follows (9) .
The algorithm is summarized by Algorithm 2. At time t, each agent i executes the control law (11) and updates the transformed state z i by (9) 
Each agent i ∈ V executes the control law (11); updates z i by (9); and updates (λ, µ) bẏ
B. Convergence results
The following assumption is needed for convergence. Assumption 4.2: ∇F is strongly monotone on R N with constant M > 0.
Notice that the GNEP in this section only involves x [1] and the primal-dual dynamics is perturbed by a chain of integrators. Strict monotonicity of ∇F is not enough for convergence guarantee because it provides zero stability margin for the primal-dual dynamics. Instead, strong monotonicity is needed.
The following theorem summarizes the convergence results of Algorithm 2.
Theorem 4.1: Suppose Assumptions 2.1, 2.3, 2.5, 4.1 and 4.2 hold. Choose k 1 , k i2 , · · · , k in such that k 1 M > 1 and k i > 1 for each i ∈ V and each = 2, · · · ,n. By Algorithm 2, (x(t), u(t)) globally asymptotically converge to the steady state of system (8), denoted by (x,ũ), withx [1] being the unique VE of the GNEP (D, F ) .
The proof of Theorem 4.1 is given in Section V-C. Remark 4.3: Similar to Remark 3.3, the agents can distributively choose the same k 1 by the max-consensus scheme [29] .
C. Extension
In this subsection, we discuss how to extend the results derived in this section to the case where the GNEP depends on some x j 's with > 1 and/or some u j 's. The overall idea is to derive the steady state of each x j with > 1 and u j as a function of x [1] and substitute x j 's and u j 's with their steady state forms in the GNEP. Then the resulted GNEP only depends on x [1] . The change of variables is feasible due to the strict-feedback form of (8) , and is detailed next.
For each i ∈ V, the steady state condition of x i1 is Γ i1 (x [1] ) + Θ i1 (x [1] )x i2 = 0, by which we obtain the steady state of x i2 as a function of
). For convenience of notation, letx [2] = Υ 2 (x [1] ). The steady state condi-
, by which we can obtain the steady state of x i3 as a function of x [1] 
). Go on with this procedure of change of variables in the order of x [2] → · · · → xn → u to obtain the steady state of each x [ ] and u as a function of only x [1] , denoted bȳ
, respectively. We then substitute (x [2] , · · · , x
[n] , u) with (x [2] , · · · ,x
[n] ,ū) in the GNEP. The resulted GNEP then only depends on x [1] and Algorithm 2 can be applied. Notice that, to have the convergence result of Theorem 4.1, all the assumptions required by Theorem 4.1 should be imposed on the GNEP after the change of variables, rather than the original one.
V. PROOFS
This section proves the results of Sections III and IV.
A. Proof of Theorem 3.1
This subsection is devoted to proving Theorem 3.1.
Proof: 
A triple (w,λ,μ) satisfying (13) is called a primal-dual optimizer of (3). Denote by Q the set of primal-dual optimizers of (3). We first prove the convergence of the auxiliary variables (w, λ, µ). This is formally stated by the following theorem. Proof: The update rule (5) can be written in the standard form of a projected dynamical system (see (1)) as
Define the Lyapunov function as V (w, λ, µ) =
, where (w,λ,μ) is any point of Q. For convenience of notation, denote by LV (w, λ, µ) the Lie derivative of V along (14) at (w, λ, µ) ∈ W × R m × R l + . We next show that system (14) satisfies all the hypotheses of Lemma 1.2 by proving the following series of claims.
Claim 5.1:
T ∇wL(w, λ, µ). For convenience of notation, let y = −∇wL(w, λ, µ). By Lemma 1.1, we only have to consider the case wherew ∈ bd(W ) and y T γ * (w) < 0 with γ * (w) = argmin γ∈N W (w) y T γ. By Lemma 1.1, we then have Π W (w, y) = y − (y T γ * (w))γ * (w). Then we have
, by the definition of normal cone, we have (w −w)
T γ * (w) ≤ 0. Since y T γ * (w) < 0, we then have (y T γ * (w))(w −w) T γ * (w) ≥ 0 and thus (w − w)
T Π W (w, y) ≤ (w −w) T y. Following the similar argument, one can obtain (µ −μ)
By the affinity of H and the convexity of G (see Assumption 2.1) and the first equation of (13), we have
By (13), we have
Then, by strict monotonicity of ∇F , we have
By strict monotonicity of ∇F , the equality sign of the last equation of (16) 
Proof: By Assumption 2.1, ∇F and ∇G are all locally Lipschitz on W . Since H is affine in w, ∇H is Lipschitz on W . The proof of Claim 5.2 then follows the same argument of the proof of Lemma 4.3 of [9] . Claim 5.3: The omega-limit set of any solution of (14) is invariant under (14) .
Proof: The proof of Claim 5.3 follows the same argument of the proof of Lemma 4.1 of [16] .
For any δ > 0, consider the compact set
. By Claim 5.2, starting from any point in S, there exists a unique solution of (14) and S is invariant under (14) . Furthermore, by Claim 5.3, the omega-limit set of each solution starting from any point in S is invariant. Finally, by Claim 5.1, LV (w, λ, µ) ≤ 0 for all (w, λ, µ) ∈ S. By Lemma 1.2, starting from any point in S, the solution of (14) converges to the largest invariant set M contained in cl(Z), where Z = {(w, λ, µ) ∈ S : LV (w, λ, µ) = 0}. By the proof of Claim 5.1, LV (w, λ, µ) = 0 if and only ifw =w and µ T G(w) = 0. Hence, we have Z = {(w, λ, µ) ∈ S :w =w, µ T G(w) = 0}. It is clear that Z is closed. Let (w, λ, µ) ∈ M ⊆ Z. The solution of (14) starting from (w, λ, µ) remains in M only if ∇wL(w, λ, µ) = 0 r . Together with H(w) = 0 m , G(w) ≤ 0 l and µ T G(w) = 0, we have that the triple (w, λ, µ) satisfies the KKT conditions (13) . Hence, we have M ⊆ Q. Since δ is arbitrary, we have that Q is globally asymptotically stable on
Finally, by the definition of omega-limit set and Claim 5.1, the omega-limit set of any solution of (14) is a singleton. This implies that any solution of (14) converges to a point in Q. This completes the proof of Theorem 5.1.
Next we prove the convergence of the physical variables (x, u). For each i ∈ V, let e i =x i −x i = T i (x i −x i ), e i = S i (ε)e i and e
. Choose the Lyapunov function as V (ê) = e T P 0ê . We then haveV (ê) = 2ê
T P 0ė = 2ê
. We have
[2ê
, the blocks at the diagonal positions are zero matrices and the block at the i-th row and j-th column position with i = j is P 0i S i (ε)Â ij S −1 j (ε). By Assumption 3.3, for each i, j ∈ V, i = j, P 0i S i (ε)Â ij S −1 j (ε) 1 < σ i P 0i 1 , which implies that the maximum absolute column sum for
j (ε) at the off-diagonal position and one column of the zero matrix at the diagonal position. Thus, we have P 0 S(ε)Â −ii S −1 (ε) 1 ≤ (N − 1) max i∈V {σ i P 0i 1 }. By 5.6.P5 of [13] , the 2-norm of a matrix with n columns is upper bounded by √ n times of its 1-norm. Hence,
For any ê ≥ P 0 c , given S(ε) = 1 for any 0 < ε < 1, we have
By (18), by choosing ε such that
2 < 0 for any ê = 0. Since P 0 is symmetric, we have
where λ min (P 0 ) and λ max (P 0 ) are the smallest and largest eigenvalues of P 0 , respectively. Because P 0 is positive definite, λ min (P 0 ) and λ max (P 0 ) are both positive. Viewê as state and c as input. Then, by Theorem 10.4.1 of [14] , the system is inputto-state stable. By Theorem 10.4.5 of [14] , we then have lim sup t→∞ ê(t) ≤ γ(lim sup t→∞ c(t) ), where γ(·) is a class K function ( [14] , Definition 10.1.1). In the convergence analysis of the auxiliary decision-making variables (x,ū), we have shown that (x(t),ū(t)) asymptotically converge to the VE (x,ũ) which satisfies Ax + Bũ = 0 n . Thus, as t → ∞, we have Ax(t) + Bū(t) → 0 n andẋ(t) → 0 n , by which we can obtainÂx +Bv → 0 n andẋ(t) → 0 n . Therefore, we have lim sup t→∞ c(t) = 0, which implies that lim sup t→∞ ê(t) = 0. Hence,ê(t) asymptotically converges to zero which implies that x(t) keeps track ofx(t) asymptotically. Thus, e v (t) diminishes asymptotically which implies that v(t) asymptotically keeps track ofv(t), which further implies that u(t) asymptotically keeps track ofū(t). Hence, (x(t), u(t)) also asymptotically converge to the VE (x,ũ). This completes the proof of Theorem 3.1.
B. Proof of Lemma 4.1
In this subsection, we provide the proof of Lemma 4.1.
Proof: By the construction of z i1 , z i2 , z i3 in Section IV-A, we see that the dynamics of z i1 and z i2 satisfy (9) . Assume that the dynamics of z i1 , · · · , z i( −1) satisfy (9) for some ∈ {3, · · · ,n−1}. By (10) and the inductive assumption, we havė
Thus, the dynamics of z i also satisfies (9) . By induction, the dynamics of z i satisfies (9) for all = 1, · · · ,n − 1. Finally, one can expand the dynamics of z in as above and, by (11) , obtainż in = −k in z in .
C. Proof of Theorem 4.1
This subsection proves Theorem 4.1.
Proof: The dynamics of (z, λ, µ) consist of (9) and (12) 
Denote by Q the set of (x [1] ,λ,μ) satisfying the KKT conditions. Letz i1 =x i1 ,
T with (x [1] ,λ,μ) being any point of Q. Choose the Lyapunov function as V (y) = (9) and (12) . To apply Lemma 1.2, we are left to prove a counterpart of Claim 5.1. By the proof of Claim 5.1, we can obtain (µ −μ)
. By Lemma 4.1, we have
By the affinity of H and the convexity of G and the KKT condition ∇ z [1] L(x [1] ,λ,μ) = 0 N , we can derive
Then, by strong monotonicity of ∇F , we have
This proves a counterpart result of Claim 5.1 and we are ready to apply Lemma 1.2. For any δ > 0, consider the compact set
. By Lemma 1.2, starting from any point in S, the solution of (9) and (12) converges to the largest invariant set M contained in cl(Z), where Z = {(z, λ, µ) ∈ S : LV (z, λ, µ) = 0}. By the above proof, we have LV (z, λ, µ) = 0 if and only if z =z and µ T G(z
The solution of (9) and (12) starting from (z, λ, µ) remains in M only if ∇ z [1] L(z [1] , λ, µ) = 0 N . Together with H(z [1] ) = 0 m , G(z [1] ) ≤ 0 l and µ T G(z [1] ) = 0, we have that the triple (z [1] , λ, µ) satisfies the KKT conditions. Hence, we have M ⊆ Q. By the definition of omega-limit set and (21), the omega-limit set of any solution of (9) and (12) is a singleton. Since δ is arbitrary, we have that, starting from any point in R n × R m × R l + , the solution of (9) and (12) converges to a point (z,λ,μ) with (z [1] ,λ,μ) being a point in Q andz [ ] = 0 N for all = 2, · · · ,n. We now check the coordinate transformation (10) . Since z i1 = x i1 for each i ∈ V, we have that x [1] asymptotically converges to the VEx [1] . Next, sincez i2 = 0 and ∇ zi1 L i (ỹ) = 0, by the coordinate transformation of z i2 , we have
Notice that this is just the steady state condition for the dynamics of x i1 . We next show by induction that, for each = 2, · · · ,n, x i asymptotically converges tox i which is the unique steady state of x i givenx [1] . We have proved the case of = 2. Assume that this argument holds for all from 2 up to k for some k ∈ {2, · · · ,n − 1}. For = k + 1, we check the coordinate transformation of z i given by (10) . Notice that z i2 = · · · =z i(k+1) = 0. Also notice that on the right-handside of the equation, all the terms with the derivative operation d dt only depend on x [1] , · · · , x [k] , which, by assumption, asymptotically converge to fixed valuesx [1] , · · · ,x [k] . Thus, the derivatives asymptotically converge to zero. Therefore, as t → ∞, we have Θ i,1∼( −2) Γ i( −1) + Θ i,1∼( −1) x i → 0, which further implies Γ i( −1) + Θ i( −1) x i → 0. This is just the steady state condition for the dynamics of x i( −1) . Thus, the argument holds for = k + 1. By induction, the argument holds for all = 2, · · · ,n. Thus, x [2] , · · · , x
[n] asymptotically converge tox [2] , · · · ,xn such that, together withx [1] ,x is a steady state of system (8) .
VI. CONCLUSION
We study two complementary cases of distributed optimization-based control problems: linear systems with controllable subsystems and nonlinear systems in the strictfeedback form. The proposed algorithms are verified by two case studies on an optimal power flow problem and a multizone building temperature regulation problem, respectively.
VII. CASE STUDY
In this section, we validate the claims of Theorem 3.1 and Theorem 4.1 by an optimal power flow problem and a multizone building temperature regulation problem, respectively.
A. Simulation for Algorithm 1
We simulate Algorithm 1 by an optimal power flow (OPF) problem and use the IEEE 37-bus Test System [34] for the physical couplings between the agents, as shown in Fig. 1 . The physical meanings of the parameters and variables are listed in Table I. GNEP. We adopt the model from [42] for the GNEP. Assume that each bus has only one generator and one load. For each i ∈ V, Let N i ⊆ V\{i} be the set of agent i's neighbors in the network. The OPF problem is formulated as follows
wherew ≡ 60Hz,
and a i > 0 for all i ∈ V. We next formulate (22) into a 
, agent i aims to solve the following optimization problem
The collection of the above optimization problems is a GNEP. Define Lagrangian for each i ∈ V:
T . It is easy to see that the GNEP satisfies Assumptions 2.1-2.4. Now we verify Assumption 2.5. With a i > 0 for all i ∈ V, the objective function of (22) is convex in (P M , θ) . Also, the constraints are linear. Then, there is no duality gap and there exists a Lagrange multiplier for (22) System dynamics. The model of physical dynamics is adopted from [42] . For each i ∈ V, the dynamics of agent i's states are described bẏ
is a positive constant scalar for each pair (i, j) and
i is a constant scalar for each i ∈ V. Then, for any 0 < ε < 1,
Thus, the transformed system satisfies Assumption 3.3.
Simulation results. The values of the parameters are adopted from page 598 of [20] :
For the GNEP, each agent i updates {P Mi , θ i , λ i , µ ij , j ∈ N i } by (5) . The steady states of ω i and θ i for the physical dynamics areω i =ω = 60Hz andθ i (t) = 2πωt +θ i , heat resistance between C i1 and C i2 R ji thermal resistance between zone i and zone j R oa i thermal resistance between zone i and outside air cp specific heat capacity of zone air respectively, whereθ i is the VE of θ i of the GNEP. It can be computed that the steady states of P Mi , P vi and P refi arẽ
At each time t, with the current θ i and ω i from the GNEP, agent i can compute the current estimates of θ i (t), ω i (t), P Mi (t), P vi (t) and P refi (t). Then, by performing the transformation by Q i and T i , agent i can obtain the current estimates of the transformed variables and design the controller by (6) .
For the GNEP, let (P M ,θ) be the auxiliary variables, Fig. 2 , in which the blue solid line is the trajectory of the former while the red dashed line is the trajectory of the latter.
B. Simulation for Algorithm 2
We simulate Algorithm 2 by a multi-zone building temperature regulation problem. The physical meanings of the parameters and variables are listed in Table II .
System dynamics. Consider a set of zones V = {1, · · · , N } and an air handling unit (AHU). For each zone i, the following dynamic model is adopted from [24] 
In ( Notice that the dynamics of T i2 only depends on the states while the dynamics of T i1 depends on both the states and the controls. To cope with the structure of system (8) in Section IV, we reverse the order of T i1 and T i2 in the expression of the system dynamics and let x i1 = T i2 and x i2 = T i1 . We make the following simplifications so that the states of each zone i are controlled by a single control input: 1) δ(t) ≡ 0, i.e., the return air is not recirculated; 2) ∆T c (t) ≡ 0, i.e., the cooling power of the AHU is not used, instead, we assume that zone i's control ∆T Under the above simplifications, we can obtain the following dynamic model from (25)
It is clear that system (26) is in the form of (8) . Meanwhile, zone i also aims to minimize the control effort u i . The states (T i1 , T i2 ) and control u i are subject to the constraints T i ≤ T i ≤ T i for ∈ {1, 2} and u i ≤ u i ≤ u i , respectively, with T i1 = T i2 = T i and T i1 = T i2 = T i . For each i ∈ V, the optimization problem of zone i is constructed as follows
where c Recall that the GNEP concerned in Section IV is restricted to only include the first variable of each agent's states. To be able to handle the above optimization problem by the approach of Section IV, we estimate x i2 and u i in (27) by their manifolds that only include x [1] . From (26), we can obtain that the manifold of x i2 is x i1 and the manifold of u i is 
Notice that x i1 appears in the first inequality constraint of zone j's optimization problem for each j ∈ N i . We then need to include the constraint of u j for each j ∈ N i into zone i's optimization problem. Problem (28) is then modified as
It is clear that (29) satisfies Assumptions 2.1-2.3 and 4.1. We assume that the constant parameters are chosen such that, for each i ∈ V, it holds that 2(c sufficiently large. One can check that the Jacobian ∇ 2 F is then positive definite, which implies that ∇F is strongly monotone and thus Assumption 4.2 is satisfied. Assumption 2.5 can be verified by the same argument used to verify Assumption 2.5 for the OPF problem in the last subsection.
Simulation results. We consider the case where N = 10. The undirected graph describing the topology of the zone network is denoted by G = (V, E), where V = {1, 2, · · · , 10} and E = {(1, 2), (2, 3), · · · , (8, 9), (9, 10)}. The floor plan is depicted by Fig. 3 . This adjacency topology is widely used for case studies in the literature, e.g., [24] . The values of the parameters are adopted from [24] : for all i ∈ V, C i1 = 9163kJ/K, C i2 = 169400kJ/K, m T and x * be the steady state of x. The 2-norm error x(t) − x * is shown in Fig. 4 . 
