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1. INTRODUCTION 
Many function algebras arise as spaces of analytic functions on one 
object or another. One of the principal problems in the study of 
function algebras is whether, given a function algebra A, one can 
introduce an analytic structure in the maximal ideal space MA of A. 
The most general theorem in this direction is due to Gleason [6]. 
He shows that if a maximal ideal 8 E MA is (algebraically) finitely 
generated over A, then there is a neighborhood of 13 in MA which 
can be given the structure of an analytic variety in such a way that 
the functions in A all become analytic on the variety. 
It was Gleason also who introduced the notion of a “part” of MA 
(cf. [3]). He showed that the relation 11 0 - 16 11 < 2 is an equivalence 
relation in MA , the norm being taken in the conjugate space of A. 
If a connected subset of MA is to be endowed with any sort of analytic 
structure, then that subset must be contained in the same part of MA . 
Basing his work on the invariant subspace techniques of Helson 
and Lowdenslager, Wermer [I81 showed that every part in the 
maximal ideal space of a Dirichlet algebra either consists of one point 
or is an analytic disk. This theorem evolved into the following 
statement [II]. If A is a function algebra and 4 E MA has a unique 
representing measure on the Shilov boundary bA of A, then the part 
of + in MA either consists of one point or is an analytic disk. 
Later Wermer [19] obtained information on parts in hypo-Dirichlet 
algebras. His results were strengthened by O’Neill [12]. Although 
O’Neill considered only hypo-Dirichlet algebras, his proofs showed 
that if the set of representing measure for + E MA is finite-dimensional 
and if the part of 45 consists of more than one point, there is an analytic 
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disk in M,, which passes through 4. If, moreover, all representing 
measures for 4 are mutually-absolutely-continuous, the part of 4 
in 111, can be given the structure of a (possibly disconnected) one- 
dimensional analytic variety. 
It is our purpose to investigate the structure of this analytic variety. 
It will be shown that the variety is a finite (connected) open Riemann 
surface with possibly a finite number of points identified. If, moreover, 
4 has a unique Arens-Singer measure, then the variety is a finite 
open Riemann surface, and every bounded analytic function on the 
surface can be approximated uniformly on compacta by a bounded 
sequence of functions in A. 
In Section 3 a procedure is given which allows one to handle 
singularities on a variety obtained by identifying the centers of two 
analytic disks. 
&maximal algebras are discussed in Section 5. In Sections 6 through 8 
the embedding is performed in the case that H” is +-maximal. 
In Section 9 a description is given of subalgebras of finite codimen- 
sion in a given algebra A. These are all obtained by first identifying 
certain pairs of maximal ideals of A and then by taking the kernels of 
certain point derivations. This description is used in Section 10 to 
describe the “mutually-absolutely-continuous” case. 
The terminology we will use is standard. Some of the definitions 
and notational conventions are as follows: 
A will always be a function algebra; i.e., a uniformly-closed 
separating subalgebra of continuous complex-valued functions on 
some compact space X, which contains the constants. C(X) will 
denote the algebra of all continuous functions on X. 
MA and bA are, respectively, the maximal ideal space and the 
Shilov boundary of A. A-l is the set of invertible elements of A. 
log/ A-l 1 is the additive group of functions of the form log1 f 1, 
f E A-l. Re(A) is th e set of real parts of functions in A. If 0 E MA , 
A0 will denote the kernel of 8. 
The A-convex hull B of a compact set EC MA is the set of 
OEM, such that /O(f) [ <sup,,/~)(f)l for all fEA. Z? is the 
maximal ideal space of the closure of the restriction algebra Al, 
in C(E). 
A positive finite Baire measure p on bA is a representing measure 
foreEM,ifB(f)= JfdpforallfEA. 
A positive finite Baire measure p on bA is an Arens-Singer 
measure (cf. [2]) for 0 E MA if log/ 0( f )I = Jlogl f I dp for all f E A-l. 
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Writing f = 8, g E A, we obtain Re 6( g) = J Re( g) dp, g E A. 
It follows that dp is a representing measure for 0. 
Every 19 E MA has an Arens-Singer measure. In fact, the Arens- 
Singer measures for 0 are precisely the positive extensions of the 
functional L on the linear span of log1 A-l 1 determined by setting 
LP%lfl) = logI Yf)l>fE A-l. 
2. THE ARBNS-ROYDEN THEOREM 
The Tech cohomology group Hr(X, 2) of a compact space X with 
coefficients in the group of integers Z can be identified with the 
group of homotopy classes of mappings of X into a circle. If f E A-l, 
then f /I f j maps n/r, into the unit circle and so determines a cohomology 
class [f ] in H’(M, , Z). 
The Arens-Royden theorem [15] states that f -+ [f ] is a homo- 
morphism of A-l onto H’(M, , Z), and that the kernel of the homo- 
morphism consists of the exponentials of functions in A. In other 
words, H’(M, , Z) is isomorphic to A-l/&. 
2.1 LEMMA. If A is antisymmetric, then Hl(M, , Z) is isomorphic 
to log1 A-l I/Re(A). 
Proof. The group A-l/e* is mapped homomorphically onto 
logi A-l J/Re(A) by the correspondence fe* -+ log/ f 1 + Re(A). The 
kernel of the homomorphism consists of the cosets in A-l/& of 
functions of unit modulus in A-l. If A is antisymmetric (i.e., if the 
only real-valued functions in A are constants), then the only functions 
f E A-l of modulus one are constants. In fact, if f E A-l has unit 
modulus, then 
expresses f as a linear combination of two real-valued functions in A. 
Hence f is constant and f E e*. Q.E.D. 
3. BLOWING UP SINGULARITIES 
Suppose X is a compact space, E+ and E- are two disjoint closed 
subsets of X, and T is a homeomorphism of E+ and E- . Suppose that 
MA is obtained from X by identifying every point x+ E E+ with its 
image x- = I E E- . A can be considered as a subalgebra of C(X). 
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3.1 LEMMA. There exists h E C(X) such that h2 E A-l and 
h(~(x)) = -h(x), x E E+ . 
Proof. Choose a function 0 E C,(X) such that 0 < 0 < 7~, 
81E+ = 0, and e/E- = 7r. Since e22’e(z) = e2ie(7(z)) for x E E+ , ezie can 
be considered as a continuous function on MA . 
By the Arens-Royden theorem, there is g E A--i which represents 
the same cohomology class as e2ie. Henceg = e2ieev for some z, E C(M,). 
The function h = eieev12 E C(X) has the desired properties. Q.E.D. 
Let [A, h] be the function algebra on X generated by A and h. 
[A, h] is the closure in C(X) of A + hA. 
3.2 LEMMA. b[A, h] C bA u E+ u E- . 
Proof. Let x,, E X - (b/l u E+ u E-), and let g(x,,) = q, . Let 
&=a a,(~ - x,,)~ represent near x0 the branch of (.z)lj2 which satisfies 
(z,,)~/~ = h(x,). Then C,“=O a,( g - g(x,,))” converges uniformly to h 
in some neighborhood U of x,, . 
U can be chosen sufficiently small so that U C X - (bA u E+ u E-). 
By the local maximum modulus principle, the Shilov boundary of the 
uniform closure of A in C(U) is contained in b U. Since the uniform 
closure of A in C(U) is the same as the uniform closure of [A, h] 
in C(U), the Shilov boundary of [A, h] cannot meet U. Q.E.D. 
Every homomorphism v E MA extends at most two ways to A + hA, 
since v(h) must be &[q(g)] l12. Hence q~ has at most two continuous 
extensions to [A, h]. For points xcE, there are exactly two continuous 
extensions, one in E, and one in Em . 
3.3 LEMMA. If q, MA and q~ $ l?, then q~ extends uniquely to [A, h]. 
Proof. Let V = M[a,hl - X. To prove the lemma it suffices to 
show that if y E V, then via E e. First we will show that the boundary 
of V is contained in E+ u E- . Suppose $U is a net in V converging 
to $ E X. #.ja is evaluation at some point 0, E X. We can assume 
that 8, -+ 8 E X. 
e,(h) and k(h) are the two roots of 8,(g), so B,(h) = -4,(h). 
Passing to the limit, we obtain 8(h) = -$(h), while 0(f) = a,b( f) 
for all f E A. So 0 and + are distinct points of X which are identified 
by A. It follows that $ E E+ u E- . 
This shows that bV C E+ u E- . By the local maximum modulus 
principal, V is contained in the [A, h]-convex hull of E+ u E- . 
So the restrictions of homomorphisms in V to A are contained in the 
A-convex hull I? of E. Q.E.D. 
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3.4 THEOREM. Suppose MR is obtained from the compact space X 
by identifying two points x+ and x- . Suppose that neither x+ nor x- 
is an isolated point of X and that the identified point x* does not belong 
to bA. Then there is a uniform algebra B on X such that B 1 A, MB = X, 
and bB = bA. 
Proof. Let h be the function constructed above, and let B = [A, h]. 
MB = X by Lemma 3.3 since {x*} is a hull. By Lemma 3.2, 
b[A, h] C bA u (x+ , x-}. Since isolated points of the Shilov boundary 
are isolated points of the maximal ideal space, neither x+ nor x- can 
belong to b[A, h]. 
3.5 COROLLARY. Undo the above assumptions on MA the point x* 
cannot have a unique Arens-Singer measure on bA. 
4. AN EXAMPLE 
We give an example which is a variation of the leaf spaces introduced 
by Gleason. Let 
I 1 1 Dj= (z,w)EC~:W=~Z,IXI<-:, 3 .I ! j = 1, 2,... 
K=;Dj 
j=l 
D = {(z, 0) E C2 : 1 z 1 < l}. 
Then K, D and K u D are polynomially convex subsets of C2. 
Let A be the uniform closure on K u D of the polynomials in z and w. 
If f E A and f vanishes on K, then f = 0. This occurs because the 
nth derivative off on D is related linearly to the derivatives off on 
thedisksDj,l <j<n+l. 
K u D is obtained by identifying the origin (0,O) E K to the 
center of a disk d = {z E C : / x 1 < l}. For the function h constructed 
in Section 3 we can take hi, = 1 and hi, = - 1. [A, h] is the direct 
sum of the closures of the polynomials on K and on d. In particular, 
A does not have finite codimension in [A, h]. 
Along these lines one can ask the following: Suppose MA is obtained 
from two compact sets X and Y by identifying a point x+ E X with 
x- E Y. Suppose the identified point x* is a peak point of A. 
If f E C(MzJ> f Ix ~4~ and f lyEAly, is it necessarily true that 
fEA? 
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An affirmative answer to this question would prove, for instance, 
that C[O, l] is the only function algebra whose maximal ideal space 
is the interval [0, 11. 
5. MAXIMAL SUBALGEBRAS 
Let 4 E MA be fixed, and let dm be a fixed representing measure for +. 
For the remainder of the paper we will make the following two 
assumptions on 4: 
5.1. The set of representing measures on bA for + is finite- 
dimensional. 
5.2. dm is a relative interior point of the convex set of representing 
measures for I$. 
In dealing with this situation, we will rely on the exposition in [5]. 
Some of the pertinent facts are as follows: 
Every representing measure for 4 is boundedly-absolutely- 
continuous with respect to dm. So the real linear span N of the set 
of differences of representing measures can be regarded as a subspace 
of L,“(dm). The complexification of N will be denoted by N, . 
H” is the weak-star closure of A in L”(dm) and H2 and H,2 are the 
closures of A and A,, respectively, in L2(dm). H” is a function 
algebra and bH” is the maximal ideal space of L”(dm). Also, 
Hm = H2 n L*(dm) (1) 
and 
La(dm) = H2 @ e @ NO. (2) 
Let D be the subset of L,“(dm) of functions orthogonal to N. 
If u ED, then u = Re(f) f or some f E H2 and etf E (Ha)-l for all 
real t. Also, 
logl(Hm)-l / = D + L, (3) 
where L is a discrete subgroup of N. 
Since Re(H”) _C D, we can form the quotient D’ = D/Re(H”). 
D’ is an infinitely-divisable group. From (3) and Lemma 2.1 we obtain 
H1(Mp , 2) E D’ @ Pm L. (4) 
We say that H” is +-maximal if whenever B is a closed subalgebra 
of L”(dm) such that B 3 H” and 4 extends multiplicatively to B, 
then B = H”. 
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5.3 LEMMA. If H” is $-maximal, then all representing measures for 4 
are mutually-absolutely-continuous. 
Proof. Let hdm be a representing measure for 4. Let B be the 
subalgebra of L”(dm) of functions f such that f agrees hdm almost 
everywhere with a function in the weak-star closure of A in L”(hdm). 
+ extends to B. If h vanishes on a set of positive measure, B # H”. 
Q.E.D. 
The main theorem of this section is a partial converse to the 
preceeding lemma. 
5.4 THEOREM. Suppose all representing measures for + are 
mutually-absolutely-continuous. Then there is a closed subalgebra B of 
L”(dm) such that B 2 H”, dim B/H” < co, q4 has an extension 
m%7~ and B is &maximal. 
The theorem is a simple consequence of the following lemma: 
5.5 LEMMA. Suppose B is a closed subalgebra of L”(dm) such that 
B 2 H”, 4 has an extension I$ E MB , and 4 has a representing measure dv 
which is mutually-absolutely-continuous with respect to dm. Then 
dim B/H” < dim N. 
Proof. Let hdm be a representing measure for 6 which satisfies 
5.1 and 5.2 with respect to the algebra B. Then h is bounded, and h 
vanishes on no set of positive measure. 
Suppose n > dim N and ur ,..., u, E Re(B). There exist real 
constants ci , not all zero, such that u = ciur + *** + c,u, I N in 
L2(dm). Then u E Re(B) n Re(H2). So the codimension of Re(B) n 
Re(H2) in Re(B) does not exceed dim N. 
To complete the proof it suffices to show that Re(H”) = Re(B) n 
Re(H2). The forward inclusion is obvious. 
Let u E Re(B) n Re(H2). Suppose that v and w are real such that 
u + iv E B and u + iw E H2. Then u + iv and u + iw belong to 
H2(hdm). Since the only real functions in H2(hdm) are the constants, 
v - w is a constant, and w is bounded. From (1) we obtain u E Re(H”). 
Q.E.D. 
Now 4 has a unique Arens-Singer measure if and only if the linear 
span of L is N. In this case Ahern and Sarason [I] have shown that 
the Arens-Singer measure dm satisfies 5.2. 
The following maximality theorem has been presented in [.5]. 
We offer here a different proof, based on the Arens-Royden theorem. 
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5.5 THEOREM. If C$ h as a unique Awns-Singer measure, then H” 
is +-maximal. 
Proof. We assume that dm is the Arens-Singer measure for 4. 
Let B be a closed subalgebra of L”(dm) such that B 2 H” and $ has 
an extension 4 E MB . C$ has an Arens-Singer measure which must 
coincide with dm. So dm is multiplicative on B. 
Now B is orthogonal to B, in L2(dm), so 
L2(dm) = H2(B) @ H,2(B) @ N,(B) (5) 
where H2(B) is the closure of B in L2(dm), etc. From (2) and (5), and 
the inclusion H2 C H2(B), we see that H2 has finite codimension 
in H2(B). It follows from (1) that H” has finite codimension in B. 
In particular, B is integral over H”. Hence every maximal ideal 
in H” extends to a maximal ideal in B. 
Since the linear span of logI(l 1 = D + L is L,“(dm), every 
$ E MRm has a unique Arens-Singer measure. Hence the extension of 
every $ E MRm must be unique. 
Therefore, MB = MRDD , and MB and M,, have the same coho- 
mology. From (4) and dim L = dim N we obtain 
D’ @ Zd’m - ZZZZ D’(B) @ ZdimN(B). (6) 
Hence dim N = dim N(B). Since N 1 N(B), we obtain N = N(B). 
From (2) and (5) we obtain H2 = H2(B). From (1) we obtain H” = B. 
Q.E.D. 
A class of examples which satisfy the hypotheses of Theorem 5.5 
is obtained as follows: Let R be a finite bordered Riemann surface 
with boundary r. Let A be the algebra of functions continuous 
on R v r and analytic on R. Let $ be the evaluation at some point 
z0 of R. Then the harmonic measure for x0 on r is a unique Arens- 
Singer measure for 4 on r. The space NC consists of the boundary 
values along r of the analytic differentials on the doubled surface of R, 
the so-called Schottky differentials of R. The space NC is finite- 
dimensional. 
6. THE COVERING MAP 
In this section we give Bishop’s procedure for obtaining covering 
maps, following O’Neill [12]. Then we derive some of the properties 
of the covering map. What is essentially Lemma 6.5 has been obtained 
by O’Neill and Wermer [13]. 
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First we summarize some facts concerning the notion of a “part” 
of a maximal ideal space. See [3] for more details. 
The part of 4 in MA consists of the # E M, for which Harnack’s 
inequality is valid: There is an E > 0 such that E < #(u)/+(u) < l/e 
for all positive u E Re(A). I# belongs to the part of $ if and only if 
II 4 - # II < 2. Th is occurs if and only if the norm of the restriction 
of # to A, is less than one. 
If # does not belong to the part of 4, then every representing 
measure for * is singular to every representing measure for 4. If 1+4 
belongs to the part of 4, then # and 4 have representing measures 
which are mutually-absolutely-continuous. 
In particular, if f E A satisfies 1 #(f )I = j/f 11, then #(f) = d(f) 
for all $ in the same part as 5. This is because f = 4(f) almost 
everywhere with respect to every representing measure for 4, and so 
f-d(f) 1 t a mos everywhere with respect to at least one representing 
measure for #. 
Recall that we are assuming that the set of representing measures 
for 4 is finite-dimensional. 
6.1. LEMMA. (cf. [12]) Suppose 4 # 4 belongs to the same part as 
4 in M, . There exists a representing measure v for 4 and a function 
FE H”(dv) such that 
(i) /F 1 = 1 a.e., 
(ii) FH”(dv) has finite codimension in H”(dv), 
(iii) there is an 0 < c < 1 such that 
1 - c2 
I1 -c+ 
is a representing measure for #. 
Proof. Let c be the norm of the restriction of # to A,. Then 
0 < c < 1. Let the measure r] represent a norm-preserving extension 
of +/A+ to C(X). Choose f, E A, such that 11 fn (1 < 1 and #( fJ + c. 
Let F be a weak-star adherent point of the sequence {f,} in Lm(dl 7 I). 
Then I F I < 1 a.e. and SF dv = c = J dl 7 I. Consequently, 
F d7 = dl 7 1 and 1 F I = 1 a.e. 
Let dp = (l/c)dl 7 1 = F dq/c. 0 ne verifies that dp is a representing 
measure for 4 and dv = 1 1 - CF I2 dp/(l - c2) is a representing 
measure for f$. 
Since the set of representing measures for 4 is finite-dimensional, 
H,,2(dp) @ H2(dp) has finite codimension in L2(dp). If g E H2(dp) is 
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orthogonal toFP(d~), then@ is orthogonal to (H,,2(dp) n IT&~(&)) @ 
H2(&). Hence FH2(&) has finite codimension in H2(&). 
By a theorem of Hoffman and Rossi (cf. [5]), the representing 
measures for 4 on Hm(d ) v are precisely the representing measures 
for $ on A which are absolutely-continuous with respect to dv. 
In particular, they form a finite-dimensional convex set. 
Let dm be a representing measure for 4 on H”(dv) satisfying 5.1 
and 5.2. Then dv and dm are mutually-absolutely-continuous and dvldm 
is bounded. 
Now dv is multiplicative on the algebra H2(dv) n L”(dv) which 
contains H”(dv) = H”(dm). By Lemma 5.5, H”(dv) has finite 
codimension in H2(dv) n L”(dv). H ence FH”(dv) has finite codimension 
in F(H2(dv) n L”(dv)). 
Since FH2(dp) = FH2(dv) has finite codimension in H2(dp) = H2(dv), 
it follows that F(H2(dv) n L”(dv)) has finite codimension in H2(dv) n 
Lm(dv). This latter space contains H”(dv). So FH”(dv) has finite 
codimension in H”(dv). Q.E.D. 
(The author is indebted to Mr. John O’Connell for pointing out 
a gap in the original version of this proof.) 
Now suppose that the F of Lemma 6.1 belongs to H” = H”(dm), 
where dm satisfies 5.2. This can always be obtained by replacing 
A by H”(d7). In other words, in the remainder of this section we will 
assume that there is Fe H” such that 1 F ) = 1 a.e., 4(F) = 0, and 
FH” has finite codimension in H”. 
For each complex number h such that / h ( < 1, we define 
F, = (F - X)/(1 - @) 
Then FA E: H” and / FA / = 1 a.e. 
(1) 
6.2. LEMMA. The codimension of F,,H” in H” is constant, 1 h / < 1. 
Proof. The operators T(h), defined by T(X)g = Fng, are isometries 
from H” into H”. The operators vary continuously with A. They 
have closed range and null space (01. Hence they are semi-Fredholm 
operators. By the stability theorem for the Fredholm index (cf. [22], 
p. 316, Theorem 6), the codimension of F,H” in H” must be constant. 
Q.E.D. 
6.3 LEMMA. F maps n/r, m onto the disk {I h / < 11. If 1 X 1 < 1, 
then the number of homomorphisms in F-l(X) does not exceed the 
codimension of FH” in H”. 
Proof. Since F,H” is a proper ideal, there must be a 8 E M,, 
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such that B(F,) = 0; i.e., B(F) = h. Since F(MH,) is closed and 
contains {I X 1 < 11, it must be {I h 1 < l}. 
If 1 h 1 < 1, every homomorphism in F-r(X) must vanish on F,lH”. 
So the second statement of the theorem follows from Lemma 6.2 and 
the linear independence of homomorphisms. Q.E.D. 
Let P denote the part of q5 in MHm . 
6.4 LEMMA. Let 0 E MHm . Then c9eP if and only if 1 B(F)! < 1. 
Proof. If 0 E P, then / B(F)/ < 1. 
Conversely, suppose that h = B(F) has modulus I h I < 1. The 
kernel of 0 contains the weak-star closed subspace F,H”. Hence the 
kernel of 0 is weak-star closed. 
In particular, 0 extends continuously to H2. Choose h E H2 such 
that j 1 h I2 dm = 1 and h is orthogonal to A8 . Then h is orthogonal 
to hA, , so 1 h I2 is orthogonal to A0 . Hence 1 h I2 dm is a representing 
measure for 0 which is absolutely continuous with respect to dm. 
It follows that 0 is in the same part as +. Q.E.D. 
Evidently every ideal in P is finitely-generated. By Gleason’s 
theorem, P can be given the structure of an analytic variety in such 
a way that all the functions in H” are analytic on P. Since P admits 
a finite-sheeted covering map over (1 h I < l), P must be one- 
dimensional. 
Before proceeding further we make some remarks easily obtainable 
from the parametrization theorem for analytic varieties. 
Let V be a one-dimensional analytic subvariety of a polydisk 4”. 
The set of singular points of V is discrete. If q, E V is not a singular 
point, there is a neighborhood of x,, in V which inherits from d” the 
structure of an analytic disk, and there is a function analytic on d” 
whose restriction to the disk gives the local coordinates. 
If x,, is an irreducible singular point of V, then x,, again has a 
neighborhood in V which is homeomorphic to a disk. There is an 
analytic function f on An and an integer k > 1 such that f ilk coor- 
dinatizes the disk. All functions analytic on An can be expanded in 
a series of powers off Ilk on the disk. 
If x,, is a reducible singular point of V, then a0 has a neighborhood 
in V which is homeomorphic to the union of a finite number of disks 
which meet at x0 . Each of the disks represents the germ of an irre- 
ducible variety at x0 and can be given an analytic structure as described 
above. 
Hence, V can be given the structure of an open (possibly discon- 
nected) Riemann surface, with certain discrete point identifications, 
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so that the functions analytic on A” also become analytic on V. 
This analytic structure is unique. In fact, if 9 is any family of complex- 
valued functions on a disk which separates the points of the disk, 
there is at most one analytic structure on the disk for which all the 
functions in 9 become analytic. 
Henceforth P will be endowed with the (unique) structure of a 
(possibly disconnected) open Riemann surface, with certain point 
identifications, so that H”I, becomes a separating algebra of analytic 
functions on P. The “singular points of P" will be the points at 
which several analytic disks meet. 
Let S be the singular set of the function F on P; i.e., S is the set 
of singular points of the surface P, together with the set of points 
in P at which the derivative of F vanishes. 
For each r, 0 < r < 1, the set F-l(I X 1 < r) is a compact subset 
of P and so has only a finite number of points in common with S. 
Hence the only limit points of F(S) lie on (1 h 1 = l}. 
6.5 LEMMA [13]. There is an integer & > 1 with the following 
property: For every A, E {I h 1 < 11, A,, $ F(S), there is an E > 0 such 
that F-l((X-Ah,I < ) E is a disjoint union of / analytic disks in P. 
Proof. Suppose that F-l(&) consists of l0 = /(A,,) homomorphisms 
f3 1 ,“‘, 4, * F gives local coordinates in a disk through each 8,) 
1 < j < t0 . Hence G(X) > /(A,,) for h near A, . 
Suppose there is a sequence A, --f A, such that [(A,) > /(A,). There 
are then homomorphisms & E F-l(&) such that t,!~, lies on none of the 
disks through the 0, . Passing to a sub-sequence, we can assume that 
$, converges weak-star to z,& . Then f (&,) = A, , so $,, is one of the 8, , 
say I&, = 8, . But then tin must eventually lie in the coordinate disk 
through 8, , contradicting the choice of the #, . 
Hence 6’(A) = /(A,) for h near A, . Since 2?(h) is a continuous integer- 
valued function on the connected set {I X / < 1) - F(S), &(A) must be 
constant. Q.E.D. 
6.6 LEMMA. F has only a Jinite number of singular points; i.e., 
S is$nite. 
Proof. Let r, be a sequence such that r, t 1 and such that F(S) 
does not meet the circle (1 h I = I,}. Let P, = F-l(I A ) < rJ. 
P, is a finite-bordered (possibly disconnected) analytic variety whose 
boundary bP,, consists of 6, circles, where 8, < 8. 
Let T, = MRW - int P, . Then MHm = T, v P, and T, n P, = bP, . 
EMBEDDING RIEMANN SURFACES IN MAXIMAL IDEAL SPACES 135 
From the Mayer-Vietoris sequence of the triad (MHoo, T, , P,) we 
obtain the following exact sequence: 
Hl(Mp, 2) ---f Hl( T, ) 2) @ Hl(P, , 2) -+ H’(bPm ) 2). (2) 
Substituting (5.4) for the first term, we obtain an exact sequence 
D’ @ Zd*m= -+ H1( T, , Z) @ Zgn --f Z$ (3) 
where qn is the first Betti number of P, . 
Since D’ is infinitely divisible, its image must belong to H1(T, , 2). 
The exactness then yields 
qn < dimL + en < dim L + 8. (4) 
If 19 E S and 8 is not a singular point of P, we define the ramification 
index of F at 8, as usual, to be one less than the order of the first 
nonvanishing derivative of F at f?. If 0 is a singular point of P and m 
disks meet at 0, the ramification index of F at 0 will be m - 1 plus 
the sum of the ramification indices of F at 8, considered as an analytic 
function on each of the disks that meet there. Let V, be the total 
ramification of F on P, . Then the Hurwitz formula, which can be 
proved easily by lifting an appropriate triangulation of (1 A 1 < Y,} 
via F to P, , reads as follows: 
x(P?J = ex({l h I G m)) - vn = 8 - v, 1 (5) 
x the Euler characteristic. Since the Betti numbers of the Pm’s are 
bounded, the Euler characteristics x(P,) are bounded and the V, 
are bounded. Hence S must be finite. Q.E.D. 
We collect our results in the following theorem. Recall that + and 
dm satisfy 5.1 and 5.2. 
6.7 THEOREM. Suppose there is un FE H” such that 4(p) = 0, 
/ F 1 = 1 a.e., and FH” hasjnite codimension in H”. Let P be the part 
of 4 in MHm . Then P can be compacti$ed by adding a boundary I’ so that 
(i) PU r can be given the structure of a (possibly disconnected) 
finite compact bordered Riemann surface with a finite number of points 
identified; 
(ii) the algebra H”I, is a separating algebra of analytic functions on P; 
(iii) F has a meromorphic extension p to the doubled surface p of P; 
(iv) 1 P / = 1 on r and p does not ramify on r. 
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Proof. Choose Y  < 1 so that 1 F(S)1 < Y. Let Y be a component 
of F-i(r < j h / < 1). If the restriction of F to Y is a K-sheeted 
covering of the annulus, then a suitable branch of F11k is a conformal 
map of Y and the annulus {rllk < 1 X j < l}. 
Hence we can adjoin boundary curves r so that P u r has the 
required properties. F extends continuously to I’ and has modulus one 
on r. By the reflection principle, F extends meromorphically to the 
doubled surface P. Since p gives local coordinates at each point of r, 
F does not ramify on r. Q.E.D. 
7. SEPARATION OF POINTS 
In this section, we assume that H” is $-maximal and that the part P 
of 4 in MHm contains more than one point. By Lemma 5.3, all repre- 
senting measures for + are mutually-absolutely-continuous. Hence 
H”(dp) = H” f or any representing measure dp for 4. In particular, 
any function obtained by solving an extremal problem, as m Section 5, 
will belong to H”. 
If iklHm were obtained from another space X by identifying the 
centers of two analytic disks, then H” would not be $-maximal. 
In fact, Theorem 3.4 would provide a strictly larger algebra to which 
4 extends. 
It follows that the analytic variety P has no singular points. 
A boundary r can be attached to P so that P u r is a (possibly 
disconnected) finite-bordered Riemann surface. Any extremal function 
G satisfies limO,l G(e)1 = 1, and hence has an extension G which is 
meromorphic on the doubled surface P of P. 
Our object in this section is to prove the following: 
7.1 THEOREM. Suppose that H” is $-maximal and that the part P 
of 4 in MHm contains more than one point. Then there are extremal 
functions FI ,..., F, E H” such that FI ,..., F, separate the points of P, 
and PI ,..., Fw separate all but a $nite number of pairs of points on I’. 
The proof of Theorem 7.1 will be broken into two lemmas. The 
first lemma yields the theorem when P is connected. 
7.2 LEMMA. Let R be a compact (connected) Riemann surface, and 
let Z and G be nonconstant meromorphic functions on R. Let h be a 
complex number such that Z does not ramify on Z-l(h). If G separates 
the points of Z-l(h), then Z and G separate all but a finite number of 
pairs of points of R. 
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Proof. G satisfies an irreducible polynomial equation p(G) = 0, 
with coefficients in the field of rational functions of 2. R is the 
Riemann surface of the algebraic equation p(Z) = 0 (cf. [I7]). The 
discriminant of p, which is a rational function of 2, has only a finite 
number of zeroes. Point identification can occur only on Z-l(co) or 
on fibers Z-l(h) which contain a pole of G or a zero of the discriminant 
of P. Q.E.D. 
Now suppose that F is one extremal function with ramification 
set SC P. Suppose that F(S) = (01~ ,..., ak} and that 01~ #F(S), 
1 01~ 1 < 1. By successively solving extremal problems we can find 
extremal functions FI ,..., F,, which separate the points of F-l(ol,), 
0 < j < k and which separate all pairs of points which belong to 
the same component of P. 
7.3 LEMMA. E,Fl ,..., Fm separate all but a jinite number of pairs 
of points on P V lT 
proof. Suppose (0, , &:=1 are distinct pairs of distinct points of 
P v r such that p(e,) = P(& = h, and Fi(B,) = Fj(y,), 1 <j < m. 
We can assume that the X, are distinct and that h, -+ h, , en + 8,) 
and 9% - vo * 00 and v,, lie in distinct components of P, so 8, # y,, . 
Also, h, $ F(S). 
Let y be a simple path in {I h 1 < l} from h, to (~a which does not 
pass through F(S). W e can lift y via p to two curves y’ and y” on 
PV r, beginning at B,, and p),, , respectively, and terminating in 
F-l(ol,J. The curves y’ and y” are disjoint. 
There are neighborhoods u’ and U” of y’ and y” respectively 
in P, such that P 1 U’ and p 1 U” give local coordinates. Let 
gj = Fi o (F iuj)-l - Fi o (F Iuff)-l. (1) 
gj is analytic in a neighborhood of y, and gj vanishes eventually on 
the sequence X, . Hence gj -= 0, 1 < j < m. This contradicts the 
assumption that the Fj separate the points in F-l(ol,,). Q.E.D. 
To complete the proof of Theorem 7.1 it suffices to add a finite 
number of extremal functions to those of Lemma 7.3. 
8. THE MAIN THEOREM 
In this section we again assume, in addition to 5.1 and 5.2, that 
H” is $-maximal and that the part P of + in MHm contains more than 
one point. Let FI ,..., F, be the extremal functions of Theorem 7.1. 
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d will denote the disk {I h 1 < l} and bd will denote the boundary 
of A. 
For each OL = (q ,..., a,) E (bd)” we define X, to be the set of 
8 E MRm such that Fj(0) = ~j , 1 < j < n. MHm is the disjoint union 
of P and the fibers X, , 01 E (bd)“. 
Each X, is the peak set of the function 
2-y 1 + ar,F,) -** (1 + 5$&F,). (1) 
Hence PI, is closed in C(X,). The Shilov boundary of H”I,= is 
bH” n X, (cf. [8]). 
8.1 LEMMA. If g is continuous on MHDo , g is analytic on P, and 
gj, E H”I, for all X, , then g E H”. 
koof. The family B of such functions is a closed subalgebra of 
C(M,,) which contains H”. If g E B, then 1 g I attains its maximum 
on some X, , and so on b(H”I,J = bH” n X, . Hence bB = bH”. 
Since H” is +-maximal, B = H”. Q.E.D. 
Now we consider the map @ of MRm into Cn given by 
@W = wf%-~~nw)~ 
We can also map P v r into Cn by defining 
&) = (~I(.+..., Ed4). 
@ maps r onto a finite number of closed analytic curves on (bA)n 
which may intersect at a finite number of points. 
8.2 LEMMA. @p(P) is dense in @(MHm). In particular, @(M,,) = 
Q(P) u 6(r). 
Proof. Let h be a continuous real function on @(MRoD) such that 
h Irb(P) = 0. By Lemma 8.1, h o @ E H”. Since the only real functions 
in H” are the constants, h vanishes on @(Ma,). Since every continuous 
real function which vanishes on @p(P) also vanishes on @(MHco), @(P) 
is dense in @(ME,). 
8.3 THEOREM. P is connected. 
Proof. Let Q be a connected component of P. @i(Q) n @(P - Q) 
consists of at most a finite number of points Jl),..., a(k). Since a finite 
union of peak sets is a peak set (cf. [21]), there is an f E H” peaking 
on X-(i) U a*. U Xatk) . 
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ForBEMxm, defineg(0) to be 1 if @(e)&(Q), andf(0) if@(e) $ Q(Q). 
Then g is continuous on MRm . By Lemma 8.1, g E H”. Hence Q is 
contained in the peak set g-‘( 1) which does not meet P - Q. Conse- 
quently, P - Q is empty, and P is connected. Q.E.D. 
Let B be the subalgebra of C(M,,) of functions which are analytic 
on P and constant on each fiber X, . By Lemma 8.1, B C H”. B can 
be identified with the subalgebra of C(P v lJ of functions which are 
analytic on P and identify the points on r which the Fi identify. 
Let H”(P) be the algebra of bounded analytic functions on P. 
The following theorem on Riemann surface algebras is a consequence 
of the Hoffman-Wermer theorem on modified convergence (cf. [.5]). 
8.4 LEMMA. Let g E H”(P). There is a sequence frr E B such that 
llfn llMHm < II g IIp andf, +g uniformly on compact subsets of P. 
Let J be the ideal of functions in H” which vanish identically on P. 
8.5 THEOREM. For each g E H”(P) there is a unique g” E H” such 
that g”lp = g and g” is orthogonal to J in L2(dm). The mapping g +g 
embeds H”(P) isometrically as a closed subspace of H”. H” is the direct 
sum of H”(P) and J. 
Proof. Let f E B. By Lemma 8.1, j’J C J. Integrating with 
respect to dm, we obtain f 1 J in L2(dm). 
Now let g E H”(P) and choose f, E B as in Lemma 8.4. Let g” E H” 
be a weak-star adherent point of the sequence { fn}EEl . Then g”lP = g 
and g” is orthogonal to J in L2(dm). Such a g” must clearly be unique 
and the correspondence g --+g” must then be linear. Since 
the mapping must be a sup-norm isometry. Q.E.D. 
We can now answer a question raised by Ahern and Sarason [I]. 
8.6 THEOREM. The ideal of functions in H” which vanish at 
a point e E P is principal. 
Proof. Let g be a function in B which has a simple zero at 0 and 
which vanishes nowhere else on P u l? By Lemma 8.1, (l/g) J C J. 
Hence g J = J. 
If f E H”(P) and f (0) = 0, then (f/g) E H”(P). So g divides every 
function in H” which vanishes at 8 and g H” = Horn. Q.E.D. 
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Another question which arises is whether the only representing 
measures for # are those which arise from H”(P). To answer this 
affirmatively we proceed as follows. 
We identify H”(P) with its isometric image in H”. Since 
H”(P) C H”, we can assume, to simplify things, that the functions 
F r ,..., r;(, of Theorem 7.1 separate the points of r. Then the restriction 
of 6 to I’ is a homeomorphism. 
We regard C,(r) as a subspace of Lxm by identifying the function 
u E C,(r) with u o 6-l o @. Let LRm(r) be the weak-star closure of 
C,(r) in L,“. 
Since C,(r) J C J and J. is weak-star closed, we obtain LRm(r) J C J. 
Integrating this relation with respect to dm, we obtain LRm(r) 1. J. 
Let N(r) be the set of u E C,(r) such that u 1 H”(P). The 
functions in N(r) are the boundary values along r of the Schottky 
differentials on P. Since N(r) 1 J, we obtain N(r) 1 H”. Hence 
N(r) _C N. Our object is to show that N(r) = N. 
Let D(r) be the set of all u E LRm(r) such that tu E log1 H”(P)-1 j 
for all real t. Then D(r) C D. 
8.7 LEMMA. LRm(r) = D(r) + N(r). 
Proof. First, one can give an alternate description of L,“(f) as 
the set of u EL,” such that there is a bounded sequence u, E C,(r) 
with u, -+ u a.e. In fact, if u E&~(T), there is a sequence vI), E C,(r) 
with V, -+ u in L2. If we redefine e, where ( YJ,, 1 is large, we obtain 
the desired sequence (un}. 
Now suppose w E LRm(r) and v 1 N(r). In view of the preceeding 
remark and the corresponding facts for Riemann surface algebras, 
there is a bounded sequence vu, E C,(r) such that O, E Re(H”(P)), 
and w, + z, a.e. Let h, be a weak-star adherent point of 
Then 1 h, 1 < etv and J’h, dm = effvdm. Hence 1 h&r-, 1 < 1 and 
j h&r-, dm = 1. It follows that h,h-, = 1, h, E H”(P)-l, and / h, / = etV. 
Hence w E D(r). Q.E.D. 
8.8 THEOREM. N = N(r). That is, if h dm is a representing 
measure for $, then 1 - h is the boundary value along r of a Schottky 
diJgwentia1 on P. 
Proof. Let W = N @ N(r). We must show that W = (01. 
Let u E C,(r) and w E W. Since u J 52 J and w 1 J, we obtain 
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uw 1 J. Since w I LRm(lJ, we obtain uw I LRm(lJ. Hence uw E W, 
and C,(I’)W C W. 
Since W is finite-dimensional, it is clear now that W = (01. One way 
to see this is to consider the multiplication operators h --+ uh, u E C,(r). 
They form a representation of C,(r) as a commutative algebra of 
operators on the complexification WC of W. 
Suppose h E WC is a common eigenvector of the representation. 
For u E C,(r), we define #(u) so that hu = #(u)h, h E WC. Since # is 
linear and multiplicative on C,(r) and #( 1) = 1, there is an a: E I’ 
such that 3(u) = U(LX) for u E C,(r). Then [U - u(cu)]h = 0 for all 
u E C,(r). Hence h = 0. It follows that WC = (01. Q.E.D. 
8.9 COROLLARY. The linear span of log1 (H”)-l 1 is L,“. In particular, 
4 has a unique Arens-Singer measure on bH”. 
Proof. The linear span of log/(H”)-l 1 contains D and the linear 
span of log/ H”(P)-l 1 contains N(r) = N. Since LRm = D + N, 
we are finished. 
9. SUBALGEBRAS OF FINITE CODIMENSION 
A point derivation at 19 E M, is a linear functional D on MA which 
satisfies 
The point derivations at 19 are precisely the linear functionals D on A 
which satisfy D( 1) = 0 and which vanish on Ag2, the ideal generated 
by products of pairs of functions in A8 . 
The kernel A, of a continuous point derivation D at 8 is a closed 
subalgebra of A. 
9.1 LEMMA. If D is a continuous point derivation at t?, then 
MAI, = MA. 
Proof. Since A is integral over A, , every # E A, can be extended 
to A. It is easy to verify that if vl, v2 E MA agree on Ae2, then 
Fl = 9% * Hence the extension of any # E A,, is unique. 
9.2 LEMMA. Suppose that D is a continuous point derivation of A 
at 8 and E is a point derivation of A, at 93, where q~ # 0. Then E can be 
extended uniquely to a point derivation of A at y. 
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Proof. Choose h E A such that v(h) = 0, #(h) = 1, and D(h) # 0. 
A is the linear span of A, and h, and h2 E A, . Any extension i? of E 
to A must satisfy l?(h) = +E(h2), so any extension of E is unique. 
Conversely, the linear functional E on A determined by setting 
E(h) = $E(h2) is a point derivation of A at q. Q.E.D. 
Let OEM,. A subalgebra H of A is a 8-subalgebra if there is a 
sequence of subalgebras A = A, 3 A, 3 -a* 1 A, = H such that Aj 
is the kernel of a continuous point derivation Oi of A,_1 at 19. If H is 
a &subalgebra of A, then H has finite codimension in A and 
MH = MA. 
9.3 LEMMA. If H is a O-subalgebra of A of codimension k, then H 
contains Ai” . 
The proof of Lemma 9.3 is immediate. 
The following results is a variant of the Chinese Remainder 
theorem due to Sidney [16]: 
9.4 LEMMA. Suppose O1 ,..., 0, are distinct points in MA . Suppose 
Li , 1 < j < /, is a nonzero linear functional on A which vanishes on 
At for some integer n. Then the Li are linearly-independent. 
9.5 COROLLARY. Suppose O1 ,. . ., OG are distinct points in MA . 
Suppose Hi is a Oi-subalgebra of A which has codimension ni in A. 
Then Hl n * .* n Ht has codimension n, + * .* + n, in A. 
9.6 LEMMA. Supp ose that H is a maximal proper subalgebra of A 
such that H has finite codimension in A. There is a maximal ideal M 
in H which is also an ideal in A. 
Proof. For each f E H we define an operator T, on A/H by setting 
Tf(g + H) = fg + H. The correspondence f -+ Tt is a representation 
of H as an algebra of commuting operators on A/H. 
Let M be the kernel of the representation. M has finite codimension 
in H. M consists of all f E H such that fA C H. Consequently M is an 
ideal in A. 
M is a prime ideal in H. To see this, let f, g E H be such that 
fg E M; i.e., fg A C H. gA + H is a subalgebra of A containing H, 
so either gA + H = H or gA + H = A. In the former case, g E M. 
In the latter case, f E M. 
Now H/M is a finite-dimensional integral domain, so H/M is 
a field, and M is a maximal ideal in H. Q.E.D. 
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9.7 LEMMA. Suppose that H is a maximal proper closed subalgebra 
of A such that H hasjinite codimension in A. Then H has codimension one 
in A and one of the following two cases must occur: 
(i) H is the kernel of a continuous point derivation on A. 
(ii) There are q, y’ E n/r, such that H consists of all f E A which 
satisfy d f ) = F’( f )+ 
Proof. Let M = He, 0 E M, , be the maximal ideal of Lemma 9.6. 
Choose g E A such that g $ H. Let p be the manic polynomial with 
complex coefficients of minimal degree such that p(g) E HO, 
Let A, be a root of p, say p(h) = (A - X&(X). Let h = q(g). Now 
h 4 H, or else g would satisfy the polynomial p(h) - B(h) of lower 
degree than p. gh - X,h E He, so h2 belongs to the linear span of H 
and h. Consequently the linear span of H and h is an alegbra which 
must coincide with B. Since H has codimension one in B, p must 
have degree two. 
Case 1. p(h) = (A - X,)2. Then (g - X,)2 E HO and (g - hI)H8 C He, 
so the linear span of HO and g - A, is a maximal ideal AB. in A. His the 
kernel of the point derivation D of A at fi determined by setting 
D(1) = 0, D(g) = 1, and DI, = 0. 
Case 2. p(X) = (A - A,)@ - A,), where A, # A, . 6 has two 
extensions to A defined by setting B,(g) = A, and B,(g) = A, . H is 
the set off E A such that e,(f) = O,( f ). Q.E.D. 
9.8 THEOREM. Suppose H and B are function algebras such that H 
is a closed subalgebra of B of Jinite codimension. Then H can be obtained 
from B in two steps: 
(i) There exist pairs of points qj , & , 1 < j < 8, in MB such that 
if B, consists of the f E B such that q+( f ) = q~i( f ), 1 < j < /, then 
HCB,CB. 
(ii) There exist distinct points tI, E MB, and 8j-subalgebras Hi of B, , 
1 <j< k,suchthatH= H,n---nH,. 
We remark that, in particular, Ma is obtained from M, by identi- 
fying the points vj and p); , 1 < j < 8. So the subalgebra B, is 
uniquely determined. The ej and the Hj are also uniquely determined 
by H. 
Proof. By Lemma 7.7 there is a decreasing sequence of algebras 
B = B, 2 B, r) *.* 3 B, = H, such that Bj+l has codimension one 
in Bj , and Bjfl is obtained either as a kernel of a point derivation on 
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B* or by identifying two maximal ideals of Bj . In view of Lemma 9.1, 
M, is obtained from MB by identifying a finite number of pairs of 
points. 
Let B, be the subalgebra of B of functions which agree on the 
identified points. Then H C B, and MH = M,, . 
Now we can repeat the above process, with B replaced by B, . 
Since MB0 = MH , each Bj+l is obtained from Bj as a kernel of 
a point derivation of Bi . Let ej, 1 < j < K, be the homomorphisms 
involved in the point derivations and suppose that there are nj point 
derivations at 0, . The codimension of H in B, is then n, + a** + nk . 
In view of Lemma 9.2 we can take the point derivations at any 
particular 0, first. These determine a 8j-subalgebra Hi of B, such that 
Hi > H and Hi has codimension nj in B, . By Corollary 9.5, 
H = H,n **en Hk. Q.E.D. 
The results of this section can be placed in a much more general 
setting. The proof of Lemma 9.6 is valid for algebras (commutative 
algebras with identity) over any ground field. An analog of Lemma 9.7 
can be stated in which one more case must be taken into consideration. 
If the ground field is algebraically-closed, this third case is disqualified. 
So Theorem 9.8 can be formulated for algebras over algebraically- 
closed ground fields. 
For arbitrary ground fields, one can show that if H is a subalgebra 
of finite codimension in B (over the ground field!), then every prime 
ideal in H has a unique prime extension in B, with the possible 
exception of a finite number of maximal ideals. 
10. THE MUTUALLY-ABSOLUTELY-C• NTINUOUS CASE 
We are now in a position to prove the following: 
10.1 THEOREM. Suppose (in addition to 5.1 and 5.2) that all the 
representing measures for 4 are mutually-absolutely-continuous, and that 
the part P of $ consists of more than one point. Then P can be given the 
structure of a $nite (connected) Riemann surface with a finite number 
of pairs of points identified. H” is the direct sum of H and I, where I is 
the ideal of functions which vanish identically on P, and H is isometric 
with a subalgebra of H”(P) of Jinite codimension. There are a finite 
number of points e1 ,..., t$ E P and an integer n such that H contains all 
functions in H”(P) which vanish at 8, , 1 < j < k, to order at least n. 
Proof. By Theorem 5.4, H” is a subalgebra of finite codimension 
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of a $-maximal algebra B. By Theorem 8.5, B is the direct sum of 
H”(Q) and J, where Q is a finite Riemann surface and J is the ideal 
of functions in B which vanish on Q. 
Since H” is a weak-star closed subalgebra of B, the maximal ideals 
produced in Lemma 9.6, and so in Theorem 9.8, are all weak-star 
closed and so belong to Q. By Theorem 9.8, P is obtained from Q by 
identifying a finite number of pairs of points. 
If 0 EQ, a &subalgebra must contain (Horn(Q) + J)n = (Horn(Q))% + J 
for large n. That is, any 0-subalgebra must contain all functions in 
H”(Q) + J which vanish to a sufficiently large order at 13. In view of 
Theorem 9.8 this yields the desired description. Q.E.D. 
There are some open problems that should be mentioned. We 
assume that 5.1 and 5.2 are in force. 
10.2 QUESTION. If C$ does not have a unique representing measure 
and if all the representing measures for C$ are mutually-absolutely- 
continuous, does the part of + contain more than one point? 
The work of Ahern and Sarason [I] yields an affirmative answer 
to this question when the lattice L is not trivial. 
10.3 QUESTION. How is the general case obtained from the 
mutually-absolutely-continuous case ? In particular, is the part of 4 
always connected ? 
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