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Abstract—Reflectometry is commonly used to determine the 
integrity of cables and wiring. This paper describes a new family 
of reflectometers, the noise-domain reflectometers (NDR), that 
uses existing data signals on wiring and does not need to generate 
any signals of their own. There are two types of NDK. type I 
(where incident and reflected signals are separated) and type II 
(where they are superimposed). NDR is totally “quiet” and passive 
to other signals on the media. Especially for NDR II, detection 
can be done totally nonintrusively. In this paper, the working 
principles of NDR are described. Simulation results and examples 
for location of faults to within 3 inches on wiring up to 180 feet 
are provided.
Index Terms—Aging wire fault location, correlation, reflectom­
etry, wire fault detection.
I. INTRODUCTION
f  F  EFLECTOMETRY is commonly used to test the integrity 
l \  of wires and cables [1], Time-domain reflectometry 
(TDR) [2]—[5] sends a step or pulse of voltage down the wire, 
which reflects at any impedance discontinuity such as a break 
or short circuit in the wire. The reflected signal is detected at 
the source end. The delay between the incident and reflected 
signals tells how long the wire is, and the magnitude and 
polarity of the reflected signal tells the magnitude and type of 
fault. Frequency-domain reflectometry (FDR) [6] sends a set 
of stepped frequency sine waves down the wire and measures 
the phase difference between incident and reflected sine waves. 
These methods are accurate, however they cannot easily be used 
on live wires. More recently, spread-spectrum TDR (STDR 
or SSTDR) [7]—[9] has been developed. This method sends a 
digital pseudonoise (PN) code or sine wave modulated PN code 
down the wire and utilizes correlation to detect the time delay 
between the incident and reflected signals and thus the length 
of the wire. The spread-spectrum technique is excellent for 
testing live wires, because the magnitude of the PN code can 
be small enough to not interfere with the signal already on the 
wire. It is very immune to noise both from the existing signal 
and other noise sources. It has been shown [7] that by testing 
the wire when it is live, small arcs (intermittent shorts) can be 
located during the few milliseconds they are active rather than
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waiting until after the aircraft is on the ground when the arc 
fault is typically a much smaller impedance discontinuity and 
is therefore extremely difficult or impossible to detect. Testing 
live also allows a dynamic baseline to be collected. Smaller 
impedance discontinuities can be detected by examining the 
difference between the baseline and a later (but not much later) 
signal.
This paper introduces another method for testing live wires, 
which functions very similar to spread-spectrum methods by 
utilizing correlation to determine the length of the wire. How­
ever, unlike spread-spectrum methods that require a PN code as 
the test signal, any significant noise or high-speed signal already 
on the line can be used to passively test the wire and locate the 
distance to a fault. The family of noise-domain reflectometers 
(NDR) utilizes the properties of time domain autocorrelation 
functions and can be used to determine individual time delays 
or multiple reflections such as from branched networks. The ad­
vantage of using NDR over other forms of reflectometry is that 
there is no need to transmit a specific test signal. Instead, the 
existing signal or noise on the wire is used as the test signal. In 
other words, NDR can be totally “quiet” to other users of the 
media being tested. Thus, NDR may be ideal for applications 
where data integrity is critical such as in flight “live” wire fault 
location for aging aircraft wiring or applications where stealth 
is desired.
II. B a c k g r o u n d
NDR is developed based on the properties of the autocorre­
lation functions of test signals used in reflectometry. A  brief 
review of autocorrelation functions is given here, and a more 
complete discussion can be found in [10]. The autocorrelation 
function effectively measures how similar or different two func­
tions are. For our application, it will have a peak when the in­
cident and reflected signals are synchronized, and low values 
when they are not. The time delay required to produce this syn­
chronization will be the time delay for the signal propagating 
to and returning from a fault. Knowing the velocity of propa­
gation (VOP) on the cable, the distance to the fault can then be 
found. The VOP on most aircraft wiring is 0.55- 0.7 times the 
speed of light, depending on the type and gauge of wiring. Vari­
ation is highest among unshielded, bundled wires. Our testing 
has shown variation up to 3% within a bundle of 128 wires, for 
instance. Any errors in VOP directly effect the length measure­
ments [11].
0018-9375/$20.00 © 2005 IEEE
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Let random signal ;) have unit power, that is 
lim  (1/2T )J^ T f 2(t)dt =  1. Then the autocorrelation 
function of f(t) can be defined as
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longer than the time delay r , the autocorrelation function can be 
further simplified as




where f ( t  + (r/2 )) and f ( t  — (r /2 )) are treated as random 
variables for given t and r , andp(f(t + (r /2 )), / ( t — (r/2 ))) is 
their joint probability density function. If f(t)  is a deterministic 
signal, p (f(t + (t/2 )) , f ( t  — (r/2 ))) becomes a delta function. 
Then (1) becomes
which simplifies the following presentation.
Another important idea required in the development of NDR 
is the time invariance of a shift uncorrelated function. Defining 
Q(t) =  f(.t ~ (a ti1116 delayed copy of /(<)), then g(t — r )  =
T+ 2 (2) 
For this application, it is safe to assume that the signal, f(t) , is 
deterministic. At the same time, to simplify the discussion, /(£) 
will also be assumed to have zero mean, which is typical of most 
but not all aircraft signals and their noise.
An important idea required in the development of NDR is 
shift uncorrelation of a function. By definition, if f(t)  is shift 
uncorrelated then =  S(t). In other words, 4>(t) will be
large when r  =  0 and zero when r  ^  0 (the function is uncorre­
lated with its time shifted echo). From (1) and (2), <^>/(t) is only 
determined after integration over all time from negative infinity 
to positive infinity. However, in practice, f(t)  is only available 
for a finite length of time, T. T needs to be large enough to pro­
vide a good autocorrelation function and small enough to cap­
ture an intermittent fault on the wire. If T is large compared to 
the time variation in f(t) , then the autocorrelation can be esti­
mated as
(5)
Assuming that / ( t )  is time invariant (“behaves” the same as time 





If f(t)  is shift uncorrelated, cpfT (r) will be “small” when r  ^  0 
and “large” when r  =  0, even when T is relatively small. Thus, 
the more random or noisy, and the higher the bandwidth of the 
signal on the wire, f(t) , the better NDR can detect faults in the 
shortest amount of time. If the integration time T is significantly
So, if f{t) is shift uncorrelated, so is g (i), and both of them have 
similar autocorrelation functions.
The importance of this conclusion to our application is this: 
There is a signal X  (t) on the media (wire) being tested. There is 
no control over the generation of X  (t); however, it may be used 
as the reflectometry test signal, since X  (t) will travel down the 
wire and reflect off impedance discontinuities. In practice, X  (t) 
will be running for a long time relative to the testing process. 
For different t, X  (t) appears random. It is reasonable to assume 
X (t)  is shift uncorrelated. (From an Information Theory point 
of view, this means X  (t) is carrying meaningful information.)
Since X (t)  can only be observed (integrated) for a finite 
length of time, T, NDR is effectively working with sections 
of X (t). These sections are X (t) in sliding windows of time, 
each with lengths equal to or less than 2T. These sections of 
X (t)  are /(£), g(t), etc. as in (5), and can be called in
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Fig. 1. NDR I block diagram.
a more systematic notation. Since they have finite lengths, they 
are deterministic.
X (t)  being shift uncorrelated implies that {/;(£)} is statisti­
cally shift uncorrelated. This means individual /; (t) are not nec­
essary shift uncorrelated, but as a group, most of the sig­
nals are “shift uncorrelated” in the sense that (r) «  S(t).
Furthermore, from (6) there is some function <f>fT{r) such 
that <j>f (t) are equivalent for all i. i.e., <j>fi {t) ~ </>/T(r). 
However, this approximation just means that ) and
4>fiT (r) have similar behavior. In other words
(7)
a directional coupler (although in practice this would place a 
limit on the bandwidth and hence the accuracy of the tests). A 
delay A is introduced during the testing. Then, a manually de­
layed signal is multiplied with the reflections, and integrated 
for a length of time T. As the value of A is increased gradu­
ally, peaks are observed at the output of the integrator when A 
matches the path delays, t;, of the reflections. The integrator and 
the multiplier form an autocorrelation estimator, and the output 
of the integrator is equivalent to the output of the autocorrela­
tion estimator.
Mathematically, this is presented as
dt
for all i. Thus, for any signal with significant noise or noise type 
behavior during the testing period (a few ms), the correlation of 
this signal and the reflections that occur naturally on the line 
gives a correlation pattern with a spike or peak indicating the 
location of each reflection. Multiple reflections occur on net­
works of cables, and each reflection can be seen independently.
III. Basic A ssumption and W orking  Principle of NDR
There are two basic types of NDR, type I and type II. For 
both types, the test signal is assumed to be shift uncorrelated. 
At a particular position of the wire being tested, a copy of the 
testing signal, f ( t ) ,  and its reflections are available. There may 
be multiple paths for these reflections such as on branched net­
works and hence multiple time delays r. The reflections may be 
represented as — t ,;), where a,- and r,- are the atten­
uation (a combined effect from the magnitude of the reflection 
coefficient and actual loss on the wire) and the time delay re­
spectively for the -ith path of reflection.
A. Type 1
For NDR I, shown in Fig. 1, separate copies of the testing 
signal and its reflections are needed. This can be obtained using
T+A
(8)
where I  is the autocorrelation estimator output. For a 
shift uncorrelated testing signal, =  S(t), and
/  =  2 T j2 ia id(Ti ~ ^)- That is, when A is not equal to 
any of the ts, the output I is small. When, A =  r,- for some i,
I is approximately equal to a,:. So, as A is gradually increased, 
there is a series of peaks corresponding to 7 7 ,s, with their 
associated magnitudes a{S.
B. Type 11
The disadvantage of NDR I is that separate copies of the test 
signal and its reflections are required. This will require a direc­
tional coupler to separate the signals, which requires relatively 
large and costly circuit elements. There is also the potential that 
the directional coupler would limit the bandwidth of the signal, 
but for the range we are currently using, this has not been a 
problem. A simpler alternative is a second type of NDR, the 
NDR II shown in Fig. 2. NDR II analyzes the superposition of
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I-’ig. 2. NDR II block diagram.
the test signal and its reflections, so does not need the directional 
coupler to separate the signals.
The derivation of the NDR II correlation is similar' to that 
for NDR I. Assume there are N  reflection paths, each with a 
delay t,- and returned signal strength a;. For convenience, let the 
magnitude and delay of the test signal be a () =  1 and r0 = 0 .  
The mixture of the signals is a */(^ — r»)- Multiplying 
the signal mixture with a manually delayed version of itself and 
integrating for length of time T, one will have
JV jv^  ^^  ^ j '
=2TY 1 'I2  a >a ^ fT  (r* - t j  - A)
«  2  a i a j S ( T i  -  T j  -  A ) . (9)
algorithms are beyond the scope of this paper and will be cov­
ered in later publications. It should be noted that this decoding 
of multiple peaks is common to all types of refiectiometry in­
cluding TDR, FDR, STDR, and SSTDR as well as NDR.
IV. Pi;Ri!ORMANCi; ANALYSIS
There are two major factors affecting the performance of 
NDR. First, it is shown in (3) that the autocorrelation function 
NDR uses is only an approximation of the “true” autocorre­
lation function. The approximation is only “good” when the 
observed interval of f(t)  is large [12], If  f(t)  is available in the 
interval ( — f2,f2) which has a finite duration, then, as defined 
in (3)
2 T - t
Whenever A =  n  — Tj, I  has a peak. Since A > 0, only 
peaks corresponding to 7 7  >  tj occur. There are a maximum 
of (N /2)(N  + 1) + 1 peaks, including the peak at zero.
NDR II returns not only the delays tv, but also the differences 
of the delays (t; — Tj, etc.). The drawback of NDR II is that it 
is difficult to distinguish which peaks correspond to the actual 
delays and which peaks correspond to the differences between 
the delays. Particularly problematic are cases where the actual 
and differenced peaks overlap or partially overlap. These limita­
tions can be reduced or eliminated using curve fitting algorithms 
to identify the peaks and intelligent algorithms to “decode” the 
network topology based on the observed peaks. Similar algo­
rithms are required for both NDR I and II, and do not in general 
favor one method over the other. Except for very simple net­
works where the multiple reflection peaks are intuitive, these
Because f(t)  is time invariant, the mean of its autocorrelation 
estimator is E(<f>fT(T)) =  <j>f(T). Furthermore, let =
f ( t  + ( r / 2 ) ) / ( t  — ( t / 2 ) ) ,  and the variance of the estimator 
is given by [12]
(t ) =  7
1
2T-|r|
2 T - T 2 T - T
da
(11)
where C(a) is the au toco variance of ip(t). Since f(t)  is unit 
powered, C (a) must be absolute integrable, that is,
which implies
\C\a)\da < oc.
(9T lim  CT<bfT(T) =  0-
(12)
(13)
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Fig. 3. Setup of the test system.




for every r . So, if 2T — |r| is sufficiently large, the autocorrela­
tion estimator defined above gives very good estimation. How­
ever, from (11), if T is fixed, then no matter how large it is, the 
autocorrelation estimation only works when r  C  T .
The above derivation not only shows that a long integration 
interval is required for a good autocorrelation estimator, but also 
provides a hint of what kind of NDR performance degradation 
is observed if an autocorrelation estimation with insufficient in­
tegration interval is used. NDR determines the wire length by 
locating the maximum peak from the autocorrelation estimator. 
A “signal-to-noise” ratio defined based on the ratio between the 
highest peak for and the other peaks is derived naturally.
Equation (11) provides a measure of how high the other peaks 
can be, and at the same time how much the height of the main 
peak may be reduced. It may therefore be used as a measure of 
performance.
Second, the detection resolution of NDR I and NDR II is di­
rectly related to the bandwidth of the test signal. This is be­
cause the autocorrelation function and power spectral density 
are Fourier transformation pairs. The “narrower” the bandwidth 
of the test signal, the “wider” the span of its autocorrelation 
function. The resolution of NDR I and NDR II is directly depen­
dent on the shift un-correlateness of the autocorrelation func­
tion. In the above discussion, we assume the test signal is “basi­
cally” shift orthogonal, that is, it has infinite bandwidth. How­
ever, in real applications, the bandwidth of a test signal is finite. 
As a result, its autocorrelation function is not a perfect delta 
function, and therefore one cannot have infinite accuracy with 
NDR measurements. On the other hand, there are properties of 
the autocorrelation function that one may explore for one’s use. 
For example, for any physically realizable signals, their auto­
correlation functions are even functions, and by using this sym­
metrical property, the resolution may be improved.
In order to verify the validity of the simulations, NDR was 
implemented with a high-speed digital oscilloscope. The exper­
imental setup is shown in Fig. 3, where a BPSK data source is 
connected to an NDR. Depending on whether NDR I or NDR II 
is being tested, the NDR device consists of a pair of directional 
couplers or a T junction respectively.
The high-speed digital oscilloscope is sampling at 1 Gs per 
second (GSRS) for all tests. The sampling interval is 1 ns. For a 
propagation speed of two thirds the speed of light, 1 ns will be 
equivalent to around 4 inches of wire. The oscilloscope holds 
131 072 sample points, which corresponds to 0.13 ms of sam­
pling duration or more than 40000 feet of wire. In practice, a 
more realistic limit on maximum wire length comes from eval­
uation of the attenuation of the signal on the wire found in 
Section V-A. The sample points are used to estimate the cor­
relation functions as in (8) and (9).
A. Measurement of Discontinuity
The estimation of the correlation functions for NDR I and II 
is plotted in Figs. 4 and 5, respectively. The magnitude of the 
impedance discontinuity, which controls the reflection coeffi­
cient will also control the magnitude of the correlation peaks. 
This is shown in Fig. 4 for short circuits, 20-, 50-, 100-, and 
1000-f2 resistive loads and open circuits on RG58 (50 f t )  coax. 
Fig. 5 shows similar results for an NDR II. The magnitude of 
the peaks is also controlled by the attenuation curve of Aefd, 
where A is a scaling constant, [3 is an attenuation constant de­
pending on the test wire, and d is the distant of the disconti­
nuity from the NDR. The attenuation curve can also help us to 
determine the maximum length of a wire NDR can measure. 
For RG58 coax, we can reach an estimated wire length of 1800 
feet before the magnitude of the peak for open or short circuits 
drops below one tenths of it original height. A binary phase shift 
keying (BRSK) signal with a 50-MHz chip rate is the data on
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Fig. 4. Measured correlation of NDR I for 25- and 92-foot wire, with a 
variety of terminations on the wire. Inset shows excellent linearity between the 
calculated and actual wire lengths.
Fig. 6. Integration interval versus performance.
Fig. 5. Measured correlation of NDR II for 25- and 92-foot wire with a 
variety of terminations on the wire. Inset shows excellent linearity between the 
calculated and actual wire lengths.
the line. From these plots, it is clear that NDR is capable of de­
tecting impedances below 20 ft or above 100 ft, intermittent 
or otherwise. Faults on this order are substantial damage to the 
wire. Small chafes or frays, which only represent a few ohms of 
change in impedance could not be detected. It is critical to test 
the wire while it is live so that intermittent conditions—a drop 
of water on a radial crack, for instance- would appear as signifi­
cant impedance discontinuities, albeit momentarily, as opposed 
to the small impedance changes they will be in a static condition.
The peaks of the estimated correlation functions are used to 
determine the length of the wire. On the upper right-hand corner 
of Figs. 4 and 5 are the estimated length versus the actual length 
of the wire for NDR I and NDR II respectively. The wire tested 
is 18 gauge paired wire (Carol 02 301.R5.02 18/2 spt 1), cut in 
1-foot increments. Five different readings were taken for both 
NDR I and II at each measured length. The standard deviation 
a  for all the tests are 0.21 and 0.29 feet for NDR I and II, re­
spectively, for an integration length of 131 000 points.
Fig. 7. Testing of NDR I for a branched wiring network.
B. Relationship Between Integration Interval and Performance
It was shown in Section IV that the integration interval T  must 
be significantly larger then the time shift r  in order to have a 
good correlation estimation. However, we must minimize the 
integration interval to shorten the detection time for intermit­
tent faults. Typically, an intermittent fault lasts for a few (5-20) 
milliseconds. We tested three different systems to compare re­
quired integration time T—NDR I with 10- and 50-MHz BPSK, 
and NDR II with 50-MHz BPSK. It is shown in Fig. 6 that both 
NDR I systems need only 0.005 ms of integration per sample to 
reach their measurement error floor of 0.2 and 2 feet standard 
deviation, respectively, while NDR II needs 0.037 ms to reach 
an error margin of 1.1 feet and 0.1 ms for 0.2 feet. For a typ­
ical scan of 256 points, the NDR I system will need a total of 
1.28 ms, and the NDR II system will need a total of 9.5 ms for 
a 1.1-ft error margin. The error margin can be further improved 
by using broader band (white noise) data and broader band sam­
pling and coupling hardware. Also, from Fig. 6, we can observe 
that the error floor for 10-MHz NDR I is around ten times larger 
then that of 50-MHz NDR I. This agrees with our analysis in 
Section IV.
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Fig. 8. Testing of NDR II for a branched wiring network.
C. Branched Networks
Use of NDR on wire systems with multiple reflections pro­
duces multiple peaks as shown in Figs. 7 and 8. Along with the 
measured correlation functions, we also plot the simulated im­
pulse response of the wire network. We can see that both NDR 
I and II are able to distinguish the reflections when they are suf­
ficiently separated. As the peaks get closer, they becomes over­
lapping, and the delay becomes indistinguishable. Special al­
gorithms are being developed to handle this situation, and are 
beyond the scope of this paper.
VI. C onc lus ion
The family of NDR, which use the noise (or any other high 
frequency uncorrelated signal) on wires to measure their length 
has been proposed as a new class of reflectometry sensors for 
locating faults on wires. It could be extended to finding other 
lengths/distances of interest such as radar or location of users 
within wireless communication networks. Both NDR I and 
NDR II utilize the properties of the autocorrelation functions 
of random signals. NDR uses existing signals on the wire and 
is totally “quiet” to other users on that wire. Generally, the 
accuracy of NDR is related to the bandwidth of the testing 
signal and the integration time of the correlator. NDR I requires 
separation between the testing signal and its reflection (using 
directional couplers which limit the bandwidth of the system), 
and returns the path delays directly. On the other hand, NDR II 
does not require the testing signal to be separated from its re­
flection and results in a simpler implementation. The drawback 
of NDR II is the increased difficulty in analysis to determine 
the actual time delays, because NDR II returns the path delays 
plus their sums and differences. Because of not needing to 
separate the test signal and its reflections, the detection can
be done totally nonintrusively for NDR II. The theoretical 
analysis of the NDR method anticipates its feasibility, which 
was further demonstrated with actual measurements. Like other 
reflectometry methods, NDR is only able to locate impedance 
discontinuities that are significant enough to return a detectable 
reflected signal. Chafes and frays are therefore undetectable 
with this or other reflectometry methods. Being able to test 
the wire while it is live gives NDR two sizable advantages. 
First, intermittent short circuits (arcs fault) are detected as if 
they are short circuits (which produce sizable reflection), albeit 
only momentarily. Intermittent open circuits can be similarly 
detected. After the fact, either of these conditions commonly 
returns to being little more than a chafed insulation or loose 
connection that is too small to detect. Another advantage of 
running live is that a dynamic baseline can be maintained. 
Comparison with this baseline may enable NDR to locate faults 
that would be smaller than those that could be detected with a 
static baseline. This particular aspect of the method is still under 
investigation, as little is known about the impedance profile 
of intermittent faults (other than intermittent opens/shorts) or 
the noise level that would be observed on a realistic dynamic 
baseline. In conclusion, the NDR is an important reflectometry 
method, that has been demonstrated to be capable of locating 
intermittent faults on live wires utilizing the broadband signals 
and/or noise that is already on the wire itself. This totally 
passive method could be used where data integrity issues are 
vital and/or stealth is required.
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