Marriage in Honey Bees Optimization (MBO) is a new swarm intelligence technique inspired by the marriage process of honey bees. It has been shown to be very effective in solving the propositional satisfiability problem known as 3-SAT (each clause has exactly three literals). The objective of this paper is to test a conventional annealing approach as a basis for determining the pool of drones (fathers). This modified MBO algorithm is tested using a group of randomly generated hard 3-SAT problems to compare its behavior and efficiency against previous implementations. We find that the proposed annealing function significantly improved the performance of the committee machine. The improvement is found to be quite dramatic.
Introduction
Modelling the behavior of social insects, such as ants and bees, and using these models for search and problem solving are the context of the emerging area of swarm intelligence [5] . A successful swarm-based approach to optimization is ant colony optimization, where the search algorithm is inspired by the behavior of real ants [5, 7] . This method proved successful in solving many complex combinatorial problems. The marriage process of Honey-bees has also been modelled and inspired the search algorithm called Marriage in honey Bees Optimization (MBO) [1, 2, 3] .
MBO has been shown to be very effective when applied to a special group of propositional satisfiability problems (SAT) called 3-SAT. It was found to have outperformed well-known algorithms for SAT such as WalkSAT, GSAT and random walk [2, 3] . The current MBO algorithm [3] for 3-SAT uses a variation of the annealing function but not exactly an annealing approach.
In the original and another version of MBO implementation [3] , the acceptance of a drone for mating is determined probabilistically using a variation of the annealing function. However, the algorithm does not exactly implement an annealing approach as it bases the acceptance of a transition in the drones' space based on the fitness of the queen. All state transitions made during the queens' mating-flight are generated independent of the queens' fitness, are always accepted to generate a transition as long as they are created, but are accepted as fathers based on the queen's fitness. In another version introduced by Teo and Abbass [14] , a more conventional annealing approach is used for the mating-flight process. In this version, the trajectories of the queens' mating-flight in the search space are accepted according to a probabilistic function of the queens' fitness. However, in both versions, the annealing function uses the queen's fitness as the base for accepting/rejecting a transition in the drone's space. In conventional simulated annealing approach, the previous state is used as the base for the transition. Moreover, from biological point of view, the drone's creation is independent of the queen as they usually come from another colony, although they might be related. Therefore, it is more natural to accept a transition based on the drones' fitness. The objective of this paper is to test a conventional annealing approach as a basis for determining the pool of drones. This modified MBO algorithm is tested using a group of randomly generated hard 3-SAT problems (ie. on the phase transition) to compare its behavior and efficiency against previous implementations. We find that the proposed annealing function significantly improved the performance of the committee machine. The improvement is found to be quite dramatic.
Background Materials

The Propositional Satisfiability Problem
Propositional satisfiability (SAT) is the problem of determining whether there exists an assignment for a set of Boolean variables in a propositional formula for the formula to be true. A SAT problem has four components: (1) a set of variables (x i ), (2) a set of literals (x or ∼ x), (3) a set of clauses (C i ) comprising of a disjunction of literals (x 1 ∨ ∼ x 2 ∨x 3 ), and (4) a theory (S) comprising of a conjunction of clauses (C 1 ∧ C 2 ∧ C 3 ). The purpose of SAT is to find whether there exists an assignment of values (0 or 1) to the Boolean variables such that the theory is true [9] .
SAT is the first problem shown to be NP-complete and is also one of the simplest NP-complete problems to understand [9] . It has become a particularly attractive area of research because many problems in planning, scheduling and diagnostics can be represented using SAT. SAT problems can be solved either by complete or incomplete enumeration methods. Complete enumeration methods perform an exhaustive search and guarantees a solution if one exists but is computationally very expensive and consequently can only handle small problems. Incomplete methods are more suited towards large problems as they are much faster to execute but does not guarantee a solution [10] .
The particular class of SAT problems of interest is called 3-SAT [9] . This means that all clauses in the problems have exactly three literals. A problem in SAT is considered to be an easy problem before its phase transition and becomes hard after its phase transition. The phase transition is defined as the ratio of the number of clauses over the number of literals. The phase transition of 3-SAT has been experimentally found to be 4.3 [6] .
Swarm Intelligence
Swarm intelligence is an emerging field of artificial intelligence inspired by the behavioral models of social insects such as ants, bees, wasps and termites [5] . This approach utilizes simple and flexible agents that form a collective intelligence as a group. Swarm intelligence is an alternate approach to traditional artificial intelligence models, exhibiting features of autonomy, emergence, robustness and self-organization. Being simplistic and flexible at its core, it is becoming particularly appealing to researchers for solving real world problems which are becoming increasingly more complex in nature and overloaded with information [5] . One of the most successful models of swarm intelligence is the class of combinatorial optimization algorithms inspired by ants called ant colony optimization (ACO) [8] .
Marriage in Honey Bees
Honey bees represent a unique species for conducting experiments in behavioral genetics [11] . They are social insects that exhibit many interesting features such as division of labor, individual and group-level communication, and cooperative behavior. The behavior of honey bees is a combination of their genotype, the conditions of their nest and their ecological surroundings. Much knowledge has been accumulated from biological studies of honey bees ranging from molecular genetic problems to complex sociogenetic topics. In particular, the male-haploid population structure allows for unique genetic analysis of populations derived from gene expressions of both haploid and diploid individuals [11] . A new swarm intelligence algorithm was developed by [3, 1] based on this haploid-diploid genetic breeding operation of honey bees known as Marriage in Honey Bees Optimization (MBO) for solving combinatorial optimization problems. The following is a brief introduction to the natural behavior of honey bees and its artificial analogue model.
Colony Structure
Normal honey bees colonies consist of queens, drones, workers and broods. The main reproductive sources of new individuals are the queens. Drones are haploid individuals and represent the fathers of the colony. Workers are devoted to brood care but can sometimes lay eggs. Broods originate from either fertilized or unfertilized eggs, whereby the former upon maturing will become either queens or workers whereas the latter will become drones.
The Mating-Flight
Mating begins with a waggle dance performed by the queens. They will then take off on their mating-flights followed by the drones. Mating then takes place in the air where a virgin queen will mate from 7 up to 20 drones in each flight [4] . Sperm from the different drones will be deposited and accumulated in the queens' spermatheca to form the genetic pool of potential broods to be produced by the queens. For every fertilized egg that is laid by a queen, sperm is retrieved randomly from the mixture in her spermatheca.
The Artificial Analogue Model
The main processes in MBO are: (1) the mating-flight of the queen bees with drones, (2) the creation of new broods by the queen bees, (3) the improvement of the broods' fitness by workers, (4) the adaptation of the workers' fitness (ie. self-organization), and (5) the replacement of the least fittest queen(s) with the fittest brood(s). The key process of interest in this paper is process (1): the mating-flight of the queen bees with drones. In this process, a queen takes off on its mating-flight and mates probabilistically with the drones she encounters in her flight. In the event of a successful mating, the drone's genotype is passed on to the queen bee, stored in her spermatheca and later used during the creation of new broods by crossovering with the queen's own genotype.
The mating-flight undertaken by the queen translates to steps taken by the MBO algorithm in the state-space (neighborhood) of the optimization problem. The original implementation of MBO employs a pure exploration strategy whereby each of the trajectories taken by the queen to a new position in the state-space during her mating-flight is accepted as long as it is created. A drone is then spawned using the position of the queen bee at each of these matingflight trajectories. Using a variation of the annealing function, the drone then mates with the queen probabilistically according to a function that is governed by the fitness of the drone and the speed of the queen.
The objective of this paper is to balance the exploratory nature of the current MBO implementation with search intensification by using a true annealing approach to generate the queen's mating-flight trajectories (drones). Rather than accepting all the trajectories created during a queen's flight, we modify the MBO algorithm so that a new trajectory is now accepted only if it passes the annealing acceptance function which is based on the previous transition.
At the start of the algorithm, the set of workers are initialized with some heuristics. The queen's genotype is initialized at random and improved by a worker chosen at random. Then, a set of mating-flights is undertaken by the queens. The mating-flight made by the queens translates to a set of state transitions in the neighborhood of the optimization problem. At the start of the flight, the queen is initialized with some energy and speed content, and the starting state is initialized at random. New trajectories are subsequently generated probabilistically according to the queen's speed and are always accepted as potential drones as long as they are created. In other words, the probability of accepting a new state transition is equal to 1 in the original MBO implementation.
At each of these trajectories, the queen mates probabilistically with a drone according to queen's speed and the difference between the queen's fitness and the drone's. This is where a variation of the annealing function is used in the original algorithm:
where prob(Q, D) represents the probability of a successful mating, that is the probability of drone D's sperm being added to queen Q's spermatheca. ∆(f ) is the absolute difference between the fitness of the drone and queen, and S(t) is the speed of the queen at time t. As such, the probability of a successful mating is high either when the initialize workers randomly generate the queens apply local search to get a better queen for a pre-defined maximum number of mating-flights for each queen in the queen list initialize energy, speed and position while the queen's spermatheca is not full and energy ¿ 0 the queen moves between states and probabilistically chooses drones if a drone is selected, then add its sperm to the queen's spermatheca end if update the queen's internal energy and speed end while end for each generate broods by crossover and mutation use workers to improve broods update workers' fitness while the best brood is better than the worst queen replace the least-fittest queen with the best brood remove the best brood from the brood list end while kill all broods fitness of the drone is as good as the queen fitness or when the queen speed is still high at the start of the mating-flight. After each state transition, the queen energy and speed are lowered as follows:
where g is the amount of energy reduction after each transition and a is a factor between 0 and 1.
The mating-flight ends when the queen's energy content is near zero or when her spermatheca is full and the queen returns to the nest to begin breeding. A drone's sperm is randomly selected from her spermatheca and a new brood is created by crossover using the drone's genotype and completed with the queen's genotype. Mutation is then applied to the new brood to complete the brood creation process. The workers are then used to improve the broods. The respective fitness of the workers is then ranked according to the amount of improvement carried out on the broods. The least fittest queen(s) will then be replaced by the fittest brood(s) until none of the broods is fitter than any of the queens. The remaining broods are then killed off and a new mating-flight is initiated. This is repeated until all mating-flights have been completed or until the termination condition is met.
Modified MBO for SAT
This section explains the modifications made to the original MBO algorithm and its application to solving the propositional satisfiability problem.
Representation
The genotype of individuals is represented by an array of binary values whose length equals the number of variables in the problem. Each cell in the array corresponds to a variable and is assigned a value of 1 if the corresponding variable is true or 0 if false. The fitness of a particular genotype is evaluated according to the number of constraints satisfied over the total number of constraints in the problem.
Each queen has a genotype, spermatheca, energy and speed. A drone has a genotype and a genotype marker. As all drones are haploid, a genotype marker is required to randomly mark off exactly half of the genes to ensure that only half of the genes are used for creating a new brood. A brood only has a genotype and is created by copying over the drone's unmarked genes and complementing the genotype with the queen's genes to complete the new brood's genome. Since workers are only used to improve the fitness of broods, each worker is simply a heuristic. Five different heuristics are used in this paper: GSAT, random walk, probabilistic greedy, one-point crossover, and WalkSAT. The probabilistic greedy heuristic accepts all solutions that are fitter than the current best solution and only probabilistically accepts solutions that are less fit. The one-point crossover heuristic simply crosses-over the brood's genotype with a randomly generated genotype. For descriptions of the other heuristics, refer to [12, 13] .
Haploid-Crossover
To illustrate the haploid-crossover procedure during a mating, assume that the drone's genotype and genotype marker are as follows: where the genes, which are missing in the drone's sperm, are transmitted from the queen. It is our long-term intention to build intelligent procedures capable of generating the drone's genotypes which are in effect
Proposed Modification to MBO
In the MBO algorithm, there are two important acceptance decisions during the mating-flight process: (1) the acceptance of a mating-flight trajectory as a potential drone, and (2) the acceptance of a drone for mating with the queen. In the original version of MBO, the probability that a mating-flight trajectory is accepted as a potential drone is equal to 1, that is it is always accepted as long as it is created, while the probability that a drone is accepted for mating with the queen is subject to a variation of the annealing function. The annealing function in this case only affects which drone's genotype will be successfully stored in the queen's spermatheca and does not guide the state transitions made during the optimization process. As such, the search undertaken by the original MBO algorithm is purely exploratory.
The proposal in this paper is to use a more conventional annealing approach for the mating-flight process. The purpose of this modification is to use a more conventional annealing approach during the trajectory acceptance decision to guide the search process towards a fitter solution space, in other words to allow for search intensification to occur. New trajectories will now only be accepted as a potential drone for mating if it is a more optimal trajectory, that is if the trajectory is fitter than the previous transition and not the queen's genotype as in previous implementations. Otherwise, if it is a trajectory that takes the search to a less fit solution space, then it will only be accepted probabilistically subject to the new annealing function. In other words, the probability that a new state transition is accepted is no longer equal to 1 or depends on the queen as in previous implementations but is now a function of the previous transition's fitness. Since new state transitions have already been subjected to an annealing function during the trajectory decision, no further test is required for the mating decision. All drones will always have potential to mate with the queen in the proposed version. This means that the trajectory encoded by the drone's genotype will always be stored in the queen's spermatheca as long as it is accepted during the trajectory decision. The new annealing function proposed is as follows:
where prob(D, R) represents the probability of a trajectory R being accepted as a potential drone D. (f (t)−f (t− 1)) is the difference between the fitness of the new trajectory and the old one, and S(t) is the speed of the queen at time t.
The Algorithm
The modified MBO algorithm is presented in Figure 2 . At the beginning of the algorithm, six parameters are required: (1) number of queens, (2) number of workers, (3) number of broods, (4) number of mating-flights, (5) size of the queen's spermatheca, and (6) number of brood improvements.
In the search process, queens represent elitist solutions whereas workers represent heuristics used to perform local search on trial solutions. The number of broods created per mating-flight multiplied by the number of mating-flights determines the total number of trial solutions generated per run. Spermatheca size represents the maximum possible number of matings per queen per mating-flight and number of brood improvements determines the amount of local search performed by a heuristic on each trial solution.
At the start of the algorithm, each of the workers is initialized with some heuristic. A set of queens is generated at random and their genotypes improved using a randomly selected heuristic to preserve the assumption that queens normally have the best genes. A set of mating-flights is then undertaken by the queens according to their speeds and energies.
At the start of a mating-flight, the queen's energy and speed are initialized at random between [0.5, 1] to ensure that it will fly for a certain number of times, and the trajectory is initialized at random. New mating-flight trajectories are subsequently generated by probabilistically flipping each bit in the current trajectory's genotype according to the queen's speed. As such, the probability of making large steps in the search space is higher at the start of the search process and decreases accordingly as the speed of the queen reduces. New trajectories will be accepted as potential drones according to the proposed annealing function. If a new trajectory is accepted, then the drone's sperm (genotype) will be stored in the queen's spermatheca without any further mating decisions since the state transition has already been subjected to an annealing function during the trajectory acceptance decision.
When all queens have completed their mating-flights, the brood creation process begins. To create a new brood, a queen is selected in proportion to her fitness and sperm is selected at random from the chosen queen's spermatheca. A new brood is generated by crossovering the queen's genome with the selected sperm. Mutation is then applied to the new brood and a worker is chosen in proportion to its fitness to improve the new brood's genotype. The worker's fitness is then updated according to the amount of improvement achieved on the brood. This process is repeated for the required number of broods. The new improved broods are then sorted according to their fitness and weaker queens are replaced with fitter broods until there is no brood remaining that is fitter than any of the queens. All remaining broods are then killed and a new set of mating-flights is undertaken. This is repeated until all mating-flights have been Define M to be the spermatheca size Define E(t), and S(t) to be the queen's energy and speed at time t respectively Initialize the queen's genotype at random use the worker to improve the queen's genotype while the stopping criteria are not satisfied t = 0 initialize E(t) and S(t) randomly between [0.5, 1] initialize the energy reduction step γ =
0.5×E(t) M
generate a drone at random while E(t) > 0 generate new trajectory by changing each variable with a probability of speed evaluate fitness of new trajectory if new trajectory is fitter than the previous one then accept new trajectory as potential drone if the queen's spermatheca is not full then add drone's sperm to queen's spermatheca else if new trajectory is less fit than the previous one then only accept new trajectory probabilistically as potential drone if the queen's spermatheca is not full then add drone's sperm to queen's spermatheca end if t = t + 1; E(t) = E(t) − γ; S(t) = 0.9 * S(t) with a probability of S(t) flip each bit in the drone's genotype end while for brood = 1 to total number of broods select a sperm from the queen's spermatheca at random generate a brood by crossovering the queen's genome with the selected sperm mutate the generated brood's genotype use the worker to improve the drone's genotype end for if the best brood is better than the queen then replace the queen with the best brood kill all broods end while 
Experiments
Experimental Setup
The objectives of these experiments are to test and analyze the behavior and performance of the proposed MBO algorithm which uses a more conventional annealing approach for the search process. The first set of experiments tests the proposed algorithm against the original MBO implementation in [3] and the modified version in [14] , using the five different heuristics for the workers (GSAT, random walk, probabilistic greedy, one-point crossover, and WalkSAT) operating in combination as a committee of heuristics (the committee-machine approach). The second set duplicates the first set of experiments with the exception that all the MBO algorithms use only a single heuristic for the workers (the single-heuristic approach) and is repeated for each of the five different heuristics. The final set of experiments tests each of the five different heuristics working alone without the MBO algorithm. This is to enable observations to be made on what effects the MBO meta-heuristic has on the performance of the basic heuristics. In our implementation, all versions of the heuristics used independently outside MBO are identical to the ones used within MBO. This ensures implementation efficiencies are fixed to enable a fair comparison of performance between the different algorithmic approaches. Also, the overhead of using MBO is negligible; therefore the running time with and without MBO is almost identical.
In this paper, two of the six user-defined parameters for the MBO algorithms are fixed based on the results of [3] ; these are: the number of queens is set to 1 and the search size is set to 200. In the original work, these values were shown to work well for solving hard 3-SAT problems [3] . The size of the queen's spermatheca being experimented with is 10, 20, 30, 40, and 50. To ensure a fair comparison against the heuristics working alone without MBO, each run is fixed to produce 6000 trial solutions. As such, the number of mating-flights is set to 600, 300, 200, 150, and 120, with the number of broods generated per flight set to 10, 20, 30, 40, and 50 respectively. Similarly, for the experiments which test the heuristics working independently outside MBO, the number of trial solutions is set to 6000 and the number of improvements on each trial solution is set to 200.
The reduction factor, a, of the queen's speed is taken to be 0.9 and the reduction step, g, for the queen's energy is taken to be (0.5 × E(0))/M , where E(0) is the initial energy content at the start of the mating-flight, which is initialized at random, and M is the spermatheca size. The mutation rate is fixed to 1% in all runs. These values are similar to those used in the original work done [3, 2, 14] .
Ten different 3-SAT problems were generated uniformly, each comprising of 1075 constraints and 250 variables. This ensures that all the problems are positioned at the phase transition of 3-SAT, which occurs at a ratio of 4.3 between the number of clauses and the number of literals. As such, all of the problems are hard and solutions cannot be guaranteed to exist. Each problem was run 10 times for each experimental setup and each run was initialized randomly.
To establish a baseline for comparisons between the different algorithms, we first present the results obtained from each of the heuristics working alone without MBO. We then present the results obtained from each of the heuristics working as a single worker within MBO and as a committee of workers within MBO. The effectiveness of the different algorithms investigated in this study are compared according to the total number of solutions found by the algorithm and the average number of unsatisfied clauses for the runs that did not find any solutions.
Results and Analysis: Original heuristics alone
From the analysis of the experimental data obtained on the stand-alone heuristics, they gave a false indication that all problems are possibly over-constrained as none of the algorithms could find any solutions.
We have chosen Problem 1 as a representative problem that is possibly over-constrained and Problem 3 as a representative problem that is solvable. The comparisons and discussions concerning the behavior and effectiveness of the different algorithms and different combinations of parameters used in the MBO algorithms will be centered on these two representative problems.
In Table 1 , the results for each of the heuristics working independently outside of the MBO algorithm in solving Problem 3 are presented.
None of the heuristics were able to find any solutions for any of the ten problems when working alone without the MBO algorithm. In terms of the average number of unsatisfied clauses achieved at the end of the runs, WalkSAT was the best-performing heuristic, with GSAT following a close second. Random walk and the probabilistic greedy heuristic were considerably less effective but were highly similar in terms of their relative performance. Lastly, onepoint crossover was the least effective heuristic among all of the heuristics by a very large margin. 
Results and Analysis: Heuristics within MBO individually and as a committee
In Table 2 , the results are summarized for the 10 problems. Algorithm "New" is the proposed version, "Old 1" is the previous version of Teo and Abbass [14] , and "Old 2" is the old original version.
It is clear from the committee machine column that the proposed version of MBO dominates the previous two and could find solutions for problems where the previous two versions could not. We can also see that the new version of MBO committee machine is successful more than 70% of the time to find a solution in half of the problems. Even when it fails to find a solution, we can see that the quality of solutions it achieves -expressed in terms of the average number of unsatisfied clauses -is 2; that is, with all problems, the committee machine approach using the proposed MBO algorithm can find a solution which on the average satisfies 248 clauses out of the 250 clauses.
The proposed version significantly improved the performance of random walk and probabilistic greedy, where their performance using the proposed MBO version is very competitive and actually sometimes better than WalkSAT, the heuristic found to be the best in the previous MBO implementations.
An interesting finding arising from comparing Tables 1 and 2 is the stark contrast between the performances of each heuristic when implemented as a standalone heuristic working independently outside MBO and when implemented as a worker inside MBO. All heuristics failed to find even a single solution when working alone whereas their performance improved significantly when combined with MBO.
Conclusion and Future Work
In this study, an annealing function was proposed to the MBO algorithm. It was found that the proposed annealing function significantly improved the performance of the committee machine and the heuristics. Overall, the quality of solutions found depended on the type of heuristic and worker approach used. However, when the heuristics are combined together in a committee approach using MBO, their collaborative performance outperformed their individualistic performance. These findings verify the initial studies that introduced MBO as an effective swarm-based meta-heuristic optimization algorithm for solving hard 3-SAT problems.
MBO proved to be a very successful heuristic for SAT. However, MBO is a general meta-heuristic that can be applied to any combinatorial or continuous optimization problem. Even if there exists no domain specific heuristic for solving the problem in hand, workers in MBO can be other domain independent heuristics such as genetic algorithms, simulated annealing, or even ant colony optimization. It would be interesting to implement ant colony optimization within MBO and see how the interactions between the ants and bees will be. In general, we need to apply MBO to various hard problems and this is an open invitation for researchers to try MBO to see its advantages and disadvantages. Also, a theoretical analysis to MBO may deem a useful step to gain an insight into the performance of the algorithm. 
