Abstract-Hyperspectral image analysis has benefited from an array of methods that take advantage of the increased spectral depth compared to multispectral sensors; however, the focus of these developments has been on supervised classification methods. Lack of a priori knowledge regarding land cover characteristics can make unsupervised classification methods preferable under certain circumstances. An unsupervised classification technique is presented that utilizes physically relevant basis functions to model the reflectance spectra. These fit parameters used to generate the basis functions allow clustering based on spectral characteristics rather than spectral channels and provide both noise and data reduction. Histogram splitting of the fit parameters is then used as a means of producing an unsupervised classification. Unlike current unsupervised classification techniques that rely primarily on Euclidian distance measures to determine similarity, the unsupervised classification technique uses the natural splitting of the fit parameters associated with the basis functions creating clusters that are similar in terms of physical parameters. The data set used in this work utilizes the publicly available data collected at Indian Pines, Indiana. This data set provides reference data allowing for comparisons of the efficacy of different unsupervised data analysis. The unsupervised histogram splitting technique presented in this paper is shown to be better than the standard unsupervised ISODATA clustering technique with an overall accuracy of 34.3/19.0% before merging and 40.9/39.2% after merging. This improvement is also seen as an improvement of kappa before/after merging of 24.8/30.5 for the histogram splitting technique compared to 15.8/28.5 for ISODATA.
I. INTRODUCTION

S
UPERVISED classification techniques utilize training sets, which produce a spectral reflectance signature for the objects of interest. Once these spectral reflectance signatures are generated from the training sets, the reflectance spectra from each pixel in the entire image are compared to find the best matching class. Supervised classification techniques require some knowledge of the site, whether derived from other imagery or from site access, to define areas to be used for training sets. All potential classes must be known a priori in order to select a full set of training data. The success of the classification is largely dependent on the quality of the training sets [1] in terms of both the spectral accuracy and the statistical sampling used, meaning that the most accurate supervised classification technique depends on the specific data being investigated and the a priori knowledge available [2] - [4] . Unsupervised classification techniques cluster areas based on similar spectral features are typically used when training sets are not available and there is limited prior knowledge of the region under study [5] .
Two common means of implementing unsupervised classifications involve ISODATA [6] - [8] and k-means [9] , [10] . K-means is one of the simplest unsupervised classification techniques. It requires as an input the number of spectral clusters desired in a spectral image either through user input or through use of advanced preprocessing methods [9] - [13] . K-means can yield very different results depending on the number of clusters selected by the user, requiring user interaction in order to obtain physically meaningful clusters or classes. Additionally, depending on the specific user, different choices may be made as to which clusters to combine or which to split further, leading to different results in the final classes. Furthermore, k-means places equal values on all of the spectral channels, which can cause problems since channel-dependent noise could skew the classification. ISODATA has similar limitations, but being a more advanced algorithm has more user configurable parameters, and while the defaults work well for many clustering applications, the best values are dependent on the specific data being analyzed. Searching through this parameter space for the best clustering can be time consuming for a user, making this a powerful but difficult technique to use to its full potential.
In addition to ISODATA and k-means, many modern techniques exist that provide a high degree of accuracy on reference data [14] - [20] .
This paper presents an unsupervised classification technique that addresses issues associated with hyperspectral imagery, primarily the issue of the large dimensionality is addressed by the introduction of a novel means of "band reduction" based on spectral fitting. The research goal was to develop an unsupervised classification technique that requires no user inputs in determining clusters, allowing for automated processing. The unsupervised classification scheme is a two-step process. The first step is to create a set of basis functions based on physically relevant fit parameters that model the major spectral features of interest. These basis functions provide noise and data reduction by fitting the spectral channels that make up the reflectance spectra with a modeled reflectance. Additionally, the physically relevant basis functions make it easier to interpret the results, since each cluster is based on overall spectral features not the reflectance value of particular spectral channels. The second step is to develop clusters by using the natural splitting associated with the histograms of the fit parameters. In contrast to the unsupervised classification techniques that rely on clustering based on N-dimensional Euclidian distances, the algorithm presented here is based on proximity of parameters via the usage of a histogram, but not on absolute measures such as Euclidian distance. The natural splits resulting from the histograms of the fit parameters can yield narrow or broad ranges of parameters depending on the parameter and the landscape. This type of clustering is fundamentally different than k-means or ISODATA, because it allows for multiple sizes, densities, and locations of clusters that are not subject to any type of Euclidian minimization.
This paper is organized as follows. Methodology is presented in Section II. A description of performance measures is presented in Section III. Results are presented and discussed in Section IV. Finally, some brief concluding comments are presented in Section V.
II. METHODOLOGY
A. Spectral Fitting Model
Data from the airborne visible infrared imaging spectrometer (AVIRIS) sensor consisted of 53 spectral channels covering the visible and near-IR spectral region (425-925 nm). This range was chosen as it represents the range of silicon detectors found in many commercial hyperspectral imagers. Extension of the basis functions to SWIR is possible with the development of a different set of basis functions making the technique very flexible. In this 425-925 nm spectral region, vegetation has a number of features that can be used for classification of land cover and vegetation health. Many of the differences between vegetation types can be subtle, so low noise instruments are important.
The fitting functions described below use the physical interpretation of the reflectance spectra to guide the model. The model has been designed to represent vegetation while at the same time having enough degrees of freedom to represent fallow regions. The technique presented here focuses on the classification of vegetation and fallow fields, but can be applied to a wider range of land cover types by using a different set of basis functions relevant to the physical content of the spectral image.
The physically relevant basis functions used to model the spectral images presented in this work consist of two distinct functions that are summed to give the final modeled reflectance spectra. The two functions are referred to as the red edge function and the green peak (GP) function. The red edge function helps to define the baseline reflectance in the visible region, the location and behavior of the red edge, and the strength of the near-IR reflectance. The GP function defines the characteristics of the GP found in the visible region. The model uses a total of nine parameters to fit the reflectance spectra, and by reducing the 53 spectral channels of the AVIRIS data to these nine parameters reduced the data by a factor of 5.9.
With the success and widespread use of NDVI [21] - [23] and other vegetation indices [24] - [27] that rely on ratios between the near infrared and visible bands, the first function that was chosen was the inverse tangent (arctan) function (see Fig. 1 ) which serves as a type of step function. A step type function was chosen, because, in a broad sense, vegetation has a low reflectance in the visible and high reflectance in the near-IR. Given the spectral resolution of the hyperspectral camera, it is possible to determine significantly more information than simply a ratio between visible and near-IR as is done with an NDVI measurement. In order to have enough degrees of freedom to accurately represent the data, this part of the model requires five separate variables as shown in (1), which defines the red edge function. The first variable gives the baseline in the visible portion of the spectra, labeled R1. The second variable measures the difference between the visible baseline and the base level in the near-IR, labeled R2. The third variable, arguably the most important, is the location, in wavelength, of the inflection point of the arctan function, labeled R3. This value is a measure of the location of the red edge, and can be determined very precisely Graphical representation of the different variables necessary to give the Gaussian sufficient freedom to define the green peak well. G1 defines the area, and height to a lesser degree of the peak. G2 defines the location of the center of the Gaussian peak. G3 defines the width of the Gaussian peak. G4 defines the exponential that modifies the Gaussian manifesting as an extended tail and an apparent shift in the peak location.
as compared to more simplistic means of determining the location of the red edge [28] - [34] . The fourth variable deals with how steep the rising edge of the arctan function is in terms of reflectance versus wavelength [35] , labeled R4. The final variable is included to change the curvature of the function near its minimum and maximum to better match the curvature surrounding the red edge, labeled R5. Thus, the red edge function RE can be written in terms of the hyperspectral wavelengths λ HS as
The red edge function with varying parameters is shown in Fig. 1 with the red line having average values and the green line having a decreased curvature near the edges determined by changing parameter R5. The blue line has steeper slope than the red line determined by parameter R4, and the black line is similar to the red line, but with larger parameters R1 and R2, and a shift in the red edge determined by parameter R3.
The GP function, the second basis function, is defined in (2) and shown graphically in Fig. 2 . A normal cumulative distribution function given by normcdf(
is used in this GP basis function. As is common in natural phenomena, the reflectance peak was first assumed to have a Gaussian distribution as a function of wavelength; however, it was determined experimentally that it was insufficient to match the behavior seen in the vegetation spectra. In order to better model the "tail" of the reflectance peak that extends toward the near-IR, an exponentially modified Gaussian (exGaussian) was chosen. An exGaussian is a convolution of a Gaussian and an exponential. In the case of reflectance spectra from vegetation, this parameter more directly relates to the fact that Chlorophyll A and Chlorophyll B have different absorption profiles, especially in the red-yellow region. The parameters needed to define this function are similar to a Gaussian function with the first parameter related to the area of the peak, labeled G1. The second parameter is the location of the peak in wavelength space, labeled G2. The third is the width of the peak, labeled G3. The fourth and final parameter gives rise to the tail of the Gaussian, which causes a shift in the peak location, labeled G4. Thus, the GP function can be written in terms of the hyperspectral wavelengths λ HS as
A graphical representation of what changes in these parameters correspond to the model reflectance spectra is shown in Fig. 2 with the red line being normal values, the green line having a larger area determined by changing G1 and larger width determined by changing G3, the blue line is shifted by changing G2, and the black line has identical parameters to red with the exception of a tail because of a larger value of G4.
The strength of the model can be seen in Fig. 3 where the measured and modeled reflectance spectra are shown for pixels containing vegetation (upper left and upper right), sparse vegetation (lower left), and fallow (lower right). The black dots represent the measured reflectance spectra, the red-dotted line represents RE(λ HS ), the green-dashed line represents the GP(λ HS ), and the magenta line represents the total modeled reflectance spectra RE(λ HS ) + GP(λ HS ). As the model is designed for vegetation, the R 2 value is greater than 0.98 for most of the vegetative pixels. Reflectance spectra from pixels that are either partially or not vegetated show that the model has enough degrees of freedom to represent these reflectance spectra well, providing excellent fits with R 2 values greater than 0.95. Fitting the reflectance spectra for each individual pixel with this model is a relatively time-consuming process on a standard desktop computer. For example, a quad core 2.7 GHz processor does fitting at a rate of approximately 30 pixels/s or 2.78 pixels/GHz/s. The fitting needs only be done once, is highly parallelizable, and could be done with a field programmable gated array if desired. After the fitting is complete, analysis of the entire image can be done in a number of ways with these physically relevant fit parameters. Specifically, the analysis examined here will center on an unsupervised classification scheme based on the natural splitting of histograms of the fit parameters.
B. Unsupervised Classification
An unsupervised classification technique was developed based on splitting the histograms associated with the fit parameters used to model the reflectance spectra. A histogram can be generated for each of the nine fit parameters by plotting the number of times a parameter falls within a certain range of values. Certain parameters will exhibit separable peaks that can be split into natural clusters. The unsupervised classification scheme begins by looking for a parameter with separable peaks to do an initial split into clusters. Within each cluster, another parameter with separable peaks is used to split the cluster into further subclusters. This process is repeated multiple times generating a clustered image that can be classified or analyzed as desired.
The first step in applying the unsupervised histogram splitting classification scheme is to provide an initial set of clusters for the spectral image. This can be accomplished by providing a set of broad seed clusters or defining the whole image as a single cluster. Next, one of the fit parameters is chosen, either randomly or simply by starting with the first parameter R1, and a histogram is generated for all of the pixels within this cluster. For this work, the histogram was generated by taking the range for the parameter of interest P n , and dividing it by the number of parameter bins m, so that
where P n,max and P n,min are the maximum and minimum values of P n . The appropriate value for m is determined by the number of data points being examined, here taken to be five times the number of data points. The histogram is then a plot of the number of times a parameter value falls within the range iΔP n and (i + 1)ΔP n where i is an integer. In order to minimize the number of extraneous peaks or valleys that may be found in the data, the histogram is smoothed using a loess option of the smooth command in MATLAB. The loess option utilizes a local regression using weighted linear least squares and a second degree polynomial model. This choice, while it may change the specific values of the peaks and valleys, preserves their existence and location. The histograms generated for the various parameters plotted on a log scale are shown in Fig. 4 . From these histograms, peaks and valleys are identified using the findpeaks command in MATLAB.
With the peaks and valleys in the smoothed histogram found, the next step is to determine where to split the histogram to generate subclusters. For each parameter value corresponding to a peak in the histogram, the higher and lower parameter values where the nearest valleys are located are determined. In a broad sense, these valleys are where the data could be split, but in practice there are three different cases that must be taken into account in order to intelligently split the data as shown in Fig. 5 . The simplest and most ideal case is where there is a single valley between two adjacent peaks. This di- Fig. 4 . Histograms of parameters found by fitting each individual pixel, note that the vertical axis is on a log scale. Labels refer to parameters described in Section II. Red asterisks show potential splitting locations. These histograms are for an entire image and become greatly simplified as splitting continues. shows how multiple peaks are contained between two valleys. Finally, the right plot (c) shows how the center of mass is used to determine that the small middle peaks should be associated with the rightmost peak since it is closer, but is too small to be considered an independent peak. In each plot the dotted magenta line shows the highest value that a valley can be as determined by 20% of the data being below this value, and the green-dashed line shows the lowest value a peak can be as determined by 20% of the data being above this value.
rectly leads to splitting the data at the location of the valley, Fig. 5 (left) . The second case is where there are two or more peaks within the same set of valleys. This case only requires not taking into account the redundant peaks, Fig. 5 (middle) . The final case is the most interesting and most common case, when there is a disagreement between where the split should occur, because there are multiple valleys between the peaks. The data between the valleys must be assigned to one of the adjacent peaks; this is accomplished by determining the center of mass (COM) of the data between the peaks and assigning it to the side it is closest to, Fig. 5 (right) . The COM is defined to be
where ΔE is the number of elements in the histogram bin centered at x as x takes on all of the values of the bin centers between the valleys of interest. While there could be other choices made in this regard, this was the simplest to implement, and is based on the idea that proximity of the parameters corresponds to being more physically similar.
With the best locations to split the data determined, the next step is to split the cluster into its subclusters. Care is taken to keep similar clusters near each other in cluster space. This is accomplished simply by maintaining the numbering scheme when a cluster is split. For example, an image initially has clusters 1-5 and then cluster 2 is split into two subclusters. These new clusters are inserted into the space where the original cluster was located, the new clustering now has clusters 1, (2, 3), 4, 5, 6, where (2, 3) was previously cluster 2.
This process is repeated for each cluster for the current parameter of interest. Then a new parameter is chosen, again randomly or numerically, and each cluster is tested against this new parameter. This process repeats until all of the parameters have been tested multiple times. One of the drawbacks of this approach is that the order in which the parameters are evaluated can make a difference as to whether a cluster can be split. To this end, the parameters are evaluated multiple times until no further natural splittings are possible, usually this takes 5-10 passes through the 9 parameters. Whether the parameters are evaluated sequentially or randomly does not matter as long as each parameter is examined enough times such that there are no further possible splits in the data.
C. Automatic Clustering
Combining clusters automatically can be done in a number of ways from spectral proximity to spatial location. Here, a simple method of spatial proximity is used to combine clusters. One of the features of the histogram splitting technique is that cluster numbers that are close directly correlate with clusters that are similar so there is an additional dimension that can be used to combine clusters. Determining spatial proximity was done by using a co-occurrence matrix with 20 nearest neighbors over the entire range of cluster numbers. The simplest choice in classification space is to only look at the spatial proximity of clusters with a single classification step (i.e., cluster 41 is only compared to cluster 40, and cluster 42). In order to give equal weight to each potential comparison, the co-occurrence matrix is scaled to the cluster size. This can be thought of as a percent co-occurrence so a value of 20 would correspond to every pixel in a class being completely surrounded by 20 pixels of a second class and a value of 0 would correspond to no pixel being within two pixels of the second class.
Looping through the percent co-occurrence matrix and recombining classes which are above a certain threshold reduces the number of classes, but does not handle small classes effectively. Looping through the remaining classes with a cooccurrence matrix and combining small clusters based on their spatial proximity only (ignoring the cluster number) and removing clusters below a certain size greatly reduces the number of classes. Due to the nature of the histogram splitting, a large number of classes have only 10 s of pixels each. This is due to the splitting nature of the technique, and why the histogram technique excels in datasets with large numbers of pixels.
After these two loops though the co-occurrence matrix the histogram splitting technique clusters have been reduced from approximately 200 down to approximately 20. Since ISODATA does not have a classification dimension we cannot apply the first loop directly, instead a measure of contrast is used. Contrast is determined by taking a ratio between 95% and 50% in a given row of the matrix, this determines how strongly two clusters are related spatially while diminishing the contribution of large randomly distributed classes. This value is again scaled to the size of a cluster to equally weight all clusters. The largest contrast value is determined and those two clusters are merged. After looping through the co-occurrence matrix and combining clusters based off of this scaled contrast the number of clusters is reduced to approximately 20 for both the band-based and parameter-based ISODATA clustering. Classes are then assigned based on maximizing the trace of the confusion/error matrix. A single error matrix is shown in Table I for the merged histogram splitting.
A comparison of clusters before and after merging is shown in Fig. 6 for the three different classification methods. Qualitatively the differences between using parameters versus bands for ISODATA give very different results, but after merging begin to converge on clusters. A number of fields are clustered similarly between the three methods potentially pointing to variability within the fields that is not expressed in the reference data. Qualitative measurements of the accuracy of the methods are discussed in Section IV.
III. PERFORMANCE MEASURES
In order to evaluate the performance of the histogram method versus ISODATA, a classification matrix was first determined based off of location of ground reference data to clusters contained within the area. Since the number of clusters found is not constrained the matrix will be n * c where n is the number of reference data classes and c is the number of clusters found. A typical entry q ij shows how many samples belonging to class i have been assigned to class j. A perfect method would produce an n * n matrix with nonzero values only along the diagonal.
Performance measures evaluated are: individual class accuracy (P A i ) or producer's accuracy, reliability (UA i ) or user accuracy, average accuracy (P A), average reliability (UA), overall accuracy (A tot ), and Cohen's kappa (κ) [36] , [37] . These measures are defined to be where q ii are correctly classified samples, n c is the number of samples in class c i , and N is the number of samples in the entire dataset. The entire dataset of pixels with reference data was used for performance measures.
Cohen's kappa coefficient is a statistic which measures interrater agreement for categorical items and is generally thought to be a more robust measure than simple percent agreement calculation, since it takes into account the agreement occurring by chance.
IV. RESULTS AND DISCUSSION
The publicly available Indian Pines data set [38] was acquired with the AVIRIS sensor over the Indian Pines test site in Northwestern Indiana. This data set was 145 × 145 pixels (pixels correspond to an area of approximately 20 m × 20 m) in extent and originally contained 224 spectral reflectance bands in the wavelength range 400-2500 nm, which was reduced to 200 bands after removal of bands covering water absorption. The Indian Pines dataset is designated into 16 classes approximately two-third agriculture land and one-third forest or other natural perennial vegetation and includes two major dual lane highways, a rail line, low density housing, other built structures, and smaller roads. The scene was acquired in June, so some of the crops present such as corn and soybeans are in early stages of growth with less than 5% coverage.
As a means of validating the unsupervised classification technique based on the histogram splitting method, data were clustered by the both the histogram method and ISODATA using the default settings in ERDAS Imagine (Number of classes = 1 to 200, minimum size = 0.01%, minimum distance = 4, maximum SD = 5, Max merges = 1, maximum iterations = 50, convergence threshold = 0.99). ISODATA was run on both the 53 spectral bands and the parameters from the fit model described in this paper. The resulting data are quantitatively shown in Table II showing individual class accuracy P A i , reliability UA i , P A, UA, A tot , and κ. The final clustering is displayed qualitatively in Fig. 6 to better show the spatial distribution of the resultant clusters.
The histogram splitting method was shown to be better than ISODATA on the reference Indian Pines data before any type of clustering in terms of Cohen's kappa and overall accuracy. After automated clustering/merging, both ISODATA and the histogram method were improved, with significant improvement to the ISODATA technique in terms of overall accuracy and Cohen's kappa. Average accuracy suffered as a number of small classes were not identified at all. Small classes such as "Alfalfa" and "Grass-pasture-mowed" are handled better before merging while medium to large classes, above approximately 400 pixels, are generally improved due to the nature of merging small clusters into larger clusters which is why average accuracy is reduced after merging.
Extensions to the histogram splitting technique would be to examine mixed dimensions as there may be splittings that do not occur strictly along the parameter axes, or possibly shaping N-dimensional surfaces around clusters in parameter space. Also further work on the automated clustering algorithm could be done to examine both parameter space and physical proximity at the same time could benefit any clustering technique as the simple implementation here showed.
Finally, due to the small number of pixels in this data set, the histograms generated and subsequently split are sparse, making splitting difficult to accurately determine. The histogram splitting technique is better suited for larger data sets where the histograms become denser. This denser histogram, Fig. 4 for example, allows for a more accurate determination of where the biophysically relevant parameters differ and can be split. NaN values of the user accuracy are due to the respective algorithm not classifying any pixels in that class.
V. CONCLUSION
The ability to effectively utilize hyperspectral data for a variety of applications depends on the ability to develop processing algorithms that are efficient and lend themselves to automation. In this work, a two-step classification technique was presented. The first step in the unsupervised classification technique involves fitting the reflectance spectra to a set of physically relevant basis functions using a set of fit parameters. The second step in the unsupervised classification technique involves using the natural splitting of the histograms of the fit parameters. Additionally, a simple means of automated clustering involving spatial and cluster proximity was examined.
Fitting reflectance spectra as a technique is relatively new and the model presented, while simple, shows the power of such a technique. With improved signal-to-noise, finer structural detail can be resolved and with extended spectral range more structural features become accessible. It is feasible with a more advanced model and better sensors to glean information about plant structure, health, and composition without having to analyze hundreds of bands at a time.
The histogram splitting method was shown to be better than ISODATA on the reference Indian Pines data before any type of clustering, and with automated clustering both ISODATA and the histogram method were improved in relation to the reference data with the histogram method exceeding ISODATA in many of the classes.
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