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Abstract
A closed interval and circle are the only smooth Julia sets in poly-
nomial dynamics. D. Ruelle proved that the Hausdorff dimension of
unicritical Julia sets close to the circle depends analytically on the
parameter. Near the tip of the Mandelbrot set M, the Hausdorff
dimension is generally discontinuous. Answering a question of J-C.
Yoccoz in the conformal setting, we observe that the Hausdorff dimen-
sion of quadratic Julia sets depends continuously on c and find explicit
bounds at the tip of M for most real parameters in the the sense of
1-dimensional Lebesgue measure.
1 Introduction
He´non attractors. There is a natural connection between quadratic maps
fc(z) = z
2 + c, c ≥ −2, and He´non maps
Ta,b(x, y) = (x
2 + a+ y, bx),
a ≥ −2, b ≥ 0. J-C. Yoccoz posed the following question in the strongly
dissipative planar setting corresponding to c→ −2+, [9, 52]. Is it true that
the Hausdorff dimension of the He´non attractor Xa,b (the closure of the
unstable manifold) of Ta,b, tends to 1 as (a, b) → (−2, 0), for (a, b) in a set
A having (−2, 0) as a Lebesgue density point in the quadrant (−2,+∞) ×
1
(0,∞)? If yes, what is the asymptotic behaviour of (a, b) 7→ dimH(Xa,b)
when A ∋ (a, b)→ (−2, 0)?
It is known, by [6, 8], that A can be chosen so that Ta,b has a unique
SRB invariant measure µ = µa,b. By the dimension formula [51],
dimH(µ) = hµ ·
[
1
λ1
− 1
λ2
]
,
λ1 and λ2 are the Lyapunov exponents of µ, dimH(µ) is the infimum of the
Hausdorff dimension of sets of full µ-measure, and hµ is the metric entropy.
By Pesin’s formula hµ is equal to λ1. Clearly, λ1+λ2 = log b, and λ1 ∼ log 2
for (a, b) close to (−2, 0), this means that
dimH(Xa,b) ≥ dimH(µ) = 1 + λ1|λ2| ≥ 1 +
C
| log b|
for an absolute constant C > 0, giving a weak estimate for the lower bound.
Main result. The following theorem answers the logistic family coun-
terpart to J-C. Yoccoz’ questions, obtaining strong bounds on the asymp-
totic behaviour as c approaches the one-sided density point −2 for a posi-
tive measure set of real Collet-Eckmann parameters (c ∈ [−2, 0] for which
lim infn→∞ 1n log |(fnc )′(c)| > 0).
Theorem 1. Let dimH(Jc) denote the Hausdorff dimension of the Julia set
of the quadratic map z 7→ z2 + c ∈ C. For some constant C > 1,
1 + C−1
√
c+ 2 ≤ dimH(Jc) ≤ 1 + C| log(c+ 2)|3/2
√
c+ 2
for all c from a subset of real Collet-Eckmann parameters with the point −2
as a one-sided Lebesgue density point.
Both the upper and the lower bounds are new. More precise results are
given in Theorems 4 and 5. The asymptotic lower bound for the Hausdorff
dimension holds for all c > −2, not just a positive measure set, see The-
orem 5. The methods used in the paper to obtain upper estimates of the
Hausdorff dimension generalize to non-analytic and higher dimensional sys-
tems even though technicalities might be more challenging. The techniques
to prove the lower bound are more anchored in conformal dynamics. A more
detailed discussion of our approach to the Yoccoz problem is in Section 1.2.
2
Unimodal maps, logistic family and Mandelbrot set. A differen-
tiable map f of the interval I is called unimodal if it has exactly one critical
point, f ′(α) = 0, and maps the boundary of I into itself.
The logistic family x 7→ ax(1 − x), a ∈ (0, 4] is both the simplest and
the most known model of non-linear dynamics. The family is often studied
in the form z2 + c, c ∈ [−2, 1/4] which is convenient in the complex setting
z, c ∈ C. For a fixed c ∈ C, the Julia set Jc is defined as the smallest totally
invariant compact set, Jc = f−1c (Jc), and is the locus of chaotic dynamics.
In the real case, density of hyperbolicity implies that the dynamics on Jc∩R
is structurally unstable whenever the parameter c ≥ −2 is not hyperbolic.
The logistic family in the complex parametrization is embedded inside
the Mandelbrot set M. Namely, [−2, 1/4] =M∩ R, where
M = {c ∈ C : ∀n≥0 |fnc (c)| ≤ 2}.
The Mandelbrot set is one of the most studied irregular fractals in science
and a vast literature exists in relation to its various remarkable properties,
see for example [13].
Typical parameters. By the work of Benedicks and Carleson, [6,
Theorem 1] and the summary on [6, page 87], there exist positive constants
Ω′,Ω > 0 such that the set of non-hyperbolic parameters
Aˆ := {c ∈ M∩R : ∀n≥1 |(fnc )′(c)| ≥ Ω′eΩn } (1)
has full one-sided Lebesgue density at −2. This was refined further by J.-C.
Yoccoz in [53] (see also (10) in Section 2.4) to obtain an explicit bound on
Ω in terms of c+ 2. In particular, for Ω′ = 1 and Ω < log 2, Aˆ has positive
measure with −2 as a one-sided density point. Fix such a set Aˆ of uniform
Collet-Eckmann parameters.
We shall be interested in the dynamics as we appoach the parameter −2.
For c > −2, we shall call c, and the associated dynamics, typical, if c ∈ Aˆ.
Non-hyperbolic dynamics By the work of M. Jakobson [25], for
c > −2, a typical parameter exhibits chaotic dynamics on [c, fc(c)] and the
asymptotic distribution of almost every orbit is given by an invariant mea-
sure absolutely continuous with respect to 1-dimensional Lebesgue measure.
A complex counterpart of M. Jakobson theorem follows from [20, 6]: for
typical c > −2, there is a continuous conformal measure on Jc, with respect
to which almost every orbit distributes according to the unique invariant
probabilistic measure, equivalent to the conformal one.
3
Strong phase transition at the tip of the Mandelbrot set. If c < −2
then fc is hyperbolic and the half-line (−∞,−2] is a hyperbolic geodesic in
Cˆ \M landing at −2. The estimates of [32] and [20] imply that
lim
c→−2−
dimH(Jc) = dimH(J−2) .
Applying real methods, a precise Ho¨lder estimate was obtained earlier in [18]
for c ∈ (−∞,−2],∣∣∣log(1− dimH(Jc))− log√|c+ 2|)∣∣∣ ≤ C,
where C is a universal constant. The result is further discussed in Sec-
tion 1.3.
By [43], the dimension function c ∈ M∩ R 7→ dimH(Jc) is real analytic
for c < −2. However, at the unfolding parameter c = −2 a strong bifurcation
takes place, the relation c 7→ dimH(Jc) enters a discontinuous regime and
its oscillations at the right-hand side of −2 are extreme.
Proposition 1.1. The dimension function c ∈ M ∩ R 7→ dimH(Jc) is
discontinuous at −2. Moreover,
lim sup
c→−2
dimH(Jc) = sup
c∈M∩R
dimH(Jc) > 1 = lim inf
c→−2
dimH(Jc) .
Proof. Let c be a non-zero parameter in (−2, 1/4]. Define a sequence cn →
−2 so that fcn(z) = z2 + cn is renormalizable with a period pn and the
renormalized map is conjugate to fc. This means that there exists a pair
of topological disks Un ⊂ Vn such that fpncn (z) : Un→Vn is a quadratic-
like map and the orbit of 0 by fpncn stays in Un. By the linear growth of
moduli [21], we may assume that the modulus mod (Vn \ Un) grows to ∞
with n. Therefore, there exist Kn-quasiconformal maps hn : C→C such that
for every z ∈ Un,
hn ◦ fpncn = fc ◦ hn
and limn→∞Kn = 1. In particular, by A. Zdunik’s theorem [54],
lim inf
n→∞ dimH(Jcn) ≥ dimH(Jc) > 1 = dimH(J−2),
from which the limsup estimate of Proposition 1.1 follows. The liminf esti-
mate is a direct consequence of Theorem 2 or [2].
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To the best of our knowledge, the value of
sup
c∈M∩R
dimH(Jc) (2)
remains unknown. The only rigorous lower estimate of the supremum (2)
belongs to G. Levin and M. Zinsmeister and asserts that (2) is strictly bigger
than 43 , [29]. In particular, it is not known whether the supremum (2) is
strictly less than 2.
Examples of Julia sets Jc, c ∈ M ∩ R, of infinitely renormalizable
quadratic polynomials fc with the property that dimH(Jc) → 1 when c
tends to −2 were given in [2]. Theorem 2 asserts that continuity of the
dimension function c 7→ dimH(Jc) holds for typical parameters c > −2.
Theorem 2. The dimension function
c ∈ Aˆ 7→ dimH(Jc)
is continuous at every parameter c ∈ Aˆ.
Proof. This theorem follows from the fact that every map fc, c ∈ Aˆ is
uniformly summable in the sense of [20] and by invoking Theorem 8 of [20].
In particular, Theorem 2 answers the first part of Yoccoz’ question in
the quadratic setting and is a starting point for the research presented in
the current paper. A more general version of Theorem 2 formally follows
from [7], namely the limit exists in the sense of Theorem 2 along any C2-
curve ending at −2.
Continuity of the Hausdorff dimension of quadratic Julia sets.
Even in the simplest quadratic case fc(z) = z
2+ c, the Hausdorff dimension
of Julia sets dimH(Jc) is notoriously difficult to estimate. The exact values
of dimH(Jc) are known only for c = 0 and −2. M. Shishikura proved in [49]
that for a topologically generic set in ∂M, dimH(Jc) = 2, while the results
of [22, 47, 20] yield that dimH(Jc) < 2 for almost all parameters c ∈ M with
respect to the harmonic measure. Another consequence of [49] is that the
dimension function c ∈ ∂M 7→ dimH(Jc) is discontinuous at every c ∈ ∂M
such that dimH(Jc) < 2.
It was observed in [17] that dimH(Jc) is not continuous even for real
parameters c. Namely, the function c ∈ R 7→ dimH(Jc) is discontinuous
at 1/4 when c ∈ R approaches 1/4 from outside of M due to the parabolic
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implosion [16, 15]. This direction of research was advanced further in [27, 24]
in relation to A. Douady’s longstanding project to understand oscillations
of dimH(Jc) near a parabolic bifurcation.
Further continuity properties of c ∈ M 7→ dimH(Jc) were obtained in [32,
33] and in [20].
1.1 Unfolding families
It is known, by [54], that dimH(Jc) > 1 for all c ∈ M \ {0,−2}, where
dimH(Jc) denotes the Hausdorff dimension of the Julia set Jc of the quadratic
polynomial z2 + c and M is the Mandelbrot set. At c = 0 or −2, the Julia
set is respectively the unit circle or the segment [−2, 2]. We can take a one-
parameter family traversing either −2 or 0 to understand how an analytic
set unfolds into a fractal. A natural quantity to capture the unfolding is
dimH(Jc).
Structurally stable case. D. Ruelle proved in [43] that the function
c ∈ M 7→ dimH(Jc) is real analytic at every hyperbolic c ∈ C and its
asymptotic behaviour at c = 0 is given by
dimH(Jc) = 1 + |c|
2
4 log 2
+O(|c|3) . (3)
The methods used in [43] are based on thermodynamical formalism. There
is a simple geometric explanation why (3) is an estimate of the second order.
In the first step, observe that Jc is contained in the ring domain {1 −
2|c| ≤ |z| ≤ 1 + 2|c|}, for c small enough. This implies that in the large
scale, J is at most ∼ |c|-wiggly in the sense of Definition 1.2. Since z2 + c
is hyperbolic for c close to 0, the large scale wiggliness can be pulled back
at every point z ∈ Jc with a uniformly bounded distortion. The density of
scales where the wiggliness is ∼ |c| is 1 and hence, by Fact 5.1,
dimH(Jc) ≤ 1 + C ′|c|2,
where C ′ is a universal constant.
Ruelle’s quadratic formula should be compared with the square root esti-
mate of Theorem 4. In both cases the Hausdorff dimension of the perturbed
Julia sets Jc is related to the “length growth” in descending scales; in Ru-
elle’s case the growth is uniformly quadratic with respect to the large scale
wiggliness parameter β ∼ |c| while in the non-uniformly hyperbolic case
(c > −2 is close to −2), the growth is linear in β ∼ √c+ 2 in scales with
the relative density tending to 1.
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Logistic family. Our objective is to understand how non-linear attrac-
tors unfold within one-parameter families of bifurcating maps. The logistic
family at −2 is a prototype example of bifurcating dynamics. Our research
shows that one of the most important averaging parameters of the system,
the Hausdorff dimension dimH(Jc), for typical parameters c, shows almost
Ho¨lder dependence on c, Theorem 4 and 5. Additionally, the lower bound
of dimH(Jc) is valid for all parameters c ∈ R from a vicinity of −2.
1.2 Methods and statement of the results
Uniform and explicit estimates of the dimension function c 7→ dimH(Jc) in
bifurcating families are a major technical challenge. Lower bounds on the
Hausdorff dimension are usually more difficult to obtain. In our case, the sit-
uation seems to be reversed. We prove, in Section 7, a uniform lower bound
for all parameters by constructing an induced Cantor repeller and apply-
ing Sinai-Ruelle-Bowen methods of thermodynamical formalism. A careful
combinatorial and probabilistic argument yields the final result, Theorem 5.
The upper bound is more involved. The Hausdorff dimension of Julia
sets is strongly discontinuous in the upward direction due to ongoing bifur-
cations. It is enough that a Julia set grows locally in one scale or another
and a similar growth is inherited in most scales and points due to invariance
and dynamics. This phenomena is well-known in complex dynamics and
leads to discontinuities in the dimension function c 7→ dimH(Jc) [17]. The
upper estimates rely on the technique of the Poincare´ series, [20], statistical
properties of conformal densities, the theory of β-numbers from [23], and
the parameter exclusion constructions of [6, 53].
Theory of β-numbers and dynamics. P. Jones [28] introduced the
technique of β-numbers to study geometry of planar sets from the viewpoint
of the theory of L2 functions. One of the outcomes was quantification of the
intuition that sets that wiggle in most scales must be metrically large.
Definition 1.2. Let K ⊆ Rd with d ≥ 2, x ∈ K and r > 0. We define
βK(x, r) by
βK(x, r) := inf
L
sup
z∈K∩B(x,r)
dist (z, L)
r
,
where the infimum is taken over all lines L in Rd.
A bounded set K is called uniformly wiggly if
β∞(K) := inf
x∈K
inf
r≤diamK
β(x, r) > 0 .
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[11, Theorem 1.1] states that if K ⊂ C is a continuum and β∞(K) > 0 then
dimH(K) ≥ 1 + cβ2∞(K), where c is a universal constant.
In dynamical systems one cannot expect that generic systems are uni-
formly hyperbolic and that the geometry of invariant fractals can be con-
trolled at every scale as is required in [11]. However, there are numerous
results showing that non-uniformly hyperbolic systems are typical in ambi-
ent parameter spaces, examples include the logistic family [25, 5], rational
maps [44, 1], quadratic polynomials z2 + c with c ∈ ∂M [22, 47], He´non
family [6].
To provide tools to study attractors/repellers of non-uniformly hyper-
bolic systems, [23, Theorem 1] states that if a continuum K ⊂ C is the
union of two subsets K =W ∪ E, H1(E) <∞ and H1(W ) > 0, then
dimH(K) ≥ 1 + C inf
x∈W
lim inf
r→0
∫ diamK
r β
2
K(x, t)
dt
t
− log r , (4)
where C is a universal constant and H1 is the 1-Hausdorff measure. If the
infimum in (4) is bigger than β20 then we say that continnum K is mean
wiggly with the parameter β0 ≥ 0.
It follows from [23, 39] that Julia sets of quadratic polynomials Jc are
uniformly mean wiggly with β0 comparable to
√
c+ 2, c ∈ Aˆ. This yields
an ad hoc estimate for c ∈ Aˆ,
dimH(Jc) ≥ 1 +C|c+ 2|
that is much weaker than the estimate given by Theorem 5. The explanation
lies in the fact that (4) is valid for all continua including self-similar curves
of von Koch type where the length in a given scale r in terms of β := β(x, r)
is, by the Pythagorean theorem, at least a constant multiple of
r
√
1 + β2 ∼ r(1 + β2/2).
The situation is very different for Julia sets Jc, c ∈ Aˆ which have a very par-
ticular property that they contain, at most points and scales r > 0, a “cross”
of length ∼ r(1 + β), that corresponds to the lower estimate Theorem 5.
Surprisingly, according to [23, Theorem 2], estimate (4) can be almost
inversed
dimH(W ) ≤ 1 + C ′ sup
x∈W
lim inf
r→0
∫ diamK
r β
2
K(x, t)
dt
t
− log r , (5)
where C ′ > 0 is a universal constant. If the supremum in (5) is smaller than
β20 then W is almost flat with β0 ≥ 0, see Fact 5.1. In the non-uniformly
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hyperbolic setting when K is a Julia set, W can be easily chosen in (5) so
that dimH(K) = dimH(W ). Indeed, the unique invariant conformal density
has the property that it gives positive mass only to sets of the Hausdorff
dimension dimH(K), [20]. An additional advantage of such a choice is that
every point fromW is typical with respect to the dynamics and the Birkhoff
averages converge. This turns out to be crucial for efficient estimates of the
integral quantity
lim inf
r→0
∫ diamK
r β
2
K(x, t)
dt
t
− log r
which is affected by the density of scales at x where βK(x, r) is large.
Passages to the large scale. The frequency with which the cricital value
goes univalently to the large scale will play a roˆle in our analysis. With this
in mind, we state:
Proposition 1.3. There exist constants κ > 0, c0 > −2 so that, if A is the
set of c ∈ Aˆ ∩ [−2, c0] for which, for every n ∈ N, there exists n∗ ≥ n and
a topological disk U ∋ c so that fn∗c : U → B(fn
∗
c (c), 1/2) is biholomorphic
and
n∗ ≤ n(1 + τ(c+ 2)),
where τ(ǫ) = exp(−κ√− log(ǫ)), then A has −2 as a one-sided Lebesgue
density point.
This is essentially due to Yoccoz [53] and we prove it in Section 2.4. We
fix such a set A ⊂ Aˆ.
Conformal and absolutely continuous invariant measures. It is
known [20] that every map fc, c ∈ Aˆ, has a unique probabilistic invari-
ant absolutely continuous invariant measure σc with respect to the unique
geometric measure νc, νc(Jc) = 1, see Definition 3.1,
νc(fc(U)) =
∫
U
|f ′c(z)|dimH(Jc) dνc .
Let σc(r) = σc(B(c, r)) and ǫ = |c+ 2|. Asymptotic growth of σc at c is
measured by an integral parameter,
O(ǫ) :=
∫ ǫ
0
log 1r
r
σc(r) dr.
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The operator O(r) almost preserves classes of Ho¨lder growth, namely if
σc(r) ≤ Crα for all r sufficiently small then
O(r) ≤ (2C/α2)rα log 1
r
. (6)
Another parameter I(ǫ) governs large scale geometric properties of Jc,
R′ > 0 is the large scale parameter, see Section 2.2,
I(ǫ) =
∫ R′
ǫ
log 1r
r
dσc(r) ≤ | log ǫ|
∫ R′
ǫ
dσc(r)
r
,
where the integrals above are Riemann-Stieltjes for the continuous and in-
creasing function σc(r).
Upper estimates of dimH(Jc). Large scale geometric parameters for typ-
ical Julia sets Jc, c ∈ A, like global flatness [23], as well as regularity of the
invariant conformal density, enter into the upper bound of Theorem 3. This
surprising observation can be explained through the ergodic and β-numbers
theories.
By [3], the Julia set Jc is contained in the strip |ℑ(z)| ≤ 2
√
ǫ, ǫ = |c+2|,
and hence βs in the large scale are uniformly comparable to
√
ǫ.
It turns out that scales of Julia sets Jc bigger than ǫ are directly affected
by a large scale geometry which becomes flat when c tends to −2 while scales
smaller than ǫ are wiggly with a frequency that can be calculated by the
Birkhoff ergodic theory. A typical orbit that approches c at the distance
ǫ picks up some wiggliness at 0 and then becomes deterministic near the
orientation preserving fixed point of fc until it reaches the large scale after
∼ | log ǫ| iterates. Hence, the density of the scales with wiggliness bigger
than
√
ǫ at the initial point of the orbit is at least σc(ǫ)| log ǫ|. Taking
into account (5), the above argument suggests that the upper bound for
dimH(Jc) cannot be better than 1+Cσc(ǫ)| log ǫ|. Theorem 3 supports this
intuition because O(ǫ) & σc(ǫ/2)| log ǫ|.
Theorem 3. There exist C > 0 and c0 > −2 such that for every c ∈
A ∩ (−2, c0],
dimH(Jc) ≤ 1 + C(‖βc‖2I(ǫ) + O(ǫ)),
where ǫ = |c+ 2| and ‖βc‖ is the supremum of βJc(z,R′/2) over all z ∈ Jc,
R′ is a large scale uniform constant defined in Section 2.2.
By Corollary 3.8 and the almost Ho¨lder property (6), we have an explicit
upper bound for O(ǫ) by a uniform constant multiple of
√
ǫ| log ǫ|3/2 for all
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generic parameters in the logistic family sufficiently close to −2. The same
bound holds for ‖βc‖I(ǫ), see (46). Theorem 4 follows immediately from
Theorem 3.
In the paper, we proceed the other way around. First we prove Theo-
rem 4 to lay out the main arguments and techniques in the discrete setting,
working with function series instead of function integrals. Only after Theo-
rem 4 has been proved do we take the general approach in Section 6 leading
to Theorem 3.
Theorem 4. There exists κ∗ > 0 and c0 > −2 such that for all parameters
c ∈ A ∩ (−2, c0],
dimH(Jc) ≤ 1 + κ∗ | log(c+ 2)|
3
2 (c+ 2)
1
2 .
Sharpness of the upper estimate. The upper bound from Theorem 3
is at least a uniform constant multiple of σc(ǫ)| log ǫ|. Recall that smooth
Collet-Eckmann unimodal maps of an interval have a unique absolutely con-
tinuous invariant measure σ˜c with respect to 1-dimensional Lebesgue mea-
sure such that for any measurable set E ⊂ R, σ˜c(E) ≤ K
√
E, [34], the
constant K is uniform for fc, c ∈ A, [20]. A natural question arises if
the term
√| log(ǫ)| can be dropped from the estimate of σc(r), r > 0, in
Corollary 3.8. There is no clear reason for that except for the analogy with
unimodal maps. An affirmative answer would yield 1 + κ| log ǫ| √ǫ as the
upper bound in Theorem 4. The next question is more category robust and
has some additional support coming from [5, 7].
Question: Is it true that there is a constant C > 0 such that for typical
parameters c > −2,
dimH(Jc) ≤ 1 + Cσc(ǫ) | log ǫ|.
The sharper upper estimate is true for Misiurewicz maps from the class
MG, ∀n ∈ N, |fnc (0)| ≥ G, G > 0 is a constant. Theorem 6 yields for some
C,C ′ > 0 that depend solely on G,
dimH(Jc) ≤ 1 + Cσc(ǫ) | log ǫ| ≤ 1 + C ′
√
ǫ | log ǫ|.
It is known that Misiurewicz maps are not prevalent in the logistic family,
the 1-dimensional Lebesgue measure of
⋃
G>0MG is 0, [45].
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Lower estimates of dimH(Jc). The lower estimates for dimH(Jc) are
based on a completely different technique from the upper ones.
Cantor repellers, Definition 7.1, form a well-known class of mappings that
was studied intensively in the context of thermodynamical formalism [46, 43,
10] and the relations between harmonic and Hausdorff measures [12, 30, 31,
36] both from ergodic and probabilistic perspectives.
A more general class of functions than Cantor repellers is constituted by
box mappings [21], see Section 7. An important property of box mappings is
that they have a non-trivial inner dynamics through inducing constructions
proposed by M. Jakobson [25] for real unimodal maps and by J.-C. Yoc-
coz [53] for unicritical polynomials. In the current paper, we will apply a
few simple inducing steps to canonically defined box mappings to construct
a family ϕc of Cantor repellers for every c close enough to −2.
A novelty of our thermodynamical approach lies in proving uniform es-
timates of the Hausdorff dimension of Julia sets Jϕc , initially based on the
dimension of the Julia set of ϕc restricted to the real line, and then using
a further branch of ϕc to improve the lower bound. The thermodynamical
foundations of this approach come from [42], we refer the reader for a more
detailed discussion to [40].
Theorem 5. There exists κ∗ > 0 and c0 > −2 such that for every c ∈
(−2, c0],
dimH(Jc) ≥ 1 + κ∗(c+ 2)
1
2 .
Notation and uniform constants. We will use the notation A . B to
indicate that A/B is bounded from above by a uniform constant (usually
in the asymptotic sense, for all c close enough to −2). Similarly, we define
A & B. Finally, A ∼ B ⇔ A . B and A & B.
1.3 Hyperbolic estimates along ray (−∞,−2].
Asymptotic estimates at −2 for c < −2 are easier than these for c > −2
as they correspond to hyperbolic dynamics. They were originally proven
in [18], we revisit the estimates giving different proofs based on both real
and complex methods.
Lower bound. An ad hoc estimate for dimH(Jc), c < −2, comes from
Manning’s formula (see [12], [36]) for the Hausdorff dimension of the har-
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monic measure ωc with a base point at ∞,
dimH(Jc) ≥ dimH(ωc) = log 2
log 2 +Gc(c)
, (7)
where Gc(c) and Gc(z) are the Green functions for Cˆ\M and C\Jc respec-
tively. SinceM contains the interval [−2, 0] which has logarithmic capacity
1/2 [35, Corollary 9.9], Gc(c) ≤ 2
√|c+ 2| and
dimH(Jc) ≥ log 2
log 2 + 2
√|c+ 2| ≥ 1− 2
√|c+ 2|
log 2
.
Upper bound via real methods. The estimate that Gc(c) ≤ 2
√|c+ 2|,
for c < −2, can be almost inversed due to Tan Lei’s result [50] about the
conformal similarity betweenM and J−2 which implies that asymptotically
for any positive ε, Gc(c) ≥ |c+2| 12+ε. It was proved by purely real methods
in [18] that the ad hoc estimate is indeed precise. For the convenience
of the reader we will present a short proof of the upper estimate of [18],
1− C ′√|c+ 2| ≥ dimH(Jc).
Let
ǫ = |c+ 2| (8)
and suppose that c ∈ (−3,−2). Let pc be the repelling fixed point of fc at
which fc preserves the orientation on the real line. Let ±y denote the points
f−1(−pc), so y ∼
√
ǫ. Denote by I the interval [−pc, pc]. Since c < −2,
fnc (c) tends to −∞ and the Julia set is⋂
n≥0
f−n(I).
If A is a connected component of f−n(I), then there are at most two iterates
k (0 ≤ k ≤ n− 1) for which fk(∂A) ∩ {±y} 6= ∅, one of which equals n− 1.
Denote the other by k0. Hence f
n on A can be decomposed as
fn = f ◦ g1 ◦ f ◦ g2,
(or fn = f ◦ g1 if k0 does not exist) where g1 and g2 = fk0 have uniformly
bounded distortion, using the Koebe distortion theorem for g2 (a neighbour-
hood of A is mapped diffeomorphically by g2 onto I) and uniform expansion
for g1 (as −pc ∈ f ◦ g2(A)).
Let Ej = {x ∈ f j(A) : fn−j(x) ∈ [−y, y]}. The measure of En and En−1
are both ∼ √ǫ. By bounded distortion, |Ek0+1|/|fk0+1(A)| ∼
√
ǫ. Moreover,
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Ek0+1 is nested well inside f
k0+1(A) in the sense that each component of
fk0+1(A) \ Ek0+1 has length uniformly comparable to |fk0+1(A)|. Pulling
back once gives |Ek0 |/|fk0(A)| ∼
√
ǫ and then bounded distortion gives
|E0|/|A| ∼
√
ǫ.
Consequently, the length of f−n(I) is smaller than (1−C√ǫ)n, where C
is a uniform constant. Since f−n(I) has 2n components A,∑
|A|α ≤ 2(1−α)n(1− C√ǫ)αn . 1
provided α ≥ 1− C ′√ǫ for some small uniform constant C ′ > 0. Therefore
dimH(Jc) ≤ α.
1.4 Structure of the paper
In the following section we recall general properties of Collet-Eckmann maps
and then give properties of Yoccoz’ strongly regular parameters, those com-
prising the set A.
Section 3 contains estimates on the conformal and absolutely continuous
invariant measures. We decompose forward orbits depending on the passages
near the critical point and use ergodicity to obtain estimates on the density
of blocks of different types.
In Section 4, density of blocks of the forward orbit are translated into
densities of scales of preimages. Section 5 is dedicated to the proof of the
upper bound of the Hausdorff dimension using the β numbers theory. In
Section 6 we generalize the formulation of the upper bound and obtain a
sharper result for Misiurewicz maps.
The last section presents the proof of the lower bound of the Hausdorff
dimension by constructing a Cantor repeller inside the Julia set.
2 Collet-Eckmann parameters
2.1 Technical sequences
We shall consider maps f = fc with Collet-Eckmann parameter c ∈ Aˆ,
see formula (1), with associated constants Ω,Ω′. We follow closely the
formalism introduced in [20, Lemma 2.2] in order to make precise refer-
ences to estimates of [20]. As in [20], we introduce three positive sequences
(αn), (γn), (δn) as follows.
Definition 2.1. For n ≥ 1, set
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• δn = 18n2 ,
• γn = 64 enΩ/41−e−Ω/4 ,
• αn = (1− e−Ω)
√
δnΩ′ enΩ/4/16.
The growth of the derivative of fn will be given in terms of γn, the
corresponding distortion will be bounded by δn, and various constants will
be controlled through αn.
Lemma 2.2. The sequences (αn), (γn), and δn satisfy
limn→∞ αn = ∞ ,∑
n γ
−1
n < 1/64 ,∑
n δn < 1/2
and, for every c ∈ Aˆ,
|(fnc )′(c)| ≥ (αn)2 (γn)2 / δn .
2.2 Constants and scales
A scale around the critical point 0 of fc(z) = z
2 + c is given in terms of a
fixed number R′ ≪ 1 as in [20] where the general case of rational maps was
studied. We will refer to objects which stay away from the critical points at
distance R′ and are comparable in size to R′ as the objects of the large scale.
The proper choice of R′ is crucial in obtaining uniform estimates based on
the Poincare´ series technique of [20].
The following conditions define R′, compare the condition (i− iv) from
[20, Section 2.3].
(i) fix τ so that αk > 10
3 for all k ≥ τ ; let R > 0 so small that the first
return time of 0 to {|z| < √R} is at least τ ;
(ii) R′ satisfies the condition R′ ≤ R infn (αn)2 /103. Note that R′ ≪ R.
The constants above can be fixed uniformly for c ∈ Aˆ.
2.3 Types of preimages
In [20], a decomposition of orbits into three types was introduced. Types 1
and 3 correspond to pieces of the orbit shadowed closely by the corresponding
pieces of the critical orbit. For the reader familiar with the work of [6], types
1 and 3 correspond to the bound period, the formal definition can be found
in [20]. Our focus will be on type 2 preimages which correspond to the free
period in [6].
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Shrinking neighborhoods. To control the distortion, we will use the
method of shrinking neighborhoods, introduced in [37]. With our technical
sequence (δn) of Definition 2.1, let ∆n :=
∏
k≤n (1− δk). Let B(z, r) be the
ball of radius r around a point z and {f−n(z)} be a sequence of preimages
of z. We define Un and U
′
n as the connected components of f
−n(B(z, r∆n))
and f−n(B(z, r∆n+1)), respectively, which contain f−n(z). Clearly,
f(Un+1) = U
′
n ⊂ Un .
If Uk, for 1 ≤ k ≤ n, do not contain critical points then the distortion of
fn : U ′n → B(z, r∆n+1) is bounded (by the Koebe distortion theorem) by
a power of 1δn+1 , multiplied by an absolute constant.
Since
∑
n δn <
1
2 , one also has
∏
n (1− δn) > 12 , and hence always
B(z, r/2) ⊂ B(z, r∆n).
Second type. A piece of a backward orbit is of the second type if there
exists a neighborhood of size R′ which can be pulled back univalently along
the backward orbit. Type two preimages yield expansion along pieces of
orbits of a uniformly bounded length L. In this setting, type 2 corresponds
to pieces of backward orbits which stay at a definite distance from the critical
points.
Definition 2.3. Let dist (z,Jc) ≤ R′/2. A sequence f−nc (z), · · · , f−1c (z), z
of preimages of z is of the second type if the ball B(z,R′) can be pulled back
univalently along it.
Third type. Blocks of type 3∗ connect points from the phase space
with critical points.
Definition 2.4. A sequence f−nc (z), · · · , f−1c (z), z of preimages of z is of
type 3∗ (or of the third type) if
1) Shrinking neighborhoods Uk for B(z, r), 1 ≤ k < n, avoid critical
points and r ≤ 2R′ ,
2) The critical point 0 ∈ ∂Un .
A type 3∗ piece is, in the terminology of [20], referred to as either type
1 or type 3 depending on whether it starts in the proximity of the critical
point 0 or not. This distinction was introduced in [20] because the expansion
properties of type 1 and type 3 can be very different.
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Contraction of preimages. The backward contracting factor ξ ∈ (0, 1)
is defined as follows: for every n ∈ N and every ball B(z, r), z ∈ Jc and
r < R′, the diameter of every component of f−nc (B(z, r)) is smaller than ξn,
see [39]. The Collet-Eckmann condition implies the existence of ξ, via [20,
Propositions 2.1 and 7.2], which depends only on the constant Ω from (1),
see also the condition ExpShrink and the main result in [38]. Indeed in the
proof of [20, Proposition 7.1], we have that ξ can be taken as infn(ω˜n)
1/n,
where
ω˜n := inf {γk1 . . . γkl ωm / 16 : k1 + . . . kl +m = n}
and ωn was defined in the proof of Proposition 2.1 of [20],
ωn := inf
K λk0 ∏
j≥1
γ′kj : k0 + k1 + k2 + · · · ∈ [n− L, n)
 ,
where K > 0 is the expansion yielded by type 2 preimages of the length
l ∈ [0, L), λ is the average expansion of a type 2 block and
γ′n := inf
∏
j
γij : i0 + i1 + i2 + · · · = n
 .
This shows that ξ < 1 and depends solely on Ω and Ω′ in (1).
In fact, Remark 7.1 of [20] implies a stronger uniform estimate. If Wn is
a component of f−nc (B(z, r)), r < R′, then
diamWn < Cξ
n√r (9)
independently from c ∈ Aˆ.
2.4 Frequency of visits to the large scale.
We need a uniform estimate on passages of c to the large scale for c ∈ A ⊂ Aˆ.
Proof of Proposition 1.3 and formula (1). J.-C. Yoccoz in [53] de-
fines a set of strongly regular parameters and shows that −2 is a one-sided
density point for this set. Just prior to Definiton 3.7, a sequence of times
(Nk)k called regular returns is defined. By definition of regular returns,
fNk−1c (c) ∈ (q,−q), where q is the orientation-reversing fixed point of fc,
and a neighbourhood of c is mapped by fNk−1c diffeomorphically onto the
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set Â of [53], which contains a 12 -neighbourhood of (q,−q). The number
M = N1 depends on c, increasing as c→ −2, log ǫ = log |c+2| ∼ −2M log 2.
Let m = Nk+1 −Nk. From [53, equation (3.2)],
m ≤ 2−
√
M (Nk +m).
If we set τ(ǫ) = exp(−κ√log 1/ǫ), for κ small enough, then m ≤ Nkτ(ǫ),
which yields Proposition 1.3.
Let us examine the growth of the derivative. By [53, Proposition 3.10],
at the times Nk,∣∣∣∣∣log
(
|(fNk−1c )′(fc(0))|
hc(fc(0))
hc(f
Nk
c (0))
)
− (Nk − 1) log 2
∣∣∣∣∣ < CM−1Nk,
where log hc(fc(0)) ∼ −M log 2 and hc(fNkc (0)) ∼ 1; C is a universal con-
stant. In particular, at each such time,∣∣∣∣ 1Nk − 1 log |(fNk−1c )′(fc(0))| − log 2
∣∣∣∣ < CM NkNk − 1 + C
′M
Nk − 1 ,
where C ′ > 0 is an universal constant. The returns being regular, the Koebe
distortion theorem gives a lower bound C1 > 0 to the derivative of f
m
c at
fNkc (0). Hence for any 1 ≤ j ≤ m, |(f jc )′(fNkc (0))| ≥ 4−mC1. We also deduce
that∣∣∣∣∣ log |(fNk+j−1c )′(fc(0))|Nk + j − 1 − log 2
∣∣∣∣∣ < CM NkNk − 1 + C
′M
Nk − 1+∣∣∣∣∣ 1Nk + j − 1 log |(f
j
c )′(fNkc (0))|
2j
∣∣∣∣∣ .
The logarithmic term is bounded by 2m/(Nk +m) ≤ 21−
√
M giving, for all
n ∈ N, ∣∣∣∣ 1n log |(fnc )′(fc(0))| − log 2
∣∣∣∣ < C2M ∼ 1log 1ǫ , (10)
where C2 is a universal constant. In particular, parameters in A satisfy a
strong form of the Collet-Eckmann condition (1).
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3 Statistical methods
3.1 Absolutely continuous invariant mesures.
Conformal measures. Conformal or Sullivan-Pattersonmeasures are dy-
namical analogues of Hausdorff measures in dynamical systems.
Definition 3.1. Let fc = z
2 + c be a rational map with the Julia set Jc. A
Borel measure ν supported on J is called conformal with an exponent p (or
p-conformal) if for every Borel set U on which fc is injective one has
ν(fc(U)) =
∫
U
|f ′c(z)|p dν .
As observed in [48], the set of pairs (p, ν) with p-conformal measure ν is
compact (in the weak-∗ topology). Hence, there exists a conformal measure
with the minimal exponent
δconf(c) := inf{p : ∃ a p-conformal measure on Jc.}
The minimal exponent δconf (c) is also called the conformal dimension of Jc.
The following fact, proven in [20], explains basic properties of conformal
measures for Collet-Eckmann parameters.
Fact 3.2. Let c ∈ A. Then there is a unique, ergodic, non-atomic, and
probabilistic conformal measure νc for fc, with exponent
δconf (c) = dimHJc.
Moreover,
dimH(νc) = dimHJc .
Invariant measures absolutely continuous with respect to νc. Ab-
solutely continuous invariant measures can exist only with respect to con-
formal measures without atoms at critical points. This necessary condition
is satisfied for the geometric measures of fc(z) = z
2 + c, c ∈ A.
Fact 3.3. Let c ∈ A. Then fc has a unique absolutely continuous invari-
ant probabilistic measure σc with respect to the conformal measure νc from
Fact 3.2. Moreover, σc is ergodic, exact, and has positive entropy and Lya-
punov exponent.
Let ρc(x) =
dσc
dνc
(x) be the Radon-Nikodym derivative of σc with respect
to νc.
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Proposition 3.4. For every ζ∗ ∈ (1, 2), the densities ρc(x) of σc with respect
to νc are uniformly L
ζ∗-integrable, more explicitly, there exists a uniform
constant C > 0 so that∫
Jc
ρc(x)
ζ∗dνc ≤ C
∫
Jc
|x− c|−δconf (c)ζ∗/2 dνc(x) (11)
for every c ∈ A.
Proof. A starting point is a general upper estimate of ρc(x) obtained in [20,
Proposition 10.1]. Assume that c ∈ A. Let ∆k(x) := dist
(
fkc (0), x
)
and
gc(x) :=
∞∑
k=1
γ
−δconf (c)
k ∆
−δconf(c)/2
k (x) .
[20, Proposition 10.1] asserts that for every x 6∈ ⋃∞n=0 fnc (c) there exists a
uniform positive constant K so that
ρc(x) < K gc(x) . (12)
The sequence γk (defined in Definition 2.1), independent of c ∈ A, tends
exponentially fast to ∞.
Let ζ∗ ∈ (1, 2) be an arbitrary number. By the Ho¨lder inequality, see
the proof of [20, Corollary 10.1],
∫
Jc
ρc(x)
ζ∗dνc ≤ K
∫
Jc
( ∞∑
k=1
γ
−δconf (c)
k ∆
−δconf(c)/2
k (x)
)ζ∗
dνc
.
∞∑
k=1
γ
−δconf (c)
k
∫
Jc
∆
−δconf(c)ζ∗/2
k (x)dνc . (13)
Set Bk = B(f
k
c (0), R
′), k > 1. We estimate IBk :=
∫
Bk
∆
−δconf (c)ζ∗/2
k (x)dνc
using shrinking neighborhoods. We take any x ∈ Bk and increase r from 0 to
r(x) < ∆k ≤ R′ until the shrinking neighborhoods Ui, i ≤ k, for B(x, r(x))
hit the critical point. By the definition, r(x) is comparable with one ∆m(x),
m(x) ≤ k and Bk ⊂
⋃k
m=1Em, where Em = {x ∈ Bk : m(x) = m}. Recall
that supx∈Jc |f ′c(x)| ≤ 4 for c from the Mandelbrot set.
Changing variables in the integrals (14) and using the fact that the
distortion of the inverse branch of fm−1c mapping fmc (c) at c is controlled
on B(x, r(x)), m(x) = m, by the technique of shrinking neighborhoods, we
obtain an upper bound of IBk solely in terms of
∫
Jc ∆
−δconf(c)ζ∗/2
1 dνc(y),
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IBk ≤
k∑
m=1
∫
Em
∆−δconf (c)ζ∗/2m (x)dνc(x) (14)
.
k∑
m=1
∫
f−m+1(Em)
(δm)
−2δconf (c)ζ∗ |(fm−1)′(y)|δconf (c)(1−ζ∗/2)
∆
δconf (c)ζ∗/2
1 (y)
dνc(y)
.
k∑
m=1
(δ−4m 4
(1−ζ∗/2)m)δconf (c)
∫
Jc
∆
−δconf (c)ζ∗/2
1 (y) dνc(y) .
Without loss of generality, ζ∗ is close to 2 because both sides of the claim
of Proposition 3.4 are increasing and finite for ζ∗ ∈ [0, 2), and for ζ∗ = 0,∫
Jc |x− c|−δconf (c)ζ∗/2 dνc(x) = 1. Hence,
∞∑
k=1
γ
−δconf (c)
k
k∑
m=1
(δ−4m 4
(1−ζ∗/2)m)δconf (c) (15)
is uniformly bounded. Invoking (13),
∫
Jc ρc(x)
ζ∗dνc can be bounded by
∞∑
k=1
γ
−δconf(c)
k
(
IBk + (R
′)−δconf (c)
)
.
∫
Jc
∆
−δconf (c)ζ∗/2
1 (x) dνc(x).
Recall that ǫ = c+ 2.
Lemma 3.5. There exists a uniform constant S ≥ 1 such that for every
r < R′ and c ∈ A,
rδconf(c)(1+Sτ(ǫ)) . νc(B(c, r)) . r
δconf (c)(1−Sτ(ǫ)),
where τ(ǫ) = exp(−κ√log 1/ǫ) comes from Proposition 1.3.
Proof. We will prove only the upper estimate for νc(B(c, r)), the lower is
obtained by an analogous argument. By Proposition 1.3, we may assume
that two consecutive passages to the large scale R′ happen in the times
n1 > n+ L, L is a constant from the definition of type 2 preimages,
n1 ≤ n(1 + τ(ǫ)).
Therefore,
U1 := f
−n1
c (B(f
n1
c (c), R
′/2) ⊂ U = f−nc (B(fnc (c), R′/2))
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and, by (9) and since supJc |(fc)′(z)| ≤ 4,
ξn1 & diamU1 & 4
−n1+ndiamU ≥ 4−nτ(ǫ)diamU. (16)
If r ∼ diamU and r ≥ r∗ & diamU1 then
νc(B(c, r∗) . νc(B(c, r) ∼ rδconf(c)
and (16) implies that
r . r∗4τ(ǫ)n . r
1−Sτ(ǫ)
∗ ,
where S = log 4/ log ξ.
Proposition 3.6. There exists a uniform constant C > 0 so that for every
ζ∗ ∈ (1, 2η(ǫ)), η(ǫ) = 1− Sτ(ǫ), and S, τ(ǫ) are from Lemma 3.5,∫
Jc
|x− c|−δconf (c)ζ∗/2 dνc(x) ≤ C
2η(ǫ) − ζ∗ (17)
Proof. Define An = {x ∈ C : 2−(n+1) ≤ |x − c|/R′ ≤ 2−n}, n ∈ N, and set
IB =
∫
B(c,R′)∆
−δconf(c)ζ∗/2
1 (x)dνc. Then
IB ≤ 4(R′)−δconf (c)ζ∗/2
+∞∑
n=0
2nδconf (c)ζ∗/2νc(An)
.
+∞∑
n=0
2nδconf (c)(ζ∗/2−η(ǫ))
.
1
1− 2δconf (c)(ζ∗/2−η(ǫ)) ≤
C
2η(ǫ) − ζ∗ .
The fact that the density ρc(x) of σc with respect to νc belongs to L
p(νc)
for any p ∈ (0, 2) was proven before in non-uniform setting in [20] and [41]
for large classes of rational functions.
Proposition 3.7. Let τ(ǫ) = exp(−κ√log 1/ǫ) be the function from Propo-
sition 1.3 and S the constant from Lemma 3.5. There exist C∗ > 0 such that
for every function u(ǫ) ≥ Sτ(ǫ), limǫ→0 u(ǫ) = 0, every c ∈ A, and r ≤ R′,
σc(B(c, r)) ≤ C∗ u(ǫ)−1/2νc(B(c, r))(1−8u(ǫ))/2 .
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Proof. The independence of the constant C∗ from c ∈ A uses the uniform
integrability of the densities ρc(x) established in Proposition 3.4. Namely,
ρc(x) belongs to L
p(νc) for every p ∈ (0, 2).
We apply the Ho¨lder inequality with the exponents ζ ∈ (1, 2η(ǫ)), η(ǫ) is
the function from Proposition 3.6, and ζ ′ > 0, 1/ζ+1/ζ ′ = 1. By inequalities
(11) and (17),
σc(B(c, r)) =
∫
U
ρc(x)dνc ≤
(∫
B(c,r)
dνc
)1/ζ′ (∫
Jc
ρc(x)
ζdνc
)1/ζ
. (2η(ǫ) − ζ)−1/ζ νc(B(c, r))(1−1/ζ) . (18)
Put ζ = 2η(ǫ) − 2u(ǫ), where u(ǫ) is the function from the hypotheses of
Proposition 3.7. Without loss of generality, Sτ(ǫ) + u(ǫ) < 1/4. Then
1/2 + 4u(ǫ) ≥ 1/ζ ≥ 1/2 + u(ǫ).
For simplicity, νc(r) := νc(B(c, r)). By (18),
σc(B(c, r)) . u(ǫ)
−1/ζ νc(r)1−1/ζ
. u(ǫ)−1/2 e−2u(ǫ) log u(ǫ) νc(r)(1−8u(ǫ))/2
. u(ǫ)−1/2 νc(r)(1−8u(ǫ))/2.
Corollary 3.8. Under the hypotheses of Proposition 3.7, there exists a uni-
form constant C∗ > 0 such that for all r ≤ R′,
σc(B(c, r)) ≤ C∗
√
| log ǫ| r
1
2
(
1− 10
| log ǫ|
)
Proof. As dimH(Jc) = δconf(c) ≥ 1, we may combine the estimate for
σc(B(c, r)) with the upper bound in Lemma 3.5 to obtain
σc(B(c, r)) ≤ C∗u(ǫ)−1/2rdimH(Jc)(1−Sτ(ǫ))(1−8u(ǫ))/2
≤ C∗u(ǫ)−1/2r1/2−5u(ǫ) .
By choosing u(ǫ) = | log(ǫ)|−1 and c0 > −2 such that for all c ∈ A∩ (−2, c0],
Sτ(ǫ) ≤ u(ǫ), we obtain the claim of Corollary 3.8.
Assuming additionally that u(ǫ) < 1/50, Corollary 3.8 implies for r = a ǫ,
a > 0,
σc(B(c, a ǫ)) ≤ C∗e5
√
ǫ| log ǫ| max(a1/2, a2/5) . (19)
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3.2 Decomposition of forward orbits.
Let z ∈ Jc be a typical point with respect to the absolutely continuous
invariant measure σc. Then its forward orbit is disjoint from the critical
orbit
0, c, fc(c), . . . , f
n
c (c), . . . .
For every point zn = f
n
c (z), n ∈ N, we associate a piece of the orbit
zn−θ(n), . . . , zn, θ(n) ≤ n, either of type 2 or 3∗ so that the the following
holds. The ball B(zn, r), r ∈ (0, R′], is pulled back univalently on a neigh-
borhood of zn−θ(n), by an inverse branch of f
θ(n)
c . If the sequence is of
type 2 then r = R′, otherwise r is strictly smaller than R′ and the critical
point 0 belongs to the boundary of the shrinking neighborhood Uθ(n)+1 for
B(zn, 2r).
Construction. If the shrinking neighborhoods for B(zn, 2R
′) do not con-
tain critical points and n ≥ L, we set θ(n) := L, zn−θ(n) := f−Lc zn, see
the definition of L before Definition 2.3. If n < L, then θ(n) = n and
zn−θ(n) = z0 = z. By a standard compactness argument, L can be chosen
uniformly in z ∈ Jc and c ∈ A such that
|(fLc )′(zn−θ(n))| > 10.
By definition, there is a branch of f−nc mapping B(zn, R′) univalently onto
a neighborhood of z.
Otherwise, we increase r continuously starting from 0 until certain shrink-
ing neighborhood Uk for B(zn, 2r) hits 0, i.e. 0 ∈ ∂Uk. It must happen for
some 0 < r < R′. Set θ(n) := k−1. Then zn−θ(n) is the third type preimage
of zn and B(zn, r) can be pulled back univalently at z.
Observe that by bound (9), a third type preimage of zn is very close to
the critical value c. In this case, the next step of the construction starts
near the critical point 0, that is, we pull back balls centered at zn−θ(n)−1.
After a type two preimage, the construction continues at zn−θ(n).
Coding. As a result of the inductive procedure, we have associated to the
forward orbit of z ∈ Jc, up to some zN , pieces of type 2 and 3∗. This gives
a coding of orbits by sequences of 2’s and 3∗’s. For example we could have
a sequence of the form
. . . . . . 222223∗3∗3∗23∗222223∗223∗ ,
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where fc acts from the left to the right and our inductive procedure has
started from the right end at zN . All pieces of the second type have the
length L except possibly the final one which can be shorter.
We say that zn is of type 3
∗ if the corresponding sequence zn−θ(n), . . . , zn
is of type 3∗. Otherwise, zn is of type 2.
Expansion
Lemma 3.9. Let fc(z) = z
2 + c be a Collet-Eckmann quadratic map, c ∈
A. Suppose that zn−θ(n), . . . , zn is a type 3∗ orbit and B(zn, r) is the ball
associated to zn in the type 3
∗ construction. For every ε > 0 there exists Ω1
such that for every c ∈ A and every n ∈ N,
diamWθ(n)(r) ≤ Ω1 e−(Ω−ε)θ(n) r,
where Wθ(n)(r) is the connected component of f
−θ(n)
c (B(zn, r)) that contains
zn−θ(n) and Ω comes from (1).
Proof. Since
f(Uθ(n)+1) = U
′
θ(n) ⊂ Uθ(n)
and Uk, for 1 ≤ k ≤ θ(n), do not contain critical points, the distortion of
f
θ(n)
c : U ′θ(n) → B(zn, 2r∆θ(n)+1) is bounded from the Koebe distortion
theorem by a power of 1/δθ(n)+1 multiplied by an absolute constant. Recall
that always B(zn, r) ⊂ B(zn, 2r∆n).
3.3 Estimates based on ergodicity.
We follow the notation introduced in Section 3.2.
Let x ∈ Jc be a typical point for σc and ω ∈ (Ω/2,Ω). The event
“θ(n) ≥ p occurs infinitely many times” means that the forward orbit of
x approches c at the distance at most rp = Ω1e
−pω R′ infinitely often, by
Lemma 3.9. Since x is typical with respect to σc, the Birkhoff ergodic
theorem implies that the density of visits of iterates of x to B(c, rp) is
lim
n→+∞
1
n
n−1∑
i=0
χB(c,rp)(f
i
c(x)) = σc(B(c, rp)) ,
where χU (·) is a characteristic function of a measurable set U .
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For the forward orbit of a typical x with respect to σc, define a set of
integers Ep as follows: for every xn of type 3
∗, denote by [n − θ(n), n] an
interval of all integers between n− θ(n) and n,
Ep =
⋃
n:θ(n)=p
[n− θ(n), n] and E∞p =
∞⋃
k=p
Ek .
The asymptotic upper density of a set of integers Q in N is defined by
d(Q) := lim sup
N→+∞
1
N
#{Q ∩ [1, N ]}. (20)
Observe that
{n ∈ N : xn is inside a block of type 3∗ of length p} ⊂ Ep .
We compute upper bounds for the asymptotic upper density of Ep and of
E∞p using the Birkhoff ergodic theorem applied to the functions
hp := pχB(c,rp) and respectively h
∞
p :=
∑
k≥p
hp .
Recall that ǫ = c+ 2 < e−50 by the choice of c0 in inequality (19). Let
p0 =
1
ω
| log ǫ| . (21)
For p ≥ p0, by inequality (19), we compute
d(Ep) ≤ p σc(B(c,Ω1ǫ e−(p−p0)ωR′)) ≤ pC1
√
ǫ| log ǫ| e−2(p−p0)ω/5 , (22)
where C1 > 0 depends only on Ω1 and R
′. As an immediate consequence,
d(E∞p ) ≤ C1
√
ǫ| log ǫ|
∑
k≥p
k e−2(k−p0)ω/5 ≤ C2 d(Ep) , (23)
where C2 > 0 depends only on ω. Let
E∞ = E∞p0 .
By inequalities (22) and (23), there exists C3 > 0 depending only on ω, such
that
d(E∞) ≤ C2d(Ep0) ≤ C3 ǫ1/2| log ǫ|3/2 . (24)
The bound (24) gives an upper estimate of the density of all these n ∈ N
such that xn is of type 3
∗ with θ(n) ≥ p0. We will call these type 3∗ points
long. Otherwise, they will be named short.
Fix a constant T ≫ 1 and let ρ(n) := |xn−θ(n) − c|. There are two
possible scenarios for short type 3∗ points xn.
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Case I. ρ(n) < Tǫ.
Denote by E1 the union of all intervals [n−θ(n), n] so that xn is of short
type 3∗ and ρ(n) < Tǫ. Then by the Birkhoff ergodic theorem, inequality
(19) and the definition (21) of p0,
d(E1) ≤ p0 σc(B(c, T ǫ)) ≤ C4
√
Tǫ | log ǫ|3 , (25)
where C4 depends only on ω.
Case II. ρ(n) ≥ Tǫ.
We search for the the smallest m > n− θ(n) so that xm is of type 2.
If ǫ = c+ 2 is close to 0 then the critical orbit is “trapped” in a vicinity
of the repelling fixed point qc,
2− qc ∼ 2 + c ∼ qc − fc(c).
Without loss of generality we may assume that fc(z) is linearizable on
z ∈ B(qc, 16R′). Since the eigenvalue of qc is close to 4, |fc(z)′| ≥ 4 − C ′R′
for all z ∈ B(qc, 16R′), C ′ is a universal constant if ǫ < R′. The number
t0 of iterates needed for xn−θ(n) to leave B(qc, 16R′) can be estimated by
simple geometric considerations,
Tǫ(4−C ′R′)t0 ≤ (4− C ′R′)t0ρ(n) ≤ (4− C ′R′)t0 |qc − xn−θ(n)| ∼ R′, (26)
that leads to
t0 ≤ C5 + log R
′
ρ(n)
/ log(4− C ′R′) ≤ C6 + log R
′
ǫ
/ log(4− C ′R′).
Therefore,
m ≤ n− θ(n) + t0.
Let s(n) = sup{k ≥ n : k − θ(k) = n − θ(n)}. Then s(n) − m is uni-
formly bounded from above. Indeed, if s(n) > m then by (9), every con-
nected component of f−(s(n)−m)(B(xs(n), r)) has the diameter smaller than
Cξs(n)−m
√
R′, which has to be at least R′, by construction. Therefore
s(n)−m ≤ (log√R′ − logC)/ log ξ.
Consequently, by eventually shrinking c0 + 2, the upper bound of ǫ,
s(n) ≤ n− θ(n) + t0 + C7 < n− θ(n) + p0
and all k ∈ N with the property that xk is of type 3∗ and k−θ(k) = n−θ(n)
are short.
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Put
E′θ :=
⋃
θ(s(n))=θ
[n− θ(n), s(n)], (27)
where the union is taken over all n ∈ N such that xn is short type 3∗ from
the Case II and the length of the maximal interval [n− θ(n), s(n)] is exactly
θ < p0. The integer s(n) has the property that the ball B(xs(n), R
′′) can be
pulled back univalently by f
s(n)
c at x, R′′ ∼ R′.
Additionally, every connected component of E′ :=
⋃p0−1
θ=1 E
′
θ is of the
form
[n− θ(n), s(n)]
for some n ∈ E′, that is for every n1 < n2 ∈ E′, if n1 6∈ [n2 − θ(n2), s(n2)]
then s(n1) + 1 < n2 − θ(n2).
Conclusion. We denote by E the union of E∞, E1 and these connected
components of E′ that follow directly an element of E∞ ∪ E1. This can
happen only when a short type 3∗ from Case II “extends through c” another
block of type 3∗, to the left of the short type 3∗ in the coding described
at page 24. Recall that c0 > −2 was defined before inequality (19). By
inequalities (24) and (25) and the discussion above on the short type 3∗
Case II, there exists C8 > 0 independent of c ∈ A ∩ (−2, c0] such that
d(E) ≤ 2 d(E∞) + 2 d(E1) ≤ C8 ǫ1/2| log ǫ|3/2 . (28)
We prove in Section 5 that integers n ∈ E′ \ E correspond to xn with
properties similar to type 2. We denote by G := N \ E the union of all
n ∈ N such that xn is of type 2 or n ∈ E′ \ E. Type 2 integers in G are
called regular while these in E′ ∩G are called irregular.
4 Density of iterates vs density of scales
We want to translate the density of G in N into the density of the corre-
sponding scales at x ∈ Jc typical, fixed in Section 3.3. For this aim we
associate to every n ∈ G a connected component Vn defined as follows: if
n ∈ G is regular Vn is the connected component of f−nc (B(xn, R′/2)) con-
taining x and if n ∈ G is irregular then Vn is a connected component of
f
−s(n)
c (B(xs(n), R
′′/2)) that contains x. In general, Vn(r) denotes the con-
nected component of f−nc (B(xn, r)).
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For the sake of simplicity, let R′ := min(R′, R′′). By the Koebe distortion
theorem, every Vn, n ∈ G, has a bounded geometry, i.e.
∃m,M > 0 B(x,m) ⊂ Vn ⊂ B(x,M) and m/M > c˜,
where c˜ > 0 is a universal constant.
We count intervals In = (2
−(n+n0), 2−n], n ∈ N, such that there exists
k with diamVk ⊂ In. This way of counting is not standard as we allow
overlapping of scales due to the introduction of n0. Also, define a function
π : G 7→ N, π(k) is the smallest integer n such that diamVk ∈ In.
By definition, π sends the whole component of irregular integers in G
into one scale diam Vn. We will see, however, that there is a way to add
the missing scales so that a modified π is at most contracting by a uniform
constant multiple. The added topological disks around x will be denoted by
V ′n, n ∈ G irregular.
An interval In containing diamVj or diam V
′
j is called a good scale.
Recall that c0 > −2 was defined for inequality (19) to hold and that
ǫ = c+ 2.
Proposition 4.1. There exist constants n0 ∈ N∗ and C˜ > 0 such that for
all c ∈ A ∩ (−2, c0], almost every point x ∈ Jc with respect to the invariant
measure σc has a collection of neighborhoods {Vj , V ′j }, in dependence if j ∈ G
is regular or irregular, of uniformly bounded geometry, such that
lim inf
N→+∞
1
N
#{n ∈ [1, N ] : In is a good scale} ≥ 1− C˜ ǫ1/2| log ǫ|3/2 ,
where In = (2
−(n+n0), 2−n].
Proof. The proof falls naturally into two parts. In the first, we show that
while translating E into scales, the length of connected components of E
can’t be increased too much while in the second, we prove that the length
of the image by π of connected components of regular points in G can’t be
contracted too much. The corresponding scales in π(G) of regular points in
G do not concentrate too much around particular values. Finally, we will
show how to add missing scales for irregular n ∈ G so that a modified π
behaves similarly as for regular points in G.
Part I. Let [a, b] be a connected component of integers in E, that is,
a maximal subset that contains only consecutive integers. By construction
and the choice (21) of p0, it is of length bigger than a uniform constant
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multiple of | log ǫ| and a−1, b+1 ∈ G are regular (by the definition of G and
the fact that short type 3∗ in E′ go to large scale near the critical value).
We show that the map π on [a, b] does not expand more than by a uniform
multiplicative constant. Denote by W(k,n)(r) a connected component of
f−(n−k)(B(xn, r)) containing xk. Since supJc |f ′c(x)| ≤ 4,
diamW(a−1,b+1)(R′) ≥ 4−(b−a+2)R′, (29)
and by (9),
W(a−1,b+1)(R′) ⊂ B(xa−1, R′/2),
for ǫ small enough. Since Va−1(R′) = W(0,a−1)(R′) is a univalent neighbor-
hood of x, the Koebe distortion theorem and (29) imply that
diamVa−1
diamVb+1
≤ C14(b−a).
Consequently, in terms of counting scales,
π(b)− π(a) ≤ C2(b− a), (30)
for a uniform constant C2.
Part IIa. Suppose that [a, b] is a connected maximal interval of G.
Observe that a, b ∈ G are regular integers, as any short type 3∗ interval that
is in E′ is both preceded and followed by a type 2 interval. Without loss of
generality, we may assume that b − a ≥ C3L, where C3 is a large uniform
constant and L is the type 2 constant from Definition 2.3. Indeed, we can
always add short components of G to E because every component of E has
the length at least p0 ∼ | log ǫ| ≫ C3L. This operation can only affect the
density estimates by a multiplicative uniform constant.
We show that the map π on [a, b] can contract only by a uniform constant.
By (9),
diamW(a,b)(R
′) ≤ Cξb−a
√
R′,
and, since we can choose C3 = C3(C, ξ,R
′, L) sufficiently large,
W(a,b)(R
′) ⊂ B(xa, R′/2).
The Koebe distortion theorem implies that
diamVb
diamVa
≤ C4 ξ
(b−a)
√
R′
.
As C3 can be increased once more, if needed,
π(b)− π(a) ≥ C5(b− a), (31)
where C5 is a uniform constant.
30
Part IIb. The estimates (30) and (31) are not sufficient to conclude
Proposition 4.1. We need additionally that the scales between π(a) and
π(b) containing diamVj for some j ∈ [a, b], are fairly equidistributed inside
[π(a), π(b)], i.e. they neither concentrate excessively around one value nor
create occasionally large gaps between themselves.
We start with an observation that for every component [a, b] of G and
every regular n ∈ [a, b], θ(n) = L, and
W(n−L,n)(R′/2) ⊂ B(xn−θ(n), R′/4). (32)
Clearly, diamW(n−L,n)(R′/2) ≥ R′/4L+1.
Let [a′, b′] ⊆ G ∩ [a, b] contain only regular integers and assume that
b′ − a′ > C3L. The Koebe distortion theorem implies that
[π(a′), π(b′)] ⊆ π([a′, b′]) ,
after a suitable choice of n0.
If n is irregular then the corresponding neighborhood of x is given by
Vs(n)(R
′/2). By the definition of s(n), both the diameter and the distance of
W(n−θ(n),n)(R′/2) to c are comparable to ρ(n) ≥ Tǫ. This means that a com-
ponent W of f−1c (W(n−θ(n),n)(R′/2)) that contains xn−θ(n)−1 has bounded
geometry and
diamW ∼
√
ρ(n) ≥
√
Tǫ . (33)
As in Case II of short type 3∗, corresponding to irregular n, the distorsion
bounds are well controlled and as T ≫ 1, we obtain
diamW ≥ √ǫ . (34)
In particular,
mod (B(xn−θ(n)−1, R′/2) \W ) ∼ log
√
R′/ρ(n)
and the number of scales (2−k)k≥0 contained in the annulus is uniformly
comparable to the number of iterates between xn−θ(n) and xs(n), see (26).
Therefore, even if π collapses the interval [n−θ(n), s(n)] into a point, we
can recuperate the missing scales by placing inside B(xn−θ(n)−1, R′/2) round
disks B(xn−θ(n)−1, R′/2j) with j ∈ [1,M ] and M comparable to s(n)− (n−
θ(n)) such that
R′/2M ∈ [diamW, 2diamW ] . (35)
These disks will be called added disks. Because xn−θ(n)−1 is of type 2, all
the added disks can be pulled back with a bounded distortion to x. The
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added discs after pullback will be denoted by V ′j . They will be discussed
separately in Section 5 and they will bring some deterioration to our general
estimates of β-numbers.
πˆ stands for the modified π and In containing diamVj or diamV
′
j is
called a good scale. The uniform estimates for added disks allow to choose
n0 in a such a way that the density of the corresponding scales is 1 also for
[πˆ(a), πˆ(b)], [a, b] is a component of irregular integers in G.
All our modifications related to adding disks happen in disjoint scales
and do not affect one another. We see that n0 depends only on R
′ and L,
and hence is uniform.
Since the density of {diam Vj} in every [πˆ(a), πˆ(b)], where [a, b] is a com-
ponent of G is 1, the inequalities (28), (30) and (31) imply that
1− 1
N
#{n ∈ [1, N ] : In is a good scale}
≤ C6#E ∩ [1, N ]
#G ∩ [1, N ] ≤ C7 d(E) ≤ C˜ ǫ
1/2| log ǫ|3/2 ,
for N large enough.
5 Proof of Theorem 4
Recall Definition 1.2 of β(x, r)-numbers for K ⊆ C, K ⊆ Rd with d ≥ 2.
Observe that in general, for x ∈ K ⊆ C and 0 < r < r′,
βK(x, r) ≤ r
′
r
βK(x, r
′) . (36)
Almost flat sets. Let 0 = β0 < β1 < . . . < βn = 1 and F = {(di, βi) :
di ∈ [0, 1] for all i = 1, . . . , n}. A set K ⊂ Rd is almost flat at a point x ∈ K
with respect to F if for every i = 1, . . . , n,
d({m ∈ N : β(x, 2−m) ∈ (βi−1, βi]}) ≤ di .
Recall the definition (20) of the upper density d(Q) of a subset Q of N.
The following fact is a direct corollary of [23, Theorem 2].
Fact 5.1. Suppose that the set K ⊂ Rd, d ≥ 2, is almost flat at every point
x ∈ K with respect to a given family F as above. Then,
dimH(K) ≤ 1 + C ′d
n∑
i=1
di β
2
i ,
where for each d ≥ 2, C ′d > 0 is a universal constant.
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Geometric estimates. The upper bound of Theorem 4 follows from the
construction and estimates of Sections 3.3 and 4, and Fact 5.1 about the
Hausdorff dimensions of almost flat sets. An initial geometric estimate comes
from [3, Proposition 2] stated as Fact 5.2.
Fact 5.2. If a quadratic Julia set Jc is connected then
Jc ⊂ E4 := {z ∈ C : |z − c|+ |z + c| < 4}.
Let ǫ = c+ 2, c > −2, be close to 0. Then the Julia set Jc is contained
in the horizontal strip |ℑ(z)| . √ǫ.
In the first step, we invoke Proposition 4.1 to conclude that the density
of scales which are not good is bounded from above by C˜ ǫ1/2| log ǫ|3/2. For
those scales we only use the upper bound 1 for β numbers, thus we have
dn = C˜ ǫ
1/2| log ǫ|3/2 in Fact 5.1, where n := n(ǫ) will be defined below.
If a scale is good it contains either Vk or V
′
k, a preimage of an added
disk. Both have a bounded geometry. Therefore, for every x ∈ Jc,
β(x,R′/2) := βJc(x,R
′/2) ≤ C1
√
ǫ , (37)
and consequently, for every Vk centered at a typical x ∈ Jc with respect to
σc,
β(x, rk) ≤ C2
√
ǫ , (38)
where rk is the radius of the inner circle of Vk. We set β1 = C2
√
ǫ.
As every irregular type 3∗ in G is followed (to the left in the coding)
by a type 2, in order to calculate β inside V ′n, it is enough to look at βs
in added disks B(y,R′/2j), y := xm−θ(m)−1 for some m = s(m) > 0 and
j ∈ [1,M ] (see the definition (35) of M). By the definition of added disks
and inequality (34), R′/2M ≥ ǫ1/2. We obtain the following an upper bound
for M
M ≤ | log ǫ| − 2| logR
′|
2 log 2
≤ C3| log ǫ| . (39)
Also, by inequalities (36) and (37), we have an immediate upper bound,
β(y,R′/2j) ≤ C1 2j−1
√
ǫ < C1R
′ 2j−M . (40)
Therefore, the use of the constant n0 in Proposition 4.1, uniform in ǫ,
induces at most a loss of a multiplicative constant 2n0 in the above estimates
of β numbers. For some uniform constant C4 ≥ C2 > 0 that also accounts
for the distorsion of the pullback back to x, we have
β1 = C4 ǫ
1/2, β2 = C4 2ǫ
1/2, . . . , βn−1 = C4, βn = 1 ,
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where n is the (precise) upper bound in inequality (39).
With this definition, βn−1 corresponds to β(y,R′/2M ) in (40), βn−2 to
β(y,R′/2M−1) and so on. In view of Fact 5.1, we need to compute the upper
densities of the corresponding scales.
We proceed like in Section 3.3. Observe that for 1 < j < n, we use
bound βj only for a scale contained in E
′
θ, with θ at least comparable to
j, see definition (27). More precisely, by estimates (33) and (35), we have
that ρ(m) ∼ R′22−2M ≫ ǫ, j ≤ M . By inequalities (19) and (39), the
corresponding set E′θ(m) has upper density bounded by
d(E′θ(m)) ≤ C3C∗ e5
√
ρ(m)| log ǫ|3 ∼ 2−M
√
| log ǫ|3 .
which sum up for all M ≥ j to a quantity comparable to
dj := 2
−j√| log ǫ|3 .
Thus dj β
2
j ≤ C52jǫ
√| log ǫ|3, where C5 > 0 is a constant. By bound (39) of
n, for some constant C6 > 0,
dn−1β2n−1 ≤ C5 2nǫ
√
| log ǫ|3 < C6
√
ǫ| log ǫ|3 ,
and therefore
n−1∑
j=2
di β
2
i ≤ 2 dn−1β2n−1 < 2C6
√
ǫ| log ǫ|3 .
Let us set d1 := 1 as a trivial upper bound and compute the bound∑n
i=1 di β
2
i in Fact 5.1.
n∑
i=1
di β
2
i ≤ C24ǫ+ 2C6
√
ǫ| log ǫ|3 + C˜
√
ǫ| log ǫ|3 ,
which completes the proof of Theorem 4.
6 Generalisations and examples
A more general form of the upper bound for dimH(Jc) can be obtained,
depending only on σc(r) := σc(B(c, r)) as the bound (19) is not necessarily
optimal. In the sequel, we also replace estimates (37) and (38) by an upper
bound ‖βc‖ for the wiggliness β(x,R′/2) at large scale and inside any Vk.
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We have
β1 = C4 ‖βc‖, β2 = C4 2‖βc‖, . . . , βn−1 = C4, βn = 1 .
Reviewing estimates (22), (23), (25), (22) and Proposition 4.1, we obtain
d(E∞) ≤
∑
p≥p0
p σc
(
Ω1R
′ǫe−(p−p0)ω
)
,
d(E1) ≤ p0 σc(Tǫ) ,
and for some constant C ′′ > 0 we may choose
d∗ = C ′′p0 σc(Tǫ) + C ′′
∑
p≥p0
p σc
(
Ω1R
′ǫe−(p−p0)ω
)
.
For j = 2, . . . , n− 1, βj appear in estimates for E′θ exactly once for each
θ ≥ j. Define
m0 :=
logR′ − log Tǫ
log(4−C ′R′) .
We may bound the density
dj ≤ C ′′
m0∑
k=j
σc
(
R′(4− C ′R′)−k
)
.
By Fact 5.1, we obtain
dimH(Jc) ≤ 1 + C ′2 C24 ‖βc‖2
1 + m0∑
j=2
4j
m0∑
k=j
σc
(
R′(4− C ′R′)−k
)+C ′2 d∗
≤ 1 +K‖βc‖2
m0∑
k=2
4kσc
(
R′(4− C ′R′)−k
)
+ C ′2 , d
∗ (41)
where K is a uniform constant and p0 =
1
ω | log ǫ| by definition (21).
6.1 Integral formulas and proof of Theorem 3
The formula (41) can be rewritten in the integral form.
We start by observing that the sum in (41) can be slighly improved,
namely the ball B(c,R′2(4 − C ′R′)−k) corresponds to the preimage Bk of
the ball of radius R′ centered at fm0c (c) by the inverse branch of fkc that
preserves the fixed point qc ∼ 2. Since this branch is uniformly smoothly
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conjugated to the dilatation by the factor (4−C ′′ǫ) at qc and 4k ∼ (4−C ′′ǫ)k
for k = 1, . . . ,m0 . | log ǫ|,
m0∑
k=2
4kσc
(
R′(4− C ′R′)−k
)
.
m0∑
k=2
(diamBk)
−1σc (Bk)) .
{Bk}m0+1k=2 is a nested family of topological disks with the uniformly bounded
geometry around c, hence the last sum is comparable to
I(ǫ) =
∫
R′≥|z−c|≥ǫ
− log |z − c|
|z − c| dσc(z) .
∫ R′
ǫ
log 1r
r
dσc(r),
where the last integral is Riemann-Stieltjes with respect to the continuous
and increasing function σc(r) = σc(B(c, r)).
Recall that p0 =
1
ω | log ǫ|. Similarly, we obtain that for a uniform con-
stant A > 0,
p0
∑
p≥p0
σc
(
Ω1R
′ǫe−(p−p0)ω
)
. | log ǫ|
∫
|z−c|≤ǫ
− log |z − c|
Aǫ
dσc(z)
and ∑
p≥p0
(p − p0)σc
(
Ω1R
′ǫe−(p−p0)ω
)
.
∫
|z−c|≤ǫ
log2
|z − c|
Aǫ
dσc(z) .
Denote the above integrals by I1(ǫ) and I2(ǫ) respectively. Integrating by
parts the Riemann-Stieltjes integrals,
I1(ǫ) =
∫ ǫ
0
− log r
Aǫ
dσc(r) = σc(ǫ) logA+
∫ ǫ
0
σc(r)
r
dr
and
I2(ǫ) =
∫ ǫ
0
log2
r
Aǫ
dσc(r) = σc(ǫ) log
2A + 2
∫ ǫ
0
(
log
Aǫ
r
)
σc(r)
r
dr (42)
Since
∫ ǫ
0
log 1
r
r σc(r)dr dominates | log ǫ|
(
σc(ǫ) +
∫ ǫ
0
σc(r)
r dr
)
,
I1(ǫ)| log ǫ|+ I2(ǫ) .
∫ ǫ
0
log 1r
r
σc(r)dr.
and (41) becomes
dimH(Jc) ≤ 1 +K1
(
‖βc‖2I(ǫ) +
∫ ǫ
0
log 1r
r
σc(r)dr
)
(43)
which ends the proof of Theorem 3.
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Estimates in scales bigger than ǫ. Explicit bounds for I(ǫ) are easier to
obtain than asymptotic estimates of I1(ǫ) and I2(ǫ). Indeed, the geometric
measure νc is well controlled for all r & ǫ,
νc(B(c, r)) ∼ rdimH(Jc). (44)
Lemma 6.1. There exists c0 > −2 such that for every c ∈ A∩ [−2, c0) and
every r & ǫ, √
r . σc(r) .
√
| log ǫ| √r.
Proof. For the upper bound, we can rewrite (19) for r = aǫ with a & 1. The
lower bound follows from the fact that the density of dσcdνc (x) is bigger than
a uniform constant, [20], and (44).
Let Aj = {2j+1ǫ ≤ |z − c| ≤ 2jǫ}. By the upper estimate of Lemma 6.1,
I(ǫ) ≤ | log ǫ|
∑
j≥0
∫
Aj
dσc(r)
r
≤ 2| log ǫ|
ǫ
∑
j≥0
2−j σc(B(c, 2jǫ))
.
| log ǫ|3/2
ǫ1/2
∑
j≥0
2−j/2 .
| log ǫ|3/2√
ǫ
. (45)
and since β ∼ √ǫ,
I(ǫ)‖β‖2 . √ǫ | log ǫ|3/2. (46)
6.2 Misiurewicz maps.
Misiurewicz maps MG with the parameter G > 0 in the logistic family
fc(z) = z
2 + c are defined by the condition
∀n ∈ N∗ |fn(0)| ≥ G > 0.
By the Man˜e lemma, the set of points K = {z ∈ Jc : |fn(x)| ≥ G} is
uniformly hyperbolic and we can apply (46) to estimate dimH(Jc), c ∈ MG.
Theorem 6. For every G > 0, there exist Z > 0 and c− 0 > −2 such that
for every Misiurwicz map fc, c ∈ MG ∩ (−2, c0],
dimH(Jc) ≤ 1 + Z
√
ǫ| log ǫ|.
Proof. The density ρ(z) of the invariant measure σc with respect to the
geometric measure νc is uniformly bounded away from 0 for every z ∈ Jc,
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[20]. The same is true for the upper bound due to estimate (12). Hence, for
r ≤ ǫ < G,
σc(r) ∼
√
νc(B(c, r)).
B(c, r) can be pushed univalently, by some iterate of fc, to a uniformly large
scale, νc(B(c, r)) ∼ rdimH(Jc). By almost Ho¨lder property (6) of O(r),
O(r) =
∫ r
0
log 1s
s
σc(s)ds . r
dimH(Jc)/2 log
1
r
.
and O(ǫ) .
√
ǫ| log ǫ|.
Let Aj = {2j+1ǫ ≤ |z − c| ≤ 2jǫ}. Similarly to (45),
I(ǫ) ≤ 2| log ǫ|
ǫ
∑
j≥0
2−j σc(B(c, 2jǫ)) .
| log ǫ|√
ǫ
.
Invoking (43) ends the proof.
7 Induced Cantor repellers and the lower bound
We construct an induced Cantor repeller in Proposition 7.2. In Proposi-
tion 7.9, we determine a lower bound on the Hausdorff dimension of its
Julia set. As its Julia set is contained in the Julia set of fc, this will prove
Theorem 5.
7.1 Preliminaries
Cantor repellers and inducing
Definition 7.1. Suppose that D1, . . . ,Dn is a collection of open and non-
degenerate topological disks with pairwise disjoint closures compactly con-
tained in a topological disk D ⊂ C. A map ϕ : ⋃ni=1Di 7→ D which is
biholomorphic onto D on every Di, 1 ≤ i ≤ n, is called a Cantor repeller.
If ϕ preserves the real line and each branch domain Di is symmetric with
respect to R then ϕ is a real Cantor repeller. With respect to a map f , if
there are integers ni such that ϕ|Di = f
ni , we say that ϕ is induced (by f).
Every fc(z) = z
2 + c, c ∈ [−2, 0) has two fixed points p, q ∈ [−2, 2],
0 < −q < p, and is unimodal on [−p, p]. The non-empty interval U = (q,−q)
is called a fundamental inducing interval. U is a regularly returning set, that
is, ∀n > 0, fn(∂U) ∩ U = ∅.
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Let φ = φc be the first return map to U (under the unimodal map
f := fc, restricted to R), defined on
Dφ := {x ∈ U : ∃n > 0, fn(x) ∈ U}
by the formula φ(x) := fn(x)(x) where n(x) := min{n > 0 : fn(x) ∈ U}. As
U is regularly returning, the function n(x) is continuous and locally constant
on Dφ. For c close to −2, the set {x ∈ U : n(x) = 2} has two connected
components, dq adjacent to q and d−q adjacent to −q. We define another
regularly returning interval
V = U \ dq ∪ d−q. (47)
For a Borel subset X ⊂ R, we denote by |X| its Lebesgue measure.
Given an interval W ⊂ R, we denote by DW the disc in C with diameter W .
Proposition 7.2. There exist C,α > 0 and c∗ > −2 such that for every
c ∈ (−2, c∗), there is a Cantor repeller ϕ : D 7→ DV induced by fc with range
DV , with the following properties, ǫ = c+ 2,
• each branch of ϕ is extensible as a univalent map onto DU ,
• the map ϕ is defined on D ⊂ DV ,
|D ∩ R| ≥ |V |(1− Cǫ3/4),
• there is only one component W of D which does not intersect R,
diamW ≥ C−1√ǫ, (48)
• for every x ∈ D, 2 ≤ |ϕ′(x)|,
• for all t > 0, ∣∣{x ∈ R : |ϕ′(x)| > et}∣∣ < Ce−αt.
Corollary 7.3. With ϕ,α as above, the number of branches ζ for which
inf |ζ ′(z)| ∈ [en, en+1] is bounded, for some uniform constant C ′, by C ′en(1−α).
Proof. Given n ≥ 1 and such a branch ζ, the sup |ζ ′(z)| ≤ en+C1 for some
uniform constant C1. If there are N such branches, the combined measure
of the domains is at least Ne−n−C1 but is bounded by Ce−αn. Hence
N ≤ Ce−αn+n+C1 .
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The estimates are essentially real and require us to study the dynamics
of fc : R → R. To obtain the estimates, we carry out some fundamental
inducing steps to canonically-defined box mappings. The reader familiar
with such inducing schemes can skip to the next key estimate, Lemma 7.8.
Box mappings. Consider a finite sequence of compactly nested open in-
tervals around a point 0 ∈ b0 ⊂ b1 · · · ⊂ bk. Let φ : D 7→ R be a real-valued
C1 map defined on some open and bounded set D ⊂ bk ⊂ R satisfying the
follwing:
• φ has at most one local extremum which, if it exists, is at 0;
• if 0 ∈ D, then b0 is a connected component of D;
• for every i = 0, · · · , k, we have that ∂bi ∩ D = ∅;
• for every connected component d of D there exists 0 ≤ i ≤ k so that
φ : d 7→ bi is proper.
The map φ is a box mapping and the intervals bi are called boxes. If φ has a
local extremum, it has a central branch ψ := φ|b0 and b0 is called the central
domain. All other branches ζd := φ|d are monotone.
A box map φ is induced by a unimodal map fc(x) = x
2+c if each branch
of φ coincides on its domain with an iterate of fc. We shall construct box
mappings with up to four boxes b ⊂ Z ⊂ V ⊂ U , where Z is an interval to
be defined and b is the central domain, should such exist.
7.2 Exponential tails
We say that a map g has exponential tails if there is are C, θ > 0 such
that |{|g′| ≥ et}| < Ce−tθ for all t ≥ 0. If g = gǫ and the estimates are
independent of ǫ, we say that g has uniform exponential tails.
Lemma 7.4. Let I ⊂ [−2, 2] be an interval containing the domains of maps
h with uniform exponential tails. Given a compact family of non-zero real
polynomial maps f defined on R and a family of expanding diffeomorphisms
g : Y → I with uniformly bounded distortion,
• h ◦ f has uniform exponential tails;
• h ◦ g has uniform exponential tails.
40
Proof. There are C, θ > 0 such that |{|h′| ≥ et}| < Ce−tθ for all t ≥ 0 and
C1, d such that |f ′| < C1 on f−1([−2, 2]) and |f−1(A)| ≤ C1|A|1/d for every
Borel subset A ⊂ I. If |(h ◦ f)′(x)| ≥ et then |h′(f(x))| ≥ C−11 et. Hence∣∣{x : |(h ◦ f)′(x)| ≥ et}∣∣ ≤ ∣∣f−1 ({y : |h′(y)| ≥ C−11 et})∣∣
≤ C1C1/de−θ(t−logC1)/d,
from which the first estimate follows.
The second estimate is straightforward.
In particular, pulling back via quadratic maps does not destroy exponen-
tial tails. The following lemma will be used to show that the composition
of well-behaved maps with uniform exponential tails will have uniform ex-
ponential tails.
Lemma 7.5. Given K,C, θ > 0 there are C ′, κ > 0 for which the following
holds. Let X be an open interval and H : X → [1,∞). Let g be a func-
tion, defined on an open set Y ⊂ R, which maps each branch domain of g
diffeomorphically onto X with distortion bounded by K and with |g′| ≥ 1.
Let
Bt = {x : |H(x)| > et}; As = {x : |g′(x)| > es}.
If
|Bt| ≤ Ce−tθ|X| and |As| ≤ Ce−sθ
for all s, t ≥ 0, then∣∣{x ∈ Y : |H(g(x))g′(x)| > et}∣∣ ≤ C ′e−tκ
for all t ≥ 0.
Proof. Let Ws denote the union of all branches of g which contain a point
x with |g′(x)| ∈ [es, es+1). Crudely, Ws ⊂ As−K and Ws ∩As+K = ∅. Then∣∣{x ∈Ws : |H(g(x))g′(x)| > et}∣∣ ≤ |As−K |K |Bt−s−K ||X|
≤ C2Ke2Kθe−sθe−(t−s)θ
= C2Ke2Kθe−tθ.
Now sum over integers s ≥ 0 to obtain∣∣{x : |H(g(x))g′(x)| > et}∣∣ ≤ C2Ke2Kθe−tθ(t+ 1) + |At−K |,
from which the result follows.
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7.3 Initial inducing.
We shall construct successive box mappings with up to four boxes b ⊂ Z ⊂
V ⊂ U , where Z is an interval to be defined and b is the central domain
of the box mapping, should such exist. We shall call branches mapping
monotonically onto V or U long and other branches will be called short.
Definition 7.6. A diffeomorphism ζ : d → W between intervals d and W
is said to extend (to map) over an interval Wˆ ⊃ W if there are dˆ ⊃ d and
an analytic diffeomorphism ζˆ : dˆ→ Wˆ whose restriction to d coincides with
ζ. We say ζ is extensible over Wˆ and call dˆ the extension domain.
Note that if ζ is a restriction of f j for some j, then so is ζˆ.
We consider the first return map φ : Dφ 7→ U of fc(z) = z2 + c to the
fundamental inducing interval U = (q,−q). If φ has no central domain, we
can just take φ∗ to be the first return map to V and skip to Section 7.5.
Henceforth, to avoid unnecessary caveats, we assume that the central branch
ψ : b→ U exists.
We denote by ζl and ζr the two branches adjacent to the central branch;
these branches are monotone. Denote by Z the smallest interval containing
the domains of ζl, ψ, ζr. Put Uˆ := (−γ, γ), where fa(γ) = −q. Components
of the following fact are well-known or follow by elementary arguments,
noting that |c+ p| ∼ ǫ = c+ 2.
Fact 7.7. There exist C > 0 and c∗ > −2 such that for every c ∈ (−2, c∗),
the first return map φ to U is a box mapping with boxes b, U . Every mono-
tone branch, except possibly ζl and ζr, extends over Uˆ . Additionally,
(i) |U | ≤ Cdist
(
U, ∂Uˆ
)
,
(ii) |Z| ≤ C√ε,
(iii) φ has only finitely many monotone branches and for every x ∈ Dφ \Z,
3 ≤ |φ′(x)| ≤ C/√ε,
(iv) each branch ζl, ψ, ζr, with domain d say, can be represented as f
i ◦
f and there is an interval W ⊃ f(d) such that f i : W → Uˆ is a
diffeomorphism onto Uˆ with infW |(f i)′| ≥ C−1ǫ−1,
(v) φ has uniform exponential tails.
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7.4 Inducing
In the inducing process, we shall pre-emptively use boundary refinement, ap-
plying the following map, to avoid creating long non-extensible branches in
the pull-back step. The technique of the boundary refinement was proposed
in [26] in the quest to prove the so called starting condition for unimodal
maps [21]. Denote by hV the first entry map for fc to the interval V (defined
in (47)). It is a box mapping with two boxes V,U , is defined almost every-
where on U , coincides with the identity map on V , and all its branches are
long, diffeomorphic onto V and extensible over U with extension domains
contained in U .
We now describe a process which transforms φ, from above, into a new
box mapping φ∗ with up to three boxes b∗ ⊂ Z ⊂ V .
Postcritical filling. Let
φ0(x) =
{
x if x ∈ Z,
φ(x) otherwise.
If x /∈ Z, then |φ′0(x)| > 3. We construct φj algorithmically for j = 1, 2, . . .
and denote the resulting limit map by φ∞. If ψ(0) does not belong to the
domain of a long branch of φj−1, let φj = φj−1, so φ∞ = φj−1 and the
process stops.
Otherwise, ψ(0) belongs to the domain dP,j of a (postcritical) long branch
ζP,j of φj−1 and |dP,j| < 31−j . We modify φj−1 on dP,j to obtain φj . Set
φj(x) =
{
φj−1(x) if x ∈ U \ dP,j,
φ0 ◦ φj−1(x) if x ∈ dP,j.
By the construction, φ∞ is a box mapping with long branches mapping
over U and short branches mapping over Z. The total length of the short
branches is bounded by
|Z|
∑
j≥0
3−j.
√
ǫ. (49)
Applying appropriate translations Tj, one can view the branch domains dP,j
as pairwise disjoint and the collection of branches ζP,j as having uniform
exponential tails; then apply Lemma 7.5 (with H = |φ′0| and g = {ζj ◦ Tj})
to deduce that φ∞ has uniform exponential tails.
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Pull-back by φ. We transform the initial box mapping φ into φ∗ by
pull-back:
φ∗(x) =
{
hV ◦ φ∞ ◦ φ(x) if x ∈ Z,
hV ◦ φ(x) if x ∈ V \ Z.
Thus defined, φ∗ is a box mapping. As ψ(0) is not in the domain of any long
branch of φ∞, all long branches of hV ◦ φ∞ map onto V and are extensible
over U with extension domains not containing ψ(0). The short branches of
hV ◦ φ∞ coincide with those of φ∞. Hence φ∗ has two types of monotone
branches, short ones mapping over Z and long ones mapping over V , exten-
sible over U . The short branches and the possible central branch of φ∗ have
total length
. ǫ3/4
by (49) and Fact 7.7 (iv). Via Lemma 7.5, hV ◦ φ restricted to V \ Z and
hV ◦ φ∞ on U have uniform exponential tails. Consequently, using Fact 7.7
(iv) and Lemma 7.4, φ∗ has uniform exponential tails.
7.5 Construction of Cantor repeller.
We finish the construction of the Cantor repeller ϕ of Proposition 7.2. Be-
cause fn(∂V ) ∩ U = ∅ for all n ≥ 1, no two branches of φ∗ are adjacent.
Define ϕ˜ by retaining from φK∗ a finite number of long branches contained
in V whose domains have a combined measure at least |V | − C1ǫ3/4, where
K ≥ 1 is large enough to ensure that the map ϕ of the following paragraph
satisfies |ϕ′| > 2, via the uniform distortion bound.
Given a branch ζ of ϕ˜, its inverse extends univalently to a map ζ−1
defined on C\(R\U). Let Dζ := ζ−1(DV ). Because of negative Schwarzian,
these inverse branches have the property of contracting Poincare´ disks [21]
and thus their images Dζ are pairwise disjoint. We still need to add one
imaginary branch. Let m ≥ 1 be minimal such that fm(0) ∈ U . Let W be
one of the preimages of DV by f
m+1, chosen so that f(W )∩R ⊂ (−p, f(0)).
Then diamW ∼ √ǫ. Set ϕ = fm+1 on W . The inverse of ϕ|W similarly
extends univalently to C \ (R \ U). Hence the distortion of iterates of ϕ is
uniformly bounded independently of ǫ.
The map ϕ satisfies all claims of Proposition 7.2.
7.6 Thermodynamical formalism.
Let ϕ : D 7→ C be a Cantor repeller. Its Julia set
Jϕ =
⋂
n≥0
ϕ−n(C)
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is a fully invariant Cantor set. It is well known that ϕ has an absolutely
continuous invariant probabilistic measure σ with respect to the dimH(Jϕ)-
conformal probabilistic measure ν, σ is an ergodic Gibbs measure with the
Ho¨lder potential G(x) = −dimH(Jϕ) log |ϕ′(x)|.
The Hausdorff dimension of Jϕ is the unique solution of the equation
Pϕ(t) = 0, where the pressure function t ∈ R 7→ P (t) defined by
Pϕ(t) = lim
n→∞
1
n
log
∑
y∈ϕ−n(0)
|(ϕn)′(y)|−t
is an analytic and strictly convex function on R, see [40].
The density h(x) = dσdν (x) > 0 is a bounded measurable function and is
a fixed point of the Perron-Frobenius operator for ϕ that acts on continuous
functions g : Jϕ 7→ R,
Lϕ(g)(x) =
∑
y∈ϕ−1(x)
g(y) exp(G(y)),
and h is the limit of
1
n
n−1∑
k=0
Lkϕ(1)(x)
in L1(ν) topology. From the uniform distortion bound for branches of iter-
ates of ϕ one obtains upper and positive lower bounds on h. The invariant
measure σ is a fixed point of the dual operator L∗ϕ(g) that acts on the space
of Borel measures [42].
By the Birkhoff ergodic theorem, almost surely with respect to ν,
lim
n→∞
1
n
n−1∑
k=0
log |ϕ′(ϕk(x))| =
∫
Jϕ
log |ϕ′(x)|dσ. (50)
Families of Cantor repellers. Let us return to our one-parameter family
ϕǫ, ǫ = c + 2 > 0, of Cantor repellers given by Proposition 7.2 and its real
counterpart family ϕ˜ǫ, ǫ > 0, defined by removing the sole complex branch
from ϕǫ. To simplify notation, we write J˜ǫ for Jϕ˜ǫ , the Julia set of the
real counterpart, and Dn for the domain of ϕ˜nǫ , with connected components
denoted by d. Let
Q(n, t) =
∑
d⊂Dn
|d|t.
Lemma 7.8. There is a uniform constant K > 0 such that, for any ρ ∈
(0, 1), the following holds for all ǫ > 0 small enough.
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• dimH(J˜ǫ) ≥ 1−Kǫ3/4,
• Q(n, 1 + ρ√ǫ) ≥ K−1 (1− 8Kρ√ǫ)n .
Proof. If we put t = 1−Kǫ3/4 then
Q(n, t) =
∑
d⊂Dn
|d|1−Kǫ3/4 ≥ (1− C
′ǫ3/4)n
maxd⊂Dn |d|Kǫ3/4
≥ (1− C
′ǫ3/4)n
2−Kǫ3/4n
≥ (1 + (K log 2− 2C ′)ǫ3/4)n.
As ∑
y∈ϕ˜−nǫ (0)
|(ϕn)′(y)|−t ∼ Q(n, t),
the pressure function Pϕ˜ǫ(t) = limn→∞
1
n logQ(n, t) is positive provided that
K > 2C ′/ log 2, which implies the dimension estimate.
The map ϕ˜ has an invariant probabilistic measure σǫ with respect to the
dimH(J˜ǫ)-conformal measure νǫ, both supported on R. From the uniformly
bounded distortion of iterates of ϕ, there is a uniform bound on the densities
with respect to each other. By bounded distortion and conformality of νǫ,
the Lyapunov exponent
χǫ =
∫
log |ϕ˜′ǫ| dσǫ .
∑
ζ
inf |ζ ′|−dimH(J˜ǫ) log inf |ζ ′|,
where the sum is over branches of ϕ˜. Applying Corollary 7.3, we deduce
that
χǫ <
∑
n≥0
C ′e(1−α)ne−n(1−Kǫ
3/4)n ≤ K ′,
for uniform constants C ′,K ′ > 0. We redefine K := max(K,K ′).
For the final estimate, we make use of the Chebyshev Inequality,
σǫ({x : log |(ϕ˜nǫ )′(x)| ≥ 2nK}) ≤
nχǫ
2nK
<
nK
2nK
=
1
2
.
Let In denote the collection of connected components of Dn which contain
at least one point of {x : log |(ϕnǫ )′(x)| < 2nK}. Then∑
d∈In
νǫ (d) &
∑
d∈In
σǫ (d) >
1
2
.
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By bounded distortion, for d ∈ In, |d| & e−2nK . Moreover,
σǫ(d) ∼ νǫ(d) ∼ |d|dimH(J˜ǫ).
Then
Q(n, 1 + ρ
√
ǫ) ≥
∑
d∈In
|d|dimH(J˜ǫ)+ρ
√
ǫ+Kǫ3/4 &
∑
d∈In
νǫ(d) |d|2ρ
√
ǫ
&
1
2
e−4Kρ
√
ǫn
≥ 1
2
(1− 8Kρ√ǫ)n.
For t ∈ [0, 2], by bounded distortion there is a constant C > 0 such that
inf
z∈DV
∑
y∈ϕ˜−nǫ (z)
|(ϕ˜nǫ )′(y)|−t > C−1Q(n, t). (51)
We now turn our attention to complex estimates.
Proposition 7.9. There is a universal constant ρ > 0 such that, for all
small ǫ > 0, the Hausdorff dimension of the Julia set Jϕ of the Cantor
repeller ϕ = ϕǫ supplied by Proposition 7.2 satisfies
dimH(Jϕ) ≥ 1 + ρ
√
ǫ.
Proof. Let us denote the complex branch of ϕ by ζ : W → DV .
We wish to estimate
∑
y∈ϕ−n(0) |(ϕn)′(y)|−t. We can decompose ϕ−n(0)
as a disjoint union of sets
Sα = ζ
−jk ◦ ϕ˜−jk−1ǫ ◦ · · · ◦ ζ−j2 ◦ ϕ˜−j1ǫ ◦ ζ−j0(0)
indexed by words α = j0 . . . jk for which 0 ≤ j0, jk ≤ n, 1 ≤ j1, . . . , jk−1 ≤ n
and
∑
i ji = n. Note that, for small ǫ > 0,
ǫ
1
2
ρ
√
ǫ >
1
2
.
Then, with t = 1 + ρ
√
ǫ and κ = 8Kρ, using estimates (48) from Proposi-
tion 7.2, (51) and Lemma 7.8,∑
y∈Sα
|(ϕn)′(y)|−t ≥ (C−1√ǫ)t(j0+j2+···+jk)C−1Q(j1, t) . . . C−1Q(jk−1, t)
≥ C−1K−1(2−1C−2tK−1√ǫ)j0+j2+···+jk(1− κ√ǫ)n.
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Summing over α, we obtain (reversing the binomial expansion)∑
y∈ϕ−n(0)
|(ϕn)′(y)|−t ≥ C−1K−1(1 + 2−1C−3K−1√ǫ)n(1− κ√ǫ)n
which is greater than 1 for large n, if we choose ρ < (16C3K2)−1. Hence
the dimension is at least t = 1 + ρ
√
ǫ for all small ǫ > 0.
Corollary 7.10. Theorem 5 holds.
Proof. Simply note that Jc ⊃ Jϕ so dimH(Jc) ≥ dimH(Jϕ).
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