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Vue d’ensemble de la thèse
Le point de départ de cette thèse a été la notion de barycentre sur des graphes pondérés.
Pour présenter le cadre plus en détail, prenons l’exemple d’un graphe de citations. Les in-
teractions, qui vont être décrites par des arêtes, entre les auteurs, qui vont être représentés
par des sommets, sont modélisées de manière naturelle : on considère que deux auteurs
sont directement liés si et seulement si ils ont publié ensemble. Pour mieux traduire leur
relation, on munit l’arête associée d’un poids proportionnel au nombre de collaborations.
De manière équivalente, on peut considérer une longueur de l’arête, inversement propor-
tionnelle aux nombre de publications communes. Autrement dit, plus deux auteurs ont
publié ensemble, plus ils sont proches. Un tel graphe est appelé pondéré. Le graphe consi-
déré est également simple, dans le sens où entre deux sommets il y a au maximum une
arête. On déﬁnit une mesure (de probabilité) sur les sommets pour modéliser le nombre
de citations de chaque auteur : la mesure de chaque nœud est proportionnelle au nombre
total de citations cumulées par l’auteur. Nous supposons que le graphe est connexe, c’est-
à-dire qu’il n’existe pas deux groupes de personnes qui n’ont pas de collaborations entre
eux. Un exemple est illustré en Figure 1.3 .
Une première diﬃculté rencontrée dans notre démarche est le fait qu’une notion de
centralité ou moyenne sur des espaces métriques généraux n’est pas forcement évidente,
car les opérations habituelles d’addition peuvent ne pas être déﬁnies comme dans le cadre
euclidien. Cependant, cette question a été beaucoup étudiée et une réponse possible a
été fournie par Fréchet en 1948 [61], qui a étendu la notion de médiane et de moyenne
euclidienne aux espaces métriques en introduisant les moyennes qui aujourd’hui portent
son nom.
La déﬁnition d’une moyenne de Fréchet est basée sur la remarque que, dans un espace
euclidien, l’espérance d’une variable aléatoire Y peut être vue comme le point x∗ qui
minimise E[|x−Z|2]. En utilisant cette approche, on déﬁnit le barycentre d’un graphe G





Pour revenir à notre exemple, le barycentre est l’auteur qui minimise la somme des carrés
des distances, entre lui et les autres personnes, pondérées par leur nombre respectif de
citations. On peut donc supposer qu’il a une grande inﬂuence sur les principales connec-
tions dans le graphe, et possiblement qu’il relie des auteurs importants (qui ont beaucoup
de citations).
On voit donc que trouver le barycentre d’un graphe revient à optimiser une fonction.
Si en plus on considère qu’on ne connait pas le nombre de citations de chaque auteur, et
qu’on peut seulement observer chaque fois qu’un article est cité, notre problème devient
un problème d’optimisation globale sous incertitude. A travers cet aspect, la question
de trouver un barycentre sur un graphe a aussi ouvert des pistes de recherche dans ma
thèse, qui ne sont pas forcément en lien avec des graphes. C’est la raison pour laquelle ce
manuscrit est séparée en deux parties : une première partie concentrée autour des graphes
et une deuxième concernant un problème général d’optimisation globale sous incertitude,
dans un espace métrique ﬁni. Les principaux objets étudiés et utilisés le long de cette
thèse sont présentés plus en détails dans un premier chapitre introductif. Dans ce qui
suit, on présente la structure globale du reste du manuscrit.
iii
Première partie
Chapitre 2 Le premier chapitre de cette partie est dédié à l’étude de barycentres sur
un graphe pondéré, muni d’une mesure de probabilité sur ses sommets. Comme on vient
de le voir, cette étude se traduit par un problème d’optimisation globale. On se tourne
donc vers une méthode classique : le recuit simulé. Pour contourner le fait que la mesure
de probabilité n’est accessible que par des réalisations indépendantes (on peut seulement
observer quand un article est cité), on utilise une technique d’homogénéisation sur une
formulation de Langevin du recuit simulé. Ce choix nous permet d’utiliser les observa-
tions une par une, contrairement aux techniques de type Metropolis Hastings qui nécessite
l’utilisation de « mini-lots ». Notre choix nous amène à considérer une version continue
du graphe (aussi appelée quantique). L’algorithme proposé pour estimer le barycentre est
donc une diﬀusion markovienne sur le graphe quantique. Dans le but d’établir la conver-
gence en probabilité du processus, on étudie l’évolution de l’entropie relative de sa loi
par rapport à une mesure de Gibbs bien choisie. En utilisant des inégalités fonctionnelles
(Poincaré et Sobolev) et le lemme de Grönwall, on montre ensuite que l’entropie relative
tend vers zéro. On montre que la méthode utilisée pour estimer le barycentre peut être
adaptée pour optimiser d’autres fonctions, et en particulier pour estimer des p-moyennes
de Fréchet pour p ≥ 1. On applique notre méthode pour estimer le barycentre d’un graphe
de citations, en utilisant des données fournies par ZBmath et on présente également des
résultats obtenus sur des graphes provenant de réseaux sociaux et sur le graphe constitué
des stations de métro de Paris.
Chapitre 3 Les applications nous ont montré que la méthode proposée dans le cha-
pitre 2 est très précise et relativement rapide en terme de temps de calculs, mais ils nous
ont aussi permis de voir ses défauts. Pour simuler l’évolution du processus de Markov
associé au recuit simulé, on est obligé de calculer des distances sur le graphe chaque fois
qu’on utilise une observation. Pour limiter le nombre de calculs, on préfère stocker, dès
le début, les distances entre toutes les paires de nœuds dans une matrice. Cette stratégie
est tout à fait raisonnable sur des graphes de taille moyenne (notamment, le graphe de
citations considéré a 13000 nœuds), mais devient vite coûteuse en terme de mémoire si
on augmente encore plus la taille du graphe. Une possible réponse à cette diﬃculté est
présentée au chapitre 3. On propose une heuristique basée sur la propriété d’associativité
et dissociativité du barycentre dans un espace euclidien. Le graphe initial est séparé en
plusieurs sous-graphes de taille plus petite, en utilisant des méthodes de clustering exis-
tantes, et un nouveau graphe est formé à partir des centres estimés de chaque sous-graphe.
Ensuite, une estimation du barycentre de ce graphe à grande échelle est eﬀectuée. Pour
obtenir plus de precision, on peut eﬀectuer une nouvelle estimation du barycentre sur un
graphe multi-echelle obtenu en réinsérant le cluster central dans le graphe à grande échelle.
Chapitre 4 Le chapitre 4 est dédié à une étude plus approfondie de la structure du
graphe. En eﬀet, jusqu’à maintenant nous ne sommes intéressés qu’au barycentre, qui
dans un certain sens est l’équivalent d’une espérance. Pour découvrir les interactions qui
synthétisent la structure du graphe en prenant en compte l’importance donnée aux som-
mets par la mesure de probabilité attachée, on se tourne vers le concept d’analyse en
composante principale (ACP). Une première diﬃculté est, encore une fois, le fait que cet
outil a été développé pour un espace euclidien et non pas pour un espace métrique quel-
conque. Pour le généraliser aux graphes, on utilise la même méthode que pour la moyenne,
i.e. une formulation variationnelle. Cela nous permet de nous ramener à un problème d’op-
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timisation. On s’intéresse particulièrement à la première composante principale. L’espace
sur lequel on veut minimiser est l’espace des géodésiques du graphe. On se retrouve donc
face à une deuxième diﬃculté : comment paramétriser l’espace pour faciliter la déﬁnition
d’un processus de Markov qui suit une dynamique donnée par un recuit simulé homogé-
néisé. Après avoir établi une paramétrisation convenable, nous proposons un algorithme
pour déterminer la première composante principale et conjecturons la convergence du
processus de Markov associé vers l’ensemble ciblé, en présentant également des pistes de
preuve.
Deuxième partie
Dans cette partie, on change de cadre et les graphes ne font plus l’objet de notre intérêt.
Notre but est de résoudre un problème d’optimisation stochastique globale sur un espace
d’états ﬁni. Les applications d’une telle démarche sont multiples. Prenons comme exemple
l’optimisation d’une trajectoire de vol pour un avion par rapport à son coût (en terme
de durée et consommation de carburant). Le coût d’une trajectoire ﬁxée n’est pas connu
à l’avance. Il peut seulement être estimé en utilisant des prédictions pour certains para-
mètres, comme les conditions météorologiques ou le poids des passagers. Donc, le choix
d’un plan de vol est un problème d’optimisation stochastique.
Chapitre 5 Le chapitre 5 propose une solution à un problème de ce type. Notre ap-
proche est inspirée du domaine général des méthodes Monte-Carlo et repose sur une
chaîne de Markov dont la probabilité de transition à chaque étape est déﬁnie à l’aide de
« mini-lots » de taille croissante (aléatoire). On montre la convergence en probabilité de
l’algorithme vers l’ensemble optimal. La preuve est séparée en trois étapes. D’abord on
calcule explicitement le générateur inﬁnitésimal de notre recuit simulé bruité, ensuite on
le compare à celui du recuit non-bruité et ﬁnalement on utilise l’inégalité de trou spectral
fournie par [76] et le lemme de Grönwall pour conclure.
Une fois la convergence établie, nous nous sommes demandé quelle est la vitesse de
convergence de l’algorithme et comment elle est inﬂuencée par le choix du schéma de
température et le nombre d’observations utilisées à chaque itération. Pour répondre à
cette question, on calcule une borne supérieure pour la vitesse de convergence. Ensuite on
propose un choix de paramètres optimisés pour assurer un nombre minimal d’évaluations
pour une précision donnée et un intervalle de conﬁance proche de 1. Ce travail est complété
par un ensemble de simulations numériques qui illustrent la performance pratique de notre
algorithme à la fois sur des fonctions tests et sur des données réelles issues de cas concrets,
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In the ﬁrst part of this chapter, we introduce the main objects and concepts that lay at
the center of this thesis: graphs, Fréchet means and global optimization under uncertainty
through simulated annealing. Then we also give a brief presentations of the main tools
that will be used throughout this present work.
The starting point of this thesis was the question of ﬁnding Fréchet means on a graph.
We shall see this as a ﬁrst step in better understating a network. For example, we could
expect that a barycenter in a citation network may reveal important historical thoughts
hidden behind it. Seems thus natural to start by presenting some details on this concept.
1.1 Fréchet Means
At the foundation of this thesis lays the question of establishing a notion of centrality
on graphs, namely a barycenter with respect to a given probability measure, and then
proposing an algorithm that determines it.
For a probability measure deﬁned on an Euclidean space, there are two classical notions
of centrality: the median and the Euclidean mean. There are many mathematical objects
that cannot be embedded in a Euclidean space. The geometry of graphs is not plane and
thus they constitute an example of such an object. This is also true for other metric spaces
like general Riemannian manifolds, the Wasserstein space of probability measures on R,
etc. It is thus natural to want to adapt these notions of centrality to a wider context.
A ﬁrst diﬃculty that one encounters when trying to extend these notions to a general
metric space is the absence of the natural addition and averaging operations. In 1948
M. Fréchet presented in [61], a possible answer to this problem, not only for the median
and the mean of a probability measure, but for moments of all orders. He introduced a
notion of typical position of order p, for a random variable Z, deﬁned on a general metric
space (E , d) and distributed according to any probability measure ν. This is now known
as p-Fréchet mean (or simply p-mean) and is deﬁned as:
M (p)ν := argmin
x∈E
EZ∼ν [dp(x, Z)].
It is important to notice that the only requirement for the deﬁnition of such a mean
element is the speciﬁcation of a metric on the space of interest. This also means that
considering a diﬀerent metric would deﬁne a diﬀerent mean.
At ﬁrst sight, this deﬁnition may seem slightly counter-intuitive, but at a closer look
one can see that it is a rather natural one. We illustrate the idea that lies behind by
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a summary of the explanation that Fréchet himself presented in [61]. When we have a
large data set, for example a table of numbers, and we want to determine a representative
element, we ﬁrst establish a way to measure the gap between two elements and then try
to ﬁnd an element that minimizes the sum of such gaps. If the gap between two numbers
a, b is deﬁned as the absolute value |a − b|, we obtain the median of the set of numbers
and if the gap is deﬁned as the square of the diﬀerence, (a− b)2, we obtain the classical
arithmetic mean. This variational formulation also holds for real random variables. For
example, if Z is a random variable distributed according to a distribution ν on Rd, its
expected value given by mν =
R
Rd
xdν(x) is the point that minimizes:
x 7−→ EZ∼ν [|x− Z|2].
The most commonly studied p-mean is the one corresponding to the Euclidean mean,
i.e. the case p = 2. From now on we refer to it simply as Fréchet mean and denote it Mν .
Application ﬁelds and concrete examples
The notion of Fréchet mean appears in numerous ﬁelds and we do not intend to present
an exhaustive list, but rather to give a general idea of its potential uses. One of the ﬁelds
of application is signal averaging. In [26], the author proposes an approached based on
Fréchet means to estimate the average heart cycle from electrocardiogram (ECG) records.
Another example occurs in the ﬁeld of image analysis. It is rather natural to consider
closer two images that diﬀer only by a smooth deformation than two images that diﬀer
by a chaotic deformation, even though they might be at an equal Euclidean distance.
Thus it is necessary, once more to renounce the Euclidean setting. To emphasize the fact
that the Euclidean mean is not always adequate in this setting, we provide an illustra-
tion in Figure 1.1. The Fréchet mean can be considered as a basic tool for analyzing
the properties of an image([111, 9]). Image analysis is used among others, in medical
research. The construction of average models of anatomy are key issues, for example in
the study of brain development and disease progression. In [48] a mean anatomical image
is deﬁned using a deformation-based metric via the Fréchet mean. A concrete application
Figure 1.1: Empirical mean of 5 faces, taken from the Olivetti database [115]. We can
see that, due to a slight shift in the initial pictures, the average one is all blurred.
regarding Fréchet means is also provided in [43], namely a problem of handwritten sig-
nature authentication. The problem consists in developing an automatic procedure that
authenticates the identity of an individual using its signature. A signature is seen not
only as a drawing, but rather as a procedure, taking into account the hand movement of
the individual and its tempo. This improves the authentications since a signature can-
not be reproduced using only a written sample. Two signatures of the same person are
never identical and thus they are seen as randomly perturbed versions of an ideal average
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one. Taking into account the natural variations that may appear, a set of possible de-
formations is deﬁned and signatures are now identiﬁed on a quotient space, up to a such
deformation. The quotient space losses the Euclidean structure and to overcome this is-
sue, a Fréchet mean is used to deﬁne a mean signature from a sample provided by the user.
Fréchet mean can also be used to deﬁne a barycenter on the Wasserstein space of
probabilities measure on Rd (in [6]) which was later generalized to the notion of regularized
barycenter (see for example [27] or [47]). It was also used as a preliminary in deﬁning a
principal component analysis on Wasserstein space of real probability measures in [32].
All these ﬁelds imply models of data in non-Euclidean metric spaces and thus the
Fréchet mean is used to deﬁne an average object or position. For this very reason, this
particular case is also of special interest on our work.
Existence and uniqueness Now that we have seen what Fréchet means are and some
of the ways in which they can be used, a natural question that arises is the existence and
uniqueness of such means. Without additional assumptions this cannot be guaranteed in
the general case of a metric space, since even in the case of distributions on the real line,
these properties do not always hold. A simple example for the non-uniqueness is the me-
dian of the Bernoulli distribution with parameter 1/2, for which any x ∈ [0, 1] is a median.
As for the existence part, a classical example of distribution that has no mean, variance or
moments of higher order is the Cauchy distribution (of density f(x) = 1/π(1 + x2)). The
existence and uniqueness of p-means for a probability distribution on a Riemann manifold
have been the subject of many studies (see for example [5] and [43] for more details on
the related literature), but are not of interest in the present work. We will see that in
our framework the existence of Fréchet means is immediate and the uniqueness is not a
reasonable assumption.
Algorithms related to Fréchet mean Besides the existence and uniqueness of such
a mean, another important aspect is developing algorithms that can compute it. There
are several deterministic algorithms that have already been proposed in a Riemannian
setting, like [93] and [70]. Diﬀerent algorithms have also been developed in the stochastic
setting. For example, under conditions ensuring existence and uniqueness of the p-mean
(provided by Afsari [5]), Arnaudon et al. propose in [12] a stochastic gradient descent
algorithm that converges almost surely to the p-mean (for p ≥ 1). Other stochastic algo-
rithms have been developed for ﬁnding p-means on the circle (e.g. [15]) or on compact
Riemanian manifolds (e.g. [14], even for p > 0). Moreover, most of the works mentioned
in the paragraph related to application ﬁelds also propose a method for estimating the
Fréchet mean in their speciﬁc framework.
Estimating a Fréchet mean Many works related to Fréchet means are concerned with
the convergence of the M-estimator, Mνn , towards Mν when νn is an empirical measure
produced by n i.i.d. samples of ν. In [24], the authors show that on a complete Riemannian
manifold, when Fréchet mean exists (uniqueness is not necessary, the mean might be
represented by a mean set), almost surely all measurable choices from the sample mean
set Mνn , converge uniformly to the mean Mν . This is an extension of a previous result of
consistency obtained in [124] for a compact manifold. The asymptotic distribution of the
sample mean was also studied and central limit theorems are established, for example in
[24] and [23]. This kind of results, in particular, implies that if the probability measure
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ν is not explicitly known, the Fréchet mean can be estimated using online arrivals of
independent random variables distributed according to it.
However, the consistency of Fréchet mean estimators is not to be taken as granted.
For example, in the framework of image analysis, the point that minimizes the empirical
variance in the quotient space (the space of equivalence classes of observations under the
action of a set of deformations) does not always correspond to the equivalence class of
the original mean template. In [50] the authors give suﬃcient conditions for which incon-
sistency appears. In [28] the authors use a Fréchet mean of smoothed data to estimate
a mean pattern of curves or images satisfying a non-parametric regression model includ-
ing random deformations and study under which condition the Frécht mean estimator is
consistent, namely under which conditions it converges in probability to the true mean
pattern. They show that their estimator is consistent when both the number of observed
curves (or images) and the number of design points tend to inﬁnity, but the estimator
does not converge to the true mean patters if the number of design points is ﬁxed and
only the number of images goes to inﬁnity.
1.2 Graphs
Graphs model complex structures that are studied in a wide variety of domains and play
a central role in many ﬁelds. We start by presenting some general facts related to graphs
and their applications, some of the main mathematical questions they raise and then
introduce some deﬁnitions of graph related terminology needed in the sequel.
1.2.1 Overview of graphs and their application ﬁelds
The beginnings of graph theory go back to the 18th century, to the problem of Seven
Bridges of Königsberg. The city of Königsberg (in Prusia), was crossed by a river that not
only split the city in two mainland portions, but also formed two large islands. These 4
portions of the city were connected by 7 bridges. The problem consisted in ﬁnding a walk
through the city that would cross each bridge exactly one time. In [59], Euler modelled
this layout as a graph, with 4 vertices (each vertex corresponds to a part of the city) and 7
edges (each edge represents a bridge), in order to prove that the problem has no solution.
This graph is represented in Figure 1.2.
Figure 1.2: The city of Königsberg and its 7 bridges represented as a graph.
One of the ﬁrsts ﬁelds of applications: Sociology One of the oldest application of
graphs, that is still very popular today, is in the ﬁeld of sociology and social psychology.
Some interesting examples are the study of human interactions made by Moreno [100] in
the 1930′s, or the empirical studies of Milgram in the 1960′s [97] that gave birth to the
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well known term Small World Phenomenon (that refers to the fact that the average path
length in a social network is generally small).
Random graphs Around the same time (1960) the ﬁeld of random graphs was insti-
gated by Erdös and Rényi, see [56] and [55]. These seminal works have incited a great
amount of works. At ﬁrst, random graphs were used to prove deterministic properties,
these methods being referred to as probabilistic method, for details see [10]. The model
proposed by Erdös and Rényi is rather simple: we consider a graph with n vertices and
place an edge between any pair of distinct vertices with a ﬁxed probability p, indepen-
dently for all pairs. Both the main advantages and disadvantages of this model lie exactly
in its simplicity. On one hand, it is easy to study, and thus there are many theoretical
results regarding its main properties (connectivity, degree distribution, diameter, etc.).
On the other hand it is not suited to model real world examples. The analyze of real-
world networks showed that they generally have some similar properties like small world
(typical distances between nodes are small) or power law degree (the degrees are highly
variable, namely there are a lot of vertices whose degree greatly exceeds the average),
both properties that are not fulﬁlled by the Erdös-Rényi graphs. For a detailed review of
real networks and their properties we refer the reader to [34] and [7].
Several random models have been developed, especially after 1999, in order to better
represent some speciﬁc properties desired in a network like: stochastic block model (the
vertices are separated into several groups, each group having its own inner connectivity
probability, such that two vertices of the same group are more likely to be connected than
nodes from two diﬀerent ones), conﬁguration models (the degree of each vertex is ﬁxed in
advance) or preferential attachment model (vertices are added in a iterative way and at
each step the existing vertices with a high degree have a higher probability of connection),
and many others. For more details on this type of models see [120].
Networks nowadays The increasing amount of available data and computational per-
formances in recent years, boosted the interest on the ﬁeld of random graphs, but also
on the study of networks in general. The range of ﬁelds of applications is very wide:
computer science (Web understanding [109] and representation), biology (neural or pro-
tein networks, genes), social sciences (analysis of citations graphs, social networks [75]),
statistical or quantum physics [57], marketing (consumers preference graphs) and com-
putational linguistics (the use of semantic networks in speech recognition software and
machine translation programs). We refer to [83] and [69] for additional applications in
economics and machine learning. This is not an exhaustive list, but merely some of the
main ﬁelds of application.
Mathematical questions raised by graphs The escalation of the number of ﬁelds in
which graphs have applications makes it impossible to give a complete or detailed survey
on the general domain of networks. However this brief and rather shallow introduction al-
ready gave us a glimpse to some of the mathematical questions raised by models involving
networks: the study of geometrical or statistical properties, like the degree distribution
or typical distances between nodes, and the deﬁnition of a suitable random graph model.
Other important questions are linked to graph geometry visualization (some popular
methods are presented in [117]) or the evolution of a dynamical system over a graph (see
[4] and the references therein). In statistics, an important ﬁeld of interest is clustering.
Clustering aims at detecting groups of nodes that have signiﬁcant common features, and
can be a helpful tool in better understanding the mechanisms underlying the graph (e.g,
[89], [19], [106] or [105]).
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In this work we interest ourselves in two statistical objects that are related to the
graph’s geometry: barycenter and principal components. We aim at deﬁning these ob-
jects and then estimating them using random processes that evolve over the graph. We
will see more details about this later on (in Chapter 2 and Chapter 4). In what follows
we introduce some basic terminology and notions related to graphs.
1.2.2 Basic notions
Although, usually graphs are considered as discrete structures, we will see that we can
also associate to it a continuous version, by identifying every edge with a real segment.
This type of structure, endowed with a diﬀerential operator is called quantum graph. For
us, the advantage of such a structure is that we can deﬁne on it a diﬀusion process. We
start by deﬁning some terminology in the discrete case and then go on to the continuous
structure. We will also deﬁne the Fréchet mean on graphs (both discrete and continuous).
The deﬁnition of principal components is postponed to Section 1.4.
Discrete graphs
As we have seen in the context of the problem of seven bridges, a graph G can be under-
stood as a collection of vertices (or nodes) V , that model objects (or persons, gens, etc.)
and a collection of edges, E, that model interactions between the objects. We usually
denote it G = (V,E).
Graphs can be directed or undirected. In a directed graph every edge is seen as an
ordered pair (u, v) ∈ E, indicating that u is directly connected to v. This means that the
relations are not mutual. The fact u is directly connected to v, does not imply that the
reverse is true: [(u, v) ∈ E]9 [(v, u) ∈ E]. A well known example of directed network is
the World-Wide-Web, where each vertex is a web page and each edge is a hyperlink from
one page to another. A citations network can also be build on the same principle: each
vertex is an article and edges represent citations from one article to another.
The graphs we will consider from now on are undirected. This means that an edge is an
unordered pair {u, v} ∈ E, that indicates that the nodes u, v ∈ V are directly connected.
All relations are mutual, if u is directly connected to v, then v is also directly connected
to u. This type of structure can be encountered in the case of a citation network, if
vertices represent the authors and edges represent collaborations among them. Another
popular example are the social networks, were nodes represent individuals and edges the
friendships among them.
Graphs can be ﬁnite or inﬁnite, depending on the cardinality of the vertex set V .
Since networks are ﬁnite, in the present work, we consider only graphs that have a ﬁnite
number of vertices. We also assume that the graph is simple, meaning that there are no
self loops or multiple edges. This means there is no edge connecting a vertex v to himself,
{v, v} /∈ E, and there is at most one edge between any two diﬀerent nodes. The graph
represented in Figure 1.2 is not a simple graph because it has multiple edges. A simple
graph with N vertices, has at most N(N − 1)/2 edges. When an edge exists between any
two nodes, the graph is called complete.
Graphs can also be connected or disconnected. We say that two nodes v and u are
connected if there exists a path that links them. A path between two vertices u and v is
a sequence of vertices (xi)0≤i≤n such that:
x0 = v, xn = u, and {xi, xi+1} ∈ E, 0 ≤ i < n.
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A path (xi)0≤i≤n, is also denoted x0 → x1 → . . . → xn. If any two diﬀerent vertices
u, v ∈ V are connected we say that G is connected. Otherwise, we call it disconnected.
From now on, unless speciﬁed otherwise, we will only concern ourselves with connected
graphs.
Let e be an edge. If v is one of its extremities (v ∈ e), we say that v is adjacent to e and





Another important notion is the one of weighted graph, meaning that each edge has
an associated positive real value, called a weight (or length). In applications, the weight
of an edge can represent the length of a route, the closeness of a friendship in a social
network or be the inverse of the number of papers published together by two authors in
a citation network.
The structure of a simple weighted graph G, can be summarized in an adjacency
matrix W = (wi,j)1≤i,j≤N , where N is the number of vertices. Supposing that the nodes
are labeled from 1 to N , each entry wi,j ≥ 0 represents the weight of the edge {i, j}, when
such an edge exists:
• if i and j are directly connected, {i, j} ∈ E, then 0 < wi,j < +∞;
• if i = j, wi,j = 0;
• if i 6= j and there is no direct link between them, {i, j} /∈ E, then wi,j = +∞
If G is undirected, for all i, j ∈ V , wi,j = wj,i and thus W is a symmetric matrix. If the
graph is not weighted, generally we associated to it an adjacency matrix A, such that
ai,j = 1 if there is an edge between nodes i and j, and 0 otherwise.
A simple graph is naturally endowed with a metric d : V × V → R+. For any two
vertices i, j ∈ V , the distance d(i, j) is deﬁned as the length of the shortest path between
them. The length of this path is given by the addition of the length of traversed edges:





When the graph is not weighted, the length of the edges is considered constant and
equal to 1, and the distance simply corresponds to the number of traversed edges.
To sum up, in this thesis we deal with ﬁnite, simple, undirected, connected and
weighted graphs, endowed with a distance d, as deﬁned in (1.1). Unless mentioned oth-
erwise, a graph G = (V,E) is always supposed to have these properties. Now that we
have introduced some graph related terminology and established a framework, we have
everything we need to deﬁne the barycenter of a graph.
Fréchet means: Barycenter of a discrete graph
Let G = (V,E) and ν be a probability measure on the vertex set V . This probability
distribution is used to measure the inﬂuence of each node on the graph. In a citation
network this can represent the number of citations of an author or the number of times
an article was downloaded. An illustration is provided in Figure 1.3. On a public transport
network it can represent the monthly average number of individuals using a particular
station. As expected, we call barycenter of a graph G with respect to ν, its Fréchet mean
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Figure 1.3: Example of a weighted graph between ﬁve authors, where the probability mass
is {0.5, 0.1, 0.1, 0.2, 0.1}. In this graph, Author 1 shares ﬁve publications with Author 2
and ten publications with Author 5, and so on.
Mν , deﬁned by:
Mν := argmin
x∈V






Since G is a connected graph that has a ﬁnite number of edges the existence of Fréchet
means is immediate. At the same time we cannot ensure uniqueness without further
assumptions on the graph’s structure or on the probability measure ν. An easy way to
see this is to consider the cyclic graph with n vertices, all edges of length one and the
uniform probability measure on the vertex set. In this case Mν = V . An illustration of
such a graph is presented in Figure 1.4
Figure 1.4: Consider the uniform probability on the vertex set and all edges of length 1.
For all vertices Uν has the same value and thus all vertices are Fréchet means.
Quantum graphs
To a discrete graph G, we associate a continuous version ΓG, called metric graph that
corresponds to the set of points living inside the edges e ∈ E of the initial graph. This
is illustrated in Figure 1.5. Each edge e is now seen as a set homeomorphic to the a real
segment. For each edge, we ﬁx a parametrization xe : e → [0, Le], where Le represents
the length of the edge, and x−1e (0), x
−1
e (Le) ∈ V are the two vertices adjacent to it.
The continuous graph, ΓG, is homeomorphic to the union of segments [0, Le], for e ∈ E,
seen as disjoints sets except for the end points corresponding to the same vertex, which are
identiﬁed. Metric graphs can also be considered as Riemannian manifolds of dimension
one with singularities.
Another remark is that metric graphs are not necessarily deﬁned through a discrete
one. A general deﬁnition of metric graphs is provided in [20]. However, our deﬁnition








Figure 1.5: An example of a metric graph: X1 and X2 may live inside the edges and not
only on the nodes of the graph. Here, X1 ∈ ΓG is on [V2, V5] and X2 ∈ ΓG is on [V1, V 2]
but X1 /∈ G and X2 /∈ G. The geodesic (shortest) path between X1 and X2 is shown in
dashed red line.
discrete weighted graphs G.
We extend all notions deﬁned above for the underlying discrete graph G to ΓG. From
now on, let ΓG be a ﬁnite, undirected, simple, connected and weighted metric graph, that
has an underlying discrete graph G with all these properties.
The terminology of metric graph comes from the fact that this continuous version
is endowed with a natural metric. The distance between two points is the length of
the shortest path between them, where lengths are measured along the edges, using the
parametrization xe. A path going from x ∈ ΓG to y ∈ ΓG is now a sequence x = x0 →
x1 → . . . → xn = y such that for 1 ≤ i ≤ n − 1, xi are vertices and for all i < n, there
exists an edge ei ∈ E such that xi and xi+1 are on the same edge ei (the fact that the
graph is simple implies that if such an edge exists, it is unique). The distance d is now
deﬁned as:





Quantum graphs are metric graphs equipped with a diﬀerential operator acting on func-
tions on the graph. Diﬀerential operators are deﬁned in a natural way, using the parametri-
sation (xe)e∈E. We say that a function f : e → R is Ck on e if and only if f ◦ x−1e is in
Ck([0, Le]). For f ∈ C1(e) we deﬁne:






One can remark that the value of the derivative is inﬂuenced by the parametriazation,
but only up to a sign. The procedure used in (1.3) can be reiterated to deﬁne diﬀerential






These two operators are used in Chapter 2 in order to deﬁne a diﬀusion process inside
the edges. Now that we have deﬁned diﬀerential operators inside edges, we also need to
deﬁne boundary conditions. There are two classical types of matching conditions. Let
f : ΓG → R. The Dirichlet boundary conditions impose that f be null on the boundary
of each edge. This can be written as:
∀v ∈ V f(v) = 0.
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A function f , smooth on each edge (f ∈ C1(e) for all e ∈ E), that respects the Dirichlet
boundary conditions is continuous over ΓG. From now on, if f is continuous over ΓG and
f ∈ Ck(e) for all e ∈ E we say that f is Ck on ΓG.
Another type of conditions, that will be used in Chapter 2, are the Neumann boundary
conditions that are related to the outgoing (or directional) derivatives at a vertex. To
be more exact, for any function f on ΓG, at any point v ∈ V , we deﬁne the directional







f(x−1e (h))− f(x−1e (0))
h
if x−1e (0) = v
lim
h−→0−
f(x−1e (Le + h))− f(x−1e (Le))
h
if x−1e (Le) = v.
If the degree of a vertex v is nv, then we obtain nv directional derivatives. Directional
derivatives could also be deﬁned inside the edges, since any interior point of e can be
viewed as a vertex of degree 2. If a function is C1 on e, then its directional derivatives at
any point p (inside e) would sum to 0.
For a ﬁxed collection of strictly positive constants A = {(ae,v)e∼v ∈ Rnv+ | ∀v ∈ V }, a
function f , continuous on the whole graph ΓG, respects the Neumann boundary conditions




aedef(v, y) = 0. (1.4)
A ﬁrst remark is that the Neumann conditions have the advantage of enabling an inte-






Besides being convenient for computations, as we will see in Chapter 2, when used in
deﬁning a Markov diﬀusion over the quantum graph, these boundary conditions also have
a probabilistic interpretation. When it reaches a vertex, the process is instantly reﬂected
on an adjacent edge e with a probability proportional to ae.
Fréchet means: Barycenter of a quantum graph
Once more, we consider a probability ν on the vertex set V and we call barycenter of the
quantum graph ΓG, with respect to ν, the Fréchet mean:
Mν := arg min
x∈ΓG






The fact that the underlying graph G is simple, ﬁnite and connected, implies the
that its continuous version is compact. Thus, a Fréchet mean exists. However, it is still
not unique. The cyclic graph with n vertices, all edges of length one and the uniform
probability measure on the vertex set (Figure 1.4), is still a counter example, since in
this case all vertices are barycenters. This is not really surprising. Since we cannot
guaranty the uniqueness of geodesic paths form one point to another, Uν is not necessarily
convex and thus, in order to recover the uniqueness, we would need to make additional
assumptions on the graph’s structure and the probability measure ν. This question was
already studied in other contexts, for example necessary and suﬃcient conditions for the
existence of a Fréchet mean on the circle are provided in [44].
A natural question that arises now, is the link between the barycenter of the discrete
graph G and the one of its continuous version ΓG. One can show that in some special
10
conﬁgurations of the graph (for example a square with edges of lengths 1), independently
on the probability measure ν, every element of Mν (barycenter of the quantum graph)
is on the same edge as an element of Mν (barycenter of the discrete one). This however
does not hold in general.
1.3 Simulated annealing and optimization under un-
certainty
The main topics addressed in this thesis involve a global optimization under uncertainty
problem (see chapters 2, 4, 5). The motivations, the state space and the applied meth-
ods may vary from chapter to chapter, but in each case, the general framework can be
summarized in the following way.
We are given two state spaces E and F and a probability measure ν over F. We are
interested in minimizing a function Uν : E→ R+, of the form:
Uν(x) = EY∼ν [U(x, Y )],
where U is a positive bounded cost function and Y is a random variable on F distributed
according to ν. We suppose that the probability measure ν is known only through a
sequence of independent random variables (Yn)n≥0 distributed according to it. Our prob-
lem is thus two fold: ﬁrstly, we want to ﬁnd the global minimum of Uν , secondly we
are not able to access its exact value. To address the ﬁrst part, we start by presenting
a classical global optimization method, that plays a signiﬁcant role in the present work:
simulated annealing. For the second part of the problem, we turn to the ﬁeld of stochastic
algorithms. Finally, we present a way of merging these two concepts in order to give a
possible answer to our problem.
Simulated annealing
Simulated annealing is a probabilistic method that aims at ﬁnding a global minimum
of a given function U over a state space E. Its name comes from metallurgy, where the
annealing procedure consists in heating metals (increasing thus the diﬀusion rate of atoms
inside the material) and then cooling them in a controlled manner (letting the material
reach its equilibrium state) in order to reduce their defects.
This method was introduced by Kirkpatrick, Gelatt and Vecchi in 1983 [88]. Several
convergence proofs were given shortly after. A rather well known one is provided by Hajek
in 1988 [73]. The same year, another interesting proof of convergence using modern semi-
group representation of Markov processes has been obtained by Holley and Stroock in
[77].
How does it work?
The main idea of the simulated annealing consists in constructing a Markov process that
converges to the quantity of interest, a global minimum of U . In other words, its aim is




where |.| denotes the cardinality of a set. At ﬁrst sight, this is in no way easier than the
initial problem. However, the main idea of the Laplace method could encourage us to
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rewrite this probability distribution using Gibbs measures associated to the potential (or
energy) U as the following limit:








e−βU(y)dy is a normalizing constant. The constant 1/β is called tempera-
ture.
The next step is to introduce an inhomogeneous Markov process on E, such that at
each time t, the invariant measure of the corresponding instantaneous time homogeneous
Markov process, is the Gibbs measure associated to U with temperature 1/βt. By setting
the inverse temperature such that βt → +∞ as t goes to inﬁnity, one might hope to force
the Markov process to concentrate on Sopt, the optimal set.
It is now obvious that there are two competing goals: the convergence of the Markov
process toward its invariant measure and the concentration of Gibbs measures around
the set of minimums. This is why calibrating the temperature schedule is crucial: if
it decreases too fast, the process might not have the time to approach its equilibrium.
On the other hand, we want it to decrease as fast as possible in order to draw the Gibbs
measure to the set of minima (1.6). Hajek in [73] gave a necessary and suﬃcient condition
for the convergence in probability of the process towards the optimal set, speciﬁcally that
the inverse temperature schedule needs to be of the form:
βt = b log t with 0 < b < 1/c⋆(U),
where c⋆(U) is a constant depending on some properties of U . To be more explicit, it
represents the minimal energy barrier that one needs to cross, when going from any local
minimum to a global one. This constant is rather important as it sets a limit to the
convergence speed, but in practice it is generally not known in advance and quite diﬃcult
to estimate. More details about it are presented in Chapter 2 (Section 2.2.3) and Chapter
5.
Simulated annealing methods can be separated in two large classes depending on the
nature of the used Markov process. One approach, sometimes referred to as Metropolis
Hastings method, consists in building a random walk (mostly when E is a discrete space).
The other one, also called Langevin simulated annealing, generates a drifted diﬀusion
process (generally when E is a continuous space).
Continuous setting.
In a continuous setting, the Markov dynamic of the simulated annealing is given by:
∀t ≥ 0 dXt = −βt∇U(Xt)dt+ dBt, (1.7)
where Bt is a standard Brownian motion and the drift coeﬃcient βt is the inverse of
the temperature schedule. In an equivalent manner, one could choose to control the
variance of the Brownian motion instead of the drift coeﬃcient, set ǫt = 1/√βt and write:
dXt = −∇U(Xt)dt+ ǫtdBt.
Equation (1.7) indicates that the simulated annealing procedure is a modiﬁed version
of the classical gradient descent (that would correspond to a temperature ǫt equal to 0).
The added randomized moves are what help the process escape local traps, turning it into
a global optimizer. The convergence of this dynamic to the optimal set was proved, under
some regularity assumptions on the potential U and for (βt)t≥0 increasing slow enough,
for example in [96].
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Discrete setting.
The state space E is usually considered ﬁnite and its exploration is done through a random
walk (Xk)k≥0, or eventually a continuous time one, (Xt)t≥0.
In a few words, at each step, the random walk chooses a potential new state x′ accord-
ing to a proposition law L(Xk, ·). If the value of the potential U in x′ is lower, the move
is accepted with probability one. Otherwise the move is accepted with a probability that





x′ with probability pk,
Xk with probability 1− pk,
(1.8)
where the probabilities pk are deﬁned as:






and (βk)k≥0 is of course the inverse of the temperature schedule.
Once more, we see that small values of βk encourage exploratory moves and high ones
penalize them. The convergence of such random walks to the set of minima of U , when
L is reversible and (βk)k≥0 goes to inﬁnity slow enough, is a well known result (see for
example [73]).
In our framework, the function we are trying to minimize cannot be directly accessed,
but only through unbiased estimators. As we have seen previously, classical simulated
annealing techniques need precise evaluations of the gradient ▽U , in the continuous set-
ting, and of U itself, in the discrete one. A natural question that arises is if (and how)
can they be adapted to overcome this type of problems. In order to better understand
how this can be done, we turn to the ﬁeld of optimization under uncertainty.
Optimization under uncertainty
There are a lot of real-world examples that imply the optimization (or study of other prop-
erties) of functions that have a partially random input. This occurs, among others, in the
area of on-line procedures or real-time estimation and control. Consider for example the
problem of optimizing commercial aircraft trajectories: the cost, in terms of fuel consump-
tion and ﬂight duration, of a given trajectory is not known in advance and its estimation
relies on some predicted ﬂight conditions including atmospheric ones. Hence, real-ﬂight
costs can deviate substantially from their predictions and some uncertainty propagation
method must be applied to obtain an accurate estimate of the expected ﬂight costs. An
application of stochastic optimization for Aircraft trajectories is presented in Chapter 5.
The ﬁeld of stochastic algorithms was developed in answer to such problems. In 1951
Robbins and Monro [113] introduced one of the ﬁrst stochastic algorithms, now known
as Robbins–Monro algorithm. They proposed a method to ﬁnd a root of a function that
cannot be directly evaluated, but can be written as an expected value of observable random
variables. Assuming that the solution is unique, their algorithm solves the following
equation:
M(x) = α where M(x) = E[m(x, Y )]. (1.10)
For a well chosen sequence of positive constants (an)n≥0, they deﬁne the following
Markov Chain:
Xn+1 −Xn = an(α−m(Xn, Yn)),
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and then prove its convergence in probability, to the unique solution of Equation (1.10),
independently of the starting point X0. A suﬃcient set of conditions for the stepping
sequence an, that is often cited, is:
+∞X
n=1




This algorithm can be used as an optimization technique by replacing M with the
gradient of Uν , the function we want to minimize, and setting α = 0. We obtain thus the
stochastic gradient descent algorithm, that can be written as:
Xn+1 = Xn − γn▽U(Xn, Yn+1), (1.11)
where (Yn)n≥0 is a sequence of independent variables distributed according to ν. Although
its name comes from its resemblance with the classical gradient descent given by: xn+1 =
xn−γn▽Uν(xn), the randomness renders the two dynamics quite diﬀerent. It is well known
that when ▽Uν = 0 has a unique solution, the algorithm (1.11) converges almost surely
to it. Even if the function U has more than one critical point, under some regularity
assumptions on the function Uν and some additional properties on the step sequence
(an)n≥0, it is shown in [37] that the algorithm converges almost surely to a local minimum.
However, as soon as Uν has a local minimum, this is not a global optimization method.
We are thus encouraged to mix it with simulated annealing to help it escape local traps.
Once more, we treat separately the two diﬀerent setting.
Continuous Setting: Homogenization Technique
In our framework, the classical formulation (1.7) of simulated annealing can be written
as:
∀t ≥ 0 dXt = −βt∇EY∼ν [U(Xt, Y )]dt+ dBt. (1.12)
The homogenization technique uses the same idea as the stochastic gradient descent,
namely it replaces the true value of the gradient in the classical formulation by realizations
of independent random variables.
Suppose we can access a sequence (Yn)n≥0 of independent random variables distributed
according to ν and that the gradient and the expectancy in Equation (1.12) commute.
Consider (αt)t≥0, a positive, continuous, increasing function such that limt→+∞ αt = +∞.
We deﬁne an accelerated Poisson process (Nαt )t≥0 of intensity α, that will translate at what
rate we use the sequence of random variables. It is standard to represent Nα through a
homogeneous Poisson process H of intensity 1 using the relationship:








This type of algorithm was used for example in [13], for ﬁnding Fréchet means on a com-
pact Riemannian manifold, or for generalized means in [14].
To ensure the convergence in probability of the process (Xt)t≥0, one needs to ﬁnd a
balance between the decrease of temperature given by βt and αt, the rate at which the
observations are used. Intuitively, αt needs to increase rapidly in order to provide a ﬁne
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estimation of the gradient. However, in practice, one would like to limit the number
of used observations, and thus to choose a slowly increasing function. For a logarithmic
inverse temperature schedule, in general, setting αt as a linear function of time, is suﬃcient
to ensure the convergence of the process (under regularity assumptions on U and ν).
Discrete setting: Monte Carlo methods
In the discrete setting, the main idea is to replace, in the computation of the probability
transition (1.9), the true value of the function Uν by an unbiased estimator eUν , and expect
that the new (also called noisy) Markov chain stays "close" to its corresponding classical
Metropolis Hasting Markov chain.
Gelfand and Mitter, [67], were probably the ﬁrst ones to introduce the concept of
simulated annealing with noisy measurements. They assumed an additive Gaussian noise
independent of the evaluation point and gave a suﬃcient condition for the decrease of
the variance σ2k of this noise, to ensure convergence of the algorithm to the optimal set.
This result was extended in [72] to distributions that are more peaked around zero than
the Gaussian distribution. In the framework of Gaussian noise, another version of the
algorithm was proposed in [8], where the authors modify the transition probability using
conﬁdence intervals. They show that in practice, their method performs better than the
one of [72].
In our framework, a natural approach would be to replace the true values of U in the





for any given i.i.d. sample (Yi)1≤i≤N . An interesting question that arises at this step, is
how to choose N , or in other words how precise does this estimation need to be in order
to assure convergence towards the optimal set. For example the condition imposed on
the variance of the noise by Gutjahr and Pﬂug [72], roughly corresponds to the use of
N = kα observations at each iteration (also called mini-batches), with α > 2. In Chapter
5 we show that by choosing a slower temperature schedule, we can obtain the convergence
even for α < 2. However, by choosing a smaller βt, we also decrease the algorithm’s con-
vergence speed. Thus, this strategy is not necessarily optimal. More details can be found
in Chapter 5.
The Noisy Metropolis Hastings algorithm has received a lot of attention in the ﬁeld
of Bayesian statistics, since it can also be used to sample from a given distribution.
For example, by replacing in the deﬁnition of the probability transition of noisy-less
Metropolis Hasting (1.9) the sequence of decreasing temperatures by a ﬁxed β, the new
Markov chain will converge to the corresponding Gibbs measure µβ. Numerous variants
of Noisy Metropolis Hastings were developed, proposing diﬀerent types of estimators for
the value of the probability transition. See for example [11]. In this setting also, the size
of mini-batches used at each iteration is of paramount importance since is directly related
to the computational cost. In [53] the authors present a guideline on how to choose N
depending on the standard deviation of the log-likelihood estimator. The strategy we use
in the convergence proof is based on the study of the process’ distribution and thus could
be adapted to problems of law sampling.
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1.4 Principal Component Analysis
Principal component analysis (PCA) is a multivariate statistical analysis method. It was
ﬁrst formulated by Pearson [110] in 1901 as a way to "represent a system of points in
plane, three or higher dimensional space, by the "best ﬁtting" straight line or plane." The
term of principal component was introduced later on, in 1933, by Hotelling [80], who also
formalized the concept in its modern form. For a more detailed historical review of the
development of PCA we refer to [85].
What is PCA
The main idea of PCA is to synthesize a data set consisting in a large number of correlated
variables, while retaining as much as possible the variation present in it. To achieve this,
PCA computes new uncorrelated variables, called principal components. In an Euclidean
space, the new variables are obtained as linear combinations of the original ones. The
ﬁrst principal component is chosen as the linear combination that retains most of the
variance present in all of the original variables. The second principal component is com-
puted again in order to retain most of the variation, but under the additional constraint
of being orthogonal to the ﬁrst one. The other components can then be computed using
this procedure iteratively (see for example [3]).
In an Euclidean framework, PCA can be reduced to the study of eigenvalues and
eigenvectors of a positive-semideﬁnite symmetric matrix, and is generally treated in this
manner. However, principal components can also be described as a sequence of nested
aﬃne sub-spaces of increasing dimension that maximize the variance of the projections or
minimize the sum of norms of projection residuals. For example, consider the case of m
points x1, . . . xm, in Rn and for all v ∈ Rn denote:




xi is the Euclidean mean. (1.13)






This last perspective on PCA, as we will see later on, is at the root of most generalizations
to non-Euclidean frameworks.
Applications
PCA is used in a wide range of scientiﬁc ﬁelds, sometimes under diﬀerent names, like elec-
trical engineering (Karhunen-Loéve expansion), chemistry (principal factor analysis) or
image analysis (Hotelling transformation). For more details on PCA’s ﬁelds of application
see for example [122].
In what follows, we present some of the various ways in which PCA can be used.
More details about these applications and a rather complete survey is given by Joliﬀe
in [85]. If most of the variation of the data can be reproduced by a small number of
uncorrelated variables that have a natural interpretation, then the principal components
give a much simpler description of the data than the original variables. However, if a
natural interpretation does not exist, and one prefers to work with subsets of the original
variables, PCA can also be used to suggest suitable subsets. PCA is sometimes employed
as a preliminary or in conjunction with other statistical techniques like regression, cluster
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analysis or discriminant analysis. Even though, generally, studies are interested in a few
ﬁrst principal components, it has been suggested that the few last ones can be useful in
uncovering outliers in a data set (see for example Chapter 10 of [85]).
Extensions of PCA
As we have seen before, nowadays, we often deal with metric spaces that are not necessarily
Euclidean. PCA was thus generalized to more general metric frameworks. For example,
functional principal component analysis (FPCA) was developed to deal with data where
a whole function corresponds to an observation. FPCA was used in analyzing the main
modes of variability of a set of probability densities in [49]. In [32], the authors highlight
some of the drawbacks of the FPCA and suggest that they are due to the fact that
the Euclidean distance in L2(R) is not always appropriate to perform PCA on density
functions. They introduce a notion of geodesic principal component analysis (GPCA),
by relying on the formal Riemannian structure of the Wasserstein space of probability
measures over R. They also introduce a strategy of convex constrained PCA, in a general
Hilbert space.
A survey of methods employed in the Riemannian setting can be found in [81]. A
method of particular interest for us is GPCA, that can be seen as PCA based on mini-
mization of intrinsic residual distances to geodesics and where principal components are
minimizing geodesics of GPCA. Another one is manifold PCA, which is described as PCA
based on non-nested geodesic submanifolds of increasing dimension, determined by min-
imizing intrinsic residual distances. In the present work, we interest ourselves in graphs
and in what follows we present a deﬁnition of PCA on metric graphs.
1.4.1 PCA on graphs
The extension of PCA on metric graphs provided in this thesis is based on a variational
formulation (1.13) and is similar to the strategies of manifold PCA and GPCA.
In what follows, we deﬁne principal components on a metric graph ΓG, endowed with
a probability measure ν on its vertex set V . In order to highlight the main ideas, we will
sometimes favor an informal description of the objects involved and postpone a formal
deﬁnition to Chapter 4.
Variational formulation
Keeping in mind that principal components minimize the sum of the norms of the projec-
tion residuals, a good starting point seems to be to look for subsets of ΓG that minimize
the following functional:








Of course, we still need to establish on what subset of the power set of ΓG we want to
minimize (1.14). As mentioned before, we take our inspiration from previous methods
proposed for Riemannian manifold, and thus we minimize over subsets of eG, the space
of the graphs’ geodesics. A subset γ ⊂ ΓG is called a geodesic if and only if for any two
points x, y ∈ γ, there exists a shortest path γx,y connecting the two, included in γ.
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Relative degree: "dimension" of a geodesic in a metric graph
In order to deﬁne principal components, we also need an equivalent to the notion of dimen-
sion in ΓG. This is provided by the notion of relative degree. If A is a connected subset of
Γ and x a ﬁxed point of Γ, we call the degree of x relative to A, the number of connected
components in which the set A is split, only into an arbitrarily small neighborhood of x,
when we remove x from it:
degA(x) := inf
ǫ>0
Nc((A \ {x}) ∩Bǫ(x))
where Nc represents the number of connected components. This can also be seen as the
number of directions on which one can go from x while staying in A. A representation is
given in Figure 1.6.
Figure 1.6: Examples of relative degrees.
We denote eGd the subsets of geodesics that contain only points whose relative degree
is at most d+ 1: eGd := {γ ∈ eG s.t. ∀x ∈ γ, degγ(x) ≤ d+ 1}.
It is rather natural to interpret the relative degree as a notion of dimension, since any
element of eGd is locally isomorphic to a subset of Rd. For example eG0 = {{x}; x ∈ Γ}
is the set of all singletons of the quantum graph and eG1 is the set of geodesic paths and
geodesic cycles. An example of such elements is illustrated in Figure 1.7.
Figure 1.7: Examples of elements of G1.
Deﬁnition of principal components
We can ﬁnally deﬁne a principal component of order d, as an element g∗d ∈ eGd such that:
g∗d ∈ argmin
g∈eGd Uν(g). (1.15)
We denote Mdν the set of minimizers of Uν over eGd. A principal component of order
d always exists, since eGd are compact and Uν is continuous, but is not necessarily unique
(see Figure 1.9). A ﬁrst observation is that by minimizing Uν over eG0, one retrieves the
set Mν , representing the classical Fréchet mean.
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Figure 1.8: Consider the uniform probability on the vertex set and all edges of length 1.
The top of the pyramid is the Fréchet mean and the edges forming the base are the ﬁrst
principal component.
A second observation is that as opposed to the Euclidean framework, the principal
components are not necessarily nested. In Figure 1.8, we illustrate an example of graph
where the Fréchet mean is not included in the ﬁrst principal component. In order to
retrieve this property, we introduce a second notion, of nested-principal components. We
present here the deﬁnition of a nested-principal component of order one. This deﬁnition
is extended in an iterative way for all orders in Chapter 4.






A nested principal component of order 1 is a x-principal component, when x is a Fréchet
mean. Such an element always exists, but is not necessarily unique (see Figure 1.9).
The two types of principal components deﬁned above, have slightly diﬀerent properties
and could be of interest in diﬀerent applications.
An illustration of ﬁrst principal components
To conclude this section, we present an illustration of ﬁrst principal components, namely
of order one, on a Facebook sub-graph in Figure 1.9. In this case, the nested principal
components of order 1 coincide with the principal components.
The graph represented in Figure 1.9 is composed of two star-shaped clusters. The
central nodes of these clusters are connected by 4 shortest paths, represented in red. We
can interpret it as the set of friends of two persons that have only four common friends.
Adding a vertex at each extremity of a path connecting the two (in a way that preserves
the geodesic property) gives a (nested) principal component. Even though the extreme
vertices are not important, we can see that a ﬁrst principal component includes the center
of each community and an individual that connects them, summarizing thus rather well
the graph’s structure.
1.5 Main tools
In this section we deﬁne the main mathematical tools used throughout the thesis. Every
optimization problem approached in this work is formulated as the study of an evolution
of a Markov process. Thus we have chosen to start this section by presenting some brief
reminders on this category of stochastic processes.
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Figure 1.9: Consider the uniform probability on the vertex set and all edges of length
1. The diamond shaped node represents the unique Fréchet mean and the red paths
represent the "core" of (nested) principal components.
1.5.1 Markov Processes
Stochastic processes model systems that evolve in time according to a random mecha-
nism. Markov processes are one of their most popular class. Roughly speaking, they can
be described as stochastic processes whose future is independent of its past. We present
only some basic deﬁnitions and properties without including any proofs. For more details
see for example [58].
General deﬁnition. Let E be a complete, metric, separable space (Polish space),
equipped with its Borel σ-ﬁeld E . A Markov process X = (Xt)t≥0 is a family of ran-
dom variables constructed on some probability space (Ω,F ,P) with values on (E,E ) such
that for all bounded measurable functions f :
E[f(Xt)|FXs ] = E[f(Xt)|Xs], 0 ≤ s ≤ t, (1.16)
where FXs is the ﬁltration naturally associated to the process:
FXs = σ(Xu, 0 ≤ u ≤ s).
Semigroups. The semigroup of a Markov process is deﬁned on the set of measurable
bounded functions by:
Ps,tf(x) = E[f(Xt)|Xs = x]. ∀0 ≤ s ≤ t.
Inﬁnitesimal generators. Given a semigroup, we can deﬁne an associated family





∀ f ∈ D(Lt),
where D(Lt) is deﬁned as the set of measurable bounded functions for which this limit
exists. It referred to as the generator’s domain. We denote D(L) the set of functions f
that are in the domain at all times, namely:
D(L) = {f | t ≥ 0 f ∈ D(Lt)}.
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Kolmogorov equations. Let f be a function in D(L). Then the following Kolmogorov
equations hold:
∂tPs,tf = LsPs,tf = Ps,tLsf 0 ≤ s ≤ t.
In practice, there are situations when an analytic expression of the semigroup is not
available, but an explicit form of the generator is given. Thus, the Kolmogorov equations
can be useful when one needs to deal with the derivative of the semigroup.
Homogeneity. If the semigoup (Ps,t)0≤s≤t depends only on the diﬀerence t − s, then
we say that X is a homogeneous Markov process and inhomogeneous otherwise. The
semigroup of a homogeneous Markov process is simply denoted (Pt)t≥0.
In this thesis we deal mostly with inhomogeneous Markov processes. However, to each
inhomogeneous Markov process X, we can associate a homogeneous one fX, by setting:fXt = (t,Xt).
The inﬁnitesimal generator eL, associated to fX can be deﬁned on the set of functions
D( eL):
D( eL) = f | f : R+ × E→ R, ∀t ≥ 0, f(t, ·) ∈ D(L), ∀x ∈ E, f(·, x) ∈ C1
and its action is given by: eLf(t, x) = ∂tf(t, x) + Ltft(x),
where for all t, ft : E→ R is deﬁned by ft(·) = f(t, ·).
This observation allows us to transfer existing results from the homogeneous case
to the inhomogeneous one. This can be of interest because the ﬁrst case was far more
analyzed than the latter.
Invariant and reversible measure. We say that µ is an invariant measure for (Pt)t≥0






The measure µ is called reversible for the semi-group (P )t≥0, if for all f, g ∈ L2(µ), and






These properties can be translated in terms of inﬁnitesimal generators in the following
way: µ is an invariant measure for L, if for all f ∈ D(L):Z
E
Lfdµ = 0,
and the fact that µ is reversible implies that for all f, g ∈ D(L) for which Equation (1.17)














, the real valued stochastic process given by:




For any initial law m0 of the Markov process (Xt)t≥0, M f is a martingale (with respect
to the ﬁltration Ft). This observation leads us to a diﬀerent approach, namely trying to
characterize a Markov process associated to a given generator using the so called martin-
gale problem.
In what follows we present a somehow simpliﬁed version of this approach in order to
highlight its ideas. A general and detailed description is provided by Ethier and Kurtz in
Chapters 3 and 4 of [58].
Well posed martingale problem: deﬁnition. Let L be a linear operator and D(L)
its domain. We say that a measurable stochastic process X with values in E is a solution
of the martingale problem associated to (L,D(L), µ) if X has µ as initial law and for all
f ∈ D(L),M f deﬁned as in (1.18) is a martingale (with respect to the associated ﬁltration
FXt ).
If this is true for any initial probability measure, we simply say that X is a solution of
the martingale problem (L,D(L)). A martingale problem is well posed if it has a unique
solution (in law).
Existence and uniqueness. A solution of the martingale problem can be obtained
as a weak limit of solutions of approximating martingale problems (for example a diﬀu-
sion process can be approached by discrete processes, such an example is given in the
introduction of [58]).
The existence and uniqueness (in law) of a solution can be proved using rather technical
analytical properties of the generator that roughly demand two things:
Dis For L to be dissipative:
kf − λLfk ≥ kfk, ∀λ > 0 and f ∈ D(L).
Den For its domain D(L) to contains enough functions (for example a dense subset of
the set of continuous bounded functions).
These conditions are similar to the conditions of the Hille-Yoshida theorem that lies
behind the existence of a contracting semigroup associated to a generator. In [58] the
authors show, that under the conditions mentioned above (Dis andDen), ifX is a solution
to the martingale problem (L,D(L)), then X is the Markov process corresponding to the
inﬁnitesimal generator L (see Theorem 4.1 of Chapter 4 in [58]).
This essentially means that under suitable conditions, a Markov process is the unique
solution of the martingale problem for its generator. In particular, if the martingale
problem is well posed, its solution is a Markov process.
For example, this kind of approach was used by Freidlin and Wentzell in [64] to prove




Once that an optimization problem is brought to the Markov setting, as we have seen
in Section 1.3 (and will see later on in Chapters 2, 4 and 5), it can be resumed to a
convergence study. To accomplish that, we try to quantify the gap between the law of the
process at a given time and a target distribution. In this thesis we measure the "closeness"
using two classical tools: the χ2-distance and the relative entropy.
Once we establish the quantity of interest (i.e. choose a distance), we compute its
derivative in order to obtain a diﬀerential inequality and to conclude using the Grönwall
lemma.
In doing so, depending on the chosen instrument, we will be obliged to deal with some
terms using functional inequalities: either the Poincaré inequality (for the χ2 distances) or
the Sobolev one (for the relative entropy). As we will see later on, functional inequalities
describe an exponential convergence to equilibrium for the semigroup associated to a
Markov process. In what follows, we present their deﬁnitions and some properties without
including any proofs. The vast subject of functional inequalities and their link with
Markov processes is thoroughly presented in [21].
First we need to set a framework and deﬁne some auxiliary objects.
Dirichlet form. Let X be a Markov process with inﬁnitesimal generator L and unique






Unless speciﬁed otherwise, these notations will we used through the rest of this section.
The associated carré du champ operator is given by:
Γ(f, g) = 1
2
[L(fg)− fL(g)− gL(f)] f, g ∈ D(L).





We will see that in functional inequalities, a quantity of interest is the Dirichlet form
E(f, f) and in what follows we simply denote it E(f). Since µ is the invariant measure,





An example. To illustrate these concepts, consider X the Markov process on Rd, as-
sociated to the Langevin formulation given in Equation (1.7), at a ﬁxed temperature β.
Its inﬁnitesimal generator is:
Lβf(x) = −βh▽f(x),▽U(x)i+ 12∆f(x).















In particular, it means that the Dirichlet form of a function f is the squared L2(µβ) norm
of its gradient:
E(f) = k▽fk22,µβ .
Poincaré inequality and the χ2 distance
χ2-distance. Let µ1 and µ2 be two probability measures such that µ2 is absolutely
continuous with respect to µ1 (µ2 ≪ µ1), and denote f its Randon-Nikodym derivative,







This can be written also as:
χ2(µ2, µ1) = (V arµ1(f))1/2 ,










Poincaré’s inequality. We say that the measure µ satisﬁes a Poincaré inequality with
constant Cp (abbreviated PI(Cp)) if for all f ∈ D(L):
V arµ(f) ≤ CpE(f).
The smallest constant Cp such that this inequality holds is often referred to as the spectral
gap and we will also refer to it as the optimal Poincaré constant. The above inequality
depends not only on µ but also on the generator L and its domain. Thus, when saying
only that a measure µ respects a Poincaré inequality, we make a slight abuse. It would be
more accurate to say that µ respects a Poincaré inequality with respect to the Dirichlet
form E , on the class of function given by D(L).
The Poincaré inequality also implies the exponential convergence of the semigroup
(Pt)t≥0 in L2(µ) (see for example Theorem 4.2.5 of [21]):
∀f ∈ L2(µ) V ar(Ptf) ≤ e−2t/CpV ar(f). (1.19)
This highlights the importance of the optimal Poincaré constant since a smaller Cp implies
a faster convergence rate. The proof of this theorem is based on the Grönwall Lemma
and the fact that:
d
dt
[V ar(Ptf)] = −2E(Ptf).
Link between the Poincaré’s inequality and the spectral gap. We have men-
tioned that the Poincaré inequality is also called the spectral gap inequality. To see why,
suppose L is symmetric in L2(µ) (ensuring thus that eigenvalues are real) and that f is
an is an eigenfunction of −L with eigenvalue λ. If the Poincaré inequality holds, then:Z
E




This means that every non-zero eigenvalue of −L is greater than or equal to 1/Cp, and
thus the Poincaré inequality describes a gap in the generator’s spectrum.
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Relative entropy and Logarithmic Sobolev inequality
The notion of entropy can be deﬁned for a general measure µ1 (not necessarily ﬁnite).
However in this thesis we only deal with probability measures and thus we restrain our-
selves to this particular setting. Let µ1 be a ﬁxed probability measure. For all positive
integrable functions f such that
R
E
f | log f |dµ1 < +∞, we deﬁne the entropy of f with













In the above deﬁnition, 0 log 0 = 0. A ﬁrst remark is that as a consequence of Jensen’s
inequality, Ent(f) ≥ 0 for all f and Ent(f) = 0 if and only if f is constant µ1-almost
everywhere. Also for all c ≥ 0, Ent(cf) = cEnt(f).
Relative entropy. Let µ2 be a probability measure such that µ2 ≪ µ1, and let f be
its Randon-Nikodym derivative. The relative entropy of µ2 with respect to µ1 is given by:




The relative entropy is a good way of quantifying the diﬀerence between two proba-
bility measures. Namely, if the relative entropy is null, then the two measures coincide.
The Csiszár-Kullback-Pinsker inequality states that the total variation distance (dTV ) is
upper bounded by the relative entropy, in the following sense:





Logarithmic Sobolev inequality The measure µ respects a logarithmic Sobolev in-
equality with constant Cs (shortened as LSI(Cs)) if for all f ∈ D(L):
Entµ(f 2) ≤ 2CsE(f)
As in the case of the Poincaré inequality, the above inequality implies that if E(f) is zero,
then f is constant.
The logarithmic Sobolev inequality implies an exponential decay in entropy for the
semigroup (Pt)t≥0 (see for example Theorem 5.2.1 of [21]):
∀f ∈ L1(µ) Entµ(Ptf) ≤ e−2t/CsEntµ(f) (1.20)








dµ =: −Iµ(Ptf), (1.21)
where Iµ is the Fisher information. Another important element of the proof is the fact















A ﬁrst remark is that the logarithmic Sobolev with constant Cs implies the Poincaré
inequality with the same constant:
LSI(Cs)⇒ PI(Cs),
and is thus considered stronger in the hierarchy of functional inequalities.
The interest of the Poincaré inequality lies in the fact that it is generally easier to
prove and can be obtained for a larger class of measures. It is sometimes used as a pre-
liminary step in the proof of a Sobolev inequality. Moreover there are cases when both
inequalities hold, but the optimal constant of the LSI is strictly larger than the optimal
constant of PI. One should notice that the constants are important when comparing the
rate of exponential decay in (1.19) and (1.20).
One can also observe that the convergence given in (1.20) holds for a larger class
of functions f , since L2(µ) ⊂ L1(µ) and the inclusion is strict. This is rather natural
because there exist functions f such that Entµ(f) is ﬁnite and V arµ = +∞. This occurs
for example when µ is the standard normal distribution on R and f(x) = ecx
2/2, with
c ∈ (0, 1).
This brings us to the last question: when trying to prove the convergence of a Markov
process, what should we choose? The variance or the relative entropy?
In practice: variance vs relative entropy
Indeed, going back to our general framework, the Poincaré and the Sobolev inequality
are just instruments necessary in dealing with a particular term. To be more precise, one
step of the convergence’s proof is to measure the gap between the noisy algorithm and its
classical version (with no noise) and another is to quantify the convergence of the classical
algorithm to the wanted set. Functional inequalities intervene in a natural way in the
second part.
Therefore, before choosing a distance, one needs to take several things into consider-
ation:
• What kind of functional inequality can be obtained for the invariant measure of the
classical version? If the Poincaré inequality holds but not the Sobolev one, then one
needs to choose the variance.
• If both inequalities hold, a next criteria should be the type of convergence we want
to obtain. Proving that the relative entropy of two measures goes to zero is stronger,
since the relative entropy controls the total variation distance. However, as we will
see later on, the fact that the χ2 distance goes to zero, might be enough to ensure
the convergence in probability of the algorithm to the optimal set.
• A ﬁnal question (and quite important in practice) is which of the two quantities
allows us to properly control the gap between the noisy version and the classical








Fréchet mean on quantum graphs
Discrete structures like graphs make it possible to naturally and ﬂexibly model complex
phenomena. Since graphs that represent various types of information are increasingly
available today, their analysis has become a popular subject of research. Yet, even an
algorithm for locating the average position in graphs is lacking although this knowl-
edge would be of primary interest for statistical analysis or representation problems. In
this work, we develop a stochastic algorithm for ﬁnding the Fréchet mean of weighted
undirected metric graphs. This method relies on a noisy simulated annealing algorithm
dealt with using homogenization. We then illustrate our algorithm with three examples
(subgraphs of a social network, subgraph of a collaboration and citation network and a
transport network).
Note to the reader: The next nine sections of this Chapter consist in the article [66],
written in collaboration with Sébastien Gadat and Laurent Risser. The article is soon
to be published under the name How to calculate the barycenter of a weighted graph, in
Mathematics of Operations Research. Section 2.10 presents some further developments.
2.1 Introduction.
2.1.1 Generalities
Numerous open questions in a very wide variety of scientiﬁc domains involve complex
discrete structures that are easily modelled by graphs. The nature of these graphs may
be weighted or not, directed or not, observed online or by using batch processing, each
time implying new problems and sometimes leading to diﬃcult mathematical or numerical
questions. Graphs are the subject of perhaps one of the most impressive growing bodies
of literature dealing with potential applications in statistical or quantum physics (see,
e.g., [57]) economics (dynamics in economy structured as networks), biology (regulatory
networks of genes, neural networks), informatics (Web understanding and representation),
social sciences (dynamics in social networks, analysis of citation graphs). We refer to [90]
and [104] for recent communications on the theoretical aspects of random graph models,
and to [83] and [69] for additional applications in economics and machine learning.
In the meantime, the nature of the mathematical questions raised by the models that
involve networks is very extensive and may concern geometry, statistics, algorithms or
dynamical evolution over the network, to name a few. For example, we can be interested
in the deﬁnition of suitable random graph models (see the survey of [95]), or in graph
geometry visualization (see some popular methods in [117]). In statistics, a popular topic
deals with the estimation of some natural objects like clusters (see, e.g, [89] and [19]). A
ﬁnal important ﬁeld of interest deals with the evolution of a dynamical system over a graph
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(see [4] and the references therein). Our work will mix several of the aforementioned ﬁelds
since we will be interested in the estimation of a rather simple statistical object related
to the graph geometry. This estimation will be produced by a random dynamical system
that evolves on the graph. We address a problem here that may be considered as very
simple at ﬁrst glance: we aim to deﬁne and estimate the barycenter1 of a weighted graph.
2.1.2 Motivation
Surprisingly, as far as we know, the question of locating the barycenter of a graph has
received little attention certainly because of the diﬃculty of its resolution. However, the
knowledge of the barycenter of a (weighted) graph may be of interest from several view-
points.
First, understanding what node of the graph is the barycenter may be used to produce
a graphical representation of the graph with the average position in the middle of the rep-
resentation since it is expected that the barycenter is the central node of the network.
Indeed, nowadays graph-visualization algorithms like force-directed methods usually min-
imize some heuristic criterion that does not calculate and use a center of mass of the
graph. This drawback of the graph-visualization algorithms may be annoying because
we should expect that a good assessment of the location of a weighted graph barycenter
could be used for fair representation issues.
Second, in statistics, an elementary object that permit to compare several datasets is
the mean position. This is for example the case with the T-test that makes it possible to
compare if two Gaussian distributions are the same (or not) with a simple computation
of the mean of two n-samples. If we now observe two graphs deﬁned with the same set of
nodes, the computation of the two barycenters could be used to test if these two graphs
are sampled with the same probabilistic generating model.
In addition, the knowledge of the mean of a dataset is a preliminary information to pro-
duce a “second order” moment analysis with a generalization of the Principal Component
Analysis (PCA for short in what follows). In a non-Euclidean dataset, this intermediary
step was used by [32] to extend the deﬁnition of PCA on the space of probability measures
on R, and by [31] to develop a suitable geometric PCA of a set of images. For a graph
analysis problem, the average position in a graph may be used to produce a PCA that
would translate the main statistical ﬂuctuations among the nodes of the network. Such
PCA does not exist yet in particular because a deﬁnition and algorithm to compute the
mean of a graph is an important (and however basic) unsolved problem.
Another motivation can be found in the analysis of traﬃc networks. For example,
subway networks naturally form a connected weighted graph equipped with a distance
between stations that are related to the time needed to travel from one station to another.
Each station of the network may be weighted by its monthly use rate by all passengers
if we are interested in a global understanding of the network. Each station can also be
weighted by the individual use of one passenger if we are interested in an analysis of a
personal use of the network. In this last case, these weights may be unknown and have
to be learned on-line throughout the use of the network by the passenger. In each case,
learning the location of the barycenter of such networks is of interest, either for a general
ﬁrm (for improving the circulation in the main stations of the network) or for individual
1We give below a precise mathematical deﬁnition of the barycenter of a general weighted graph.
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decision related to each passenger.
Lastly, understanding where is the barycenter of the graph permit to identify the most
important nodes of the graph. We can also push the argument further and think that
recursive computations of some barycenters of some subgraphs produced by a clustering
method also make it possible to ﬁnd the important set of nodes that describe the structure
of the whole graph. For example, in a citation network, the barycenters of clusters of nodes
are suspected to be the nodes that have a large inﬂuence on the whole connections of the
graph. In particular, these barycenters may reveal the important historical thoughts
hidden behind a citation network.
In the next paragraph, we describe a natural way to deﬁne barycenter for weighted
graphs.
2.1.3 Fréchet means
Variational formulation of the barycenter The major diﬃculty for deﬁning means
in a general (and not necessarily Euclidean) metric space E lies in the absence of the
natural addition and averaging operations. A popular strategy used to deﬁne moments
of distributions in general metric spaces is to use the variational interpretation of means,
which leads to the introduction of Fréchet (or Karcher) means. This approach has been
introduced in the seminal contribution [61] that makes it possible to deﬁne p-means over
any metric probability space. Following the simple remark that the (quadratic) mean of
any distribution ν of Rd, given by mν =
R
Rd
xdν(x) is the point that minimizes x 7−→
EZ∼ν [|x−Z|2], the Fréchet p-mean of any metric space (E , d) weighted by any distribution
ν is deﬁned by (see e.g. [61]):
M (p)ν := argmin
x∈E
EZ∼ν [dp(x, Z)].
We can then extend this deﬁnition to our particular graph structure and only restrict our
study to quadratic barycenters, with p = 2. We also alleviate our notation using only Mν
instead of M (2)ν .
Deﬁnition 1 (Fréchet mean). Given a weighted graph (G, ν) equipped with the geodesic










Note that Mν set is not necessarily a singleton and a uniqueness property generally
requires some additional topological assumptions (see [13], for example).
Background on Fréchet means The use of Fréchet means deﬁned by Equation (2.1)
has met with great interest, especially in the ﬁeld of bio-statistics and signal processing,
although mathematical and statistical derivations around this notion constitute a growing
ﬁeld of interest.
Almost all previous works on Fréchet means are interested in the convergence of Mνn
towardsMν when νn is an empirical measure produced by n i.i.d. samples of ν. We list be-
low several works that are related to the convergence ofMνn towardsMν when n −→ +∞.
Motivated by applications to continuous manifolds that describe shape spaces introduced
in [54], many authors have recently proposed limit theorems on Mνn in various frame-
works. For example, [92] establishes the consistency of the population Fréchet mean and
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derives applications in the Kendall space. The study of [24] establishes the consistency
of Mνn and derives its asymptotic distribution. Finer results can be obtained in some
non-parametric restrictive situations (see, e.g. [29, 30, 35]). Other applications involve
signal processing: ECG curve analysis [26] and image analysis [111, 9], to name a few.
Recent works also treat Fréchet means in a discrete setting, especially when dealing
with phylogenetic trees that have an important hierarchical structure property. In partic-
ular, [22] proposed a central limit theorem in this discrete case, whereas [98] used an idea
of Sturm for spaces with non-positive curvature to deﬁne an algorithm for the computation
of the population Fréchet mean. Other works deal with the averaging of discrete struc-
ture sequences such as diagrams using the Wasserstein metric (see, e.g., [101]) or graphs
[68]. Our work also deviates from these above-mentioned discrete studies [98, 22, 101, 68]
since we build an algorithm that recovers the Fréchet mean of a weighted graph itself,
instead of ﬁnding the population Fréchet mean of a set of discrete phylogenetic structures.
We discuss below on the computational diﬃculty required to solve the Fréchet mean
computation.
Computational complexity and on-line procedure First of all and heuristically,
it is highly suspected that ﬁnding the Fréchet mean that minimizes Uν over the discrete
graph and even on the continuous quantum graph that interpolates the discrete one is a
diﬃcult problem. Indeed, in the case of a discrete network within a deterministic setting,
ﬁnding a p-mean is known to be a NP-hard problem (see e.g. [74] and [118]). Concern-
ing now a continuous embedding of the network, the problem of ﬁnding Mν involves the
minimization of Uν , which is a non-convex function with the possibility of numerous local
traps. To our knowledge, this problem cannot be eﬃciently solved using either a relaxed
solution or using a greedy/dynamic programming algorithm (in the spirit of the Dijkstra
method that makes it possible to compute geodesic paths [51]). Moreover, if we consider
for example a continuous network supported by the unit cube Cd of Rd, where each node
of the cube is weighted by a probability distribution ν, then the minimization of Uν turns
into a quadratic programming over Cd, which is a NP-hard problem in its full generality
(see e.g. [114, 108]). A rigorous reduction of the minimization Equation (2.1) over a
continuous network to a NP-hard problem is an interesting issue, but beyond the scope
of this work and deserves further investigations.
Second, since we will be interested in dealing with possibly on-line problems, the avail-
ability of the measure ν over the nodes of the graph that is used in the deﬁnition of Uν is
questionable and only a sequence of nodes i.i.d. according to ν may be available. This is
for example the case if we consider the zbMATH dataset where downloaded articles are
observed recursively. This is also the case when a passenger travels over a subway network
without a priori information of its interest for the whole set of stations. In this kind of
situations, we therefore need to learn the distribution ν all along the iterations of the
algorithm in parallel to the location of the minimizer of Uν . This may be also the case if
we consider a probability distribution over E that is cropped while gathering interactive
forms on a website. . .
Lastly, minimizing Uν require a computation of an integral w.r.t. ν. Since we plan
to handle large graphs, such an integral computation can be a very strong limitation.
Therefore, the algorithm we are looking for is also motivated by the legitimate impossi-
bility (from a numerical point of view) to compute such an integral. Thus, our algorithm
should work as a ﬁrst order method that uses unbiased and noisy evaluations of gradients.
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Global optimization procedure with Simulated Annealing The deterministic dis-
crete problem being NP-hard, it is thus natural to think about the use of a global mini-
mization procedure, and, in particular, the simulated annealing (S.A. for short) method.
S.A. is a standard strategy to minimize a function over discrete spaces and its computa-
tional cost is generally high. It relies on an inhomogeneous Markov process that evolves
on the graph with a transition kernel depending on the energy estimates Uν for solving
Equation (2.1). The method we are looking for must be compatible with the stochastic
on-line issue or stochastic gradient approaches. Our algorithm uses recent contributions
on simulated annealing ([13, 14]) where an auxiliary jump-process is introduced to handle
on-line observations. It relies on a continuous-time noisy simulated annealing Markov
process on graphs, as well as a second process that accelerates and homogenizes the up-
dates of the noisy transitions in the simulated annealing procedure. We also refer to [99]
that introduces a simulated annealing procedure with an auxiliary jump process which
encodes a piecewise deterministic Markov process dynamical system.
2.1.4 Roadmap
The paper is organized as follows: Section 2.2 provides some brief remainders on graphs
and then describes our proposed algorithm. In Section 2.3.1, we provide some theoretical
backgrounds on diﬀusion on quantum graphs and Section 2.3.2 states our main conver-
gence results. Simulations and numerical insights are then given in Section 2.4 and a short
conclusion proposes some further developments in Section 2.5. The convergence of the
algorithm is theoretically established in Section 2.7, whereas Section 2.8 describes func-
tional inequalities in quantum graphs (Poincaré and Log-Sobolev inequalities for Gibbs
ﬁeld at low temperature).
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2.2 Simulated annealing on quantum graphs
We consider G = (V,E) a ﬁnite connected and undirected graph with no self-loop, where
V = {1, . . . , N} refers to the N vertices (also called nodes) of G, and E the set of edges
that connect some couples of vertices in G.
2.2.1 Undirected weighted graphs
The structure of G may be described by the adjacency matrix W that gives a non-
negative weight to each edge E (pair of connected vertices), so that W = (wi,j)1≤i,j≤N
while wi,j = +∞ if there is no direct link between node i and node j. W indicates the
length of each direct link in E: a small positive value of wi,j represents a small length
of the edge {i, j}. We assume that G is undirected (so that the adjacency matrix W is
symmetric) and connected: for any couple of nodes in V , we can always ﬁnd a path that
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connects these two nodes. Finally, we assume that G has no self loop. Hence, the matrix
W satisﬁes:
∀i 6= j wi,j = wj,i and ∀i ∈ V wi,i = 0.
We deﬁne d(x, y) as the geodesic distance between two points (x, y) ∈ V 2, which is the
length of the shortest path between them. The length of this path is given by the addition
of the length of traversed edges:





When the length of the edges is constant and equal to 1, it simply corresponds to
the number of traversed edges. Since the graph is connected and ﬁnite, we introduce the




To deﬁne a barycenter of a graph, it is necessary to introduce a discrete probability
distribution ν over the set of vertices V . This probability distribution is used to measure
the inﬂuence of each node on the graph. According to this former deﬁnition of the
geodesic distance d, we are interested in solving the problem introduced in Equation




Example 1. Let us consider a simple scientometric example illustrated in Figure 2.1
and consider a “toy" co-authorship relation that could be obtained in a subgraph of a
collaboration network like zbMATH2. If two authors A and B share kA,B joint papers, it is
a reasonable choice to use a weight wA,B = φ(kA,B), where φ is a convex function satisfying
φ(0) = +∞,φ(1) = 1 and φ(+∞) = 0. This means that no joint paper between A and
B leads to the absence of a direct link between A and B on the graph. On the contrary,
the more papers there are between A and B, the closer A and B will be on the graph. Of
course, this graph may be embedded in a probability space with the additional deﬁnition of
a probability distribution over the authors that can be naturally proportional to the number
of citations of each author. This is a generalization of the Erdös graph. Note that this
type of example can also be encountered when dealing with movies and actors, leading, for
example, to the Bacon number and graph (see the website: www. oracleofbacon. org/ ).
2.2.2 Outline of Simulated Annealing (S.A.)
As pointed in Section 2.1.3, the optimization of Equation (2.1) is a NP-hard problem
(see [118, 74, 108]) and it is therefore natural to use a global optimization algorithm like
simulated annealing. We brieﬂy detail below a description of the two main methods of
S.A.
The optimization with S.A. introduces a Markov random dynamical system that
evolves either in continuous time (generally for continuous spaces) or in discrete time
(for discrete spaces). When dealing with a discrete setting, S.A. is based on a Markov
kernel proposition L(., .) : V × V −→ [0, 1] related to the 1-neighborhoods of the Markov












Figure 2.1: Example of a weighted graph between ﬁve authors, where the probability mass
is {0.5, 0.1, 0.1, 0.2, 0.1}. In this graph, Author 1 shares ﬁve publications with Author 2
and ten publications with Author 5, and so on.
which is recalled in Algorithm 1. We can derive asymptotic guarantees of the convergence
towards a global minimum of U as soon as the cooling schedule is well chosen.
Algorithm 1: M.-H. Simulated Annealing
Data: Function U . Decreasing temperature sequence (Tk)k≥0.
1 Initialization: X0 ∈ V ;
2 for k = 0 . . .+∞ do













x′ with probability pk
Xk with probability 1− pk.
5 end
6 Output: limk−→+∞Xk.
When dealing with a continuous setting, S.A. uses a drifted diﬀusion with a vanishing
variance (ǫt)t≥0 over V , or an increasing drift coeﬃcient (βt)t≥0. We refer to [76, 96] for
details and we recall its Langevin formulation in Algorithm 2.
Algorithm 2: Langevin Simulated Annealing
Data: Function U . Increasing inverse temperature (βt)t≥0.
1 Initialization: X0 ∈ V ;
2 ∀t ≥ 0 dXt = −βt∇U(Xt)dt+ dBt.
3 Output: limt−→+∞Xt.
In both cases, we can see that S.A. with U = Uν given by Equation (2.1) involves the
computation of the value of U in Line 4 of Algorithm 1, or the computation of ∇U in
Line 2 of Algorithm 2. These two computations are problematic for our Fréchet mean
problem: the integration over ν is intractable in the situation of large graphs and we are
naturally driven to consider a noisy version of S.A. A possible alternative method for this
problem is to use a homogenization technique: replacing Uν in the deﬁnition of pk by
Uy(·) = d2(·, y), where y is a value from an i.i.d. sequence (Yn)n≥0 distributed according
to ν . Such methods have been developed in [72] as a modiﬁcation of Algorithm 1 with
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an additional Monte-Carlo step in Line 4, when UY (x) follows a Gaussian distribution
centered around the true value of U(x) = EY∼νUY (x). This approach is still problematic
in our case since the Gaussian assumption on the random variable d2(x, Y ) is unrealistic
here. Another limitation of this MC step relies on the fact that it requires a batch average
of several (U(x, Yj))1≤j≤nk where nk is the number of observations involved at iteration k,
although we also plan to develop an algorithm that may be adapted to on-line arrivals of
the observation (Yn)n≥0. Lastly, it is important to observe that the non-linearity of the
exponential prevents the use of only one observation Yk in the acceptation/reject ratio








6= eT−1k EY∼ν [UY (Xk)−UY (x′)] .
This diﬃculty does not arise in the homogenization of the simulated annealing al-
gorithm in the continuous case since the exponential is replaced by a gradient, i.e., the
process we will use is a Markov process of the form:
dXt = −βt∇UYt(Xt)dt+ dBt.
Let us describe the main ingredient we will need to introduce below:
• dBt is a Brownian increment on the graph G and will correspond either to a standard
Brownian increment inside the edges or to a random walk displacement near the
nodes of the graph. A more precise construction will be obtained through the
martingale problem representation of Markov semi-group, in Theorem 2 of Section
2.3.1.
• β−1t refers to the inverse of the temperature, which is a cornerstone of the theoretical
studies on simulated annealing procedures.
• Yt is a continuous time Markov process obtained from the sequence (Yn)n∈N.
This point motivates the introduction of the quantum graph induced by the initial graph.
Of course, dealing with a continuous diﬀusion over a quantum graph G deserves special
theoretical attention, which will be given in Section 2.3.1.
2.2.3 Homogenized S.A. algorithm on a quantum graph
We now present the proposed algorithm for estimating Fréchet means. To do so, we
ﬁrst introduce the quantum graph ΓG derived from G = (V,E) that corresponds to the
set of points living inside the edges e ∈ E of the initial graph. Once an orientation is
arbitrarily ﬁxed for each edge of E, the location of a point in ΓG depends on the choice
of an edge e ∈ E and on a coordinate xe ∈ [0, Le] where Le is the length of edge e on
the initial graph. The coordinate 0 then refers to the initial point of e and Le refers
to the other extremity. Figure 2.2 brieﬂy describes an example of the relaxation from a
discrete network to a quantum graph. In the discrete graph, the points X1 and X2 do not
belong to the graph, while in the quantum settings these two points belong to ΓG and the
geodesic path between X1 and X2 travels through the node V2.
While considering the quantum graph ΓG, it is still possible to deﬁne the geodesic
distance between any point x ∈ ΓG and any node y ∈ G (see dashed red line in Figure
2.2). In particular, when x ∈ V , we use the initial deﬁnition of the geodesic distance over
the discrete graph, although when x ∈ e ∈ E with a coordinate xe ∈ [0, Le], the geodesic
distance between x and y is:








Figure 2.2: An example of a quantum graph: X1 and X2 may live inside the edges and
not only on the nodes of the graph. Here, X1 ∈ ΓG is on [V2, V5] and X2 ∈ ΓG is on
[V1, V 2] but X1 /∈ G and X2 /∈ G. The geodesic (shortest) path between X1 and X2 is
shown in dashed red line.
This deﬁnition can be naturally generalized to any two points of ΓG, enabling us to con-
sider the metric space (ΓG, d). Finally, it is worth saying that the orientation of any edge
will not have any inﬂuence on the proposed algorithm since the deﬁnition of the geodesic
distance on ΓG is kept invariant when we change one orientation of one edge. Note that
such a modiﬁcation of orientation will introduce a change of sign in the deﬁnition of the
ﬁrst order derivative, but the location of the minimizer of Uν remains unchanged.
Regularity issues A ﬁrst remark is that Uν is continuous and piecewise C∞ on ΓG,
since it can be written as a weighted sum of functions Uy, that are themselves continuous
piecewise C∞. Indeed, for a ﬁxed vertex y, the function Uy might have points on which
its derivative is not well deﬁned.
• This can be the case inside an edge x ∈ e with xe ∈ (0, Le) when at least two
diﬀerent geodesic paths from x to y start in opposite directions.
• This can also be the case at a node x ∈ V when several geodesic paths start from x
to y.
Since the graph has a ﬁnite number of nodes and edges, Uν is smooth almost everywhere
on ΓG. However its irregularities raise some technical issues and we are forced to approach
it by suitable functions. To that end, for all t ≥ 0, let dt : ΓG×V → R be such that when
t goes to inﬁnity dt converges uniformly to the restriction of the distance d to ΓG × V :
d : R+ × ΓG × V → R such that dt u−→ d, (2.2)
and for all t ≥ 0 and all y ∈ V , dt(·, y) is smooth enough in x. What we mean precisely
by smooth enough and what exactly motivates this regularization procedure will be ex-
plained in Section 2.6.





and denote Uy,t = d2t (·, y). An important remark is that, due to the uniform convergence
of dt, we also have:
Uν,t
u−→ Uν , Mν,t −→Mν (2.3)
where u denotes the uniform convergence and Mν,t the set of minimizing points of Uν,t.
37
Dynamic of the homogenized simulated annealing Consider a positive, continu-
ous and increasing function t 7−→ αt such that:
lim
t7−→+∞αt = +∞ and ∀t ≥ 0 βt = o(αt).
We introduce (Nαt )t≥0, an inhomogeneous Poisson process over R+ with intensity α. It is
standard to represent Nα through a homogeneous Poisson process H of intensity 1 using
the relationship:




Deﬁnition 2 (Regularized homogenized simulated annealing over ΓG). Given an accel-
erated process (Nαt )t≥0 and an i.i.d. sequence of nodes (Yn)n≥1 distributed according to ν,









Using the deﬁnition of Nt and the basic properties of a Poisson Process, it can be












Hence, α should be understood as the speed of new arrivals in the sequence (Yn)n∈N.
We will describe an eﬃcient discretization of Equation (2.4) that makes it possible to
derive our practical optimization algorithm.
Algorithm 3: Homogenized Simulated Annealing over a quantum graph
Data: Function U . Increasing inverse temperature (βt)t≥0. Intensity (αt)t≥0
1 Initialization: Pick X0 ∈ ΓG. ;
2 T0 = 0 ;
3 for k = 0 . . .+∞ do
4 while Nαt = k do
5 Xt evolves as a Brownian motion, relatively to the structure of ΓG
initialized at X−Tk .
6 end
7 Tk+1 := inf{t : Nαt = k + 1};
8 At time t = Tk+1, draw Yk+1 = YNαt according to ν.
9 The process Xt jumps from X−t towards Yk+1:





XtYNαt represents the shortest (geodesic) path from Xt to YNαt in ΓG.
10 end
11 Output: limt−→+∞Xt.
Algorithm 3 could be studied following the road map of [15]. Nevertheless, this implies
serious regularity diﬃculties on the densities and the Markov semi-group involved. Fur-
thermore, they propose a method for ﬁnding Fréchet means on a circle and thus adapting
it to the graph’s geometry raises additional diﬃculties. Hence, we have chosen to consider
Algorithm 3 as a natural Euler explicit discretization of our Markov evolution (2.4): for
a large value of k, the average time needed to travel from Tk to Tk+1 is approximately



























Figure 2.3: Schematic evolution of the Homogenized S.A. described in Algorithm 3 over
the quantum graph. We ﬁrst observe a jump at time T1 towards YT1 = V1 and a Brownian
motion on ΓG during T2 − T1. A second node is then sampled according to ν: here,
YT2 = V5 and a jump towards YT2 occurs at time T2.
of the squared geodesic distance between XTk and YNαTk , except in small neighborhoods
of cut-locus points (where the drift is a regularized version of the gradient). This is ap-
proximated by our vector
−−→
XtYk, multiplied by βTk , leading to Equation (2.5). Xt now
evolves as a Brownian motion over ΓG between two jump times and this evolution can be
simulated with a Gaussian random variable using a (symmetric) random walk when the
algorithm hits a node of ΓG. Figure 2.3 proposes a schematic evolution of (Xt)t≥0 over a
simple graph ΓG with ﬁve nodes. We will prove the following result.
Theorem 1. A constant c⋆(Uν) exists such that if αt = 1 + t and βt = b log(1 + t) with
b < {c⋆(Uν)}−1, then (Xt)t≥0 deﬁned in (2.4) converges in probability to Mν deﬁned in
Equation (2.1), when t goes to inﬁnity.
About the constant c⋆(Uν)
The constant c⋆(Uν) plays a central role in the statement of Theorem 1. To precisely
deﬁne c⋆(Uν), we ﬁrst introduce some useful notations. For any couple of vertices (x, y)





We deﬁne H(x, y) as the smallest value of h(γx,y) obtained for all possible paths from x
to y:
H(x, y) = minγ:x→y h(γ)
Now, for any pair of vertices x and y, the notation γx,y will be reserved for the path
that attains the minimum in the deﬁnition of H(x, y). Such a path exists for any x, y
because ΓG is connected and possesses a ﬁnite number of paths that connect any two
given vertices.
Finally, we introduce the quantity that will mainly determine the size of the spectral
gap involved in the functional inequality satisﬁed by µβ when β −→ +∞ (see the seminal
works of [63] for an interpretation as a large deviation principle and [76] for a functional
analysis point of view):
c⋆(Uν) := max
(x,y)∈Γ2G




Figure 2.4 proposes a simpliﬁed illustration of the value of c⋆(Uν) when the state space is
of dimension 1. This illustration can be extended to our quantum graph model with the
help of a more complex set of possible paths γx,y.
The uniform convergence 2.2 also implies:
c⋆(Uν,t) −→ c⋆(Uν), (2.7)
where c⋆(Uν,t) is the analog of the c⋆(Uν) deﬁned in Equation (2.6).
c
⋆(Uν)









Figure 2.4: An example of a function Uν and of the value c⋆(Uν) when the possible paths
are restricted to horizontal displacements.
2.2.4 Roadmap of our theoretical study
More details about the process deﬁned in Equation (2.4) are presented in Section 2.3.2
and in particular the well-posedness of the Martingale problem is given by Theorem 2 in
Section 2.3.1. Then, a more rigorous form of Theorem 1 above is given in the statement of
Theorem 3 (see Section 2.3.2). Theorem 3 will involve the entropy convergence of the law
of Xt towards an associated Gibbs measure µβt . Our regularization procedure is properly
deﬁned and explained in Section 2.6 and the proof of Theorem 3 is deferred to Section
2.7.
2.3 Inhomogeneous Markov process over ΓG
This section presents the theoretical background needed to deﬁne the Markov evolution
Equation (2.4).
2.3.1 Diﬀusion processes on quantum graphs
We adopt here the convention introduced in [62] and ﬁx for any edge e ∈ E of length Le
an orientation (and parametrization se). This means that se(0) is one of the extremities
of e and se(Le) is the other one. By doing so, we have determined an orientation for ΓG.
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Dynamical system inside one edge To precisely deﬁne and obtain the weak existence
of a couple (Xt, Yt)t≥0 solution of Equation (2.4), we use the Markovian approach and
deﬁne the associated inﬁnitesimal generator of the process.
Deﬁnition 3 (Diﬀusion operator Le over an edge e). Following the parametrization of
each edge, we can deﬁne the second order elliptic operator Le as ∀(x, y, t) ∈ e×V (G)×R+:





The generator Le is associated with Equation (2.4) when x ∈ e: the x-component fol-
lows a standard diﬀusion drifted by∇xUy,t(.) inside the edge e, although the y-component
jumps over the nodes of the initial graph G with a jump distribution ν and a rate αt.
Since the drift term ∇Uy,t(.) is measurable w.r.t. the Lebesgue measure over e and
the second-order part of the operator is uniformly elliptic, Le uniquely deﬁnes (in the
weak sense) a diﬀusion process up to the ﬁrst time the process hits one of the extremities
of e (see, e.g., [82]), which leads to a Feller Markov semi-group.
Dynamical system near one node We adopt the notation of [65] and write e ∼ v
when a vertex v ∈ V is an extremity of an edge e ∈ E. For any function f on ΓG, at
any point v ∈ V , we can deﬁne the directional derivative of f with respect to an edge
e ∼ v according to the parametrization of e. If nv denotes the number of edges e such









if se(0) = v
lim
h−→0−
f(se(Le + h))− f(se(Le))
h
if se(Le) = v.
The dynamical system near one node behaves as follows: when the x component of
(Xt, Yt)t≥0 hits an extremity v ∈ V , it is instantaneously reﬂected in one of the nv edges
connected to v (with a uniform probability distribution over the connected edges) while
spending no time on v. To sum-up, (Xt)t≥0 is uniformly and instantaneously reﬂected
when he hits any node of V .




(av, (ae,v)e∼v) ∈ R1+nv+ s.t. av +
X
e∼v
ae,v > 0 : ∀v ∈ V
)
.
There then exists a one-to-one correspondence between A and the set of all possible
continuous Markov Feller processes on ΓG. More precisely, if the global generator Lt is
deﬁned as
∀(x, y) ∈ ΓG × V Ltf(x, y) = Le,t(f)(x, y) when x ∈ e,
while f belongs to the domain:
D(L) :=
(
∀y ∈ G f(., y) ∈ C2(ΓG) : ∀v ∈ V
X
e∼v
aedef(v, y) = 0
)
, (2.9)
then the martingale problem is well-posed (see [65, 58]).
Such a set of conditions on the partial derivatives of functions is also referred to as Neu-
mann boundary conditions. From the symmetric instantaneous reﬂections we imposed,
we introduce our gluing conditions.
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Deﬁnition 4 (Gluing conditions on nodes). For any v ∈ V , we deﬁne (av, (ae,v)e∼v) as




Using the uniform ellipticity of Le and the measurability of the drift term, Theorem 2.1
of [65] can be adapted, providing the well-posedness of the Martingale problem associated
with (L,D(L)), and the next preliminary result can then be obtained.
Theorem 2. The operator L associated with the gluing conditions A generates a Feller
Markov process on ΓG×V ×R+, with continuous sample paths on the x component. This
process is weakly unique and follows the S.D.E. Equation (2.4) on each e ∈ E.
For simplicity, ∆x will refer to the Laplacian operator with respect to the x-coordinate
on the quantum graph ΓG, using our gluing conditions given in Deﬁnition 4 and Equation
(2.9) and the formalism introduced in [65].
2.3.2 Convergence of the homogenized S.A. over ΓG
As mentioned in Section 2.2.2 and 2.2.3, we use a homogenization technique that involves
an auxiliary sequence of random variables (Yn)n≥1, which are distributed according to
ν. More speciﬁcally, the stochastic process (Xt, Yt)y≥0 described above is depicted by its
inhomogeneous Markov generator, which can be split into two parts:
Ltf(x, y) = L1,tf(x, y) + L2,tf(x, y).
In the equality above, L1,t is the part of the generator that acts on Yt:
L1,tf(x, y) = αt
Z
[f(x, y′)− f(x, y)]ν(dy′), (2.10)
describing the arrival of a new observation Y ∼ ν with a rate αt at time t. Concerning
the action on the x component, the generator is:
L2,tf(x, y) = 12△xf(x, y)− βt < ▽xUy,t(x),▽xf(x, y) > . (2.11)
Since the couple (Xt, Yt)t≥0 is Markov with a renewal of Y with ν, it can be immediately
observed that the y component is distributed at any time according to ν. We introduce
the notation mt to refer to the distribution of the couple (Xt, Yt) at time t, and we deﬁne
nt as the marginal distribution of Xt. In the following, we will also need to deal with the
conditional distribution of Yt given the position Xt in ΓG. We will refer to this probability
distribution as mt(y|x). To sum up, we have:
L (Xt, Yt) = mt with nt(x)dx =
Z
V
mt(x, y)dy and mt(y |x) := P[Y = y |Xt = x].
(2.12)
A traditional method for establishing the convergence of S.A. towards the minimum
of a function Uν consists in studying the evolution of the law of (Xt)t≥0 and, in particular,










At a ﬁxed temperature β−1, it is well known (see e.g. [21]) that the law of the process
(Xt)t≥0 converges exponentially fast towards its invariant measure. Now, using a slowly
decreasing temperature scheme t 7−→ β−1t , it is expected that the invariant measure itself
µβt does not evolve too much when the temperature (βt)t≥0 varies, so that the process
(Xt)t≥0 remains close to µβt . In addition, the Laplace method on the sequence (µβt)t≥0,
together with (2.3), ensures that the measure is concentrated near the global minimum
of Uν (see, for example, the large deviation principle associated with (µβ)β→+∞ in [63]).
Hence, a natural consequence of the convergence “L (Xt) −→ µβt" and of the weak
asymptotic concentration of (µβt)t≥0 around Mν would be convergence in probability of
the algorithm towards the Fréchet mean:
lim
t−→+∞
P (Xt ∈Mν) = 1.
We refer to [76] for further details. In particular, a strong requirement for this convergence
can be considered through the relative entropy of nt (the law of Xt) with respect to µβt :









The function βt will be chosen as a C2 function of R+, and since µβ is a strictly positive
measure over ΓG, it implies that t 7−→ µβt(x)−1 is C2(R+×ΓG). Moreover, (t, x) 7−→ nt(x)
follows the backward Kolmogorov equation, which induces a C2(R+×ΓG) function. Since
the semi-group is uniformly elliptic on the x-component, we have:
∀t > 0 ∀x ∈ ΓG nt(x) > 0.
On the basis of these arguments, we can deduce:
Proposition 1. Assume that t 7−→ βt is C2, then (t, x) 7−→ nt(x) deﬁnes a positive
C2(R∗+ × ΓG) function and t 7−→ Jt is diﬀerentiable for any t > 0.
If we deﬁne:
αt = λ(t+ 1) and βt = b log(t+ 1),
with b a constant strictly smaller than c⋆(Uν)−1, where c⋆(Uν) is the maximal depth of
a well not containing a ﬁxed global minimum of Uν , deﬁned in Equation (2.6), then our
main result can be stated as follows:
Theorem 3. For any constant λ > 0 such that αt = λ(t + 1) and βt = b log(1 + t) with
b < {c⋆(Uν)}−1, then:
lim Jt = 0 as t −→ +∞.
This ensures that the process Xt will converge in probability towards Mν and, there-
fore, towards a global minimum of Uν .
The idea of the proof is to obtain a diﬀerential inequality for Jt, which implies its
convergence towards 0. It is well known that the Gibbs measure µβt is the unique invariant
distribution of the stochastic process that evolves only on the x component, whose Markov
generator is given by: bL2,t(f)(x) = 12∆xf − βth∇xf,∇xUν,ti. (2.16)
Therefore, a natural step of the proof will be to control the diﬀerence between L2,t andbL2,t and to use this diﬀerence to study the evolution of mt and nt. It can be seen that
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bL2,t may be written as an average action of the operator thanks to the linearity of the
gradient operator: bL2,t(f) = 12∆xf − βtEy∼νh∇xf,∇xUy,ti.
When Xt = x, we know that Yt is distributed according to the distribution mt(y|x).
Consequently, the average action of L2,t on the x component is:eL2,t(f) = 12∆xf − βtEy∼mt(.|x)h∇xf,∇xUy,ti = 12∆xf − βt ZV h∇xf,∇xUy,timt(y|x)dy,
(2.17)
whose expression may be close to that of bL2,t if mt(.|x) is close to ν.
Thus, another important step is to choose appropriate values for αt and βt, i.e., to ﬁnd
the balance between the increasing intensity of the Poisson process and the decreasing
temperature schedule, in order to quantify the distance between ν and mt(.|x). The main
core of the proof brings together these two aspects and is detailed in Section 2.7.
A necessary condition for the method presented above is:
ΓG × V ∋ (x, y) 7−→ log nt(x)
µβt(x)
∈ D(L). (2.18)
This is the technical detail that demands a regularized version of Uν and dt is deﬁned
precisely to ensure that (2.18) holds. Namely, dt(·, y) is C2(ΓG) for all y ∈ V and t ≥ 0,
and all of its directional derivatives are null. In Section 2.6 we explain why this is enough
and prove that such a function dt always exists.
Another important step will be the use of functional inequalities (Poincaré and log-
Sobolev inequalities) over ΓG for the measure µβ when β = 0 and β −→ +∞. The proof
of these technical results are given in Section 2.8.3.
Corollary 1. Assume that βt = b log(t + 1) with b < c⋆(Uν)−1 and αt = λ(t + 1)γ with
γ ≥ 1, then for any neighborhood N of Mν:
lim
t−→+∞
P[Xt ∈ N ] = 1.
Proof: The argument follows from Theorem 3. Consider any neighborhood N of Mν .
The continuity of Uν shows that:
∃δ > 0 N c ⊂ {x ∈ ΓG : Uν(x) > minUν + 2δ}.
Using the uniform convergence of Uν,t, one can show that there exists Tδ > 0 such that
for all t ≥ Tδ:
N c ⊂ {x ∈ ΓG : Uν,t(x) > minUν,t + δ} =: N cδ,t
Hence,
P[Xt ∈ N c] ≤ P[Xt ∈ N cδ,t]












≤ µβt {Uν,t > minUν,t + δ}+ 2dTV (nt, µβt)




where we used the variational formulation of the total variation distance and the Csiszár-
Kullback-Pinsker inequality dTV ≤
√
2J (see [46, 91, 112]). As soon as limt−→+∞ Jt = 0,
we can conclude the proof observing that µβt {Uν,t > minUν,t + δ} −→ 0 as βt −→ +∞.

It can actually be proven (not shown here) that limt−→+∞ P[Xt ∈ N ] = 1 if and only if
the constant b is chosen to be lower than c⋆(Uν)−1. This means that this algorithm does
not allow faster cooling schedules than the classical S.A. algorithm. Nevertheless, this is
a positive result since this homogenized S.A. can be numerically computed quickly and
easily on large graphs. Finally, we should consider this result to be theoretical. However,
in practice, the simulation of this homogenized S.A. is performed during a ﬁnite horizon
time and eﬃcient implementations certainly deserve a speciﬁc theoretical study following
the works of [42] and [119].
2.4 Numerical results
This experiment section presents some practical considerations on how to use our algo-
rithm, and then describe our numerical results obtained on (i) social network subgraphs
of Facebook, (ii) a graph of the Parisian subway, and (iii) a large citation subgraph of
zbMATH. In order to compare the statistical accuracy and numerical complexity of our
strategy with another reference algorithm, we also estimated the barycenter of the Face-
book subgraphs, ﬁrst with a bruteforce method to determine the true barycenter and
therefore assess the accuracy of our method, and then using an adaptation of the algo-
rithm of [72] to evaluate the performance of our method in comparison with the one of
[72].
2.4.1 Practical insights
It is widely recognized that the algorithmic complexity of numerical strategies dealing
with graphs can be an issue. The number of vertices and edges of real-life graphs can
indeed be quite large. For instance, the zbMATH subgraph of Section 2.4.3 has 13000
nodes and approximately 48000 edges. In this context, it is worth justifying that the
motion of (Xt)t≥0 on the graph ΓG across the iterations of Algorithm 3 is reasonably
demanding in terms of computational resources. We recall that this motion is driven by a
Brownian motion (lines 4 to 6 of Algorithm 3) and an attraction towards the vertex YNαt
(line 9 of Algorithm 3) at random times (Tk)k≥0. The number of vertices and undirected
edges with non-null weights in ΓG is also N and |E|, respectively. Note ﬁnally that
N − 1 ≤ |E| ≤ N(N − 1)/2 if ΓG has a unique connected component.
Neighborhood structure and sparse representation of the graph A ﬁrst compu-
tational issue that can arise when moving Xt is to ﬁnd all possible neighbors of a speciﬁc
vertex v. This is indeed performed every time Xt moves from one edge to another and
directly depends on how ΓG is encoded in the memory.
(a) Encoding ΓG in a list of edges with non-null weights is common practice. In that
case, the computer checks the vertex pairs linked by all edges to ﬁnd those containing
v, so the algorithmic cost is 2|E|.
(b) A second classic strategy is to encode the graph in a connectivity matrix. In this
case, the computer has to go through all the N indexes of the columns representing
v to ﬁnd the non-null weights, whith a cost N .
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(c) We instead sparsely encode the graph in a list of lists: the main list has a size N
and each of its elements lists the neighbors of a speciﬁc vertex v. If the graph only
contains edges with strictly positive weights, this strategy has a computational cost
N , and in all of the other cases, the cost is < N . On average, the computational
cost is 2 |E|
N
.
Strategy (c) is particularly eﬃcient for sparse graphs, where |E| << N(N − 1)/2,
which are common for the targeted applications. We therefore have chosen to handle
the neighborhood structure of our graphs with this sparse list of list representation. For
instance, |E| = 4 .103 and N(N − 1)/2 = 1.24 105 on the smallest Facebook subgraph of
Section 2.4.3, and |E| = 4.8 104 and N(N − 1)/2 = 8.44 107 on the zbMATH subgraph
of Section 2.4.3. Hence, following Strategy (c) for the smallest Facebook subgraph yields
an average number of 16 operations (resp. 7.4 on the zbMATH subgraph) to choose a
neighbor of any node, which is much more eﬃcient than 8 103 (resp. 9.6 105) operations
with Strategy (a) or 500 (resp. 1.3 105) operations with Strategy (b).
Geodesic paths Another potential issue with our strategy is that it seeks at least one
optimal path between the vertices Xt and YNαt at each jump time (line 9 of Algorithm 3).
This may be eﬃciently done using a fast marching propagation algorithm (see, e.g., [51]
for details), where:
(i) the distance to Xt is iteratively propagated on the whole graph ΓG until no more
optimal distance to reach Xt is updated, and
(ii) considering the shortest path between Xt and YNαt .
In this case, step (i) is particularly time-consuming and cannot be reasonably performed
at each step of Algorithm 3. Fortunately, the algorithmic cost to compute the distance
between all pairs of vertices is equivalent to that of computing step (i). We then compute
these distances once and for all at the beginning of the computations and store the result
in a N×N matrix in the RAM of the computer 3. We can therefore very quickly use these
results at each iteration of the algorithm and, in particular, deduce the useful part of the
geodesic paths involved to travel from Xt to YNαt . The only limitation of this strategy is
that the distance matrix can be memory-consuming. It can therefore be used on small to
large graphs but not on huge graphs (typically when N > 105) on current desktops. An
extension to deal with this scalability issue is a current subject of research, and we will
therefore not describe applications of Algorithm 3 on huge graphs in this work.
Practical calculation Our method is described in Algorithm 3. We then brieﬂy explain
how to run this algorithm from a practical point of view. The simulation of some Poisson
arrivals is straightforward and only Lines 5 and 9 (with Equation (2.5)) deserve some
particular attention.
• Between two jumps in L.5, we discretize a Brownian motion on the edge where
(Xt)t≥0 is living and when it hits one node (the extrimity of the edge), we use a
uniform reﬂexion among the neighbor of this node according to the neighborhood
structure we encode by method (c) above.
• When a jumping time occurs, t = Tk+1 and we observe a new node Yk+1. In that
case, we obtain the geodesic distance between X−t and Yk+1 using the recorded
matrix distance. This matrix also encodes the geodesic path between X−t and Yk+1
and we pick Xt on this path at distance α−1t βtd(X−t , Yk+1) from X−t .
3In our experiments, we used the all-shortest-paths function of the Python library NetworkX.
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2.4.2 Parameter tuning
Final time of computation Several parameters inﬂuence the behavior of the simu-
lated process Xt in Algorithm 3. Some of them are directly introduced in the theoretical
construction of the algorithm, i.e., the intensity of the Poisson process α⋆t or the temper-
ature schedule β⋆t . Other ones come from the practical implementation of the algorithm,
i.e., the maximal time T ⋆max up to which we generate Xt. The theoretical result given in
Corollary 1 gives an upper bound for the probability of Xt to be not too distant from
the set of global minima. This bound depends on βt and αt as well as on diﬀerent char-
acteristics of the graph such as its diameter and number of nodes. We then propose an
empirical strategy for parameter tuning. For a graph G with N nodes and a diameter
DG, our choice of the size of T ⋆max is driven by a linear relationship between the time of
simulation needed and the number of nodes in the graph. Heuristically, the more nodes
in the graph, the more we need to explore until the convergence is attained. We therefore
choose
T ⋆max = 100 + 0.1N.
Cooling scheme (βt)t≥0 Concerning now the temperature scheme, a good calibration
of t 7−→ βt should depend on the graph geometry. From a theoretical point of view (see
Theorem 1) βt has to be chosen like b log(1+t) with b small enough (lower than c⋆(Uν)−1).
Hence, it it necessary to ﬁnd a reasonnable upper bound of c⋆(Uν). It is straightforward
to show that c⋆(Uν) ≤ {DG}2 (see Equation (2.6)), and in a same time understand that
the elevation involved in Equation (2.6) should increase with the diameter of the graph.
But it is much more diﬃcult (and subject of our current investigation) to provide a tight
upper bound of c⋆(Uν). Such a bound is related to the underlying stochastic graph model
for large graphs and the asymptotic study of c⋆(Uν) is beyond the scope of this present
work. In our simulations, we have found that a less stringent dependency of c⋆(Uν) with
the diameter provides some good results: b is chosen linearly with {DG}−1 instead of




Poisson intensity (αt)t≥0 We then choose the intensity of the Poisson process so that
it will generate a reasonably large amount of Yn sampled with the discrete probability
distribution ν at the end of the algorithm (one thousand below). More speciﬁcally, if we
denote by S∗ the average number of jumping times between T ⋆max − 1 and T ⋆max (last unit





In the same time, Theorem 3 shows that a minimal linear dependency of αt with t is
required to guarantee the convergence of the method. In order to minimize the compu-




2T ⋆max + 1
with S⋆ = 1000.
This strategy will be used later in Section 2.4.3 for reference parameters on graphs
having diﬀerent structures and sizes. Reference results can then be considered as obtained
automatically.
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Number of used observations The expectation of the number of observations used
up to a given time T , depends only on (αt)t≥0 and can be explicitly computed. Using the
deﬁnition of Nαt we have:










This implies that the number of observations used during a simulation with the set of
parameters deﬁned as above is of the order λ⋆ (1/2T ⋆2max + T ⋆max). Taking the value of λ⋆
in the acount this roughly equal to S⋆T ⋆max/2.
2.4.3 Results
This section presents results obtained on graphs of diﬀerent sizes and using diﬀerent
parameters. We used the empirical methods of Section 2.4.2 to deﬁne default parameters
and altered them to quantify the sensitivity of our algorithm to parameter variations.
Since the process Xt lives on a quantum graph, its location at time t is between two
vertices, on an edge of ΓG. However, our primary interest is to study the properties of
the initial discrete graph and therefore, the output of the algorithm will be the vertex
considered as the graph barycenter. To achieve this, we associate a frequency to each
vertex. For a vertex v, this frequency is the portion of time during which v was the closest
vertex to the simulated process Xt. In our results, we consider frequencies computed over
the last 10% of the iterations of the algorithm.
Facebook subgraphs
Experimental protocol We ﬁrst tested our algorithm on three subgraphs of Facebook
from the Stanford Large Network Dataset Collection4: (FB500) has 500 nodes and 4337
edges and contains two obvious clusters; (FB2000) has 2000 nodes and 37645 edges
and fully contains (FB500); and (FB4000) has 4039 nodes and 88234 edges and fully
contains (FB2000). For each of these subgraphs, we considered the probability measure
ν as the uniform distribution over the graph’s vertices and used a length of 1 for all
edges. We also explicitly computed the barycenter of these graphs using an exhaustive
search procedure (both for the discrete graphs and their continuous versions). We found
that for the examples considered in this subsection, the Fréchet mean of the continuous
and discrete version are the same. We are able to do these computations because we
considered a simpliﬁed case where the distribution over the nodes is uniform (and thus
explicit). For example, this exhaustive search procedure required approximately 2 hours
for the (FB4000) subgraph. Nevertheless, it allowed us to compare our method with the
one described in [72] since we can compute the ground-truth results with the bruteforce
method on the (FB4000) subgraph.
We used the strategy of Section 2.4.2 to deﬁne default parameters adapted to each sub-
graph. We also tested diﬀerent values for parameters β, S and Tmax in order to quantify
their inﬂuence. We repeated our algorithm 100 times for each parameter set to evaluate
the algorithm stability.
In the tables representing quantitative results, Error represents the number of times,
out of 100, that the algorithm converged to a node diﬀerent from the ground-truth
barycenter. It is a rough indicator of the ability of the algorithm to locate the barycenter
of the graph, that could be replaced by a measure of the average distance between the
4https://snap.stanford.edu/data/
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last iterations of the algorithm and the ground-truth barycenter (not shown in this work).
For each subgraph and parameter set, column Av. time contains the average times in
seconds for the barycenter estimation, keeping in mind that the Dijkstra algorithm was
performed once for all before the 100 estimations. This preliminary computation requires
approximately 1, 30 and 80 seconds, and 0.1, 0.6, and 1.5GB of memory on an Intel Core
i7 Ubuntu laptop at 2.60GHz with 16GB memory.
Eﬀect of β From a theoretical point of view, (βt)t≥0 should be chosen in relation to
the constant c⋆(Uν), which is unknown in practice. Therefore, the practical choice of
(βt)t≥0 is a real issue to obtain a good behavior of the algorithm. Table 2.1 gives the
results obtained on our algorithm with diﬀerent values of βt. We show the accuracy of
the algorithm (percentage of error) and average time needed to compute until the ending
time when the algorithm is launched on a private dedicated server.
FB500 FB2000 FB4000
β Error Med. Freq. Av. time Error Med. Freq. Av. time Error Med. Freq. Av. time
1
4β
∗ 15 % 0.6042 0.80 s 28 % 0.3519 5.26 s 27 % 0.3314 17.01 s
1
2β
∗ 2 % 0.4184 0.83 s 1 % 0.7268 5.48 s 5 % 0.6534 17.58 s
β∗ 0 % 0.8008 0.91 s 0 % 0.9418 6.17 s 1 % 0.8913 18.98 s
2β∗ 0 % 0.8321 1.00 s 0 % 0.9892 7.71 s 0 % 0.9647 22.22 s
4β∗ 0 % 0.8233 1.13 s 0 % 0.9930 12.92 s 0 % 0.9824 26.02 s
8β∗ 0 % 0.7717 1.31 s 0 % 0.9750 12.23 s 0 % 0.9445 29.85 s
Table 2.1: Experiments on the three Facebook subgraphs, while varying the values of
(βt)t≥0.
We can observe that when (βt)t≥0 is too small, then the behavior of the algorithm is
deteriorated, revealing the tendancy of the process (Xt)0≤t≤T ⋆max to have an excessively
slow convergence rate towards its local attractor in the graph. Roughly speaking, in such
a situation, the process does not learn fast enough. When the value of β is chosen in
the range [β∗; 2β∗], we can observe a really good behavior of the algorithm: it almost
always locates the good barycenter in a quite reasonable time of computation (less then
20 seconds for the largest graph). Finally, we can observe in the column, Med. Freq.,
that in most of the last iterations of the algorithm (more than 80%), the process evolves
around its estimated barycenter, so that the decision to produce an estimator is quite
easy when looking at an execution of the algorithm.
Eﬀect of S and Tmax Table 2.2 gives the results obtained with our algorithm while
using diﬀerent values of S and Tmax. As expected, we observe that increasing the ending
time of simulation always improves the convergence rate (column Error in Table 2.2) of
the algorithm towards the right node. The behavior of the algorithm is also improved by
increasing the value of S, which quantiﬁes the number of arrivals of nodes observed along
the averaging procedure. Of course, the counterpart of increasing both S and Tmax is an
increasing cost of simulation (see column Av. time).
As an illustration of the (small) complexity of the Facebook sub-graphs used for bench-
marking our algorithm, we provide a representation of the FB500 graph in Figure 2.5.
This representation has been obtained with the help of Cytoscape software5 and is not
a result of our own algorithm. In Figure 2.5, the red node is the estimated barycenter,
which is also the ground-truth barycenter located by a direct exhaustive computation.




S Tmax Error Med. Freq. Av. time Error Med. Freq. Av. time Error Med. Freq. Av. time
1
2S
∗ T ∗max 2 % 0.7667 0.49 s 0 % 0.9344 3.43 s 0 % 0.8614 10.17 s
S∗ 2T ∗max 0 % 0.8049 1.85 s 0 % 0.9610 12.77 s 0 % 0.8970 38.72 s
S∗ 4T ∗max 0 % 0.8101 3.80 s 0 % 0.9677 26.35 s 0 % 0.9222 78.96 s
2S∗ T ∗max 1 % 0.8345 1.74 s 0 % 0.9512 11.49 s 0 % 0.9062 36.17 s
2S∗ 2T ∗max 0 % 0.8361 3.53 s 0 % 0.9586 23.52 s 0 % 0.9121 73.47 s
2S∗ 4T ∗max 0 % 0.8423 7.23 s 0 % 0.9735 48.2s 0 % 0.9366 149.16 s































































































































































































































































































































































































































































































Figure 2.5: Region of interest presenting the results obtained on the FB500 graph.
Parisian subway
In order to study a graph having a very intuitive interpretation of its barycenter, we also
used our algorithm on the Parisian subway network. The 296 nodes and 353 weighted ver-
tices of the graph were found in http://perso.esiee.fr/~coustyj/EnglishMorphoGraph/
PS3.html, where the nodes obviously represent the metro stations while the length of each
vertex is given by the average time spent to travel between two connected stations. In
order to use a meaningful weights distribution on the nodes (i.e. metro stations), we
also get from https://data.ratp.fr the metro stations attendance in 2015 and use a
probability distribution ν proportionnal to this attendance.
Barycenter estimation was ﬁrst performed using reference parameters, following the
tuning strategy of Section 2.4.2. In order to assess the stability of our results we also run
our algorithm using diﬀerent parameters: (i) reference parameters, (ii) 10T ⋆max instead of
T ⋆max (iii) 2β⋆ instead of β⋆, and (iv) 2S⋆ instead of S⋆. Computations were moreover run
100 times for each parametrization. Using the reference parameters deﬁned in Section
2.4.2, each barycenter estimation required about 0.6 seconds and a negligible amount of
memory on an Intel Core i7 Ubuntu laptop at 2.60GHz. A typical result is given Fig. 2.6.
Subway station Chatelet, which is widely recognized as the central subway station in
Paris, was estimated 98%, 100%, 100% and 97% of the times as the barycenter using the
parameters (i), (ii), (iii), (iv), respectively. As shown in Table 2.3, we obtained subway
stations which are either connected to Chatelet (i.e. Hotel de Ville) or close to Chatelet
and with connections (i.e. Bastille, Opéra and Madeleine) in the rare cases where other
stations were found.
Note ﬁnally that our graph could also be weighted with diﬀerent properties than the
travel time between connected subway stations and their attendance (for example with
the average income of passengers). This could emphasize the subway stations in which
speciﬁc groups of persons are likely to go through, which has many applications.
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Figure 2.6: Barycenter estimate on the Parisian subway graph following the tuning strat-
egy of Section 2.4.2.
Parametrization Chatelet Bastille Hotel de Ville Opéra Madeleine
(i) 98 0 1 1 0
(ii) 100 0 0 0 0
(iii) 100 0 0 0 0
(iv) 97 2 0 0 1
Table 2.3: Estimated barycenters of the Parisian subway using 100 Monte-Carlo replica-
tion runs of Algorithm 3 for each of the four parametrizations of section 2.4.3.
zbMATH subgraph
The zbMATH subgraph built from zbMATH6 has been obtained by an iterative explo-
ration of the co-authorship relationship in an alphabetical order. We thus naturally
obtained a connected graph. This graph has been weighted by the complete num-
ber of citations obtained by each author, leading to the distribution probability ν ∝
�(number of citations). Finally, all the edges in the graph are ﬁxed to have a length of 1.
This exploration was initialized on the entry of the ﬁrst author’s name (i.e., S. Gadat)
and we stopped the process when we obtained 13000 nodes (authors) on the graph. This
stopping criterion in the exploration of the zbMATH database corresponds to a technical
limitation of 40 GB memory required by the distance matrix obtained with the Dijsk-
tra algorithm. In particular, this limitation and the starting point of the exploration
induce an important bias in the community of authors used to build the subgraph from
the zbMATH dataset: the researchers obtained in the subgraph are generally French and
applied mathematicians. The graph is more or less focused on the following research
themes: probability, statistics and partial diﬀerential equations. Consequently, the re-
6https://zbmath.org/authors/
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sults provided below should be understood as an illustration of our algorithm and not as
a bibliometric study!
Our experiments rely on the same choice of reference parameters (β�t )t≥0, S∗, T �max and
α�T as above, i.e those following the strategy of 2.4.2. As in section 2.4.3, we assessed
the stability of our algorithm by running our algorithm using diﬀerent parameters: (i)
reference parameters (ii) 2T ∗max instead of T ∗max (iii) 2β∗ instead of β∗, and (iv) 2S∗ instead
of S∗. Computations were moreover run 10 times for each parametrization. Using our
reference parameters, each barycenter estimation required about 90 minutes and 40GB
memory on an Intel Xeon E5-2660 Debian server at 2.60GHz with 128GB memory.
In Figure 2.7, we present a representation of the subgraph obtained with Cytoscape
software, and a zoom on a Region Of Interest (ROI for short) in Figure 2.7. Again, the
main nodes visited by our algorithm are represented with a red square and the size of
the used square is larger when the node is frequently visited (using reference parameters
here). Note that due to the large size of the zbMATH subgraph, computing its ground-
truth barycenter was however technically impossible. According to the results obtained on
the Facebook subgraphs and the Parisian subway graph, we then assume that the largest
red square is the barycenter of the zbMATH subgraph, i.e. the most frequent node over
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.7: Left: General overview of the zbMATH subgraph extracted for our experi-
ments, containing approximately 13000 nodes. Right: Region of interest presenting the
main results obtained on the zbMATH subgraph.
Although the large graph size, barycenter estimates were stable with respect to the
Monte Carlo runs of our algorithm. We have ﬁrst produced some boxplots for each
of the main authors located in the subgraph, according to the occupation measure of
the process over the last 10% of the iterations with the 10 Monte-Carlo replications
run using the parameters (i), i.e. the reference parameters. These “violin" plots are
represented in Figure 2.8. The node M. Yor was also generally estimated as the graph
barycenter using the diﬀerent parametrizations: He was estimated 7, 8, 5 and 5 times
as the barycenter using the 10 Monte Carlo run with parametrizations (i), (ii), (iii) and
(iv), respectively. As shown in Table 2.4, other estimated barycenters are close to M. Yor
in the graph and have a strong bibliography too. The proposed algorithm therefore seems
to produce reliable conclusions concerning the top nodes visited all along the ending
iterations, even on large social networks. Nevertheless, it appears to be necessary to

































































Figure 2.8: “Violin" plot of the occupation measure of the algorithm on the zbMATH
subgraph for 10 MC replications. The average frequency is located in the middle of the
“violin" plot, although the minimal and maximal values are shown in the extremity of the
representation.
Parametrization M. Yor S. Cohen D. W. Stroock P.-L. Lions I. A. Ibragimov O. Zeitouni
(i) 7 1 0 1 1 0
(ii) 8 2 0 0 0 0
(iii) 5 3 2 0 0 0
(iv) 5 2 2 0 0 1
Table 2.4: Estimated barycenters of the zbMATH subgraph using 10 Monte-Carlo repli-
cation runs of Algorithm 3 for each of the four parametrizations of section 2.4.3.
2.4.4 Comparison with Gutjahr and Pﬂug [72]
Adaptation of the method
Finally, we also estimated the barycenter of the Facebook subgraphs using an adaptation
of the algorithm of [72]. This algorithm is similar to the one described in Algorithm 1,
the main diﬀerence being that at each step k the true value of the potential U is replaced
by an estimation with nk independent observations (Yi)i≥0 of law ν. These mini-batch
samples obtained by Monte-Carlo simulations then produce an estimate at iteration k:eUk(x) = 12 nkXi=1 d2(x, Yi). (2.19)
This algorithm was created for ﬁnite discrete spaces, with a symetric neighborhood
structure in [72]. In a more general situation of unbalanced neighborhood structure, the
transition is then induced by the Markov kernel proposition L(., .) : V × V → [0, 1], as
mentioned in the description of Algorithm 1. In order to adapt it to a graph, it seems
natural to consider the Markov kernel corresponding to the intrinsic structure of the graph
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itself. This means that L(x, y) > 0 if and only if x and y are neighbors. Furthermore
in this case L(x, y) = 1/Sx, where Sx is the number of neighbors of a vertex x. In other
words this means that when the algorithm is located at a stateXk, it proposes a new state,
x′, uniformly among the neighbors of Xk. This state is then accepted with probability









where the true value of U is then replaced by the estimation produced by Equation (2.19)
in the Metropolis-Hastings acceptation rate.
Before describing the numerical results, we emphasize that actually no result of con-
vergence is known for the method of [72] for general noise models on U , since [72] only
deals with Gaussian noise. Moreover, the good behaviour of the mini-batch strategy re-
quires that at least nk ≥ O(k2) samples are used at each step. Hence, at iteration N , the
number of observations Y used is of the order O(N 3).
Results
In order to fairly compare Algorithm 3 with the one of [72], we tuned the number of
iterations N of [72] so that both strategies required approximately the same number of
observations Yn and had therefore a similar algorithmic cost. We therefore used {T ⋆}2/3
iterations (60, 76 and 90 for FB500, FB2000 and FB4000, respectively). We also used the
same reference β∗ values for both methods.
FB500 FB2000 FB4000
β Error Comp. T. Error Comp. T. Error Comp. T.
4β∗ 48 % 0.67 s 40% 5.4 s 71 % 14.06 s
8β∗ 54 % 0.77 29 % 5.42 65% 13.75 s
32β∗ 45 % 0.73 45 % 5.11 72% 14.54 s
Table 2.5: Experiments on the three Facebook sub-graphs using [72], while varying the
value of (βt)t≥0, using the same amount of observations Y as Algorithm 3. Equivalent
results with Algorithm 3 are given Table 2.1.
FB subgraph. First, we observe that the computing time is not inﬂuenced by the varia-
tion of β, as opposed to Algorithm 3. This implies that for large values of β this algorithm
is a bit faster than Algorithm 3. However, one can easily suspect that the number of iter-
ations {T ⋆}2/3 is too small and that the algorithm of [72] does not have time to converge.
Therefore, in Table 2.6, we present results on the graph FB2000 with some highest number
of iterations. We can easily see that the number of used observations, and therefore the
Iterations Error Av. Time β Observations
100 21 % 11.66 s 8.0 33 104
100 34 % 11.50 s 16.0 33 104
200 20 % 136.17 s 8.0 26 105
200 12 % 134.22 s 16.0 26 105
400 3 % 1077.78 s 8.0 21 106
Table 2.6: Experiments on the FB2000 sub-graph using [72], while varying the number of
iterations and (βt)t≥0.
computational time, increase very rapidly with respect to the number of iterations, which
54
is a common feature of mini-batch strategies. Even though the number of iterations is
not very high, one can see that for a reasonnably low error rate, the computational time
needs to be rather large, and in particular much larger than the one of Algorithm 3.
Parisian subway graph. We also estimated the barycenter of the Parisian Metro using
the algorithm of [72] with time distances between stations in minutes. We consider the
set of parameters described in 2.4.3 and use the equivalent number of iterations with
respect to the number used observations. Table 2.7 shows that the algorithm of [72]
Parametrization Error Av.time Iterations
(i) 16 % 0.93 s 57
(ii) 2 % 8.80 s 124
(iii) 3 % 1.03 s 57
(iv) 4 % 2.03 s 72
Table 2.7: Estimated barycenters of the Parisian subway using 100 Monte-Carlo replica-
tion runs of Algorithm [72] for each of the four parametrizations of section 2.4.3.
performs better on the Parisian subway graph than on the Facebook sub-graphs. This
is to be expected, since the degree distribution of this graph is more homogeneous than
in the social-network case, and thus the probability of acceptance is more inﬂuenced by
the ﬂuctuation of U than by the Markov kernel proposition (see next paragraph, Section
2.4.4). However, from a computational time, our method is still faster than the one of
[72].
Bias induced by the neighborhood structure
One reason why the algorithm of [72] is clearly outperformed in the FB datasets may be the
fact that the kernel proposition inﬂuences not just the proposal, but also the probability
of acceptance. This is especially the case when the ratio L(x
′,Xk)
L(Xk,x′)
is very high, or very low.
In the case of social networks, this is often the case, because the variance of the degree of
the vertices is high. For example, in the FB2000 sub-graph, the method of [72] oscillates
between two nodes 1 and 2 with a very close energy level: Uν(1) ≤ Uν(2) = Uν(1) + δ
and node 1 possesses much more neighbors than node 2. Therefore, the transition 1→ 2
happens with a probability of the order n1/n2e−δT
−1
k at time k. The number of iterations
k needed to reject this transition with probability 1− ǫ should be such that
β log(1 + k) ≥ log(n1/n2ǫ
−1)
δ ,
and it is immediate to see that when n1 >> n2, we have to wait a long time before this
transition becomes unlikely. Oppositely, the transition 2 → 1 appears to diﬃcult in this
settings while 1 is the minimizer of Uν . To sum-up, the algorithm of [72] needs more time
in order to overcome the bias induced by the neighborhood structure of the graph.
2.5 Concluding remarks
In this paper, we have introduced a global optimization procedure that makes it possible
to estimate the center of mass of a weighted graph when some i.i.d. nodes (Yk)k≥1 of
law ν are observed sequentially, even if ν is unknown. Our algorithm uses an stochastic
homogenization strategy coupled with simulated annealing and appears to work well on
reasonably large graphs. For example, it requires only few seconds on FB subgraphs with
an almost perfect recovery rate.
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This algorithm is tightly linked to the size of the constant c⋆(Uν) introduced in Equa-
tion (2.6), which deﬁnes a maximal size for the function βt at time t. This constant is
classically related to the entropic barrier that separates any couple of basins of attrac-
tion of local minima of Uν . From a theoretical point of view, if βt is too large, then the
homogenized S.A. may fail to converge to the good target point, while when βt is too
small, the convergence of the algorithm may be too slow. It is therefore important, from
a practical point of view, to relate c⋆(Uν) to some tractable geometrical quantities that
describe G and in particular it is of primary interest to ﬁnd a not too large upper bound
of c⋆(Uν). We can expect that c⋆(Uν) increases when the size of the graph increases, and
this intuition is translated in our setting β⋆t ∝ {DG}−1 log(1 + t) through the diameter
of the graph DG. Nevertheless, we do not have at the moment any theoretical justiﬁ-
cation of why such a choice is reasonable for network analysis. It is certainly necessary
to introduce a random network model (for example the stochastic block model that may
describe K communities of n nodes) and understand the size of c⋆(Uν) when n increases.
Understanding the (asymptotic) behaviour of the spectral gap when the size of the graph
is growing is beyond the scope of our paper, and a current subject of our investigations.
Another possible theoretical and practical development concerns the noise dynamics
involved by our Brownian motion. Indeed, it would be interesting to use a piecewise de-
terministic Markov process, instead of a Brownian motion, to create the minimal needed
random agitation. This development has been recently proposed by [99] for S.A. pro-
cedures in Euclidean settings, and in [25] with Zig-Zag processes for posterior Bayesian
probability sampling.
Lastly, we should also say that our algorithm still requires long run of computations
for very large graphs. To improve this, a future development will propose to ﬁrst use
a preliminary clustering step (for which eﬃcient sub-optimal algorithms exist) before
running our homogenized S.A.
2.6 Regularity issues
In this section we deal with all the issues raised by the irregularity of Uν and the Neu-
mann conditions. We start by stating precisely what we mean be a smooth version of the
distance d. We then explain why (2.18) holds, namely why ft(x) = log nt/µβt belongs to
the generator’s domain.
Regularized version of d
Let d : R+ × Γ× V be such that the following conditions hold:
Reg The function is smooth on x:
∀t > 0 ∀y ∈ V dt(·, y) ∈ C2(ΓG)
Neu The directional derivative are always null :
∀v ∈ V, ∀e ∈ E, e ∼ v de[dt(·, y)](v) = 0.
Uni When t goes to inﬁnity dt converges uniformly to the restriction of the distance d
to ΓG × V :
∀δ > 0 ∃ T > 0 such that ∀t ≥ T, ∀x ∈ Γ, ∀y ∈ V |dt(x, y)− d(x, y)| < δ.
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Densities in the generator’s domain
To see that this set of conditions is suﬃcient to ensure that (2.18) holds, consider fmt(x, y)
the density of the Markov process (Xt, Yt)t≥0 (given by Theorem 2), with respect to eλt,
its invariant measure at time t:fmt(x, y) = mt(x, y)/eλt(x, y).
One can show using the martingale problem formulation that fmt ∈ D(L). This is inde-
pendent of the regularization and is true only because we consider the density with respect
to the invariant measure. Additional conditions are imposed on the drift to ensure that
the invariant measure is in the domain:eλt ∈ D(L).
In particular, the regularity of the drift ensures that, for all y ∈ V , the density in x
corresponding to the invariant measure is smooth, eλt(·, y) ∈ C2(ΓG), while condition Neu
implies that its directional derivatives are all null. Now mt(x, y), the distribution of
(Xt, Yt) with respect to the normalized Lebesgue measure, can be written as the product
of two functions belonging to D(L), and thus it is also in the domain.
As for nt, the density of the marginal law of (Xt)t≥0 at time t, it can be written as:
nt(x) =
Z
mt(x, y)dy and thus nt ∈ D(L) (2.20)
Since for all y ∈ V and all t, dt(·, y) are C2(ΓG), the density associated to the Gibbs
measure µβt ∼ e−βtUν,t(x) are also C2(ΓG). A direct computation can verify that the Neu
condition on dt, implies that the gluing conditions (4) are satisﬁed by µβt , for all t. Of
course this is not necessarily true for the Gibbs measure associated to Uν . Using (2.20)
we can conclude that (2.18) holds:




Denote DG,t the upper bound of D at time t:
DG,t = sup{ | dt(x, y)| : x ∈ ΓG and y ∈ V }. (2.21)
We use this notation to emphasize the fact that this quantity, especially for large times,




Moreover, once we have a function fdt that respects Uni, for all δ > 0 there exists a T > 0
such that if dt = edt+T then:
kd− dtk∞ < δ and thus |DG,t −DG| < δ,
where the inﬁnity norm is considered over ΓG × V (we make a slight abuse and use the
same notation for the distance deﬁned on ΓG × ΓG and its restriction to ΓG × V ). If, in
addition, Neu and Reg hold for edt, then they also hold for dt. This is why DG,t can be
considered as being close to the graph’s diameter DG at all times.
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At time t the gap between Uν,t and Uν is controlled by the graph’s diameter and the gap
between dt and d:
kdt − dk∞ < δ ⇒ kUν,t − Uνk∞ < (2DG + δ) δ.
In order to deal with the relative entropy Jt, we compute its derivative and try to
obtain a diﬀerential equation that implies its convergence towards 0. The computations
imply, among others, the time derivative of the function Uν,t. With that in mind, let
δ : R+ → R, be a function that controls uniformly the time derivative of Uν,t, for all
(t, x, y) ∈ R+ × ΓG × V :
|∂t Uν,t(x, y)| ≤ δt (2.22)
We also need an upper bound on the second derivative of Uν,t in x and thus let ϕt be
such that, for all (t, x, y) ∈ R+ × ΓG × V :
|∂2xUν,t(x, y)| ≤ ϕt (2.23)
Proposition 2. There exists a function d : R+ × ΓG × V → R continuously derivable in
time, complying with the set of conditions Uni, Neu and Reg and such that when t goes
to inﬁnity:
δt ∼ (log4 t)/t and ϕt ∼ log t
where δt is deﬁned in (2.22) and ϕt in (2.23). Moreover, for all (t, x, y) ∈ R+ × ΓG × V :
|∂xdt(x, y)| ≤ 6 (2.24)
To impose upper bounds on the partial derivatives of Uν is necessary in the convergence
proof of the entropy. We will see that the upper bound of the time derivative is related to







The bound on the ﬁrst derivative seems quite arbitrary, and such a strong condition is
not necessary, but having a ﬁnite uniform bound facilitates the proof. The constant 6
can be easily obtained in our case and it could probably be improved, but doing so would
have no inﬂuence on our result. In particular, the upper bound on |∂xdt| implies that:
|∂xUν,t(x, y)| ≤ 12DG,t.
The proof of this proposition follows from the construction of such a function using
polynomial interpolation. It is thus rather technical and in itself does not bring a better
understanding of our method. This is why we postpone it to Appendix 2.9.
2.7 Proof of the main result (Theorem 3)
We establish a diﬀerential inequality that will imply the convergence of Jt. The computa-
tions actually lead us to a system of two diﬀerential inequalities. We therefore introduce
another quantity It that measures the average closeness (w.r.t. x) of the conditional law










The next proposition links the evolution of Jt (in terms of an upper bound of ∂tJt)
with the spectral gap of µβt over ΓG, the upper bound of dt, DG,t and the divergence It.
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2.7.1 Study of ∂tJt
Proposition 3. Let c⋆(Uν) be the term deﬁned in Equation (2.6) and CΓG be the constant
given in Proposition 6. We then have:





Proof: First, Proposition 1 provides the diﬀerentiability of (t, x) −→ nt(x) on R+×ΓG,
which is a consequence of the non-degeneracy of the Brownian motion on ΓG involved in
Equation (2.4). In the meantime, (t, x) −→ µβt(x) is positive and diﬀerentiable on ΓG.
Moreover, the time derivatives of nt and µβt are continuous w.r.t. x. The graph ΓG
being a ﬁnite union of segments, these smoothness results lead to the integrability of
∂t log(nt/µβt), and of log(nt/µβt)∂nt over ΓG.









































= ∂t{1} = 0. (2.27)











































For all t, Uν,t is a continuous function deﬁned on a compact space. We therefore have:Z
ΓG
Uν,t(x)dnt(x) ≤ D2G,t. At the same time, the absolute value of the time derivative
∂tUν,t(x, y) is uniformly controlled by δt and thus:Z
ΓG
βt |∂tUν,t(x)|dnt(x) ≤ βtδt
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The same inequality holds using the measure µβt so that:
|J2,t| ≤ D2G,tβ′t + βtδt. (2.28)
Study of J3,t: The last term J3,t involves the backward Kolmogorov equation. First,
since nt is the marginal law of Xt, we have: nt(x) =
Z
mt(x, y)dy.
Using the backward Kolmogorov equation for the Markov process (Xt, Yt)t≥0 and the



























[L1,t + L2,t](ft)(x)mt(x, y)dxdy,
where L1,t and L2,t are deﬁned in Equation (2.10) and Equation (2.11). Since the function


























because nt is the marginal distribution of Xt and mt(y|x)× nt(x) = mt(x, y).
Thus, for any function f such that for all t, ft(·) respects the Neumann conditions






This point of the proof demands that condition (2.18) holds andUν,t was deﬁned precisely








































Since bL2,t is a diﬀusion operator and µβt is its invariant measure, it is well known (see,

























and therefore translates a mean reversion towards µβt in the ﬁrst term of Equation (2.29).
We now study the size of the diﬀerence between bL2,t and eL2,t: this diﬀerence is sus-
pected to be small since we expect to show that mt(.|x) −→ ν(.). Therefore, we introduce
the “approximation" term of ∇xUν,t(x) at time t:eRt(x) = Z
V
∇x(Uy,t)(x)mt(y|x)dy.



















































If dTV denotes the total variation distance, the ﬁrst term of the right hand side leads
to:
 eRt(x)−∇xUν,t(x) = Z
V
∇xd2t (x, y)[mt(y|x)− ν(y)]dy
















where the last line comes from the Csiszár-Kullback inequality. Since d2t (·, y) is diﬀer-
entiable and its derivative is bounded for all y ∈ V by 12DG,t, we can use It deﬁned in
Equation (2.25) to obtain:Z
ΓG
 eRt −∇xUν,t(x)2 (x)nt(x)dx ≤ 2(12DG,t)2It.
Consequently, we obtain:


















Taking the inequalities Equation (2.30) and Equation (2.31), we now obtain in Equation
(2.29):





















. Since kfk22,µβt = 1, one can easily see that Entµβt (f 2t ) = Jt. Now,
the Logarithmic Sobolev inequality on the (quantum) graph ΓG for the measure µβt stated




















where c⋆(Uν,t) is deﬁned in Equation (2.6) and is related to the maximal depth of a well
containing a local but not global minimum. We thus obtain:
J3,t =
Z eL2,t "log nt(x)
µβt(x)
#




The proof is concluded by regrouping the three terms. 
2.7.2 Study of ∂tIt
Proposition 4. Assume that DG,t ≥ 1 and βt is an increasing inverse temperature with
βt ≥ 1, then:
∂tIt ≤ −αtIt − ∂tJt +D2G,t[β′t + 63β2t ] + βt(δt + ϕt). (2.32)









































ν(y) ∂tmt(x, y)dxdy| {z }
:=I3,t
.










































The computation of I2,t is easy since ν does not depend on t, implying that I2,t = 0.
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mt(x, y)dxdy| {z }
:=I23,t
.
The jump part L1,t exhibits a mean reversion on the entropy of the conditional law:






























































log 1 ·mt(x, y)dxdy − αtIt ≤ −αtIt. (2.33)




































L2,t log (nt(x, y))mt(x, y)dxdy,
(2.34)
























∂2x {logmt(x, y)} dmt(x, y)
− βt
Z
∂xUy,t ∂x logmt(x, y)dmt(x, y).






































































where {e(s), 0 ≤ s ≤ Le} is the parametrization of the edge e ∈ E introduced in Section


































∂xUy,t∂x logmt(x, y)dmt(x, y). (2.35)













































L2,t logmt(x, y)dmt(x, y) ≤ 2(6βtDG,t)2. (2.36)
We study the second term of (2.34) and use the proof of Proposition 3: the decomposition


























L2,t (log µβt(x))mt(dx, dy).
(2.37)
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This inequality used in Equation (2.37) yields:
−
Z







ϕt + (12βt)2D2G,t. (2.39)
We now use (2.36) and (2.39) in (2.34) to obtain:
I23,t ≤ −∂tJt +D2G,t[β′t + 63β2t ] + βt(δt + ϕt). (2.40)
Combining (2.33) and (2.40) leads to the desired inequality given by Equation (2.32). 
2.7.3 Convergence of the entropy
The use of Propositions 3 and 4 makes it possible to obtain a system of coupled diﬀerential
inequalities.
Proof of Theorem 1: If we denote a = 12(D2G+1), such that for t large enough (12DG,t)2 ≤
a, we can write: 


J ′t ≤ − e
−c⋆(Uν,t)βt
CΓG (1+βt)
Jt + 2aβ2t It + aβ′t + βtδt
I ′t ≤ −J ′t + a[β′t + 2β2t ] + βt(δt + ϕt).
We introduce an auxiliary function Kt = Jt + ktIt, where kt is a C1(R+,R) positive
decreasing function for t large enough, so that lim
t→∞
kt = 0. We use the system above to
deduce that:







≤ J ′t + ktI ′t
≤ J ′t + kt(−αtIt − J ′t) + akt(β′t + 2β2t ) + ktβt(δt + ϕt)
≤ (1− kt)J ′t − ktαtIt + akt(β′t + 2β2t ) + ktβt(δt + ϕt).
In the ﬁrst inequality, we use the fact that k′t ≤ 0 and It is positive. The second inequality
is given by Equation (2.32). The upper bound of Proposition 3 now leads to:
K ′t ≤ −ǫt(1− kt)Jt + It
h




3aβ2t + aβ′t + βt(δt + ϕt)

+ aβ′t + βtδt,
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where we denoted ǫt = e
−c⋆(Uν,t)βt
CΓG (1+βt)




αt + 2aβ2t − ǫt/2
. (2.41)
Note that this function is decreasing for suﬃciently large t as soon as βt = o(αt), which
is the case according to the choices described in Theorem 1. Moreover, a straightforward
consequence is limt−→+∞ kt = 0. This ensures that a positive T0 exists such that:




Consequently, we deduce that:





3aβ2t + aβ′t + βt(δt + ϕt)









3aβ2t + aβ′t + βt(δt + ϕt)






3aβ2t + aβ′t + βt(δt + ϕt)

+ aβ′t + βtδt| {z }
:=ηt
.
The next bound is an easy consequence of the Grönwall Lemma:


















which in turn implies that Kt −→ 0 as t −→ +∞ as soon as ηt = ot∼+∞(ǫt) withR∞
0 ǫudu = +∞.
We are now looking for a suitable choice for αt , βt and δt. Let us assume that αt ∼ λtγ






















= O(t−(1∧γ∧ρ) log5 t).
At the same time, we can check that ǫt ∼ t
−c⋆(Uν,t)b
bCΓG log t
. Now, our conditions on ηt and ǫt
imply that: Z ∞
0
ǫudu = +∞ ⇐⇒ b c⋆(Uν) ≤ 1.
Using the convergence of c⋆(Uν,t) towards c⋆(Uν):
ηt = o(ǫt) ⇐⇒ 1 ∧ γ ∧ ρ > b c⋆(Uν).
The optimal calibration of our parameters γ and b (minimal value of γ, maximal value of
b) induces the choice γ = 1 and b < c⋆(Uν)−1. As soon as ρ > b c⋆(Uν) (and this is given
by Proposition 2), up to the choices αt ∼ λt and βt ∼ b log(t), we deduce that Kt −→ 0
when t goes to inﬁnity. Since It, kt and Jt are positive, this also implies that Jt −→ 0
when t goes to inﬁnity. 
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2.8 Functional inequalities
This section is devoted to the proof of the Log-Sobolev inequality for the measure (µβ)β>0.
The speciﬁc feature of this functional inequality deals with the quantum graph settings
and deserves careful adaptation of the pioneering work of [77] (that only dealt with smooth
compact manifolds). To derive a nice Log-Sobolev inequality at low temperature for µβ
in our more irregular setting, namely on the quantum graph, we start with a preliminary
control of the Poincaré inequality and then obtain a good estimate with the help of stan-
dard functional analysis inequalities. We refer to [21] for a more in-depth description.
We prove the functional inequalities for the Gibbs measure corresponding to Uν , but
they actually hold for anyUν,t, up to a constant change. Namely one only needs to replace
the graph’s diameter DG (every time it is used as an upper bound of Uν) by the maximum
value of dt, denoted DG,t, and the energy barrier c⋆(Uν) by the one corresponding to Uν,t,
denoted c⋆(Uν,t).
The Sobolev inequality was used to deal with a Dirichlet form in the proof of proposi-
tion 3 (see Equation (2.30)). In particular, we need to obtain an accurate estimate when
β −→ +∞. For this purpose, we introduce the generic notation for Dirichlet forms :




If we denote hfiµβ = µβ(f) =
Z
ΓG
fdµβ, we are interested in showing the Poincaré in-
equality:
kf − hfiµβk22,µβ =
Z
ΓG
(f − hfiµβ)2dµβ ≤ λ(β)Eβ(f, f), (2.42)







dµβ ≤ C(β)Eβ(f, f). (2.43)
This technical section is split into two parts. The ﬁrst one establishes a preliminary
estimate when β = 0 (i.e., when dealing with the uniform measure on ΓG). The second
one then uses this estimate to derive the asymptotic behavior of the LSI when β −→ +∞.
2.8.1 Preliminary control for µ0 on ΓG
We consider µ0 the normalized Lebesgue measure and use the standard notation for any
measure µ on ΓG:
kfkW 1,p(µ) := kfkp,µ + k∇fkp,µ.
Let us establish the next elementary result:
Lemma 1. The ordinary Sobolev inequality holds on ΓG, i.e., for all measurable functions
f we have:












Proof: First, let us remind the reader that for a given interval I in dimension 1 equipped
with the Lebesgue measure λI , the Sobolev space W 1,p(λI) is continuously embedded in
L∞(I) (compact injection when I is bounded). In particular, it can be shown (see, e.g.,
[39]) that while integrating w.r.t. the unnormalized Lebesgue measure:
∀p ≥ 1 kfkL∞(I) ≤ e1/ekfkW 1,p(λI).
We now consider f ∈ W 1,p(µ0). Since G has a ﬁnite number of edges we can write:
ΓG = Sni=1 ei, where each ei can be seen as an interval of length ℓi. We have seen that for
each edge ei:
kfkL∞(ei) ≤ e1/ekfkW 1,p(λei ).
We can use a union bound since ΓG represents the union of edges, and deduce that:
kfkL∞(ΓG) = max1≤i≤n kfkL∞(ei) ≤ e
1/e max
1≤i≤n
kfkW 1,p(λei ) ≤ e1/ekfkW 1,p(λΓG ),
where the inequality above holds w.r.t. the unnormalized Lebesgue measure. If L denotes
the sum of the lengths of all edges in ΓG, we obtain:
kfkL∞(ΓG) ≤ e1/eLkfkW 1,p(µ0). (2.45)
Second, we establish a simple Poincaré inequality for µ0 on ΓG. For any function
f ∈ W 1,2(µ0), we use the equality:




















where γx,y is the shortest path that connects x to y, parametrized with speed 1 and f ′(s)
refers to the derivative of f w.r.t. this parametrization at time s. It should be noted that
such a path exists because the graph ΓG is connected. The Cauchy-Schwarz inequality
yields:















The Sobolev inequality is now an obvious consequence of the previous inequality:
consider f ∈ W 1,p(µ0) and note that since µ0(ΓG) = 1, then (2.45) applied with p = 2
leads to:





≤ kf − hfi0k2L∞(ΓG)µ0(ΓG)
≤ e2/eL2kf − hfi0k2W 1,2(µ0).
We can use the Poincaré inequality established for µ0 on ΓG in Equation (2.46) and obtain:











which concludes the proof. 
Remark 1. The constants obtained in the proof of Lemma 1 above could certainly be
improved. Nevertheless, such an improvement would have little importance for the ﬁnal
estimates obtained in Proposition 6.
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2.8.2 Poincaré Inequality on µβ
In the following, we show a Poincaré Inequality for the measure µβ for large values of β.
This preliminary estimate will be useful for deriving LSI on µβ. This functional inequality
is strongly related to the classical minimal elevation of the energy function Uν for joining
any state x to any state y. We refer to Section 11 for the deﬁnition of the set of paths γx,y,
the smallest elevation to join x and y denoted by H(x, y) and the deﬁnition of c⋆(Uν) given
by Equation (2.6). In the following, every time we write minUν we refer to min
x∈ΓG
Uν(x).






Proof: Since the graph ΓG is connected, for any two points x and y, we can ﬁnd a mini-
mal path γx,y that links them and that minimizes H. We denote x0 = x, x1, · · ·xl, xl+1 = y



























































The last line is implied by the Cauchy-Schwarz inequality.
We can organize the terms involved in the above upper bound in the following way: for




















































In this case, es¯ denotes the edge of the graph that contains the point s¯ and the set Ves¯ is
still the set of couples (x, y) deﬁned above, associated with each edge es¯. We introduce




















































































, as the ball of
center x⋆ and radius
1





d2(x, Y )− d2(x⋆, Y )
i
≤ EY∼ν
d2(x, Y )− d2(x⋆, Y )
 ≤ 2DG × d(x, x⋆).

































may be lower bounded by β−1 since there is, at the





Using this upper bound in (2.47) leads to the desired Poincaré inequality. 
2.8.3 Sobolev Inequalities on µβ
Preliminary control on Dirichlet forms
The next result will be useful to derive a LSI for µβ from a Poincaré inequality on µβ
(given in Theorem 4). It generalizes the Poincaré inequality for p norms with p > 2 while
using the Sobolev inequality given in Lemma 1.






Note that in our case, M may be upper bounded by D2G.
Proposition 5. For any p > 2 and all measurable functions f , we have:






Proof: The Jensen inequality applied to the convex function x 7−→ xp yields:

































(|f(x)− hfi0|+ |f(y)− hfi0|)p dµβ(y)dµβ(x).
Again, the Jensen inequality |a+ b|p ≤ 2p−1[|a|p + |b|p] implies that:
kf − hfiβkpp,β ≤ 2p−1
Z
ΓG




|f(x)− hfi0|pdµβ(x) = 2pkf − hfi0kpp,µβ .
We conclude that:
kf − hfiβk2p,µβ ≤ 4kf − hfi0k2p,µβ . (2.51)









we also have: kf − hfi0kpp,µβ ≤
Le−βminUν
Zβ
kf − hfi0kpp,µ0 , since Z0 is the perimeter L of
the graph ΓG. Consequently, we obtain:








kf − hfi0k2p,µ0 .
Using inequality (2.51), the fact that Zβ ≤ Le−βminUν and the assumption 2/p < 1, we
conclude that:
kf − hfiβk2p,µβ ≤
4Le−βminUν
Zβ
kf − hfi0k2p,µ0 .
The Sobolev inequality given by Lemma 1 implies that:
kf − hfiβk2p,µβ ≤
4L3 (DGL/2 + 1) e2/e−βminUν
Zβ
E0(f, f). (2.52)
































Putting (2.52) and (2.53) together concludes the proof. 
Log-Sobolev Inequality on µβ










Proposition 6. The Log-Sobolev Inequality holds on ΓG. A constant CΓG exists such that
for all β ≥ 0 and all µβ-measurable functions f , we have:
Entµβ(f
2) ≤ CΓG [1 + β]ec
⋆(Uν)βEβ(f, f).
Proof: We consider β ≥ 0 and a µβ measurable function f . We apply the Jensen





























































































Replacing f with f − hfiβ and choosing δ = e−Mβ leads to:Z
ΓG









e−βMkf − hfiβk2p,µβ +Mβkf − hfiβk22,µβ
i
.





























It remains to use Rothau’s Lemma (see Lemma 5.1.4 of [21]) that states that for any
measure µ and any constant a:




Let p = 4 in Equation (2.54). Putting this together with Rothau’s Lemma and Theorem





















2DG(1 +Mβ)ec⋆(Uν)β + 4L2(2 +DGL)e2/e

≤ CΓG [1 + β]ec
⋆(Uν)βEβ(f, f),
where CΓG is a large enough constant (independent of β) that could be made explicit in
terms of constants DG, |E| and L since we trivially have M ≤ D2G. 
Remark 2. Considering the fact that DG,t converges to the graph’s diameter DG, we can




and thus that there exists a constant CΓG independent of β and of t such that the above
Sobolev inequality can be transferred to the Gibbs measure µβt and the Dirichlet form Eβt
corresponding to Uν,t:
Entµβt (f
2) ≤ CΓG [1 + βt]ec
⋆(Uν,t)βtEβt(f, f)
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2.9 Appendix: proof of Proposition 2
In what follows we denote d the restriction of the distance to ΓG × V . For all y in V ,
d(·, y) is continuous and C∞ almost everywhere. The eventual points where d(·, y) is not
diﬀerentiable are the cut locus points x, such that there exist multiple shortest paths
connecting x to y. Since we have a ﬁnite number of vertices and edges, there are only a
ﬁnite number of such points.
Let e ∈ E be a ﬁxed edge, denote u and v its extremities (the adjacent vertices) and let
y ∈ V be a ﬁxed vertex. Seeing that the graph has a ﬁnite number of edges and vertices,
to prove Proposition 2, it is enough to show that there exists a function de,y : R+×e→ R,
that respects the initial conditions restricted to e and y.
Reg For all t ≥ 0, de,y,t is in C2(e).




Uni The function de,y converges uniformly to the restriction of d(·, y) to e.
Der There exists a constant Ce,y such that for all t ≥ 0:
sup
x∈e
|∂t de,y,t(x)| ≤ C log4(t)/t
A ﬁrst remark is that there exists at most one point on e such that there are multi-
ple shortest paths going from it to a ﬁxed y. Furthermore, we remind the reader that
the quantum graph ΓG can be seen as a collection of real segments. Thus, using the
parametrization xe our problem can be translated to approaching a continuous function
f : [0, Le]→ R that is piecewise C∞, with derivatives that have at most one discontinuity
point, by a function g : R+ × [0, Le] → R that is C1 in time (its ﬁrst variable) and C2 in
x (second variable) and whose partial derivative in x is null at 0 and Le and the partial
derivative in time is properly controlled. Let us ﬁrst deal with the conditions Reg, Neu
and Uni.
We follow a classical approach: for all t we set gt(x) = f(x), except in a neighborhood
of a problematic point and decrease the size of this neighborhood with time. To properly
’glue’ gt we need to control its value and those of its ﬁrst two derivatives at gluing points.
In what follows we give an example of a polynomial function deﬁned on an interval [0, ǫ],
whose values, and those of its ﬁrst two derivatives, at the end of the interval are ﬁxed in
advance.














p′′ǫ (0) = e
p′′ǫ (ǫ) = h
(2.55)
An example of such function is:
pǫ(x) =
1
ǫ (a(ǫ− x) + bx) +
x(ǫ− x)















− (c+ 2d)ǫ− 3(a− b)
##
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We can use such a polynomial function to deﬁne g in the neighborhood of any of the
problematic points, by eventually using a translation and adjusting the constants. For





pǫ(0) = a = f(0)




p′ǫ(0) = c = 0




pǫ(0) = e = 0
p′′ǫ (ǫ) = h = f ′′(ǫ)






























Time derivative Setting for all t ≥ 0 and all x ∈ [0, ǫt],
gt(x) = pǫt(x) with ǫt = ce,y/ log(t+ 1), (2.57)
and observing that f is a linear function (before x¯, the discontinuity point of the deriva-
tive), we obtain that there exists Cy,e > such that for all x ∈ [0, ǫ] and for all ∈ R+:




The constant ce,y in the deﬁnition of ǫt is chosen such that for all t, ǫt is small enough
(for example ǫt < (x¯ ∧ Le ∧ 1)/2.
Repeating this procedure for all problematic points, we can bound in the same manner
the derivative of g on [0, Le] and then deﬁne de,y,t according to g (using the parametrization
xe). To conclude about the time derivatives, one can remark that DG,t, deﬁned by:
DG,t = max{|dt(x, y)|, (x, y) ∈ ΓG × V },
is bounded in time and:
∀(t, x, y) ∈ R× ΓG × V, |∂tUν,t(x, y)| ≤ 2DG,t |∂tdt(x, y)|.
First order derivative in x The ﬁrst derivative in x is bounded as soon as f is
continuous and piecewise C2. To see that, one ca observe that, in general, pǫ can also be
written as:


























Using the fact that f is the image through a parametrization of the distance d, we have
that in our case:
p′ǫ(x) =
5x4 − 10ǫx3 + 3ǫ2x2 + 3ǫ3x
ǫ4
Thus, as soon as ǫ < 1, |p′ǫ(x)| ≤ 6 for all x ∈ [0, ǫ]. Since the same property translates to
de,y, independently of e and y and taking into account that |∂xd(·, y)| = 1 for all points
on which it is well deﬁned, we obtain:
|∂xdt(x, y)| ≤ 6 and |∂xUν,t(x, y)| ≤ 12DG,t, ∀(t, x, y) ∈ R+ × ΓG × V. (2.58)
Second order derivative in x The second derivative in x is however not uniformly




20x3 + 30ǫx2 + 6ǫ2x+ 3ǫ3
ǫ3
and thus for all x ∈ [0, ǫ], p′′ǫ (x) ≤ 60/ǫ. This property can be transferred to de,y. Using
the deﬁnition (2.57) of ǫt, one can see that there exists a constant r = max{60/ce,y | e ∈
E, y ∈ V } such that for all (t, x, y) ∈ R+ × ΓG × V :
∂2xdt(x, y) ≤ r log(t+ 1) (2.59)
Using the bound (2.58), for all (t, x, y) ∈ R+ × ΓG × V , we have:
|∂2xUν,t| ≤ 2

rDG,t log(t+ 1) + 36D2G,t

, (2.60)
which ends the proof of Proposition 2.

2.10 Further developments
In what follows, we present some results that are strongly related to the ﬁrst part of this
chapter, but are not part of the article [66].
In the previous sections, we have developed an algorithm that estimates the Fréchet
mean on quantum graphs. Seeing that this is achieved by optimizing a function over
ΓG, a ﬁrst natural question is: can this method be applied to other functions? And if
yes, what assumptions on these functions are suﬃcient? In the ﬁrst part we show that
the method can indeed be used to optimize other cost functions, then we present some
possible applications and ﬁnally we show that the algorithm can be adapted to sample
from certain probability distributions.
2.10.1 Generalization of the method
Given a function f : Γ × V → R and a probability measure ν on the vertex set V , we
deﬁne the following cost function Uν : Γ→ R:
∀x ∈ Γ, Uν = EY∼ν [f(x, Y )]. (2.61)
Suppose that for all y ∈ V , f(·, y) is continuous and piecewise C3(ΓG), having a
ﬁnite number of eventual points of discontinuity for its derivatives. Using the procedure
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described in Appendix 2.9, we approach f uniformly by a smooth function f : R+×ΓG×





Remark 3. The regularity assumptions on f , might be loosened. Indeed, it is well known
that any continuous function can be uniformly approached by smooth ones using a con-
volution procedure. For example, in [14], the authors use a regularization with a heat
kernel in order to construct a Markov process that converges in probability towards the
generalized Frechet mean, of a continuous function k, on a compact manifold that has no
borders. A generalized Fréchet mean, has the same form as the classical one, only that
the Riemannian distance d was replaced by a more general continuous function f . How-
ever, for us, such a procedure would not suﬃce, since we also have to deal with the border
conditions. Thus the regularization should be done in two steps: ﬁrst the convolution to
obtain a C∞(ΓG) function, and then the polynomial approximation at the neighborhood of
the vertices to comply with the Neumann conditions. However, this would no doubt render
the proof more technical and it would be of no use to the applications presented in Section
2.10.2. Thus, we prefer to restrain ourselves the proposed framework.
We introduce the same objects as in Section 2.2 and Section 2.3.1, by replacing at





dXt = −βt∇ft(Xt, YNαt )dt+ dBt.
(2.63)
Since the new drift is still smooth, as soon as the corresponding diﬀusion operator is
deﬁned on the same domain (2.9) as the previous one, using the gluing conditions estab-
lished in Deﬁnition 4, all the results with respect to the existence and regularity of the
Markov process (Xt, Yt)t≥0 and its corresponding distributions presented in Section 2.3.1
still hold.
We keep the same notations as in the previous sections, for the distributions of the





where Zβt is the normalization factor, and the relative entropy Jt = KL(nt||µβt), but
we emphasize that in this section all these objects no longer correspond to Uν but to a
general function Uν .
We can now generalize Theorem 3 to this new framework.
Theorem 5. For any constant λ > 0 such that αt = λ(t + 1) and βt = b log(1 + t) with
b < {c⋆(Uν)}−1, we have:
lim Jt = 0 as t −→ +∞.
The constant c⋆(Uν) represents the maximum depth of a well not containing a ﬁxed
global minimum, its analog for Uν being deﬁned in (2.6). Since the theorem’s proof is
essentially the same as the one of Theorem 3, we present only the corresponding key
results, without demonstrating them. In a ﬁrst part, we shall assume that the Sobolev
inequality holds for each µβt , and we concentrate on the evolution of the relative entropy
Jt.
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Study of the relative entropy










and that when dealing with its derivative we also need to measure the closeness between











The proof consist in obtaining functional inequalities for Jt and It, and then using Grön-
wall’s Lemma to conclude.
Study of ∂tJt Looking at the proof of Proposition 3 we can see that the derivative of
Jt can be separated in three terms that are dealt with separately.
• The ﬁrst term J1,t =
Z
ΓG
∂t log(nt(x))dnt(x) is always null since nt is a probability
distribution.
• The second term, J2,t, includes the time derivative of µβt , and thus naturally in-
volves a uniform bound on the time derivative Uν,t, and thus the regularization is
established such that:
∀t ∈ R+, ∀x ∈ ΓG, |∂tUν,t(x)| ≤ δt,
where δt is a function that converges (fast enough) to zero when t goes to inﬁnity.




Since for each t Uν,t is continuous in x, and ΓG is compact, the upper bound is






 ≤M(Uν,t)β′t + δtβt.








∂tnt(x)dx, implies the time derivative of the
distribution nt. Since this distribution is not explicit, we deal with this term using
the Kolmogorov equations. This is possible as soon as Uν,t are C2(ΓG) and their
directional derivatives are null at each vertex (which is ensured by the regularization
procedure).
The Kolmogorov equation implies the use of the diﬀusion operator and thus the
derivatives (in x) of ft. Since the functions ft(·, y) are C2(ΓG), their derivatives are
bounded and we denote:
k∇xftk∞ = max{|∇xft(x, y)| | x ∈ ΓG, y ∈ V }.
Another important component, is the use of the Sobolev inequality (we explain why
this holds later on). We can now state that:




All these arguments allow us to conclude that:
∂tJt ≤M(Uν,t)β′t + δtβt + 2k∇xftk2∞β2t It −
e−c
⋆(Uν,t)βt
C(ΓG,Uν)(1 + βt)Jt. (2.67)
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Study of ∂tIt The derivative of It also implies three terms. As shown in the proof
of Proposition 4, dealing with the ﬁrst two is trivial, since they are both null. This is
obtained with no special assumptions on the involved distributions, except of course, for











∂t{log ν(y)}dmt(x, y) = 0.
The third term, It involves once more the backward Kolmogorov equation and thus the
Markov generator. Separating the part of the generator that acts on Y form the part that
acts on X, we obtain two terms:
• The part of the generator that acts on Y , is independent of the considered cost
function, and thus the corresponding term can be dealt with exactly in the same
way to obtain:
I13,t ≤ −αtIt.
• The remaining term is the only one (in the study of ∂tIt) that is directly inﬂuenced
by the fact that we changed the drift. It involves the ﬁrst and second derivative of
ft(·, y) and the inequality already obtained on ∂tJt. We denote:
k∆xftk∞ = max{|∆xft(x, y)| | x ∈ ΓG, y ∈ V }.
The other elements of proof involve items that we kept unchanged like the gluing
conditions (4) or the ellipticity of the diﬀusion operator. We can thus state the
analog of (2.40):






k∆xftk∞ + βtδt +M(Uν,t)β′t.
Putting all these elements together, we conclude that:






k∆xftk∞ + βtδt +M(Uν,t)β′t. (2.68)
Convergence of the relative entropy This part demands an upper bound on the




C(ΓG,Uν)(1 + βt) .
Let Kt = Jt + ktIt, where kt is chosen in way that allows us to obtain a mean reversion




αt + 2k∇xftk2∞β2t + εt/2
(2.69)













k∆xftk∞ + βtδt +M(Uν,t)β′t
!
+M(Uν,t)β′t + βtδt (2.71)
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We can conclude that Kt → 0, when t goes to inﬁnity, using Grönwall’s lemma, as soon
as ηt = ot∼+∞(ǫt) with
R∞
0 ǫudu = +∞. The second condition is implied by the deﬁnition
of the temperature schedule in Theorem 5 and the fact that c⋆(Uν,t)→ c⋆(Uν).
The ﬁrst condition deserves more attention since it requires bounds on the partial
derivatives of the regularization function f and the time derivative of Uν,t.
• We can immediately see that the time derivative of Uν,t needs to go fast enough to
zero as t goes to inﬁnity:
βtδt = o(ǫt).
As soon as f , the function approached by f , is piecewise C3(ΓG), we can always
build, using the same procedure as in Appendix 2.9, a function f that complies with
this condition. This is the only point that involves the third order derivative of f .
• The regularization procedure presented in Appendix 2.9, allows us to obtain a ﬁnite
bound on k∇xftk∞, and thus let c > 0 be such that:
k∇xftk∞ ≤ c.
This facilitates the proof since it implies that kt ∼ β2t /αt, but if k∇xftk∞ would go
to inﬁnity, it would not be a problem, as long as it would do so slow enough (for
example k∇xftk∞ ∼ βkt , would have no inﬂuence on our result). Since αt ∼ t, we
obtain that the ﬁrst term of ηt, is equivalent to ktβ2t and thus equal to o(εt), when
t goes to inﬁnity.
• The last term we need to deal with is the one involving k∆xftk∞. In general,
we cannot obtain a ﬁnite bound for this partial derivative. Furthermore, without
imposing additional conditions on f , we cannot obtain the same bound as the one
we had for the regularization of the distance (at least not with the same method).
However, this in not necessary, since we would only like to have:
k∆xftk∞β3t /αt = o(εt).
One can check that the coeﬃcients of the polynomial function pǫ, deﬁned in (2.56)
Appendix 2.9, are of the form c/ǫk, where c is an arbitrary constant and 0 ≤ k ≤ 5.
Since the second derivative in x, of this polynomial function, has the same form,
as soon as the size of the neighborhoods on which we approximate f decreases as
1/ log t, we have that there exists r > 0 such that:
k∆xftk∞ ≤ r log5 t. (2.72)
Putting all these bounds together we obtain that ηt = o(ε), and thus that Kt → 0. As
before, using the fact that the It and Jt are positive, we have that the same result holds
for Jt, thus ending the proof. 
In what follows, we present the Poincaré and Sobolev inequalities for the Gibbs mea-




In the proof of the Poincaré inequality stated in Theorem 4, besides some inherent proper-
ties of the graph ΓG, the only assumption we need to make on the function that generates
the Gibbs measure µβ is for it to be Lipschitz continuous. This is obviously the case for
Uν since it is continuous and piecewise C3 (and of course for its regularized versions Uν,t).
Let L(Uν) be a Lipschitz constant for Uν , namely such that:
∀x, y ∈ ΓG |Uν(x)− Uν(y)| ≤ L(Uν)d(x, y).






where we remind the reader that |E| represents the number of edges and Eµβ(g, g) is the
squared L2(µβ) norm of the gradient of g.
At a closer look, we see that with no additional assumptions on µβ, we can also deduce
the Sobolev inequality on ΓG. The key elements of its proof are the following:
• The Poincaré inequality.
• The preliminary control on the normalized Lebesgue measure obtained in Lemma 1,
that relies entirely upon the graph’s structure, namely its perimeter L, the graph’s
diameter DG and the fact that it can be seen as a collection of real segments.
• The generalization of the Poincaré inequality for Lp(µβ) norms, that besides the






Putting all these elements together gives us the following inequality:





L(Uν)(1 +M(Uν)β)ec⋆(Uν)β + 4L2(2 +DGL)e2/e

This in particular implies that there exists a constant C(ΓG,Uν) (independent of β) such
that:
Entµβ(f) ≤ C(ΓG,Uν)[1 + β]ec
⋆(Uν)βEµβ(f, f)
For each Uν,t, there exists an equivalent constant C(ΓG,Uν,t), such that the corresponding
Sobolev inequality holds and such that:
C(ΓG,Uν,t) −→ C(ΓG,Uν), when t→ +∞.
. Supposing that Uν,t is continuous in time and converges uniformly towards Uν , there
exists a constant C(ΓG,Uν), such that the Sobolev inequalities hold for all Uν,t.
2.10.2 Applications
Theorem 5 implies that the algorithm used to ﬁnd the barycenter of a graph, described
in Algorithm 3, Section 2.2.3, can be adapted in order to minimize other functions Uν ,
as soon as they are the expectancy of continuous and piecewise C3(ΓG) functions f . In
order to adapt the algorithm, we only need to change the way the coordinate Xt jumps
each time a new variable Y is sampled according to the probability measure ν. Suppose
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T is a jumping time. Then at time T , Xt will advance from XT− according to the drift
∇xf(XT− , YT ), following the graph’s parametrization. If XT− ∈ e, an edge parametrized
according to xe : e→ [0, Le], then supposing that xe(T )− βtαt∇xf(XT− , YT ∈ [0, Le]), the






∇xf(XT− , YT )
!
(2.73)
Fréchet p-means A class of functions that fall under the assumptions of Theorem 5,
are the Fréchet p-means, for p ≥ 1. In that case the adaptation of the algorithm is straight
forward, at each jumping time T , the coordinate X advances towards YT , a distance of
pβT/αTdp−1(XT− , YT ):
XT = XT− +
βT
αT





XT−YT represents a geodesic path from XT to YT in ΓG.
Median Besides the barycenter, another Fréchet p-mean that could be of special interest
is the one corresponding to p = 1, also called a median (since it is the generalization of
the Euclidean median to metric spaces). An advantage of the median is that it provides
a notion of centrality, less inﬂuenced by extreme values. Figure 2.9 illustrates an example
of a graph were the barycenter is diﬀerent from the median. For example, in the case
of a citation network, the median would favor people that have a lot of coauthors, even
though there might be very far from other individuals.
Figure 2.9: Example of a graph for which the median M and barycenter B are diﬀerent.
We consider the uniform probability on the vertex set and all edges of length 1.
Barycenter on discrete and quantum graphs
The question that motivated the works developed in the ﬁrst part of this chapter, was
the one of ﬁnding a barycenter of a discrete graph G. Algorithm 3, developed in Section
2.2, estimates the Fréchet mean of a quantum graph.
In the examples provided in Section 2.4, the Fréchet mean of the discrete and quantum
graph coincide. However, there is no reason to believe that this holds in general, espe-
cially since there are trivial counter examples: for a segment of length one, with uniform
probability on the vertices, both vertices are barycenters for the discrete graph, but the
corresponding quantum graph has a unique Fréchet mean: the center of the segment.
Since a tight relation between the two can be observed, one might wonder if for every
q-min (minimizerss of Uν on ΓG and thus a barycenter of ΓG) there always exists a d-min
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(minimizer of Uν over G) on the same edge. We can show that this is always the case
for some very simple graphs, like a triangle or a square with edges of length one, inde-
pendently of the of the probability measure ν, but for example for a hexagon there exist
probability measures ν, that have an isolated q-min (with no adjacent d-min).
How to estimate the barycenter of a discrete graph The diﬀerence between the
two Fréchet means, is not necessarily a problem for our method. The generalization
provided in Theorem 5, allows us to estimate the barycenter of the underlying graph G.
This can be done in a straightforward way by replacing the cost function Uν by a new
one fUν , that on each edge e of ΓG, having u, v as extremities, is deﬁned as an linear
interpolation of Uν(v) and Uν(u):fUν(x) = 1
Le
(Uν(v)xe(x) + Uν(u)(Le − xe(v))) , x ∈ e, (2.75)
where Le is the length of the edge e, and xe is the associated parametrization such that
xe(u) = 0 and xe(v) = Le.
It is obvious that any minimizer of Uν will also be a minimizer of fUν . Furthermore,fUν can have a minimal value inside an edge, only if it is constant on e, namely if Uν(u) =
Uν(v). In this case, choosing randomly one adjacent vertex of such a minimzer, gives a
barycenter of the discrete graph G.
2.10.3 Sampling from a law
Using the same notations and assumption as in sub-section 2.10.1, suppose that instead of
being interested in ﬁnding the minimum of the function Uν (deﬁned in (2.61)), we rather




, for some β > 0. (2.76)





dXt = −β∇ft(Xt, YNαt )dt+ dBt,
(2.77)
where Bt is a Brownian motion and the process (Nt)t≥0 is a Poisson process of intensity
α that dictates the rate at which we use the sequence (Yn)n≥0 of independent random
variables distributed according to ν.
Denote Jt the relative entropy of nt, the distribution of Xt, with respect to the target
law µβ:









Theorem 6. If αt is such that αt/ log5 t goes to 0 as t goes to inﬁnity, the relative entropy
Jt converges to zero:
lim Jt = 0 as t −→ +∞.
We do not include the proof since it follows the same steps as the ones described in
Section 2.10.1. We only show why we have diﬀerent restrictions on the rate at which αt












where mt(y|x) is the conditional law of y given x at time t. Then the diﬀerential in-




∂tJt ≤ −εJt + 2k∇xftk∞β2It
∂tIt ≤ −∂tJt − αtIt + 32β2k∇xftk2∞ + β2k∆xftk∞.
(2.79)




αt + 2k∇xftk2∞β2 + ε/2








and ε > 0.
Thus Jt goes to zero, as soon as ηt does so. Since we have seen that kftk∞ can be bounded
by a ﬁnite constant, a suﬃcient condition is:
k∆xftk∞
αt
−→ 0 when t→ +∞. (2.80)
We have seen that under our assumptions, k∆xftk∞ is at most of order log5 t, and this
concludes the proof. 
Remark 4. If the probability distribution we want to sample from admits a density with
respect to the normalized Lebesgue measure that is in the generator’s domain, a suﬃcient




Barycenter estimation on very large
graphs: a heuristic approach
One important diﬃculty in dealing with graphs is that many of the existing networks
have an extremely large number of vertices and edges, making most algorithmic methods
ineﬃcient or even unsuitable due to the computational cost. This problem is very com-
mon in most areas of interest regarding graphs, as representations, community detection,
etc. When trying to estimate a graph’s barycenter, due to memory cost, the algorithm
proposed in Chapter 2 cannot be used on current desktop computers for very large graphs
(number of vertices N > 105). In this chapter we present a heuristic method that aims
to overcome this issue and further more to reduce the computational time.
The memory issue in estimating the Fréchet mean for very large graphs is due to the
distance matrix whose size increases as N 2. To overcome this, our strategy was inspired
by the property of geometrical decomposition of the barycenter in a Euclidean space.
The main idea is to partition the graph into subgraphs on which the estimation of the
barycenter becomes far cheaper and then to create a new graph using these estimations.
Obviously the barycenter deﬁned on graphs does not have the same properties as in the
Euclidean case and thus our method is a little more involved. A detailed description and
an intuitive explanation of our method are given in Section 3.1. The focus in the present
work is not on how we partition the graph, but rather on the strategy of estimating
the barycenter, supposing that a proper partition is given. However, in Section 3.2 we
brieﬂy present some of the existing methods for graph partitioning and clustering and the
methods we chose. Section 3.3 is dedicated to simulation results and numerical insights.
Finally we present a short conclusion and some potential developments.
Note To Reader This chapter consist in a joint work with Laurent Risser, currently
under ﬁnalization.
3.1 Multiscale Graph Center Estimation
3.1.1 Strategy: Divide et Impera
As mentioned before, our method is motivated by the property of geometrical decomposi-
tion of the barycenter in a Euclidian space and is based on a Divide and conquer strategy.
It is well known that for n points, (Ai)i=1...n of an aﬃne space and an associated sequence









0 , G =: bar ((Ai, ai))i=1...n .
Suppose (ai)i=1...n is partitioned into two sets of scalars, each of non-null sum. Let I, J
denote the corresponding set of indexes and GI = bar ((Ai, ai))i∈I , GJ = bar ((Ai, ai))i∈J .
The decomposition property states that the barycenter of the n points is the barycenter
of the two sub-barycenters, meaning:











This property can be iterated multiple times and still holds for k partitions of this type,
k ≤ n.
If one might want to use a similar strategy for a graph, a valid partition (Ci)i=1...k of
the vertex set V needs to satisfy the following conditions:




• The weight associated to each subset is non-null: for all 0 ≤ i ≤ k, ν(Ci) 6= 0. In
our framework this is implicit since ν charges each vertex, ν(y) > 0, ∀y ∈ V ;
• For each part Ci the associated sub-graph Gi is connected. This is the most impor-
tant condition since the barycenter is not deﬁned for non-connected graphs.
Deﬁnition 5. For Ci ⊂ V , a subset of the vertex set, we call associated sub-graph Gi a
graph Gi = (Ci, Ei) formed by all edges of the initial graph G, connecting two points of
Ci. In other words, the set of edges of Gi is:
Ei = {e = (e−, e+) ∈ E |e−, e+ ∈ Ci}. (3.2)
We say that two disjoint subsets Ci, Cj ⊂ V are neighboring clusters of the graph
G = (V,E), and denote it Ci ∼ Cj if there exists a pair of vertices vi ∈ Ci and vj ∈ Cj
that are neighbors in G:
Ci ∼ Cj ⇐⇒ ∃ vi ∈ Ci, vj ∈ Cj such that (vi, vj) ∈ E. (3.3)
A ﬁrst remark is that, given a valid partition of the vertex set, the union of all associated
edges does not contain all the edges of the initial graph, E 6= k⊔
i=1
Ei. For us, this implies a
loss of information that will be taken into account when constructing the new graph from
the barycenter estimations obtained on the partition. There exist partitioning algorithms
that minimize the number of excluded edges, such a partition being generally referred
to as minimal cut. We will give more details about diﬀerent methods of clustering in
Section 3.2. For now we content ourselves of considering a valid partition (Ci)i≤k, this
being enough to present our method.
Let us establish a few notations for the sequel:
• G = (V,E) is an undirected metric graph. Each edge e ∈ E has a length le > 0 and
d is the associated distance.
• ν is a probability measure on V that charges all points: ∀v ∈ V , ν(v) > 0.
• (Yn)n≥0 is a sequence of independent random variables distributed according to ν.
• P = (Ci)i≤k is a valid partition of the vertex set V .
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3.1.2 Auxiliary procedures
In order to emphasize the main steps of the algorithm we deﬁne a few helpful functions
(procedures), that will be used in this section.
Gce EstimateGraphCenter is a function that takes as input G = (V,E) and (Yn)n≥0 and
returns a vertex x∗, the estimated barycenter of G, using Algorithm 3 presented in
Chapter 2, with the parameters proposed in Section 2.4.
Csg CreateSubGraph is a function that takes as input a subset of vertices Ci, the com-
plete set of edges E and a sequence (Yn)n≥0.
It returns the associated subgraph Gi = (Ci, Ei), deﬁned in Deﬁnition 5 and (Y in)n≥0
a sequence of independent random variables distributed according to νi, a probabil-
ity measure on Ci deﬁned by:




Cug CreateUpscaleGraph is a function that takes as input G = (V,E), (Yn)n≥0, (Ci)1≤i≤k
and a list of k nodes V ⊂ V such that for all v ∈ V there exits only one subset Ci
that contains it.
The function returns a new undirected weighted graph G and a sequence (Yn)n≥0
distributed according to νG, a probability measure on its vertex set V.
The probability associated to each node is the total probability of the cluster that
contains it:
∀v ∈ V, νG(v) = ν(Ci), where Ci is such that v ∈ Ci. (3.5)
The edge set of the new graph is deﬁned by:
E = {(vi, vj) with vi, vj ∈ V, vi ∈ Ci, vj ∈ Ci and Ci ∼ Cj}, (3.6)
there exists an edge between two vertices if and only if their respective clusters
are neighboring clusters and the length of each new edge is deﬁned as the distance
between its extremities in the initial graph G.
One should observe that while EstimGraphCenter represents a stochastic approxima-
tion procedure, the other two, CreateSubGraph and CreateUpscaleGraph, are completely
deterministic. We illustrate the eﬀect of the latter on a simple graph in Figure 3.1.
Estimate Graph Center
We need to make several remarks regarding the item Gce. Algorithm 3, introduced
in Section 2.2.3, is deﬁned on a quantum graph. However, in this section, most of the
time, this continuous structure is not important and thus we consider that the function
EstimateGraphCenter takes as input a discrete graph and creates by itself the quantum
structure on which the generated process evolves. This is rather natural, seeing that this
is what we actually do in practice. Furthermore, Algorithm 3 (Section 2.2.3) determines
a point ex∗ on a quantum graph (uniformly among all Fréchet means of the graph), but
EstimateGraphCenter returns the closest vertex to ex∗ in the sense deﬁned in Chapter 2,
subsection 2.4.
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Figure 3.1: On the left hand side we have an initial graph G partitioned in 4 communities
(the vertices of each community are represented by diﬀerent symbols and colors). We
consider ν as the uniform probability on its vertex set and all edges have length 1. We
take a subset V formed of vertices represented in a larger size. The upscale graph created
by the Cug procedure is represented on the right hand side, along with the length of
the new edges and the new probability corresponding to each vertex. We have chosen
to represent the distribution νG, instead of a sequence (Yn)n≥0, because it is easier to
visualize.
Create sub-graph
Regarding Csg, it is worth mentioning that the probability νi deﬁned in Equation (3.4)
corresponds to the initial probability ν conditioned upon being in Ci: νi(v) = ν(v|v ∈ Ci).
In other words, if Y i ∼ νi and Y ∼ ν are two independent variables, we have:
∀v ∈ Ci, P(Y i = v) = P(Y = v|Y ∈ Ci).
This tells us how to deﬁne the sequence (Y i)n≥0. Let ϕi be a random sequence such that:
ϕi(0) = inf{m ≥ 0|Ym ∈ Ci} and ϕi(n) = inf{m > ϕ(n− 1)|Ym ∈ Ci}.
We now simply deﬁne: (Y in)n≥0 = (Yϕ(n))n≥0. From a practical point of view this does
not pose any problem. It only means that we reject any realization Yn that is not in the
wanted subset Ci.
Create upscale graph
We would also like to make some remarks regarding the item Cug. The deﬁnition of the
associated probability measure for the upscale graph in (3.5) is the analog of summing
the scalars in the aﬃne case in (3.1). Accessing independent random variables (Yn)n≥0
distributed according to ν, we can easily deﬁne another sequence (Yn)n≥0 of i.i.d. random
variable of law νG:
Yn = ci ∈ V ∩ Ci if and only if Yn ∈ Ci. (3.7)
From the simulation point of view, when we have access to (Yn)n≥0, Equation (3.7) means
that every time a node in a cluster Ci is given by the sequence, we see it as the unique
node ci that represents the cluster in the upscale graph.
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3.1.3 Upper Scale Approximation
Computing the barycenter of each community, creating a new graph as in Cug and then
computing its barycenter is a natural extension of the decomposition of the barycenter
in the Euclidean case. This idea is at the core of Upper Scale Approximation strategy
described in Algorithm 4.
Algorithm 4: Upper Scale Approximation (USA)
Data: A graph G = (V,E), a valid partition (Ci)i≤k, a sequence of nodes (Yn)n≥0.
1 ListOfCenters=[]
2 for i = 1 . . . k do
3 Create the associated subgraph Gi from the vertex set Ci:
(Gi, νi) = CreateSubGraph(Ci, E)
4 Estimate the barycenter of this subgraph: ci = EstimateGraphCenter(Gi, νi)
5 Add ci to ListOfCenters
6 end
7 Create a new graph G and a corresponding probability measure using the centers:
(G, νG) = CreateUpscaleGraph(G, ν, (Ci)1≤i≤k, ListOfCenters)
8 Output: EstimateGraphCenter(G, νG).
If the chosen partition has a speciﬁc meaning, this procedure has an interest on its
own, allowing us to study some larger scale properties of the graph. For example if each
cluster Ci represents a community, this is a natural way of deﬁning a central community.
Deﬁnition 6. Let P = (Ci)i≤k be a valid partition of a graph G = (V,E), V a set
such that ∀i ≤ k there exists an unique ci ∈ V ∩ Ci and each ci is a Fréchet mean of the
associated subgraph Gi with respect to νi, the corresponding probability deﬁned in Equation
(3.4). We call P-central community a set Ci that corresponds to a vertex ci, a Fréchet
mean of the graph G with respect to the probability νG, deﬁned in Equation (3.5).
The Upper Scale Approximation presented in Algorithm 4 determines the represen-
tative point of a central community for a given partition. Since the graph’s barycenter
does not have the same properties as the euclidean one, the result of this procedure is not
necessarily a Fréchet mean of the initial graph. However, for reasonable partitions, one
might expect the barycenter to be not far from the central community obtained on the
upscale graph.
Illustration on the Parisian Subway Graph
We illustrate this strategy on the Parisian subway graph introduced in Section 2.4.3.
Obviously, this graph being very small, if our purpose is to estimate its barycenter, from
a computational point of view, this method has no interest. However its advantage is that
it can be easily visualized, giving thus a better intuition on the principles, advantages and
disadvantages of the method. In Figure 3.2, one can see the complete Parisian subway
network, the initial partition we used and also the true barycenter. Each edge represents
a connection between two stations, the length of an edge is the time needed to go from
one station to the other, and the weight of each vertex is given by the number of people
using the station. In Figure 3.3 we represent the graph created on line 7, of the up-scaling
Algorithm 4, where the estimation in line 4 has been replaced by the computation of the
true barycenter of each cluster. One can see that the barycenter of the initial graph is
not included in this new graph, and thus has no chance at being its center. However,
the Fréchet mean on this coarsened version of the network, is the station Opera, that
represents the cluster of Chatelet, the barycenter of the complete graph.
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Figure 3.2: Complete graph of Parisian Metro. The colored nodes represent centers of
their clusters.
Figure 3.3: Up Scale Graph Parisian Metro. The size of the nodes represents their weight
and the width of the edges is inversely proportional to the time needed to go from one
station to the other.
3.1.4 Multiscale Graph
If all we are interested in is a rough notion of centrality, ﬁnding the central cluster might
be enough. To gain precision, we decided to add another step to our method, reinserting
the central cluster in the upscaled graph.
Consider a graph G = (V,E) and a probability measure ν on V . For a valid partition
of the vertex set P = (Ci)i≤k, let (Gi, νi)i≤k denote the associate sub-graphs with their
respective probabilities measures, deﬁned in Csg. With the notations introduced in Cug,
let G = (V,E) be an up-scale version of G corresponding to the partition P. In what
follows we deﬁne GM = (VM , EM) the multi-scale version of G with respect to (G, C),
where C is an element of P, and νM the corresponding probability measure. The deﬁnition
of the vertex set and the associated probability are straightforward. VM contains the nodes
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of G and C:
VM = V ∪ C, (3.8)






ν(v) if v ∈ C
νG(v) if v ∈ V
(3.9)
The edge set EM contains the edges of G, except those that were added to c , the node
that represents the cluster C in the up-scale graph, and all internal edges of C. On top
of that we add new edges going from boundary of C to the nodes corresponding to its
neighboring clusters:
BorderEdges(C,P) = {(v, ci)| v ∈ C,∃vi ∈ Ci with (v, ci) ∈ E} (3.10)
The length of such an edge is deﬁned as the initial distance between its extremities in the
complete graph. Now the set of edges EM can be written as:
EM = EC ∪ (E \ {e|e ∼ c}) ∪ BorderEdges(C,P), (3.11)
where e ∼ c means that c is a vertex of e. Again, from a simulation point of view,
constructing a sequence of random variables distributed according to νM is easy once we





Yn, if Yn = v, with v ∈ C
ci, if Yn = v, with v ∈ Ci
(3.12)
Before presenting the new algorithm in Algorithm 5, we introduce one more function:
CMG CreateMultiscaleGraph is a procedure that takes as input a graph G = (V,E), an
up-scale version of it G = (V,E), an element c ∈ V, a subset C ⊂ V such that
c ∈ C, and returns a multi-scale graph GM = (VM , EM), where VM and EM are
deﬁned in Equation (3.8) and Equation (3.11) respectively.
Algorithm 5: Multi-Scale Approximation
Data: A graph G = (V,E), a valid partition (Ci)i≤k, a sequence of nodes (Yn)n≥0.
1 Create ListOfCenters, lines 1-6 of Algorithm 4.
2 Create a new graph G and a sequence (Y)n≥0, using the centers:
(G, (Y)n≥0) = CreateUpscaleGraph(G, (Yn)n≥0, (Ci)1≤i≤k, ListOfCenters)
3 Estimate the center of this new graph:
c∗ = EstimateGraphCenter(G, (Y)n≥0)
4 Identify C∗, the cluster of c∗.
5 Create GM a multiscale version of the graph G, using G and C∗:
GM = CreateMultiscaleGraph(G,G, c∗, C∗)
Create a new sequence of nodes (Y Mn )n≥0 as described in Equation (3.12) using
(Yn)n≥0.
6 Output: EstimateGraphCenter(GM , (Y Mn )n≥0).
We used the CreateMultiscaleGraph procedure, deﬁned in CMG, on the Parisian
metro network, merging the up-scale graph obtained using the centers of each cluster
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(represented in Figure 3.3), with its central cluster. Figure 3.4 presents a visualization of
the result. We also computed the barycenter of this new multi-scale graph, with respect
to the probability measure νM deﬁned in Equation (3.9). This zoom in procedure applied
to the central cluster is enough to reestablish the station Chatelet as barycenter. Of
course we do not claim that in general a Fréchet mean of the graph ,obtained following
the multi-scale procedure, is a Fréchet mean for the initial graph. However, this zoom
out/ zoom in procedure is somehow intuitive and seems to work well in practice. For
details about our experiments see Section 3.3.
Figure 3.4: Multi-Scale Graph Parisian Metro. The color of the nodes represents their
cluster (corresponding to the colors used in Figure 3.3) and the width of the edges is
inversely proportional to the time needed to go from one station to the other.
3.2 Graph Partitioning and Clustering
Considering the size of the networks we usually deal with nowdays, understanding the
structure of a graph (local and global) becomes more and more challenging. This issue
generated an important ﬁeld in graph theory: clustering (graph partitioning). This prob-
lematic is extremely vast and here we will only mention some of the most commonly used
techniques and give a brief presentation of the methods that are of interest in our present
work. A quite detailed overview of clustering methods is provided in [33].
There are two diﬀerent approaches when it comes to dividing a network in subsets:
block modeling, also called community detection (associated more with sociology, biol-
ogy or physics), and graph partitioning (studied mostly in computer science and related
ﬁelds), for details see [105]. Seen from afar they have a common goal, but a closer look
reveals that their purpose is quite diﬀerent.
Networks often model interactions between individuals or objects. Whether or not
these interactions are driven or encouraged by certain characteristics of the individuals is
a question we might ask ourselves when studying the network. Also, if the answer is yes,
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then one might wonder what properties of the vertices encourage interactions. A ﬁrst step
in understanding all this is community detection: given a graph we want to know if there
exists a natural partition of its vertex set, considering that we have no restrictions on the
number of subsets or their size (apart the fact that they form a partition). In graph theory,
communities represent groups of vertices that have a higher density of edges within each
group than between them. To be more precise, for a division to be considered representa-
tive, it is not enough to have few edges between groups, but to have less than the expected
number of edges between them. The same holds for the inter-connectivity of clusters, the
vertices inside a group need to be more connected then expected, in order for it to be
considered as a community. Thus, it is important to quantify the diﬀerence between
existing edges and edges put there at random. Using this criteria as a way to measure
the quality of a clustering, Newman and Girvan [107] introduced the notion of modularity.
Modularity is proportional to the diﬀerence between the number of edges falling within
groups minus the expected number in an equivalent random network. What an equivalent
random network is, depends on the graph model. The most commonly used model is the
random graph with prescribed expected degrees (also called the Chung-Lu model [45]).
In what follows, this is the reference model we consider.
Consider a ﬁnite undirected graph, G = (V,E). For each vertex i we denote di its degree.
Let m be the number of edges of the graph, m = |E|, and A its adjacency matrix (Aij
represents the number of edges between i and j). The expected number of edges between
















where δ(Ci, Cj) is the classical Dirac measure. The factor 1/4m in Equation (3.13) is only
conventional, but it is included in the deﬁnition introduced by Newman and Girvan [107].
When modularity is close to zero, it means that the graph is close to what we expect from
a random network. High values of Q are associated with a good partition and looking for
partitions with high modularity seems to be an eﬀective way of detecting communities
[71].
Maximizing the modularity over the whole set of possible partition is a NP-complete
problem [17]. Its complexity is intuitive since the number of such partitions increases
extremely quickly with n. A possible approach to this problem is the use of spectral
methods [106], another one is hierarchical clustering [105]. Here we brieﬂy present the
second one. Hierarchical clustering is of special interest in our present work because
it enables a greedy optimization technique and it is widely used for huge graphs. This
method can also be used considering other similarity features on the vertex set (a distance
for example), that imply the optimization of other functions on the set of all possible
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partition of V , denoted P. We present the main ideas of this method in Algorithm 6.
Algorithm 6: Hierarchical Clustering
Data: A graph G and a function F : P → R
1 Each vertex is the sole member of a community: P0 = {{v}, v ∈ V }
2 for i = 1 . . . n− 1 do
3 Merge into one community Cmax the communities Ci and Cj that maximize F
over all the possible fusions of two groups of Pk:
4
Pk+1 = (Pk \ {Ci, Cj}) ∪ Cmax
5 Update distances between communities.
6 end
7 Output: Clustering Dendrogram: (Pk)k≤n−1
A ﬁrst remark is that in practice, instead of creating the complete dendrogram, a very
popular stopping criteria is: ’Stop when there is no merging that increases the function
F : given Pk, for all possible Pk+1, F (Pk+1)− F (Pk) < 0’.
Going back to modularity, for a partition P = (Ci)1≤i≤k, denote ∆Qi,j the diﬀerence
between the modularity of the initial partition P and the modularity of the partition
obtained by merging Ci and Cj. When applying Algorithm 6 for modularity, the instruc-
tion of line 4 becomes: join together the two communities such that the corresponding
new partition produces the highest increase in modularity. Merge Ci with Cj, where
(i, j) ∈ argmin∆Qi,j.
Although modularity is widely used as a way to measure the quality of a clustering,
many other clustering heuristics have been developed using diﬀerent approaches based
for example on spectral methods, graph bisection, betweenness or Markov Chains and
random walks [116]. In what follows, we brieﬂy present a method that falls under the
latter category, called Markov Cluster Algorithm. This is one of the methods we used in
practice for our simulations.
The Markov Cluster Algorithm (MCL) uses random Markov walks on graphs in order
to uncover a clustering structure. The clustering is obtained by performing, in a repeated
manner, two types of operations on the probability transition matrix of a random walk
on the graph and observing its evolution in large times. The intuitive justiﬁcation of this
approach is that a random walk on the graph will seldom pass from one natural cluster
to another and when it enters a natural cluster, it will have a tendency to spend a large
amount of time in it. This method was introduced by Stijn van Dongen and for a detailed
description of it and related results we refer the reader to [121].
We include here only a brief description. The algorithm takes as initial entry a stochas-
tic matrix M associated to a graph G (the mi,j entry represents the probability to go
from node i to node j) and an inﬁnite sequence (ek, rk)k∈N, where (ek)k≥0 are strictly
positive integers and (rk)k≥0 are strictly positive real numbers. The stochastic matrix M
is altered by two operations applied one after the other in a repetitive way. Thus the
algorithm returns an inﬁnite sequence of matrices (Mk)k≥1 corresponding to the prob-
ability transitions of an inhomogenous Markov chain. The used operations are called
expansion and inﬂation. Expansion of a matrix M with parameter e ∈ N∗ corresponds
to raising M to the power e. Inﬂation of M with parameter r > 0 corresponds to rais-
ing each entry to the power r and then re-normalizing the obtained matrix to make it
stochastic again. This procedure is resumed in Algorithm 7, where, for simplicity, we
consider the sequence of parameters to be constant, ek = 2 and rk = r > 0, ∀i ∈ N.
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Algorithm 7: Markov Cluster Algorithm
Data: A graph G and a parameter r > 0.
1 Add loops to G.
2 Construct an associated stochastic matrix M .
3 while change do
4 M1 =M ×M
5 M = Inﬂation(M1, r)
6 change=M −M1
7 end
8 Output: Graph corresponding to M .
Line 1 of Algorithm 7 corresponds to setting a positive probability of returning in
one step at each vertex and is motivated by spectral considerations on the matrix M .
Line 4 corresponds to the extension procedure and for a more general case it can be
replaced by M1 = Mk. This represents the probability transition of the random walk in
k steps. The intuitive interpretation of its role is the following: in a cluster the vertices
are highly connected, and so, inside it there are a lot of ways of going from one node to
another, generating thus a relatively large probability transition. Inﬂation (line 5) boosts
the probabilities inside the clusters and diminishes the others. Increasing its parameter
increases the granularity. Equilibrium is reached when the algorithm reaches a matrix
invariant under both operations. Such a matrix corresponds to a graph formed by several
connected (directed) components that deﬁne thus a clustering.
Although the granularity of the clustering can sometimes be inﬂuenced by the user,
the number and the size of communities are generally determined by the network itself
and not by the user. The priority in graph partitioning is fast computational time and its
aim is to split the graph into smaller ones that can be dealt with in parallel by diﬀerent
processors. To maximize eﬃciency, the number and sizes of communities are chosen in
advance according to the number of available processors and their technical performances.
As opposed to clustering, this technique does not preoccupy itself with whether there is
an underling community structure or not.
Since the main goal of our present work is to improve computational features, we
also tested our method on a preliminary division of the network obtained using a graph
partitioning method based on a agglomerative heuristic whose principles are similar to
the one presented in Algorithm 6. The aim here is not to optimize a function F on the
set of possible partitions of the vertex set, but to form a ﬁxed number of groups of similar
sizes. The similarity with Algorithm 6 lays in the ’bottom up’ approach: we start with
groups of size 1 and repeatedly merge them until a stopping criteria is met.
3.3 Numerical Results
We ﬁrst tested our method on the Parisian subway graph represented in Figure 3.2, in
order to measure its stability and its accuracy, since we have access to the true correspond-
ing results. Then we tested its behavior on a large graph using two types of preliminary
clustering. We have chosen a graph of 264.346 nodes and 733.846 edges of the crossroads
in the New York urban area.
New York Urban Area
As mention before, this graph has 264.346 nodes and 733.846 edges. Its nodes are the
GPS coordinates of crossroads in a rather large New York urban area. We referred to it
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as such by convenience, but the area is not limited to the state of New York, see Figure
3.5. The graph can be found on the website of the Center for Discrete Mathematics and
Theoretical Computer Science 1. On the website it is mentioned that some gaps might
exist and thus the graph does not necessarily contain all crossroads. The distance consid-
ered between two nodes is the physical one, and not the transit time. Furthermore, the
graph is undirected, namely each street allows travel in both directions.
Figure 3.5: New York urban area. Image obtained using Cytoscape and cGoogle Maps.
Purple points represent estimated centers of the NG700 partition.
We have performed two types of preliminary clustering. One, based on a bottom up
approach, meant to provide clusters of homogeneous size, and another, based on the MCL
method described in Algorithm 7. The graph partition obtained with the ﬁrst method
has 700 clusters (from now on it will be referred to as GP700) and the second one has
1776 (we will referred to it as MCL12).
Technical details In terms of memory cost, this kind of graph can deﬁnitely not be
handled with the method proposed in Chapter 2. A rough estimation suggests that the as-
sociated matrix distance would need around 360 GB of memory, whereas this new method
employs far less resources, being of the order of 15GB (or less). The computational time is
1http://www.dis.uniroma1.it/challenge9/download.shtml
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(a) GP700 (b) MCL12
Figure 3.6: Illustration of estimated centers before and after the multiscale analysis, using
the itinerary option of cGoogle maps. Centers estimated by USA are represented as a
departing point (in white), while the centers provided by the MLT are represented as a
destination, (pointed in red). In blue, we have an itinerary between the two.
also reasonable. Using the default parameters it takes, in average, 35 min for the GP700
and 1 h 30 min for the MCL12. The rapidity of the algorithm is, among others, due
to the fact that the estimations of clusters’ centers can be done in parallel. It is not
surprising that the barycenter’s estimation on GP700 is faster, since the clusters have a
more homogeneous size.
Since the graph is too dense to visualize, we have chosen to use the GP700 partition
in order to facilitate Figure 3.5. To be more precise, we have used the upper scale
approximation procedure described in Algorithm 4 to form a new graph from the estimated
centers of each cluster. A visualization using the GPS coordinates of the nodes was created
with the aid of the Cytoscape software. This illustration was afterwards overlaid on a
map of the area provided by cGoogle Maps. The result is shown in Figure 3.5. The
purpose of this ﬁgure is to give an idea of the area covered by the complete graph and
not to show the exact position of each node in the upper scale graph.
In Figure 3.6 we represent the evolution between the center estimated using the USA
(Algorithm 4) procedure and the center obtained using the multiscale analysis (MLT)
described in Algorithm 5. We have chosen to do this using the itinerary option of Google
Maps, in order to better emphasize a direction. Of course, the itineraries proposed by
Google Maps do not necessarily correspond to a shortest path in the graph itself, since
the application takes into account diﬀerent restrictions like traﬃc, one way streets, etc.,
that are not integrated into the graph’s structure.
Parameters We tested our method using the following three sets of parameters. Let
us ﬁrst brieﬂy recall the default parameters of Gce, presented in Section 2.4, since these
parameters will be used as a reference.
T ⋆max = 100 + 0.1N S
⋆ = 1000 β⋆t =
2 log t
DG , (3.14)
where, T ⋆max represents the maximal time, N the number of vertices and S
⋆ deﬁnes how
many observations (Yn)n≥0 are used between T ⋆max and T
⋆
max−1. DG is the graph’s diameter
(the maximal distance between two points) and β⋆t is the inverse of the temperature
schedule, namely the sizes of jumps that Xt makes toward a new arrival of an observation
Y , are proportional to it.
I The default parameters deﬁned in 3.14.
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II The second set is chosen as:
T 2max = 4T
⋆
max S
2 = 2S⋆ β2t = 4β⋆t
III The third set is deﬁned as:
T 3max = 8T
⋆
max S
3 = 4S⋆ β3t = 4β⋆t
In Figure 3.7 and Figure 3.8 we illustrate the results obtained on the GP700 partition,
respectively on the MCL12 partition, with the 3 stets of parameters described above
(I,II,III). Experiments with the default parameters were repeated 5 times, whereas the
other two only once. For each experiment, we represent the center of the central cluster
obtained using the upscale method of Alogorithm 4 (these centers will be diamond shaped
points) and the center obtained afterwards, with the multiscale procedure of Algorithm 5,
when all nodes of the central cluster are taken into account. For both images, the violet
diamond shaped points represent the centers obtained with the upscale approximation
and the other points are centers obtained with the multiscale method. The blue points
are obtained with the set of parameters I, the green ones with the set II and the red ones
with III.
In both ﬁgures , on the right hand side we include a general view of the New York
complete graph represented in Figure 3.5.
Results on GP700. Two clusters were chosen as central three times (each) and another
one only once (this is the one in the north-east section). We can observe that the ﬁnal
centers present less variation, they are closer to each other and only two outliers are not
concentrated on the same spot. Moreover, the appearance of a center in the Upper East
Side, is due to the ﬁrst approximation of the central cluster.
Figure 3.7: The left side image was obtained using Geogebra and cGoogle Maps. On
the left we have the region of interest (ROI) presenting the main results obtained on the
GP700 partition. The red center, denoted A, was also obtained twice with the parameters
set I.
Results on the MCL12 The analog results obtained on the MCL12 partition are
illustrated in Figure 3.8. We can observe the ﬁrst step of the procedure was very robust,
seeing that the result of the upscale algorithm was always the same. However, we observe
a variation for the second part of the method, the multiscale analyses. Nevertheless, the
results seem coherent since all nodes are on the north-east region of the upscale center
and they seem attracted towards the Manhattan island.
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Figure 3.8: The left side image was obtained using Geogebra and cGoogle Maps. On the
right hand side we have a general view of the New York complete graph represented in
Figure 3.5. On the left we have the region of interest (ROI) presenting the main results
obtained on the MCL12 partition.
Conclusions
When comparing Figure 3.7 with Figure 3.8, we can see that, as expected, the initial
partition has an inﬂuence on the results, since the multiscale estimated centers tend to
concentrate on diﬀerent zones. However, we can also observe a coherence between the two
sets of results. We can see that the centers of the upscale graphs are often quite close,
especially if we consider that the approximation is made only on the centers of clusters.
The multiscale centers of GP700 are almost always on the Manhattan island and we can
remark that the estimated centers of the MCL12 partition, also tend to approach the
island. This is summed up in Figure 3.9, where we have represented together the results
for both partitions.
Figure 3.9: The image was obtained using Geogebra and cGoogle Maps. The results
obtained on the MCL12 are represented in blue and the results obtained on GP700 are
represented in red.
The fact that we can observe a variability in the results is quite natural. Indeed, even
though the Gce procedure performs very well with its default parameters, the probability
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of estimating all k centers correctly decreases geometrically with respect to k. However,
the inﬂuence of the small perturbation of size ǫ that might appear, can be explicitly
computed and thus upper bounded, using the fact that the function Uν , used to deﬁne
the barycenters, is Lipshitz continuous of constant 2DG.
Although the method seems to behave rather well on the New York graph, in order to
validate it, we need to test it on other graphs. It is expected that our method is well suited
for graphs that have a structure similar to a grid, but it might need further adjustments
for graphs that have a completely diﬀerent structure (like social networks for example).
In particular, a graph partitioning technique that does not take into account the graph’s




Principal Component Analysis on
graphs
Principal component analysis (PCA) is a multivariate statistical technique. Its goal is to
provide a simpler description of a large data set. This is generally done by deﬁning uncor-
related variables, from a large set of correlated ones, in a way that preserves the variation
as much as possible. This uncorrelated new variables are called principal components.
More details about PCA and their applications can be found for example, in [85].
Roadmap Section 4.1 presents our general framework and a strategy of PCA based
on a variational formulation: a principal component of order d is deﬁned as a minimizer
of a function Uν over the set of geodesics that have a relative degree smaller than d + 1.
Section 4.2 focuses on principal components of order one (also referred to as ﬁrst principal
components) and provides the existence of such an element. A ﬁrst diﬃculty we encounter
is that the space of geodesics of relative degree smaller than 2 is not connected. Thus,
we show that the optimization can be done on a more convenient (connected) space G1.
Section 4.3 is dedicated to the study of G1 from a topological point of view, namely it
shows that G1 can be partitioned in cells that are homeomophic to subsets of R2 and
that it can be seen as a CW-complex. These properties are then used in Section 4.4 to
deﬁne diﬀerential operators and introduce an inﬁnitesimal generator L. We conjecture
the existence and uniqueness (in law) of an associated Markov process and in a second
time, in Section 4.5, its convergence in probability towards the wanted set. We explain
why we believe this conjecture is true and present some perspectives in how to prove it.
Finally, in Section 4.6 we propose an algorithm for estimating ﬁrst principal components
of a quantum graph and provide some numerical results of a simpliﬁed version of it.
4.1 d-Principal Components on metric graphs
Let us ﬁrst establish the framework and some of the notations that will be used throughout
this chapter.
We consider Γ a ﬁnite, undirected, simple, connected and weighted metric graph. We
denote V its vertex set and E its set of edges. Each edge is homeomorphic to a real
segment. Thus we ﬁx a parametrization (xe)e∈E, such that for each edge e:
xe : e→ [0, Le],
where Le represents its length. We denote d : Γ× Γ→ R+ the associated distance.
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Given two points y, z on an edge e, we denote [y, z] or [z, y], the segment of Γ, formed
by the two: [z, y] = [y, z] = x−1e ([xe(y), xe(z)]) if xe(y) ≤ xe(z) and [z, y] = [y, z] =
x−1e ([xe(z), xe(y)]) otherwise. The length of [y, z] is naturally deﬁned as |xe(z)− xe(y)|.
For x, y ∈ Γ, denote Cx,y the set of paths connecting x to y:




where n ∈ N and:
• The extremities correspond to x and y: p0 = x, pn = y, and the interior segments
are edges: [pi, pi+1] ∈ E for i ∈ [[1, n− 2]]
• The path does not cross the same vertex twice in the sense that: pi 6= pj for all
i, j ∈ [[1, n− 1]], i 6= j .
• The end points, x and y are not necessarily vertices: there exist e0 and en ∈ E, such
that [p0, p1] ⊂ e0 and [pn−1, pn] ⊂ en .
Observe that x might equal y and Cx,x is formed of the set of cycles containing x and the
singleton itself.
We deﬁne the length of a path p as the sum of the lengths of the segments composing
it and denote it |p|. If A is a countable set, we also maintain the classical notation, |A|,
for the cardinal of A, since generally it can not create confusion.
Let eG be the space of closed geodesics of Γ. A subset γ ⊂ Γ is called a geodesic if for
all x, y ∈ γ there exists a shortest path from x to y included in γ :eG = {γ ⊂ Γ s.t. γ¯ = γ, ∀x, y ∈ γ, x 6= y, ∃p ∈ Cx,y, p ⊂ γ with |p| = d(x, y)}.
Here, the closure of a set is considered with respect to the natural topology of the metric
space (Γ, d).
All singletons of Γ are included in eG. If γx,y is a path connecting two points x, y of Γ,
x 6= y such that γx,y ∈ eG we call it a geodesic path.
For x in Γ and ǫ > 0 denote Bǫ(x) = {y ∈ Γ s.t. d(x, y) < ǫ}, the open ball of radius
ǫ centered at x.
Deﬁnition 7. If A is a connected subset of Γ and x a ﬁxed point of Γ, we call the degree
of x relative to A, the number of connected components in which the set A is split, only
into an arbitrarily small neighborhood of x, when we remove x from it:
degA(x) := inf
ǫ>0
Nc((A \ {x}) ∩Bǫ(x))
where Nc represents the number of connected components.
The degree of x relative to A represents in how many directions we can go from x
inside the subset A. For d ≥ 0, denote:eGd := {γ ∈ eG s.t. ∀x ∈ γ, degγ(x) ≤ d+ 1}.
This represents the set of geodesics γ that contain only points with a relative degree (to
γ) smaller or equal to d+ 1. For example eG0 = {{x}; x ∈ Γ} is the set of all singletons of
the quantum graph.
An important case for us is eG1, the set of geodesics γ such that degγ(x) ≤ 2, for all
x in γ. An element γ of eG1 can be described in the following manner: either there exist
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x, y ∈ Γ, x 6= y such that γ ∈ Cx,y, and thus γ is a geodesic path, γ is a singleton or γ
is a geodesic cycle (one can imagine a path that has the same starting and ending point
(x = y) and at the same time is a geodesic).
Given a probability measure ν over the vertex set V , for all C ⊂ Γ we denote:












We denote Mdν the set of minimizers of Uν over eGd.
A ﬁrst observation is that for d = 0, minimizing Uν over eG0 one retrieves the set Mν ,
representing the classical Fréchet mean.
In an Euclidean space, principal components can be described as a sequence of nested
aﬃne sub-spaces of increasing dimension that maximize the variance of the projections or
minimize the sum of norms of projection residuals. For example, consider the case of m
points x1, . . . xm, in Rn. For all v ∈ Rn denote:




xi is the Euclidean mean.






With this in mind, one might expect that a ﬁrst principal component on the graph has
an equivalent property, namely that it contains a Fréchet mean. This however is not
generally true. We illustrate a counter example in Figure 4.1.
Figure 4.1: We consider the uniform probability on the vertex set and all edges of length
1. Then the top of the pyramid is the Fréchet mean and the edges forming the base are
the ﬁrst principal component.
Since this nesting property of principals modes in Euclidean spaces no longer holds
for the notion of principal components of graphs introduced in Deﬁnition 8, we introduce
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another notion, similar to the one introduced in [32] for the space of probability measures
on the real line, of nested-principal components.
For d = 1 and x ∈ Γ, denote eGx1 := {g ∈ eG1, x ∈ g}, the subset of geodesics of eG1
containing x.





A quantity of interest is obviously a x-principal component, when x is a Fréchet mean.
We denote N 1ν the set of such principal components and also call them Fréchet principal
components.
This deﬁnition can now be extended in an iterative way. For gd−1 ∈ eGd−1, we call a
gd−1-principal component of order d, or nested principal component if gd−1 is a principal





The two types of principal components deﬁned above, have slightly diﬀerent properties
and could be of interest in diﬀerent applications. In what follows we interest ourselves
only in the study of the ﬁrst principal component, namely of order one. We will mostly
study the general principal components introduced in Deﬁnition 8. Only some of the
results are explicitly presented for the Fréchet principal components but we believe that
all included results can be extended.
4.2 First (Fréchet) Principal Component
Our goal is to construct an algorithm that converges towards an element of M1ν (or N 1ν ).
This implies optimizing a function over eG1 (respectively eGx1 ). We start by introducing a
metric on these spaces and present some of their basic topological properties.
Since eG1 is a subset of the power set of Γ, it is natural to consider the metric space ( eG1, h),
where h is the Hausdorﬀ distance. We recall the deﬁnition of this distance.
Deﬁnition 10. For two non-empty subsets A,B ⊂ Γ, deﬁne d(A,B) = sup
x∈A
d(x,B). The
Hausdorﬀ distance h, between A and B is:
h(A,B) = max{d(A,B), d(B,A)}.
Remark 5. Deﬁned on the non-empty subsets of Γ, h is only a pseudo-metric, but on the
closed non-empty subsets it is a true distance (because Γ is compact). Thus, one of the
advantages of considering only the closed geodesics is that h is indeed a distance on eG1.
The space eG1 is not necessarily connected with respect to the topology induced by the
Hausdorﬀ distance, because the geodesic cycles (when they exist) are isolated points. We
cannot approach a geodesic cycle by geodesic paths g, because a geodesic path cannot
cover more than half of a cycle. A geodesic path, in particular, is a shortest path between
its extremities. Thus the distance between the extremities cannot become less than the
length of g.
Since our interest is to deﬁne a diﬀusion that is able to explore all the possible elements





{g ∈ Cx,y; ∃γx,y s.t. g ∪ γx,y ∈ eG1.},
where for two points x, y, γx,y is a geodesic path from x to y or the empty set. A ﬁrst
remark is that eG1 ⊂ G1, since all geodesic paths are included and all the cycles can be
retrieved by taking x = y and γx,y = {x}.
We show that optimizing Uν over G1 instead of eG1 is not problematic in the sense that
from any minimizing element of the ﬁrst space, we can construct a minimizing element of
the second. Moreover the minimum value on both spaces is the same.
Lemma 2. From a given g∗ ∈ argming∈G1 Uν(g), we can easily construct a eg∗ ∈ argming∈eG1 Uν(g).
Proof. To see that, ﬁrst observe that if g ∈ G1 \ eG1, then g is a path going from one point
x to a point y and there exists a geodesic path γx,y such that g ∪ γx,y ∈ eG1.
Secondly, observe that Uν is a decreasing function, in the following sense: ∀A ⊂ B ⊂ Γ,
we have Uν(A) ≥ Uν(B). Thus, Uν(g ∪ γx,y) ≤ Uν(g). Considering this and the fact thateG1 ⊂ G1, we obtain that the minimum value of Uν over the two diﬀerent sets is the same
and:
argmin
g∈eG1 Uν(g) ⊂ argming∈G1 Uν(g).
Since for all g ∈ G1 \ eG1 we can easily construct g′ ∈ eG1 such that Uν(g′) ≤ Uν(g), from
any g∗ ∈ argming∈G1 Uν(g) we can immediately construct a eg∗ ∈ argming∈eG1 Uν(g).
The arguments presented in the proof of Lemma 2 work in the same way on the subsets
Gx1 = {g ∈ G1, x ∈ g} and eGx1 = {g ∈ eG1, x ∈ g}. Thus in order to ﬁnd an element of N 1ν
it is suﬃcient to minimize Uν over Gx1 , where x is a Fréchet mean.
4.2.1 Existence of a (Fréchet) ﬁrst principal component
This sub-section is dedicated to the proof of the existence of a ﬁrst principal component
and ﬁrst Fréchet principal component.
Lemma 3. Uν is continuous on the power set of Γ, with respect to the Hausdorﬀ distance
h.
Proof. First observe that for all x ∈ Γ and A,B ⊂ Γ, d(x,A) ≤ d(x,B) + d(A,B) ≤














where DG is the diameter of the graph. We have thus obtained that Uν is Lipschitz
continuous.
Deﬁnition 11. Let g be an element of G1\{{v}, v ∈ V }. We call support of g the minimal
set of edges containing g:
sg := {e ∈ E such that e˚ ∩ g 6= ∅}, (4.2)
where e˚ represents the interior of the edge e. If g ∈ G1 is a vertex, in the sense that
∃v ∈ V such that g = {v}, we deﬁne its support as itself, sg = g.
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We denote SG1 the set of all supports of G1:
SG1 = {sg |g ∈ G1}. (4.3)
A support is thus a subset of E or a singleton formed by a vertex. We denote s the subset
of Γ corresponding to s. In the ﬁrst case, s ⊂ E , this subset is formed by the union all
the edges of s, s = ∪e∈se = {x ∈ Γ |∃e ∈ s s.t. x ∈ e} and in the second case it is the
support itself s = s ⊂ Γ.
Deﬁnition 12. For a support s we call e ∈ s an extremal edge if and only if there exists
x ∈ e such that degs(x) = 1. If g has s as support, we refer to the extremal edges of s
also as extremal edges of g. Moreover, we call x ∈ g an extremity of g if degg(x) ≤ 1.
Remark 6. Any element of G1 is determined by its extremities (when they exist) and
its support. When extremities do not exist, then the element is a cycle and thus entirely
determined by its support.
Lemma 4. The metric spaces ( eG1, h) and (G1, h) are compact (h is the Hausdorﬀ dis-
tance).
Proof. Since we are dealing with metric spaces, it is enough to prove that they are se-
quentially compact.
Let (Cn)n≥0 be a sequence of elements in G1. First we prove that it has a sub-sequence
that converges. Then we prove that the limit is in G1, and furthermore if Cn ∈ eG1 for all
n then the limit is in eG1.
Any element Cn can be written as (xn, sn, yn), with xn, yn ∈ Γ and sn ∈ SG1 , where
SG1 is deﬁned in (4.3) and xn, yn are the extremities of Cn introduced in Deﬁnition 12. If
Cn is a cycle and has no extremities, for any x ∈ C we can consider xn = yn = x.
We ﬁx the following product metric, d1 : Γ× Γ→ R+ deﬁned by:
d1((x1, y1), (x2, y2)) = d(x1, x2) + d(y1, y2),
where d is the usual distance deﬁned on Γ. Since (Γ × Γ, d1) is a compact metric space,
there exists ((x′n, y
′
n))n≥0 a convergent sub-sequence of ((xn, yn))n≥0. Denote (x, y) its
limit.
Seeing that Γ has a ﬁnite number of edges, G1 has a ﬁnite number of possible supports.
Thus there exists a strictly increasing ψ : N → N, and an element s ∈ SG1 such that
(x′ψ(n), y
′




ψ(n)) =: Cψ(n). To simplify the notations
from now on we refer to this sub-sequence as ((xn, s, yn))n≥0 and we prove that it converges
with respect to the Hausdorﬀ distance.
Denote C = (x, s, y). Observe that d(Cn, C) ≤ max{d(xn, x), d(yn, y)} and the same holds
for d(C,Cn). Thus:
h(C,Cn) ≤ max{d(xn, x), d(yn, y)} ≤ d1((xn, yn), (x, y)),
and so Cn → C when n goes to inﬁnity.
Now we need only to show that the limit is in the right space. First, suppose (Cn)n≥0 ⊂eG1. Since eG1 ⊂ G1, this is only a particular case of the property proved above and thus
the limit C still exists.
If x = y then either C is a cycle and there exists N such that Cn = C for all n ≥ N
(here the equality is understood in terms of subsets of Γ), or C is reduced to a point. In
both cases, we have C ∈ eG1. Suppose x 6= y. If Cn are geodesic paths from xn to yn, then
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C is a geodesical path from x to y. This is easy to see considering the fact that the length
of a path is continuous in its extremities with respect to the distance h. This shows that
( eG1, h) is indeed compact.
To conclude about G1 we use the following property: for all A1, B1, A,B ⊂ Γ, we have:
h(A1 ∪B1, A ∪B) ≤ h(A1, A) + h(B1, B). (4.4)
This property can be easily veriﬁed using the deﬁnition of h.













≤ d(A1, A) + d(B1, B)
By symmetry we also have d(A∪B,A1∪B1) ≤ d(A,A1)+d(B,B1), and so we have (4.4).
Let (Cn)n≥0 ⊂ G1. If for all N ∈ N there exists n ≥ N such that Cn ∈ eG1 then we can
form a sub-sequence (C ′n)n≥0 ⊂ eG1 that converges to C. Since eG1 is compact this implies
C ∈ eG1 ⊂ G1.
Suppose there exists N ∈ N, such that for all n ≥ N , Cn ∈ G1 \ eG1, and re-label this
sub-sequence (Cn)n≥0. For all n there exists γn, a geodesic path from xn to yn, such that
Cn ∪ γn ∈ eG1. Since (xn, yn) → (x, y), there exists a shortest path from x to y, γx,y such
that γn converges to γx,y with respect to the Hausdorﬀ distance (this path can eventually
be reduced to a point when x = y).
Using (4.4), we have that lim
n→∞
Cn ∪ γn = C ∪ γx,y. Since Cn ∪ γn ∈ eG1, ∀n, we have
that C ∪ γ ∈ eG1, and thus C ∈ G1, ending the proof.
Proposition 7. Given Γ, a continuous compact graph with a ﬁnite number of vertices,
for all probability measure ν, M1ν and N 1ν are non empty.
Proof. The fact that the set of minimizers of Uν on eG1 (or G1) is non-empty is an immediate
consequence of Lemma 3 and Lemma 4. As forN 1ν , let x ∈Mν be ﬁxed. eGx1 is by deﬁnition
a closed subset of eG1, and thus compact. Therefore, by Lemma 3, N 1ν is non-empty.
In what follows, we focus our attention on G1, but the results can also be extended to
Gx1 .
4.3 Partition of G1
In order to deﬁne a stochastic process on G1 we start by partitioning the space into open
sets that are homeomorphic to open convex sets of R2. This is the analog of ﬁrst deﬁning
a diﬀusion inside the edges for the quantum graph.




{g ∈ G1, with sg = s}.
For s ∈ SG1 , denote hsi the set of elements of G1 that have s as support:
hsi = {g ∈ G1, with sg = s}. (4.5)
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We denote s¯ the closure of hsi in G1, that can also be described as:
s¯ = {g ∈ G1, g ⊂ s |∀e ∈ s; e ∩ g 6= ∅}. (4.6)
In order to better understand this partition we treat separately the main types of support
and the sets they generate. Also we introduce a collection of homeomorphisms that is
crucial for deﬁning diﬀerential operators.
First, if s is a vertex then hsi = s¯ = s.
Secondly, consider that s is a path that is not a cycle. This case is a little more
complex, so we consider two sub-cases.
Path I If s has one extremal edge, then s has only one edge e. For all g in s¯, deﬁne
fs(g) = (xe(g−), xe(g+)), where g− and g+ are the extremities of g. Since an element
of G1 is determined by its support and extremities, fs : s¯ → Im(fs) is obviously a
bijection. One can easily check that:
Im(fs) = {(x, y) ∈ R2|x ∈ [0, Le], y ∈ [x, Le]}.
Path II If s has two distinct extremal edges, call them e− and e+. Suppose that the
parametrizations xe± are such that for all g ∈ s¯, x−1e± (0) ∈ g, in other words, both
parametrisations go from the interior of each geodesic toward the exterior. This is
without loss of generality, and is used only to simplify notations.
There are situations when for a given support s, we can have points on an extremal
edge such that no elements in s¯ contain them. See for example the point y in Figure
4.2. However, if g ∈ s¯, then for all x ∈ g ∩ e± there exists an element gx ∈ s¯ for
which x is an extremal point.
Figure 4.2: Consider the uniform probability on the vertex set and all edges of length 1.
Here Lse− is the maximal starting point for an element of s¯, deﬁned in Equation (4.7), y is
an example of a point not contained by any element of s¯ and Ls,xe+ is the maximal ending
point for a geodesic starting at x.
Even though there is no orientation, we refer to e− as the starting edge of the
support and to e+ as the ending edge, and for g ∈ s¯, we denote g± the extremity
that corresponds to e± and call it starting point (respectively the ending point). We
deﬁne Lse− as the maximal possible starting point for an element of s¯:
Lse− = max{t ∈ (0, Le− ] | ∃g ∈ s¯, with g− = x−1e− (t)}. (4.7)
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Fixing a starting point can limit the choices of an ending point on the other extremal
edge (see for example x in Figure 4.2), and so we denote Ls,xe+ ∈ [0, Le+ ] the maximal
point that can be an ending point for an element of G1 starting at x and having
s as support (or s \ e+, since we look for elements of s¯). Observe that Ls,xe+ is
non-increasing with respect to x.
For all g ∈ s¯ we deﬁne fs(g) = (xe−(g−), xe+(g+)). Using the above notations we
have:
Im(fs) = {(x, y) ∈ R2|x ∈ [0, Lse− ], y ∈ [0, Ls,xe+ ]}, (4.8)
and since f is injective, we obtain once more a bijection from s¯ to a convex compact
of R2.
Figure 4.3: The image of fs, deﬁned in Equation (4.8), for the support s, represented in
Figure 4.2
Remark 7. For each s, of type Path I and Path II, the associated function fs, is a
local isometry, meaning that ∀x ∈ s¯, ∃ ǫ > 0 such that B s¯ǫ (x) := Bǫ(x) ∩ s¯, the ball
around x of radius ǫ intersected with s¯, is isometric to its image fs(B s¯ǫ (x)) endowed with
the supremum distance. To be more precise, fs|
Bs¯ǫ (x)
is an isometry between (B s¯ǫ (x), h) and
(fs(B s¯ǫ (x)), d∞), where d∞(x, y) = max(|x1 − y1|, |x2 − y2|) is the distance associated to
the inﬁnity norm on R2.
At ﬁrst glance, one might think that fs is an isometry on s¯, and this is accurate for exam-
ple, in the simple case of a graph with edges of same length. However, if we allow edges
of arbitrary lengths it is not necessarily true. We illustrate a counter example in Figure
4.5.
Finally, we consider the case when s is a cycle. Suppose s has m edges, indexed from 1
to m. All elements of hsi, except the cycle itself, either have both extremities on one edge
or they have them on two distinct adjacent edges. In order to describe hsi it is convenient
to consider separately these two cases.
Cycle I For each edge ei ∈ s denote hsii the set of elements of hsi whose extremities are on
ei and s¯i its closure. For all 1 ≤ i ≤ m denote:
Di = {(x, y) ∈ R2|x ∈ [0, Lei ]; y ∈ [x, Lei ]} and Ri = {(x, x) |x ∈ [0, Le]} (4.9)
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We now consider Di/Ri the quotient space obtained by identifying in Di all points
of Ri, endowed with its natural quotient topology. This space is homeomorphic to
s¯i. To see this, we make the convention that the cycle c, (as an element of G1) can
have any of its points c− = c+ ∈ c as both starting and ending point and deﬁne the
following homeomorphism:
fsi : s¯i → Di/Ri fsi(g) = (xei(g−), xei(g+)) (4.10)
We give an illustration of such a function and its image in Figure 4.4. From a
topological point of view, Di/Ri can also be seen as an ellipse.
Figure 4.4: Right side: a geodesic cycle and two elements of s¯1. Left side: The sets D1 and
R1 deﬁned in Equation (4.9). The image of fs1 (deﬁned in Equation (4.10)) corresponds
to the triangle if we identify all points on R1.
Cycle II For all 1 ≤ i < j ≤ m such that ei and ej have a common vertex, we denote hsiij
the subset of elements of hsi that have one extremity on ei (denoted g−) and the
other on ej (denoted g+), and s¯ij its closure. Then, for each such pair (i, j), there
exists a bijection:
fsij : s¯ij → [0, Lei ]× [0, Lej ], deﬁned by fsij(g) = (xei(g−), xej(g+)) (4.11)
with the convention that the complete cycle is considered to have as both starting
and ending point the common vertex of the two edges.
Remark 8. The functions fi,j deﬁned in Cycle II, are local isometries (in the sense
described in Remark 7) between (s¯ij, h) and (Imfij, d∞). This property also holds for fi
deﬁned in Cycle I, but only on the interior of s¯i. Actually d∞ is not deﬁned on Di/Ri,
but we can introduce a corresponding distance. For all x¯, y¯, equivalence classes in the
quotient space Di/Ri, we set:
d¯i(x¯, y¯) = min(d∞(x,Ri) + d∞(y,Ri), d∞(x, y)), (4.12)
where x, y ∈ Di are representatives of their respective classes and of course, d∞(x,Ri) =
inf
y∈Ri
d∞(x, y). Now fi is a local isometry between (s¯i, h) and (Imfi, d¯i)
Remark 9. The functions deﬁned above (in Path I,Path II, Cycle I and Cycle II)
are homeomophisms.
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Figure 4.5: Take s = {[AB], [BC], [CD]} as support and j, g two paths in s¯. Consider
each square side of length 1. We have d(g, j) = 5, d(j, g) = 5.5, and thus h(j, g) = 5.5.
However, fs(g) = (6, 1) and fs(j) = (1, 7) implying:
d∞(fs(g), fs(j)) 6= h(j, g).
This is due to the fact that j+ ∈ [AB] is closer to g− ∈ [CD] than to g+ ∈ [AB] and
thus the (Hausdorﬀ) distance between the two geodesics no longer corresponds to the
maximum of the distances between the extremities belonging to the same edge.
4.3.1 CW-complex structure of G1
The collection of (s¯)s∈SG1 covers all G1, and together with the associated bijections deﬁned
above, it splits it into components homeomophic to convex subsets of R2. Moreover the
intersection of two such components is the empty set, a point or a subset homeomorphic
to a bounded segment of R2. This suggests that G1 can be viewed as a collection of cells
of dimension 2 that are glued together in a continuous way by cells of dimension 1 or 0,
in other words there exists a partition that identiﬁes G1 as a CW-complex. As we will
see in the next section, this approach turns out to be very useful in deﬁning diﬀerential
operators on G1. We give some brief reminders related to this topological notion and the
terminology attached to it.
We call a n dimensional open cell a topological space that is homeomorphic to the
open ball (Bn ⊂ Rn) of dimension n.
Deﬁnition 13. A CW-complex is a Hausdorﬀ space X, together with a partition into
open cells that respects the following conditions:
C. For each cell of dimension n there exists a continuous function f : B¯n → X such
that the restriction of f to the open ball Bn is a homeomorphism to the cell itself
and the image of the boundary of B¯n is included into a ﬁnite number of cells of
dimension less than n.
W. A subset of X is closed if and only if its intersection with the closure of each cell is
closed.
The term CW comes from ’closure ﬁnite’ (that refers to the condition C.) and ’weak
topology’ (refers to W.).
We will now partition G1 into open cells corresponding to the condition C.. This par-
tition comes naturally from the sets of elements with the same support.
Let s ∈ SG1 be a ﬁxed support that is not a vertex, nor a cycle. Then Imfs, the image
of the corresponding bijection, is homeomorphic to B¯2 and thus so is s¯. We consider the
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interior of s¯, as an open cell of dimension 2. Furthermore, Imfs is a convex polygon in
R
2 (of maximum ﬁve edges), and so its boundary is piecewise C1 and can naturally be
separated into segments. We consider as cells of dimension 1 the image through f−1s of
the open segments corresponding to each edge of the polygon and as cells of dimension 0
the pre-image of all its corners. This implies that the cell, together with the associated
mapping, respects the ﬁrst condition of the deﬁnition. We repeat these procedure for
all such s ∈ SG1 . In Figure 4.6 we illustrate this decomposition for Imfs, represented in
Figure 4.3.
Figure 4.6: Consider s¯, the subset generated by the support s represented in Figure 4.2.
This illustrates the partitioning of s¯ into cells, through the image of the associate bijection
fs. For example, f−1s (C2) is a cell of dimension 2 in G1.
Let s ∈ SG1 be a cycle. First, we place ourselves in the framework considered in Cycle
II. The subsets s¯ij, corresponding to elements of s¯ that have ei and ej as extremal edges,
are homeomorphic to rectangles. Thus we can use the same procedure of constructing
cells through the associated functions fsij : the pre-image of each rectangle’s interior is a
cell of dimension 2, the pre-image of open segments forming the sides are cells of dimen-
sion 1, and corners form cells of dimension 0.
Secondly, consider the closure of each subset of elements that have both extremities on the
same edge, s¯i deﬁned in Cycle I. This set is homeomorphic to an ellipse (or to a triangle
where the points of one side are identiﬁed, see Figure 4.4) and thus its interior forms a
cell of dimension 2. Its borders f−1si ({0} × (0, Lei)) and f−1si ((0, Lei) × {Lei}) form cells
of dimension 1. {s}, where s is the element of G1 corresponding to the complete cycle,
and f−1si ({(0, Lei)}) are the border of the cells of dimension 1 and form cells of dimension 0.
Denote C i the set of cells of dimension i, for i ∈ {0, 1, 2}. Since hsi are by deﬁnition
disjoints, all considered open cells of dimension 2 are also disjoint. However, for the cells
of dimension 1 it is important to notice that if they intersect they are actually equal.
From a topological point of view, G1 can be seen as a collection of polygons and ellipses
of R2 glued together, in the sense that points corresponding to same elements of G1 are
identiﬁed. To give a better intuition of how the cells are glued together we illustrate a
ﬁrst example in Figure 4.7 and another one later on, in Figure 4.9.
Let C be a cell of dimension 2. Then C is either generated by a non cyclic support
s, or by one subset of a cyclic support of the form hsii, hsii,j, meaning that C = h˚si (or
C = h˚sii, respectively C = h˚siij). From now on the mapping associated to s¯ (respectively
s¯i or s¯i,j) is also associated to C¯ and thus sometimes referred to as fC¯ , and its restriction
fs¯|C will sometimes be referred to simply as fC .
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Figure 4.7: Left side: consider a triangle graph, A,B,C its vertices and denote:
[AB], [BC], [AC] its edges. For each edge e, denote s¯e the closure of the set of elements
having e as support and fe the associated function deﬁned in Path I. Each element of
G1 and its image have the same label. Middle: representation of f[AB](s¯[AB]). Right: the
corresponding images of s¯[AB], s¯[BC] and s¯[AC], glued in an appropriate way.
4.4 Diﬀerential Operators and Markov Generator
On each cell C ∈ C2, we can deﬁne diﬀerential operators in a natural way using the
associated mapping fC .
Deﬁnition 14. Let C ∈ C2 be a cell of dimension 2 and fC the associated mapping. For
0 ≤ k ≤ ∞, we denote Ck(C) the set of functions F : C → R, such that F ◦f−1C : ImfC →
R is in Ck(ImfC). Furthermore, for all F ∈ C1(C) we deﬁne
▽F = (∂−F, ∂+F )T ,
where:
∂−F (g) = ∂xF ◦ f−1C |f(g) and ∂+F (g) = ∂yF ◦ f−1C |f(g).
Second order operators are deﬁned now in an iterative way and we denote:
∆F = ∂2−F + ∂2+F. (4.13)
Remark 10. If the closure of C does not contain a cycle, this deﬁnition can be extended to
C¯ in a straightforward way, using the extended mapping fC¯. Otherwise it can be extended
only to C¯ \ {c}, where c is the unique cycle contained in C¯. Furthermore for all C ∈ C2
and all C1 ∈ C1 such that C1 ⊂ C¯, we say that a function is of class Ck on C ∪ C1 if the
restriction of F ◦ f−1
C¯
to C ∪ C1 is of class Ck(respectively the restriction to C \ {c}).
4.4.1 Diﬀusion process inside a cell
For any cell C of dimension 2 and any function b : C → R we can introduce a local second
order Markov generator deﬁned on C by:
∀F ∈ C2(C), LbF (x) = hb(x),▽F (x)i+∆F (x),
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If b is bounded and Lebesgue-measurable (with respect to the σ-algebra generated by
the Lebesgue measure over the cell), this uniquely deﬁnes (in the weak sense) a diﬀusion
process on C, up to the ﬁrst time it hits the boundary of C.
We call a Brownian motion on C, a Markov process generated by:
∀F ∈ C2(C) LF (x) = 1
2
∆F (x).
The deﬁnition of diﬀerential operators on C entails that this process can be seen as
the image through the inverse mapping f−1C of a classical Brownian motion on ImfC ⊂ R2,
started at a point x0 ∈ ImfC . The fact that fC is a local isometry between (C, h) and
(Imf, d∞), implies that for g ∈ C, seen as (g−, sg, g+) for time t small enough, a Brownian
motion started at g can be seen as (B−(s), sg, B+(s))0≤s≤t where (B±(s))0≤s≤t are two
independent Brownian motions on Γ, started at g±.
Taking b(g) of the form βt▽Uν |C (g), where βt is a continuous function that represents
the temperature schedule and Uν |C is the restriction of Uν to C, we obtain a family of
Markov generators associated to an extension of the classical simulated annealing on C.
Once more, we place ourselves in a case where ▽Uν cannot be explicitly evaluated
but we have access to (Yn)n≥0 a sequence of independent random variables distributed
according to ν. To overcome this issue we use the same homogenization technique as in
Chapter 2. Replacing the probability measure ν by the Dirac measure on a vertex, for all
y ∈ V , we deﬁne:
Uy : G1 → R+, Uy(x) = d2(y, x) ∀x ∈ G1
Remark 11. For all y ∈ V , Uy is continuous with respect to the Hausdorﬀ distance on
G1. Furthermore, for each C ∈ C2, its restriction to C is piecewise C∞. We give an
example of points on which ▽Uy is not well deﬁned in Figure 4.8. On such points we set
▽Uy = 0. This choice is somehow arbitrary has no signiﬁcance in the sequel.
Figure 4.8: We use the same notations as in Figure 4.7. The length of each edge is 1.
On the left side we have an example of an element j on which both partial derivatives of
Uy are not well deﬁned. j has both extremities at equal distance from y, and so, moving
one extremity towards the interior of j leaves Uy constant, moving it towards the exterior
decrease it. On the left-hand side, we have the image of elements of G1 that have [AB] as
support. The red line represents the image of points on which ▽Uy is not well deﬁned.
Following the same roadmap as before, let αt : R+ → R+ be a continuous function
that represents the rate at which we use the sequence (Yn)n≥0.
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Given two positive continuous functions αt, βt ≥ 0, for all F deﬁned on C×V such that
for all y ∈ V , we have F (·, y) ∈ C2(C) we deﬁne the inhomogenuous family of generators
(LCt )t≥0 :
LCt F (x, y) = −βth▽Uy(x),▽xF (x, y)i+∆xF (x, y)+αt
Z
V
F (x, y)−F (x, y′)dν(y′), (4.14)
where ▽x and ∆x represent diﬀerential operators with respect to x, introduced in Deﬁni-
tion 14 and Equation (4.13), applied to F (·, y), for a ﬁxed y. Once more, this family of
generators uniquely deﬁnes (in the weak sense) a Markov Process (Xt, Yt) on C × V , up
to the ﬁrst time Xt hits the boundary of C. The dynamic of the ﬁrst component, up to
this time, is driven by a standard diﬀusion drifted by βt▽xUYt , while Yt acts as a jump
process over the set of vertices.
4.4.2 Boundary conditions
In order to deﬁne a global operator on G1, we ﬁrst need to deﬁne the behavior of the
underlying process (Xt)t≥0 when it hits the boundary of a cell of dimension 2.
Let C1 be a cell of dimension 1 and denote SC1 the set of cells C ∈ C2 such that
C1 ∩ C 6= ∅.
Deﬁnition 15. For all F : C ∪C1 → R, of class C1, for all g in C1, we deﬁne the normal
















is the normal derivative
on R2 with respect to the border of ImfC.
Given the regularity of fC¯(C
1) (as a curve in R2), the normal vector to fC¯(C
1) is
always well deﬁned in R2.
Figure 4.9: As before if A,B are vertices [AB] represents an edge, the label of an element
of G1 is used also for its image and γx,y is a geodesic path form x to y. We also use the
notations introduced in Sub-section 4.3.
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Consider a probability measure PC1 on C
2 such that PC1(C) > 0 if and only if C ∈ SC1 .
Let F : G1 → R be such that for all C1 ∈ C1 and all C ∈ SC1 , the restriction of F to





F (g) = 0 ∀g ∈ C1. (4.16)
Imposing this condition on the functions included in the generator’s domain, deter-
mines the probability that the diﬀusion process, when in C1 enters a given neighboring
cell C. One can make here an analogy with the Newman conditions on the quantum
graph, that determine the behavior of a diﬀusion when hitting a vertex. For example, a
natural choice for this probability, in the case of a continuous graph, corresponds to the
uniform probability among the adjacent edges.
To provide a better intuition on the eﬀects of this condition, consider for example, the
case represented in Figure 4.9. Using the same notations, an element of C1 is a geodesic
having one extremity on [AB] and the other at C. There are only two cells of dimension 2
whose closure intersect C1: the cells generated by s¯ and r¯ (i.e. the interior of hsi and hri,
deﬁned in Equation (4.5)), call them Cs and Cr. Setting PC1(Cs) = p and PC1(Cr) = 1−p
entails that when one extremity of the process reaches the vertex C while the other is on
the edge [AB], the ﬁrst extremity will enter (BC) (the interior of the edge corresponding
to s) with probability p and will go towards D with probability 1− p. The choice is done,
of course, independently of the direction the process came from. This is the analog of
what happens when a diﬀusion, deﬁned on the quantum graph, hits a vertex. However,
one should not forget that in the case of a process evolving on G1 we might have some
naturally forbidden directions. This can happen when one extremity hits a vertex, but
also on the interior of an edge. See for example Figure 4.10.
Figure 4.10: Consider that all lengths are 1. On the left hand side we have an example of
a forbidden direction for one extremity when it hits a vertex and on the right hand side a
forbidden direction for an extremity on the interior of an edge. In both cases the element
of G1 cannot expand itself in the forbidden direction because such a move would result in
a path that is not geodesic and cannot be completed to form a geodesic cycle.
Let c ∈ G1 be a cycle and let x ∈ c. For ǫ > 0 denote cxǫ the element of G1 obtained
by removing from the cycle the ball of radius ǫ and center x:
cxǫ = c \Bǫ(x).
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Let s be the support of c and F a function, F : s¯→ R. We say that F is x-diﬀerentiable
at c if the following limit exists and it is ﬁnite:
lim
ǫ→0
F (cxǫ )− F (c)
ǫ .
If the limit exists and is ﬁnite we denote it DxF (c). Let µc be a probability measure on
c and pc a probability measure on the set of edges such that pc(e) > 0 if and only if e
is in the support of c. Let F be a function deﬁned on G1. We introduce the following





DxF (c)µc(dx) = 0. (4.17)
Denote Dx the set of functions F deﬁned on G1 such that:
Reg F is continuous on G1.
For all cells C in C2, the restriction of F to C is C2.
For all C1 such that C1 ∩ C¯ 6= ∅ the restriction of F to C ∪ C1 is in C1(C ∪ C1).
For all cycles c, and all x ∈ c, F is x-diﬀerentiable.






1/|SC1 | if C ∈ SC1
0 otherwise.
Bc0 The boundary condition given by (4.17) holds for the following collection of proba-
bilities: for each cycle c, we choose µc as the uniform continuous distribution on c





Le/|c| if e ∈ sc
0 otherwise.
where Le is the length of each edge e and |c| = Pe∈sc Le is the length of the cycle.
4.4.3 Markov processes on G1
We denote D the set of functions F : G1 × V such that for all y ∈ V, F (·, y) ∈ Dx. We
introduce the following global operator ∀F ∈ D, ∀g ∈ G1:
Lt[F ](g, y) = LCt [F|C ](g, y) if g ∈ C for some C ∈ C2. (4.18)
Conjecture 1. The martingale problem associated to the family of generators (Lt)t≥0 :
D → C(G1) is well-posed.
This means that for all initial law m0, there exists a weakly unique process (Xt, Yt)t≥0,
distributed according to m0 at time 0, such that, for all F in D, the real valued stochastic
process deﬁned by:
∀t ≥ 0 MFt = F (Xt, Yt)− F (X0, Y0) +
Z t
0
Lu(F )(Xu, Yu)du (4.19)
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is a martingale.
A possible way of proving Conjecture 1, would be to adapt to G1 the proof of Freidlin
and Wentzell provided for the case of a quantum graph [64]. The part concerning the
existence of the process inside the cells, is based on the Hille-Yoshida theorem, and its
adaptation to G1 should pose no problem, since it can be reduced to the existence on
a diﬀusion inside a subset of R2. The second part, concerning the transition of the
process from one edge to the other, is dealt with using properties of partial diﬀerential
equations with boundary conditions and thus adapting this part would require a more
careful inspection.
Indeed, the main diﬃculty in rigorously describing the behavior of a diﬀusion on a
CW-complex (whether we are talking about a quantum graph or the space G1) comes
from the fact that a standard real Brownian motion hits 0 inﬁnitely many times in any
time interval of the form [0, t), t > 0. In our framework this translates into the fact that
once the diﬀusion hits a cell of dimension 1 it will return to it inﬁnitely many times in
any small interval of time. A way to bypass this is to use excursions for the construction
of the Brownian motion. Revuz and Yor give details about such a construction in []. An
excursion can be seen as the path of a Brownian motion between two consecutive times it
hits 0. Roughly, the idea of the construction is to generate an inﬁnite (countable) number
of excursions using a Poisson point process and then to join them together according to
properties of local time. Excursions of length larger than ε > 0 are concatenated and
then the limit is taken when ε goes to zero.
Let us make a few comments on the generators domain. The condition Reg, ensures
that the generator is well deﬁned for all functions in its domain. Heuristically the condition
Bc1 ensures that, when the process hits a cell of dimension one, it instantly reﬂects on
any of the neighboring cells of dimension 2 with equal probability. This is the equivalent of
the reﬂection of the diﬀusion deﬁned in Section 2.3.1, on a quantum graph, when it hits a
vertex. As for the boundary condition regarding cycles, Bc0, the intuitive interpretation
is the following: when the process Xt is equal to a cycle c, then it instantly chooses a
separation point, uniformly among all x ∈ c.
Brownian Motion
Before passing on to the next section, we introduce a particular diﬀusion process on G1,
namely the Brownian motion. This is useful for describing the dynamic of the Markov
process (Xt, Yt) and for underlining the similarities with the classical simulated annealing.
Deﬁnition 16. We call a Brownian motion on G1 the Markov process associated to in-
ﬁnitesimal generator L deﬁned on Dx by:
∀F ∈ Dx, L[F ](g) = 12∆F (g) ∀g ∈ C with C ∈ C
2. (4.20)
The existence and uniqueness in law of such a process is also given by Conjecture 1,
since it can be seen as the ﬁrst component of the Markov process generated by (Lt)t≥0,
when the two auxiliary functions αt and βt are null.
Inside a cell C ∈ C2 a Brownian motion acts as the image of a standard Brownian motion
on a polygon of R2 through the inverse of the associated mapping fC and on a border of
a cell it adopts the behavior prescribed by Bc1 and Bc0.
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4.5 Convergence Statement
We introduce the notation mt to refer to the distribution of the couple (Xt, Yt) at time t,
and we deﬁne nt as the marginal distribution of Xt. In the following, we will also need to
deal with the conditional distribution of Yt given the position Xt in ΓG. We will refer to
this probability distribution as mt(y|x). To sum up, we have:
L (Xt, Yt) = mt with nt(x)dx =
Z
V
mt(x, y)dy and mt(y |x) := P[Y = y |Xt = x].
(4.21)
We want to introduce the Gibbs measures with potential Uν . In order to do that, we
ﬁrst need to introduce integrals on G1. This is done in a natural way, through the set of
homeomorphisms introduced in Section 4.3.
Deﬁnition 17. Let C be a cell of dimension 2, fC its associated homeomorphism and
A ⊂ C. We say that a function F : C → R is integrable on A if and only if F ◦ f−1C is so





F ◦ f−1C (x) dx.
To extend this deﬁnition to a subsetA of G1, (not necessarily included in a cell of dimension










F (g)dg, otherwise. (4.22)
We now have everything we need to introduce the Gibbs measure with potential Uν and








It is well known that, as β goes to inﬁnity, this measure concentrates on the set of
global minima of Uν . This is why the classical simulated annealing procedure is based
on the construction of an inhomogeneous Markov process whose law will get ’close’ to
µβt , the Gibbs ﬁeld with inverse temperature schedule βt → +∞, as t goes to inﬁnity
(see for example [73] or [77]). Since our algorithm is a homogenizes simulated annealing,
seems natural to study the convergence of the process by measuring the gap between its











The Csiszár-Kullback-Pinsker inequality ensures that the relative entropy is a good way
of measuring the distance between two probabilities measures (see [46, 91, 112]), since it
provides an upper bound on the total variation distance dTV :
dTV (nt, µβt) ≤
q
2Jt.
This in particular implies that if Jt goes to zero, then Xt converges in probability to the
set of minimums of Uν . To be more exact, one can prove (see Corollary 1 in Chapter 2)
that for any neighborhood N of Mν :
lim
t−→+∞
P[Xt ∈ N ] = 1.
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Let β,α : R+ → R∗+ be two functions such that:
αt = a(t+ 1) and βt = b log(t+ 1) with a, b > 0 (4.24)
Conjecture 2. There exists b > 0 such that if αt and βt are deﬁned by (4.24), then the
relative entropy Jt goes to zero.
The space G1 can also be seen as a generalization of the initial space ΓG, since the
metric graph ΓG is a CW-complex of dimension 1 and G1 is a CW-complex of dimension
2. It is thus reasonable to expect the methods applied in Chapter 2, for the study of
a homogenized simulated annealing on a quantum graph, to be adaptable to this new
setting.
Suppose that the logarithmic Sobolev inequality holds for µβt and that the distribu-
tion mt of the process (Xt, Yt) is smooth enough. Then, we can follow the same roadmap
as the one described in Section 2.10.1 in order to obtain a diﬀerential inequality for Jt
and prove its convergence towards 0. Of course, the computations need to be adapted,
but generally this should not be problematic. Terms that might require a more careful
treatment are the ones involving an integration by parts and thus, implicitly the border
condition Bc0.
As for the logarithmic Sobolev inequality, Section 2.8 provides an extension to quantum
graphs, of the proof given by [77] for smooth compact manifolds. Except for the ordinary
Sobolev inequality for µ0 (see Lemma 1 ), none of the intermediate results use in a decisive
way the dimension of ΓG and thus can be adapted in a rather straightforward way to G1.
In order to obtain the ordinary Sobolev inequality in Lemma 1, we use the fact that for a
real segment I, the Sobolev space W 1,p(I) is continuously embedded in L∞(I) (see, e.g.,
[39]). This property is not necessarily true for a compact subset of R2 and thus we need
to ﬁnd another way of proving that there exist p, Cp > 0 such that for all µ0-measurable
functions F we have:
kF − hF i0k2p,µ0 ≤ CpE0(F, F ),
where µ0 is the normalized Lebesgue measure and E0 is the Dirichlet form associated with
the Laplacian, E0(F, F ) =
Z
G1
|∇F (g)|dg. In [77] the authors suppose that there exists
p ∈ (2,+∞) such that this preliminary Sobolev inequality holds, but they only provide
the existence of such a constant for compact connected Riemanian manifolds of dimension
strictly larger than 2.
4.6 Algorithm
We will now give a more detailed description of the evolution of the process (Xt, Yt)t≥0
and propose an algorithm for estimating a ﬁrst principal component of G1.
4.6.1 Homogenized simulated annealing over G1
Given a continuous function αt, as in Chapter 2, we introduce (Nαt )t≥0, an inhomogeneous
Poisson process over R+ with intensity α. We remind the reader that Nα can be repre-
sented through a homogeneous Poisson process H of intensity 1 using the relationship:





Given (Yn)n∈N a sequence of independent random variables distributed according to ν,
the dynamic of the process (Xt, Yt)t≥0 can be roughly described as follows: Yt = YNαt and
between two jumping times Tk and Tk+1 of the Poisson process Nt, the Xt component
acts as a Brownian motion on G1 drifted by ▽UYk .
At each time t, Xt is determined by its extremities and its support and thus can be
written as: (x−(t), sX(t), x+(t)). The Markovian dynamic acts in a direct way only on
the extremities of Xt and the evolution of the support is determined by the evolution
of the extremities. Moreover, while a process moves inside a cell of dimension 2, its
support is constant. This means that the support of (Xt)t>0, seen as function of time
sX : [0,+∞) → SG1 , is piecewise constant. The same is true for the support of the
Brownian motion.
Considering these facts, we make a slight abuse and denote dXt = (dx−(t), dx+(t))T
(instead of dXt = (dx−(t), dsX(t), dx+(t))T , since dsX(t) = 0 a.e., because sX is piecewise
constant), where dx±(t) are deﬁned inside the edges (and thus almost everywhere) in a
natural way using the parametrization (xe)e∈E and as 0 elsewhere (namely on the vertex
set). Using the same convention for the Brownian increment dBt, informally, given the





dXt = −βt∇UYt(Xt)dt+ dBt.
(4.25)
Following the Remark 11, one can see that for all y ∈ V , ▽Uy is well deﬁned and continuous
a.e.. We remind the reader that on the boundary and on the points where the directional
derivatives are not well deﬁned, we consider ▽Uy(x) = 0.
Algorithm 8: Homogenized Simulated Annealing over G1
Data: Function U . Increasing inverse temperature (βt)t≥0. Intensity (αt)t≥0
1 Initialization: Pick X0 ∈ G1. ;
2 T0 = 0 ;
3 for k = 0 . . .+∞ do
4 while Nαt = k do
5 Xt evolves as a Brownian motion drifted by ▽UYk , relatively to the
structure of G1, initialized at X−Tk .
6 end
7 Tk+1 := inf{t : Nαt = k + 1};
8 At time t = Tk+1, draw Yk+1 = YNαt according to ν.
9 end
10 Output: limt−→+∞Xt.
A ﬁrst remark regarding Algorithm 8 is that as k goes to inﬁnity, the gap between
Tk and Tk+1 goes to 0, and thus we can consider it as a Euler explicit discretization of
Equation (4.25). The evolution in line 5 can be simulated in two steps:
Br The extremities are perturbed using two independent normal variables of variance
Tk+1−Tk, and eventually a random choice of a next edge when an extremity crosses
a vertex. Furthermore, if X−Tk is a cycle, we choose uniformly a separation point and
split the geodesic, on that point, by cutting out around it a piece of size distributed
according to a normal random variable.
Dr If needed, the extremities are moved closer to Yk, reducing the distance by a pro-
portion of βTk(Tk+1− Tk). An extremity approaches Yk if and only if there exists a
shortest path from Yk to the geodesic itself that passes through it.
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We give a brief explanation for why Br is a valid procedure for simulating a Brownian
motion on G1. We know that the evolution of a Brownian motion in R2 is given by the evo-
lution of two independent Brownian motions on R (each corresponding to one extremity).
We have seen in Sub-section 4.4 that the Brownian motion inside a cell C of dimension 2
is the pre-image of a Brownian motion on a compact of R2. This in particular means, that
while in a cell of dimension 2, its evolution can be described by two independent Brown-
ian motions on Γ. As seen before, inside an edge such a process can be simulated with a
random Gaussian variable. When one of the two extremities reaches a vertex, it chooses
with uniform probability, one of the permitted adjacent edges, such that the process
stays in G1 (see an example of forbidden edges for an extremity in Figure 4.10). The last
part of Br translates the eﬀects of the condition Bc0 imposed on the generator’s domain.
As before, the simulation of the process (Yt)t≥0 is straightforward, since its construction
relies only on a Poisson process and independent realizations of ν. We recall that between
two jumping times Tk and Tk+1 the process Yt is constant (and equal to Yk), and (Xt)t≥0
is drifted by ▽UYk . Indeed, as mentioned in Dr, the eﬀect of this drift is translated by
an attraction of an extremity towards Yk if and only if there exists a shortest path from
Yk to the geodesic itself that passes through it.
Of course, each move described in Br+ Dr, needs to be conditioned on keeping the
process in G1. Verifying if a non-geodesic path can be completed by a geodesic one to form
a geodesic cycle, namely checking if an element is in G1 \ eG1, has no cheap formulation in
terms of computational cost. However, it is rather easy to conﬁrm that a given path g is
indeed a geodesic:
g = (x, s, y) is a geodesic ⇐⇒ d(x, y) = |g|,
where x, y are extremities of g, s its support and |g| its length. This is why we have
started by implementing an algorithm (described in Algorithm 9) that ﬁnds the minimum
of Uν over the set of geodesic paths of Γ. The implementation and practical testing of
Algorithm 8 is not treated here and is the subject of a future project.
4.6.2 Simulated annealing over the set of geodesic paths
The restriction of the initial process to the space of geodesic paths can be rigorously
deﬁned using the objects developed in Section 4.4 on G1, by changing the generators
domain. Condition Bc0 is no longer needed, since we have excluded the cycles, and the
Neumann conditions Bc1 can be adapted to reﬂect the process when it hits a boundary
of the set of geodesic paths.
Algorithm 9 does not correspond entirely to the dynamic imposed by Equation (4.25),
since it separates the drifting part of the process from the Brownian perturbation. How-
ever, following the same remarks as in Section 2.2 we consider it as a natural Euler explicit
discretization of our Markov evolution: for a large value of k, the average gap between
two jumping times Tk to Tk+1 is approximately α−1Tk −→ 0 as k −→ +∞. On this short
time interval, the process Yt is constant (and equal to Yk), and the drift term in Equa-
tion (4.25) is proportional to the gradient of the squared distance between XTk and Yk.
We have seen that the eﬀect of this drift is translated by an attraction of an extremity
towards Yk if and only if there exists a shortest path from Yk to the geodesic itself that
passes through it. This condition is veriﬁed at each jump in line 10, and when needed,
the attraction on each extremity is approximated by our vector
−−−→
x±Yk, multiplied by βTk ,
leading to Equation (4.26).
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Between two jumping times Xt evolves as a Brownian motion over the set of geodesic
paths (line 5). This evolution can be simulated as described in the ﬁrst part of Br,
keeping in mind that the process Xt is reﬂected every time it is no longer a geodesic and
will never become a cycle. Figure 4.11 proposes a schematic evolution of (Xt, Yt)t≥0 over
a simple graph ΓG with ﬁve nodes.
Algorithm 9: Homogenized Simulated Annealing over the set of geodesic paths.
Data: Function U . Increasing inverse temperature (βt)t≥0. Intensity (αt)t≥0
1 Initialization: Pick X0 ∈ Γ. ;
2 T0 = 0 ;
3 for k = 0 . . .+∞ do
4 while Nαt = k do
5 Xt evolves as a Brownian motion relatively to the structure of the space
of geodesic paths, initialized at X−Tk .
6 end
7 Tk+1 := inf{t : Nαt = k + 1};
8 At time t = Tk+1, draw Yk+1 = YNαt according to ν.
9 If needed, the process Xt jumps from X−t towards Yk+1:
10 if d(x±(t),Yk+1) = d(Xt,Yk+1) then
11
x±(t) = x±(t)− + βtα−1t
−−−−−−−−−−−−→
x±(t)Yk+1 , (4.26)
where x−(t) and x+(t) represent the extremities of Xt and
−−−−−−→
x±(t)YNαt
represents the shortest path from x±(t) to Yk+1 in ΓG.
12 else






The ﬁrst part of this subsection contains some practical insights on the implementation of
the Algorithm 9. The second part presents the results obtained when testing our method
on a toy graph and on a Facebook subgraph of 500 nodes. Improving the results and
testing the algorithm on larger graphs is a current project.
Practical Insights
We have already seen in Section 2.4 that the algorithmic complexity of numerical strategies
dealing with graphs can be problematic. Optimizing a function over G1 is naturally even
more demanding than optimizing over the corresponding quantum graph, since the state
space is ’larger’.
Although we are no longer in the same framework as in Section 2.4, the implementa-
tion of the corresponding algorithms have some similar aspects on which we will insist less.
Following Remark 6, an element of G1 is determined by its extremities and its support
and thus encoded as a list that contains two points on Γ (its extremities) and a list of
edges (its support). We then simulate the evolution of the process (Xt, Yt) using the
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Figure 4.11: Schematic evolution of the Homogenized S.A. described in Algorithm 5.





) towards YT1 . The geodesic is driven by a Brownian motion during T2−T1. A
second node YT2 , is then sampled according to ν and the coordinate X+ jumps towards
it. We can see that each time an extremity of X jumps if and only if there is a shortest
path from X to Y passing through it.
procedures described in sub-section 4.6.
Parameter tuning. There are three main parameters that need to be taken into ac-
count. The ﬁrst two are the temperature schedule βt and the Poisson intensity αt, that
come from the algorithm’s theoretical formulation. The third one is not explicit in Al-
gorithm 9, but occurs naturally in practical computations, namely the stopping time.
Once more, we denote these parameters :β⋆t , α⋆t and T ⋆max. In what follows we propose an
empirical set of parameters that will be used later on as reference.
Temperature Schedule. We remain in the classical bounds of the simulated an-
nealing and ﬁx a temperature schedule of the order b log(t + 1), where b is a positive
constant. From a theoretical point of view, b should be smaller than 1/c⋆(Uν), where
c⋆(Uν) is the maximal depth not containing a ﬁxed global minimum of Uν . More details
about this constant are presented in Section 2.2.3. However, in practice, this is diﬃcult





Maximal time. Minimizing over the set of a graph’s geodesics is obviously more
complex than minimizing over the graph itself. Intuitively, the diﬃculty of this problem
is inﬂuenced by the size of the graph (number of nodes), but even more so, by the number
of edges. This is why we set:
T ⋆max = 100 + 0.1max{N, |E|}, (4.27)
where N represents the number of nodes and |E| the number of edges.
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Poisson intensity. We apply the same principles as in Section 2.4, namely, we use
a linear growth and set α⋆t = λ(1 + t), with λ > 0. The constant λ is chosen in order to
generate a reasonably large amount of observations Yk towards the end of the algorithm.
To be more precise we can control the expected number of used observations between
T ⋆max and T
⋆
max − 1 (denoted S⋆) through out the choice of λ. We deﬁne thus:
λ⋆ = 2S
⋆
2T ⋆max + 1
with S⋆ = 1000.
Numerical Results
We start by showing some results corresponding to diﬀerent sets of parameters on a
toy graph, represented in Figure 4.12. This graph is simple enough to facilitate the
visualization of ﬁrst principal components. Moreover they are all geodesic paths and thus
the use of Algorithm 9 is appropriate. Also we can explicitly compute the energy barrier
one needs to breach to go from a ﬁxed global minimum to any local (or global) minimum
c⋆(Uν) = 1/12.
Figure 4.12: Consider that all lengths are 1 and a uniform probability over the vertex set.
In red we have an example of a minimizing geodesic formed by the unique geodesic path
that connects node 8 to node 9 denoted γ8,9. Using this notation, the set of ﬁrst principal
components of the graph is: M1ν = {γ5,8, γ5,12, γ8,9, γ9,12}
Since Uν is a decreasing function, in the sense that A ⊂ B implies Uν(A) ≥ B, an easy
step to improve the results of the algorithm is to take the longest geodesic in the last 10%
of the iterations.
Tmax S β Error
0.5 T ⋆max 1 S
⋆ 1 β⋆ 36
1 T ⋆max 0.5 S
⋆ 1 β⋆ 16
1 T ⋆max 1 S
⋆ 1 β⋆ 9
2 T ⋆max 1 S
⋆ 1 β⋆ 2
2 T ⋆max 2 S
⋆ 2 β⋆ 0
Table 4.1: Experiments on the graph represented in Figure 4.12, while varying the pa-
rameters.
We consider that the algorithm returns a valid geodesic g if the value of Uν(g) ≤
minUν + 1/24. This in particular implies that g has the right support and that its
extremities are not far from the end of the edge. We repeat the experiments 100 times for
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each parameter set. The Error column in Table 4.1 represents the number of non-valid
geodesics (out of a 100) returned by the algorithm.
Facebook subgraph We tested also our algorithm on the Facebook sub-graph of 500
nodes and 4337 edges represented in Figure 4.13 (the same sub-graph was also used
in Section 2.4). The representations of graphs in this sub-section are made using the
Cytoscape software, and are not a result of our algorithm. Once more, all edges are of
length 1 and we consider the uniform probability on the vertex set. This sub-graph, being
formed of two clearly distinctive clusters is somehow particular and has a lot of geodesics
that minimize Uν . Here we consider g to be a valid geodesic if Uν(g) < minUν + 2/500.
This value ensures that the geodesic has a good support (the support of a minimizer).
We present the results obtained for diﬀerent sets of parameters in Table 4.2, where the
Error column represents the number of geodesics that are not valid out of a 100.
Figure 4.13: The nodes that are represented in red above each cluster are connected to
all other nodes in their respective clusters. There are 4 shortest paths that connect these
two nodes (also represented in red). Thus, a minimizing geodesic for Uν is obtained by
attaching at each extremity of one of these four paths an edge such that the obtained path
is still a geodesic. The nodes we choose as extremal nodes for a ﬁrst principal component
in this case are not important. What matters is the ’core’ of ﬁrst principal components,
namely the paths represented in red.
Tmax S β Error Av. Time
T�max S� β� 14 3.38 s
2T�max S� β� 7 6.49 s
T�max 2 S� β� 15 6.30 s
T�max S� 2β� 1 3.42 s
T�max S� 4β� 10 3.32 s
2T�max 2 S� 2β� 1 13.41 s
Table 4.2: Experiments on the graph represented in Figure 4.13, while varying the pa-
rameters. The maximal time is chosen as T�max = 100 + 0.1N .
We can see that, as expected, increasing the maximal time improves the performance
of the algorithm but also increases the computational time. However, we observe that
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increasing the number of observations in this case is not very productive since it increases
the computational time and has no real impact on the success rate. Doubling the value
of the temperature schedule β seems to improve the performance, since it has the eﬀect
of accelerating the convergence. Nonetheless, increasing it to much can back ﬁre, since
the algorithm might get stuck in local minimums (one can observe that the performance
decreases from 2β⋆ to 4β⋆).
Concluding remarks. The work presented in this chapter is a work in progress. From
a theoretical point of view, Conjectures 1 and 2 need to be proved. From the simulation
point of view, we still need to test Algorithm 8 on larger graphs. Performing more tests in
a general manner could help us adjust the parameters in order to increase the performance.









In this chapter we propose a modiﬁed version of the simulated annealing algorithm for
solving a stochastic global optimization problem. More precisely, we address the problem
of ﬁnding a global minimizer of a function with noisy evaluations. We provide a rate of
convergence and its optimized parametrization to ensure a minimal number of evaluations
for a given accuracy and a conﬁdence level close to 1. This work is completed with a set
of numerical experiments and assesses the practical performance both on benchmark test
cases and on real-world examples (motivated by Aircraft Trajectory optimization).
Note to the reader: The work presented in this chapter is a joint work with Clément
Bouttier. It has been submitted for publication to the Journal of Machine Learning
Research.
5.1 Introduction
We are interested in an algorithm that solves the stochastic global optimization problem:
Find x⋆ = argmin
x∈E
Eω(U(x,ω)), (*)
where x is a decision variable belonging to some large space E, ω is a random variable
and U is the cost, a positive and bounded real valued function. We do not make any
assumption on the regularity of U . We only expect it to be rapidly evaluable but not
necessarily immediate: typically, U is the result of some short numerical simulation,
e.g. an industrial aircraft performance computation. We do not make any distribution
assumption for the random inputs ω themselves but only on the outputs U . We assume
U has some robustness property in the sense that, at some point x, it is either inﬁnite for
all ω or bounded uniformly in ω.
This problem is twofold: we must both estimate and minimize the expectation of the cost.
A simple and general approach consists in the minimization of a sample average of Monte





for any given i.i.d. sample (ωi)1≤i≤N of size N distributed according to the distribution
PΩ(x) of ω and for any x ∈ E. Such an estimator consistently estimates Eω(U(x,ω)) for
any given x. Nevertheless, its accuracy is directly linked to N and thus to the compu-
tational eﬀort. One can thus wonder if a computationally eﬃcient procedure using that
estimator can return a solution to the initial problem given a certain level of accuracy ǫ.
131
5.1.1 Previous works: diﬀerent types of algorithms
There were many attempts to solve this stochastic problem across several research com-
munities. We give a brief survey of them in what follows.
When E is ﬁnite and U takes its values in [0, 1], problem (*) is labelled as a "simple regret
bandit optimization problem" by the bandit community. Indeed it can be seen as the
problem of choosing, among a small ﬁnite set of slot machines providing random rewards,
the one with the best expected reward by playing a minimal number of times. This is
not the classical setting of bandit optimization which usually seeks for the "cumulative
regret". As algorithm proposals for the simple regret context often extends cumulative
regret concepts [16], we focus on them ﬁrst. The Upper Conﬁdence Bound (UCB, [18]) al-
gorithm aimed at building sequences of conﬁdence bounds around the estimated expected
cost of each element of the search space. If the space is too large this can be prohibitive.
These were several attempts to bypass this issue by adding some assumptions on the reg-
ularity of the cost function around its optimum. We can mention Hierarchical Optimistic
Optimization (HOO, [40]) algorithm that produced guarantees about the cumulative re-
gret for a continuous Lipschitz cost function with known Lipschitz constant. In the same
framework Stochastic Simultaneous Optimistic Optimization (StoSOO, [102]) algorithm
relaxed this last assumption. Both algorithms were however not very eﬃcient in practice
if the search space is multidimensional. Indeed they still required some uniform explo-
ration of the state space in the ﬁrst phase. This could lead to numerical diﬃculties when
the dimension was growing.
These algorithms could all be viewed as stochastic variations around the classical branch
and bound algorithm [94], which was extensively studied by the optimization community.
We can mention the very popular DIRECT algorithm [86], which is very similar to the
StoSOO procedure.
Finally, let us mention the computer experiment community that introduced another pop-
ular global optimization method for dealing with the stochastic case, the so called Eﬃcient
Global Optimization (EGO, [87]) based on expected improvement. The convergence rate
of this method was already investigated by Bull [41] in a noise-free context. This al-
gorithm focused on minimizing the number of cost evaluations because it considered a
setting where the cost evaluations were very time consuming. As a result, in order to se-
lect each evaluation point, it required a higher computational eﬀort and memory storage
per iteration than other optimization methods. Such a method could therefore turn out
to under-perform in a setting where the computational cost ratio between selection and
evaluation was inverted.
A typical algorithm that was known to perform well in the case of time-cheap cost eval-
uations was the simulated annealing (SA) as mentioned by Locatelli in the Handbook
of Global Optimization edited by [79]: "The latter algorithms (mainly EGO) often out-
perform SA algorithms from the point of view of the number of function evaluations to
reach a given relative accuracy on the standard test functions from [52], but usually re-
quire a higher computational eﬀort per iteration. Typical advantages of SA algorithms
are their very mild memory requirements and the small computational eﬀort per iteration.
If the cost of a function evaluation is very high, then even a considerable computational
eﬀort per iteration may be negligible with respect to the cost of a function evaluation, and
algorithms which require few function evaluations are preferable; otherwise, also the com-
putational eﬀort per iteration should be taken into account, and from this point of view SA
algorithms are often better than other algorithms." This is one of the reason why we have
chosen the simulated annealing for solving the aircraft trajectory optimization problem.
However SA algorithms have been designed and extensively studied in a context where
the exact cost could be observed. We recall below some basic facts in the noiseless case
(Section 5.1.2) and then present the noisy case which is the setting addressed in this
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chapter (Section 5.1.3).
5.1.2 Simulated Annealing without noise
Let E be some ﬁnite search space and J : E → R+ a function that we want to minimize,
called cost thereafter.
Simulated Annealing is a classical global optimization method. It aims at building a
sequence of elements from E whose last element is drawn from a uniform probability law






where Sopt = {x, J(x) = miny∈E J(y)} and card(.) denotes the cardinality of a set. Such
a sampling is of course not straightforward but one can notice that this distribution can
be rewritten in the following form:
















ciently sampled for reasonably low temperatures T ∈ R+ using the Metropolis-Hastings
algorithm [1]. A quite natural attempt is therefore to build a sequence of sequences
obtained using Metropolis-Hastings algorithm for a set of decreasing temperatures. In
particular, at a very low temperature, the Metropolis-Hastings algorithm generates ex-
ploratory moves that are accepted with very low probabilities, which makes it a very bad
sampler. Therefore it is necessary to ﬁrst encourage exploration by using a sampling at
higher temperatures. A lower bound on the temperature at each step ensuring a con-
vergence in probability of the algorithm has been provided by Hajek [73]. At the same
time another proof of convergence using modern semi-group representation of Markov pro-
cesses has been obtained by Holley and Stroock[77]. The obtained bounds are less explicit
but contain information about the convergence rate and the proof scheme is much more
general. We set our work in the continuity of this last work and use similar notations.
5.1.3 Simulated Annealing with noisy evaluations
As mentioned previously, our main interest is to extend such a method of simulated
annealing to the stochastic case:
Find x⋆ = argmin
x∈E
Eω(U(x,ω))
where ω is a random input of a bounded cost function U whose expectation can only
be numerically estimated through Monte Carlo simulations. In other words, we consider
J(.) = Eω(U(.,ω)). This question is not novel and several attempts were made to address
this problem theoretically in the 90’s. [67] were probably the ﬁrst ones to introduce
the notion of simulated annealing with noisy measurements. They assumed an additive
Gaussian noise independent of the evaluation point and gave a suﬃcient condition for
the decrease of the variance σ2k of this noise, to ensure convergence of the algorithm to
the optimal set. Gutjahr and Pﬂug [72] extended the results to distributions that are
more peaked around zero than the Gaussian distribution. Their convergence result can
be stated roughly as follows:
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Theorem 7 (Gutjahr and Pﬂug [72]). Let (Xk)k∈N denote the sequence of states in E
visited by the simulated annealing algorithm with Monte Carlo sampling of the noisy mea-
surements. If:
(i) the convergence conditions from [73] are satisﬁed
(ii) ∃ǫ > 0 such that the standard error of the noise at step k of the algorithm σ2k =
O(k−(2+ǫ))
then ∀x ∈ E, lim
k→+∞
P(Xk = x) = µ⋆(x), where µ⋆ is the uniform distribution on the
global minima of the expected cost.
This result provided a ﬁrst answer to our question about the convergence of the algo-
rithm in the stochastic case. However the convergence statement above did not give any
information about the convergence rate of the algorithm. Following the noise-free proof
of Aarts and Korst [1], Homem-de Mello [78] provided an extension of this statement
to the noisy case with bounded variance and introducing a state dependent noise. He
obtained the same constraint on the decrease of the variance and the same convergence
statement. He also highlighted the need for an extended result concerning the rate of
convergence and for numerical experiments. Indeed on this second point we can mention
the works of Fink [60] and Branke [38] that addressed this issue. Fink [60] made a very
interesting proposition in the framework of Gaussian noise. He proposed to use the noise
of measurement to drive the simulated annealing, i.e., accept a move if the estimated
cost of the proposed solution is lower than the one of the current solution. Using an
analogy with the Glauber acceptance mechanism, which is a symmetric alternative to the
Metropolis-Hasting mechanism [1], he proposed a far more eﬃcient criteria for the vari-
ance decrease, i.e., σk = O(log(k)−2). Unfortunately he only provided a few numerical
examples to validate his statement and a theoretical proof is still missing.
5.1.4 Main contributions
In this chapter we consider a simulated annealing algorithm based on mini-batches of
increasing size. More precisely, at each iteration, the expected cost is estimated by Monte
Carlo sampling of increasing sizes. The estimated cost at step k of the algorithm is
thus bEω(U(xk,ω)) = 1/NkPNki=1 U(xk,ωi), where Nk is an increasing sequence and ωi
are i.i.d. random variables having the same law as ω. The cost can be written also asbEω(U(xk,ω)) = Eω(U(xk,ω)) + ζω(xk), where ζω(xk) is some bounded random variable.
We denote σ2k := Var(ζω(xk)), the variance of post-sampling noise. As it is directly linked
to the number of measurements made during the mini-batch, it can be tuned by the user.
Rate of convergence for all variances of polynomial decay. In the sequel we ﬁrst
show that theoretical guarantees of Theorem 7 can be extended to sub-Gaussian random
variables (e.g., bounded noise distributions) with stronger convergence results for this al-
gorithm. Indeed we show that convergence can be ensured if the number of measurements
is chosen such that σk = O(k−(α/2)) with α > 0, which corresponds to Nk of the order kα.
One can observe that, as opposed to [72], the convergence still holds for α ≤ 2. This is
summarized in Theorem 8.
We derive the rate of convergence of the procedure (Theorem 10) and optimize it
(Corollary 1) with respect to the noisy simulated annealing algorithm parameters in or-
der to provide a minimal total number of measurements at given accuracy and conﬁdence
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requirements. This leads to the optimal value α = 2 for which the number of cost evalua-
tions increases fast enough to ensure almost the same convergence rate as in the noise-free
case. This shows that the convergence rate is limited by the concentration speed of the
Gibbs measure around its modes. According to our concentration result, increasing the
estimation eﬀort cannot increase the performance of the algorithm above this limit. On
the other hand the convergence still holds for a decreased estimation eﬀort (α < 2) as
soon as the cooling schedule is slowed consequently.
Computational cost in the general case. Finally, we derive an upper bound on the
computational time-complexity of our simulated annealing algorithm (with noisy mea-






where C1 is some constant depending on the cost function itself as detailed in Corollary
1. The provided bound exhibit an exponential dependency in 1/ǫ and log (1/δ). This is
comprehensive regarding the generality of the considered problem.
Computational cost in the absence of local minimum. If the function has no local
minimum apart from the global minimum (e.g., a convex function evaluated on a ﬁnite
set) the temperature schedule can be adapted and the computational cost becomes of the





where C2 is a constant detailed in Corollary 2. This second bound increases in a polyno-
mial way with respect to 1/ǫ and log 1/δ. This is a very positive result as it shows that, if
stronger hypotheses on the cost are considered, the noisy simulated annealing algorithm
recovers the polynomial state-of-the-art convergence guaranties instead of an exponential
one. This result is discussed more precisely after Corollary 2.
Numerical experiments. We provide numerical evidence indicating that the numeri-
cally observed requirements by Fink [60], i.e., σk = O(log(k)), do not hold for a Metropolis-
Hastings Acceptance criteria. We apply the noisy simulated annealing on classical non
convex optimization test cases with diﬀerent level of noise. Of course, we also perform a
test on the stochastic aircraft trajectory optimization problem using the industrial aircraft
performance model. The results are provided in the last section of this chapter (Section
5.6).
5.1.5 Outline of the chapter
This chapter is organized as follows. In Section 5.2 we present the noisy simulated algo-
rithm and our main theoretical result. In Sections 5.3, 5.4 and 5.5 we provide the proof
of this statement. More precisely, in Section 5.3 we compute the inﬁnitesimal generator
of the noisy simulated annealing algorithm. In Section 5.4 we compare it to the one
of the noise-free simulated annealing algorithm from [77]. This enables us to derive a
diﬀerential inequality for a L2 distance between the distributions of the two previously
mentioned processes. Integrating by applying Grönwall’s Lemma Section 5.5, we obtain
obtain our convergence result. In the same section, we show how to tune the parameters
135
of the algorithm in order to optimize the performance bound and give the correspond-
ing computational cost. In Section 5.6 we propose some numerical insight on synthetic
experiments and the aircraft trajectory optimization problem.
5.2 Noisy Simulated Annealing algorithm: statement
and convergence result
We ﬁrst present our extended version of the simulated annealing to the stochastic case,
whose pseudo-code can be found in Algorithm 10.
5.2.1 Noisy Simulated Annealing algorithm (NSA)
Algorithm 10: Noisy Simulated Annealing
Data: Neighborhoods structure (Sx)x∈S, Initial guess x0, increasing function
β : R+ → R+, Function t 7→ nt
1 Initialization: Initialize time t0 = 0, β0 = β(t0)
2 for k from 0 to Maximal number of iterations do
3 Draw one solution candidate: extk ∈ Sxtk according to q0(xk, ·)
4 Draw Ntk ∼ Poisson(ntk) + 1
5 Draw 2Ntk simulation conditions independently:
(ωk1 , ...,ωkNtk ) ∼ (PΩ(xtk))
⊗Ntk and (eωk1 , ..., eωkNtk ) ∼ (PΩ(extk))⊗Ntk
Compute estimates bJ(xt) and bJ(ext) using the Ntk conditions:
6 bJ(xtk) = 1Ntk NtkXi=1 U(xtk ,ωki ) and bJ(extk) = 1Ntk NtkXi=1 U(extk , eωki )
7 Draw an exponential random variable ξk+1 of parameter 1
8 Update time tk+1 := tk + ξk+1
9 Draw u according to a uniform distribution on [0, 1]
10 if u ≤ e−βk(bJ(extk )−bJ(xtk ) then
11 set xtk+1 := extk
12 else
13 set xtk+1 := xtk
14 end
15 Increase the inverse of the temperature βk+1 := β(tk+1)
16 end
17 return xtk+1
As in the deterministic setting, the algorithm requires an initial feasible solution xt0 ,
a temperature schedule Tt (we will mostly use its inverse βt = 1/Tt), and a good neigh-
bourhood structure. What we mean by good will be speciﬁed in the deﬁnition of q0. The
algorithm explores the state space in the following manner. After k iterations, at time tk,
it selects a random neighbouring solution extk ∈ Sxtk (Sxt being the set of neighbours of
xtk) according to a proposition law. Then it compares the estimate
bJ(extk) of the cost of
this new solution to the estimated cost bJ(xtk) of the current solution and then it decides
to substitute (or not) the new to the current:
• if the estimated cost of the new state is lower than the current one, i.e., bJ(extk) ≤bJ(xtk), the move is accepted, i.e., xtk+1 ← extk
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• if not, it is only accepted with a probability exp(−βtk( bJ(extk)− bJ(xtk)).
The time t is then updated using independent exponential random variables, enabling us
to consider the NSA as a continuous time Markov process.
For convenience, in this chapter, we denote by ⌊.⌋+ the positive part function , i.e.for all
x ∈ R, ⌊x⌋+ = 0 if x ≤ 0 and x if not.
5.2.2 General setting and notations
To state the convergence of Algorithm 10, we ﬁrst need to describe formally the framework
we are working in. Notations introduced in this section are valid for the whole chapter
unless mentioned explicitly.
• Regarding the noise structure and the estimation procedure, we denote:bJ the estimated cost: bJ : E → R+, such that ∀ x ∈ E, bJ(x) = 1N PNi=1 U(x,ωi),
where: (ω1, ...,ωN) is a N i.i.d. vectors sequence drawn from distribution PΩ(x)
ξk the time increments: (ξk)k∈N is a sequence of i.i.d. exponential random vari-
ables of parameter 1
tk the jumping times: ∀k ∈ N, tk =
Pk
i=1 ξi.
nt the samplig intensity: nt a continuous increasing function.
Ntk the sample sizes: Nt1 , Nt2 , . . . Ntn are independent for all n ∈ N and all 0 <
t1 < t2 . . . < tn and
Ntk ∼ Poisson(ntk) + 1,
We can make a few remarks about the diﬀerent notations. The construction of Nt
ensures that its value is a strictly positive integer at all times. The reason why we
choose to have a randomly sized sample for the Monte Carlo estimation procedure is
rather technical. It enables to generate a continuous transition probability as it can
be noticed in Equation (5.3) and ease the formulation of the inﬁnitesimal generator
(Equation (5.7)).
• About the state space, we denote:
E a ﬁnite state space.
S a neighbourhood structure such that E is connected with respect to it, i.e., S
is a connected graph containing all the points in E. For any x in E, we denote
Sx the set of its direct neighbours.
µ0 the initial distribution, a probability measure that charges every point of a
subset of interest E ′ ⊂ E deﬁned more precisely in (U) ,
q0 the proposition law, an irreducible and µ0 − reversible transition probabil-





0 (x, y) = ∞ and µ0(x)q0(x, y) = µ0(y)q0(y, x). In
addition we assume that for any x in E, we have q0(x, Sx) = 1
Considering a ﬁnite search space E enables us to use the spectral gap inequal-
ity in provided by Holley and Stroock [77], quoted in Theorem 9, and overcome
diﬀerentiation-under-the-integral-sign issues in Equation (5.16). However, it could
be replaced by coercivity assumptions on the function J , which could be more gen-
eral but not really well suited for the application we are considering. It is our most
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restrictive assumption. Nevertheless it is in line with previous works on noisy global
optimization for example: [72], [78] or [60]. It corresponds to a historical use of
simulated annealing for problems with huge ﬁnite search space like for the traveling
salesman problem [2]. Mimicking [77], we might however relax this assumption of
ﬁniteness. Nevertheless it requires more technicalities as in [1] and this is left for
future work.
We assume that the algorithm can visit and start from every point in the solution
space through the connection assumption S and the deﬁnition of µ0. The proposition
law q0 deﬁnes the way a new solution ex is proposed to the NSA at each iteration.
The irreducibility of q0 implies the fact that one can go from any state x to any
other state y using the neighbourhood structure S, in a ﬁnite number of steps. The
µ0 − reversibility is used to simplify the notations. A classical choice [1] for q0
and µ0 is: ∀ x, y ∈ E, µ0(x) = 1|E| and q0(x, y) = 1|Sx| , assuming every point
in E to have the same number of neighbors. However there are other possible
choices for µ0 and q0. This last two assumptions are inherited from the classical
Metropolis-Hasting sampling algorithm which corresponds to the NSA algorithm
with no cooling mechanism and no noise. They ensure that a run in this setting,
starting from any point of the search space, converges to a stationary distribution
which is the Gibbs measure associated to J .
• About the cost function, we consider:
U the underlying cost: there exist M > 0 and E ′ ⊂ E, such that U is bounded
and non-negative on E ′:
∀x ∈ E ′, ∀ω, 0 ≤ U(x,ω) ≤M
and U is inﬁnite on E\E ′:
∀x ∈ E\E ′, ∀ω, U(x,ω) = +∞.
The assumption about U being bounded is not very restrictive. It reﬂects the
practical setting where a simulation code crashes out of the deﬁnition domains. We
associate inﬁnite costs to crashes and thus (U) is rather a consequence of (E).
• About the algorithm parametrization, we denote
βt the inverse of the temperature: a positive increasing real function of t,
α the sampling size (expected number of simulations): ∃α ∈ R+ such that nt =
(t+ 1)α,
βt is usually chosen such that ∀t ∈ R+, dβtdt = bd1+td for some b, d ∈ R+, as it was
shown by [73] and [77] to be a necessary condition to ensure the convergence of the
simulated annealing algorithm for any cost function. There is no reason to expect
that the noisy context would be more favorable than the deterministic one. As
suggested by the deﬁnition of α, we choose a polynomial growth of the number of
simulations for the cost estimation. We show later on in this work that this ensures
the convergence of the noisy simulated annealing for a good choice of α and b.
5.2.3 Tool for the analysis: the NSA process
We now present the mathematical formalization of the NSA algorithm’s underlying stochas-
tic process. First, for pedagogical purposes, we omit the temperature evolution and noisy
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measurements. The NSA algorithm then becomes a simpler Markov chain exploring the
state space E according to the Markovian transition matrix whose elements are of the
form:




q0(x, y)e−β⌊J(y)−J(x)⌋+ if y 6= x
1− P
z∈E\x
qβ(x, z) if y = x,
(5.1)
This reﬂects the transition mechanism introduced at the beginning of this section. As
the process is in fact a continuous one, we must also consider the time component. NSA
jumps happen at stochastic times and the probability of acceptance depends on these
times. Combining the law of the jumping times and the previous mechanism, we can
make their joint transition probability explicit:
• Let (eχk, Tk)k∈N a E×R+-valued Markov chain such that ∀k ∈ N, ∀y ∈ E, ∀u ∈ R+:
P(eχk+1 = y, Tk+1 ≥ u|eχk, Tk) = +∞Z
u
eqβτ (eχk, y)1[Tk,+∞[(τ)e−(τ−Tk)dτ, (5.2)
whereeqβt(x, y) = q0(x, y)ENtEω1,...,ωNt e− βtNt ⌊PNti=1 U(y,ωi)−U(x,ωi)⌋+ if y 6= x1− P
x6=z
eqβt(x, z) if y = x (5.3)
This is a similar construction to the one of the classical simulated annealing process
[73]. The state transition mechanism must also reﬂect the estimation procedure,
therefore the form of Equation (5.3) diﬀers from Equation (5.1). As mentioned
before the function t 7→ βt represents the inverse of the temperature schedule and
Nt is the random process described by Ntk . The jumping times, or evaluation times
of the process happen at times deﬁned by the sequence Tk (cf. the deﬁnition of tk).
The chain (eχk)k≥0 explores the state space E using a transition probability eqβt con-
structed in a same way as the classical one, replacing the exact value of −βTk [J(y)−
J(x)]+ by its Monte Carlo estimation. The expected value from the formula comes
from the fact that, as mentioned in the deﬁnition of bJ and in Algorithm 10, we use
a random number of Monte Carlo shootings for the estimations.




be the inhomogeneous Markov Process such that fXt = eχk if Tk ≤ t <
Tk+1. One can see that this process is piecewise constant and jumps at exponen-
tial times from one candidate solution to another, in other words (fXt)t≥0 is just
the continuous-time version of the discrete time noisy simulated annealing process,
(eχk)k≥0.

















Figure 5.1: m⋆, maximal depth of local minima
• m⋆ the maximum depth of a well not containing a ﬁxed global minimum of the
function J . To be more precise, we call a path from x to y any ﬁnite sequence
x0 = x, x1, . . . , xn = y such that for all i, xi+1 ∈ Sxi . Let Pxy be the set of paths
from x to y.
For a given path p ∈ Px,y, the elevation of the function J on p is max
z∈p
J(z). Mini-
mizing this quantity over the set of possible paths Px,y, gives us the elevation of the











{Hx,y −max (J(y), J(x))} (5.4)
As represented on Figure 5.1, m⋆ can also be understood as the highest energy
barrier to climb to go from one point to another in the search space in the easiest
direction. As mentioned before, it also represents the maximal depth of a well not
containing a ﬁxed global minimum. If x⋆ is a global minimum then:
m⋆ = max
y∈E
{Hx⋆,y − J(y)} .
The deﬁnition provided here is equivalent to the classical one, i.e., the one provided
by [73] and [77]. A proof of this statement can be found in Appendix A.2.
• γ(β) the spectral gap between 0 and the rest of the L2(µβ) spectrum of −Lβ, where













Following [77], we know that given E, µ0 and U , there exists a constant c such that:
∀β ≥ 0, γ(β) ≥ ce−m⋆β
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Remark that this lower bound is mainly informative for small values of β. In addition
set:
∀x ∈ E, J(x) = Eω(U(x,ω)) and J⋆ = min
x∈E
Eω(U(x,ω)).
We deﬁne χǫ the set of ǫ-optimal points in E, i.e.,
χǫ = {x : J(x) ≤ J⋆ + ǫ}, (5.6)
and denote cχǫ = E\χǫ, its complementary in E. We also write a ∧ b = min a, b.
Theorem 8. Consider the settings of Section 5.2.2, if βt = b log(td+1) and nt = (t+1)α,
with:
{m⋆b < 1 ∧ α/2} or {m⋆b = 1, α > 2 and d < 2cm⋆/M},
then there exits C > 0 such that, ∀t ∈ R+, ∀ǫ > 0, P(fXt ∈ cχǫ) ≤ C(µβt(cχǫ))1/2.
This theorem is a natural extension of the result provided by Holley and Stroock [77].
There are two main interesting facts to point out. First, we obtain a balance between
the expected number of Monte Carlo simulations at each step of the algorithm and the
inverse of the temperature, i.e., {m⋆b < 1∧α/2} or {m⋆b = 1, α > 2 and d < 2cm⋆/M}.
Reducing the growth rate α of the number of simulations below the quadratic rate should
be compensated by decreasing accordingly the temperature factor b. Second, the con-
vergence is stated in terms of a bound on the probability of not returning an optimal
solution. Using the concentration speed of the Gibbs measure one can deduce a rate of
convergence of the algorithm. Also the theorem provides an insight on how the algorithm
could be used in practice. A run of parallel noisy simulated annealing would have a prob-
ability of returning a bad solution that would decrease in the power of the number of runs.
Nevertheless this beneﬁt should be traded with an additional selection cost. Indeed, if
we obtain K solutions retrieved by K parallel NSA realizations, we still face the problem
of selecting the best one. We only access estimates of the costs associated to each solution.
Sketch of the proof The proof of this theorem is divided into three parts. First,
in Section 5.3, we compute the inﬁnitesimal generator of the classical (5.12) and noisy
simulated annealing (5.7). Second, in Section 5.4, we compare them (Lemma 1) and third,
in Section 5.5, we conclude about the convergence using the Grönwall Lemma (5.19) and
the convergence of the classical simulated annealing (5.25).
Convergence rate In the case m⋆b < 1 a ﬁner bound can be deduced from Grönwall’s
Lemma and one can obtain a more precise convergence rate for the algorithm (see Theorem
10), which is roughly of the order of:
P(fXt ∈ cχǫ) ≤ Γ t((m⋆−ǫ)b−min(1,α/2))/2
where Γ is some constant detailed in Theorem 10. In particular this implies that for ﬁxed
ǫ, δ > 0 we can ﬁnd T ⋆ such that
P(fX⋆T ∈ cχǫ) ≤ δ.
















5.3 Proof, Part 1: Inﬁnitesimal generator
In this section we use the semi-group characterization of the generator in order to prove
that as soon as eqβt deﬁned in Equation (5.3) is continuous with respect to t then the





We brieﬂy recall the deﬁnition of the semi-group associated to a Markov process.
Deﬁnition 1. The semi-group (Pt,t+s)t≥0,s≥0 associated to the Markov process (Xt)t≥0 is
a family of probability kernels such that for all non-negative borelian functions:
∀t, s ∈ R+ Pt,t+sf(x) = E(f(Xt+s)|Xt = x)
Let (Pt,t+s)t≥0,s≥0 be the semi-group associated to the Markov process (Xt)t≥0. The
semi-group characterization of its generator is given in the following deﬁnition:
Deﬁnition 2. The inﬁnitesimal generator Lt of the Markov process (Xt)t≥0 is the operator





We start by computing the inﬁnitesimal generator Lβt of the process associated to
the SA algorithm, i.e., with no measurement noise, and then deduce the inﬁnitesimal
generator of the NSA algorithm. Using similar notations to the ones of Section 5.2.3,
we consider the noise free inhomogeneous Markov process, (Xt)t≥0 constructed from the
inhomogeneous Markov chain (χk)k∈N whose one step transition probability is:




q0(x, y)e−βTk [J(y)−J(x)]+ if y 6= x
1− P
z∈E\{x}
qβTk (x, z) if y=x
This is the natural extension of the simulated annealing process with discrete jumping
times [73] to the continuous time process. In this conﬁguration, the jumping times are
drawn from an i.i.d. sequence of exponential random variables of parameter 1. In the
homogeneous conﬁguration, corresponding to βt = β, the inﬁnitesimal generator has a
classical form: Lβ = Qβ − Id where Qβ is the transition matrix associated to qβ and Id
denotes the identity. The extension to the generator of the non-homogeneous process is
not straightforward. Therefore we propose to detail the computations.



















where Ht = max{k ∈ N : Tk < t} denotes the number of jumps before time t. Since Tk is
a sum of independent exponential variables of parameter 1, one can remark that Ht is in
fact a Poisson process of parameter 1.
In order to compute the above limit, we begin by calculating a more explicit form of
the probabilities above. We can divide these computations into three parts according to
the number of jumps between t and t+ s:
P(Xt+s = y,Ht+s −Ht ≥ 0|Xt = x) = P(Xt+s = y,Ht+s −Ht = 0|Xt = x) (5.9)
+ P(Xt+s = y,Ht+s −Ht = 1|Xt = x)
+ P(Xt+s = y,Ht+s −Ht ≥ 2|Xt = x).
The ﬁrst case is straightforward, if there is no jump between t and t+ s, the process will
not change its position and we thus have:
P(Xt+s = y, Ht+s −Ht = 0|Xt = x) = δx(y)e−s.
The second case is slightly more involved. Using the stationarity and the deﬁnition of
Poisson processes, the event that the algorithm goes from x to y, having only one jump
between t and t+ s, can be written as:
P(Xt+s = y,Ht+s −Ht = 1|Xt = x) =P(Xt+s = y, ξ′1 < s, s− ξ′1 < ξ′2|Xt = x)
where ξ′1 and ξ′2 are two independent exponential random variables of parameter one.
Let ξ = (ξ′1, ξ′2) and Ds = {(h1, h2) ∈ R2|h1 < s and h2 > s− h1}. In what follows, for a
random variable Y we denote fY its probability distribution. Using these notations and
the fact that ξ is independent of Xt, we can write:















The previous equality yields:
P(Xt+s = y, Ht+s −Ht = 1|Xt = x) = e−s
Z s
0
qβt+h1 (x, y)dh1. (5.10)
In the following we use the classical O(.) and o(.) notations: for all functions f and g
deﬁned on some subset of R,
• f(x) = O(g(x)) as x→ 0+ ⇐⇒ ∃ σ, x0 > 0, |f(x)| ≤ σ|g(x)| for all 0 < x ≤ x0





As for the third case, corresponding to the last term of Equation (5.9), we can see that:
P(Xt+s = y, Ht+s −Ht ≥ 2|Xt = x) ≤ P(Ht+s −Ht ≥ 2) ≤ P(Hs ≥ 2)
Since Hs is a Poisson Process of parameter 1, one can check that for all s close to zero we
have that:
P(Hs ≥ 2) = 1− P(Hs = 0)− P(Hs = 1) = 1− e−s − se−s = O(s2).
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This implies that when s is close to zero, the probability that the process goes from x
to y between t and t+ s, with more than one jump is small in comparison to s:
P(Xt+s = y, Ht+s −Ht ≥ 2|Xt = x) = O(s2) (5.11)
Putting all the terms together and replacing them in Equation (2), we can rewrite the






















f(y)P(Xt+s = y,Ht+s −Ht ≥ 2|Xt = x)
Using the fact that f is bounded, E ﬁnite and the upper bound given by Equation (5.11),




































Noting the fact that qβt is continuous with respect to t and the following identity
e−s = 1− s+O(s2),









We can remark that the explicit form of the transition probability qβt does not appear
in the proof, hence the result is completely general. The only necessary property of this
transition probability is its continuity with respect to t.
The fact that nt and βt are continuous functions ensures the continuity of transition
probability eqβt , deﬁned in Equation (5.3). Therefore, following the same argument, one
can deduce (5.7). Here we can see the relevance of the randomness of Nt. An increasing
deterministic sequence would generate a discontinuous eqβt and would make diﬃcult the
use of derivations above.
5.4 Proof, Part 2: Generators comparison
The fact that for a temperature schedule that decreases slowly enough, the process gener-
ated by the classical Simulated Annealing converges to the set of global minima of J is well
known. The Noisy Simulated Annealing is a similar algorithm, built on the same princi-
ples except that the values of the function J are replaced by an estimation each time its
computation is needed. Therefore a tight relation exists between both approaches. Fur-
thermore, as we will show in this section, for a well chosen couple (βt, nt) the generators
of the two algorithms will be ’close’ at large times. This is a key element of the proof as
it will imply a ﬁrst condition for the ratio βt/nt.
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Using the relations given by Equation (5.12) and Equation (5.7), the quantity of
interest is: eLβtf(x) = Lβtf(x) + X
y∈E
(f(y)− f(x))(fqβt − qβt)(x, y).
Hence quantifying the diﬀerence between the two generators can be reduced to bounding
the diﬀerence between the two probability transitions qβt and eqβt . Thus the main result
of this section is the following lemma.
Lemma 1. Let βt/
√
nt →∞ 0. There exist two functions ǫ
−
t and ǫ+t such that




ǫ−t = limt→+∞ ǫ
+
t = 0.
Before going into the proof of this lemma, we present some preliminaries. First it can
be noticed that for all x, y ∈ E, x 6= y we have:
























Unless speciﬁed otherwise, in this section we always consider x 6= y . The case x = y is
handled at the end of the section. To simplify the notations we denote Xx,yi := U(y,ωi)−
U(x,ωi)− E(U(y,ωi)− U(x,ωi)) and Kx,y = E(U(y,ωi)− U(x,ωi)). Hence,



















∀ a, b ∈ R, −|a| ≤ −⌊a+ b⌋+ + ⌊b⌋+ ≤ |a|,








Xx,yi | − 1

≥ ( fqβt − qβt
qβt











In order to obtain a bound for the expectation of a function of Nt we need an estimation
of the probability that Nt takes values ’far’ from its expectation.
Lemma 2. There exist δ ∈ (0, 1) and a = |(1 − δ) (1− log(1− δ)) − 1| such that for all
t > 0 we have:
P(Nt ≤ (1− δ)nt) ≤ e−ant .
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Proof. We remind the reader that, as mentioned in the deﬁnition Ntk , at a ﬁxed
time t the process Nt can be written as 1 +H, where H is a Poisson random variable of
parameter nt.
Fix t ∈ R and δ ∈ (0, 1). We provide an upper bound for P(Nt ≤ (1− δ)nt) using the
Cramer-Chernoﬀ method.
First we see that for any λ > 0, applying Markov’s inequality we have:





For t ﬁxed Nt − 1 has the distribution of a Poisson random variable of parameter nt.
















Putting all these elements together yields:
P(Nt ≤ (1− δ)nt) ≤ exp([−λ(δ − 1)− 1 + e−λ]nt)
The idea is to choose λ and δ in order to obtain the smallest possible value for −λ(δ −
1)− 1 + e−λ. For δ ∈ (0, 1), the minimum is reached at λ = − log(1− δ) which is strictly
positive. For such λ and δ, we denote a = |(1− δ) (1− log(1− δ))− 1| and conclude the
proof.
Now we have what we need in order to start the proof of Lemma 1.
Proof of Lemma 1.
First, recall that if y ∈ E\E ′ then ∀x ∈ E ′, eqβt(x, y) = qβt(x, y) = 0. Hence Lemma
1 is trivially veriﬁed for x ∈ E and y ∈ E\E ′.
Considering the inequalities given by Equation (5.13), the proof can be divided in two




















Upper bound We have:
(fqβt − qβt)(x, y) ≤ qβt(x, y)ENtEω1,...,ωNt e| βtNt PNti=1Xx,yi | − 1 .















































SinceXx,yi = U(y,ωi)−U(x,ωi)−ENtEωi(U(y,ωi)−U(x,ωi)) is a centered random variable
and U is bounded on E ′ (see the deﬁnition of U) there exists σ such that |Xx,yi | ≤ σ (for
example set σ = 2M), almost surely for all i. Therefore (Xx,yi )1≤i≤Nt are sub-gaussian
random variables (see for example [36]) with variance factor σ2:
∀u ≥ 0, max (P(Xx,yi > u),P(−Xx,yi > u)) ≤ e−
u2
2σ2 .
Considering that (Xx,yi )i≤Nt is a sequence of independent sub-Gaussian variables, their


























For more details about sub-gaussian variables we refer to [36]. We use this property























































































2 P(G > −λt)




2 (1− P(G > λt)).
where G is a standard Gaussian. Thanks to the Taylor formula, we know that there exists
a constant 0 < θ < 1, such that:











































































































Finally we have obtained that under assumptions of Section 5.2.2:

































nt →∞ 0 one can check that ǫ
+
t goes to 0 when t goes to inﬁnity. Here we can
see once more the importance of the balance between the two parameters βt and nt.
Lower bound Considering the left-hand side of Equation (5.13) we have:
(fqβt − qβt)(x, y) ≥ qβt(x, y)ENtEω1,...,ωNt e−| βtNt PNti=1Xx,yi | − 1 .






















































































Again, this is due to the fact that the sum of Xx,yi is sub-Gaussian with variance factor
Ntσ2.







































2 P(G > λt)
where G is a standard N(0, 1) Gaussian. As seen before using the Taylor formula, we can
obtain:


























This expression has exactly the symmetric form to the one obtained in the upper bound










































It is easy to see that ǫ−t goes to 0 when t goes to inﬁnity as soon as βt/√nt →∞ 0. This
completes the proof of Lemma 1.
5.5 Proof, Part 3: Rate of convergence in the general
case
We ﬁrst complete the proof of convergence as stated in Theorem 8 and then deduce the
convergence rate (Theorem 10) from it. This enables us to provide an upper bound on
the minimal number of cost function evaluations in Section 5.5.3.
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5.5.1 Proof of Theorem 8
The proof of Theorem 8 follows the roadmap of Holley and Strook [77] and relies on the
use of the Grönwall lemma. We derive a diﬀerential inequality for the L2µβt -norm of the
density measure of the NSA process with respect to µβt and deduce an integrated version
of it using the lemma. We then show that bounding the L2µβt -norm of this density implies
the convergence of the process to the optimal state space χǫ.
Proof. [Proof of Theorem 8] Our goal is to show that when t goes to inﬁnity, the noisy
simulated annealing gets “close enough” to the classical simulated annealing. Therefore
we denote by ft the Radon-Nikodym derivative of the probability density of the noisy





where mt is the distribution of (fXs)s≥0 at time t. A ﬁrst remark is that ft(x) = 0 for all
t ≥ 0 and all x ∈ E \E ′, since our process, by construction does not accept states out of
E ′.
Using the results obtained in Section 5.3 one can see that R+ ∋ t → eLβt is continuous
and therefore the semi-group (Ps,t)0≤s≤t is smooth . Also by their deﬁnition the operators
(Ps,t)0≤s≤t are linear and have the following semi-group property: Ps,t+h = Ps,t ◦ Pt,t+h,
for all 0 ≤ s < t and h > 0. Hence, for all 0 ≤ s ≤ t, we have:
d
dt
Ps,t = Ps,tLt. (5.15)
For details about the inﬁnitesimal generator see Section 1.4. of [21].
As shown in (5.24), bounding the L2-norm of ft w.r.t. µβt , i.e., kftkµβt , ensures
convergence of the NSA algorithm. However it does not provide enough information about
the convergence ofmt towards µβt to deduce a ﬁne convergence rate. This is why we study
the evolution of kft− 1kµβt which controls the distance between the two measures. If this
quantity is bounded then we obtain the convergence of the NSA algorithm. If moreover
it converges to zero, it implies a stronger convergence rate. In order to prove that, we
deduce a diﬀerential inequality for kft − 1k2µβt . We start by computing its derivative:
















































Jdµβt the mean of J with respect to µβt . One can check that:






Thus, we easily obtain the following equality:
∂tkft − 1k2µβt = 2
X
x∈E
ft(x)(eLβtft)(x)µβt(x) + β ′t X
x∈E
(J(x)− hJiµβt )f 2t (x)µβt . (5.17)
First, we focus on the ﬁrst term of the right hand side of Equation (5.17). Since we try
to control the generator of the noisy simulated annealing by the generator of the classical













(ft(y)− ft(x))(fqβt − qβt)(x, y)µβt(x).
We rewrite the last part of the second term using Lemma 1:X
y∈E




ft(y)(fqβt − qβt)(x, y)−X
y∈E

















(ft(y)− ft(x))qβt(x, y) + (ǫ+t − ǫ−t )ft(x)
≤ ǫ+t Lβtft(x) + (ǫ+t − ǫ−t )ft(x).
Inserting this in the previous inequality, we get:X
x∈E
ft(x)(eLβtft)(x)µβt(x)
≤ (1 + ǫ+t )
X
x




≤ (1 + ǫ+t )
X
x
ft(x)(Lβtft)(x)µβt(x) + (ǫ+t − ǫ−t )
X
x∈E
(f 2t (x)− 1)µβt(x) + (ǫ+t − ǫ−t ).






(1 + ǫ+t )
X
x
ft(x)(Lβtft)(x)µβt(x) + (ǫ+t − ǫ−t )
X
x∈E





(J(x)− hJiµβt )f 2t (x)µβt
≤ 2
"
(1 + ǫ+t )
X
x
ft(x)(Lβtft)(x)µβt(x) + (ǫ+t − ǫ−t )
X
x∈E





(J(x)− hJiµβt )(ft(x)− 1)2µβt(x) + 2β ′t
X
x∈E
(J(x)− hJiµβt )(ft(x)− 1)µβt(x).
In order to deal with the ﬁrst sum we use an estimate of the spectral gap of Lβt . This is
provided by Theorem 2.1 of Holley and Strook[77].
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Theorem 9 (Holley and Strook 88). Under assumptions of 5.2.2, there exist two positive
constants 0 < c ≤ C < +∞ such that ∀ β ∈ R+,
ce−βm
⋆ ≤ γ(β) ≤ Ce−βm⋆
where γ(β) = inf{− R φLβφ dµβ : kφkµβ = 1 and R φdµβ = 0} and m⋆ is the maximum
depth of a well containing a local minimum deﬁned in Equation(5.4).
Remark The constant m⋆ is always strictly positive as soon as the function has a
strict local minimum that is not global. This is generally the case in our setting. Also,
we always have m⋆ ≤M .
Following of the proof. Using the deﬁnition of ft, one can see that R ft dµβt = 1, hence








This and the deﬁnition of Lβt imply:X
x
ft(x)(Lβtft)(x)µβt(x) ≤ −ce−βtm
⋆kft − 1k2µβt .
J is a positive function bounded by M on E ′. For all x ∈ E \ E ′, the only points where
J > M , we have that J(x) = +∞ and therefore µβt(x) = 0. This implies that for all
measurable functions g, X
x∈E
(J(x)− hJiµβt )g(x)µβt ≤Mkgkµβt .
Putting all these terms together gives:
d
dt
kft − 1k2µβt ≤ 2






kft − 1k2µβt (5.18)
+ 2Mβ ′tkft − 1kµβt
+ 2(ǫ+t − ǫ−t ).
We denote ut = kft − 1k2µβt . Considering the fact that ǫ
+
t is a positive function we have:
u′t ≤ 2










+ 2(ǫ+t − ǫ−t ).
Using that, ∀x ∈ R, 1
4
x2 + 1 ≥ x, we get:
u′t ≤ 2












+ 2Mβ ′t + 2(ǫ+t − ǫ−t ).
Let At = 2ce−βtm
⋆
and Bt = 2(ǫ+t − ǫ−t ) + 2Mβ ′t.


































We can see that if Bt = o(At) the second term of (5.21) is bounded and gives us a ﬁnite
upper bound on ut. This happens as soon as:
m⋆b < 1 ∧ α/2 (5.22)
The condition given by (5.22) is suﬃcient yet not necessary. For α > 2, Bt becomes of
the order O(1/t) and thus we can choose d in a way that preserves a ﬁnite upper bound
of (5.21) even for m⋆b = 1. One can check by direct computation that this is true for any
d < cm⋆/M .
Let βt and nt be chosen in order to comply to one of the two previously mentioned
conditions. Then there exists a constant K ′ such that
ut ≤ K ′ for all t ∈ R+ (5.23)
To complete the proof of Theorem 8 one can observe that for all t ∈ R+, and all ǫ > 0 :
P(fXt ∈ cχǫ) = E(1[J⋆+ǫ,+∞)(J(fXt))).























K ′ + 1. This completes the proof of Theorem 8.
5.5.2 Convergence rate
A ﬁrst rate of convergence can be deduced from Theorem 8 using the concentration speed























(1 + td)−bǫ (5.25)
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As the dependency of K (Theorem 8) in b and α is not explicit, we can however not
deduce an optimal choice of (b,α) from this bound. This can be achieved if we assume
that (5.22) holds and distinguish the two cases α ≤ 2 and α > 2. Indeed, we can then
improve the bound on ut and derive a more accurate convergence rate of the algorithm.
This rate can then be optimized to obtain either an upper bound of the probability of
convergence to χǫ for a ﬁxed computational budget or the minimal computational budget
at a ﬁxed risk of convergence out of χǫ.
Theorem 10. Under assumptions of Section 5.2.2, suppose: βt = b log(td + 1), nt =
(1 + td)α and m⋆b < min(α/2, 1):
• if α ≥ 2, let b be such that m⋆b < 1 and let γ ∈ (0,α/2−m⋆b),
Then, there exist Γγ,Γ2 > 0 such that for t large enough, for all ǫ > 0,
P(fXt ∈ cχǫ) ≤ ΓγΓ2(1 + td)(m⋆b−1−bǫ)/2 + Γ2(1 + td)−bǫ
• if α < 2, let b be such that m⋆b < α/2 and let γ ∈ (0,α/2−m⋆b),
Then, there exist Γγ,Γ2 > 0 such that for t large enough, for all ǫ > 0,
P(fXt ∈ cχǫ) ≤ ΓγΓ2(1 + td)(m⋆b−α/2+γ−bǫ)/2 + Γ2(1 + td)−bǫ
Remark 1. γ is not a new parameter of the NSA algorithm. This is a technical element
that enables the tuning of the computational complexity bounds of Section 5.5.3. As shown
in the Appendix A.1, Γγ is of the order of 1/γ.
Remark 2. These two bounds display the trade-oﬀ between the convergence rate of the
Gibbs measure to the uniform distribution over the global minima and the rate of conver-
gence of the NSA process to the Gibbs measure. For the ﬁrst bound, considering α > 2 we
recover the classical rate of convergence of the simulated annealing in the noise free case.
This corresponds to the result of [72]. The second bound provides the rate of convergence
for a choice of α < 2. It can be seen that b will have to be reduced to ensure the convergence
and thus this bound exhibits clearly the trade oﬀ between cooling and estimation.
Proof. Under assumptions of Theorem 10, the following bound on ut can be derived





Γγ(1 + td)m⋆b−1 if α ≥ 2
Γγ(1 + td)m⋆b−α/2+γ if α < 2
(5.26)
Thus we can compute a new bound on the probability that fXt does not belong to the
optimal set χǫ (cf. 5.6):


























This means that if there exist (α, b) such that ut = O(µβt) the convergence rate in the
noisy case will be of the same order as in the classical one, but for a smaller b.
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Using the previous inequality, (5.26) and the concentration rate of the Gibbs measure
given by (5.25) we have:
P(fXt ∈ cχǫ) ≤ ΓγΓ2(1 + td)m⋆b−1−bǫ2 + Γ2(1 + td)−bǫ if α ≥ 2ΓγΓ2(1 + td)m⋆b−α/2+γ−bǫ2 + Γ2(1 + td)−bǫ if α < 2
where Γ2 = |E||χǫ| − 1.
5.5.3 Computational complexity of NSA
Given the convergence rate of the algorithm, we can deﬁne T ⋆ such that the conﬁdence
inequality constraint is satisﬁed at time T ⋆.
Let NTcall be the number of cost function evaluations made by the NSA until time T .
This is a random variable. We deﬁne the computational cost of the algorithm as the

























































Proof. In order to prove this statement, we use the inequalities from Theorem 10
treating each term separately.
We consider T1, T2 such that
ΓγΓ2(1 + dT1)m⋆b−min(1,α2−γ)−bǫ = δ/2 and Γ2(1 + dT2)−bǫ = δ/2.
This implies:













Now we can deﬁne T ⋆, the time after which the current state of the NSA belongs to χǫ
with probability at least 1− δ, i.e., ∀t > T ⋆, P(fXt ∈ χǫ) ≥ 1− δ:
T ⋆ = max(T1, T2).
We are interested in the computational cost up to time T ⋆, more precisely the expected






































The last inequality is implied by the fact that nt is an increasing function. Since
P
k≥1 1Tk<T ⋆







 ≤T ⋆(1 + dT ⋆)α (5.29)
≤1
d
(1 + dT ⋆)α+1.
We conclude using Equation (5.28).
The rate of growth of the total computation number is mainly driven by the exponent
of 1δ in the cost function. We are looking for the couple (α, b) that minimizes this quantity































0 < γ < α
2
−m⋆b and α− 2γ ≤ 2
The solution of Equation (5.30) is obvious, the minimal value for α and the maximal
for b. This means that α must be as close to 2 as possible and b = 1
m⋆+ǫ .
As for Equation (5.31), we consider two sub-cases. First suppose that:
2(α+ 1)
α/2− γ −m⋆b+ bǫ ≥
α+ 1
bǫ ⇐⇒ α/2− γ −m
⋆b ≤ bǫ. (5.32)
The function we want to minimize is strictly decreasing in α and strictly increasing in b,
so its minimum value is attained for the maximal value of α and the minimal value of b,
under the domain constraints given by (5.31) and (5.32), so the solution is:
α = 2(1 + γ) and b > 1
m⋆ + ǫ . (5.33)
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In the second sub-case, supposing that the inequality (5.32) is inverted, the problem can
be resumed at minimizing (α+ 1)/bǫ, a decreasing function with respect to b, for
b ≤ α/2− γ
(m⋆ + ǫ) and α ≤ 2.
Replacing b by its maximal value the objective function becomes a decreasing function
in α, and therefore we obtain the same solution as before, deﬁned in Equation (5.33).
This is a quite comprehensive result, as it indicates that the lower the required accuracy
in the solution space is, i.e., ǫ increases and thus the size of χǫ does too, the faster the
temperature can decrease to zero. We need to explore less the state space.
Corollary 1. For the optimal parameters choice deﬁned in Equation (5.33), an ǫ-optimal









where Γγ is deﬁned in Theorem 10.
This is rather costly but represents a general bound with few constraints on the func-
tion J . However, if the function J has additional properties the bound can be signiﬁcantly
improved:
Corollary 2. Suppose that J has no well containing a local minimum, apart from the
one containing the global minimum, i.e. m⋆ = 0, then an ǫ-optimal solution is returned





Remark 3. We recover the polynomial dependency in 1/ǫ and log 1/δ of the state-of-the-
art complexity results (c.f. [123] and [103]) which are of the order of ǫ−2 log(1δ ) for strongly
convex cost functions. As we relax this assumption and only consider cost functions with
no local minimum, it seems coherent to observe a slight degradation of the complexity.
Proof. In order to have an estimate of the computational cost in this setting we follow
the same method as before and highlight only the main steps of the proof. First remark
that in this case, Theorem 9 states that there exist C, c > 0 such that ∀β ∈ R+:
c ≤ γ(β) ≤ C (5.34)












ut + 2Mβ ′t + 2(ǫ+t − ǫ−t ).











where Bt has the same form as before, Bt = 2(ǫ+t − ǫ−t ) + 2Mβ ′t and At = 2c .
The convergence of ut towards 0 can be proved now for a larger class of functions
nt, βt, since:
At = O(1) and Bt = O(βt/√nt ∨ β′t).
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We no longer need to impose βt = O(log t). Let α, b, d > 0. Deﬁne
nt = (1 + t)α and βt = d(1 + t)b.
Using (5.35) one can check that we have a ﬁnite upper bound on ut as soon as:
{b < α/2 ∧ 1, d > 0} or {b = 1,α ≥ 2, 0 < d < c}.
This in particular implies that the NSA algorithm converges a.s. to the set of global
minimums of J . Furthermore for the ﬁrst set of conditions one can prove using the same
technique as in Appendix A.1 that :
ut = O(tmax(b−1,b−α/2)).
This means that there exits Γ′γ > 0 such that for t large enough ut ≤ Γ′γt−γ, where
γ = −max(b− 1, b− α/2). Using this, (5.27) and (5.25), for t large enough, we get:
P(fXt ∈ cχǫ) ≤ Γ′γt−γ/2e−ǫd(1+t)b/2 + Γ2e−ǫd(1+t)b
≤ e−ǫd(1+t)b/2(Γ′γt−γ/2 + Γ2e−ǫd(1+t)b/2)
≤ e−ǫd(1+t)b/2











. This is not
a restrictive condition. Take for example the minimization of the k.k1 over the subset
E = {x ∈ Zp, kxk∞ ≤ n} for some n ∈ N. As Γ2 = kEk − 1 = (n + 1)p − 1, the time
for which the ﬁrst part of the condition is fulﬁlled only grows linearly with the dimension
of the search space. We show latter on that the optimal choice for b is one and thus the
second part of the condition can be omitted.
Let δ > 0 be a ﬁxed. Using the previous inequality one can compute T ⋆ such that the







Regarding the computational cost we remind the reader that (5.29) implies:
E(NT
⋆







We can optimize this bound with respect to α and b in the same way as for Corollary 1.










In this section we ﬁrst present some test cases, for which we use an additive Gaussian
noise at each evaluation. We recover the theoretical results introduced by [72]. In a second
part we present some results for the aircraft trajectory optimization problem. In this case
the solution of the problem is unknown. We can only observe the total cost improvement






















Figure 5.2: B. Hajek test case for the simulated annealing in a deterministic environment
Figure 5.3: Convergence performance of NSA for the Hajek setting
Basic exemple
The ﬁrst experimental setting we consider, was introduced in [73]. The cost function and
the neighbourhood structure are represented on Figure 5.2. This is of particular interest
as the function has two basins from which it is hard to escape. B. Hajek has shown that
the following holds:
Theorem 11 (B. Hajek [73]).
If βk = b log(k + 2), then b ≤ d⋆ ⇔ lim
k→∞
P(Xk ∈ S⋆) = 1, where d⋆ is the maximum
depth of a cup containing a local but not global minima. The depth of a cup is the maximal
energy diﬀerence between two of it states and (Xk)k∈N denotes the Markov chain generated
by the classical simulated annealing.
For a complete deﬁnition of d⋆, see [73]. We add Gaussian noises to the cost function
of Figure 5.2 with diﬀerent variance levels to highlight the fact that if no sampling is
performed the simulated annealing performance becomes rapidly very poor as the variance
increases. On the other hand it appears that the performance of the NSA for a linear
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Figure 5.4: Ackley 1D Test Function
increase of the mean number of samples is as good a quadratic one. These results are
summarized on Figure 5.3.
Ackley test function
We introduce a second test case to further asses these observations. We consider the
uniformly (2000 points) discretized version of the Ackley function in one dimension on
[−100, 100]. This function has many local minima as shown on Figure 5.4. Figures 5.5
displays the convergence results for diﬀerent levels of variance of the noise for each es-
timation schedule introduced in this chapter. We observe that the only case where the
convergence is not impacted by the noise variance increase is the nt = t2 case. These re-
sults highlight the fact that a logarithmic sampling schedule is not appropriate in general,
even in the Gaussian case. This invalidates partially the hypotheses introduced in [60].
A clear gap is highlighted between the linear and the quadratic schedule.
Aircraft trajectory optimization
We use a black box trajectory evaluator for a long range commercial aircraft. We consider
a direct shooting method for optimizing the vertical part of the trajectory. As displayed
on Figure 5.6, the vertical path is made of a sequence of ﬂight segments at constant
altitude called steps. The transitions between those steps are called step climbs. This has
been put in place by the international authorities to ease the air traﬃc control. Aircraft
can only ﬂy at a ﬁnite set of altitudes. The steps climbs are transition phases that must
be very short. The Figure 5.6 is a conceptual. It does not reﬂect the real scale of the
diﬀerent phases. Our optimization variables are the vectors of position of the steps and
the vector of steps’ altitude, denoted respectively x and h on Figure 5.6. The structure of
this airspace strongly limits the number of steps. We will only consider the problem with
an a priori number of steps. There are two main reasons why the aircraft might vary its
altitude during a ﬂight (optimizing fuel consumption and air traﬃc control). Because of
fuel consumption, the aircraft weight is decreasing during the ﬂight. Analyzing the laws of
ﬂight physics, it can be shown that there exists an altitude at which the fuel consumption
per ﬂown distance unit is minimal. It can also be shown that this altitude increases as the
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Figure 5.5: Performance of the NSA algorithm as a function of the level of noise on the
evaluation of the cost function






Figure 5.7: NSA descent: Aircraft trajectory optimization problem
Figure 5.8: Sampling of the cost function along the ﬁrst step position for a 3 step vertical
path
weight decreases. This last statement is however only true if there is no wind. It is easily
understandable that for some particular wind map conﬁguration it might be preferable
to target lower altitudes at lower weights.
The choice of the vertical path must be declared to the authorities before the ﬂight
to ensure traﬃc manageability. Airlines operating aircraft have therefore a stochastic
optimization problem to solve. This is a stochastic problem for two main reasons. First,
they only access predicted weather conditions that suﬀer some uncertainty. Second, the
airspace is not empty and sometimes air traﬃc controllers might refuse some altitude
changes because of the presence of other aircraft. As the weather, the traﬃc is not known
in advance.
We applied NSA to the problem of ﬁnding an optimal 3 steps conﬁguration. An example
of the current solution cost evolution with respect to the number of iterations is displayed
on Figure 5.7.
We observe a very quick convergence to a low cost trajectory. We do not claim it is a
general behaviour. It might be due to the structure of the cost function. Figure 5.8, shows
how the cost evolves with respect to the ground position of the ﬁrst step. It is obviously
not convex but has some regularity. We can observe some ﬂat parts. This explains why
gradient based methods would fail solving this problem.
As for the previous problems we have observed that the increase sampling condition




A.1 Proof of bound Equation (5.26)
Proof.[Proof of Theorem 10]














ut + 2Mβ ′t + 2(ǫ+ − ǫ−)
Let At = 2ce−βtm
⋆
and Bt = 2(ǫ+ − ǫ−) + 2Mβ ′t.





















Using the deﬁnition of ǫ−, ǫ+ we have:



























In order to highlight the mains ideas of the proof we will try to simplify the notations as











and Bt ≤ B
d
(1 + td)δ2
where δ1 = m⋆b and δ2 = min(1,−γ+α/2). Since min(1,α/2) > m⋆b, and γ can be chosen
arbitrarily close to 0, we choose it such that δ1 < δ2. This means that 0 < γ < α/2−m⋆b.
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CB > 0 such that Bt ≤ CB
log t
tα/2








Let T 1t = u0e
R t
0






The ﬁrst term T 1t is always easy to deal with and one can check that under the
theorem’s assumptions we always have T 1t = o(1/t
δ1−δ2) when t goes to inﬁnity. As for










































1−δ2 . Let T0 be such that for all































Since δ1 < δ2,
A(δ2 − δ1)s−δ1−1
(Asδ2−δ1 −B)2 goes to 0 when s goes to inﬁnity. Moreover one can check
that for all s ≥ T0 this quantity is smaller than 1/2. Using this we get:























































A(1 + td)δ2−δ1 −B (A.3)
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This means that for all γ ∈ (0,α/2−m⋆b) there exists Γγ > 0 such that:
ut ≤ Γγt−α/2+m⋆b+γ for all t ≥ T0. (A.5)




. Using Equation (A.1) one can see that:
Γγ ≃ 1γ .
If α > 2, δ2 = 1 and Equation (A.2) becomes of the form:











Using a similar procedure one can check that in this case we also have an inequality similar




, and Equation (A.4) and Equation (A.5) still
hold.
Remark 5. In this case one can choose γ = α/2− 1, this way min(1, α
2
− γ) = 1 and Γγ
is minimal.
A.2 Deﬁnition of m⋆
In this section we prove that the deﬁnition of m⋆, i.e. Equation (5.4), is equivalent to the
deﬁnition provided by [77].























First it can be noticed that if x is a global minimum of J then we have
Hx,y − J(y)− J(x) + min
u
J(u) = Hx,y − J(y) (A.6)
Thus m⋆HS ≥ Hx⋆,y − J(y) for any y in E, where x⋆ is a global minimum of J .
Recall that m⋆ = max
x,y∈E
{Hxy −max (J(y), J(x))}. As the set of paths going from x to
y containing a global minimum x⋆ is a subset of the paths going from x to y, we have:
Hxy ≤ max (Hx⋆x, Hx⋆y)
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Let x, y ∈ E such that m⋆ = Hxy −max (J(y), J(x)),
m⋆ ≤ max (Hx⋆x, Hx⋆y)−max (J(y), J(x))
≤ max (Hx⋆x − J(x), Hx⋆y − J(y))
≤ m⋆HS
On the other hand, as ∀ x, y ∈ E, we have −min (J(y), J(x)) + minu J(u) ≤ 0, so
Hxy − J(y)− J(x) + min
u
J(u) ≤ Hxy −max (J(y), J(x))
This implies m⋆HS ≤ m⋆, which completes the proof.
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Perspectives
Les travaux eﬀectués pendant cette thèse ouvrent plusieurs perspectives, la plupart d’entre
elles étant déjà mentionnées. Commençons par les plus évidentes, liées aux travaux en
cours, notamment les chapitres 3 et 4.
Dans le chapitre 3, une heuristique est proposée pour estimer le barycentre d’un très
grand graphe en utilisant un clustering préliminaire. Un travail, en cours, est de tester les
performances numériques de notre méthode sur plusieurs graphes. Une perspective immé-
diate est d’étudier l’inﬂuence du clustering sur la précision des résultats en fonction du
type de graphe, et éventuellement de proposer des méthodes alternatives pour les graphes
ayant une structure très diﬀérente de celle d’un graphe provenant d’un réseau routier.
Par rapport au chapitre 4, une perspective évidente est de prouver les conjectures
énoncées concernant l’existence et la convergence du processus de Markov. Par rapport à
l’existence on peut imaginer utiliser des méthodes à la Freidlin et Wentzell [64]. En ce qui
concerne la convergence, le seul point diﬃcile dans l’adaptation de la preuve utilisée dans
le chapitre 2 pour les graphes quantiques, est de montrer une inégalité de log-Sobolev pour
une mesure de Gibbs. Plus précisément, l’enjeu est de montrer qu’il existe p > 2 pour
lequel l’inégalité de Sobolev classique pour la mesure de Lebesgue normalisée sur notre
espace d’intérêt G1 est vraie. Comme G1 peut être couvert par un nombre ﬁni d’ensembles
homéomorphes à des compacts de R2, la théorie classique des équations aux dérivées
partielles semble un bon point de départ dans la recherche d’une solution.
Une fois cette diﬃculté résolue, il existe plusieurs pistes de généralisation. D’abord on
peut s’intéresser à l’optimisation d’autres fonctions dans le même cadre. Dans un second
temps, on peut aussi étendre la méthode pour estimer des composantes principales d’ordre
plus grand.
Parmi les perspectives, nous n’oublions pas l’aspect pratique de ce chapitre, notam-
ment le fait que les études numériques sont réalisées dans un cadre restrictif, et doivent
être à la fois améliorées et généralisées.
Une autre perspective intéressante est d’étudier du point de vue théorique les algo-
rithmes proposés aux chapitres 2 et 4, en leur associant à chaque fois un processus qui
évolue comme un mouvement brownien entre des temps aléatoires auxquels il saute dans
la direction d’un Yn (à la place d’un processus dirigé par un mouvement brownien et un
terme de rappel qui dépend du processus auxiliaire Y ). On peut envisager de montrer la
convergence d’un tel processus en adaptant la méthode utilisée par Arnaudon et Miclo
dans [15] pour estimer les p-moyennes sur le cercle.
On peut observer dans les simulations, comme on l’a mentionné dans le chapitre 2, que
les performance des algorithmes de type Metropolis Hastings sont moins bonnes sur des
graphes pour lesquels la distribution des degrés des nœuds est très variable (voir les expé-
riences sur les sous-graphes Facebook présentées en section 2.4). On peut donc supposer
que l’eﬃcacité des algorithmes de ce type peut être inﬂuencée par le choix de voisinage,
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surtout quand le système de voisinage n’est pas imposé par la structure de l’espace. Une
question naturelle qui se pose est à quelle point le voisinage inﬂuence la rapidité avec
laquelle la chaine de Markov explore l’espace et comment le choisir pour améliorer les
performances algorithmiques.
Enﬁn, on présente une piste de recherche qui, tout en étant motivée par les thématiques
étudiées dans la thèse, est un peu plus éloignée des travaux présentés ici, surtout par
rapport aux outils nécessaires. Cette piste est liée à la constante c⋆(Uν), déﬁnie dans le
chapitre 2. On a vu que cette constante représente une limite dans le choix du schéma
de température et donc la connaitre peut représenter un intérêt pratique. La calculer de
façon explicite n’est pas envisageable sans avoir accès aux valeurs de Uν , donc il semble
plus propice d’essayer de l’estimer.
Une façon de l’estimer peut être au travers de l’étude de la fonction Uν sur des graphes
aléatoires. Idéalement, on souhaite estimer c⋆(Uν) sur un modèle de graphes à blocs sto-
chastiques, car ceux-ci ont une structure similaire aux réseaux sociaux et sont souvent
utilisés pour les modéliser. Étant toujours souhaitable, au moment de se lancer dans un
nouveaux domaine, de commencer par des choses plus élémentaires, on choisit d’abord
de simpliﬁer le problème. On considère donc un graphe complet avec des arêtes de lon-
gueurs aléatoires distribuées suivant des variables exponentielles indépendantes. De plus,
on considère ν comme étant uniforme et on s’intéresse à la function U , correspondant à







En utilisant une approche inspirée de l’étude du premier temps de passage dans un
modèle de percolation, adoptée aussi dans [84], on montre que pour un sommet x pris au
hasard, à une mise à échelle près, on peut calculer la distribution asymptotique de Un(x) :
lim
n→∞
Un(x)− log n L−→ Ux
où Ux est une variable aléatoire de loi Gumbel, Ux ∼ Gumbel(0, 1), qui admet comme
fonction de répartition F (y) = exp(−e−y).
Après ce (petit) premier pas, l’étape suivante est d’obtenir des résultats quantiﬁant la
loi jointe de (Un(x), Un(y)) pour toute paire de sommets (x, y) et d’utiliser des outils déjà
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Stochastic algorithms for optimization under uncertainty on complex structures.
Convergence and applications.
The main topics of this thesis involve the development of stochastic algorithms for
optimization under uncertainty, the study of their theoretical properties and appli-
cations. The proposed algorithms are modified versions of simulated annealing that
use only unbiased estimators of the cost function. We study their convergence using the
tools developed in the theory of Markov processes: we use properties of infinitesimal
generators and functional inequalities to measure the distance between their probability
law and a target one.
The first part is concerned with quantum graphs endowed with a probability mea-
sure on their vertex set. Quantum graphs are continuous versions of undirected weighted
graphs. The starting point of the present work was the question of finding Fréchet
means on such a graph. The Fréchet mean is an extension of the Euclidean mean to
general metric spaces and is defined as an element that minimizes the sum of weighted
square distances to all vertices. Our method relies on a Langevin formulation of a noisy
simulated annealing dealt with using homogenization. In order to establish the con-
vergence in probability of the process, we study the evolution of the relative entropy
of its law with respect to a convenient Gibbs measure. Using functional inequalities
(Poincare and Sobolev) and Gronwall’s Lemma, we then show that the relative entropy
goes to zero. We test our method on some real data sets and propose an heuristic method
to adapt the algorithm to huge graphs, using a preliminary clustering.
In the same framework, we introduce a definition of principal component analysis for
quantum graphs. This implies, once more, a stochastic optimization problem, this time
on the space of the graph’s geodesics. We suggest an algorithm for finding the first prin-
cipal component and conjecture the convergence of the associated Markov process to
the wanted set.
On the second part, we propose a modified version of the simulated annealing algorithm
for solving a stochastic global optimization problem on a finite space. Our approach is
inspired by the general field of Monte Carlo methods and relies on a Markov chain
whose probability transition at each step is defined with the help of mini batches of
increasing (random) size. We prove the algorithm’s convergence in probability towards
the optimal set, provide convergence rate and its optimized parametrization to ensure
a minimal number of evaluations for a given accuracy and a confidence level close to 1.
This work is completed with a set of numerical experiments and the assessment of the
practical performance both on benchmark test cases and on real world examples.
Algorithmes stochastiques d’optimisation sous incertitude sur des structures complexes.
Convergence et applications.
Les principaux sujets étudiés dans cette thèse concernent le développement d’algo-
rithmes stochastiques d’optimisation sous incertitude, l’étude de leurs propriétés
théoriques et leurs applications. Les algorithmes proposés sont des variantes du recuit
simulé qui n’utilisent que des estimations sans biais de la fonction de coût. On étudie leur
convergence en utilisant des outils développés dans la théorie des processus de Mar-
kov : on utilise les propriétés du générateur infinitésimal et des inégalités fonctionnelles
pour mesurer la distance entre leur distribution et une distribution cible.
La première partie est dédiée aux graphes quantiques, munis d’une mesure de pro-
babilité sur l’ensemble des sommets. Les graphes quantiques sont des versions continues
de graphes pondérés non-orientés. Le point de départ de cette thèse a été de trouver la
moyenne de Fréchet de tels graphes. La moyenne de Fréchet est une extension aux
espaces métriques de la moyenne euclidienne et est définie comme étant le point qui mini-
mise la somme des carrés des distances pondérées à tous les sommets. Notre méthode est
basée sur une formulation de Langevin d’un recuit simulé bruité et utilise une technique
d’homogénéisation. Dans le but d’établir la convergence en probabilité du processus, on
étudie l’évolution de l’entropie relative de sa loi par rapport a une mesure de Gibbs bien
choisie. En utilisant des inégalités fonctionnelles (Poincaré et Sobolev) et le lemme
de Gronwall, on montre ensuite que l’entropie relative tend vers zéro. Notre méthode est
testée sur des données réelles et nous proposons une méthode heuristique pour adapter
l’algorithme à de très grands graphes, en utilisant un clustering préliminaire. Dans le
même cadre, on introduit une définition d’analyse en composantes principales pour un
graphe quantique. Ceci implique, une fois de plus, un problème d’optimisation stochas-
tique, cette fois-ci sur l’espace des géodésiques du graphe. Nous présentons un algorithme
pour trouver la première composante principale et conjecturons la convergence du
processus de Markov associé vers l’ensemble voulu.
Dans une deuxième partie, on propose une version modifiée de l’algorithme du recuit
simulé pour résoudre un problème d’optimisation stochastique global sur un espace d’états
fini. Notre approche est inspirée du domaine général des méthodes Monte-Carlo et re-
pose sur une chaine de Markov dont la probabilité de transition à chaque étape est définie
à l’aide de « mini-lots » de taille croissante (aléatoire). On montre la convergence en
probabilité de l’algorithme vers l’ensemble optimal, on donne la vitesse de conver-
gence et un choix de paramètres optimisés pour assurer un nombre minimal d’évaluations
pour une précision donnée et un intervalle de confiance proche de 1. Ce travail est complété
par un ensemble de simulations numériques qui illustrent la performance pratique de
notre algorithme à la fois sur des fonctions tests et sur des données réelles issues de cas
concrets.
