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Resumen
El modelo lineal en el ajuste de una red GPS vectorial es un mo-
delo multivariante donde las observaciones son vectores aleatorios de
componentes correladas. Apilando las observaciones de manera con-
veniente (por bases), este modelo se transforma en un modelo lineal
univariante con matriz de varianzas-covarianzas diagonal por bloques
en el caso más sencillo de suponer que las bases están incorreladas.
Después de revisar el procedimiento para detectar errores groseros en
modelos lineales univariantes, se propone en este artículo su genera-
lización al modelo multivariante de ajuste de redes GPS vectoriales.
Esto se hace para el caso más general: suponiendo que todas las bases
han sido observadas y que la red no tiene puntos fijos.
1 Modelo lineal en el ajuste de una red GPS vec-
torial
Hay en Geodesia un denominador común en muchos modelos matemáticos
de ajuste: las observaciones son medidas relativas de una manera directa o
indirecta. Esto ocurre en redes de nivelación donde las observaciones son
desniveles o diferencias de altitudes, en redes trilateradas en las que se obser-
van distancias no dependiendo las observaciones del sistema de referencia,
en redes gravimétricas, en la compensación de estación cuando se miden
ángulos (como diferencias de direcciones). Otros ejemplos, especialmente
significativos, son las redes VLBI y las redes GPS. En el primer caso, el re-
tardo de la señal de una radiofuente entre dos estaciones es una combinación
lineal de las diferencias de coordenadas entre ambas estaciones.
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En observaciones GPS, usando medidas de fase en diferencias simples,
dobles o triples, el procesado de estas observaciones puede proporcionar
las componentes del vector definido por las dos estaciones receptoras. Las
componentes de este vector son las diferencias de coordenadas cartesianas
en el sistema geodésico WGS84 o ITRF92, disponiendo además de la matriz
de varianzas-covarianzas de este vector aleatorio (ver [7], en especial las
secciones §8.2, §8.3.4 Y el Capítulo 11).








donde 6.Xij es el valor verdadero de la componente X del vector PiPj, cuyo
valor observado denotaremos por 6.xij, etc.
Suponiendo para mayor generalidad que las líneas base se han observado
en todas las combinaciones posibles y que las incógnitas son las coordenadas
cartesianas de todos los puntos, consideremos la siguiente matriz
A= (1)
con
An-l = (-ln-l In-1) E IR(n-l)xn,
y para i = 2, ... ,n - 1
Aquí ti es el número de puntos y m = (n -1) + (n - 2)+ ... +1= n(n -1)/2
el número de bases observadas; Ik (k > O) es la matriz identidad de orden
k, 1k (k > O) el vector de IRk cuyos elementos son todos iguales a 1, y la
matriz nula Oque aparece en An-i es (n - i) x (i - 1). Esta matriz A es una
matriz de incidencia de rango igual a ti - 1 y es la matriz de configuración
o de diseño en redes de nivelación (ver [8]).
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Con ayuda de estas matrices, el modelo lineal en el ajuste o compensación
de una red GPS es el siguiente modelo multivariante
l = AX + E , E (E) = O, COY(E(i) ,E(j)) = ¿:ij . (2)
Para convertir el modelo (2) en un modelo univariante, apilamos las obser-
vaciones por filas (por bases) usando el operador Vec que actúa de la manera
siguiente: si A = (al, ... , an) E IRmxn entonces
Vec (A) ~ CJ E Rmn
Recordando que el producto de Kronecker de dos matrices A y E es [AmxnQ9
Epxq] = (aijE) E IRmpxnq, la siguiente propiedad (ver [5])
Vec (AX E) = [E' Q9A]Vec (X)
nos permite escribir
Vec (t') = [A Q9h]Vec (X') + Vec (E) .
Introducimos ahora los vectores
(
l(l)) (X(1)) (E(l))l = Vec (l') = : , x = Vec (X') = : , E = Vec (E') = : .
l(m) X(n) E(m)
El modelo lineal de una red GPS es por tanto
Il=A*x+E, E(E)=O, COV(E)= (¿:ij) I (3)
con A* = [AQ9h] E IR3mx3n y ¿:ij = COY(E(i),E(j)) E IR3x3. El rango de A*
es 3n - 3 y su deficiencia de rango pone de manifiesto que las coordenadas
de los puntos quedan determinadas salvo una traslación en IR3.
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2 Hipótesis lineal general
Por su esencial conexión con el problema de detectar errores groseros en
las observaciones, dedicamos esta sección al contraste de hipótesis sobre
funciones paramétricas en modelos lineales
l = Ax + e , e r- N(O, V = a2 P-I). (4)
Los resultados que presentamos sin demostración pueden verse desarrollados,
por ejemplo, en [6].
La hipótesis
Ha : A(1)X = di,
A(2)X = d2,
A(p)X = s;
se llama hipótesis lineal general acerca de los parámetros x del modelo. Ha
también puede escribirse como
Ha: Ax = d,
con
A ~ eu E illPxn
y d = (dI, ... , dp)'. Supondremos, sin perdida de generalidad, que el rango
de A es p.
La hipótesis Ha es contrastable si Ax es estimable, es decir, si y sólo si,
A = AH, con H = A-Ay donde A- es una inversa generalizada de A.
Según el teorema de Gauss- 1arkov, si Ax es estimable, el mejor estimador
lineal insesgado (BLDE, en inglés) de Ax es Ax con x cualquier estimación
mínimos cuadrados de x, es decir, cualquier solución del sistema de ecuacio-
nes normales Nx = A' Pl, N = A' PA. Las funciones paramétricas L = Ax
son estimables, y L = Ax reciben el nombre de observaciones ajustadas.
En una red GPS son de relevante importancia las funciones paramétricas
estimables Ax = [a(i) ® Js]x (componentes de la base i). También lo son,
en redes con un punto fijo, las funciones Ax = [e(i) ® Js]x (coordenadas del
punto i). En ambos casos p = 3.
Definimos
S:= E'PE,
con E = l - Ax (residuales del ajuste). Recordemos que ;;2 = S / (m - r),
r = rg (A), es un estimador insesgado en media de a2. Nótese que
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S 2
2" rv X (m - r).
IJ
que cabe interpretar como un estadístico que mide la calidad o bondad del-
ajuste (lack-of-fit statistics for the model). Si como estamos suponiendo,
e rv N(O, 1J2p-l), entonces
1.
2. S y el BLUE de cualquier función paramétrica estimable son indepen-
dientes.
Si A E IRPxn es de rango igual a p y Ax es estimable, la matriz Cov (Ax) =
1J2 (AN- A') es definida positiva (ver [6, Chapter 2, Sect.6 D. Para contrastar
Ha usaremos el estadístico
(5)
Según el siguiente resultado acerca de la distribución de formas cua-
dráticas aleatorias (ver [12D: si X rv N(¡..t,v), entonces
XT AX rv X2 (rg (A) , A)
si, y sólo si, AVes idempotente, con A = ¡..t'A¡..t/2, tenemos que
con
A = ~ (Ax - d)' (1J2 AN- A') -1 (Ax - d). (6)
Por la independencia entre Ax y S, la distribución X2 de la forma cuadrática
(Ax - d)' (1J2 AN- A') -1 (Ax - d)
es independiente de la distribución de S. Por otro lado, si X, Y son dos
variables aleatorias independientes tales que X rv x(nl, A) y Y rv x(n2, O),
entonces,
X/nI
Y/n2 rv F(nl, n2, A),
denominada F de Snedecor no central con nI Y n2 grados de libertad, y
parámetro de no centralidad A. Podemos concluir que
F rv F(p, m - r, A)
con A dado por (6).
Si Ha es cierta, A = OY F rv F(p, m - r). Es de esperar además que,
si la hipótesis es cierta, F alcance valores pequeños. Por tanto, rechazamos
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Ha si el valor observado de F es mayor que q donde q E IR+ es el punto
definido por
P[F(p, m - r) ::;q] = 1 - a,
con a rv O. El test para contrastar Ha puede ser por tanto el siguiente,
Ir: Rechazar Ha si, y sólo si, F 2: q·1
Si F es menor que q no hay evidencia contra Ha.
Nota 2.1 Cuando Ha hace referencia sólo a una función paramétrica Xx
entonces, si Ha es cierta
que es lo mismo que decir
Xx-d
----.,..,- rv t(m - r)
((j2)..,'N-)..,) 1/2 .
En efecto, si Ha es cierta
)..,'x- d
--------,--- rv N(O 1)
((72A'N- )..,)1/2 '
s
y es independiente de 2" rv X2 (m - r). o
(7
El tamaño de este test (es decir, el valor máximo de la probabilidad de
rechazar Ha, siendo cierto que Ax = d) es a. En efecto, vemos en primer
lugar que la función potencia del test r, 7r : IRn x IR+ f---7 [0,1]' viene dada
por
P [F 2: q I (x, (72)J
1- P [F::; q I (x, (72)] ,
donde F rv F(p, m - r,)..,) con X = )..,(x, (72) dado por (6). Si SH := {x E
IRn : Ax = d}, nos gustaría idealmente que tt = Oen SH x IR+ Y 7r = 1 en
(IRn\SH) x IR+. Así pues, el tamaño s del test es, teniendo en cuenta como
está definido q,
s = sup 7r = 1 - (1 - a) = a.
SH xlR+
El test T es uniformemente el más potente de tamaño a entre los tests
insesgados cuya función potencia depende de x y (72 por medio de )..,(ver,
por ejemplo, [4, p.48]).
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Wi = D(fi) rv N(O, 1),
3 Análisis de res iduales en modelos lineales urn-
variantes
Suponemos es esta sección que la matriz A en (4) es de rango completo.
Como venimos haciendo, a(i) denota la fila i-ésima de A. La clave para
detectar observaciones groseras o aberrantes está en estudiar los residuales
ajustados tipificados (tipificados para poder compararlos):
donde Éi = li - L; y D(Ei) es la desviación típica de Ei. La matriz de
varianzas-covarianzas de E es (ver [13, Ec. 2.35])
Cov (f) = (J2 (p-1 - AN-1 Al) ,
Por tanto,
D(~) 1/2e¡ = (Jqi ,
con
-1 I N-1
qi = Pi - a(i) a(i),
habiendo supuesto que la matriz de pesos de las observaciones es diagonal.
El procedimiento conocido en Geodesia como data snooping de Baar-
da (to snoop: curiosear, fisgonear) consiste, en primer lugar, en localizar la
observación lj que tenga la propiedad IWj I = rnax, IWi l. Esta observación
es la que puede estar corrompida o tener un error grosero. Si se conoce (J2,
decidimos que hay un error grosero en la observación lj si IWjl > q, con q
definido por la identidad
P[IZI ::; q] = 1 - a,
y Z rv N(O, 1) (por ejemplo, q = 3.29 si a = 0.001).
Una alternativa es el test de Pope, análogo al descrito anteriormente,
pero usando 0'2 para estimar D(fi): en este caso, la distribución de Wi no
es normal y se conoce como distribución T con m-n grados de libertad.
A su vez, una alternativa al test de Pope es, en el cálculo de Wi, estimar
(J2 habiendo eliminado la observación i-ésima: sea O'~Jesta estimación de (J2.
Definimos entonces el estadístico
Esta tipificación del residual ajustado correspondiente a la observación i-
ésima tiene interesantes propiedades que analizamos a continuación (ver,
por ejemplo, [11]).
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1. En primer lugar, esta tipificación viene apoyada por la siguiente identidad
(7)
donde Li,[i] es el estimador mínimos cuadrados de L, = 'L}=l aijXj elimina-
da la observación i-ésima. Algunos autores llaman a ft := li - Li,[i] predicted
residual (ver [1]). La demostración de (7) está basada en el siguiente resul-
tado (ver [9, Capítulo 13]).
Teorema 3.1 Si
(8)
el estimador mínimos cuadrados de x eliminando la observación i-ésima es
Además,
~2 1 [( )~2 -1~2]a[i] = ( ) m-n a - qi Ei . om-l -n






quedando demostrada la identidad (7).
2. Consideremos ahora el modelo
Este modelo (conocido en inglés como mean-shift outlier model) difiere del
usual en que E (li) no coincide con el valor verdadero de la magnitud i-ésima
observada, sino que difiere de él en un error sistemático constante igual a 6.
8
Según este modelo los estimadores mínimos cuadrados de x y 6 son
De acuerdo con el siguiente resultado,
A
)




Z = e~Pei - e~P AN-l A' Pe, E IR
Y E = l - Axo, siendo Xo el estimador mínimos cuadrados de x según el
modelo usual (8) en el que 6 = O. Además, Var(J) = (]"2Z-l.
Si la matriz de pesos es diagonal, Z = PTqi, y
Por otro lado, el estimador de (]"2 según el modelo (9) coincide con (]"~J
(esto se deduce de un resultado que veremos en la siguiente sección). Por
consiguiente,
-1 -1~Pi qi Ei
-1 -1/2 = Wt.
(]"[iJPi qi
3. Si en el modelo (8), E rv N(O, (]"2 P-1), entonces
(12)CiZ-1/2
En efecto, si E tiene una distribución normal en (9), entonces ;S rv N(6, (]"2B).
Por otro lado, si X rv N((), 1), Y rv x2(n) y ambas variables son indepen-
dientes, entonces X/ JY/n rv t(n, ()) denominada distribución t de Student
no central con ti grados de libertad y parámetro de no centralidad () (que
coincide con una t de Student con n grados de libertad si ()= O). Por tanto,
6
-- rv t(m - n - 1 6).
CiVE '
En resumen, si 6 = O,teniendo en cuenta (12) concluimos que Wt rv tm-n-1.
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4. El estadístico Wt refleja desviaciones grandes con más claridad que lo
hace el estadístico de Pope, pues cuando el cuadrado de éste tiende a m - n,
W/ ----7 oo. En efecto,
J m-n-lW/=Wi 2'm-n-Wi
5. CTRl es robusto frente a problemas de errores groseros en la observación
i-ésima.
Trabajando con W/, localizada la observación lj tal que 1Wj* 1 = max, 1W/ 1,
decidimos que, efectivamente, hay un error grosero en la observación lj si
IWj*1 > q, con q E IR+ definido por,
P[lt(m - n - 1)1 <;:; q] = 1 - CY.
N ata 3.1 El aspecto más importante del test anterior (que nos permitirá
generalizarlo a modelos multivariantes) es su equivalencia con el test para
contrastar la hipótesis nula 6 = ° en el modelo (9) con i = j. Si x =
(Xl, ... , Xn, 6)', esta hipótesis es del tipo A'x = ° con A= en+1, cuyo F-test
correspondiente es, teniendo en cuenta (12) y los resultados de la sección
anterior, el siguiente: rechazar la hipótesis nula si, y sólo si, F = (W1)2 > q,
con
P[F(l,m - n - 1) <;:; q] = 1 - CY. o
Sobre detección de errores groseros en modelos lineales univariantes es
muy recomendable el artículo de Ellenberg [3].
4 Análisis de residuales en redes GPS
Volvemos en esta sección al modelo de ajuste de una red GPS
l = A*x + E, E (E) = 0, Cov (E) = Blq diag (¿::ii) , (13)
con A* = [A ® h], donde estamos suponiendo que ¿::ij = ° si i i- j (bases
distintas) .
Sea 6 E IR3 Yconsideremos el modelo lineal
l = A*x + [e, ® h]6 + E, (14)
con E igual que en (13) y ei E IRm. Este es el mean shift outlier model para
la base i-ésima. ótese que [ei ® h] E IR3mx3 y que
([ei®h]6)' = (0, .. ,0,61,62,63,0, .. ,0) E IR1x3m.'--v--'
base i
Vista la relación en modelos univariantes entre el test de Pope modificado
(usando los residuales Wt) y el mean shift outlier model, queremos formular
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un test para contrastar la hipótesis 6 = Oen (14). Veamos en primer lugar
que esta hipótesis es contrastable según la definición dada en la Sección 2.
Con
la matriz de configuración del modelo (14) es B = (A* [ei ® IsJ)3mx(3n+3)"
Además 6 = Ay con A = [e~+l ® Isl. El rango de A es 3. Las columnas de
la matriz
[ (In) ] ([In ® Isl)F(3n+3)x3 = O ® Is = 03x3
son una base del espacio nulo de la matriz B. En efecto,
(lA ® Isl [ei ® IsJ) Cl~::3l) = [A ® Is][ln ® Isl·
Teniendo ahora en cuenta la identidad (ver [1, Appendix])
[A ® B][G ® Dl = [AG ® BD],
concluimos que
[A ® Isl[ln ® Isl = [A1n ® Isl = O
pues A1n = o. Además el rango de F es 3. Resta comprobar que AF = O,
pues en tal caso las filas de A pertenecen al complemento ortogonal del
espacio nulo de B (que coincide con el espacio imagen de B') que es condi-
ción necesaria y suficiente para que una función paramétrica sea estimable.
Escribimos F = [(ln+1 - en+d ® Is], entonces
AF = [e~+l ® Is][(1n+1 - en+d ® Isl
= [e~+l (1n+l - en+l) ® Isl = O.
Para contrastar la hipótesis nula Ha : 6 = O, hay en primer lugar que
estudiar la forma cuadrática aleatoria
(Ay)' (AN- A') -1 (AY)
con A = [e~+l ® Isl siendo y cualquier solución del sistema de ecuaciones
normales, por ejemplo, y = N- B'Pl. La matriz de coeficientes del sistema
de ecuaciones normales N es
N = B'pB = (Nll N12)
N21 N22
con
Nll = A*' PA* E IR3nx3n
N12 = A*' P[ei ® Isl
N21 = N{2
N22 = [e, ® Is]' P[ei ® Isl E IR3x3.
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Una inversa generalizada de N es
N- = (Nli + Nli:'12Z- ~21Nli
-Z N21Nn
(15)
con Z = N22 - N21Nli N12 E IR3x3 (ver [10, §3.3]). En la sección anterior
hemos visto que AN- A' = Z- es definida positiva. Por tanto, la matriz Z
tiene inversa y podemos reemplazar Z- por Z-l en (15).
Teniendo en cuenta que
, (A*' Pl )
B Pl = [ei® hl'Pl
entonces
5= _Z-l N21Nli A*' Pl + Z-l[eí ® h]'Pl
= Z-l[ei ®h]'P (l- A*NliA*'Pl)
= Z-l [eí® h]'PE (16)
con E = l- A *xa y xa = Nli A *'Pl. ótese que xa es una estimación mínimos
cuadrados de x según el modelo (13) (o = O).
Si P = Blq diag (Píí) (¿:;íí = (J2Píi1 en (13)), entonces N22 = Pii E IR3x3
y
Por tanto
15 = Z-l PiiE(i) .1
Esta fórmula generaliza la (11). En resumen,
(17)
Calculamos ahora S = (l - By)' P(l - By). Según resultados anteriores
l - By = E+ A*Nli N125 - [e, ® 13]5.
Puesto que E pertenece al complemento ortogonal del espacio imagen de A *,
entonces
E'P(A*NliN125) =0.
Eligiendo Nli de modo que sea reflexiva (Nli NnNli = Nli), resulta
S = E' PE - 2E' P[ei ® h]5 + 5'Z5.
Sustituyendo ahora la expresión de 5 dada por (16), obtenemos finalmente
(18)
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con So = E' PE. Si P = Blq diag (Pii), tenemos
(19)
Por tanto, el estimador de a2 según el modelo (14) es
(;2 = 1 [(3m - (3n - 3) )(;6 - E(i) IPiiZ-1 PiiE(i)] . (20)
3m- 3n
El F-test para contrastar la hipótesis nula Ho : (j = O es entonces el
siguiente. Definimos
Rechazamos la hipótesis nula si, y sólo si, F(i) > q, con q E IR+ definido por
P[F(3,3m - 3n) :S q] = 1- o.
En analogía con modelos univariantes, podemos finalmente resumir el
proceso para detectar errores groseros (bases groseras) en redes vectoriales
GPS:
1. Localizar la base l(j) de modo que
2. La base l(j) es grosera si F(j) > q, con q E IR+ definido por
P[F(3,3m - 3n) :S q] = 1- o.
Para un estudio más general acerca de la detección de errores groseros y
el análisis de residuales en modelos multivariantes, remitimos al lector a los
artículos [14] y [2].
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