T C P congestion control has been widely discussed on various networks under wireline or wireless environment. Many research studies have been raised to help T C P be more sensitive t o the network congestion by adding explicit notifications in T C P connection or letting the intermediate nodes in the network t o join T C P congestion control. In GPRS/EGPRS systems and other 3G cellular networks, the radio network controller chooses among several channel coders according t o the signal t o interference ratio. Hence, the channel data rate that an individual user experiences is time-dependent and variable. In this paper, we propose a T C P window control mechanism that adapts to the variable channel data rates. Our simulations show that the window adaptive T C P decreases the buffer occupancy and packet transmission delay, and achieves better throughput utilization when compared with the standard TCP Tahoe version and the Reno version.
INTRODUCTION
With the explosive growth of cellular voice services in the past few years, it is expected that there will be a tremendous demand for wireless data service in the future. When the medium that people use to access to the Internet changes from wireline to wireless networks, many protocols that were originally developed in the wireline environment will face the new challenges unique to the wireless environment. As a vital part of the Internet transmission protocol, TCP has received a lot of attention and many research studies investigate its performance over wireless links in various wireless networks [I, 2,3,41.
TCP was originally designed for wireline networks. In a mobile environment, new problems emerge due to the difference between wireline and wireless networks. In GPRSEGPRS and other 3G cellular systems, there is a new feature: the use of variable rate channel coders. Unlike GSM that only supports circuit-switched data transmission with rates up to 9.6 kbps, EGPRS offers packet-switched data transmission with rates ranging from 8.8 kbps to 59.2 kbps per channel by choosing appropriate coding schemes according to the condition of the radio link. More over, EGPRS allows a *This work is sponsored by the program for promoting academic excellence of universities 89-E-FA04-1-4.
user to combine and use up to eight time slots per frame in a channel [53. The bandwidth assigned to a mobile user is no longer fixed but is variable and is dependent on the channel allocation policy in the radio network controller (RNC) and the condition of radio links. The condition of the radio links is determined by level of the radio interference and the fading caused by the user's location. A mobile subscriber will be assigned an appropriate transmission rate by the system based on his location, interference scenario and traffic requirement. When the user moves to an area with worse radio condition, the mobile terminal and the RNC negotiate and use a more powerful channel coder. As a result, the user effectively sees a lower transmission rate. Since TCP was developed in the wireline environment, the bandwidth of the network was assumed to be fixed or static and the TCP window size will change according to the network congestion level. However, such assumption has changed in EGPRS because the bandwidth available to the users could be variable when the users move. A large window size is suitable for high channel transmission rates. As the user moves to a location with higher interference, the transmission rate decreases and the large window size may lead to congestion and buffer overflow in the base station (BS). On the other hand a small window size is suitable for low transmission rates. However, as the condition of the radio link improves, the transmission rate increases and the small window size may lead to inefficient usage of the bandwidth. Both scenarios result from the slow response to the network status by the TCP. The rest of this paper is organized in the following way. In the next section we summarize related studies of TCP in the wireless networks. In section 3, we describe our scheme which modifies the window size according to the transmission rates. We present simulation results in section 4.
RELATED WORK ON CONGESTION CONTROL
An important characteristic of the TCP congestion control mechanism is that it does not assume any support from the network for explicit signaling of the congestion state. TCP infers the congestion state of the network from implicit signals -arrival of acknowledgments (ACKs), timeouts, and receipts of duplicate ACKs. As we review the TCP protocol, we will find that the flowkongestion control is implemented at both sides of the connection. The difference between the two TCP entities at the two sides is that the congestion window in the sender is passive in the sense that the congestion window size is adjusted in the presence of congestion. The TCP entity at the receiver side uses the advertised window to actively control the transmission rate. Since both TCP entities do not communicate with any other network elements for the congestion level, the receiver is unable to select an optimal value for its advertised window to avoid congestion or buffer overflow. If we can make the receiver TCP be aware of the network status or allow the network nodes in the path of connection to join the task of congestion control according to the current network capacity or the buffer occupancies in these network nodes, we may be able to make the source respond to congestion before the congestion occurs. There are several research studies and schemes that have been proposed to improve TCP flowkongestion control mechanism along the idea just described.
The standardized Explicit Congestion Notification (ECN) [6] proposed a router based mechanism, which lets the routers along the connection path to mark the packets in the headers when congestion is detected. The receiver passes the congestion information in the acknowledgment packets to the sender. The sender reduces its transmission rate appropriately on the reception of an acknowledgment with the congestion notification. Explicit Window Adaptation (EWA) scheme in [7] provides TCP with explicit window feedback on the state of the buffer in the routers along the connection path. EWA modifies the receiver's advertised window size returning to the source according to the state of buffer occupancy. A feedback function is implemented in the router to compute the appropriate window size based on the amount of free buffer space. Thus the steady-state buffer occupancy can be maintained at a level well below the buffer capacity and buffer overflow can be avoided most of the time. The study in 181 proposed a TCP Rate Control scheme that is also based on the TCP receiverwindow adjustment mechanism. The scheme estimates the router's advertised window size with the input/output rate at the router buffer from the corresponding feedback function. Then the scheme reduces the receiver's advertised window size if it exceeds the computed feedback value. The Bandwidth Aware TCP (BA-TCP) scheme proposed in [9] uses the RTPD (round-trip propagation delay) and the AI3W (available bandwidth) fields in the IPv6 extended header to deliver the propagation delay Rt and the available bandwidth B, information obtained from the network layer to the TCP receiver, where the estimation of Rt and B, is measured by the routers in the path of the connection. The receiver then computes the bandwidth-delay product B a Rt and replaces its receiver's advertised window field with the minimum between the B, Rt product and the initial window size. Thus the advertised window size is generalized to combine both flow control and congestion control and the TCP can fill the network pipe with packets using this window size. In [lo], RA-TCP (Rate Adaptive TCP) is proposed with an explicit feedback mechanism to convey the fair session rates from the network directly to individual TCP senders. The sender then adapts its congestion window based on the information of the feedbackrate and the estimate of the round-trip time. It throttles its transmission rate if necessary to achieve the goal of sharing the network bandwidth fairly. Although these schemes were not developed for specific networks, there are some considerations and difficulties to implement these schemes in EGPRS and 3G wireless networks. One of the main considerations is the support and the interoperation with the existing infrastructure. All these schemes need the modification on the devices along the connection path to make the mechanisms function properly. The ECN scheme requires to modify both the sender and the receiver to handle the ECN indicator. It also needs the support from the routers, which makes the scheme difficult to be integrated with the existing network if any part of the network does not implement the ECN scheme. EWA and other explicit window feedback schemes also face the same problem when routers equipped with the window feedback capability are interconnected with other existing routers. Since various parts of the network may belong to several organizations or companies and may locate in many countries, it may be impossible to insist that all routers be equipped with the same window feedback capability. In addition, these schemes need to implement window adjustment feedback function at the routers that have the largest buffer overflow probability. In the wireless network these routers are usually the base stations since the radio access network is usually the capacity bottleneck in the wireless infrastructure. Another important consideration for router-based window adjustment schemes is that all connections should be treated equally and they receive the same feedback for the same network condition such as buffer congestion in order to reduce the load of the routers and to make the active connections share the available bandwidth fairly. However, in EGPRS and other 3G systems each connection could be assigned to different transmission rates according to the specified QoS requirement and the current state of the radio links. Making all connection adapted to the same criterion would lead to the unfairness for subscribers with different QoS and lead to wasteful usage of the radio resource. Some schemes such as BA-TCP and RA-TCP require to add extra information in the packets. For example, BA-TCP uses the extended fields in the IPv6 headers, and therefore is incompatible with the current IPv4 protocol or the Mobile-IP protocol used in the wireless system. The encryption function of IPv6 also makes the intermediate node unable to read the contents of TCP traffic since the whole IP payload is encrypted. To implement the window adjustment, these schemes require to modify the sender, which may reside in the part of the Internet that is impossible or infeasible to access. From the above discussion, we can summarize the properties that are desirable in the new scheme for TCP congestion control in EGPRS and other 3G wireless network. First, an end-to-end mechanism is needed for the connections with different QoS demand. Second, one should be able to in-tegrate the scheme easily with the existing network components. The scheme should be implemented at the two ends of the connections. None of the intermediate network nodes should be modified. In fact, the scheme should only modify the standard TCP code at the mobile client side because the TCP code in the senders is usually in the existing wireline Internet that may be difficult or infeasible to modify.
PROPOSED SCHEME
The main objective of our proposed scheme, which will be called the Window Adaptive TCP, is to maintain the flow control on a per-connection basis. We consider downlink communications, i.e., the senders reside in the wireline network and the receivers are mobile users. We expect that downlink communications produce much greater traffic volume than uplink communications. We assume that each mobile device in the wireless network is aware of the state of its radio link. During the connection holding time, the mobile terminal monitors the radio link condition and negotiates a proper coding scheme with the base station to determine the number of time slots as well as the transmission rate. Using the information of the coding scheme, the mobile terminal is aware of the current channel rate. We assume that this information of the current channel rate can be passed from the physical layer to the TCP layer. The mobile terminal then uses this information to modify the TCP advertised window size to the product of the channel rate obtained from the physical layer and an estimate of the round trip time (RTT). This is similar to the estimate of the advertised window size using the bandwidth-delay product in the conventional TCP. The ACKs that return to the servers in the fixed networks therefore constrain the growth of the congestion window and control the transmission rate. We use simulation to suggest an optimal RTT value for the 3G EGPRS radio interface. In this paper we provide an analysis of the proposed rateadaptive TCP window mechanism. This analysis produces simultaneously differential equations for the congestion window size.
SIMULATION SETUP
We use event-driven simulations to study the behavior of our proposed TCP that adapts the maximum window size to the variable channel date rate. Our study concentrates on a single user in the downlinktransmission. That is, packets flow from a server in the wireline Internet to the base station and then to the mobile terminal. Fig. 1 shows the architecture of the simulated model. In this model, the interfering traffic (denoted by "Other sources" in the figure) generates packets according to a Poisson process. The TCP source in the public network runs a standard Tahoe or Reno version of the TCP protocol. Specifically, the Tahoe version has the Fast-Retransmission mechanism and the Reno version has the Fast-Recovery mechanism. We assume that files arrive at the sender according to a Poisson process with mean interarrival time of 10 seconds. The files are broken up into TCP packets by the sender. The packet length is 512 bytes, which is equal to the length of an MSS (Max Segment Size).
The number of TCP packets is equal to the ratio of the file size and the length of the TCP MSS. The interfering packets arrive according to a Poisson process. Their service times are exponentially distributed. The mean inter-arrival times and the mean service times are both equal to 100 msec. In our simulation, the sender always uses the standard TCP. For the TCP in the receiver, we simulate both the standard TCP and the proposed window adaptive TCP. With the standard TCP in the mobile terminal, the receiver sets normal declaration of advertised window size in the TCP header of the ACK packets. With the proposed window adaptive TCP, the receiver sets the advertised window size according to the product of the current channel rate and the RTT. We simulate the proposed window adaptive TCP with several RTT values to recommend the optimal RTT value. The result will be reported in the next section. The estimated propagation delay from the public network to the EGPRS subsystem is 300 ms. The buffer in the BS has a finite size. Packets are dropped if the buffer is full when the packets arrive. In our simulation, Figure 1 . Simulated system architecture.
we employ the radio system model due to [5] .
[5] proposed a 5-state discrete-time birth-and-death Markov chain to represent 5 transmission rates in the EGPRS. Our radio model is slightly different from the original model in [5] . In [5] the radio link is actually modeled by two disjoint Markov chains with two states and three states respectively corresponding to two different numbers of users in the covered area of the cell.
The transmission rates from state 1 to state 5 are 11 kbps, 22 kbps, 33 kbps, 44 kbps, 55 kbps respectively. The upward one-step-transition probabilities are equal to X and the downward one-step transition probabilities are equal to p. The state of the Markov chain is updated every 100 msec. We use different values of (A, p ) to simulate different system loads.
The concept is that the users will tend to be in the state with higher transmission rate if system load is low(X > p), and stay in the state with lower transmission rate if system load is heavy (A < p ) . That is, A/p increases with increasing system load. For more detailed description of the radio link modeling, please refer to [5] . Table 1 lists some parameters used in the simulation. We simulate three different loading levels of the radio system. We adopt the parameters used by [5] . The values of (A, p ) used to model the levels of the radio system loading are listed in Table 2 .
NUMERICAL RESULTS
SystemLoad I Low I Medium I Heavy Table 2 . Parameters used in the model of the radio system for three different levels of traffic loading.
We first use simulations to find the appropriate RTT estimate in our scheme. With heavily loaded traffic condition, Fig. 2 shows the download time for files of sizes 200 kbytes and 1024 kbytes as the RTT varies. The file download time is defined to be the interval from the arrival time of the file to the time that all packets generated by that file have been correctly received by the receiver. The result shows that an RTT estimate of 1 sec would be most suitable for our scheme. Due to space limit, we do not show the result for light traffic condition and medium traffic condition. However, the conclusion that the best RTT estimate is 1 sec remains true for these two cases as well.
Figs. 3 , 4 and 5 show the traces of congestion window size of the three TCP versions under low system loading. The advertised window size used by the standard TCP Tahoe and Reno is 64 Kbytes. This large window size makes the Tahoe and Reno TCP aggressively increase their congestion window size and raise the transmission rate when no congestion is detected. Later, when the condition of the radio link becomes poor, the channel bandwidth decreases and the buffer starts to fill up. The standard TCP starts to drop packets and decreases the congestion window size when timeout occurs or when duplicate ACK packets are received. Our scheme will restrict the growth of the congestion window size by adapting it to the current channel state. According to Fig. 5 , our scheme successfully controls the congestion window size around a stable value. This avoids the expensive timeouts and retransmissions. Fig. 6 shows the download time for 200-kbyte-long files of the proposed scheme and the standard TCP with different window sizes ranging from 4 to 32 Kbytes for the heavy traffic loading. Fig. 7 shows the average packet delay time for heavy traffic loading. The packet delay is defined as the interval from the first time that a packet is sent by the server to the time that the receiver correctly receives it. We can see that the performance of the standard TCP varies with the window. Although it seems that the standard TCP performs well or even better than our proposed scheme at some specific window sizes in the simulation, the selection of the proper window size is crucial. In contrast, our scheme performs uniformly well. Due to the space limit, we do not show the average packet delay for light and medium traffic loading.
The conclusion holds for these two cases too. Fig. 8 shows the sequence numbers sent by TCP Tahoe, TCP Reno and the proposed scheme with the heavy traffic loading. The window size used by the standard TCP is 64 kbytes. The slopes of the curves change with the time-dependent channel data rate. These figures indicate that the transmission process in the proposed scheme is smoother than those of the standard TCP versions, since there are much less buffer overflows and packet losses in the proposed scheme. This results in much less timeouts and hence much less window recoveries. This conclusion holds for the low and medium traffic loading levels as well. 
