K-way hypergraph partitioning has an ever-growing use in parallelization of scientific computing applications. We claim that hypergraph partitioning with multiple constraints and fixed vertices should be implemented using direct K-way refinement, instead of the widely adopted recursive bisection paradigm. Our arguments are based on the fact that recursive-bisection-based partitioning algorithms perform considerably worse when used in the multiple constraint and fixed vertex formulations. We discuss possible reasons for this performance degradation. We describe a careful implementation of a multi-level direct K-way hypergraph partitioning algorithm, which performs better than a well-known recursive-bisection-based partitioning algorithm in hypergraph partitioning with multiple constraints and fixed vertices. We also experimentally show that the proposed algorithm is effective in standard hypergraph partitioning.
Introduction

Motivation
In the literature, combinatorial models based on hypergraph partitioning are proposed for various complex and irregular problems arising in parallel scientific computing [4, 10, 17, 26, 50, 53] , VLSI design [2, 42] , software engineering [6] , and database design [22, 23, 41, 43, 46] . These models formulate an original problem as a hypergraph partitioning problem, trying to optimize a certain objective function (e.g., minimizing the total volume of communication in parallel volume rendering, optimizing the placement of circuitry on a dice area, minimizing the access to disk pages in processing GIS queries) while maintaining a constraint (e.g., balancing the computational load in a parallel system, using disk page capacities as an upper bound in data allocation) imposed by the problem. In general, the solution quality of the hypergraph partitioning problem directly relates to the formulated problem. Hence, efficient and effective hypergraph partitioning algorithms are important for many applications.
Definitions
A hypergraph H=(V, N ) consists of a set of vertices V and a set of nets N [5] . Each net n j ∈ N connects a subset of vertices in V. The set of vertices connected by a net n j are called its pins and denoted as Pins(n j ). The size of a net n j is equal to the number of its pins, that is, s(n j )=|Pins(n j )|. A cost c(n j ) is associated with each net n j . The nets connecting a vertex v i are called its nets and denoted as Nets (v i ={V 1 , V 2 , . . . , V K } is a K-way vertex partition if each part V k is non-empty, parts are pairwise disjoint, and the union of parts gives V. In , a net is said to connect a part if it has at least one pin in that part. The connectivity set j of a net n j is the set of parts connected by n j . The connectivity j =| j | of a net n j is equal to the number of parts connected by n j . If j =1, then n j is an internal net. If j >1, then n j is an external net and is said to be cut.
The K-way hypergraph partitioning problem (e.g., see [2] ) is defined as finding a vertex partition ={V 1 , V 2 , . . . , V K } for a given hypergraph H=(V, N ) such that a partitioning objective defined over the nets is optimized while a partitioning constraint is maintained.
In general, the partitioning objective is to minimize a cost function defined over the cut nets. Frequently used cost functions [42] include the cut-net metric
where each cut net incurs its cost to cutsize( ), and the connectivity-1 metric
where each cut net n j incurs a cost of c(n j )( j − 1) to cutsize( ). In Eqs.
(1) and (2) , N cut denotes the set of cut nets. In this work, we use the connectivity-1 metric. Typically, the partitioning constraint is to maintain one or more balance constraints on the part weights. A partition is said to be balanced if each part V k satisfies the balance criteria 
In Eq. (3), for the tth constraint, each weight W t (V k ) of a part V k is defined as the sum of the weights w t (v i ) of the vertices in that part, W t avg is the weight that each part must have in the case of perfect balance, and t is the maximum imbalance ratio allowed. In case of hypergraph partitioning with fixed vertices [1] , there is an additional constraint on part assignment of some vertices, i.e., a number of vertices are assigned to parts prior to partitioning with the condition that, at the end of the partitioning, those vertices will remain in the part that they are assigned to.
Issues in hypergraph partitioning
The hypergraph partitioning problem is known to be NP-hard [42] , and the algorithms used in partitioning a hypergraph are heuristics. Consequently, the partitioning algorithms must be carefully designed and implemented for increasing the quality of the optimization. At the same time, the computational overhead due to the partitioning process should be minimized in case this overhead is a part of the entire cost to be minimized (e.g., the duration of preprocessing within the total run-time of a parallel application).
The very first works (mostly in the VLSI domain) on hypergraph partitioning used the recursive bisection (RB) paradigm. In the RB paradigm, a hypergraph is recursively bisected (i.e., two-way partitioned) until the desired number of parts is obtained. At each bisection step, cut-net removal and cut-net splitting techniques [16] are adopted to optimize the cut-net and connectivity-1 metrics, respectively. Iterative improvement heuristics based on vertex moves or swaps between the parts are used to refine bisections to decrease the cutsize. The performance of iterative improvement heuristics deteriorate in partitioning hypergraphs with large net sizes [36] and small vertex degrees [29] . Moreover, those improvement heuristics do not have a global view of the problem, and hence solutions are usually far from being optimal.
The multi-level hypergraph partitioning approach emerged as a remedy to these problems [8] . In multi-level bisection, the original hypergraph is coarsened into a smaller hypergraph after a series of coarsening levels, in which highly coherent vertices are grouped into supervertices, thus decreasing the sizes of the nets. After the bisection of the coarsest hypergraph, the generated coarse hypergraphs are uncoarsened back to the original, flat hypergraph. At each uncoarsening level, a refinement heuristic (e.g., FM [28] or KL [39] ) is applied to minimize the cutsize while maintaining the partitioning constraint. The multilevel partitioning approach has proven to be very successful [16, 30, 33, 34, 36] in optimizing various objective functions.
With the widespread use of hypergraph partitioning in modeling computational problems outside the VLSI domain, the RB scheme adopting the FM-based local improvement heuristics turned out to be inadequate due to the following reasons. First, in partitioning hypergraphs with large net sizes, if the partitioning objective depends on the connectivity of the nets (e.g., the connectivity-1 metric), good partitions cannot always be obtained. The possibility of finding vertex moves that will reduce the cutsize is limited, especially at the initial bisection steps, where net sizes are still large, as nets with large sizes are likely to have large numbers of pins on both parts of the bisection [36] . Second, in partitioning hypergraphs with large variation in vertex weights, targeted balance values may not always be achieved since the imbalance ratio needs to be adaptively adjusted at each bisection step. Third, the RB scheme's nature of partitioning hypergraphs into two equally weighted parts restricts the solution space. In general, imbalanced bisections have the potential to lead to better cutsizes [47] . Finally, several formulations that are variations of the standard hypergraph partitioning problem (e.g., multiple balance constraints, multi-objective functions, fixed vertices), which have recently started to find application in the literature, are not appropriate for the RB paradigm.
As stated above, the RB scheme performs rather poorly in problems where a hypergraph representing the computational structure of a problem is augmented by imposing more than one constraints on vertex weights or introducing a set of fixed vertices into the hypergraph. In the multi-constraint partitioning case, the solution space is usually restricted since multiple constraints may further restrict the movement of vertices between the parts. Equally weighted bisections have a tendency to minimize the maximum of the imbalance ratios (according to multiple weights) to enable the feasibility of the following bisections. This additional restriction has manifested itself as 20-30% degradation in cutsizes with respect to the singleconstraint formulation in some recent applications [35, 51, 54] .
In partitioning with fixed vertices, the RB-based approaches use fixed vertices to guide the partitioning at each bisection step. A set of vertices fixed to a certain subset of parts (a practical option is to select the vertices fixed to the first K/2 parts) are placed in the same part in the first bisection step. As there is no other evident placement information, the same kind of action is taken in the following bisection steps as well. Note that this is a restriction since any bisection that keeps the vertices fixed to half of the parts in the same side of the partition is feasible. That is, parts can be relabeled after the partitioning took place according to the fixed vertex information. In other words, there are combinatorially many part labelings that are consistent with the given fixed vertex information, and the RBbased approaches do not explore these labelings during partitioning. Combined with the aforementioned shortcomings of the RB scheme, this can have a dramatic impact on the solution quality. In Section 5.4, we report cutsize improvements up to 33.30% by a carefully chosen part labeling combined with K-way refinement.
Contributions
In this work, we propose a new multi-level hypergraph partitioning algorithm with direct K-way refinement. Based on this algorithm, we develop a hypergraph partitioning tool capable of partitioning hypergraphs with multiple constraints. Moreover, we extend the proposed algorithm and the tool in order to partition the hypergraphs with fixed vertices. The extension is to temporarily remove the fixed vertices, partition the remaining vertices, and then optimally assign the fixed vertices to the obtained parts prior to direct K-way refinement. The fixed-vertexto-part assignment problem is formulated as an instance of the maximum-weighted bipartite graph matching problem.
We conduct experiments on a wide range of hypergraphs with different properties (i.e., number of vertices, average net sizes). The experimental results indicate that, in terms of both execution time and solution quality, the proposed algorithm performs better than the state-of-the-art RB-based algorithms provided in PaToH [16] . In the case of multiple constraints and fixed vertices, the obtained results are even superior.
The rest of the paper is organized as follows. In Section 2, we give an overview of the previously developed hypergraph partitioning tools and a number of problems that are modeled as a hypergraph partitioning problem in the literature. The proposed hypergraph partitioning algorithm is presented in Section 3. In Section 4, we present an extension to this algorithm in order to encapsulate hypergraph partitioning with fixed vertices. In Section 5, we verify the validity of the proposed work by experimenting on well-known benchmark data sets. The paper is concluded in Section 6.
Previous work on hypergraph partitioning
Hypergraph partitioning tools
Although hypergraph partitioning is widely used in both academia and industry, the number of publicly available tools is limited. Other than the Mondriaan partitioning tool [53] , which is specialized on sparse matrix partitioning, there are five general-purpose hypergraph partitioning tools that we are aware of: hMETIS [33] , PaToH [16] , MLPart [9] , Parkway [48] , and Zoltan [24] , listed in chronological order.
hMETIS [33] is the earliest hypergraph partitioning tool, published in 1998 by Karypis and Kumar. It contains algorithms for both RB-based and direct K-way partitioning. The objective functions that can be optimized using this tool are the cut-net metric and the sum of external degrees metric, which simply sums the connectivities of the cut nets. The tool has support for partitioning hypergraphs with fixed vertices.
PaToH [16] was published in 1999 by Çatalyürek and Aykanat. It is a multi-level, RB-based partitioning tool with support for multiple constraints and fixed vertices. Built-in objective functions are the cut-net and connectivity-1 cost metrics. A high number of heuristics for coarsening, initial partitioning, and refinement phases are readily available in the tool.
MLPart [9] was published in 2000 by Caldwell et al. This is an open source hypergraph partitioning tool specifically designed for circuit hypergraphs and partitioning-based placement in VLSI layout design. It has support for partitioning with fixed vertices.
Parkway [48] is the first parallel hypergraph partitioning tool, published in 2004 by Trifunovic and Knottenbelt. It is suitable for partitioning large hypergraphs in multi-processor systems. The tool supports both the cut-net and connectivity-1 cost metrics.
Also, Sandia National Labs' Zoltan toolkit [25] contains a recently developed parallel hypergraph partitioner [24] . This partitioner is based on the multi-level RB paradigm and currently supports the connectivity-1 cost metric.
Applications of hypergraph partitioning
Hypergraph partitioning has been used in VLSI design [2, 20, 32, 42, 45] since 1970s. The application of hypergraph partitioning in parallel computing starts by the work of Çatalyürek and Aykanat [15, 17] . This work addresses 1D (rowwise or columnwise) partitioning of sparse matrices for efficient parallelization of matrix-vector multiplies. Later, Çatalyürek and Aykanat [18, 19] and Vastenhouw and Bisseling [53] proposed hypergraph partitioning models for 2D (non-zero-based) partitioning of sparse matrices. In these models, the partitioning objective is to minimize the total volume of communication while maintaining the computational load balance. These matrix partitioning models are used in different applications that involve repeated matrix-vector multiplies, such as computa-tion of response time densities in large Markov models [26] , restoration of blurred images [52] , and integer factorization in the number field sieve algorithm in cryptology [7] .
In parallel computing, there are also hypergraph partitioning models that address objectives other than minimizing the total volume of communication. For example, Aykanat et al. [4] consider minimizing the border size in permuting sparse rectangular matrices into singly bordered block diagonal form for efficient parallelization of linear programming solvers, LU and QR factorizations. Another example is the communication hypergraph model proposed by Uçar and Aykanat [49] for considering message latency overhead in parallel sparse matrix-vector multiples based on 1D matrix partitioning.
Besides matrix partitioning, hypergraph models are also proposed for other parallel and distributed computing applications. These include workload partitioning in data aggregation [11] , image-space-parallel direct volume rendering [10] , data declustering for multi-disk databases [41, 43] , and scheduling file-sharing tasks in heterogeneous master-slave computing environments [37, 38, 40] .
Formulations that extend the standard hypergraph partitioning problem (e.g., multiple vertex weights and fixed vertices) also find application. For instance, multi-constraint hypergraph partitioning is used for 2D checkerboard partitioning of sparse matrices [19] and parallelizing preconditioned iterative methods [51] . Hypergraph partitioning with fixed vertices is used in formulating the remapping problem encountered in imagespace-parallel volume rendering [10] .
Finally, we note that hypergraph partitioning also finds application in problems outside the parallel computing domain such as road network clustering for efficient query processing [22, 23] , pattern-based data clustering [44] , reducing software development and maintenance costs [6] , topic identification in text databases [13] , and processing spatial join operations [46] .
K-way hypergraph partitioning algorithm
The proposed algorithm follows the traditional multi-level partitioning paradigm. It includes three consecutive phases: multi-level coarsening, initial partitioning, and multi-level K-way refinement. Fig. 1 illustrates the algorithm.
Multi-level coarsening
In the coarsening phase, a given flat hypergraph H 0 is converted into a sufficiently small hypergraph H m , which has vertices with high degrees and nets with small sizes, after m successive coarsening levels. At each level , an intermediate coarse hypergraph
is generated by coarsening the finer parent hypergraph H =(V , N ). The coarsening phase results in a sequence
The coarsening at each level is performed by coalescing vertices of H into supervertices in H +1 . For vertex grouping, agglomerative or matching-based heuristics may be used. In our case, we use the randomized heavy-connectivity matching heuristic [16, 17] . In this heuristic, vertices in vertex set V are visited in a random order. In the case of unit-cost nets, every visited, unmatched vertex v i ∈ V is matched with a currently unmatched vertex v j ∈ V that shares the maximum number of nets with v i . In the case of nets with variable costs, v i is matched with a vertex v j such that n h ∈C ij c(n h ) is the maximum over all unmatched vertices that share at least one net with v i , where
e., C ij denotes the set of nets that connect both v i and v j . Each matched vertex pair (v i ∈ V , v j ∈ V ) forms a single supervertex in V +1 .
As the coarsening progresses, nets with identical pin sets may emerge. Such nets become redundant for the subsequent coarser hypergraphs and hence can be removed. In this work, we use an efficient algorithm for identical net detection and elimination. This algorithm is similar to the algorithm in [3] , which is later used in [31] for supervariable identification in nested-dissection-based matrix reordering.
RB-based initial partitioning
The objective of the initial partitioning phase is to obtain a
For this purpose, we use the multi-level RB scheme of PaToH to partition H m into K parts. We have observed that it is better to avoid further coarsening within PaToH since H m is already coarse enough. At each bisection step of PaToH, we use the greedy hypergraph growing heuristic to bisect the intermediate hypergraphs and the tight boundary FM heuristic [16, 17] for refinement. At the end of the initial partitioning phase, if the current imbalance is over the allowed imbalance ratio , a balancer, which performs vertex moves (starting with the moves having highest FM gains, i.e., the highest reduction in the cutsize) among the K parts at the expense of an increase in the cutsize, is executed to drop the imbalance below .
Although possibilities other than RB exist for generating the initial set of vertex parts, RB emerges as a viable and practical method. A partition of the coarsest hypergraph H m generated by RB is very amenable to FM-based refinement since H m contains nets of small sizes and vertices of high degrees.
Multi-level uncoarsening with direct K-way refinement
Every uncoarsening level includes a refinement step, followed by a projection step. In the refinement step, which involves a number of passes, partition is refined by moving vertices among the K vertex parts, trying to minimize the cutsize while maintaining the balance constraint. In the projection step, the current coarse hypergraph H and partition are projected back to H −1 and −1 . The refinement and projection steps are iteratively repeated until the top-level, flat hypergraph H 0 with a partition 0 is obtained. This algorithm is similar to the one described in [36] .
At the very beginning of the uncoarsening phase, a connectivity data structure and a lookup data structure are created. These structures keep the connectivity of the cut nets to the vertex parts. is a 2D ragged array, where each 1D array keeps the connectivity set of a cut net. That is, (n i ) returns the connectivity set i of a cut net n i . No information is stored in for internal nets. is an |N cut | by K, 2D array to lookup the connectivity of a cut net to a part in constant time. That is, (n i , V k ) returns the number of the pins that cut net n i has in
Both and structures are allocated once at the beginning of the uncoarsening phase and maintained during the projection steps. For this purpose, after each coarsening level, a mapping between the nets of the fine and coarse hypergraphs is computed so that and arrays are modified appropriately in the corresponding projection steps. Since the pin counts of the nets on the parts may change due to the uncoarsening, the pin counts in the array are updated by iterating over the cut nets in the coarse hypergraph and using the net map created during the corresponding coarsening phase. Similar to the net map, vertex maps are computed in the coarsening steps to be able to determine the part assignments of the vertices in the fine hypergraphs during the projection. Part assignments of vertices are kept in a 1D Part array, where Part(v i ) shows the current part of vertex v i .
During the refinement passes, only boundary vertices are considered for movement. For this purpose, a FIFO queue B of boundary vertices is maintained. A vertex v i is boundary if it is among the pins of at least one cut net n j . B is updated after each vertex move if the move causes some non-boundary vertices to become boundary or some boundary vertices become internal to a part. Each vertex v i has a lock count b i , indicating the number of times v i is inserted into B. The lock counts are initially set to 0 at the beginning of each refinement pass. Every time a vertex enters B, its lock count is incremented by 1. No vertex v i with a b i value greater than a prespecified threshold is allowed to re-enter B. This way, we avoid moving the same vertices repeatedly. The boundary vertex queue B is randomly shuffled at the beginning of each refinement pass.
For vertex movement, each boundary vertex v i ∈ B is considered in turn. The move of vertex v i is considered only to those parts that are in the union of the connectivity sets of the nets connecting v i , excluding the part containing v i , if the move satisfies the balance criterion. Note that once the imbalance on part weights is below , it is never allowed to rise above this ratio during the direct K-way refinement. After gains are computed, the vertex is moved to the part with the highest positive FM gain. Moves with negative FM gains as well as moves with non-positive leave gains are not performed. A refinement pass terminates when queue B becomes empty. No more refinement passes are made if a predetermined pass count is reached or improvement in the cutsize drops below a prespecified threshold.
For FM-based move gain computation for a vertex v i , we use the highly efficient algorithm given in Fig. 2 . This algorithm first iterates over all nets connecting vertex v i and computes the leave gain for v i . If the leave gain is not positive, no further positive move gain is possible and hence the algorithm simply returns. Otherwise, the maximum arrival loss is computed by iterating over all nets connecting v i as well as a separate move gain for all parts (excluding v i 's current part) that are connected by at least one cut net of v i . Finally, a total move gain is computed for each part by adding the move gain for the part to the leave gain and subtracting the maximum arrival loss. The maximum move gain is determined by taking the maximum of the total move gains.
Extension to multiple constraints
Extension to multi-constraint formulation requires verifying the balance constraint for each weight component. As before, zero-gain moves are not performed. During the coarsening phase, the maximum allowed vertex weight is set according to the constraint which has the maximum total vertex weight over all vertices. In the initial partitioning phase, the multi-constraint RB-based partitioning feature of PaToH is used with default parameters to obtain an initial K-way partition.
Extensions to hypergraphs with fixed vertices
Our extension to partitioning hypergraphs with fixed vertices follows the multi-level paradigm, which is, in our case, composed of three phases: coarsening with modified heavyconnectivity matching, initial partitioning with maximumweighted bipartite graph matching, and K-way direct refinement with locked fixed vertices. Throughout the presentation, we assume that, at each coarsening/uncoarsening level , f i is a fixed vertex in the set F of fixed vertices, and o j is an ordinary vertex in the set O of ordinary vertices, where O =V −F . For each part V 0 k , there is a set F 0 k of fixed vertices that must end up in V 0 k at the end of the partitioning such that
We also assume that the weights of the fixed vertex sets are fairly balanced.
For the coarsening phase of our algorithm, we modify the heavy-connectivity matching heuristic such that no two fixed vertices f i ∈ F and f j ∈ F are matched at any coarsening level . However, any fixed vertex f i in a fixed vertex set . At this point, a relabeling of ordinary vertex parts must be found so that the cutsize is tried to be minimized as the fixed vertices are assigned to appropriate parts. We formulate this relabeling problem as a maximum-weighted bipartite graph matching problem [12] . This formulation is valid for any number of fixed vertices.
In the proposed formulation, the sets of fixed supervertices and the ordinary vertex parts form the two node sets of a bipartite graph B=(X , Y). That is, in B, for each fixed vertex set In this setting, finding the maximum-weighted matching in bipartite graph B corresponds to finding a matching between fixed vertex sets and ordinary vertex parts which has the minimum increase in the cutsize when fixed vertices are re-introduced intoH m . Each edge (x k , y ) in the resulting maximum-weighted matching M matches a fixed vertex set to an ordinary vertex part. Fig. 3(a) , without displaying the zero-weight edges for clarity. In this figure, triangles and circles denote the sets of fixed vertices and ordinary vertex parts, respectively. As seen in Fig. 3(b) , there exists an edge (x 2 , y 3 ) with a weight of 2. This is because two unit-cost nets connect During the K-way refinement phase, m is refined using a modified version of the algorithm described in Section 3.3. Throughout the uncoarsening, the fixed vertices are locked to their parts and are not allowed to move between the parts. Hence, each fixed vertex f 0 i whose corresponding supervertex in the mth level is f m i ends up in part V 0 k if and only if f m i ∈ F k .
Experiments
Experimental platform
In the experiments, a Pentium IV 3.00 GHz PC with 1 GB of main memory, 512 KB of L2 cache, and 8 KB of L1 cache is used. All algorithms are implemented in C and are compiled in gcc with -O3 optimization option. Due to the randomized nature of some of the heuristics, the results are reported by averaging the values obtained in 20 different runs, each randomly seeded.
The hypergraphs used in the experiments are the row-net hypergraphs [17] of some widely used square sparse matrices obtained from the University of Florida Sparse Matrix Collection [21] . The properties of the hypergraphs are given in Table 1 , where the hypergraphs are sorted in increasing order of the number of pins. In all hypergraphs, the number of nets is equal to the number of vertices, and the average vertex degree is equal to the average net size since all matrices are square matrices. Since the internal data structures maintained during the partitioning do not fit into the memory for the Hamrle3, cage13, and pre2 data sets, they are partitioned on a PC with 2 GB main memory, all other parameters remaining the same. We compare the proposed algorithm, referred to here as kPaToH, with PaToH [16] for two reasons. First, the implementation of kPaToH is based on PaToH. Second, in previous experiments (e.g., see [14, 27] ), PaToH was found to be performing better than the other hypergraph partitioners.
In the tables, the minimum cutsizes (Min cutsize) and average cutsizes (Avg cutsize) achieved by both partitioners are reported over all data sets together with their average partitioning times (Avg time), for varying number K of parts, where K ∈ {32, 64, 128, 256, 512}. The rightmost two columns in Tables 2, 5 , 6, and 8 show the percent average cutsize improvement (%Cutsize) and the speedup (Spdup) of kPaToH over PaToH. The averages over all data sets are displayed as a separate entry at the bottom of these tables. Unless otherwise stated, the maximum number of K-way refinement passes in kPaToH is set to 3. Since identical net elimination brings around 5% improvement on the execution time of kPaToH but no speedup on PaToH, we run both PaToH and kPaToH without identical net elimination for a fair comparison. In single-constraint partitioning, weight w 1 (v i ) of a vertex v i is set equal to its vertex degree d(v i ), i.e., w 1 (v i )=d(v i ). The allowed imbalance threshold is set to 10% and is met in all experiments. PaToH is executed with default options. Table 2 displays the performance comparison of PaToH and kPaToH for standard hypergraph partitioning. According to the averages over all data sets, as K increases, kPaToH begins to perform better in reducing the cutsize compared to PaToH. The average cutsize improvement of 4.82% at K=32 rises to 6.81% at K=256. A similar behavior is observed in the improvement of kPaToH over PaToH in the minimum cutsizes achieved. In the speedups kPaToH obtains over PaToH, a slight decrease is observed as K increases. However, even at K=256, kPaToH runs 1.62 times faster than PaToH and is 1.78 times faster on the overall average. According to Table 2 , except for a single case (the language data set with K=32), kPaToH achieves lower cutsizes than PaToH for all data sets and K values. In general, kPaToH performs relatively better in reducing the cutsize on hypergraphs having average net sizes between 6 and 20. This is expected since PaToH is already very effective in partitioning hypergraphs with low net sizes (e.g., language and Hamrle3). On the other hand, in partitioning hypergraphs with very large net sizes (e.g., barrier2-1 and bmw3_2), the performance gap between the partitioners begins to decrease. This is mainly due to performing only the moves with positive gains. Such moves are rare when the nets are highly connected to the parts. Tables 3 and 4 show the overall percent execution time dissection of the PaToH and kPaToH algorithms, respectively. The tables further display the percent execution time dissection of coarsening and uncoarsening phases for both algorithms. These experiments are conducted on three data sets (language, pre2, and hood) each with different average net size characteristics (3.05, 9.04, and 48.83, respectively), for K=32 and 256. The dissections of both PaToH and kPaToH algorithms are given according to the traditional multi-level partitioning paradigm, which involves an initialization phase followed by the coarsening, initial partitioning, and uncoarsening phases. In case of PaToH, these phases are repeated for each hypergraph produced via bisection, and hence the cost of splitting the hypergraph into two after bisections is also considered.
Experiments on standard hypergraph partitioning
According to Tables 3 and 4 , the main overhead of PaToH is at the coarsening step, whereas the percent overhead of uncoarsening is relatively more dominant in case of kPaToH. In general, as K increases from 32 to 256, percent uncoarsening and splitting overheads of PaToH slightly increase. In case of kPaToH, the K-way initial partitioning phase is what most suffers from large K values. In kPaToH, the behavior of the uncoarsening phase is data set dependent. As the average net size increases, the percent overhead of uncoarsening begins to increase with increasing K. This is because the refinement step, which takes the most of the uncoarsening time, is not affected by changing K if the average net size is low as in the case of the language data set. In the hood data set, the increase in the percent overhead of the uncoarsening phase from 27.1% to 57.7% as K goes from 32 to 256 is due to the increase in the solution space, which prevents quick termination of the refinement phase. Tables 5 and 6 show the performance of PaToH and kPaToH in multi-constraint partitioning (2 and 4 constraints, respectively). In the 2-constraint case, a unit weight is used as the second vertex weight for all vertices, i.e., As seen from Tables 5 and 6 , kPaToH performs much better than PaToH. A comparison of Tables 2, 5 , and 6 shows that increasing number of partitioning constraints favors kPaToH. On average, the cutsize improvement of kPaToH over PaToH, which is 5.82% in the single-constraint case, increases to 20.98% in the 2-constraint case and further increases to 40.02% in the 4-constraint case. In other words, the degradation in the solution qualities of kPaToH is considerably less than that of PaToH as the number of constraints increases. The speedups, although being slightly lower, are close to the speedups in the single-constraint case. This slight decrease stems from the fact that the overhead that multi-constraint partitioning introduces to the FM-based refinement algorithm is higher in kPaToH compared to PaToH.
Experiments on multi-constraint partitioning
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Experiments on partitioning with fixed vertices
In experiments on partitioning hypergraphs with fixed vertices, we use hypergraphs emerging in a real-life problem [10] . The properties of the hypergraphs are given in Table 7 . In naming the data sets, the numbers after the dash indicate the number F of fixed vertices in the hypergraph, e.g., there are F =32 fixed vertices in the BF-32 data set. In the experiments, each part is assigned an equal number of fixed vertices. In CC data sets, the net size variation is low, whereas, in BF and OP data sets, the net sizes show high variation. Table 8 illustrates the performance results obtained in partitioning hypergraphs with fixed vertices. These results are impressive as kPaToH outperforms PaToH by up to 31.28% in reducing the cutsize. On the overall average, kPaToH incurs a lower cutsize (between 17.09% and 21.07%) than PaToH. At the same time, kPaToH is around 2.3 times faster on the average.
In general, kPaToH shows better cutsize performance than PaToH as K decreases and F increases. This is due to the fact that the disability of PaToH to recursively bisect fixed vertices between two parts in a way that will lead to better cutsizes in the following bisections becomes more pronounced if the number of fixed vertices per part is high. In general, compared to PaToH, the relative performance of kPaToH in minimizing the cutsize is better in BF and OP data sets, which have high variation in net sizes. In Table 9 , we report performance results in terms of the cutsize on a subset of the hypergraphs selected from Table 1 . In each hypergraph, we randomly fix F =128, 256, 512 vertices to K=128, 256, 512 parts in a round-robin fashion and partition the hypergraph using both PaToH and kPaToH. For kPaToH, we explore the percent improvement due to bipartite graph matching (BGM) and hence try it both with and without BGM. In Table 9 , "kPaToH w/ BGM" corresponds to an implementation Table 10 Averages of the results provided in Table 9 of the approach described in Section 4, whereas "kPaToH w/o BGM" corresponds to an implementation in which the fixed vertex sets are arbitrarily matched with the ordinary vertex parts. Basically, kPaToH provides superior results over PaToH in partitioning hypergraphs with fixed vertices due to (i) K-way refinement and (ii) BGM performed during the the initial partitioning phase. We provide Table 9 to illustrate the share of these two factors in the overall cutsize improvement. According to Table 9 , the share of BGM in the total cutsize improvement is quite variable, ranging between 4.12% and 54.10%. In general, better results are achieved by BGM for hypergraphs having large net sizes. It is hard to make a judgment about the behavior with increasing F and K values. This is due to the fact that many other factors affect the performance of BGM. Among these factors, the performance is dependent on the connectivity of the regular and fixed vertices, distribution of fixed vertices on the parts, the ratio of F to the number of regular vertices, and the ratio of F to K. These are hard to assess (also see [1] for comments on the bipartitioning case). The averages over F and K values are provided in Table 10 .
Conclusion
We argued that the hypergraph partitioning with multiple constraints and fixed vertices problems should be tackled with a direct K-way refinement approach. In order to support our claim, we presented a careful implementation of a multi-level direct K-way refinement algorithm. We discussed extensions of this algorithm for partitioning hypergraphs with multiple constraints and fixed vertices. Extension to the multi-constraint case adopts standard hypergraph partitioning techniques. In order to extend the algorithm to the fixed vertex case, we proposed specialized coarsening and initial partitioning with a novel formulation that uses bipartite graph matching. The experiments conducted on benchmark data sets indicate that the proposed algorithm is quite fast and effective in minimizing the cutsize compared to the state-of-the-art hypergraph partitioning tool PaToH. Especially, in the multi-constraint and fixed vertices domain, the obtained results are quite promising in terms of both execution time and solution quality. On average, the cutsize improvement of kPaToH over PaToH is around 20% and 40% at the 2-constraint and 4-constraint cases, respectively. Similarly, in partitioning hypergraphs with fixed vertices, kPaToH outperforms PaToH by up to 33% in cutsize as it runs 2.3 times faster on average.
