It is proved that any O-minimal structure M (in which the underlying order is dense) is strongly O-minimal (namely, every N elementarily equivalent to M is O-minimal). It is simultaneously proved that if M is 0minimal, then every definable set of n-tuples of M has finitely many "definably connected components."
Introduction.
In this paper we study the structure of definable sets (of tuples) in an arbitrary O-minimal structure M (in which the underlying order is dense).
Recall from [PSI, PS2] that the structure M is said to be O-minimal if M = (M, <, Ri) iei, where < is a total ordering on M and every definable (with parameters) subset of M is a finite union of points in M and intervals (a, b) where aE M or a = -co and b E M or b = +co. M is said to be strongly O-minimal if every N which is elementarily equivalent to M is O-minimal. We will always assume that the underlying order of M is a dense order with no first or least element.
In this paper we also introduce the notion of a definable set X C Mn being definably connected, and we prove THEOREM 0.1. Let M be O-minimal. Then any definable X C Mn is a disjoint union of finitely many definably connected definable sets. THEOREM 0.2. If M is O-minimal, then M is strongly O-minimal. THEOREM 0.3. (a) Let M be O-minimal and let (p(xi,...,xn,yi,...,ym) be any formula of L (the language for M). Then there is K < uj such that for any b E Mm, the set <j>(x,b)M (= {5 E Mn:M t= 4>(a,b)}) has at most K definably connected components.
(b) If M is a O-minimal expansion o/(R, <), then in (a) we can replace definably connected by connected.
Theorems 0.1 and 0.2 are proved simultaneously by a rather complicated induction argument (outlined in §3 and undertaken in § §4 and 5). Theorem 0.3 follows from Theorems 0.1 and 0.2 by a compactness argument.
Let us remark that if M is the field of real numbers, or more generally any real closed field, then by Tarski's quantifier elimination [T] , M is (strongly) O-minimal and moreover the definable sets (of n-tuples) in M are precisely the semialgebraic sets. Thus Theorem 0.3(b) implies results on the (topological) character of semialgebraic sets in R" due to Whitney [W] and Mather [M] .
What is striking is that we prove these results in a general model-theoretic context and under general (model-theoretic) assumptions, in particular abstracting from any algebraic or analytic structure. The possibility of such proofs was first envisaged by van den Dries, whose paper [D] inspired both the general definition of O-minimality and the work in this paper.
In fact in [D] , van den Dries proved Theorem 0.1 under the stronger assumptions that M is strongly O-minimal and the underlying order on M is that of R. Van den Dries' proof involves the notion of cylindrical algebraic decomposition introduced by Collins [C] to give a fast quantifier elimination for the real field. Our proof (of Theorem 0.1) (insofar as we drop van den Dries' assumption that M f {<} ( R, <)) follows in outline that of van den Dries.
Finally we should say something concerning the attribution of the results among the authors.
In [PS1] the following (formally) weaker version of Theorem 0.1 was announced:
THEOREM 0.1'. Let M be strongly O-minimal. Then any definable set X c Mn is a disjoint union of finitely many definably connected definable sets.
Similarly we announced Theorem 0.3 with 0-minimal replaced by strongly 0minimal.
Originally these weaker results were to have appeared in [PS2] . However, it was decided instead to incorporate them into the present article, as the proof of Theorem 0.2 needed the characterization of definable sets of higher dimensions. Thus, that part of the proof of Theorem 0.1 which depends on the assumption of strong 0-minimality (essentially the inductive proofs of 3.5 and 3.6) is due in outline to Pillay and Steinhorm. The rest (essentially the proof of 3.7) and thus the proof of Theorem 0.2 modulo (the proof of) Theorem 0.1' is due to Knight and Pillay.
The various component parts of the proof were put together, and the paper written, by Pillay. Pillay would also like to thank Mati Rubin for some helpful discussions in the summer of 1983.
1. Preliminaries. M will, throughout this paper, denote an arbitrary but fixed 0-minimal structure whose underlying order < is dense with no first or last element. We work throughout in M and thus we will be rather lax with our model-theoretic terminology. By a definable set, we mean an X C Mn (some n > 1) such that for some (first order) formula </>(xi,...,xn) E L(M) (L(M) being the language L of M together with names for M), X = {ä E Mn: M N 4>(a~)}.
We will often write just (j>(a~) in place of the more formal M N <p(ä). Also we often leave to the reader the (usually routine) verification that certain sets we describe are definable. M Let us look at the special case where n = 1, X is an interval (a, b) of M and Y" is a definable subset of X. By O-minimality Y has a finite number of boundary points in X, say ao < ai < • • • < am. Note that there are six possible kinds of such boundary point o¿:
kind 1: a¿ ^ Y", a¿ is the right endpoint of some interval in Y, and the left endpoint of some interval in Y, kind 2: a¿ d¿ Y, a¿ is the right endpoint of some interval in Y and is not of kind 1, kind 3: o¿ ^ Y, a¿ is the left endpoint of some interval in Y and is not of kind 1, kind 4: a¿ EY and o¿ is the right endpoint of some interval in Y, kind 5: o¿G7 and ai is the left endpoint of some interval in Y, kind 6: o¿ is an isolated point of V.
In this context we say DEFINITION 1.2. The type of Y in X is the sequence (kind(an),... ,kind(am))
where an < ai < • • • < am are the boundary points of Y in X. Let X be an interval (a, b) in M. By an isomorphism on X we mean a map f:X -> M such that / is either an order preserving or order reversing map from X onto some interval (c, d) . Now we introduce some "nice" definable sets (of Mn) which for the purpose of this paper we call cells. These cells as well as their dimension are defined inductively: DEFINITION 1.5. (i) If X = {a}, where a 6 M, then X is a cell and dimX = 0. If X is an interval (a,b), (a,bE MU ±oo), then X is a cell and dimX = 1.
(ii) Suppose that X C Mn is a cell with dim X = k. We define two kinds of cells in Mn+1 associated with X: PROOF. Easy, by induction. Now for X a cell in Mn with n > 1 and dimX < n, we construct (as in [D] ) a definable homeomorphism hx of X with a cell X' in Mn_1.
If X = graph(/), where / is continuous on the cell Y in Mn_1, we let /ix: X -> Y be the projection map. If X = (f,g)y (as in Definition 1.5(ii)(b)), then clearly Y is a cell in Mn_1 with dim F < n -1, and we have two cases;
Case (1) Let us remark that if X is a cell in Mn with dim X > 0, then by composing functions h described above we see that X is definably homeomorphic to an open cell Y in Mk, where k = dimX.
Definable connectedness.
In this section we introduce the notion of definable connectedness and we show that cells are definably connected. (It is worth noting that what we shall call a "definably connected definable set" corresponds exactly to what Brumfiel [B] calls a "connected semialgebraic set" in the case of an arbitrary real closed field.) We conclude this section with a definable version of the "Bolzano Intermediate Value Theorem" (which we do not actually use). PROOF. Left to the reader.
3. Outline of the proofs. Roughly speaking, our proofs of the main theorems will go as follows: We will prove inductively, for each n: (i) any definable set X in Mn is a finite union of cells, (ii) any definable function /: Mn -> M is "piecewise" continuous (where the pieces are restrictions of / to cells in Mn of which there are a finite number), (iii) if <¡>(x,y) is an L(M) formula with l(x) = n such that \4>(a,y)M\ is finite for all 5 E Mn, then \<p(ä,y)M\ < K for some K < w and all 5GM". Theorems 0.1 and 0.2 will fall out of (i), (iii) respectively, quite easily. In fact we shall prove rather finer versions of (i)-(iii) which we will give below. We need some preliminary definitions. If a G X is not good for cp, a is said to be bad for <j>. In § §4 and 5 we will prove the following three statements inductively for all N <oj:
(3.5) at Let X be a cell in MN and let X», i € I, be a finite collection of definable subsets of X. Then there is a decomposition P of X which partitions each X».
(3.6)jv Let X C MN be a cell and f:X -► M a definable function. Then there is a decomposition P of X such that for each Y E P, f f Y is continuous. So we are left with (3.7) (N = 1) which is actually where the hard work in this paper is. We first prove (3.7)(b). PROOF OF (3.7)(b) FOR N = 1. Let X = (a, 6) be an interval in M, and suppose that (¡>(x,y) E L(M) is finite on X and that the first and last point functions of <j> License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use on X are continuous. Assume also that every c E X is good for </>. We will show that \(f>(ci,y)M\ = \(p(c2,y)M\ for all ci,C2 G X. Suppose not and we will get a contradiction. So for some k < u>, Xi = {c E X: \cp(c, y)M\ = k} is a nonempty proper subset of X. We want to show that cj> is uniformly finite on X. If X is a singleton, this is clear. So we may assume that X is an interval (a, 6). We may (by O-minimality or more precisely (3.5)i) assume also that for all c G (a,b) there is y with <p(c,y). Thus the first and last point functions fi,fi of <f> are defined on X. By (3.6) 1 we may assume also that both /1 and /¡ are continuous on X. Let Y = {c G (o, 6) : c is bad for tj>}.
Case (i): Y is finite, say Y = {ai,... ,am} with a < ai < • • • < am < 6. Thus on each of the intervals (a, ai), (aj., 02),..., (am, b), /1 and /; are continuous and every point is good for (j). By (3.7)(b) (N = 1) above, (¡> is uniformly finite on (a, 6).
Case ( Clearly g is definable.
Now by O-minimality and (3.6) i we can find a subinterval X' C (a, 6) such that g is continuous on X' and moreover either (c, g(c) ) is nasty of type (I) for all c G X ', or (c, g(c) ) is nasty of type (II) for all c G X'.
Again we assume X' = (a, b).
Case (ii)a. For all c G (a, 6), (c,g(c)) is nasty of type (I). Let us define the functions gi,g2 on the interval (a,6) as follows:
For any c G (a, b) t \ -J the greatest y such that (¡>(c, y) and y < g(c) if there is such a y, 1 l-co otherwise, i \ _ J tne smallest y such that <p(c, y) and y > g(c) if there is such a y, 1 + oo otherwise.
So gi,g2 are "definable". We can again assume (by (3.5)i, (3.6)i) that both gi,g2 are "continuous" on (a, 6) (i.e. either gi is defined on (a, b) and continuous or gx(x) = -oo Vx G (a,6), and either g2 is defined and continuous on (a,6) or g2(x) = +00 Vx G (a,b) ). Now let c G (a, 6). It follows from (*), the subcase hypothesis, the definition of gi, g2 and the continuity of g, that 4>(x, y)M fl (7 X (di, d2)) is the graph of g, i.e., the graph of a continuous function from I -> (di,d2). Thus (c,g(c)) is not nasty, proving the claim (and giving a contradiction). Case (ii)b-For all c G (a, 6), (c,g(c) ) is nasty of type (II). Note that in this case, for all c G (a, 6) fi(c) < 9(c) < fi(c).
Again we define, for c G (a, b), gi(c) = greatest y such that <f>(c,y) and y < g(c), 92(c) = least y such that 4>(c,y) and y > g(c). Now we can assume gi,g2 to be continuous on (a,6). Again let c G (a, b) and we make CLAIM 4.4. (c,g(c)) is not nasty for <j>. PROOF OF CLAIM 4.4. By the continuity of gi,g2 we can again find an interval J containing g(c) and an interval 7 containing c such that gi(c'),g2(c') ^ J for all c' G 7, and g(d) E J for all d E I. As (p(d, g(c' )) for all d El and by the definition of gi,g2 we see that 4>(x, y)M fl (I x J) = 0. Thus (c,g(c)) is not nasty for <p. (Again we have a contradiction.)
Thus we have shown that Case (ii) leads to a contradiction and this completes the proof of (3.7)(a) for N = 1. We have proved (3.5)-(3.7) for N = 1. 5 . The case N > 1 (the induction step). In this section let N > 1. We first prove PROPOSITION 5.1. Assume (3.5)", (3.6)n and (3.7)n for all n < N. Then (3.5)jv holds. PROOF. Let X be a cell in MN and {X¿: i G 7} a finite collection of definable subsets of X. If dimX < TV, let hx be the definable homeomorphism of X with some cell X' in MN_1 defined in §1. By assumption there is a decomposition P' of X' which partitions each hx(Xi). It is clear that P' lifts via hy¿ to a decomposition P of X which partitions each X¿.
So let us suppose that dimX = TV. Let Xo = 7r(X) (where it is the projection onto the first N -1 coordinates).
Thus X = (f,g)x°, where f,g are continuous functions from Xo to M, with / < g on Xo.
By (3.5)at_i there is a decomposition P of Xo which partitions each 7r(X¿). Note that {(/,g)yo:Y° E P} is a decomposition of X.
Fix some open Y0 G P and let V = {i E X: rr(Xl) n Y ¿ 0}. Let Y = (/, g)Yo.
It is clearly enough to show Thus by (iii) we can write the set of functions {ff:i El', 1 < j < fc¿} as a sequence (without repetitions) (gi,...,gk) such that l<i<j<k=>gi<gj on Y°.
Finally, several applications of (3.6)at_i to the g¿ allow us to assume that (iv) each of gi,..., gk is continuous on Y°. By (3.5)at-i and (3.6)at_i there is some open cell Z in MN_1 such that Z C 7r(Y) and f(x,b) is continuous on Z. Let 5' G Z, so clearly (5', 6 ) G Xi. Thus as Y C Xi or Y D Xi = 0 we must have that Y C Xi, proving Claim 5.5. CLAIM 5.6. Y C X2 and moreover, for each 5 G n(Y), the function /(5,Xjv) is either constant or an isomorphism on the interval (/i (5) , 72 (5)).
PROOF. The fact that Y C X2 follows by an argument as in the proof of Claim 5.5 (using Proposition 1.3). Now for the rest. Let 5 G 7r(Y) . By Proposition 1.3, there are bi,...,bm with fi(a) < bi < b2 < ■■■ < bm < f2(a) such that on each subinterval (/i(s),6i), (6m,/2(a)) and (6¿,6¿+i), / (5, x^) is constant or an isomorphism, and that m is least possible. If m = 0 we are finished. Otherwise we see that / (5, xn) can neither be constant nor an isomorphism on any open interval 7 containing 61. This contradicts the fact that Y C X2 (as clearly (5,61) G Y), and proves this claim.
We can now complete the proof of Lemma 5.4. Let (5, 6 ) G Y. Let J be some interval containing / (5, 6) . We want to find an open box B (in MN) containing (5, 6 ) such that f(B) C J.
First by Claim 5.6 we can find some closed interval 7 containing 6 (in its interior), 7 C (/i (5), /2(a)) such that /(5, Xjv) (7) We assert that (**) f(B' xI)cJ. Let 5 G 79', 6' G 7 . So /i(5') < 61 < 6' < 62 < /2(5'), and by (*) /(5',6i) G J and f(â',b2) E J. By by Claim 5.6, f(a~',XN+i) is constant or an isomorphism on (fi(a~'),f2(a~')). Thus clearly f{a',U) E J. This proves (**), Lemma 5.4 and so also Proposition 5.3.
Finally we have to prove PROPOSITION 5.7. Assume (3.5)" and (3.6)" for all n<N, and (3.7)n for all n < TV. Then (3.7)n holds.
PROOF. We first prove (3.7)Ar(a). Let (f>(xi,... ,x^,y) be an L(M)-formula and X a cell in MN such that (p(x, y) is finite on X. We want to show that 4> is uniformly finite on X.
If dim X < TV, then hx gives us a definable bijection of X with a cell X' in MN_1. Let ip(xi,..., xN-i,y) be the formula ^(hy^ixi,..., xN), y). So %p(xi,..., xN-i,y) is uniformly finite on X' by (3.7)jv_i and thus <A(xi,... ,xjv,y) is uniformly finite onX.
So we can assume that dimX = TV, i.e., X is open. Now we define: Xi = {(5,6) GX:5 is good for <f>(xi,... ,xN-i,b,y)}, X2 = {(5,6) G X: 6 is good for (p(n, xw,y)} (see Definition 3.4).
By (3.5) ff there is a decomposition P of X which partitions both Xi and X2.
ip(x,z) is finite on Mn. By (3.7)n(a), 4>(x,z) is uniformly finite on Mn. Thus for some k < w, we have M N (Vx)({y: <f>(x, y)} has at most k boundary points).
So for any TV = M and 5 G TV, (f>(a,y)N is a finite union of points and intervals.
As <p was an arbitrary L-formula, this shows that M is strongly 0-minimal, proving Theorem 0.2. Now for Theorem 0.3. Let T = Th(M) , where M is 0-minimal. Thus, by Theorem 0.2, Theorem 0.1 holds for any TV N T. Let <j)(xi,...,xn,y) be any Lformula. So for any 5 in a model TV of T, 4>(x,a) N is a finite (disjoint) union of cells in TVn. Now from the definition of a cell, it follows that for each 5 in a model TV of T, there is a formula ib(y) (without parameters) such that il>(ä) expresses the fact that (j)(x,ct)N is a particular finite union of cells in TV".
Let $(y) be the set of all possible such formulas ip(y), as 5 ranges over models ofT. Thus T h (Vy)V*(y).
By compactness, T t= (Vy) V W(y), where W(y) is some finite subset of $. It clearly follows that for some k < uj, for any 5 in M (in fact in any model of T), (¡>{x,a)M is a finite disjoint union of at most k cells in Mn. Each cell is definably connected by 2.4. So clearly (¡)(x,ä)M has at most k definably connected components.
This proves Theorem 0.3(a). Now if the underlying order of M is (R, <), then it is easy to see that any cell in M" is actually connected. Thus (f>(x,a)M has at most k connected components, as 5 ranges ove rMm (m = l(y)), proving Theorem (0.3)(b).
