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a b s t r a c t
This paper is devoted to investigate the existence of Pseudo solutions for the nonlinear
m-point boundary value problem of fractional type
Dαx(t)+ q(t)f (t, x(t)) = 0, a.e. on [0, 1], α ∈ (n− 1, n], n ≥ 2,
x(0) = x′(0) = x′′(0) = · · · = x(n−2)(0) = 0, x(1) =
m−2∑
i=1
ζix(ηi),
where 0 < η1 < · · · < ηm−2 < 1, ζi > 0 with∑m−2i=1 ζiηα−1i < 1. It is assumed that q is a
real-valued continuous function and f is a nonlinear Pettis integrable function.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Prompted by the application of multi-point boundary value problems to applied mathematics and physics, these
problems have provoked a great deal of attention by many authors (see, for instance, [7,12,15,24] and references therein).
In pursuit of this, in the present paper, sufficient conditions are given for the existence of Pseudo solutions for the following
nonlinearm-point boundary value problem of fractional type
Dαx(t)+ q(t)f (t, x(t)) = 0, a.e. on [0, 1], α ∈ (n− 1, n], n ≥ 2,
x(0) = x′(0) = x′′(0) = · · · = x(n−2)(0) = 0, x(1) =
m−2∑
i=1
ζix(ηi),
(1)
where, x takes values in a reflexive Banach space E. Here 0 < η1 < · · · < ηm−2 < 1, ζi > 0 with∑m−2i=1 ζiηα−1i < 1
and x(k) denotes the kth Pseudo-derivative of x, while Dα denotes the Pseudo fractional differential operator of order α (to
be described later). We assume that q(·) is a continuous real-valued function on [0, 1], while f is a vector-valued Pettis-
integrable function. We note that no compactness condition will be assumed on the nonlinearity of f ; this will be due to
the fact that a subset of a reflexive Banach space is weakly compact if and only if it is weakly closed and norm bounded.
However, to the authors knowledge, few papers can be found in the literature for multi-point boundary value problems in
Banach space and no contributions exist concerning the existence of solutions to the problem (1) unless E = Rn, whereas
f assumed to be a real-valued continuous function and Dα denotes the standard (Riemann–Liouville) fractional differential
operator (cf. [2,13,18] for instance). In scalar spaces,withα ∈ N := {2, 3, 4, . . .}, the problem (1) has provoked some interest
in the literature [6,7,15]. In abstract space, with α = 2 andm = 2 the Dirichlet-type problem (1) has been studied by many
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authors (see e.g. [4,5,17,25]). While in all these papers the vector-valued function f is assumed to be weakly continuous,
here f is supposed to be only Pettis, but not necessarily Bochner, integrable. In contrast to the classical Bochner integral case
the assumptions in the existence theorem are given with respect to the weak topology. For example, a strong continuity
assumption (Assumption 1.) is replaced by a weak sequential continuity. Recall that a weakly continuous operator is weakly
sequentially continuous but the converse is not true in general (cf. [3]). Our condition 2. seems to be natural, (for sufficient
condition see [8]). We pointed out that a ‘‘sequential’’ concept of continuity is more general than continuity andmore useful
in applications (for example the Lebesgue dominated convergence theorem is valid for sequences but not for nets). Here we
are able to present a more general result: the space E is an arbitrary reflexive Banach space and the continuity assumptions
are weakened. It is here worth mentioning that our main results in this paper are a generalization of all previous results
both for the strong topology (see [14,26] for instance) and for theweak topology [23]. Further, our result extends the class of
solutions of those existence results in [2,6,10]. The question of proving the existence of solutions to the problem (1) reduces
to proving the existence of solutions of a Fredholm integral equation. Since the space of all Pettis integrable functions is not
complete, we restrict our attention to the weakly continuous solution of the Fredholm integral equation (modelled off the
problem (1)), hence the Pseudo solution to the problem (1).
2. Preliminaries and auxiliary facts
Let I = [0, 1]. According to the custom L1(I),will denote the Banach space of a real-valued Lebesgue integrable function
on the interval I and L∞(I) denotes the Banach space of real-valued essentially bounded and measurable functions defined
over I with the norm ‖·‖∞. Throughout the paper, E is a real reflexive Banach space with norm ‖·‖ and dual E∗. Also,
(E, w) = (E, σ (E, E∗)) denotes the space E with its weak topology. Recall that a function h : E → E is said to be weakly
sequentially continuous if h takes each weakly convergent sequence in E to weakly convergent sequence in E. We will let
C[I, E] denote the Banach space of strong continuous functions x : I → E endowed by the norm ‖x‖0 = supt∈I ‖x(t)‖.
Furthermore we recall the following (cf. [9,20]):
Let x : I → E, then
• x is said to be weakly continuous at t0 ∈ I if for every ϕ ∈ E∗, we have ϕ(x) continuous at t0,
• x is said to be Pseudo differentiable if there exists a function y : I → E such that, for every ϕ ∈ E∗, the real-valued
function ϕ(x(t)) is differentiable a.e., to the value ϕ(y(t)). In this case, the function y is the Pseudo derivative of the
function x.
• x is said to be Pettis integrable on I if and only if there is an element xJ ∈ E corresponding to each J ⊂ I such that
ϕ(xJ) =
∫
J
ϕ(x(s))ds for all ϕ ∈ E∗,
where the integral on the right is supposed to exist in the sense of Lebesgue. By definition∫
J
x(s)ds = xJ .
It is evident that in reflexive Banach spaces, both Pettis integrable functions andweakly continuous functions are weakly
measurable. Moreover the weakly measurable function x(.) from I to E is Pettis integrable on I if and only if ϕ(x(.)) is
Lebesgue integrable on I, for every ϕ ∈ E∗ (cf. [9])’’.
The following results are due to Pettis (see [20] Corollary 3.41)
Proposition 2.1. If x(·) is Pettis integrable and h(·) is a measurable and essentially bounded real-valued function, then x(·)h(·)
is Pettis integrable.
We state the following existence result (proved in [19]), which was motivated by ideas in [1]
Theorem 2.1. Let E be a reflexive Banach space with Q a nonempty, closed, convex and equicontinuous subset of C[I, E]. Assume
that T : Q → Q is wk-sequentially continuous (i.e. for any sequence (xn) in Q with xn(t)→ x(t) in (E, w) for each t ∈ [0, 1],
then Txn(t)→ Tx(t) in (E, w) for each t ∈ [0, 1]). Then T has a fixed point in Q .
The following result follows directly from the Hahn–Banach theorem.
Proposition 2.2. Let E be a normed space with x0 6= 0. Then there exists a ϕ ∈ E∗ with ‖ϕ‖ = 1 and ϕx0 = ‖x0‖.
Now, to obtain the integral equation modelled off the problem (1), we keep the boundary value problem (1) in mind and
we formally put (cf. [2], Lemma 2.3)
x(t) = −Iαq(t)f (t, x(t))+ ctα−1, (2)
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where Iα denotes the Pettis-fractional integral operator corresponding to the operator Dα (see Section 4.). We solve Eq. (2)
for c by x(1) =∑m−2i=1 ζix(ηi), it follows that
c −
∫ 1
0
(1− s)α−1q(s)f (s, x(s))
Γ (α)
ds =
m−2∑
i=1
ζi
(
cηα−1i −
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
Γ (α)
ds
)
= cA−
m−2∑
i=1
ζi
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
Γ (α)
ds,
therefore
c =
∫ 1
0
(1− s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds−
m−2∑
i=1
ζi
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds,
where
A =
m−2∑
i=1
ζiη
α−1
i .
Substituting c into (2), one has
x(t) = −Iαq(t)f (t, x(t))+
∫ 1
0
tα−1(1− s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds−
m−2∑
i=1
ζi
∫ ηi
0
tα−1(ηi − s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds
=
∫ t
0
(t(1− s))α−1 − (t − s)α−1
Γ (α)
q(s)f (s, x(s))ds+
∫ 1
t
(t(1− s))α−1
Γ (α)
q(s)f (s, x(s))ds
+ A
∫ 1
0
tα−1(1− s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds−
m−2∑
i=1
ζi
∫ ηi
0
tα−1(ηi − s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds,
therefore,
x(t) =
∫ 1
0
G(t, s)q(s)f (s, x(s))ds, t ∈ [0, 1], (3)
where the Green function G given by G(t, s) = G1(t, s)+ G2(t, s), where
G1(t, s) :=

1
Γ (α)
[
(t(1− s))α−1 − (t − s)α−1] , 0 ≤ s ≤ t ≤ 1,
1
Γ (α)
[
(t(1− s))α−1] , 0 ≤ t ≤ s ≤ 1, (4)
G2(t, s) := A
(1− A)Γ (α)
[
(t(1− s))α−1]− 1
(1− A)Γ (α)
[∑
s≤ηi
ζi(t(ηi − s))α−1
]
. (5)
The following result plays a major rule in our analysis
Lemma 2.1. If A := ∑m−2i=1 ζiηα−1i < 1, there exists g ∈ L∞([0, 1]) with g(s) ≥ 0 a.e. t ∈ [0, 1] and ‖g‖∞ > 0 such that
Gt(s) := G(t, s) ≤ g(s) for each t ∈ [0, 1], a.e. s ∈ [0, 1], in addition the map t → Gt is continuous from [0, 1] to L∞[0, 1].
Proof. Observe the expression of G. It is clear that, for s ∈ (0, 1),G1(t, s) is decreasing with respect to t for s ≤ t and
increasing with respect to t for t ≤ s. Consequently, with the use of the monotonicity of G1(t, s), we have
max
t∈[0,1]
G1(t, s) = G1(s, s) = 1
Γ (α)
[s(1− s)]α−1 , s ∈ (0, 1).
Define g1 ∈ C[0, 1] by g1(s) := G1(s, s) > 0, s ∈ (0, 1). Furthermore, we have
G2(t, s) ≤ A
(1− A)Γ (α)
[
(t(1− s))α−1] .
Therefore
max
t∈[0,1]
G2(t, s) = A
(1− A)Γ (α)
[
(1− s)α−1] , s ∈ (0, 1).
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Define g2 ∈ C[0, 1] by
g2(s) := A
(1− A)Γ (α)
[
(1− s)α−1] , s ∈ (0, 1).
Therefore, g := g1 + g2 ∈ L∞([0, 1]) and g(s) ≥ 0 a.e. t ∈ [0, 1]. Also, ‖g‖∞ > 0 and Gt(s) := G(t, s) ≤ g(s) for each
t ∈ [0, 1], a.e. s ∈ [0, 1], in addition the map t → Gt is continuous from [0, 1] to L∞[0, 1]. Hence the result. 
3. Continuous solutions to the Fredholm integral equation
In this section we prove the existence of a weak solution to the Eq. (3) in the space C[I, E]. To facilitate our discussion,
let f : [0, 1] × E → E satisfy the following assumptions:
1. for each t ∈ I = [0, 1], f (t, ·) is weakly sequentially continuous,
2. for each x ∈ C[I, E], f (·, x(·)) is Pettis integrable on I ,
3. for any r > 0 there exists an integrable functionMr : I → R+ such that ‖f (t, x)‖ ≤ Mr(t) for all t ∈ [0, 1] and ‖x‖ ≤ r .
4. {There exists g ∈ L∞([0, 1])with g(s) ≥ 0 a.e. t ∈ [0, 1] and ‖g‖∞ > 0
such that Gt(s) := G(t, s) ≤ g(s) for each t ∈ [0, 1], a.e. s ∈ [0, 1],
in addition the map t → Gt is continuous from [0, 1] to L∞[0, 1],
Now, we are in the position to formulate and prove the following existence result
Theorem 3.1. Let the Assumptions (1)–(4) be satisfied. Then there existsρ > 0 such that for any q ∈ C([0, 1],R)with‖q‖0 < ρ ,
the integral equation (3) has at least one solution x ∈ C[I, E].
Proof. Let
ρ =
(
sup
r>0
r∫ 1
0 g(s)Mr(s)ds
)
.
Fix q ∈ C(I,R), ‖q‖0 < ρ and choose r0 > 0 such that
‖q‖0
∫ 1
0
g(s)Mr0(s)ds ≤ r0. (6)
Define the operator T : C[I, E] → C[I, E] by
Tx(t) :=
∫ 1
0
G(t, s)q(s)f (s, x(s))ds, t ∈ [0, 1].
First notice that, for x ∈ C[I, E], f (·, x(·)) ∈ P[I, E] (Assumption 3.). Since, s 7−→ q(s)G(t, s) ∈ L∞(I), then (thanks to
Proposition 2.1), q(·)G(t, ·)f (·, x(·)), t ∈ [0, 1] is Pettis integrable and thus, the operator T makes sense. Also, T is well-
defined. To see this, let t1, t2 ∈ [0, 1]with t2 > t1. Without loss of generality, assume Tx(t2)− Tx(t1) 6= 0. Then there exists
(consequence of Proposition 2.2) ϕ ∈ E∗ with ‖ϕ‖ = 1 and ‖Tx(t2)− Tx(t1)‖ = ϕ(Tx(t1)− Tx(t1)). Thus
‖Tx(t2)− Tx(t1)‖ = ϕ(Tx(t2)− λTx(t1)) ≤
∫ 1
0
|G(t2, s)− G(t1, s)||q(s)|Mr(s)ds
≤ (‖q‖0 ‖G(t2, s)− G(t1, s)‖∞)
(∫ 1
0
|Mr(s)|ds
)
.
This estimation shows that T maps C[I, E] into itself. Define the convex, closed and equicontinuous subset Q ∈ C[I, E] by
Q :=
{
x ∈ C[I, E] : ‖x‖0 ≤ r0,∀t1, t2 ∈ [0, 1]we have ‖x(t2)− x(t1)‖
≤ (‖q‖0 ‖G(t2, s)− G(t1, s)‖∞)
(∫ 1
0
|Mr(s)|ds
)}
.
We claim that T : Q −→ Q is wk-sequentially continuous. Once the claim is established, Theorem 2.1 guarantees the
existence of a fixed point of T . Hence the integral equation (3) has a solution in C[I, E].We begin by showing that T : Q → Q .
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To see this, take x ∈ Q , t ∈ [0, 1]. Without loss of generality, assume Tx(t) 6= 0. Then there exists (consequence of
Proposition 2.2) ϕ ∈ E∗ with ‖ϕ‖ = 1 and ‖Tx(t)‖ = ϕ(Tx(t)). Thus
‖Tx(t)‖ ≤ ϕ
(∫ 1
0
G(t, s)q(s)f (s, x(s))ds
)
≤ sup
t∈[0,1]
∫ 1
0
|G(t, s)q(s)||ϕ(f (s, x(s)))|ds
≤
(
‖q‖0
∫ 1
0
g(s)Mr0(s)ds
)
,
therefore ‖Tx‖0 = supt∈[0,1] ‖Tx(t)‖ ≤ r0. Hence T : Q → Q . Also T : Q → Q wk-sequentially continuous. To see this, let
(xn) be a sequence in Q and let xn(t)→ x(t) in (E, w) for each t ∈ [0, 1]. Fix t ∈ I . Since f satisfies Assumption 2., we have
f (t, xn(t)) convergingweakly uniformly to f (t, x(t)), hence the Lebesgue dominated convergence theorem for Pettis integral
(see [11]) implies Txn(t) converging weakly uniformly to Tx(t) in Ew . We do it for each t ∈ I , so T : Q → Q wk-sequentially
continuous. Applying now Theorem 2.1 we conclude that T has a fixed point in Q , which completes the proof. 
4. Pseudo solutions to fractional order differentialm-point boundary value problem
In this section, we are looking for sufficient conditions to ensure the existence of a Pseudo solution to the boundary value
problem (1) under the Pettis integrability as an assumption. In order to obtain the existence of solutions of the problem (1),
we can make use of Theorem 3.1. It is worth recalling the following:
Definition 4.1. Let x : I → E. The fractional (arbitrary order) Pettis-integral (shortly FPI) of x of order α > 0 is defined by
Iαx(t) :=
∫ t
0
(t − s)α−1
Γ (α)
x(s)ds. (7)
In the above definition the sign ‘‘
∫
’’ denotes the Pettis integral. For the existence of such a fractional integral, we have
Lemma 4.1 ([21]). Let x : [0, 1] → E be a weakly continuous function on [0, 1]. Then, FPI of x exists for almost every t ∈ [0, 1]
as a weakly continuous function from [0, 1] to E. Moreover,
ϕ(Iαx(t)) = Iαϕ(x(t)), for all ϕ ∈ E∗
Lemma 4.2. Let x : [0, 1] → E be Pettis integrable function on [0, 1]. If α ≥ 1. Then, FPI of x exists as function from [0, 1] to
E. Moreover,
ϕ(Iαx(t)) = Iαϕ(x(t)), for all ϕ ∈ E∗
Proof. Set h(s) = (t−s)α−1, t ∈ [0, 1] and s < t . According to Proposition 2.1, the function x(·)h(·)/Γ (α) is Pettis integrable
on [0,1]. From the definition of a Pettis integral, there exists a function, denoted by Iαx(·), from I into E so that
ϕ(Iαx(t)) =
∫ t
0
(t − s)α−1
Γ (α)
ϕ(x(s))ds = Iαϕ(x(t)), for all ϕ ∈ E∗.
By definition
Iαx(t) =
∫ t
0
(t − s)α−1
Γ (α)
x(s)ds. 
Definition 4.2. Let x : I → E. We define the fractional-Pseudo derivative (shortly FPD) of x of order α ∈ (n − 1, n], n ∈ N
by
dα
dtα
x(t) := DnIn−αx(t). (8)
In the above definition the sign D denotes the Pseudo differential operator (cf. e.g. [20] section 8).
Lemma 4.3. Let x : [0, 1] → E be a weakly continuous function on [0, 1] such that the real-valued function In−αϕx is n-times
differentiable for each ϕ ∈ E∗. Then, the FPD of x of order α ∈ (n− 1, n], exists.
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Proof. According to Lemma 4.1, the FPI of x of order n−α exists as a weakly continuous function from [0, 1] to E. Moreover,
ϕ(In−αx(t)) = In−αϕ(x(t)), for all ϕ ∈ E∗.
Then
dn
dtn
[
In−αϕx
] = dn
dtn
ϕ
[
In−αx
]
.
Then, x has a FPD of order α ∈ (n− 1, n]. 
Definition 4.3. A function x : I → E is called a Pseudo solution of (1) if x ∈ C[I, E] has FPD of order α ∈ (n− 1, n], x(0) =
x′(0) = x′′(0) = · · · = x(n−2)(0) = 0, x(1) =∑m−2i=1 ζix(ηi) and satisfies
Dnϕ(In−αx(t)) = −q(t)ϕ(f (t, x(t))) a.e. on [0, 1], for each ϕ ∈ E∗.
Theorem 4.1. Let A = ∑m−2i=1 ζiηα−1i < 1 and assume that q : [0, 1] → R be continuous. Suppose that f : I × E → E satisfy
the assumptions (1)–(3). Then there exists ρ > 0 such that for any q ∈ C([0, 1],R)with ‖q‖0 < ρ , the boundary value problem
(1) has at least one solution x ∈ C[I, E].
Proof. We have already (in account of Lemma 2.1) seen that the kernel G defined by Eq. (3) satisfy the assumptions of
Theorem 3.1. Thus, the integral equation (3) has a solution x ∈ C[I, E]. Let us remark, that by Proposition 2.1 the function
q(·)f (·, x(·)) is Pettis integrable in [0,1]. In the view of Lemma 4.2, the FPI of q(·)f (·, x(·)) of order α > 1 exists and
ϕ(Iαq(t)f (t, x(t))) = Iαϕ(q(t)f (t, x(t))), for all ϕ ∈ E∗.
Let x be a solution of Eq. (3) then
x(t) =
∫ 1
0
[G1(t, s)+ G2(t, s)]q(s)f (s, x(s))ds = −
∫ t
0
(t − s)α−1
Γ (α)
q(s)f (s, x(s))ds+ ctα−1,
c =
∫ 1
0
(1− s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds−
m−2∑
i=1
ζi
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds.
Since G1(0, s) = G2(0, s) = 0, it can easily be seen that
x(0) = 0, and x(1) =
m−2∑
i=1
ζix(ηi).
In fact we have
x(0) =
∫ 1
0
[G1(0, s)+ G2(0, s)]q(s)f (s, x(s))ds = 0,
x(1) =
∫ 1
0
(1− s)α−1
Γ (α)
q(s)f (s, x(s))
[
1
1− A − 1
]
ds−
m−2∑
i=1
ζi
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds
=
∫ 1
0
(1− s)α−1
Γ (α)
q(s)f (s, x(s))
[
A
1− A
]
ds−
m−2∑
i=1
ζi
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds,
and
ζix(ηi) = −ζi
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
Γ (α)
ds+ ζiηα−1i
∫ 1
0
(1− s)α−1
(1− A)Γ (α)q(s)f (s, x(s))ds
− ζiηα−1i
(
m−2∑
i=1
ζi
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds
)
,
from here we arrive at
m−2∑
i=1
ζix(ηi) = −
m−2∑
i=1
ζi
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
Γ (α)
ds+ A
∫ 1
0
(1− s)α−1
(1− A)Γ (α)q(s)f (s, x(s))ds
− A
(
m−2∑
i=1
ζi
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
(1− A)Γ (α) ds
)
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= A
∫ 1
0
(1− s)α−1
(1− A)Γ (α)q(s)f (s, x(s))ds−
m−2∑
i=1
ζi
∫ ηi
0
(ηi − s)α−1q(s)f (s, x(s))
Γ (α)
ds
(
A
1− A + 1
)
= x(1).
Furthermore, we have
x(t) = −Iαq(t)f (t, x(t))+ ctα−1, (9)
Since x, ctα−1 ∈ C[I, E], then t → Iαq(t)f (t, x(t)) ∈ C[I, E]. In addation, ϕ(Iαq(t)f (t, x(t))) = Iαϕ(q(t)f (t, x(t))) and
ϕ(In−αx(t)) = In−αϕ(x(t)), for all ϕ ∈ E∗. From Eq. (9), we deduce that
ϕx(t) = −ϕ(Iαq(t)f (t, x(t)))+ ϕctα−1 = −Iαϕ(q(t)f (t, x(t)))+ ϕctα−1. (10)
Define the set J by J := {1, 2, . . . , n− 2} and let j ∈ J, α = (n− 1)+ δ = 1+ (n− 2+ δ − j)+ j, δ > 0. Then, we are able
to rewrite Eq. (10) as
ϕx(t) = −I1+jIn−2+δ−jϕ(q(t)f (t, x(t)))+ ϕctn−2+δ
whence
D(j)ϕx(t) = −I1In−2+δ−jϕ(q(t)f (t, x(t)))+ ϕc Γ (1+ n− 2+ δ)
Γ (1+ n− 2+ δ − j) t
n−2+δ−j.
Then x(j)(0) = 0, j = 1, 2, . . . , n− 2.
Operating by In−α on both sides of the Eq. (10) and using the properties of fractional calculus in the space L1[0, 1] (see
e.g. [16,22]) result in
In−αϕx(t) = −Inϕ(q(t)f (t, x(t)))+ ϕc Γ (α)
Γ (n)
tn−1.
Therefore,
ϕ(In−αx(t)) = −Inϕ(q(t)f (t, x(t)))+ ϕc Γ (α)
Γ (n)
tn−1.
Thus
dn
dtn
ϕ(In−αx(t)) = −ϕ(q(t)f (t, x(t))) a.e on [0, 1].
That is, x has the FPD of order α ∈ (n − 1, n] and satisfies the assumptions of Definition 4.3. Therefore, x is a Pseudo
solution of the differential equation (1). This completes the proof. 
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