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Using a generalized response theory we derive the electronic Raman response function for metals
with anisotropic relaxation rates. The calculations account for the long–range Coulomb interaction
and treat the collision operator within a charge conserving relaxation time approximation. We
extend earlier treatments to finite wavenumbers (|q| ≪ kF) and incorporate inelastic electron–
electron scattering besides elastic impurity scattering. Moreover we generalize the Lindhard density
response function to the Raman case. Numerical results for the quasiparticle scattering rate and
the Raman response function for cuprate superconductors are presented.
Introduction
After the discovery of high-Tc superconductors, some-
thing of a stir has been caused by the possibility of inves-
tigating these systems by Raman scattering experiments.
Through its polarization dependence this spectroscopic
method allows for detecting anisotropies in quantities
like the superconducting gap and the scattering rates
characterizing the transport properties. While the gap
anisotropies in high-Tc cuprates, as seen in Raman ex-
periments, are theoretically well understood in terms of
dy2−y2 pairing
1, the important quasiparticle collision ef-
fects are much less studied. Early attempts included con-
stant scattering rates2, elastic scattering processes3,4 or
described inelastic scattering processes within the Nearly
Antiferromagnetic Fermi Liquid (NAFL) model5.
In this paper we investigate the general situation of
a normal metal by developing a theory of the electronic
Raman effect at finite wavenumbers q 6= 0 within the
RPA response theory and generalize it to include colli-
sion effects. A superposition of elastic and inelastic scat-
tering processes is considered with k–dependent relax-
ation rates and deviations from Matthiessen’s rule are
studied. Having in mind quasi 2D-systems like high-Tc
cuprate superconductors, we present a numerical analysis
of the inelastic scattering rates and the Raman response
functions employing the FLuctuation EXchange (FLEX)
approximation which treats the spin fluctuation–limited
transport and Cooper-pairing on the same level.
Transport theory and generalized Raman
response: normal state
We consider a normal metal in which the electronic states
are characterized by a momentum h¯k, an energy disper-
sion ǫk = ξk + µ, (we set the lattice constant to unity)
ǫk = t [−2 cos(kx)− 2 cos(ky) + 4B cos(kx) cos(ky)] , (1)
with µ being the Fermi energy, the group velocity vk =
(1/h¯)∇kǫk, an inverse effective mass tensor M
−1
ij (k) =
∂2ǫk/h¯
2∂ki∂kj, and an equilibrium Fermi distribution
nk with derivative ϕk = −∂nk/∂ξk. Next we focus on
an external perturbation appropriate for a treatment of
the electronic Raman response within the effective mass
approximation:6–8
U extk = meˆ
S ·M−1(k) · eˆI︸ ︷︷ ︸
γk
·
e2
mc2
|AI||A|︸ ︷︷ ︸
uext
γ
. (2)
Here, eˆI and eˆS are the unit vectors of the incident and
scattered light, respectively, and A denotes the vector
potential. Then, the response of the electronic system to
this perturbation is described within the the quasiclassi-
cal limit of the kinetic equation:
ωδnk − q · vkhk = i
∑
ν=e,i
δIνk , (3)
where we use the definition
hk = δnk + ϕk
[
U extk + V (q)δn1
]
(4)
and V (q) = 4πe2/q2 is the Fourier transform of the long
range Coulomb interaction. Physical observables are the
generalized response functions
δna =
∑
pσ
apδnp , (5)
where ap is the vertex which describes the coupling of
δna to the external perturbation potential. The collision
integrals for elastic (ν =e) and inelastic (ν =i) scattering
have the form (conserving relaxation time approxima-
tion)
δIνk = −Γ
ν
khk +
∑
pσ
Cνkphp ,
Cνkp ≈ ϕk
∑
b
λνb
bkΓ
ν
kbpΓ
ν
p∑
pσ ϕpb
2
pΓ
ν
p
. (6)
The scattering parameters λνb allow a classification of the
macroscopic moments δnb (defined through Eq. (5)) into
conserved (λνb = 1) and nonconserved (λ
ν
b < 1) quanti-
ties. In what follows we will, for the sake of simplicity,
restrict ourselves to the case of charge conservation, i.e.
λν1 = 1, λ
ν
b = 0 ∀b 6= 1. While the elastic scattering
rate Γik is constant, the inelastic part of the scattering
1
rate Γik has a strong frequency dependence that reflects
characteristic lifetime effects, which we discuss below.
In Fig. 1 we show the inelastic scattering rate
Γik(ω) for hole-doped high-Tc cuprates at optimal dop-
ing (x = 0.15) for various temperatures using the FLEX
approximation9–12. The upper curves correspond to k–
directions near (π, 0) (’hot spots’), the lower ones refer
to k near the diagonal (’cold spots’). For ω → 0 we
find that the inelastic scattering rate at the hot spot is
almost three times larger than at the cold spot (solid
line). Physically speaking, the scattering rates Γik can
be understood in terms of scattering of quasiparticles
on spin fluctuations (paramagnons) which are enhanced
near the hot spots. In the normal state we also find at
small frequencies that the scattering rates decrease with
decreasing temperature. For T < Tc a rearrangement
of spectral weight occurs reflecting the ω-dependence of
the superconducting dx2−y2-wave gap ∆(ω) which is cal-
culated self-consistently13. As expected, the maximum
is seen at ω ≃ 3∆0/h¯. In the high-frequency limit, Γ
i
k
varies linearly with ω for all k–directions. This is in ac-
cordance with both the Marginal (MFL)14 and Nested
(NFL)15 Fermi liquid picture.
FIG. 1. Calculated inelastic scattering rate Γik versus ω for
the one-band Hubbard model using U = 4t at optimal doping
(x = 0.15) for temperatures T = 2Tc (solid lines), T = 1.05Tc
(dashed lines), and T = 0.5Tc (dashed–dotted lines).
Let us turn to the overdoped case (x = 0.22) where we
focus on the normal state. Thus, we show in Fig. 2 Γik for
the same temperatures and directions as in Fig. 1. Most
importantly, the scattering rates become less anisotropic
at small frequencies. This is in agreement with Raman
scattering experiments where the static scattering rate is
extracted for different high-Tc cuprates for different po-
larisations as a function of the doping concentration16,17.
Generally speaking, the anisotropy of the scattering rate
reflects the anisotropy of the spin fluctuations. Those
become less pronounced and more isotropic in the over-
doped regime. We still find a reduction of Γik with de-
creasing temperature and the linear high–frequency be-
havior remains.
Next, we turn to the generalized theory of Raman scat-
tering. The full response function Lab for general vertices
a and b reads within RPA (see (Eq. 2))
FIG. 2. Inelastic scattering rate Γik versus ω for the over-
doped case (x = 0.22) using the same notation as in Fig. 1.
Lab =
δna
δuextb
= Lab −
La1L1b
L11︸ ︷︷ ︸
TRANSVERSAL
+
La1L1b
L11
1
1− IL11︸ ︷︷ ︸
LONGITUDINAL
. (7)
I denotes the corresponding irreducible interaction in a
symbolic notation. Note that the decomposition into
transverse and longitudinal parts is a general structural
property of the respose formalism. For the special case
of Raman scattering (a, b = γk) one has to consider the
Lindhard response and (1 − IL11) is the dielectric func-
tion ǫ. Then, the full Raman response is of the form
Lγγ(q, ω) =
δnγ(q, ω)
uextγ (q, ω)
= M∗γγ −
M∗2γ1
M∗11
(
1−
1
ǫ
)
− Ξ∗γγ +
Ξ∗2γ1
Ξ∗11
+
Ξ∗11ζ
∗
γγ
ǫ
+O
(
q2,
1
ǫ
)
. (8)
Here, M∗ab is the generalization of the Lindhard function
due to the inclusion of collision effects:
M∗ab =
q ·
(
T
(0)∗
ab + ζ
∗
abT
(1)∗
11 −T
(1)∗
ab
)
· q
iω − q ·D
(1)∗
11 · q
. (9)
T
(µ)∗
ab are generalizations of the electronic conductivity
to general vertices a, b:
T
(µ)∗
ab =
∑
pσ
(
−
∂np
∂ξp
)
fp
apvp : bpvp
−iω + Γ∗p
(
iΓ∗p
ω + iΓ∗p
)µ
, (10)
fp = =
(ω + iΓ∗p)
2(
ω + iΓ∗p
)2
− (q · vp)2
, Γ∗p = Γ
e
p + Γ
i
p
The quantities D
(µ)∗
ab are generalized diffusion tensors
D
(µ)∗
ab =
T
(µ+1)∗
ab
N∗ab
, N∗ab =
∑
pσ
(
−
∂np
∂ξp
)
iΓ∗p
ω + iΓ∗p
apbp .
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Ξ∗ab are the collision–limited Raman response functions
which have a finite q→ 0 limit:
Ξ∗ab =
∑
pσ
(
−
∂np
∂ξp
)
fp
iΓ∗p
ω + iΓ∗p
apbp (11)
and the objects ζ∗ab describe the mixing of elastic and
inelastic scattering processes and hence deviations from
Matthiessen’s rule within the conserving relaxation time
approximation:
ζ∗ab =
Ξ∗a1Ξ
∗
1b
Ξ∗211
+
ω
ω + iγ∗
Ξe11Ξ
i
11
Ξ∗211
×
(
Ξea1
Ξe11
−
Ξia1
Ξi11
)(
Ξeb1
Ξe11
−
Ξib1
Ξi11
)
+O(q2) (12)
γ∗ =
Ξ∗11
Ξe11Ξ
i
11
∑
pσ
(
−
∂np
∂ξp
)
fp
iΓepΓ
i
p
ω + iΓ∗p
Ξνab =
∑
pσ
(
−
∂np
∂ξp
)
fp
iΓνp
ω + iΓ∗p
apbp ; ν = e, i
Finally, ǫ = ǫ(q, ω) = 1−V (q)M∗11(q, ω) is the dielectric
function of the electronic system mentioned earlier. It
has thus been shown that the mixing terms ∝ ζ∗ab in Eq.
(8) of the two separate scattering mechanisms occur in
the Lindhard function M∗ab(q, ω) = O(q
2) and in terms
which are screened ∝ ǫ−1 by the long range Coulomb in-
teraction. For practical applications of the result shown
in Eq. (8) to the cuprate systems, say, where q→ 0 and
ǫ ≈ 104 may be assumed, one may use the q→ 0, ǫ→∞
limit of Lγγ and the contributions from mixing ∝ ζ
∗
ab are
hence irrelevant. Therefore, the scattering mechanisms
can be linearly combined, leading to the exclusive occur-
rence of Γ∗p = Γ
e
p + Γ
i
p in the Raman response function.
Note that the Raman response function Im Lγγ in the
limit q → 0 reduces to Eq. (12) of Ref. 3 where (τ∗L)
−1
corresponds to an average of Γ∗p. Hence, this scattering
rate can be interpreted as the width of the lineshape of
Fig. 3 in Ref. 3. Next we focus on the numerical analysis
of Im Lγγ for a spin-fluctuation based model particularly
for the inelastic scattering rate Γik.
Numerical calculation of the Raman response
Using normal and anomalous Green’s functions, G and
F , we calculate the full Raman response function via
Im Lγγ(q = 0, ω) = π
∫
∞
−∞
dω′ [f(ω′)− f(ω′ + ω)]
×
∑
k
γ˜(k, ω′, ω) [N(k, ω′ + ω)N(k, ω′)
− A(k, ω′ + ω)A(k, ω′)] γ(k) , (13)
where, N = G′′ and A = F ′′ are the spectral functions
(i.e. the k-resolved density of states) of the corresponding
quasiparticles calculated within the FLEX approxima-
tion for the one-band Hubbard model9,18. The quantity
γ˜(k, ω′, ω) denotes the renormalized Raman vertex that
will be specified below. The bare Raman vertices for the
different polarization symmetries considered here, B1g,
B2g, read within the effective mass approximation:
γB1g = t [cos(kx)− cos(ky)] , γB2g = 4tB sin(kx) sin(ky).
Here, t is the nearest neighbor and t′ = −Bt (with
B = 0.45) is the next-nearest neighbor hopping energy of
the tight-binding band introduced in Eq. (1). Thus Ra-
man scattering in B1g symmetry mainly probes the ’hot
regions’ while B2g symmetry probes the ’cold regions’ of
the Brillouin zone.
It has been shown earlier that the FLEX approxima-
tion yields a phase diagram T (x) for cuprates which is in
fair agreement with experiment. One finds a dx2−y2-wave
superconducting order parameter and all characteristic
temperature scales19. Recently it has also been demon-
strated that the resonance peak below Tc in neutron scat-
tering data and angle-resolved photoemission (ARPES)
experiments which measure the spectral density entering
in Eq.(13) can be well described20,13.
While no vertex corrections are considered using the
kinetic equation approach, they become important if
the FLEX approximation is employed. The main con-
sequence is that the Raman vertex becomes frequency
dependent reflecting the retardation effects related to
the Cooper-pairing mechanism. In order to calculate
the vertex function γν we employ the Nambu notation
(µ, ν = 0, 1, 2, 3)21
Pµν(q) = −
∑
k
1
2
Tr [γµG(k + q)γ˜νG(k)] (14)
with q ≡ q, iνm; k ≡ k, iωn;
∑
k = T
∑
iωn
∑
k, and sat-
isfy the Ward identity
∑
µ qµγ˜µ(k + q, k) = τ3G
−1(k) −
G−1(k + q)τ3. The ladder approximation for the vertex
function yields
γ˜µ(k + q, k) = γµ(k + q, k)
+
∑
k′
[τ0G(k
′ + q)γ˜µ(k
′ + q, k′)G(k′)τ0Ps(k − k
′)
+ τ3G(k
′ + q)γ˜µ(k
′ + q, k′)G(k′)τ3Pc(k − k
′)] . (15)
Ps and Pc refer to the spectral function of the spin and
charge susceptibility within RPA, respectively, that are
defined in Ref. 9. Finally, the full Raman vertex γ˜ satis-
fies the following integral equation:
γ˜(k +Q, k) = γ(k)
+
∑
q
[Ps(q) + Pc(q)]
1
2
Tr [τ3G(k + q +Q)τ3G(k + q)]
× γ˜(k + q +Q, k + q) (16)
and can be derived from Eq. (14) by replacing γ0 and γ˜0
by γτ3 and γ˜τ3.
Results for Lγγ and discussion
In Fig. 3 we show our results for the full Raman re-
sponse function Eq. (8), Lγγ , for the B1g polarization,
3
which is proportional to the measured Raman intensity,
at optimal doping. Both a linear increase and a contin-
uum are found in the limit of low and high frequencies,
respectively. This is a direct consequence of the inelastic
scattering rate discussed in Fig. 1. In particular, we find
an increasing initial slope with decreasing temperature.
Below Tc we obtain the usual pair–breaking feature
FIG. 3. Full Raman response function Lγγ(q → 0, ω) ver-
sus ω at optimal doping (x = 0.15) for B1g polarization for
the same temperatures as in Fig. 1.
accompanied by a suppression of spectral weight for
ω ≤ 2∆0/h¯. For low frequencies we also find a power
law Lγγ ∝ (ω/2∆0)
3 that is charcteristic for a dx2−y2 -
wave gap in the clean limit. Note that the pair breaking
peak is finite and renormalized by inelastic quasiparticle
scattering processes.
Figure 4 shows the Raman intensity for B2g
FIG. 4. Full Raman response function Lγγ(q → 0, ω) ver-
sus ω at optimal doping (x = 0.15) for B2g polarization for
the same temperatures as in Fig. 1.
polarization in the normal state. We again find the
high–frequency continuum and an increasing slope of the
Raman response function with decreasing temperature.
This agrees with the NAFL picture if vertex corrections
are considered5.
Summary
In summary we have reconsidered the electronic Raman
response with special emphasis on the role of quasiparti-
cle scattering processes. In the normal state a superpo-
sition of elastic and inelastic scattering events described
by k–dependent scattering rates leads to a deviation from
Matthiessen’s rule for the corresponding Raman response
functions. These deviations, however, are found to be
eliminated by the presence of the long-range Coulomb
interaction. We have furthermore studied in detail, the
anisotropy of the inelastic scattering rate Γik at opti-
mal doping, and its decrease at higher doping levels to-
wards the overdoped case. The resultant electronic Ra-
man response functions that include the effects of inelas-
tic scattering involving spin fluctuations reproduce the
behavior of the normal state characteristic of the phe-
nomenological MFL picture that has been studied in ear-
lier publications22. In the superconducting state the in-
elastic scattering rate becomes gapped due to a frequency
dependent dx2−y2-wave gap, calculated self-consistently,
yielding the characteristic shape of the Raman response.1
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