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Abstract 
 
This report describes a case-based approach to the generation of the behaviour of 
conversational agents in virtual environments. A framework called behavioural case-
based reasoning is defined to enable the application of case-based techniques in 
behaviour generation. Based on this framework, a model is designed for case-based 
generation of textual natural language behaviour. The flexibility of the model allows 
application in other domains as well. A case-based agent environment (CABAGE) has 
been developed to enable natural language communication with prototype CBR 
agents. An agent can be initialised from example dialogues, example concepts and 
known facts. Philosophical issues are also addressed. 
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Preface 
This report is the result of a ten months' study as a master's thesis project in computer 
science. The project concerns the integration of the research fields of case-based 
reasoning and agent technology. I have got acquainted with the field of case-based 
reasoning during my internship (Pieters, 2001). The research group TKI (Language, 
Knowledge and Interaction) here at the University of Twente has a project on agent 
technology called Aveiro (Agents in Virtual Environments). The Aveiro project is 
directed at the development of human-like agents that operate in virtual environments 
and are able to communicate with users. 
 
The first chapter of this report provides an introduction into agent technology and 
positions this research within the Aveiro project. The second chapter introduces case-
based reasoning and the subfields relevant for this thesis. In the third chapter, a 
framework is presented that enables integration of case-based techniques in the 
generation of the behaviour of the conversational agents in Aveiro. Chapter 4 
concerns the design of a model for case-based generation of behaviour in natural 
language dialogues. The fifth chapter presents the case-based agent environment we 
developed (CABAGE) and the prototype agents that can be run in this environment. 
Chapter 6 presents the evaluation of the work, and chapter 7 describes the 
conclusions. 
 
The project has been a great example of 'surfing the edge of chaos' as Pascale et al. 
(2000) describe it in their book. The traditional fields of case-based reasoning and 
agent technology had clear boundaries, that only recently have become permeable. 
Allen (1995) does not even address case-based reasoning in his well-known book on 
natural language understanding and conversational agents. Although some recent 
papers exist that describe case-based implementations of certain issues in natural 
language understanding, I did not find any existing research that took a new position 
as fundamentally as is done here. 
The danger of such research is that one might discover that existing approaches give 
far better results after all. Dynamic ideas always disrupt existing patterns, and 
therefore seem to fall back to a lower level of quality. However, it is by such ideas 
that new areas of research may be opened, if the newly designed models show results 
that have some quality as well. It could be that the basis of a new area of research has 
been laid in this thesis. Of course, we cannot provide the same functionality that an 
existing field has acquired over many years, but when the possibilities are recognised, 
interesting research opportunities may lie ahead. 
 
I would like to thank my supervisors Rieks op den Akker, Mannes Poel, Peter Asveld 
and Anton Nijholt for their critical evaluation and useful discussions during the course 
of the project. Especially, I would like to thank Rieks for the necessary Java tutoring 
and Peter for some very helpful ideas on similarity measuring. Furthermore, I want to 
thank anyone who contributed to the project by sharp remarks, philosophical 
discussions and trying the agents. 
 
Enschede, June 2002 
 
Wolter Pieters  
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Chapter 1   
 
Introduction 
 
 
The big question to answer in defining a 
conversational agent is, why should the 
agent ever speak?  
 
James Allen 
 
 
The research described in this report is part of the Aveiro project of the Language, 
Knowledge and Interaction group at the Department of Computer Science of the 
University of Twente. The Aveiro project (Agents in Virtual Environments) focuses 
on the design of agents for information and transaction services that operate in a web-
based virtual environment. In this chapter, I will describe the background of the 
research. I will start with some remarks about agents in general, and then focus on the 
goals of the project. 
1.1 Agents 
In Weiss (1999, p. 29) we find the following definition of an agent: 
agent 
flexibility 
Aveiro 
BDP 
 
'An agent is a computer system that is situated in some environment, and that is 
capable of autonomous action in this environment in order to meet its design 
objectives.' 
 
An intelligent agent is moreover flexible, which means that it possesses reactivity to 
its environment, is pro-active (can take initiative in order to satisfy goals) and has 
social ability (Weiss, p. 32). 
1.2 Conversational agents 
Some agents designed in the Aveiro project are embodied in a virtual environment 
and are able to communicate with humans visiting this environment. This means that 
we have to deal with both reasoning within the agent and communication with users 
(and other agents) to meet the design objectives. Communication is based on internal 
representations of the mental state of the agent and the dialogue situation. The agent's 
mental state includes believes, desires, intentions and emotions. Formalisation of 
these notions is a research topic. Egges (2001) developed a BDP (belief, desire, plan) 
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architecture for conversational agents. Research on dialogue modelling uses a 
Bayesian, decision-theoretic view. Dynamic Decision Networks are built for both the 
Observation Model and the Action Model of the conversation. The incorporation of 
observations other than language utterances into the conversation process is part of 
the research. 
1.3 Agents in virtual environments 
Because the agents are embodied in a virtual environment, they are visible to the 
visitors. Moreover, they can observe the visitors themselves. Next to being able to 
communicate in human language, aspects of non-verbal communication are important 
for the design of such agents. This also introduces generation and depiction of 
emotions into the research issues. 
Learning is a way to cope with the challenges of agents in a complex, dynamic, multi-
agent environment. An agent can be given more autonomy in learning by introducing 
meta-learning: the ability to learn how to learn. Current research focuses on 
reinforcement learning and constructive neural networks (Heylen et al, 2001). A 
conversational agent should be able to learn unsupervised from the dialogues it gets 
involved in. 
Other research issues include a trade-off between goal-directed and reactive 
behaviour, update of the mental state due to received conversational and sensor input, 
and the relation between the mental state and the agent's behaviour. 
1.4 This research 
As apparent from the description above, the Aveiro project has been focusing on two 
strategies: formalisation of aspects of communication and the agent state, and learning 
by use of neural networks. The advantage of formalisation is that certain behaviour 
can be guaranteed to follow from the formalised concepts. For example, parsing  
always will render a correct parse for a sentence of which the characteristics are 
within the parser's domain. On the other hand, it is difficult to learn to parse sentences 
that are not in the domain. Also, some aspects of communication are notoriously 
difficult to formalise. By using neural networks, the necessity to formalise the task 
before programming is avoided. Neural networks allow for generalising learned 
examples to new situations, but there is no guarantee that they will remember each 
training case correctly after having seen more and possibly conflicting examples. 
Moreover, neural networks cannot provide an explanation for a decision. 
 
In my master's thesis, I focus on the use of case-based techniques in the Aveiro 
project. This means that I will investigate the various possibilities for incorporating 
case-based reasoning into the research issues defined within the project (in particular 
agent behaviour). Case-based reasoning has the advantage that it can operate in 
domains where it is not easy to formalise the rules that guide decisions. The 
advantage with respect to neural networks is that case-based systems always will give 
learning 
case-based 
reasoning 
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the correct solution if the situation is identical to a training case, and that case-based 
systems can provide an explanation for their decision. 
 
The goal is twofold. Firstly, I want to give an overview of case-based reasoning 
focused on the relevance for conversational agents in virtual environments. This 
allows future research within the Language, Knowledge and Interaction group to take 
advantage of these techniques. Besides, I want to specify and build a prototype agent 
which demonstrates the possibility of using these techniques in generating agent 
behaviour and which can be used for future reference. Evaluation of the theoretical 
framework and the prototype forms the basis for possible further research or 
applications. 
project 
goals 
 
By introducing case-based reasoning, I challenge the separation of communication 
and reasoning processes on the one hand, and the separation of goal-directed and 
reactive behaviour on the other. Communication and reasoning are inherently 
integrated in the model that I will develop, and one could even make the strong claim 
that the system actually 'thinks' in natural language. Goal-directed behaviour will be 
described as backwards reactivity, i.e. reactivity on future situations. 
 
The original project description is included in appendix A. 
1.5 Related projects 
Considering the approach taken, the research is somewhat analogous to the approach 
of Rolf Pfeifer in robotics (Pfeifer & Scheier, 1999). Both in Pfeifer's work and in this 
thesis, intelligence is considered something that emerges from a system's interaction 
with its environment. 
 
Work within the area of case-based reasoning related to natural language and agent 
behaviour has been done by Anne Tissen (1991, 1993), who developed a case-based 
dialogue manager for information seeking processes (CADI). CADI retrieves and 
adapts dialogue plans as cases. Ute Loerch and Hans Guesgen (2001) constructed an 
intelligent query answering system using case-based methods. They assume that 
similar questions represent related information needs. The information from a 
question is captured in a case description. 
 
The research that probably had the most impact on the ideas developed in this thesis 
has been done by Fairouz Chakkour and Yannick Toussaint (2001). They are 
developing a case-based reasoning system to construct semantic interpretations from 
syntactic sentence representations. They use a transformational model, which states 
that two cases are similar if they can be transformed into each other by the application 
of sequences of transformations. The solution is adapted by using the adaptation 
functions associated with the transformations. 
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Chapter 2   
 
Case-based reasoning 
 
 
This connexion, […] which we feel in the 
mind, this customary transition of the 
imagination from one object to its usual 
attendant, is the sentiment or impression 
from which we form the idea of power or 
necessary connexion. 
 
David Hume 
 
 
In this chapter, an overview is given of the main characteristics of the case-based 
reasoning approach to artificial intelligence. Combined with the description of the 
Aveiro project in the previous chapter, this forms the background of the research on 
case-based techniques for conversational agents in virtual environments. First, I will 
describe the fundamentals of the CBR paradigm. Thereafter some design alternatives 
are discussed. We also describe existing research on CBR agents and address 
possibilities for application in conversational agents. 
2.1 Intelligence 
Human intelligence is definitely a complex matter. All kinds of philosophers and 
psychologists have tried to capture the essence of it. And also, computer scientists 
interested in the development of artificial intelligent systems have contributed to the 
debate. The most prominent philosophical views on intelligence are known as the 
rationalist and empiricist positions. Although more recent philosophy has made this 
distinction less clear, these positions are quite useful to explain the position of case-
based reasoning within computer science. 
intelligence
 
The rationalistic tradition asserts that knowledge acquisition is done by reason or 
reasoning. There are a priori ideas that guide the acquisition of knowledge even 
before any sensory experience. In the acquisition of the ability to communicate in 
natural language, these ideas may be present as knowledge about what kinds of 
concepts exist, grammar rules about how to construct a sentence, etc. This knowledge 
can then be used for reasoning about communication. In computer science, this a 
priori knowledge necessarily is a formalisation of aspects of reality. 
 
The empiricistic view asserts that our knowledge is mainly based on sensory 
experience, not on reasoning with a priori ideas. For example, the philosopher David 
empiricistic 
view
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Hume (1711-1776) defended the theory that what we see as laws of nature are in fact 
notions that are based on the life-long observation of cases, not on unbreakable rules 
(Hume, 1975). In communication, we can state from such a point of view that the 
formation of sentences is based on our experience with communication in similar 
situations in the past. 
 
We will use an empiricistic view in this research. An example of such a view is found 
at http://www.rc.org: 
 
1. 'It [i.e. human intelligence, WP] continuously receives from the environment a 
great volume of information, coded in neural impulses, from the excellent 
battery of sense channels which each human possesses. This vast computer-like 
ability of ours receives many kinds of visual information from our eyes, many 
kinds of audible information from our ears and skull bones; it receives taste 
information, smell information, temperature information, balance information, 
and kinesthetic information from our many other sense organs.  
2. This vast volume of information coming into our intelligence is continuously 
and quickly compared with the information already on file in what we usually 
call our memory, information from past experiences which we have already 
understood. Similarities between the incoming information and the information 
on file are apparently noted, as well as the ways in which similar experiences in 
the past have been successfully met.  
3. At the same time, this incoming information is contrasted with the information 
already on file; i.e., the differences are noted as well as the similarities. The 
incoming information is understood in relation to other information, in its 
similarities and differences to other data, not ever as a concept by itself.  
4. The information of how similar experiences were handled successfully in the 
past is used as a basis for constructing a suitable response to the present 
situation. The differences between the present situation and the similar past 
situations are, however, allowed for, and the actual response becomes tailored-
to-fit the present exactly, as far as the available information allows.  
5. The new information from the current situation, having now been evaluated in 
terms of both its similarities and differences to other information, now goes on 
file in the memory as useful material with which to evaluate later experiences. 
We are better able to meet later experiences because of what we learned from 
the previous one. […]' 
 
We will use this view as a debatable, but for our purposes sufficient description of 
intelligence. 
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2.2 Fundamentals 
When Dreyfus (1986) criticised artificial intelligence because of the formalisation of 
reality, he saw as one of the assumptions of symbolic AI that reasoning is viewed as 
rule-based symbol manipulation (the psychological assumption). The paradigm of 
case-based reasoning drops this assumption. Instead of rules, reasoning is based on a 
memory of stored cases. In CBR, reasoning is based on remembering. In solving a 
problem, the most relevant cases are retrieved and adapted to the new situation. CBR 
introduces two new assumptions (Leake, 1996): 
 
• the world is regular: similar problems have similar solutions; 
• the types of problems an agent encounters tend to recur. 
 
A question that is raised, is how these assumptions relate to the view of Dreyfus. 
While Dreyfus analysed symbolic AI as needing formalisable knowledge and a 
formalisable reality (the epistemological and ontological assumption, respectively), 
case-based reasoning assumes regularity instead of formalisability. CBR needs both a 
regular world and knowledge that can be represented in a form that shows regularity. 
In this way, it is guaranteed that cases have relevance for future problem solving. 
regularity
 
To allow using the regularity assumption, we need to be able to determine the 
similarity of the representations. Similarity is a relation between knowledge 
representations expressing the regularity by indicating the degree in which the 
representations have the same characteristics. A similarity measure is therefore an 
important aspect of a CBR system. 
similarity
 
By assuming regularity instead of formalisability, case-based reasoning unties itself 
from the rationalistic tradition in philosophy. Instead, a connection may be observed 
between CBR and the empiricistic tradition. Thus, in artificial intelligence, an 
empiricistic view on design of intelligence has been adopted by the case-based 
reasoning paradigm. Weiss (1999) writes: 
 
'Case-based reasoning is based on the observation that humans often solve a 
problem on the basis of solutions that worked well for similar problems in the past.' 
(p. 283) 
 
Case-based reasoning can be used in application domains that are open and have a 
weak theory. An open domain is a domain which cannot be realistically modelled 
unless the problem solver's relationships with the external, changing world are 
anticipated by the model; a weak theory domain is a domain in which relationships 
between important concepts are uncertain, in contrast to e.g. mathematical domains 
(Aamodt, 1994). Because of the uncertainties in the domain, the truth of statements 
cannot be guaranteed. This means that truth-preserving inference and deduction are 
not the suitable means for reasoning. 
open & 
weak theory 
domains
 
In CBR, both problem solving and learning are considered essential tasks. In fact, 
they are seen as complementary issues: ‘Complementary with the principle of 
problem 
solving & 
learning
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reasoning by remembering is the principle that reasoning is remembered’ (Leake, 
1996), ‘Learning in CBR occurs as a natural by-product of problem solving.’ (Aamodt 
& Plaza, 1994). According to Leake (1996), case-based problem-solving can be seen 
as ‘exploiting the relationship between two different types of similarity’. When there 
is a similarity between the input problem and some cases, a complementary similarity 
is assumed between the target solution and the case solutions. 
 
The main steps in the CBR problem-solving process are defined by Aamodt & Plaza 
(1994): 
CBR cycle
1. RETRIEVE the most similar case or cases 
2. REUSE the information and knowledge in that case to solve the problem 
3. REVISE the proposed solution 
4. RETAIN the parts of this experience likely to be useful for future problem 
solving 
 
In Pieters (2001), I summarised this cycle, where the hermeneutic plane denotes 
interpretation processes and the existential plane action processes. 
 
 
Figure 2.1: The CBR cycle 
 
In the RETRIEVE phase, the current situation is interpreted in terms of previous 
cases. In the REUSE phase, a solution is chosen based on the retrieved case or cases 
and the solution is adapted to the current situation. In the REVISE phase, this solution 
is applied to the environment and feedback is collected concerning the successfulness 
of the solution. In the RETAIN phase, the case is remembered for future problem 
solving. 
 
Case-based reasoning does not explicitly generalise from the experiences stored. Only 
when a case is reused, its general characteristics are transferred to the new situation 
by adapting it. Generalisation is thus implicitly present in the adaptation process. This 
is called lazy generalisation. Because of this, no information about the cases is lost in 
the generalisation process; all information from the individual experiences is available 
for future use. 
 
For a more critical analysis of the CBR paradigm, see Pieters (2001). 
lazy 
generali-
sation
hermeneutic plane 
(interpretation) 
existential plane 
(action) 
   RETRIEVE 
REUSE RETAIN 
     REVISE 
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2.3 Design alternatives 
Voss (2001) developed a framework for principles of case reusing systems. She 
studied four major aspects of case reusing systems: 
• the task to be solved by the application; 
• the kinds of cases; 
• the strategy for the CBR process; 
• the approach to adaptation. 
2.3.1 Tasks 
Tasks of CBR systems may be either analytic or synthetic. Analytic tasks can include 
classification, diagnosis and decision support. Synthetic tasks can include planning, 
configuration and design. Agent behaviour is definitely an example of a synthetic 
task. 
2.3.2 Cases 
The most essential building block for any CBR system is the case base. Aamodt and 
Plaza (1994) write: 
 
'The representation problem in CBR is primarily the problem of deciding what to 
store in a case, finding an appropriate structure for describing case contents, and 
deciding how the case memory should be organized and indexed for effective 
retrieval and reuse. An additional problem is how to integrate the case memory 
structure into a model of general domain knowledge, to the extent that such 
knowledge is incorporated.' 
 
One of the main problems of building a CBR system is how to determine the features 
of experience that are represented in the cases. This is called feature set selection 
(Cardie, 1999). Besides, the organisation of the case memory is an issue. 
 
The easiest way to solve a problem is by retrieving a single source case and reusing 
the solution. This is not always possible because of the complexity of the task at hand. 
There are various ways to extend the representation of source cases (Voss, 2001): 
• abstract cases; 
• partial cases; 
• subcases; 
• composite cases; 
• hierarchical cases. 
 
The use of abstract cases means that cases can be described at different levels of 
abstraction. The search for similar cases may start at the most abstract cases, such that 
the search space becomes tractable. Partial source cases are convenient when storing 
all possible combinations of possibilities would require too many cases. Partial cases 
contain only partial solutions. The partial cases can then be combined in generating a 
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solution. By dividing a stored case into subcases, problem solving can take advantage 
of pieces of information that would be inaccessible if only the whole case could be 
retrieved. Composite cases contain information about intermediate goals, while 
keeping the composite information intact. Hierarchical cases combine the advantages 
of abstract and partial cases. In the hierarchy, a solution can be found by decomposing 
a problem while moving towards more concrete cases. 
2.3.3 Strategies 
Voss finds six different strategies for case reuse in existing systems: 
• single concrete case strategy; 
• single abstract case strategy; 
• iterated abstract case strategy; 
• iterated concrete case strategy; 
• simultaneous strategy; 
• embedded strategies. 
 
The main choices are thus the number of cases to retrieve, the kind of cases used and 
the process of retrieving. In iterative retrieval, retrieved cases may trigger further 
search, either because of subproblems to be solved (in case of abstract cases) or 
because of insufficient results (in case of concrete cases). In the simultaneous 
strategy, multiple source cases are retrieved and integrated in a single reuse step. 
Embedded strategies use CBR methods to solve subproblems in a problem solving 
process that is in principle independent of case-based reasoning. 
2.3.4 Adaptation 
Three possible methods for case adaptation are given by Voss: 
• tools and problem solvers; 
• heuristics; 
structure 
transfer
• structure transfer. 
 
Tools and problem solvers can use a retrieved case as a starting point for generating a 
solution. If these are not available, heuristics can be used to adapt the retrieved case to 
the problem at hand. In case of structure transfer, it is assumed that the structure of a 
case is meaningful and can be used to adapt the case to a new environment, e.g. in 
determining the layout of a building. We will use structure transfer as the main 
adaptation method later. 
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2.4 CBR agents 
In this part of the chapter, we will have a look at agents that use CBR methods. First, 
the concept of an autonomous CBR agent is discussed. Then two subfields of CBR 
agent research are described: cooperative CBR and conversational CBR. Also, the 
relation between CBR and natural language processing is addressed. 
2.4.1 Autonomous CBR agents 
For a system to be called an agent, it must be capable of autonomous action in its 
environment. Moreover, to be intelligent, it needs to be flexible. As we saw in the first 
chapter, this includes reactivity, pro-activeness and social ability. In this part of the 
chapter, we will interpret these requirements in the context of CBR agents. 
 
Social ability means that an agent is able to interact with other agents and possibly 
humans to achieve its goals. In case-based reasoning, the subfield of cooperative CBR 
is occupied with research into cooperation among case-based agents. Different 
formalisms exist that can provide a framework for such cooperation. These issues will 
be discussed in paragraph 2.4.2. Communication with humans is more difficult. 
Especially when human-computer interaction is a main theme, communication should 
be as easy as possible for the humans involved. This requires the agent's ability to use 
natural language for communication. The possibilities for CBR in natural language 
processing will be discussed in paragraph 2.4.3. 
social 
ability
pro-
activeness
reactivity
 
Pro-activeness means that an agent is able to take initiative in order to satisfy its 
goals. For case-based reasoning agents, this means that they have an active role in 
finding the information they need to solve the problem at hand. The subfield of 
conversational CBR is involved in finding ways to actively elicit problem descriptions 
by conversation with the user of the system. The subfield of conversational CBR will 
be discussed in paragraph 2.4.4. 
 
Reactivity means that agents are able to observe their environment and react to 
changes. Specifically, for CBR agents, this includes being able to learn new cases 
during operation. Especially in a virtual environment, this can be quite important. 
Therefore, the relations between CBR and virtual reality are discussed in paragraph 
2.4.5. 
2.4.2 Cooperative CBR 
In multiagent systems, cooperation among the different agents involved is an 
important issue. When an agent is unable to solve a problem itself, it may want to 
consult other agents to find a good solution. In virtual environments with embodied 
agents, we may want agents to diverge in behaviour based on separate experiences. 
On the other hand, we want them to be able to cooperate when necessary. Case-based 
reasoning offers both the possibility to acquire different experiences and to consult 
other agents when the own experiences are not sufficient to solve a problem. 
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'The problem solving behavior of the agents will be biased by their individual 
learning based on their separate experience - since different sets of problems will 
actually occur in different locations. Consequently, even agents in principle similar 
can diverge as result of the individual learning experience, and cooperation may 
profit from this biasing by improving the overall performance of the involved 
agents.' (Plaza et al.,  1997). 
 
'CBR offers the multiagent systems paradigm the capability of autonomously 
learning from experience.' (Plaza & Ontañón, 2001). 
 
Plaza et al. (1997) define a framework for CBR agent cooperation with the following 
conditions: 
• homogenous agents: agents use the same representation language; 
• peer agents: all agents are in principle able to solve the task at hand; they are not 
merely specialists in a specific subtask; 
• learning agents: agents use their own experience in problem solving and 
cooperating. federated 
peer 
learningThis is called the federated peer learning framework.  
According to Plaza et al. (1997),  there are two possible modes of cooperation among 
CBR agents: distributed CBR (DistCBR) and collective CBR (ColCBR). In DistCBR, 
an agent asks another agent to find a case for solving a problem that it cannot solve 
itself. The authority of problem solving is delegated to the other agent. In ColCBR, 
the agent does not only send the problem description, but also the method with which 
to find the relevant cases. The original agent keeps the control over the problem 
solving process. DistCBR is implemented by task delegation, ColCBR by mobile 
problem solving methods.  
 
Within the DistCBR approach,  Plaza & Ontañón (2001) define three collaboration 
policies. In the Committee Policy, all agents are consulted and are assumed equal in 
the relevance of their results. A voting scheme determines the final solution. In the 
Peer Counsel Policy, other agents are only consulted if the original agent considers 
itself incompetent for solving the problem at hand. In the Bounded Counsel Policy, 
only one agent at a time is consulted, in order to minimize the communication effort. 
A termination check determines when a solution has sufficient majority of votes to be 
chosen. Otherwise, the next agent is consulted. 
 
Thus, there are various possibilities for cooperation among case-based agents. 
However, the agents in Aveiro differ from the agent perspective sketched above. 
Because the agents in Aveiro are embodied virtual humans that meet human users, 
they need to be able to cooperate in a human fashion anyway. I think it is interesting 
to try to limit the cooperation aspect to one strategy. If agents need to be able to 
cooperate with both humans and other agents, they may as well use a human-like way 
to cooperate with each other. This means that we need a different framework, which 
will be discussed in the next chapter. 
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2.4.3 CBR and natural language 
Although research has been done in the area of case-based learning of natural 
language, the projects do not seem to adopt the view that case-based reasoning 
includes an inherent complementarity of problem solving and learning. Either a 
separate training phase is assumed (Cardie, 1999) or the learning process is hardly 
mentioned at all (Lee & Lee, 1995). 
 
Moreover, the application of case-based reasoning to natural language processing 
seems to be limited to specific subtasks. There is no general case-based framework for 
natural language dialogues, neither for agent behaviour in general. Although 
researchers try to replace subtasks in the rule-based framework for natural language 
processing (parsing, interpretation, reference resolving, etc.) by case-based 
approaches (or also statistical methods), the framework is still rooted in the 
rationalistic symbolic AI. 
 
Humans do not learn natural language from rules (at least not their native language). 
Children learn from observing their parents' natural language behaviour and reusing 
these 'cases'. The view I want to enhance in this project is that case-based reasoning in 
natural language dialogues is essentially finding similarities with dialogue situations 
that were encountered in the past. What is stored, moreover, are associations between 
concepts that were discussed or sentences that were used in the dialogue. 
2.4.4 Conversational CBR 
'The distinguishing benefit of conversational case-based reasoning […] is that 
users are not required to initially provide a complete description of their problem. 
Instead, users enter text partially describing their problem and the system assists in 
further elaborating the problem during a conversation, which ends when the user 
selects a solution to apply.' (Aha et al., 1998). 
 
Conversational CBR offers a possibility for constructing a dialogue situation with the 
user of the system in case of case-based problem solving. This can be an interesting 
view in the context of conversational agents. Several methods are described to control 
the course of the conversation, e.g. dialogue inferencing (Aha et al., 1998) and 
taxonomic CCBR (Gupta, 2001). Applications include agent team coordination 
(Giampapa & Sycara, 2001). 
 
The interesting thing about conversational CBR is that cases can not only be used to 
solve problems based on previous experiences, but also to find out what further 
information is needed to solve a problem, or which other agent could be capable of 
solving the problem at hand. If we want to achieve a certain result, we can retrieve 
cases by their outcome and use their solution as an action that can achieve this 
outcome. The similarity of the situation resulting from a case to the desired situation 
is then a measure for the relevance of the case. 
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2.4.5 CBR and virtual reality 
The environment of a CBR agent is important for specifying the agent requirements. 
When we want agents to operate in virtual worlds, we should consider the relation 
between CBR and virtual environments. Watson & Oliveira (1998) consider virtual 
reality as an environment for visualising CBR cases. This might be interesting in case 
we want to design a virtually embodied training agent that can help users by selecting 
relevant cases and showing them the situation in VR. However, in this research we 
want to focus on VR as an environment for CBR agents rather than for CBR cases. 
This means that we do not describe how to visualise cases, but rather how to construct 
and use cases in a virtual environment. 
 
Agents that inhabit the virtual environment can collect their own experience by 
describing situations they encountered as cases. Because of the complexity of such an 
environment, it is important to determine relevant features. Besides, it is necessary to 
get rid of superfluous information by reorganising the case memory. Otherwise, the 
size of the system's case base would prevent efficient operation. 
 
Sànchez-Marrè et al. (1999) suggest the following additional tasks for CBR in a 
complex environment: 
• sustained learning: learn only the relevant cases; 
• forgetting: forget the useless cases; 
• updating the case library organisation: compact the case library; 
meta-
 case-based 
reasoning
• re-exploration: search again the case library with partial-matching criterion; 
• meta-reasoning: reasoning about what kind of case (meta-case) it is coping with. 
 
The first two tasks prevent the case base from growing unlimitedly, the third task 
improves efficiency in time, and the last two tasks cope with unsuccessful search in 
the library. Meta-case-based reasoning is also described by Murdock & Goel (2001). 
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2.5 Possibilities of CBR in conversational agents 
In this part of the chapter, we examine some application possibilities of case-based 
reasoning in conversational agents. Although we will focus on natural language 
dialogues, the ideas below may be interesting for other researchers working on 
conversational agents. 
2.5.1 Case-based problem solving 
Agents in the virtual world of Aveiro can use case-based techniques to perform the 
tasks they are designed for. For example, a virtual piano teacher could use previous 
teaching experiences to determine what instructions to give in a particular situation. 
The cases should contain previous situations, the actions chosen in these situations 
and evaluation of the actions (the result achieved by the action, e.g. some kind of 
performance measure). 
2.5.2 Case-based cooperation 
For conversational agents, it can be important to consult other agents, in case a user 
wants information that the agent the user communicates with does not have, but which 
might be available to other agents. Based on past experiences in consulting other 
agents, the agent can remember which agent is the most suitable for coping with the 
user request. The cases for this kind of cooperation should contain a problem 
description, an agent that was consulted, and an indication of the other agent's ability 
to solve that problem in the past. 
 
For conversational agents in a virtual environment, the most suitable cooperation 
mode is distributed CBR. The agents are not necessarily coping with the same tasks. 
If an agent cannot solve a problem itself, it can request information from another 
agent. It is not likely, however, that an agent also wants to supply a problem solving 
method to the other agent, because there is no need for keeping control over the 
problem solving process. Therefore, collective CBR and mobile problem solving 
methods do not seem suitable. Instead, only task delegation is necessary. 
2.5.3 Case-based conversation 
In communicating with users, agents may on the one hand start a conversation to 
collect information for solving a particular problem. On the other hand, case-based 
methods may be used to guide the conversation. Especially in environments where we 
want the agents to behave as naturally as possible (i.e. human-like), it can be 
important that agents develop their own way of communicating based on their 
experience. Of course, some properties may be fixed in design, but it is interesting to 
have agents develop other properties during operation. 
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2.5.4 Case-based emotion generation 
In humans, emotions in a specific situation can be connected to emotions that 
occurred in similar situations in the past. The emotions of agents can in the same way 
be generated by retrieving cases representing similar situations, which include their 
emotions in these situations. The first cases can either be predefined, or based on 
observations of user emotions. Moreover, emotions can be the source of performance 
measures of the agent. The combination of user emotion and agent emotion can 
provide information that relates to an agent's target situation. Agents can be either 
defined to make the agent happy, to make the user angry, or to make both of them sad. 
If user emotion is included in the performance measure, the agent must have means to 
observe user emotion. 
 
 
 
 
 
2.6 Conclusions 
Case-based reasoning offers the possibility for the definition of a new framework for 
agent behaviour generation in general, and natural language dialogues in particular. 
Such a framework is built on an empiricist rather than a rationalist view on 
intelligence. Social ability of the agent is accounted for by declaring natural language 
the main communication means. Pro-activeness is taken into account by allowing the 
RETRIEVE phase to use the existing situation as well as the desired situation when 
retrieving relevant cases. Reactivity is assured by storing new cases during operation, 
combined with additional tasks to prevent efficiency problems. 
 
Behaviour that could be generated in a case-based way includes performing tasks 
when required, consulting other agents when necessary, performing conversational 
acts in a dialogue, and emotional expression. The main focus in this project however 
is on generation of natural language sentences in a dialogue. 
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Chapter 3   
 
Behavioural case-based reasoning 
 
 
I hear and I forget. I see and I remember.  
I do and I understand. 
 
Confucius  
 
 
This chapter gradually introduces the case-based reasoning approach to the generation 
of the behaviour of conversational agents. The application of case-based reasoning to 
behaviour is an attempt to start the design from an empiricistic perspective. A priori 
rules and ideas will only be used within the CBR paradigm, and only if necessary. In 
this sense, one of the research issues is what kind of knowledge we need to acquire 
behavioural skills from experience. 
3.1 Case-based reasoning in virtual environment agents 
The main topic in this research is using case-based methods to generate the behaviour 
of agents in virtual environments as a response to other agents' behaviour. We want 
agents to learn to behave naturally by roaming around in the virtual environment, 
observing the behaviour of other agents in interactions, and taking part in interactions 
themselves. 
behaviour
 
 
Some inspiration 
In the computer game Monkey Island, one controls the character of a pirate, who has to 
defeat the so-called 'Sword Master'. The battle consists of exchanging insults. One has to 
find the right replies to the various insults by trying them on other pirates, or the Sword 
Master herself. In other words, one can construct 'cases' of language use by using the 
utterances one has heard oneself, and in this way finding the right replies. In this way, 
plans can be constructed for handling dialogue events. 
 
Case-based reasoning provides a framework for the reasoning and learning 
capabilities of the agents. By retrieving similar cases, adapting them to the current 
situation, evaluating the action and storing a new case, agents can adapt their 
behaviour to the environment they are placed in. An agent can learn by observing the 
behaviour of fellow agents, as a response to its own behaviour or that of other agents. 
Case descriptions consist of representations of the interaction partner's behaviour. 
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Case solutions consist of the agent's response. A case may contain either an observed 
interaction situation (i.e. interaction between two other agents) or an experienced 
interaction situation (i.e. interaction between the agent itself and another agent).  
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interaction 
modalities ………… 
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partner 1 
speech gestures 
conversational 
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Figure 3.1: The conversational agent observing interaction 
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Figure 3.2: The conversational agent experiencing interaction 
 
 
In the master's thesis of Ilja Clabbers (2001), various modalities are defined in which 
agents can interact with each other. These modalities form the channels through 
which information is transferred in interaction, and define therefore the information 
that can be stored in cases. 
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If any agent shows certain behaviour as a response to an interaction situation, it is 
assumed that an agent observing this can reuse the case in its own interactions. A 
fundamental assumption is thus that all agents involved have the same behavioural 
capabilities. In other words, all agents (including humans) can perform the same kinds 
of observable actions. This means that cases can be reused independently from the 
original performer. 
 
One point of possible criticism that has to be mentioned at this point is the lack of any 
goal-directed behaviour when applying such a strategy. If agents only reuse each 
other's behaviour in interaction situations, we assume that everything relevant to an 
interaction situation is observable from the participants' behaviour. However, we will 
extend this basic scheme with the possibility of reusing cases based on the outcome of 
applying certain behaviour in a certain situation. For example, if an agent wants the 
window to be opened, it can find a case that had this outcome in a previous situation 
(e.g. with solution saying 'Could you please open the window?') and reuse this case to 
achieve a similar result. In its simplest form, the outcome is just a performance 
measure that the agent wants to optimise. 
goal-
directed 
behaviour
 
We will call the use of case-based reasoning in generating the behaviour of virtual 
agents behavioural CBR. We can summarise the approach by the following 
characteristics: 
behavioural 
CBR
1. Cases contain information about the behaviour of agents. 
2. Case descriptions and case solutions contain information from the same channels, 
corresponding to the interaction modalities. A solution to one case may be in the 
description of another. If agents are able to perform non-communicative actions as 
well, these can also be represented in the cases. 
3. Case solutions can be reused independently from the original performer. They can 
be derived from observed interactions or from participation in an interaction. 
4. The result of applying a solution (a case outcome) can be used in retrieving cases 
for generating goal-directed behaviour. This is called backwards reactivity. backwards reactivity 
To model these characteristics, we need a case structure that reflects: 
a. a description of the interaction situation; 
b. the solution that was applied; 
c. the outcome of applying the solution. 
 
To enable learning, cases also contain a reliability value, which can be adjusted after 
reusing the case in a new situation. 
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Figure 3.3: The case structure in behavioural CBR 
 
The prototype agent will use textual representations of natural language utterances as 
case descriptions and solutions. The main advantage of choosing this modality for the 
prototype is that it is relatively easy to separate the behaviour into smaller information 
units (i.e. letters and words). This requires less preprocessing than would be necessary 
for the other modalities. Other modalities (e.g. speech, gestures, facial expression) are 
therefore not considered in this master's thesis. In the conclusions, we will try to 
assess the possibilities of further research in this area. 
3.2 Related work 
We discuss some systems that our approach can be compared to. The similarities and 
differences account for the position of behavioural CBR within artificial intelligence. 
3.2.1 ELIZA 
ELIZA is a simple response-generating program developed in the mid-1960's. It acts 
as a therapist by asking questions based on pattern matching of the input. For 
example, the input 'why are you looking at me?' matches the pattern '?X are you ?Y', 
which generates the response template 'would you prefer it if I weren't ?Y?', which, 
after substituting the variables and replacing 'me' with 'you', makes 'would you prefer 
it if I weren't looking at you?'. Allen (1995) criticises the ELIZA system for the 
following reasons: 
• ELIZA does not understand the conversation; it is a 'collection of tricks'. We only 
attribute intelligence to it because we interpret the responses as loaded with 
meaning ourselves. 
• ELIZA does not need world knowledge because it never supplies the user with 
claims, arguments, or answers. It only asks questions or repeats what the user 
writes. 
• It accepts garbage as well as valid sentences. 
 
written text 
ELIZA
Case reliability 
Description of the interaction situation in terms of other agents' behaviour 
Solution in terms of the performing agent's behaviour 
Outcome of applying the solution  
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3.2.2 A.L.I.C.E. 
A.L.I.C.E., or just Alice (http://www.alicebot.org), is a system able to have a chat 
dialogue with humans (chatterbot). It is roughly based on the same principles as the 
ELIZA system, including pattern matching and response generation based on 
templates. An XML-based language called AIML is defined for representing the 
'knowledge'. Basically, AIML files contain categories, which each consist of a pattern 
to match and a template defining the response. 
A.L.I.C.E.
AIML
 
 <category> 
  <pattern>BE SERIOUS</pattern> 
  <template>I am always serious. 
</template> 
 </category> 
 
Variables can be introduced by using wildcards in the pattern. They are substituted in 
the template by using the <star> tag. The <set> tag is used to set predicates for later 
use. 
 
 <category> 
  <pattern>MY MOTHER IS *</pattern> 
  <template>Okay, your mother is <set name="mother"> 
    <star/> 
   </set>. 
      </template> 
 </category> 
 
If Alice receives the input 'my mother is old', she replies with 'Okay, your mother is 
old.' and sets the value of the predicate mother to 'old'. Predicates can be referenced 
for later use. Also, the last bot utterance can be matched by including a <that> tag in 
the category, or used in the reply by including a <that> tag in the template. The 
following category responds 'How are you going to make me?' on the user utterance 
'me', if the previous bot utterance was 'who is going to make me?'. 
 
 <category> 
  <pattern>ME</pattern> 
  <that>WHO IS GOING TO MAKE ME</that> 
  <template>How are you going to make me? 
</template> 
 </category> 
 
The most interesting advanced feature is the <srai> tag, which redirects an output to 
the input of the system, allowing the system to generate an output in stages. For 
example, Alice transforms 'BEATS ME' into the output 'I DO NOT KNOW', which is 
redirected to the input. This input is in turn matched with the corresponding pattern to 
generate an output. 
 
 <category> 
  <pattern>BEATS ME</pattern> 
  <template> 
   <srai>I DO NOT KNOW</srai> 
  </template> 
 </category> 
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In this way, Alice generates responses to user utterances in the dialogue. Of course, 
the same arguments that deny intelligence to ELIZA can be applied here.  
3.2.3 Discussion 
We will take a look at the arguments against a stimulus-response approach of 
dialogue response generation. We will start with the critique of Allen on the ELIZA 
system and build our analysis from there. 
 
• ELIZA does not understand the conversation; it is a 'collection of tricks'. We only 
attribute intelligence to it because we interpret the responses as loaded with 
meaning ourselves. 
 
Basically, this last argument also applies to human-human conversation. We can 
never be sure that someone else really is intelligent. It is our own intelligence that 
makes sense of what people tell us. However, we assume that people are intelligent 
because we cannot predict what they will reply, and yet they perform behaviour that is 
appropriate to the situation. We therefore think that there must be some intelligent 
process selecting an appropriate response. The real argument here is that in 
ELIZA/Alice every stimulus-response pattern is designed making the response fixed 
and therefore predictable, whereas in humans it is not1. The interesting question is 
thus how to make the response less predictable. 
predictable 
response
 
• ELIZA does not need world knowledge because it never supplies the user with 
claims, arguments, or answers. It only asks questions or repeats what the user 
writes. 
 
Although Alice does make claims, it still does not provide any user with any claim 
that has not been defined in its design. The designers have supplied Alice with all her 
knowledge about movies, philosophy and jokes. It does not learn anything new. 
Ironically, the <learn> tag in AIML is reserved for reading a new pre-defined file with 
categories. The designer of the categories will therefore never be surprised by 
anything new.  
claims & 
learning
 
• It accepts garbage as well as valid sentences. 
 
accepting 
garbage
Although this argument seems to make sense if we want to prevent users from saying 
garbage, it is of less value if we assume that users do not want to teach the system 
garbage. Moreover, is it a failure of the system to reply garbage if the user talks 
garbage? Or, is it a failure to reply with something that the garbage reminds the 
system of? The main criterion here is that we should be able to prevent the system 
from learning nonsense by correcting wrong responses. 
 
                                                 
1 Alice does allow random selection of responses from a pre-defined set, but since it can be predicted 
which set she will choose from, this does not account for any intelligence either. 
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For the design of an intelligent dialogue response system, we find the following 
consequences: 
1. the response templates should not be fixed in design, which makes the replies 
predictable; 
2. the system should be able to learn new pattern-template relations during operation 
in order to be able to provide users with 'new' knowledge; 
3. the system should be able to evaluate the newly learned relations. 
 
Not being able to learn is thus the main issue in the lack of intelligence of systems 
like ELIZA and Alice. 
3.2.4 Our approach 
Behavioural CBR is an approach to behaviour generation in artificial agents that uses 
case-based methods. On the one hand, this accounts for more flexibility than rule-
based methods, because there is no need for exact matching of words, grammars, or 
other pre-defined structures. On the other hand, it maintains behavioural structures as 
present in the cases, and does not over-generalise as may happen in connectionist 
approaches. Moreover, we will always be able to investigate the reasons for a 
decision, because the concepts used are represented explicitly. 
 
Analogous to the approach in robotics by Pfeifer & Scheier, we try to keep the 
architecture simple and look for emergent behaviour. According to Pfeifer & Scheier, 
this can mean three things (p. 124): 
1. surprising and not fully understood behaviour; 
2. properties of the system that are not contained in any one of its parts; 
3. behaviour resulting from the agent-environment interaction whenever the 
behaviour is not preprogrammed. 
 
Although Pfeifer & Scheier emphasise meaning 2 and argue for parallel processes in 
design of intelligent systems, we will emphasise meaning 3 and argue for a simple 
design that makes the behaviour emerge from the interactions with the environment. 
We hope that this will also bring forward some emergence as in meaning 1. 
 
Possible applications include: 
• defining a dialogue system directly from beliefs and example dialogues; 
• chatterbots like Alice, but with the ability to learn. 
 
Case-based reasoning provides possibilities for an intelligent dialogue response 
system. In case-based reasoning, pattern-template relations do not contain variables or 
wildcards. Instead, only complete utterances are used. No full pattern match is 
required to retrieve a response. Instead, partial case matching provides possibilities 
for flexible retrieval. Moreover, adaptation provides possibilities for generalisation 'on 
demand' (lazy generalisation). No fixed patterns are included. Adaptation can make 
use of various methods, and knowledge sources acquired during operation. Therefore, 
the response is dependent on the current situation, the learned cases and additional 
knowledge, and the adaptation process. This makes the response less predictable and 
makes it possible to acquire new pattern-template relations by storing cases. 
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Although the pattern-template relations used in Alice may be viewed as a special kind 
of case storage, it is not the same for the following reasons: 
differences 
with our 
approach1. Case-based reasoning allows partial matching, which makes it more flexible and 
less predictable (RETRIEVE). 
2. Case-based reasoning does not store partial patterns, but combines storage of full 
cases with an adaptation process (REUSE). 
3. Because pattern-template relations are described in terms of complete utterances, 
it is possible to learn new cases during operation (RETAIN). 
4. Because the system can learn, it also needs to evaluate its responses to avoid 
learning the wrong things (REVISE). 
 
Case-based reasoning thus provides a better (i.e. more intelligent) foundation for 
response generating in natural language dialogues. All aspects of intelligence, as 
found in the description given before, are covered, which takes the criticism of the AI 
community towards systems such as ELIZA and Alice into account without falling 
back into a rationalistic approach. 
3.3 Representing behaviour 
3.3.1 Typical CBR applications 
'Case-based reasoning (CBR) attempts to reuse experiences obtained from earlier 
problem solving situations when facing a new problem. Traditionally, CBR has 
very much focused in domains where this knowledge can be represented in a well-
structured case format, be it simple attribute-value pairs or highly complex graphs.' 
(Lenz, 1998). 
 
To provide a case based reasoning framework for replying in natural language 
dialogues, we need to transfer the CBR paradigm to a context of natural language 
processing. In typical CBR applications, we usually find case descriptions that contain 
a number of fixed attribute-value pairs, or some other well-defined structure. 
Moreover, the solutions proposed by the system seem to take one of four forms: 
structured 
cases
1. an item from a finite set (e.g. boolean value), classifying the problem (e.g. medical 
diagnosis); 
2. a real value, indicating some measure or process input value (e.g. industrial 
applications); 
3. a list of components representing a plan (e.g. educational systems); 
4. a data structure representing some structure in reality (e.g. building layout). 
 
If the solution is a set of attribute-value pairs, where each attribute is one of 1-4, the 
solution may be viewed as a composite of many atomic solutions. For example, a 
system that regulates a process switch and a thermostat produces a boolean value for 
the switch status and a real value for the temperature. This may be viewed as two 
systems, using the same case descriptions but producing different solutions. 
Therefore, we do not need to consider sets of attribute-value pairs as a separate case. 
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3.3.2 Semi-sequentiality 
If we want to use existing CBR technology for the implementation of behavioural 
CBR, we need to describe behaviour as one of the structures mentioned above. For an 
agent acquiring behavioural capabilities in a virtual environment, we can define each 
of the different modalities as an attribute of a case description. We can include 
attributes for speech, gestures, facial expression, written text, etc. Moreover, we can 
define the solution as the composition of the attribute-value pairs of the same 
modalities. This means that the agent reacts in the same modalities as the observed 
behaviour of other agents. The case description and solution are symmetrical. 
modalities 
as attributes
 
 
Case description 
 
speech 
written text 
gestures 
facial expression 
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speech 
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Figure 3.4: The symmetrical model in behavioural CBR 
 
However, the main disadvantage of such a representation is that it is difficult to 
account for the order of behavioural elements. For example, when defining the 
modalities as attributes, it is hard to keep track of whether a gesture was made in the 
beginning or at the end of a spoken sentence. We therefore do not fix the modalities 
as case attributes, but allow for inclusion of modal information in the cases without 
specifying which information should be present a priori. We choose a sequential 
representation as the basis for our model, rather than a fixed structure. This reflects a 
general property of behaviour. 
 
Behaviour in general consists of complex structures of behavioural elements. 
Behavioural elements are the parts of behaviour that we think of as atomic, i.e. not 
built from smaller units. When we do not consider morphology, we may view words 
as behavioural elements in written text. Other examples are phonemes in speech, or a 
gesture that is considered atomic like blinking an eye. We will call such behavioural 
elements tokens. Typical of behaviour is that the elements that are grouped together to 
form more complex structures are ordered, in contrast to sets of attribute-value pairs. 
However, the order of tokens is not fixed. One can say either 'a book is on the table' or 
'on the table is a book' with slightly different contexts of use, but with the same 
information. Behaviour is what I call 'semi-sequential'. This means that order is 
important but not fixed. 
semi-
sequential
 
Because of the semi-sequential structure of behaviour, we choose a sequential 
representation for it. In the sequential representation, information from a certain 
modality is included at the position where it actually occurs. The representation of 
behaviour therefore consists of a mix of tokens from different modalities, combined in 
a sequential way to form more complex structures. 
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3.4 The dialogue environment 
As mentioned before, this master's thesis project will focus on the written text part of 
the behaviour, containing textual representations of natural language utterances. We 
thus want the agent to learn behaviour in natural language dialogues. Introducing the 
case-based approach into this area means abandoning the traditional level structure of 
natural language processing. Although case-based techniques may be used in 
traditional NLP subtasks like parsing (Lee & Lee, 1998) and semantic analysis 
(Chakkour & Toussaint, 2001), we want to introduce case-based reasoning to define 
the whole dialogue framework. This framework avoids extensive analysis of the 
utterances by rule-based background knowledge for catching them in attribute-value 
structures. Besides, we can keep the system to a certain extent language-independent 
by not fixing rules. Typical of the natural language dialogue environment is therefore: 
• case descriptions are semi-sequential natural language utterances instead of 
instantiations of a well-structured format; 
• solutions are semi-sequential natural language utterances instead of the types of 
solutions mentioned above. 
 
As a consequence, we need to revise the case-based framework to be applied in 
natural language dialogue environments. Firstly, we cannot convert the natural 
language case descriptions to attribute-value pairs without extensive parsing. 
Extensive rule-based manipulation was basically one of the processes we wanted to 
avoid by introducing the case-based approach. This means that we have to find a way 
to handle natural language case descriptions in case retrieval. Secondly, we cannot 
construct natural language utterances from most of the solution types defined above 
for the same reason. This implies that we must be able to adapt semi-sequential 
natural language case solutions. 
 
The degree of abstraction depends on the complexity of the parsing done. When no 
parsing at all is performed, cases contain only the sentences used, and solutions have 
to be adapted when used in a similar but not identical situation. For example, when a 
case contains the user's sentence 'Who is Tom's brother?' and the agent's answer (i.e. 
solution) 'Tim is Tom's brother', and the current situation contains the user's sentence 
'Who is Alan's brother?', the solution may be adapted by simple word replacing to 
'Tim is Alan's brother'. Of course, the semantic content of the answer is not 
necessarily true (probably not), but at least a correct (i.e. relevant) reply is generated. 
If the agent has previously encountered relevant factual information, this may be used 
to adapt the solution to a true reply. 
 
Using a simple form of concept extraction, more complex structural information can 
be used to guide the adaptation process. Also, associations between extracted 
concepts may be stored to indicate how likely it is that replacement of one concept by 
the other will generate a meaningful reply. Factual information can then be 
remembered as a relation between the concepts in the sentence. If for example the 
concepts 'Karl' and 'Alan's brother' are related by a fact, the solution of the above 
example can be adapted to 'Karl is Alan's brother'. 
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3.5 Textual CBR 
The use of natural language case descriptions has been investigated in the subfield of 
textual CBR. We use the results of this research to define a framework for use of 
natural language in case-based reasoning in the dialogue environment. 
 
Textual CBR (Brüninghaus & Ashley (2001), Lenz (1998)) is the research area within 
case-based reasoning that focuses on applications where cases are natural language 
texts, e.g. law. CBR methods are combined with information retrieval (IR) and/or 
information extraction (IE) techniques to cope with the difficulties of unstructured 
natural language cases. 
textual CBR
 
We can use information retrieval (IR) methods to retrieve cases that are similar to an 
observed utterance. Information retrieval traditionally considers texts as 'Bags Of 
Words', which makes it possible to match a certain input with a text based on the 
words it has in common with the text. However, 
information 
retrieval
 
'For more advanced CBR, including reasoning about the similarities and 
differences of partially matched cases for adaptation or argumentation, meaningful 
features beyond single words have to be elicited from the case texts.' (Brüninghaus 
& Ashley, 2001). 
 
This requires information extraction methods to be included in the CBR process. 
Brüninghaus & Ashley define three major tasks: 
information 
extraction
1. extracting names and factual information; 
2. preserving information from text structure; 
3. ascertaining negation. 
 
Extracting names and factual information 
To account for the first issue, we introduce an extra phase into the CBR cycle, called 
the RECOGNISE phase. This phase is responsible for extracting concepts and beliefs 
(i.e. factual information) from an utterance before starting the RETRIEVE process. 
 
Preserving information from text structure 
The second issue is not a problem if cases contain the whole utterance, since this 
automatically preserves the structure. In fact, because a basic CBR system does not 
generalise explicitly, the distinction between an utterance and its structure is not made 
at all. In other words, we do not construct structures from sentences, but consider the 
sentence as a reusable structure itself. The main issue is to find a good way to store 
the cases, and to keep the memory structure manageable. Storing the cases is the task 
of the RETAIN phase. We introduce a sixth phase, called REORGANISE, to 
regularly re-structure the memory to keep it manageable. This phase may include 
some of the additional tasks we quoted before from Sànchez-Marrè et al. (1999): 
• forgetting: forget the useless cases 
• updating the case library organisation: compact the case library 
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Negation 
The third issue, about negation, will be considered below. 
 
 
Knowledge layers 
Lenz (1998) introduces knowledge layers for textual CBR: knowledge 
layers 
• keyword layer: contains some kind of keyword dictionary which is used for 
recognising simple keywords, for ignoring stopwords etc.; 
• phrase layer: contains a dictionary of domain-specific expressions used for 
recognising more complex phrases not normally used in general-purpose 
documents, such as names of modules and devices; 
• thesaurus layer: contains information about how various keywords relate to each 
other in terms of (linguistic) similarity; 
• glossary layer: contains information about  how elements of the keyword and 
phrase layer relate to each other in terms of domain-specific similarity; 
• feature value layer: contains a set of features and their values as they might 
occur in the specific domain, such as names and release numbers of operating 
systems, physical measures etc.; 
• domain structure layer: contains a description of the domain structure allowing 
some clustering of documents, an example would be the distinction of printers in 
laser and ink-jet printers; 
• information extraction layer: contains an IE module which is used to 
automatically extract structured information, feature values etc. from the textual 
descriptions. 
 
The layers are shown here in order from lower to upper layer. According to Lenz, the 
keyword, phrase and feature value layers are included in case representation; the 
others describe parts of the similarity measure used in retrieval. The layers will be 
translated into parts of the behavioural CBR model in the next chapter. 
 
The domain of the agent in our project is natural language behaviour. The layers are 
therefore used to describe parts of the experienced behaviour. Words and phrases are 
extracted from the observed utterances, as well as relations between these information 
units. Feature values may include special items in the natural language behaviour. We 
include the negation issue in the feature value layer, being a special concern in the 
behaviour. Based on Lenz's layers, we want to build a case-based natural language 
model describing the properties of the natural language behaviour. 
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3.6 Evaluation 
What are actually the benefits of introducing behavioural CBR? 
 
Firstly, it offers an alternative for both rationalist and connectionist approaches to 
agent behaviour generation. We already explained why we chose not to take a 
rationalist approach. Connectionist approaches (neural networks) are particularly 
satisfactory in tasks where the outcome is a kind of classification (e.g. updating the 
emotional state of an agent). However, when generating more complex structures 
such as behaviour (e.g. natural language sentences) is at stake, current technology 
does not provide straightforward implementations. When we do not want to view 
behaviour as completely formalisable either, case-based reasoning is the most 
valuable choice for providing the learning and reasoning capabilities in generating the 
agents' behaviour. 
 
Secondly, behavioural CBR provides a more flexible framework for CBR than fixed 
attribute-value case representations. By viewing behaviour as semi-sequential, and 
choosing a sequential representation, we avoid fixing the things we will be able to 
represent beforehand. The consequences of the semi-sequential view for retrieval and 
adaptation will be discussed later. 
3.7 Conclusions 
In this chapter we discussed the behavioural CBR framework. In the next chapter it 
will be used to model a CBR system for textual natural language dialogues. In order 
to be able to use CBR in natural language dialogue behaviour, we have to do research 
into the following issues: 
 
1. (RECOGNISE) define a language model for storing special domain (i.e. natural 
language behaviour) issues and extracting these from the observed cases; 
2. (RETRIEVE) define a model for retrieval of natural language dialogue cases; 
3. (REUSE) define a model for adaptation of natural language utterances; 
4. (REVISE) define a model for performance evaluation of the system responses; 
5. (RETAIN) define a model for storing cases in memory; 
6. (REORGANISE) define a model for keeping the memory structure manageable. 
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Chapter 4   
 
Case-based reasoning  
in natural language dialogues 
 
 
One cannot guess how a word functions. 
One has to look at its use and learn from 
that. 
 
Ludwig Wittgenstein 
 
 
In this chapter, we describe a model for application of case-based reasoning in 
generating natural language dialogue behaviour. Requirements for our case-based 
conversational agent model are: 
• the agent will use a case-based approach to conversation; 
• the agent will be able to communicate in natural language dialogues; 
• the agent will be able to learn during operation, both about conversation and about 
the world; 
• domain knowledge will not be fixed, but acquired during operation. 
 
We start with describing some strategies that are used. Then, we give an overview 
over the foundations of the model. The model is explained by examples and 
principles, an object model and algorithm structures.  
4.1 Strategies 
First, we will investigate the strategies for retrieval and adaptation, being the core of 
CBR. Then, we will define the representation of concepts. The similarity measure and 
knowledge representation are also discussed. Of course, the different models and 
strategies are not completely independent, and we will discuss the intertwining where 
appropriate. 
4.1.1 Retrieval and adaptation in natural language dialogues 
In view of retrieving the unstructured cases in behavioural CBR, it is attractive to 
adopt models from information retrieval. Especially models that allow for partial 
matching can be useful. One such model is that of Hiemstra (2000), who uses an 
information theoretic approach assigning a probability to each of the documents that 
may contain the desired information. The same approach can be applied to the case 
descriptions in natural language case retrieval. It would be an attractive idea to use the 
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probabilities to construct a fuzzy model of the retrieval and adaptation processes. 
Yager (1997) describes the possibilities for such a model. 
fuzzy 
model
trans-
formational 
model
noisy 
channels
 
However, this requires that a solution can be composed based on a fuzzy set of case 
solutions. Yager argues that if a solution is a real value, an item from an ordered list, 
or even a sequence of actions, it is possible to compose a solution from a fuzzy set. In 
case of natural language utterances, we cannot compose a new utterance from a fuzzy 
set, because we might render a result that is completely meaningless. We have to 
apply well-defined transformations to assure that the result of the adaptation process 
be a meaningful sentence. Therefore, we will discuss a transformational model of the 
retrieval and adaptation processes. 
 
The noisy channel view on CBR 
 
Hiemstra (2000) describes an information theoretic view on the problem of natural 
language information retrieval. Information retrieval is the process of finding 
documents from a large database that are relevant to a user's query, formulated as a 
natural language search statement. 
 
'From this viewpoint, a relevant document d gets 'corrupted' into a query t1, …, tn 
by sending it through a noisy channel, and the query gets again corrupted into a 
request s1, …, sn by sending it through a second noisy channel. A natural language 
information retrieval system can be thought of as a decoding function f : s1, …, sn 
→ d, that tries to reproduce the message that was originally sent., that is, to find the 
document that is relevant to the request.' (p. 51) 
 
In a case-based conversational agent, the dialogue cases can be considered as 
documents to be retrieved. Whether a document is relevant, depends on its similarity 
to the current situation. The data that is sent through the noisy channels is the case 
description. For a relevant case, the data ends up as the current situation after being 
corrupted. In this model, two noisy channels may be distinguished as well. Firstly, the 
data is transformed because of differing information content of the utterances. 
Secondly, the data is transformed by various natural language constructions that do 
not alter the information content (e.g. reordering of sentence elements).  
 
The challenge of the RETRIEVE phase is to find the cases that are relevant to the 
current situation, i.e. the cases that contain a description that with a high probability 
may have generated the current situation by sending it through the noisy channels. In 
estimating the probabilities, sentence matching measures may be used as well as 
weighting of context data that is available both in the cases and in the current 
situation.  
 
The challenge of the REUSE phase is to adapt the solution of the relevant case(s) by 
'sending' it through the same first noisy channel. This means, apply the same 
transformations that have altered the information content of the case description. 
Altering the information context can be described as mapping an utterance from one 
context to another. The functions that transform the utterance take information units 
from the first context, and produce information units in the other. What functions 
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need to be applied exactly depends on which units in the utterance are dependent on 
the altered context. 
 
The most easily discoverable context-dependent units are those that occur both in the 
case description and in the case solution. If these do not occur in the description of the 
current situation, they probably will have to be transformed to a unit in the current 
context. For example, if a user says: 'I want to go to Groningen', and a case is 
retrieved with in the description 'I want to go to Maastricht' and solution 'Do you want 
to go to Maastricht by train?', the agent may decide to replace Maastricht with 
Groningen in adapting the solution. The agent therefore replies 'Do you want to go to 
Groningen by train?'.  
 
The transformation model 
 
Chakkour & Toussaint (2001) define a similarity model for syntactic representations 
of natural language sentences that allows them to do a case-based analysis of the 
syntactic representations in order to construct a semantic interpretation. They link the 
similarity of the current situation to a case to the possibility of transforming the case 
into the current situation. Two sentences in natural language are considered similar if 
the one sentence can be transformed into the other by the application of sequences of 
transformations. 
 
path of 
similarity
structure 
transfer
A path of similarity is constructed to find the closest case among the cases with the 
same syntactic structure. The path of similarity of the closest source case is used to 
adapt the solution. The adaptation is done by using adaptation functions associated 
with the transformations calculated in determining the path of similarity. The 
interpretation of the target sentence is thus built by adapting the interpretation of the 
source case using the functions associated with the transformations that transform the 
syntactic structure. 
 
Application in behavioural CBR 
 
In behavioural case-based reasoning, we do not have syntactic representations as case 
descriptions, but semi-sequential natural language utterances. This means that the 
transformations similarity can be based on are transformations of natural language 
sentences. Also, we do not have interpretations as solutions, but natural language 
replies of the agent. Therefore, the adaptation functions operate on natural language 
sentences instead of semantic representations. This implies that we can use the same 
kind of transformations for both calculating a path of similarity and adapting the 
solution. 
 
The main idea of applying the transformational model to adaptation in behavioural 
CBR is lazy generalisation by means of structure transfer. The structure of the 
solution is adopted from the case, and then transformations are applied to fill in the 
details. 
 38
4.1.2 The hierarchical concept structure 
To apply structure transfer to behaviour, we need to have a means to structure the 
behaviour. In behaviour, we find composed structures of elements that together form a 
meaningful concept. For example, in a context where there is a blue cube lying 
somewhere, 'the blue cube' is a meaningful concept. We need to be able to recognise 
and store such concepts in order to effectively apply structure transfer in adaptation. 
We will define a model for representing these concepts in this part of the chapter. 
Instead of storing every concept as a sequence of words, a hierarchical structure will 
be created. 
 
We start with the axiom that everything that can be represented in the memory of the 
agent is a concept. There are elementary concepts and composite concepts. An 
elementary concept cannot be split into smaller elements. An elementary concept can 
denote one of: concept 
types• a part of the behaviour (a behavioural element or token); 
• a part of the world (representation of some agent or object); 
• a category of the agent's cognitive capabilities (feature). 
 
We thus distinguish between concepts that represent the world, the behaviour and the 
mind of the agent. Tokens can be used in interaction. The other two concept types can 
only be used for reasoning within the agent. 
 
 
 
 
 
 
 
 
 
 
Figure 4.1: Concepts representing objects, tokens and features 
 
Agent IDs can be represented as a name, visual information, voice characteristics, etc. 
We will only use a name in the textual prototype of the system. There is a difference 
between the name of the agent as an ID and the words or names representing the 
agent. The ID is used for identifying the agent in the environment, the corresponding 
words for talking about it. Tokens are elements of one of the available modalities. In 
textual natural language, they are words as in the common-sense notion. In other 
modalities, they can be gestures, facial expressions, phonemes, etc. Features represent 
categories that only exist in the agent's mind, and not in the environment, like a built-
in time measure, or properties of concepts (e.g. negation). For foundational issues on 
categories, one might want to read the philosophy of Kant. 
 
We also introduce composite concepts, which are formed by grouping concepts into 
one larger concept by a sequential structure. The strength of the relation defined by 
the grouping can be represented by including a special feature, a performance value. 
agent IDs 
(objects) 
tokens 
(behavioural 
units) 
features 
(categories) 
World Agent 
Behaviour 
composite 
concepts
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This is useful for representing beliefs (performance value indicates the certainty of the 
belief) and cases (performance value indicates the reliability of the case) as composite 
concepts. 
 
 
Example 4.1 
If the, blue and cube are representations of words, [the blue cube] is a 
representation of a composite concept. It is built from a sequence of subconcepts. 
[[the blue cube] [is] [on [the red table]]] could be a more complex composite 
concept. 
 
4.1.3 Edit distances as a similarity measure 
To be able to find cases that are similar to the current situation, we need a similarity 
measure. Because we have semi-sequential behaviour in the cases, and not fixed 
attribute value pairs, we cannot simply assess the importance of the different 
attributes and compose the similarity of the cases from the similarity of their 
attributes. We need a similarity measure on semi-sequential structures, including 
hierarchical information as represented in composite concepts. 
 
We choose not to parse the utterance to obtain attribute-value pairs (attributes might 
be subject, verb, object, etc.). There are three reasons for not parsing the utterance 
before processing: 
 
1. Defining a model that works for all modalities 
 
When we want to apply the same model to e.g. speech, gestures and text, we 
should try to keep the model as general as possible. Therefore, we should not rely 
on tools that work only for one modality for defining the basic retrieval process. 
The use of features found by the RECOGNISE phase in the retrieval process is 
however allowed and encouraged. For example, one might decide to recognise 
verbs anyway, and add a VERB feature to each encountered verb. In the 
RETRIEVE phase, the similarity measure defined for this feature determines 
whether it is allowed to map a verb onto some other concept that is not a verb. 
This means that our features allow more flexibility than fixed attribute-value pairs. 
using 
features
language-
independent
 
2. Keeping the model language-independent 
 
Parsing requires that words be recognised as known units (part-of-speech 
tagging). When we would want an agent to communicate in a different language, 
we would need to include a different parser. The strength of our model is that it 
allows our agents to communicate either in Dutch, English, or Norwegian 
depending on the cases of language use they observe. Again, it is possible to 
incorporate language-dependent knowledge if necessary, by defining features for 
the concepts that should be recognised, and have the RECOGNISE phase assign 
these features. 
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3. Challenging the rule-based approach in AI by showing what is achievable without 
rule-based analysis 
 
Behind the theory developed in this thesis is the idea that humans do not use 
grammar rules when they learn to communicate in natural language. Children first 
learn these rules at school, long after they learned to produce sentences. 
Therefore, I think the model of case-based reasoning might be a good alternative 
for learning language behaviour. I have not been able to investigate the 
psychological backgrounds of this view yet, but I would recommend any 
researchers in natural language processing to do so, be it to support my view or to 
refute it. 
 
When we do not want to convert the utterances to attribute-value pairs, we may use 
either probability-based or cost-based similarity measuring. 
 
Assume we want to compare two sequences of lengths m and n, with n ≥ m. A 
probability-based similarity measure using a bigram model computes similarity of a 
sequence, given the similarity of the units, in O(m⋅n) time, by estimating the 
probability that a bigram in the one sequence is similar to a bigram in the other. The 
advantage of such a model is that it is easy to incorporate importance of items in the 
calculation (see e.g. Hiemstra, 2000). The main disadvantage is that we cannot keep 
track of the transformations that form the most likely way of generating the one 
sequence from the other. Because we also want to be able to adapt solutions, we 
consider this disadvantage important enough for not choosing a probability-based 
model. 
probability-
based 
cost-based 
edit 
distance 
 
For a cost-based model, we need some kind of cost or distance measure. Chakkour & 
Toussaint retrieve only the cases that have the same syntactic structure and the same 
verb as the target sentence. They use a distance measure on the noun constituents to 
find the case that is most similar. We want to define a more general model for 
assessing similarity of natural language utterances. We also base our similarity 
measure on a distance computation. The idea is taken from the computation of edit 
distances in sequences (e.g. strings or DNA sequences). 
 
We can calculate the edit distance by counting the number of insertions and deletions 
required to transform the one sequence into the other. We can do this in O(n log n) by 
calculating longest common subsequence (Aho, 1990). The Levenshtein distance also 
includes item changes and requires O(t⋅m) time, with t the edit distance. However, 
because natural behaviour is semi-sequential (i.e. order is important, but not fixed), 
we also need to include order transformations. Lee et al. (1997) introduce an 
algorithm that computes the edit distance including swaps in O(t⋅m) time as well.  
 
For example, the edit distance of the strings 'start' and 'straw' would be 4 using only 
insertion and deletion (insert r and w; delete r and t). When including changes, the edit 
distance will be 3 (insert r; delete r; change t to w, or alternatively: change a to r, r to 
a, t to w). The edit distance will be only 2 if we allow swaps (swap a and r; change t 
to w). 
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We can at least use the edit distance measure in comparing words (when we do not 
have any other means to assess their similarity), because letters do not have different 
importance values. We will now try to find a way to use it also in comparing 
composite concepts. If we want to use a cost-based similarity measure on semi-
sequential structures such as composite concepts, we need to extend the algorithm to 
the comparison of items of which we do not know the equality (as we do with letters), 
but only their similarity. We also have to investigate if it is possible to keep track of 
the performed transformations, to be able to use them in the REUSE phase. We also 
need some way of including item importance, as is done in a probability based model. 
 
In summary, the main requirements for a cost-based similarity measure on concepts 
are: 
• the similarity measure must pay attention to the semi-sequential structure of 
behaviour representations; 
• the similarity measure must keep track of the actual transformations applied while 
computing the similarity; 
• it must be possible to include importance of items. 
 
We cannot simply extend the edit distance algorithm to composite concepts, because 
the elements of these sequences do not have an equality relation, but a similarity 
relation. While letters in strings are either equal or different, concepts included in 
composite concepts can be more or less similar. This means that we have to define a 
mapping from the subconcepts of the one concept to subconcepts of the other based 
on similarity instead of equality. 
subconcept 
mapping 
best trans-
formation 
first 
 
In comparison of composite concepts, we start with a simple transformation: 
• change concept1 into concept2 
 
We now want to assess the subtransformations necessary to achieve the result of the 
transformation by transforming the subconcepts. Subconcepts can be: 
• changed; 
• inserted; 
• deleted. 
In change transformations, costs are added if the changed concepts are in different 
positions in the concepts. This accounts for the cost of order transformations. 
 
We would like to find the subtransformations with the lowest costs. We first assure 
that identical concepts are mapped onto each other in any case. Then, we calculate all 
possible transformations of the remaining concepts (i.e. change, insertion and deletion 
transformations). We keep selecting the one with the lowest cost until all subconcepts 
in both concepts are mapped. This does not guarantee that we find the combination of 
subtransformations with the lowest overall costs, but it prevents us from the necessity 
of calculating all possible combinations. The strategy is a 'best transformation first' 
strategy, not a 'minimise overall costs' one. 
 
The transformation cost of transforming one concept into another is thus defined as 
the total cost of all edit operations necessary to perform the whole transformation. 
Now that we can calculate the costs of any transformation, we can define similarity of 
concepts. The similarity of concepts is by definition inversely proportional to the 
transformation cost. When we retrieve the cases with the highest similarity to the 
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current situation, we thus retrieve the cases that with the least costs can be 
transformed into the current situation. 
 
We calculate the similarity inversely proportional to the transformation costs as 
 
s  = 1 / (ρ t + 1) 
 
with s the similarity as a value in the interval [0..1], t the costs, and ρ a cost 
multiplier. In this calculation, t = 0 means s  = 1. Thus, zero costs means maximal 
similarity. 
Example 4.2  
Comparing two concepts: 
• [[the blue cube]] [is] [on [the [green table]]]] 
• [[on[the [green table]]] [is] [a yellow cube]] 
 
Mappings: 
• [is]    [is]    (identical) 
• [on [the [green table]]] [on [the [green table]]] (identical + order trf.) 
• [the blue cube]  [the yellow cube]  (change + order trf.) 
 
Comparing two concepts: 
• [the blue cube]   
• [a yellow cube] 
 
Mappings: 
• cube   cube    (identical) 
• the    a    (change) 
• blue   yellow    (change) 
 
Calculating the similarity of the elementary concepts, we find that the edit 
distance of 'the' and 'a' is 3, and of 'blue' and 'yellow' 5. So the total transformation 
cost is 3 + 5 + two times an order transformation cost. If we assume ρ = 1 and 
ignore the order transformation costs, the similarity is 1/(8+1). 
 
The transformations to remember are: 
• changing [the blue cube] into [a yellow cube] 
• changing the into a 
• changing blue into yellow 
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We only need to remember transformations that alter the information content of the 
sentence. In the noisy channel view, these are the transformations that occurred in the 
first noisy channel. Which transformations should be remembered is difficult to 
assess. We assume that order transformations do not alter the information content, and 
do not need to be remembered. All other transformations will be stored. The 
transformations and subtransformations calculated in the similarity computation can 
be used to guide the adaptation process in the REUSE phase.  
 
If we allow learning similarity from experience, we can use the edit distance as the 
initial measure (without any acquired knowledge) and rely on learned similarity 
values when present. Importance of concepts can be defined as the similarity between 
the concept and the empty concept ε. High similarity / association strength to the 
empty concept means low importance. This will be used when calculating the cost of 
insertion or deletion transformations. Similarity between non-empty concepts is used 
in change transformations. 
concept 
importance 
 
4.1.4 Summary 
There are two main strategies for measuring similarity of utterances (i.e. sequences of 
behavioural elements, as opposed to attribute-value structures): 
• probability-based similarity measures 
• cost-based similarity measures 
Probability-based similarity measures estimate the probability that two utterances are 
similar. Cost-based similarity measures estimate the cost of transforming the one 
utterance into the other (i.e. making them completely similar). The main advantage of 
the latter approach is that it assures that the cases are indeed adaptable to the current 
situation by applying the transformations involved. Therefore, we choose to use a 
transformational cost-based model. 
 
We use a hierarchical structure to represent concepts. The basic concept types are 
tokens, object IDs and features. Composite concepts are used to represent complex 
structures constructed from these items. To calculate similarity between concepts, we 
use an edit distance calculation, with an extension for composite concepts. The 
similarity assessment is based on two similarity measures: 
• a similarity measure on the behavioural elements (e.g. words, if considered 
elementary); 
• a similarity measure on composite concepts (sequences of elements), given the 
similarity of the elements. 
The similarity of two concepts is inversely proportional to the transformation (edit) 
cost. Transformations are calculated based on the assumption that the most probable 
transformations are those with the lowest costs. 
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4.2 Model foundations 
In this part of the chapter, we present foundational issues for our model of case-based 
reasoning in natural language dialogues. We start with a mathematical foundation of 
the representation. Thereafter, we describe how we represent knowledge. The tasks of 
the phases in the CBR cycle are discussed in the last section. 
4.2.1 Mathematical foundation 
We provide a mathematical foundation that describes the concept and case 
representation in a formal way. This allows for a formal definition of a CBR agent, 
which can serve as the basis for different implementations. Since the similarity 
measure can be changed without affecting the general model, we do not include our 
specific strategy in the mathematical description. 
 
We start with defining the basic sets that the agent needs. 
 
Basic sets 
T : a set of tokens 
F : a set of features 
O : a set of objects/identities 
 
Elementary concepts 
The set of elementary concepts that can be created from the basic sets T, F, and O is 
written as ETFO. 
 
ETFO = T ∪ F ∪ O 
 
Composite concepts 
Write PTFO for the set of all composite concepts based on the sets T, F, and O. 
Composite concepts are lists specified by the empty list ([]) and a constructor placing 
an element at the head of the list (':'). The constructor ':' associates to the right: a:b:c 
means a:(b:c). The lists are inhomogeneous; one list may include both elementary and 
composite concepts. 
PTFO is completely defined by: 
 
1. [] ∈ PTFO 
2. if c ∈ PTFO and e ∈ ETFO ∪ PTFO , then e:c ∈ PTFO 
3. no elements are in PTFO that cannot be constructed by 1 and 2 
 
We denote the empty concept [] by ε. 
 
All concepts 
CTFO  is the set containing all possible concepts created from the sets T, F, and O. 
concept 
depth
CTFO = ETFO ∪ PTFO 
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The depth d(c) of a concept c is defined as: 
• 0, if c ∈ ETFO 
• max {d(ci) | i ∈ {0..n-1}} + 1, if c = [c0..cn-1] ∈ PTFO 
 
Transformations 
Transformations are specified as pairs of concepts, representing the source and target 
of the transformation. A transformation can be written as (s, t) ∈ CTFO × CTFO. 
 
Application of a transformation to a concept is defined as follows: 
Let f be a transformation (s, t) and c the concept to apply the transformation to. The 
result of applying the transformation is written as c|f.  
Then the transformed concept c|f is defined as: 
• if c ∈ ETFO, then c|f = c 
• if c ∈ PTFO, then: 
• if c = [], then c|f = [] 
• if c = a:b, then 
• if a = s, then c|f = t:(b|f) 
• else, c|f = a:(b|f) 
 
The result of applying a list of transformations F = [f0..fn-1] to a concept c is written as 
c|F. It is defined as: 
c|F = c|f0|..|fn-1 
 
Similarity 
A function s: CTFO × CTFO → [0..1] is a similarity function if s satisfies: similarity 
function• s(c,c) = 1 for all c ∈ CTFO 
• s(c1, c2) = s(c2, c1) for all c1, c2 ∈ CTFO 
 
A similarity function defines the similarity between two concepts. Note that 
transformations are elements of CTFO × CTFO, and therefore can be provided with an 
associated similarity value.  
 
Cases 
For a CBR agent, three domains have to be defined 
• a description domain D ⊂ CTFO 
• a solution domain S ⊂ CTFO 
• an outcome domain U ⊂ CTFO 
 
The set of all possible cases can then be written as: 
ADSU = D × S × U 
 
Known concepts and cases 
For a CBR agent, subsets of PTFO and ADSU are specified that include all composite 
concepts and cases that the agent knows: 
• a set of composite concepts P ⊂ PTFO 
• a set of cases A ⊂ ADSU 
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Performance performance 
function
case 
relevance
All composite concepts and cases have an associated performance value, defined by a 
function p: A ∪ P → [0..1] 
 
Relevance 
The current situation as observed by the agent is described as an element dc ∈ D. The 
outcome the agent desires is described as an element ud ∈ U. Three weights are 
associated with the description, outcome and performance of cases respectively: wd, 
wu and wp. The relevance of a case a = (d, s, u) ∈ A is defined as: 
 
wd ⋅ s(d, dc) + wu ⋅ s(u, ud) + wp ⋅ p(a) 
⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ 
     wd + wu + wp
 
The relevance is a number in the interval [0..1], as the reader can verify. Based on the 
relevance calculation, a relevant case ar = (dr, sr, ur) is selected for reuse. A set of 
transformations F is calculated from the differences of the case description to the 
current situation and the case outcome to the desired outcome, such that dr|F = dc and 
ur|F = uc. Transformations may be ignored if they do not satisfy certain criteria. A 
subset F' ⊂ F represents the transformations selected for application. Then the 
solution to the current situation is sr|F'. 
 
CBR agent 
A CBR agent is defined by: 
• a set of tokens T 
• a set of features F 
• a set of objects O 
• a set of composite concepts P ⊂ PTFO 
• a description domain D ⊂ CTFO 
• a solution domain S ⊂ CTFO 
• an outcome domain U ⊂ CTFO 
• a set of cases A ⊂ D × S × U 
• a similarity function s: CTFO × CTFO → [0..1] 
• a performance function p: A ∪ P → [0..1] 
• relevance weights wd, wu and wp 
 
Example 
We specify the following CBR agent (we omit the commas in the list notation for lists 
of tokens for better readability; the tokens are shown separated by a space): 
• T = {blue, cube, green, is, on, table, the, where, ?} 
• F = {good, bad} 
• O = {agent1, I} 
• P = {[the blue cube], [is on], [the green table], [where is], [?]} 
• D = {[c0..cn-1] ∈ PTFO | n ≥ 1, c0 ∈ O } 
• S = {[c0..cn-1] ∈ PTFO | n ≥ 1, c0 ∈ O } 
• U = F 
• A = { ( 
[agent1, [[where is] [the blue cube] [?]]],  
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[I, [[the blue cube] [is on] [the green table]]],  
good 
) } 
• s(c1, c2) = 1, if c1 = c2 
s(c1, c2) = 0, otherwise 
• p(c) = 0, if c ∈ A, c  = (d, s, u) and u = bad 
p(c) = 0.9, otherwise 
• wd = 2, wu = 1 and wp = 1 
 
We thus constructed an agent that defines similarity as equality of concepts, which is 
the trivial case. The performance function always returns 0.9, unless the argument is a 
case with outcome bad.  
 
If we present to the agent the current situation 
 
dc = [agent1, [[where is] [the blue cube] [?]]] 
 
and define the desired situation as 
 
ud = good 
 
we can calculate the relevance of the one case the agent knows a = (d, s, u) by 
 
s(d, dc) 
 =  s( 
[agent1, [[where is] [the blue cube] [?]]], 
[agent1, [[where is] [the blue cube] [?]]] 
       ) 
 = 1 
 
s(u, ud) = s(good, good) = 1 
 
p(a) = 1 
 
wd ⋅ s(d, dc) + wu ⋅ s(u, ud) + wp ⋅ p(a)           2 ⋅ 1 + 1 ⋅ 1 + 1 ⋅ 0.9 
⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯   =   ⎯⎯⎯⎯⎯⎯⎯⎯⎯   =  0.975 
     wd + wu + wp           2 + 1 + 1 
 
Because this is the only and therefore most relevant case, the proposed solution will 
be the case solution 
 
[I, [[the blue cube] [is on] [the green table]]] 
 
Since the case description is identical to the current situation, there are no 
transformations to apply, and this solution will be performed. Later, we will see a 
more complex example including transformations (see chapter 4.3.1). 
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4.2.2  Knowledge representation 
We want to represent two kinds of knowledge in our model, apart from the knowledge 
contained in the cases: associational knowledge and factual knowledge. Associations 
represent a similarity relation between two concepts with a certain strength. Facts 
represent concepts that should occur together, because the items they represent are 
connected in the world. Associational knowledge is used in calculating similarity. 
Factual knowledge is used in adaptation. 
 
Concepts can be compared to each other by similarity values. When two concepts are 
compared, it is first determined if an association exists between the concepts. If this is 
the case, the similarity value is defined as the performance value of the association. If 
no similarity value is present, it will be computed when needed based on the edit 
distance similarity measure. High similarity means that cases containing the concepts 
are more likely to be associated. In this sense, similarity is also a measure for 
association strength between concepts, and vice versa.  
 
This is one type of knowledge contained in the system. Another type is the explicit 
representation of facts as sequences of concepts. When the system is told that 'the 
moon is in the sky', this reflects a relation between the concepts in the sentence. The 
system might want to use this information in a dialogue when appropriate. Therefore, 
the system should pay attention when one of the concepts in the fact is present, 
because the fact says that the concepts should occur together to reflect the contained 
information. A fact is a sequence of concepts that should be used together to reflect 
the contained information. The criteria for using a fact will be defined later. 
 
The knowledge types (associations and facts) have different roles in the reasoning 
process. While similarity / association strength knowledge contributes to the retrieval 
of cases, facts contain information that may be used in adaptation, when concepts 
contained in these beliefs are introduced in the solution. 
4.2.3 The tasks of the phases 
In this part of the chapter, we describe the organisation of the CBR cycle for the 
behaviour of conversational agents in virtual environments, using the strategies we 
defined above. As described before, we extended the basic RETRIEVE-REUSE-
REVISE-RETAIN cycle with a RECOGNISE phase at the beginning and a 
REORGANISE phase at the end. The tasks of each of these phases in behavioural 
CBR, focused on textual natural language processing, will be described below. First, 
we start with the preprocessing that is necessary. 
Preprocessing 
In interactive behaviour, the desired behaviour of the agent is replying to the 
interaction partner's utterances. The first issue to cope with is turn-taking in the 
interaction. The agent must be able to detect when the partner's utterance is finished 
and a reply is desired. However, since we focus on textual natural language 
utterances, this problem is not considered here. The behaviour is observed by the 
agent only when it is sent to the agent (e.g. by pressing the <enter> key).  
associational 
knowledge
factual 
knowledge
turn-taking
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In the preprocessing, the observed behaviour is split into behavioural elements 
(tokens). This means representing each behavioural element as a concept. For 
example, voice data may be represented as a sequence of phonemes, and gestures may 
be represented as a sequence of elementary movements. In case of textual natural 
language behaviour, the preprocessing consists only of splitting the sentences into 
words. We will call a preprocessed part of the behaviour that is considered one turn in 
the interaction an utterance. 
utterance
RECOGNISE 
In the RECOGNISE phase, information is extracted from the behavioural utterance. 
The information extracted is viewed in terms of the layers defined by Lenz (1998). 
We extract the following information units: 
• words 
• concepts (or phrases) 
• word and concept similarity values 
• feature values 
• beliefs (domain structure information) 
 
We store the words as simple strings, without structural information. Including 
morphology is a challenge to be further investigated. Composite concepts are 
extracted by observing recurrent word sequences, and similarities to existing 
concepts. Factual beliefs are stored as sequences of concepts. They are extracted from 
factual utterances. A simple way of distinguishing factual utterances in textual natural 
language is by looking at the punctuation mark at the end of sentences. When 
including other modalities, more advanced methods may be used. 
 
Concepts can be related to each other by a similarity value. The initial similarity value 
is based on string comparison of words. However, during operation the value may be 
subject to change, because the cases reflect more or less similarity. Because this is 
only possible during revision of a case, this responsibility is delegated to the REVISE 
phase. In the future, it may also be desired to obtain similarity values from ontological 
relations between words, e.g. by using WordNet. 
 
Extraction of feature values is not considered in this thesis, but they may for example 
include: 
• negation words 
• referential pronouns 
Feature values can be set at initialisation, or may be discovered from the cases. The 
latter method involves research on the specific properties of the involved word types. 
RETRIEVE 
In the RETRIEVE phase, cases are retrieved that are similar to the current situation. 
The similarity measure described before is used to find the most relevant cases based 
on the representation of the utterances delivered by the RECOGNISE phase. The 
transformations used in similarity calculation are remembered with the relevant cases. 
 
What exactly then is a case? We already mentioned that a case consists of a case 
description, a case solution, and a case outcome. As the description, we take a fixed 
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number of preceding utterances. The solution is the utterance performed as a response 
to the situation represented by these utterances. As for the case outcome, we take the 
simplest approach and have the outcome be a performance value assigned by the 
dialogue partner. In more advanced systems, we might want the case outcome to be a 
representation of the behaviour after the solution was performed. Then we enable 
goal-directed behaviour by including the outcome in the similarity assessment, by 
comparing it to the desired situation. 
 
The cases most relevant to the current situation are retrieved. The relevance of a case 
is determined based on: 
1. the similarity of the case description to the current situation; 
2. the similarity of the case outcome to the desired outcome; 
3. the performance value associated with the case (case reliability). 
 
An important parameter for the RETRIEVE phase is a maximum number of cases to 
deliver. The maximum number of cases defines how many cases are allowed in the 
list of similar cases that is transferred to the REUSE phase. When this number is too 
small, we might not retrieve all relevant cases. When it is too large, we could retrieve 
cases that we do not really need and thereby slow down the REUSE phase. 
REUSE 
In the REUSE phase, one or more of the retrieved cases are used to construct a 
solution to the current situation. This involves adapting cases by transforming them 
into a suitable reply to the interaction partner's utterance. The structure of retrieved 
cases is maintained (structure transfer), while the contents may be replaced by 
behavioural elements currently present in the dialogue or related to the current 
dialogue situation. Replies from cases that have low reliability should not be 
generated again. 
 
All cases delivered by the RETRIEVE phase could be used in adaptation. However, 
this requires the design of a strategy to combine information from different cases. 
This is a whole research project in itself. For the moment, we choose to adapt only 
one case, which is selected by calculating the average performance of the solution 
measured over all retrieved cases. All cases thus contribute to the selection of the case 
to adapt by providing information about the performance of a solution in a specific 
situation. 
 
When we have selected our case, we start the adaptation process. This means defining 
the applicable transformations and deciding whether we want to apply these to the 
solution. If the solution domain is the same as the description domain (in contrast to 
e.g. translation tasks, which will be discussed later), we can just take the 
transformations that were calculated during similarity assessment of the case. 
Whether we actually apply a transformation depends on the requirements we define. 
 
A priority is associated with the transformations, corresponding to the level in the 
hierarchical concept structure where the transformation took place. When reusing the 
transformations in adaptation, we only use transformations that have the same priority 
level, to assure that they do not interfere. Therefore, when we decide to apply a 
transformation from a certain level, only other transformations from the same level 
need to be considered. 
case 
relevance
priority
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There are some important requirements to the adaptation process: 
• adaptation should not lead to solutions that have shown bad performance in the 
past; 
• adaptation should use existing beliefs whenever possible. 
 
Therefore, the adaptation process should calculate whether application of a 
transformation leads to worse average performance of the solution with respect to the 
retrieved cases. This would mean that we are transforming the solution towards a 
solution of a case that has low reliability, which should be avoided. Also, when a 
concept is transformed, facts about the transformed concept should be found in order 
to determine whether the solution should reflect such a fact. 
REVISE 
In the REVISE phase, the reaction of the dialogue partner to the agent's behaviour 
(i.e. the case outcome) is monitored and it is determined to what extent the agent's 
utterance was satisfying. We can make the agent compare the resulting situation to its 
desires. The simplest form is then the desire to maximise a satisfaction degree 
indicated by the user. When including speech, this can be done by using error 
detection methods for spoken dialogue systems (Lendvai et al., 2001), using among 
others prosodic features. 
error 
detection
Because we do not include speech in the prototype, we use a feedback mechanism 
where the user can adjust his satisfaction with the replies after each system utterance. 
The satisfaction degree is a value between 0 and 1. The agent compares this 
performance value to its desire (which is of course maximum performance) and 
assigns a reliability value to the current case. A combination of more feedback 
information on the outcome and more complex desires can be used to evaluate goal-
directed behaviour, if included in the RETRIEVE phase. The reliability value of the 
current case is then based on the similarity of the outcome to the desires of the agent. 
 
In view of the comparison of the result to the agent's desires, not only the case 
reliability of the current case is calculated, but also the reliability of the reused cases 
is adjusted (in our model only 1 case). Performance values of used facts and concepts 
can be changed as well. This is a kind of reinforcement learning. Moreover, similarity 
values for the involved concepts may be recalculated.  
RETAIN 
In the RETAIN phase, the current situation is stored as a case for future reference, if 
considered relevant. Because of the symmetry in interaction, we store both the case 
containing the agent reply to the user utterance and the case containing the user reply 
to the agent utterance. The agent case is assigned the reliability calculated as a 
performance value in the REVISE phase. The user case is assigned a pre-defined 
reliability value for user cases. 
feedback 
mechanism
reinforcement 
learning
forgetting
REORGANISE 
In the REORGANISE phase the memory structure is reorganised if necessary. This 
includes: 
• forgetting unreliable facts and concepts; 
• forgetting useless cases; 
• compacting the memory. 
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4.2.4 Summary 
We start the summary of this part of the chapter by providing an overview over the 
behavioural CBR cycle. 
 
 
Figure 4.2: The behavioural CBR cycle 
 
Next to the description of the phases, we provided a mathematical model of the 
behavioural CBR structures. We also introduced two kinds of knowledge 
representation. Associational knowledge is used to represent similarity between 
concepts that is not based on edit distance computation. This knowledge can be used 
in similarity calculation in the RETRIEVE phase and can be updated in the REVISE 
phase. Factual knowledge is used to represent meaningful combinations of concepts, 
which should be used together to express this meaning. It is used in adaptation in the 
REUSE phase. 
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4.3 Object representation 
We present the object structure to the reader by first showing which classes we need 
by giving a complete example of an utterance that is processed in the phases of the 
behavioural CBR cycle. The principles illustrated by the example form the basis for 
the definition of the object classes. The classes identified from the principles are 
shown in the margin. 
4.3.1 Examples and principles 
We start with choosing a term for all things that can be reasoned about in the CBR 
cycle. This basically means that all these things should have a similarity relation to 
each other. 
 
  
Principle 1 
concept
token
identity
feature
composite 
concept
Any representation in the memory of a CBR agent is called a concept. All concepts 
are related to each other by similarity. 
 
 
Principle 2 
A token is a concept representing an element of behaviour in any modality. 
 
 
Principle 3 
An identity is a concept representing an agent or object known to exist in the agent's 
environment. 
 
 
Principle 4 
A feature is a concept representing a measure for some cognitive category of the 
agent. A cognitive category is a pre-structuring of the world from the perspective of 
the agent. 
 
 
Principle 5 
A composite concept is a concept representing a semi-sequential structure of concepts. 
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Principle 6 
A subconcept of a composite concept is a concept occurring in the semi-sequential 
structure the composite concept represents. 
 
 
A composite concept is represented by a sequence of subconcepts. An example of a 
composite concept is [where is the blue cube ?]. The token where is a subconcept of 
this composite concept. 
 
 
Composite concepts are used to represent behaviour in forms that are useful in the 
CBR process. The behaviour a concept represents is defined by the tokens that it 
includes, in the order of appearance. Composite concept types are discussed later. 
 
 
Principle 7 
Two composite concepts are equal if and only if they are of the same type and 
represent the same behaviour. 
 
 
The equality relation on concepts is reflexive, symmetrical and transitive. 
 
 
Principle 8 
An empty concept is a composite concept that has no subconcepts. 
 
 
Because an empty concept represents no behaviour, all empty concepts are equal. 
Therefore, we may also speak of the empty concept. 
 
 
Principle 9 
elementary 
conceptAn elementary concept is a concept that is not a composite concept. 
 
 
Tokens, identities and features are elementary concepts. 
 
 
 
The preprocessing 
 
The CBR agent receives input from some input device (such as a sensor or a 
keyboard). The task of the preprocessor is to transform the input to a concept. It also 
adds additional information to the input, such as the speaker and the time at which the 
behaviour was observed. The result of the preprocessing is the representation of the 
behaviour as an utterance. 
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Principle 10 
An utterance is a composite concept representing behaviour performed by a certain 
agent at a certain time. It represents a part of the behaviour that is considered one turn 
in the interaction. 
 
 
An utterance is a special kind of composite concept, containing an agent identity, a 
timestamp and the contents of the observed behaviour. 
 
 
The preprocessor transforms the input into a concept readable for the CBR reasoning 
process. In the case of the prototype textual CBR agent, it will represent each word as 
a concept. The contents of the output will be a concept containing all these words as 
subconcepts. Moreover, the output will contain the time and the identity of the 
performing agent. 
utterance
word
timestamp
 
 
Principle 11 
A word is a token representing an element of written text behaviour. 
 
 
We use the common sense notion of word to distinguish the elements in textual input. 
Punctuation marks are also considered words. 
 
 
Principle 12 
A timestamp is a feature representing the time at which an event occurred. 
 
 
Example 4.3 
The agent receives the input "where is the blue cube?" from the keyboard. The 
behaviour occurs at 9:15 am and is ascribed to agent 'Piet'. If we denote the 
concepts representing the words by the textual representation, and a list of 
subconcepts by placing brackets around the objects represented, the output of the 
preprocessor can be written as ['Piet', '9:15 am', [where is the blue cube ?]]. 'Piet' 
is an example of an identity. '9:15 am' is an example of a timestamp. An example 
of a word is where. 
 
 
 
 
  
 
 
 56
The RECOGNISE phase 
 
Principle 13 
The depth of a concept is the maximum number of higher level concepts above an 
elementary concept. 
 
 
The depth of an elementary concept is 0. The depth of a composite concept is the 
maximum depth of a subconcept plus 1. 
  
 
Principle 14 
A concept is called flat if it is a composite concept with depth 1. 
 
 
where is a concept with depth 0. 
[where is the blue cube ?] is a flat concept. 
[[where is] [the blue cube] [?]] is a concept with depth 2. 
['Piet', '9:15 am', [[where is] [the blue cube] [?]]] is a concept with depth 3. 
 
 
The task of the recogniser is to transform the flat contents of the utterance delivered 
by the preprocessor into a structured concept with higher depth and store information 
acquired from the utterance. It uses concepts stored in memory to structure the 
utterance. 
 
 
Example 4.4 
The extracter receives the input 
['Piet', '9:15 am', [where is the blue cube ?]]. 
After structuring, the result is 
['Piet', '9:15 am', [[where is] [the blue cube] [?]]] 
 
Information acquired from the utterance can be 
1. new concepts that were recognised; 
2. facts that were extracted. 
 
 
Principle 15 
A fact is a composite concept representing knowledge about the world. fact
 
 
A fact contains information about the reliability of the knowledge contained in it, and 
the time it was acquired. An example of a fact is 
['0.90', '9:00 am',[[on the red table] is [the blue cube]]. 
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The first value is an indication of the reliability. It is a measure for how good some 
concept is. We call this a performance. 
 
 
Principle 16 
performanceA performance is a feature representing an indication of the quality of a concept as a 
value in the interval [0..1]. 
 
 
For the quality of concepts, we use the word reliability synonymously. When we write 
about the performance of a concept, we mean the performance value indicating the 
quality. 
 
Timestamps and performances are examples of features. They account for pre-
structuring the world by organising it according to 'time' and 'quality' respectively. 
 
 
The RETRIEVE phase 
 
Principle 17 
caseA case is a composite concept representing the description of a situation, the solution 
to that situation and the outcome of applying the solution. 
 
 
A case in textual natural language behaviour is built by a sequence of utterances. The 
last utterance is the solution, the preceding utterances form the case description. The 
outcome can be any concept, but for our system we choose a performance. A case has 
an associated timestamp and performance. 
 
Because we use a performance both as the case outcome and as an indication of the 
quality of the case itself, it is important to distinguish these concepts. The 
performance that indicates the outcome is a property of the situation from which the 
case was obtained, and therefore never changes. The performance that indicates the 
quality/reliability of the case can be recalculated later, when for example the case is 
reused but does not give the desired result. 
 
 
Principle 18 
The history length of a behavioural CBR system is the number of utterances contained 
in a case description. 
 
 
The number of utterances in a case description is fixed. The history length of an agent 
can be set at initialisation, and cannot be changed later. 
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Principle 19 
trans-
formationA transformation is a concept representing an operation of change applicable to other 
concepts. 
 
 
Principle 20 
The transformation cost of two concepts is the minimal total cost of a set of 
transformations that transforms the one concept into the other. 
 
 
Principle 21 
The similarity of two concepts is a performance indicating the degree in which the 
concepts have the same characteristics. 
 
 
The higher the transformation cost of two concept, the lower the similarity. The 
retriever calculates the similarity of cases to the current situation by finding the 
necessary transformations. 
 
 
Principle 22 
associationAn association is a concept representing the similarity between two other concepts. 
 
 
If an association exists, the similarity between two concepts will not be based on the 
edit distance, but on the similarity as defined in the association. This makes it possible 
to learn similarity from experience, and to define similarity based on existing 
knowledge, such as a WordNet database. 
 
 
The retriever is responsible for finding cases of which the description is similar to the 
current situation and/or a the outcome is similar to a desired result. The relevance of a 
case is dependent on: 
1. the similarity of the case description to the current situation (reactive behaviour); 
2. the similarity of the case outcome to the desired result (goal-directed behaviour); 
3. the performance value associated with the case (case reliability). 
 
The exact mechanism for assessing the relevance will be discussed later. The most 
relevant cases are retrieved and delivered to the reuser. 
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 Example 4.5 
We take a system with history length 1 for the example. The description of the 
current situation therefore contains only 1 utterance:  
['Piet', '9:15 am', [[where is] [the blue cube] [?]]] 
 
We compare this utterance with the description of the case: 
['0.9', '8:59 am', [ 
   ['Piet', '8:59 am', [[where is] [the green cube] [?]]], 
   ['Jan', '8:59 am', [[the green cube] [is on] [the yellow table]]], 
   '1.0' 
]]. 
 
If we rewrite this knowing the case structure, we find: 
• case quality: 
'0.9' 
• last usage time: 
'8:59 am' 
• case description: 
['Piet', '8:59 am', [[where is] [the green cube] [?]]] 
• case solution: 
['Jan', '8:59 am', [[the green cube] [is on] [the yellow table]]] 
• case outcome: 
'1.0' 
 
The description is: 
['Piet', '8:59 am', [[where is] [the green cube] [?]]]. 
 
If we consider the similarity of time and identity unimportant, we can constrain 
the calculation to calculating the similarity of  
[[where is] [the green cube] [?]] 
and 
[[where is] [the blue cube] [?]]. 
 
The total transformation costs (edit distance) of these utterances is 4. The 
algorithm for performing the calculation is explained in section 4.4.3. 
 
In this example, we assume ρ =1 and therefore s  = 1 / (t + 1). 
 
We can now calculate the similarity of the case to the current situation as 1 / (4+1) 
= 0.2. 
 
The transformations calculated were (if we assume no existing associations were 
used) 
• [the green cube] → [the blue cube] 
• green →blue 
with similarity (1/(transformation cost+1)) = 0.2
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The REUSE phase 
The reuser is responsible for selecting the cases to adapt from the cases delivered by 
the retriever, and to adapt the solution to the current situation. The prototype agent 
selects only one case to adapt. Adaptation is done by applying the transformations that 
represent the differences between the case description and the current situation to the 
solution as well. There are two main requirements for applying a transformation: 
• the application should not lead to solutions that have shown bad performance in 
the past; 
• facts should be used whenever possible to reflect the agent's knowledge in the 
solution. 
 
 
Example 4.6 
The reuser selects the case 
 
['1.0', '8:59 am',  
   ['Piet', '8:59 am', [[where is] [the green cube] [?]], 
   ['Jan', '8:59 am', [[the green cube] [is on] [the yellow table]], 
   '1.0' 
] 
 
The current utterance is ['Piet', '9:15 am', [[where is] [the blue cube] [?]]]. 
The case description is ['Piet', '8:59 am', [[where is] [the green cube] [?]]]. 
The corresponding transformations are: 
• [the green cube] → [the blue cube] 
• green → blue 
 
Applying the transformation changes the solution. After trying to apply the 
transformation, the reuser now looks for facts about [the blue cube]. It finds 
['0.90', '9:00 am', [[on the red table] lies [the blue cube]]]. 
 
This fact is compared to the proposed solution ['Jan', '8:59 am', [[the blue cube] [is 
on] [the yellow table]]]. The reuser finds that in order to reflect the fact, the 
solution needs additional transformations: yellow → red and is → lies. If this does 
not transform the solution towards solutions that showed bad performance before, 
the new solution becomes solution ['Jan', '8:59 am', [[the blue cube] [lies on] [the 
red table]]]. The identity and time should of course be updated. 
 
The REVISE phase 
The reuser keeps track of all cases, facts and associations used to construct the 
solution. In the REVISE phase, the performances associated with these concepts are 
recalculated. The reviser calculates the performance of the situation after applying the 
solution by assessing the similarity of the outcome to the desired result. When we use 
a quality indication by the user, the performance of the situation is equal to the value 
supplied by the user. The performances associated with the used concepts are 
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recalculated based on this performance. Cases, facts, associations and other concepts 
can each have their own learning rate. 
 
We use the assignment 
 
q := α p + (1-α) q 
 
with q the quality (performance value) of the concept, p the performance as indicated 
by the user, and α the learning rate. 
 
Because associations represent a similarity value and not a quality, the calculation is 
different for associations. We cannot just change the similarity value of any 
association in the direction of the performance of the situation, as we did above. The 
reason is that we might have some cases that are assigned average performance (e.g. 
0.5), which would change all associations used in the direction of average 
performance, independently of the original similarity value of the concepts. To avoid 
this effect, we lower the association strength if the performance is below 0.5, and 
increase it if the performance is higher: 
 
s := s + α (2p -1) s 
 
with s the similarity (performance) value of the association, p the performance as 
indicated by the user, and α the learning rate. If p = 0.5, we find  α (2p -1) = 0 so that 
s does not change. 
Example 4.7 
The user is not satisfied with the solution [[the blue cube] [lies] [on the red table]] 
and indicates performance 0.2. The similarity of this outcome to the desired result 
1.0 is 0.2. The learning rate for facts is 0.3, for cases 0.5, and for associations 0.4. 
 
The adapted case, which had quality 0.9, will now have performance 0.5*0.2+(1-
0.5)*0.9 = 0.55. The used fact, which had performance 0.90, will now have 
performance 0.3*0.2+(1-0.3)*0.9 = 0.69. 
 
The transformations applied were (if we assume no existing associations were 
used) 
• [the green cube] → [the blue cube], with similarity (1/(edit cost+1)) = 0.2 
• yellow → red, with similarity 0.17 
• is → lies, with similarity 0.33 
 
The association between [the green cube] and [the blue cube] will have value 
0.2+0.4*(2*0.2-1)*0.2 = 0.15. The association between [on the yellow table] and 
[on the red table] will have value 0.17+0.4*(2*0.2-1)*0.17 = 0.13, and the 
association between 'is' and 'lies' 0.33+0.4*(2*0.2-1)*0.33 = 0.25. 
 
The calculation for other concepts is analogous to the calculation for cases and 
facts. 
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The RETAIN phase 
The retainer is responsible for storing new cases. 
 
 
Example 4.8 
The case stored in the example used before will be: 
 
['0.2', '9:15 am', [ 
   ['Piet', '9:15 am', [[where is] [the blue cube] [?]]], 
   ['CBRagent', '9:15 am', [[the blue cube] [is on] [the red table]]], 
   '0.2' 
]] 
 
Both the case outcome and the case reliability are thus set to the performance 
indicated by the user. For cases representing a user response to an agent utterance, the 
reliability is set to a pre-defined value indicating the performance assumed for the 
user. 
 
The REORGANISE phase 
In the REORGANISE phase, the memory is reorganised. This may include transfer 
between short term and long term memory, removal of facts and concepts with low 
performance, and removal of cases that have not been used for a long time. 
 
Example 4.9 
Assume we set the minimal fact reliability to 0.7. The fact we used above was 
assigned reliability 0.69 by the reviser. Therefore, the fact is removed from 
memory. 
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4.3.2 Object model 
This part of the chapter describes the objects that are needed to represent behaviour in 
behavioural case-based reasoning.  
 
The Concept Class 
 
Concept 
Elementary 
concept 
 
 
Figure 4.3: Concept specialisation 
 
Definitions: 
1. A concept is one of 
a. a token 
b. an ID 
c. a feature (e.g. performance value, timestamp) 
d. a composite concept 
2. A token is an elementary part of behaviour 
3. An identity is some representation identifying an agent (part of the world) 
4. A feature is a representation of a cognitive category of the CBR agent 
5. A composite concept is a concept representing a sequence of concepts, including a 
performance value 
 
 
 
 
Figure 4.4: Composite concept structure 
performance sub #0 … sub #(n-1) composite 
concept 
Identity Token 
Composite 
concept 
Feature 
 64
Elementary concept is an abstract class. An elementary concept should be a word, ID 
or feature. However, Composite concept is not an abstract class. A composite concept 
is not necessarily an instantiation of one of the specialised classes. When it is not, it 
represents a composition of concepts without defining the nature of the composition. 
This is useful for sub-structuring beliefs, utterances etc. 
 
 
 
 
 
Figure 4.5: Feature specialisation 
Features represent certain cognitive capabilities (categories) of the agent. Categories 
pre-structure the world from the agent perspective. Features can be used in the 
reasoning process. For example, the timestamp feature can indicate when to forget 
information, and the performance feature can indicate how 'good' a case or belief is. 
These are the only two features that will be implemented in the prototype agent. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6: Token specialisation according to modalities  
Tokens can be behavioural elements in one of the different modalities. Only written 
words will be implemented. 
 
 
 
Performance 
Feature 
Timestamp … 
Written 
word 
Facial 
expression 
… 
Token 
Phoneme Gesture 
 65
  
Belief 
Composite 
concept 
Utterance Case Trans-
formation 
Figure 4.7: Composite concept specialisation 
 
The specialised subclasses of Composite concept partly define the structure the 
contents of the composite concept should have for their purposes. 
 
Definitions: 
6. An utterance is a composite concept, containing an agent ID (the speaker), a 
timestamp feature (time of uttering) and a concept representing the contents of the 
utterance 
7. A case is a composite concept, containing a timestamp feature (time of last usage), 
a concept representing the case description, a concept representing the case 
solution and a concept representing the case outcome. 
 
 
 
 
performance ID timestamp contents utterance 
 
 
 
case performance timestamp description solution outcome 
 
Figure 4.8: Utterance and case structures 
 
The performance field in an utterance is not used. 
 
 
Association Fact 
Belief  
 
 
 
 
 
 
 
 
Figure 4.9: Belief specialisation 
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Definitions: 
8. A belief is one of 
a. an association 
b. a fact 
9. An association is a composite concept, containing the concepts that are associated 
10. A fact is a composite concept, containing a timestamp feature (time of 
acquisition), and a concept representing the contents of the fact 
 
Remember that all composite concepts have an associated performance value. For 
cases and facts, this performance value is used to indicate the reliability. For 
associations, it is used to represent the strength of the association. 
 
 
 
 
performance source target association 
 
 
 
 
performance timestamp contents   fact 
 
Figure 4.10: Association and fact structures 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11: Transformation specialisation 
 
Definitions: 
11. A transformation is either an elementary transformation or a composite 
transformation 
12. An elementary transformation is a composite concept, containing exactly two 
concepts, indicating the concept to transform and the concept to transform it into 
13. A composite transformation is a composite concept, containing a sequence of 
transformations 
Elementary 
transformation 
Transformation
Composite 
transformation 
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performance source target elementary 
transformation 
 
 
 
performance subtransformations composite 
transformation 
 
Figure 4.12: Transformation structures 
 
The Concept Interface 
The Concept interface supports at least the following methods: 
• determine equality to a concept; 
• compute similarity to a concept; 
• calculate the depth; 
• apply a transformation. 
 
This assures that all concepts are related to each other by an equality relation and a 
similarity value, and that all concepts can be adapted if necessary. 
 
The Memory Class 
In memory, we want to store at least the following things: 
• the behavioural elements (i.e. words); 
• recurrent phrases of elements (i.e. known concepts); 
• word and concept similarity values (associations); 
• behavioural feature values; 
• domain knowledge (facts); 
• cases representing responses to situations. 
 
Furthermore, we want to keep track of the current interaction process. We therefore 
need: 
• a dialogue history 
 
If we adopt the classical approach to agent memory, we can distinguish between 
sensory memory, short term memory and long term memory (see e.g. Pfeifer & 
Scheier (1999), p. 511). In behavioural CBR, we use a behavioural memory instead of 
a sensory memory. The behavioural memory is used to store the most recent 
utterances, i.e. the dialogue history. It is necessary to store at least as many utterances 
as the case history length. The short-term memory is used to store concepts that 
recently occurred in the dialogue or in reasoning. The long term memory is used to 
remember concepts (associations, facts, cases) for a longer period than a single 
dialogue. 
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consists of 
Behavioural 
memory 
Short term 
memory 
Long term 
memory 
CBR 
Memory 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.13: The memory structure 
The Memory Interface 
The Memory class supports at least the following methods: 
• add a concept; 
• find a concept; 
• forget a concept; 
• update. 
 
Utterances are always added to the behavioural memory. Other concept types are 
added to the short-term memory and transferred to the long-term memory in the 
REORGANISE phase. It is possible for concepts in the short-term memory to have 
subconcepts that only occur in the long-term memory, but not the other way.  
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4.4 Algorithm structures 
In this part of the chapter, algorithm structures are introduced for the data processing 
in the different phases of behavioural CBR. The phases are shown in order of 
processing one user utterance. 
 
4.4.1 Preprocessing 
input: 
• observed behaviour 
 
output: 
• utterance of behavioural elements 
 
subtasks: 
1) split behaviour into behavioural elements 
 
 
Preprocessing algorithm 
 
while (end of behaviour representation not reached) do 
 find next element; 
 add element to utterance; 
od 
4.4.2 The RECOGNISE phase 
input: 
• representation of behaviour as an utterance 
 
output: 
• structured utterance 
 
parameters: 
• initial reliability of newly acquired facts and concepts 
• minimal similarity for analogous grouping 
 
subtasks: 
1) analyse tokens 
2) find the concept structure 
3) store acquired facts 
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First, we determine if the tokens in the utterance are already in memory. If a token is 
already in memory, the copy from memory is used (to prevent double storage). 
Otherwise, the token is added to the memory. When extracting information from an 
utterance, we process the utterance token by token. For each token, we look if we can 
structure some part of the utterance starting at that token. Structuring is done by 
replacing token sequences with composite concepts, which may be existing concepts 
or newly created ones. There are three cases in the concept finding process: 
1. A concept starting with the current token already exists. We can use this one. 
2. A concept starting with the current token does not exist, but we can find one that 
partly matches the part of the utterance under consideration. We restructure this 
concept such that it consists of two parts, one of which matches. 
3. There is no concept matching or partly matching the part of the utterance under 
consideration. We create a new concept that includes all tokens until an existing 
concept is found again. 
 
To provide effective retrieval of cases, we need to assure that utterances that are 
similar to other utterances are structured in the same way. Otherwise, it is not 
probable that correct transformations will be calculated if the utterances are 
compared. Therefore, we restructure each newly created concept (including the 
complete contents of the utterance) analogous to similar concepts already in memory. 
 
 
RECOGNISE algorithm 
 
add new tokens to memory; 
 
while (end of utterance not reached) do 
find concept starting at next token; 
 if (concept found) then 
  group tokens as concept; 
 else if (concept partly matched) then 
  create new concepts by splitting; 
  group tokens as concept; 
 else 
  gather tokens until beginning of next existing concept; 
  group these tokens into a new concept; 
  restructure new concept according to similar concepts; 
 fi; 
od; 
 
restructure utterance according to similar concepts; 
 
if (utterance is factual) then 
 add new fact; 
fi 
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4.4.3 The RETRIEVE phase 
input: 
• case representing current situation (history of structured utterances) 
 
output: 
• list of similar cases and transformations 
 
parameters: 
• maximum number of cases to retrieve 
• description similarity weight 
• outcome similarity weight 
• case performance weight 
 
We start with comparing the cases that contain at least one concept from the 
description of the current situation (or from the desired outcome, which will not be 
included in the prototype). If we cannot find enough cases (i.e. the maximum number 
of cases to retrieve), we decrease the structuring depth of the description. This means 
that we look at the subconcepts of the composite concepts instead of the whole 
concepts when finding cases that contain concepts from the current situation. This 
continues until either we have enough cases, or we have arrived at the token level of 
the description. If we still do not have enough cases, we decide to compare all cases in 
memory. 
 
The ranking value of a case is calculated from: 
1. the similarity of the case description to the description of the current situation; 
2. the similarity of the case outcome to the result desired by the agent; 
3. the reliability of the case. 
The aspects are weighted by their corresponding weight parameters. 
RETRIEVE algorithm 
 
repeat  
create an empty list of cases ordered by ranking value; 
find all cases that contain at least one concept from the description of the 
current situation; 
while (more cases to compare) do 
 calculate case similarity and transformations; 
 if (maximum list length reached) then 
if (case ranking > ranking of least similar case in list) then 
  replace case in list 
fi 
  else 
   add case to list 
  fi 
 od 
 decrease structuring depth of description of current situation; 
until (maximum number of cases reached or decreasing depth impossible) 
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Calculating case similarity and transformations 
input: 
• 2 cases (concepts) to compare 
 
output: 
• similarity value 
• list of transformations 
 
parameters: 
• additional cost settings (e.g. cost of order transformation) 
 
We use a linear cost for any order transformation, relative to the distance a 
subconcept is moved within a composite concept. We assume that order 
transformations do not need to be applied to the solutions as well.  
 
 
Case similarity algorithm 
 
weight the utterances in the case descriptions; 
construct a new composite transformation; 
for (each pair of utterances in the case descriptions) do 
construct an empty mapping between the concepts of the one utterance and 
those of the other; 
construct a new composite transformation; 
map all identical concepts without adding transformations; 
add costs for order transformations; 
map the other concepts by change, insertion and deletion; 
 calculate the total cost of transforming the utterance; 
 calculate similarity inversely proportional to costs; 
if (similarity value is known from association) then 
  set similarity to association value; 
 fi; 
merge the transformation with the global one; 
od; 
calculate average similarity of utterances over the weighted utterances 
The similarity of all composite concepts is calculated in the same way as the 
similarity of pairs of utterances in the cases. The most important part is the mapping 
of the subconcepts of both composite concepts. We use a 'best transformation first' 
strategy. 
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 Concept mapping algorithm 
 
create an empty list of transformations; 
calculate all possible change, insertion and deletion transformations; 
while (subconcepts left to map) do 
select the transformation with the lowest costs / highest similarity; 
add the transformation to the transformation list; 
remove all possible transformations that include concepts from the 
selected transformation; 
od 
 
For examples of similarity calculation, see 4.1.3: Edit distances as a similarity 
measure. 
4.4.4 The REUSE phase 
input: 
• list of similar cases and corresponding transformations 
 
output: 
• cases and beliefs used to construct a solution 
• utterance as solution to the current situation 
 
parameters: 
• minimal similarity for usable facts 
 
subtasks: 
1) decide which cases to adapt 
2) adapt solution 
 
To simplify the adaptation process, we choose to adapt only one case. The best cases 
are those that are both similar to the current situation and have a high quality. We start 
considering the case with the highest ranking according to the retriever. But we also 
want to account for cases that are similar, but have a low performance value, which 
may indicate an undesired response. Therefore, we calculate the average performance 
of the solution of the case under consideration over all the cases in the list. 
We weight the cases by description similarity * solution similarity (i.e. similarity of 
the case description to the current situation * similarity of the solution to the proposed 
one; the solution similarity of the case itself is always 1). This means that we find the 
quality of a case more important if both the case description is similar to the current 
situation and the case solution is similar to the one under consideration. If the next 
case according to the similarity and performance ranking has better average 
performance as indicated above, we proceed with this case. We can calculate the 
average performance for all of the cases in the list and pick the best one. This is the 
case we will adapt. 
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 Example 4.10 
Description:  [where is] [the blue cube] [?] 
 
Case 1:  [where is] [the blue cube] [?] 
  [the blue cube] [is] [there] 
  performance 0.8 
 
Case 2: [where is] [the green cube] [?] 
  [the green cube] [is] [on [the red table]] 
  performance 1.0 
 
Case 3: [where is] [the green cube] [?] 
  [the green cube] [is] [there] 
  performance 0.2 
 
Assume ρ = 0.25. The retriever calculated the description similarities as 1 for case 
1 (completely similar) and 1/(1 + 0.25 ⋅ 4) = 0.5 for the other cases. If we consider 
case 1, the description under consideration is [where is] [the blue cube] [?] and the 
proposed solution is [the blue cube] [is] [there]. We calculate the similarities of 
the descriptions and solutions of the other cases. 
 
Case 1 
 description solution weight performance 
case 1 1 1 1 0.8 
case 2 0.5 0.167 0.084 1.0 
case 3 0.5 0.5 0.25 0.2 
Average performance (1⋅0.8 + 0.084⋅1.0 + 0.25⋅0.2) / (1+0.084+0.25) = 0.700 
 
We do the same for the other cases. 
 
Case 2 
 description solution weight performance 
case 1 0.5 0.167 0.084 0.8 
case 2 1 1 1 1.0 
case 3 1 0.2 0.2 0.2 
Average performance 0.862 
 
Case 3 
 description solution weight performance 
case 1 0.5 0.5 0.25 0.8 
case 2 1 0.2 0.2 1.0 
case 3 1 1 1 0.2 
Average performance 0.414 
 
Case 2 has a significantly better average performance than case 1, so that we 
choose case 2 as the case to adapt. 
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We assign a priority value to the transformations calculated in assessing the similarity 
of the selected case to the current situation, based on the level in the hierarchical 
concept structure where the transformation took place. When reusing the 
transformations in adaptation, we only use transformations that have the same priority 
level, to assure that they do not interfere. 
 
We already mentioned some requirements to the adaptation process: 
• transformation should not lead to solutions that have shown bad performance in 
the past; 
• transformation should use existing beliefs whenever possible. 
 
When a transformation is applicable to the solution of the selected case, we first 
consider if the agent has a factual belief containing the newly introduced concept, and 
similar to the new solution. When a fact is similar, we know that there is knowledge 
about the newly introduced concept that is similar to the knowledge expressed in the 
new solution. Because we only replaced a concept, we might have constructed an 
utterance that is correct, but not true, while we know with a certain degree of certainty 
that what is expressed in the fact is true. This means that we should not only change 
the involved concept, but transform the whole utterance according to the fact. If we do 
not find a corresponding belief, we just change the concept. 
 
We want a factual belief to be reliable enough for using it. Firstly, we want to find the 
best fact to use. We take the fact containing the newly introduced concept that has the 
highest value of similarity to the solution times reliability. This means that we rank a 
fact higher if it is both reliable and similar to the solution. Moreover, we do not want 
to apply the belief unless we are relatively sure that it is relevant. We therefore need a 
criterion. If the reliability of the best fact is higher than the similarity of the fact to the 
solution relative to the minimal similarity, we will use the belief. This means that we 
are more eager to use a belief if it is quite similar to the solution, and want it to be 
more reliable if it is less similar. 
 
Because we want to make sure that we do not transform the solution towards solutions 
that had worse performance in the past, we apply a transformation only if the average 
performance over the retrieved cases does not significantly decrease. We use the same 
average performance measure as above when considering whether to apply a 
transformation in adaptation. If the average performance does not decrease, we apply 
the transformation. Note that the case being adapted will always be more similar to 
the current situation after a transformation, and therefore its performance will become 
more important. 
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REUSE algorithm 
 
update the usage time of the retrieved cases;  
 
assume empty case as best case; 
while (more cases available) do 
pick the next case according to the ranking; 
weight the other cases by (description similarity)*(solution similarity); 
 calculate the average performance over the cases in the list; 
if (performance significantly better than assumed best case) then 
assume current case as best case; 
 fi; 
od; 
 
rank the transformations of the best case by assigning a priority; 
 
while (no transformation applied) or (more transformations at same priority level) 
do 
 next transformation; 
if (transformation is applicable to case solution) then 
if (transformation leads to solution similar to existing belief) and 
   (belief is reliable enough) and 
   (transformation according to belief does not decrease 
performance) then 
  transform solution according to belief 
  else 
   if (transformation does not decrease performance) then 
   apply transformation to solution 
   fi 
 fi 
fi 
od 
4.4.5 The REVISE phase 
input: 
• current solution 
• concepts used to construct the solution 
• outcome of applying the solution 
• desired result 
 
output: 
• performance value p of current solution 
• revised concepts 
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parameters: 
• learning rate αc for cases 
• learning rate αf for facts 
• learning rate αa for associations 
• learning rate αe for concepts (recogniser) 
 
1) determine the performance value of the current case based on the result compared 
to the desired result 
2) adjust performance values of cases and beliefs used to construct the solution 
 
REVISE algorithm 
 
calculate performance value p as similarity of result to desired result; 
store contents of last agent utterance as a concept with performance p; 
for (each case, belief and concept used to construct the solution) do 
 find previous performance value q; 
 recalculate performance as 
q := (1-α) ⋅ q + α ⋅ p; 
od; 
for (each transformation used to construct the solution) do 
 find or calculate previous association value s; 
 recalculate value of association as 
s := s + αa (2p -1) s; 
od 
 
  
4.4.6 The RETAIN phase 
input: 
• case representing current situation 
• performance value p 
 
output: none 
 
parameters: 
• assumed user performance μ 
 
subtasks: 
1) store case containing user utterance 
2) store case containing agent utterance 
 
We do not apply restrictions to storing cases yet. One could for example demand that 
a new case should not be too similar to an existing case. 
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 RETAIN algorithm 
 
store case with last user utterance as solution, and performance value μ; 
store case with last agent utterance as solution, and performance value p; 
 
4.4.7 The REORGANISE phase 
input: revised concepts and facts 
 
output: none 
 
parameters: 
• frequency of updating 
• minimum reliability of facts 
• minimum reliability of concepts 
• maximum case base size 
 
1) transfer between short-term and long-term memory 
2) remove facts and concepts with too low reliability 
3) if case base exceeds maximum size, remove cases that have not been used for the 
longest period 
 
We choose to build a very simple short-term to long-term transfer. Concepts have 
been temporarily stored in short-term memory and are transferred to long-term 
memory in the REORGANISE phase. When building advanced systems, the short-
term memory may get a more important function. 
 
 
REORGANISE algorithm 
 
update memory by transferring new concepts from short term to long term; 
for (each revised fact and concept) do 
 if (reliability below minimum) then 
  remove from memory; 
 fi 
od; 
if (frequency reached and case base size above maximum) then 
 remove cases with least recent usage time from memory; 
fi 
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4.5 Summary 
In this chapter, we described a model for case-based reasoning in the generation of 
natural language dialogue behaviour. The main characteristics are: 
• a hierarchical semi-sequential concept structure; 
• a cost-based similarity measure using calculation of edit distances and 
incorporation of order transformations; 
• a 'best-transformation first' strategy for mapping concepts in calculation of 
transformations; 
• concept extraction by partial matching and similarity-based analogous grouping; 
• retrieval by similarity assessment of cases containing concepts from the current 
situation; 
• solution generation by re-application of transformations to the solution in the 
REUSE phase; 
• storage of associations (similarity assessment) and facts (adaptation); 
• interpretation of facts as concepts that occur together; usage of facts based on 
similarity to the proposed solution; 
• revision of used concepts based on the similarity of the result to the desired 
outcome; 
• learning by revision of existing concepts and storage of both user and agent cases. 
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Chapter 5   
 
A prototype CBR agent 
 
 
Treat people as if they were what they ought 
to be, and you help them to become what 
they are capable of becoming. 
 
Johann Wolfgang von Goethe 
 
5.1 Model implementation 
We have chosen Java as the programming language for implementing the case-based 
conversational agent. The class hierarchy is implemented according to the object 
model defined in the previous chapter. We assure that each concept is stored in 
memory only once, such that we do not need storage space for multiple occurrences 
of the same concept as subconcept of different composite concepts. Each time a 
concept is created, we check if it is already in memory. Therefore, we need efficient 
search operations for the memory. 
class 
hierarchy
 
We implemented the long term memory with hash tables for tokens, concepts, facts, 
associations, and cases. The short term memory does not distinguish between the 
different concept types, and is used only for temporary storage in the current 
implementation. The behavioural memory stores the most recent utterances. A case 
can be constructed directly from the contents of the behavioural memory. The last 
utterance will be considered the case solution.  
 
The phases of the behavioural CBR cycle have been specified by interfaces. Each 
interface has been implemented by using the algorithm structures presented in the 
previous chapter. The implementations of the phases require the parameters relevant 
for the phase to be set at initialisation of the module. Moreover, some more 
parameters have been implemented that allow run-time control over various aspects of 
the process. 
 
Some functions can be switched on and off, depending on the kind of application. In 
the RECOGNISE phase, the user may choose whether to store new facts, whether to 
use partial concept matching, and whether to group remaining parts of the utterance as 
composite concepts. The user can also switch off the structuring analogous to similar 
concepts, by setting the minimal similarity for grouping to 1. 
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In the RETAIN phase, the user may choose whether to store new user cases, and 
whether to store new agent cases. Not storing user cases is useful when the dialog 
partners have a specific role in the conversation, and we do not want it to adopt cases 
that are specific for the user's role. Not storing agent cases is useful when we consider 
the case base good enough and do not want to extend it with more cases. 
 
More information on the Java package can be found in appendix B. 
5.2 The Case-Based Agent Environment (CABAGE) 
We designed an environment for dialogues with case-based conversational agents. 
Agents can be specified by providing example dialogues, facts that the agent should 
know and optionally some concepts that the agent should initially recognise. 
Dialogues can be started between up to four agents, which are either user agents or 
CBR agents. We assume each agent contributes to the dialogue with an utterance in 
turn, such that we do not have to consider when exactly a CBR agent wants to say 
something. This may be an issue for further research. 
 
When a new agent is created, its initial specification is stored in an case-based agent 
initialisation file. These files have extension .cai. When an agent is added to a 
dialogue, the user is asked to provide the agent parameters and the initialisation file is 
read. During operation, the agent acquires more cases, concepts and facts. The agent 
can be saved at any time. The agent memory is then stored in a case-based agent 
memory file (.cam). This file contains all agent parameters and the contents of the 
memory. Both .cai and .cam files use an XML-based file format and can be inspected 
using an XML viewer. 
agent 
storage
 
We also provide a program for running an agent server that allows an agent to be 
trained over the Internet. Users can run a client program or applet to have a dialogue 
with the agent.  
Internet 
agents
 
The CABAGE user's guide is included in appendix D. Some example agents are 
described in appendix E. 
5.3 Setting the parameters 
History length (general system parameter) 
In the current system, the number of utterances in a case description completely 
determines the capability of the system to take the dialogue history into account. This 
means that previous utterances can only influence retrieval and adaptation if they are 
within the scope (or window) defined by the history length. We experimented mostly 
with history length 1 (which is the default), i.e. only one utterance in the case 
description. However, it is interesting to take a look at the effects of increasing it. 
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 Example 5.1: Increasing history length 
 
Case description: 
<agent> tell me about the king 
<user> where is the king? 
<agent> I don't know 
 
Case solution: 
<user> I do know where the king is 
 
Situation: 
<user> tell me about the queen 
<agent> where is the queen? 
<user> I don't know 
 
Solution: 
<agent> I do know where the queen is 
 
We found the following effects of increased history length: 
 
1. Capability of remembering words from earlier utterances 
In the example, we see that the agent replaces the word 'king' with 'queen', which 
occurred 2 utterances before. This would not have been possible with history 
length 1. 
  
2. Less predictable behaviour 
Because more of the situation is taken into account, the complexity of the 
similarity assessment increases, and therefore it is harder to predict what the agent 
will 'say'. The agent will need more cases to achieve a good coverage of the 
domain than with history length 1. 
 
3. More errors in adaptation 
More information in the case description means more transformations being 
calculated and a higher change of erroneous transformations, which may be re-
applied in the REUSE phase. Therefore, operation with larger history length may 
require revision of the adaptation policy. 
 
4. Decreased efficiency 
Because more information is used in similarity calculation, the time necessary for 
similarity assessment increases. Also, more cases will be candidate cases, because 
they are more likely to contain concepts from the current situation. Due to both of 
this reasons, the agent will have a longer response time. 
 
Cost multiplier (general system parameter) 
The cost multiplier ρ has not been made run-time adaptable, because it is not useful to 
change it during agent operation, or to set it to different values for different agents. It 
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should however be noted that the parameters that indicate a similarity value are 
dependent on the setting of the value of ρ, since the similarity values for the same 
concepts will be lower if ρ  is higher. The currently implemented value is 0.25. This 
means for example that a parameter value indicating a minimum similarity of 0.1 is 
equivalent to a maximum cost of 36 (see 4.1.3: Edit distances as a similarity 
measure). 
 
Transformation costs (general system parameter) 
We have made the order transformation costs dependent on the difference of positions 
of the concept in the compared concepts. The order transformation cost multiplier 
parameter represents the costs for a change of 1 position. Because identical concepts 
are always mapped onto each other, the order transformation cost for identical 
concepts can be adjusted separately. For identical concepts, the cost can be kept low. 
For other concepts, the order transformation costs partly determine which concepts 
are mapped onto each other. The higher the order transformation costs, the more the 
composite concepts will be interpreted as sequential, and the more likely the concepts 
will be mapped onto the concept at the same position in the other composite. 
Experimentation shows that too low costs will rearrange the order too often, and too 
high costs do hardly allow any order transformations. The default is 1 for identicals, 2 
for non-identical concepts. 
 
The implemented reuser cannot re-apply insertion or deletion transformations. 
Because insertion and deletion transformations never require any order 
transformation, and deletion of a concept might actually be cheaper than changing it 
into something else, we introduced 'penalty' costs for insertion and deletion 
transformations. They consist of a multiplication of the actual insertion or deletion 
edit cost, and an additional penalty cost. The additional cost assures that small words 
are not always just deleted. The multiplier assures that the penalty cost is raised for 
longer words, such that longer words may differ more in length while still being 
mapped onto each other. We use as defaults 1.5 for the multiplier and 2 for the 
additional costs. 
 
Partial matching, grouping of remaining parts and storing facts (RECOGNISE) 
These strategies increase the learning capabilities for new concepts. However, they 
may also lead to erroneous concepts being learned. If we find that the agent already 
knows enough concepts, we can switch off these processes. The default is all 
strategies enabled. For facts, the initial reliability of new facts can also be adjusted. 
The reliability has consequences for the decision whether or not to use a fact in the 
REUSE phase. This initial reliability is also assigned to newly created concepts. The 
default is 0.9. 
 
Maximum number of retrieved cases (RETRIEVE) 
The more information the retriever retrieves, the more information the reuser has for 
selecting and adapting a solution. However, this will also slow down the reuser. The 
retriever will always retrieve the maximum number of cases, unless there are not 
enough cases in the case base. The retriever might need to look for cases containing 
concepts from the current situation at a lower level to find enough cases, which means 
that more cases have to be compared. This implies that the retriever itself will be 
slowed down as well if this number is increased. The default is 3. 
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Description, outcome and performance weights (RETRIEVE) 
If the description weight is too high, the retriever might retrieve only cases with bad 
performance. If the performance weight is too high, the retriever might retrieve cases 
that are not really similar. Moreover, negative examples for the current situation (i.e. 
cases with high similarity but bad performance) will never be retrieved. The outcome 
weight is not used in the current implementation. If used, it would include weighting 
of the performance originally assigned to the case (i.e. before any revising). Current 
defaults are 3 for description and 1 for performance. 
 
Deciding what to use (REUSE) 
The REUSE phase has to decide which cases and facts to use to construct a solution. 
It starts with the assumption that the best case according to the retriever is also the 
best case to adapt. To switch the assumption to the next best case, the solution of the 
first case needs to have a significantly lower average performance over all retrieved 
cases. Also, when the reuser wants to apply a transformation, the new solution needs 
to have significantly lower performance to refrain from applying it. The significant 
rank difference parameter defines the significant difference. If it is too high, 
assumptions will never be rejected. If it is too low, good assumptions might be 
replaced with ones that do not really have better perspectives. The current default is 
0.1. 
 
When using facts in constructing a solution, the reuser assesses the similarity of the 
fact to the proposed solution. Only if this similarity is high enough, the fact will be 
used. The minimum similarity for usable facts parameter places a lower bound on this 
similarity. Also, the reliability of the fact is taken into account. If the minimum 
similarity is too low, facts are used too often which may corrupt solutions where the 
fact is not appropriate. If it is too high, facts are hardly used at all. The current default 
is 0.1. 
 
Learning rates (REVISE) 
Learning rates represent the learning speed of the agent. If learning rates are too high, 
the reliability value of a concept may drop dramatically only because it was used in a 
single solution that had bad performance. This may cause the concept to be removed 
from memory, even though the reason for the bad performance may be something 
else. For example, the agent should not forget a fact if it was used in a solution where 
the wrong case had been chosen. Therefore, learning rates should not be set too high. 
If learning rates are too low, the agent needs to receive feedback many times before 
its behaviour changes, which may not be acceptable to its dialogue partner. The 
default for all learning rates is 0.3. 
 
Assumed performance of user solutions (RETAIN) 
If we want the agent to adopt behaviour from the user, we should make the user more 
reliable than the agent itself. The larger the difference, the more the agent is inclined 
to reuse the user solutions. If we assume the user sets an average performance of 0.5 
for agent solutions, the assumed performance of the user solutions should be 
somewhere between 0.5 and 1. Experience shows that if we assign 0.5 on average to 
agent solutions and the user performance is higher than 0.7, the agent tends to reuse 
the last user cases too greedily. This shows in getting one's own remarks back from 
the agent within a few utterances. We cannot think of an application where this would 
be useful. We set the default to 0.7. 
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Store user cases & Store agent cases (RETAIN) 
Not storing user cases is useful in domains where the agent has a specific role in the 
conversation and we do not want it to adopt user behaviour. This also means that the 
agent will not learn any new behaviour, but only reuses and evaluates its existing 
capabilities. When we also switch off the storage of agent cases, the agent will not 
store any new cases at all. Then, behaviour only changes because of revision of 
existing concepts. In the default configuration, both storage options are switched on. 
 
Minimum concept & fact reliabilities (REORGANISE) 
The minimum reliability of concepts is important, because the only way the 
RECOGNISE phase will change its structuring of a certain utterance is by removal of 
concepts that were used before from memory. The reliability of a fact already 
influences its chances of being used in the REUSE phase, so that the minimum fact 
reliability is less important. The minimum reliabilities should always be lower than 
the assumed reliability of new facts and concepts in the RECOGNISE phase. The 
default is 0.3 for both. 
 
Maximum case base size & Update frequency (REORGANISE) 
If a maximum case base size is set, cases will be removed from memory if this size is 
exceeded. The only reason to set a maximum is for efficiency purposes. Because the 
case base has to be analysed to enable removal, an update frequency must be set to 
specify how often to perform this costly operation. Defaults are -1 (no maximum size) 
and 1 (update every cycle). The update frequency has no effect if no maximum is set. 
 
An overview of the agent parameters is given in appendix C. 
5.4 Testing the agents 
In this part of the chapter, we describe how the agents have been tested and present 
the most important results. We start with the testing of the phases. Thereafter, we 
describe some general system properties. Finally, the evaluation by users talking to 
the agents is addressed. 
5.4.1 Testing the phases 
We constrain the treatment of the module testing to mentioning the relevant criteria 
and a description of the most interesting results. 
Testing criteria 
 
RECOGNISE: 
• are concepts recognised? 
• are concepts partly matched? 
• are concepts restructured analogous to existing concepts? 
• are facts stored? 
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RETRIEVE: 
• are relevant cases retrieved? 
• is the similarity calculated correctly? 
• are correct transformations calculated? 
 
REUSE: 
• is the right solution selected from the used information? 
• are transformations applied correctly? 
• are facts used correctly? 
 
REVISE 
• are performance values recalculated correctly? 
 
RETAIN 
• are cases correctly stored? 
 
REORGANISE 
• are unreliable facts and concepts removed? 
• are the least recently used cases removed if the maximum case base size is 
exceeded? 
 
Results 
The RECOGNISE phase seems to be somewhat lazy in recognising new concepts by 
partial matching. This is due to the strategy that only applies partial matching when it 
occurs at the start of a concept in the utterance being processed. When no match is 
found at the start, partial matches will not be calculated until an existing concept is 
found again. This strategy is chosen because of efficiency. However, in domains 
where very little information about existing concepts is available, it might be useful to 
reconsider this strategy. 
 
In the REORGANISE phase, the least recently used cases are indeed removed if the 
maximum case base size is exceeded. Cases are marked as used when they are 
retrieved. However, this does not guarantee that the remaining case base gives the 
best covering of the domain. In fact, because similar cases are likely to be retrieved 
together, a large amount of nearly identical cases can be kept in memory. A different 
strategy could be to update the usage time of the cases only if a case is actually 
adapted in the REUSE phase. The disadvantage of this strategy is that we are likely to 
forget cases that show negative examples, because these will not be chosen for 
adaptation. 
 
5.4.2 Testing general system properties 
Generalisation 
As explained in the beginning, case-based reasoning uses lazy generalisation to 
provide solutions to new situations. To evaluate the generalisation properties of the 
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system, we need to define what we consider to be correct generalisation. There are 
two types of generalisation: 
1. reusing an existing solution in a new situation 
2. adapting the existing solution to the new situation 
 
The first kind of generalisation is largely due to the similarity measure provided, 
combined with performance assessment of the cases. The criterion should be: if the 
system has seen a correct solution to a similar situation, it should re-apply this 
solution. The second kind is due to the adaptation process in the REUSE phase, using 
the transformations calculated during the RETRIEVE phase. The criterion for this 
kind of generalisation should be: the transformations applied should maintain both the 
syntactic and semantic correctness of the sentence, whenever possible considering the 
agent's experience. 
 
Two special types of generalisation have been tested extensively for limited domains:  
• changing the order of factual information in a sentence; 
• selecting information from a fact. 
 
Changing the order involves retrieval of a case that shows the correct order of 
concepts in the solution given the situation, and usage of a fact that expresses the 
desired information content of the solution. 
 
 
Example 5.2 
Case description:  'what lies on the red table?' 
Case solution:  'on the red table lies the blue cube' 
Known fact:  'the green cube is on the yellow table' 
Current situation: 'what lies on the yellow table?' 
Desired solution: 'on the yellow table is/lies the green cube' 
 
The desired solution is constructed by selecting the solution 'on the red table lies 
the blue cube', replacing 'the red table' with 'the yellow table', finding the fact 'the 
green cube is on the yellow table' and replacing the corresponding concepts ('the 
blue cube' with 'the green cube' and optionally 'lies' with 'is'. 
 
Selecting information from a fact requires the correct transformations from the 
proposed solution to the concepts in the fact to be calculated. Then, because insertion 
and deletion transformations are not re-applied, the solution is transformed such that it 
reflects part of the information in the fact 
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 Example 5.3 
Case description:  'when does the train to amsterdam leave?' 
Case solution: 'the train to amsterdam leaves at a quarter past nine' 
Known fact: 'the train to enschede leaves at half past nine from platform 
three' 
Current situation: 'when does the train to enschede leave?' 
Desired solution: 'the train to enschede leaves at half past nine' 
 
The desired solution is constructed by applying the fact-related transformation 'a 
quarter past nine' -> 'half past nine'. The insertion of 'from platform three' is not 
re-applied. 
 
Generalisation thus seems to work well in limited domains. However, when large 
amounts of concepts are needed, the generalisation capability decreases, because the 
chance of learning wrong concepts or calculating incorrect transformations increases 
with the complexity of the domain. 
 
Learning 
Learning is the ability of the agent to acquire new skills during operation. Learning 
has been tested in chatterbot-like applications. 
 
 
Example 5.4 
… 
<system> greg is on holiday 
<user> where is greg on holiday?   learning a case 
<system> greg is on holiday    learning a negative example 
… 
<user> dharma is on holiday in norway  learning a fact 
… 
<user> greg is on holiday 
<system> where is greg on holiday?   applying the case 
<user> greg is on holiday in iceland   learning a case 
… 
<user> where is dharma on holiday?    
<system> dharma is on holiday in norway  applying case & fact 
 
From the test work, it appeared that there are some conditions that need to be satisfied 
for correctly learning and reusing new cases: 
• The extracted structure of the sentence must be correct with respect to the 
similarity assessment to other cases. If it is not, the similarity will not be 
recognised and the case not be reused, or, worse, incorrect transformations may be 
calculated and re-applied. 
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• The agent should not learn too many negative examples (cases with low 
reliability). If the agent has too many negative examples for a situation, the 
negative examples may be retrieved for their high similarity (remember the 
similarity and performance weights), which 'chokes' the reuser with negative 
examples without providing possibilities for reusing better cases. 
 
Testing dialogues between multiple CBR agents 
We also experimented with dialogues between multiple CBR agents. An agent assigns 
a performance value to the other agent's utterance based on the relevance of the most 
relevant case in the RETRIEVE phase. This reflects the idea that agents are more 
satisfied with a situation if they recognise it from previous experiences. The results 
show that the dialogue converges to repetition of a fixed sequence of utterances that is 
reinforced by the performance assignment. This is not quite useful, and we definitely 
need goal-directed behaviour to avoid such cyclic patterns. Moreover, CBR agents 
cannot judge situations correctly from as much experience as human agents, such that 
errors may not be assigned a low performance, which complicates the reinforcement 
learning. 
cyclic 
behaviour
5.4.3 User evaluation 
The most important criterion users of the system should keep in mind is: Is the 
behaviour of the agent acceptable? Grice (1975) formulated a cooperative principle 
for communication: 
 
"Make your conversational contribution such as is required, at the stage at which it 
occurs, by the accepted purpose or direction of the talk exchange in which you are 
engaged." 
 
Grice divides this criterion into four maxims: 
I. Maxim of Quantity: Make your contribution as informative as is required, but 
do not make it more informative than is required.  
II. Maxim of Quality: Try to make your contribution one that is true. 
• Do not say what you believe to be false. 
• Do not say that for which you lack adequate evidence.  
III. Maxim of Relation: Be relevant.  
IV. Maxim of Manner: Avoid obscurity and ambiguity, be brief and be orderly.  
 
The user evaluation consists of the analysis of the system's ability to behave according 
to these maxims. To be able to assess the fulfilment of these requirements, the users 
will need to have some information about the system: 
• Users need to be informed about the learning capabilities of the system, since this 
requires a different mode of communication than only verifying the maxims. 
Users will also need to try to learn the system new behaviour. 
• Users need to know that the system always tries to produce the best possible 
answer, even if it does not have adequate information. This specifically relates to 
the second part of the Maxim of Quality. 
• Users need to choose a limited domain for testing, to avoid having to train the 
agent for a very long time in order to receive relevant replies to utterances. 
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User evaluation consists of 2 different strategies: 
1. Building an agent from scratch. We start with an empty agent and ask the user to 
train the agent for a specific domain by having a dialogue with the agent, and to 
evaluate its behaviour. 
2. Defining an agent by examples. We ask the user to provide example concepts, 
cases and facts for a certain domain and ask the user to test their own agent in 
communication. 
 
The most interesting remarks from users were: 
• The system uses utterances that should only be performed by the user. 
• The system repeats the same utterance too often. 
• Can we use incomplete sentences in answering questions? 
• Does it help to say 'that is nonsense'? 
 
The first point relates to the kind of behaviour the user expects from the agent. If the 
user expects the agent to provide information, and the agent asks questions about this 
information itself, this is a violation of both the maxims of Quantity and of Relation. 
This role change problem is partly solved by providing separate examples in 
initialisation instead of a complete dialogue, such that the system sees that cases that 
correspond to user behaviour should not be stored. If we also switch off the 'store user 
cases' parameter, we prevent most of the undesired behaviour. However, the system 
may still perform utterances associated with the user role, if the observed behaviour is 
not similar to any known case at all. The initialisation process could be changed to 
prevent this. 
 
The second point is based on a trade-off between the maxims of Quality and Relation. 
If the system tries to be relevant, it may not be very informative, because it lacks 
adequate information. However, when we want the system to be informative, its 
utterance may not be very relevant because of the same reason. Our strategy for 
retrieval, based on efficiency, turns out to be a relevance strategy as well. If we only 
retrieve cases that contain concepts from the current situation, the system has a high 
chance of being relevant, but it may not be very informative. This trade-off has to be 
further investigated when we want to introduce goal-directed behaviour. 
 
The third point is connected to the maxim of Manner. Users want to be brief when 
communicating to the agent. However, at the present stage of development, the agent 
is not capable of acquiring information from incomplete sentences, and neither of 
generating incomplete sentences itself. An example of the use of incomplete sentences 
is: 
 
'where is the blue cube?' 
'on the green table' 
 
An interesting research question is how we can make the agent able to handle such 
situations. We could for example require that some complete examples are given, and, 
when discovering that something is missing compared to a complete example, find the 
missing part in the first sentence. 
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The fourth point, about remarks referring to the quality of the utterance, is also 
interesting for further research. It seems to be difficult to explain to users that they 
should react as if they are trying to teach the system how to react in the same 
situation. Although it may be interesting to have the system make remarks about the 
quality of the user utterance, this is far beyond the present scope of the system. 
Psychological and philosophical questions about the relation of humans to a computer 
system are at stake here. The quote from Goethe starting this chapter seems to be the 
best strategy in teaching the present CBR agent system how to communicate. 
Flooding the agent with remarks such as 'that is nonsense', 'you are really stupid', and 
similar subtle hints, certainly will not help. 
Humour 
Some agent utterances seem humorous from a user perspective. As far as I can 
analyse it, this can be ascribed to the combination of two separate effects: the usage of 
utterances in a situation that is similar but has a different context, and the repetition of 
user utterances. Both remarks well-placed in a different context and repetitive 
behaviour are known to be sources of humour. It may be interesting to investigate the 
deliberate generation of humour by behavioural case-based reasoning. 
 
 
 
 
 
 
 
 
 
 
Example 5.5: Humorous agent utterances 
 
Consider the following example, where the system did not know any cases about 
friendship at all. 
 
<user> Pete is a friend of mine 
<agent> I am also a friend 
<user> are we a club of friends then? 
<agent> yes, we are working on it 
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Chapter 6   
 
Evaluation of CBR  
in conversational agents 
 
 
 
It takes less time to do things right than to 
explain why you did it wrong. 
 
Henry Wadsworth Longfellow 
 
6.1 Philosophical issues 
We designed a framework for case-based reasoning in the generation of the behaviour 
of agents, focused on natural language dialogues. Readers from traditional fields of 
natural language processing in computer science might be inclined to criticise the 
approach because it does not provide a logical formalism for representing natural 
language sentences. This, however, is a deliberate choice. 
  
Case-based reasoning does not assume a formalisable domain. When we design a 
logical formalism for representing the natural language sentences while still trying to 
use a case-based approach, it will not be very helpful to use cases instead of rules. If 
we have a formal representation of the contents of a sentence, and we suppose this 
suffices for capturing what is said, we do not need cases at all. However, cases might 
be useful because the separation between syntax and semantics in natural language is 
not as strict as in formal languages. Therefore, we capture information in the cases 
that could be missed when trying to formalise the sentence contents. 
 
The main philosophical issue is of course the question when to use rule-based 
methods and when to apply case-based reasoning or connectionist approaches in agent 
technology. Although extensive coverage of this question is not possible here, I want 
to supply a hypothesis for discussion. I think that in tasks where a formal domain is at 
stake, like mathematical reasoning or playing some well-defined simple game, rule-
based methods should suffice. However, when social interaction is involved, the 
domain is certainly not completely formal. It is, I will argue, not even an intellectual 
domain.  
 
When someone says hello to you, you will greet him or her back. But you do not think 
that you should greet since some logical rule says so; it has just always worked that 
way and you just reapply the action from previous experiences. According to the 
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philosophy of Pirsig (1991), the social and the intellectual domain are separate layers 
of reality. He actually uses a computer science metaphor, and states that the 
intellectual level is implemented on the social level. The patterns that guide the 
actions on each of these levels, however, are completely different, just as the patterns 
in Java are completely different from machine code patterns. 
social and 
intellectual 
levels
 
On the intellectual level, we draw conclusions from premises by intellectual 
reasoning. We formulate hypotheses and verify them by collecting the necessary 
information and applying rules that follow from the model of the domain. However, 
we do not formulate hypotheses or deliberately apply rules guiding the conversation 
when we interact with people in a non-intellectual way. If an agent would behave in a 
completely intellectual manner and I would ask him something about the weather, it 
would probably say something like 'Shut up, I'm thinking'2. On the social level, most 
information is exchanged without such deliberate rule-based reasoning. 
 
When I explained my work to certain persons, I was told 'But your system does not 
understand anything, does it?'. Of course it does. But not on the intellectual level. The 
system does not generate a formal semantic representation of sentence contents. On a 
social level however, it certainly is intelligent, since it can interact with people 
without having to build a complete intellectual understanding of what is said. If 
humans would try to build such an understanding each time they speak to someone, 
they would turn completely insane. One cannot refute a system of social interaction 
by stating that it does not match the criteria for intellectual level intelligence. That is 
why this kind of criticism lacks proper foundation.  
  
We can actually proceed one step further down the hierarchy of Pirsig, where we 
arrive at the biological level. On the biological level, we find patterns that implement 
tasks that are necessary for correct operation of the organism itself, independently of 
social structures or thinking. Biological processes like pattern recognition can quite 
realistically be modelled by connectionist systems. In the real world, the social level 
has developed upon the biological level. However, present day simulations of 
biological level architectures do not allow implementation of such complex patterns. 
Therefore, we implement these directly on some anorganic patterns (i.e. computers). 
 
My hypothesis for the design of intelligent human-like agents is: agent 
reasoning 
hypothesis
1. biological level processes can best be modelled using connectionist approaches; 
2. social level processes can best be modelled using case-based approaches; 
3. intellectual level processes can best be modelled using rule-based (or logical) 
approaches. 
 
This hypothesis may provide some clearness for the trade-off between different 
approaches in agent technology. Moreover, it includes case-based reasoning in a 
scheme where connectionist and rule-based approaches seemed to be the only choices 
available. 
 
                                                 
2 Obviously, this would not make sense either, because it is not an intellectual remark. What I mean is 
that we cannot find intellectual explanations for social behaviour. One could argue that we interact 
socially because we have some intellectual goals to reach for which we need other people. I would 
reply that social interaction includes more than just trying to reach one's own goals. 
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Our case-based approach to agent interaction is a simulation of the social level 
patterns that guide the behaviour of human agents. It is implemented on symbolic 
systems, because artificial connectionist architectures do not provide the necessary 
capabilities. Since we wanted to build a system for interactive behaviour, which is 
definitely at the social level, the case-based approach was a good choice, if my 
hypothesis makes some sense. Intellectual level capabilities can of course be added 
when necessary. Readers are encouraged to start a discussion. 
 
The case-based approach to natural language dialogues has a strong connection to the 
idea of language games, as described by Ludwig Wittgenstein in his Philosophical 
Investigations (Wittgenstein, 1963). Although in his early years as a philosopher 
Wittgenstein defended the notion of a non-ambiguous, formal and general language in 
which all natural language statements could be expressed, he later argued that the 
meaning of language is strongly connected to the use. Philosophers like Searle 
developed a theory of speech acts based on Wittgenstein's philosophy. However, 
when we interpret Wittgenstein more radically, we should state that this formalisation 
was against the idea of Wittgenstein himself. A case-based approach necessarily 
connects the meaning of language behaviour to the situation in which it is used, and 
therefore may be an implementation of the more radical interpretation of 
Wittgenstein's language games.  
language 
games
6.2 Computer science issues 
The model we developed captures some essential tasks in case-based reasoning 
applied to agent behaviour. Although we have taken an approach that is different from 
formalisation of behavioural capabilities, our model is compatible with a BDP 
(beliefs-desires-plans) architecture, as developed by Egges (2001). Beliefs are stored 
as facts and associations. Cases capture plans for generating behaviour, and desires 
can be used for defining the desired outcome of a situation. Desires can be used in 
goal-directed case retrieval (based on the similarity of the case outcome to the desired 
result) and in revision (based on the similarity of the actual outcome to the desired 
result). 
BDP 
architecture
compatibility
 
The potential of the case representation has not fully been realised yet. Because we 
only use a performance value as the outcome of a case, we cannot generate goal-
directed behaviour. However, it is easy to implement it when it is clear what the 
outcome of a situation and a desired result should look like. We can then represent 
this information in a concept, and assess the similarity of a case outcome to a desired 
result. This similarity can be used in case retrieval. The weighting of the description 
similarity and the outcome similarity provides the balance between reactive and goal-
directed behaviour. 
 
The storage of facts is limited because we assume that facts are relevant in any 
situation. We can extend the fact storage by taking into account that facts may be only 
true at a certain time or for a certain agent. 
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What is also interesting is the possibility of more extensive use of features. This 
allows combining case-based methods with other analysis done in the RECOGNISE 
phase. When for example we use a simple form of parsing, we can define a feature 
noun phrase which indicates word groups that are noun phrases. This may be used in 
assessing the similarity of cases. We can even assign a probability value to such a 
feature, which indicates the certainty that the concept is indeed a noun phrase. The 
similarity of two different features may be made dependent on the probability value. It 
will then be more likely that concepts with different features are mapped onto each 
other when the probability of the features is low. 
using 
features
 
Another aspect to be taken care of is the efficiency of the case retrieval process. For 
now, we have largely increased efficiency by considering only cases that contain 
concepts from the current situation, if there are enough of such cases. However, large 
efficiency gains lay ahead (especially when features are used more extensively) when 
we stop comparing a case if it is clear that it will not be good enough. We could stop 
the comparison process if the transformation costs raise above a maximum. The 
maximum costs may be dependent on the similarity of the cases already retrieved, 
such that we are more economical in comparing cases if we already have a good one. 
retrieval 
efficiency
 
The prototype agent we built allows for extensive experimentation with the model. 
Although there are limitations to the current possibilities, we hope it can help to 
explain and improve the model. Limitations observed from user evaluation are the 
impossibility of working with incomplete sentences, and repetitive behaviour. 
Repetitive behaviour is connected to the lack of goal-directed behaviour. Agents may 
be more informative if they have desires they want to pursue, instead of only reacting 
on the user utterances. 
 
From chapter 4 onward, we did not discuss the virtual environment of agents. The 
relation between behavioural CBR and the virtual environment of the agent is 
important, because the relations between tokens and objects can only be learned by 
observing the objects. When information from the virtual environment is included in 
the cases, the agent can relate the tokens used to the objects surrounding it. The model 
has been designed for including information about objects in the virtual environment 
(the Identity class), which may be used in the reasoning. Visual recognition methods 
need to be used to represent the visual information as concepts. A similarity measure 
for these concepts is necessary to include the objects in similarity calculation. 
virtual 
environment
6.3 Relation to other approaches 
In chapter 3, we already discussed the relation of our approach to dialogue response 
systems such as ELIZA and A.L.I.C.E. We explained why our approach should be 
considered more intelligent. The main disadvantage of our approach with respect to 
these systems is the large amount of time needed to compare the cases, whereas 
pattern matching in A.L.I.C.E. does not require similarity calculation and is 
significantly faster. We find the ability to learn important enough for considering 
CBR a qualitatively better approach and worth investing time in research on efficient 
strategies. 
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We also want to relate our approach to traditional natural language processing 
research. The traditional approach to natural language understanding processes 
utterances by parsing the sentence, constructing a semantic representation, reasoning 
with the semantics, generating a representation of a reply and constructing a natural 
language sentence with the semantics of the reply. The case-based approach generates 
a reply by reusing previous cases. I will mention some advantages and disadvantages 
of both approaches. 
 
Traditional natural language processing systems have the following advantages: 
• specified behaviour is guaranteed to follow from the applied rules; 
• the size of the set of rules can be small, such that the system can be evaluated for 
any combination of rules. 
 
Some disadvantages are: 
• the analysis does not allow processing of sentences that do not match the pre-
defined criteria; 
• the system will not be able to adapt to a new situation by itself. 
 
Case based systems have other advantages: 
• behaviour is generated based on experiences, whereas rules may be difficult to 
elicit; 
• the system can improve its behavioural capabilities by observing new cases. 
 
Disadvantages of the case-based approach are: 
• the system may fail to retrieve and adapt a similar case where traditional 
approaches would have been able to produce an appropriate response; 
• because the size of the set of cases may be very large, it is impossible to evaluate 
the system for any combination of cases 
 
In view of the advantages and disadvantages, it is an attractive idea to try to combine 
rule-based and case-based reasoning. There are three possible modes of integration: 
1. Using case-based methods in parts of a rule-based analysis, such as conversational 
act recognition or reference resolution. A similarity measure can be used to relate 
sentences to previously solved examples. 
2. Using traditional methods in parts of the CBR cycle. We can for example use part-
of-speech tagging in the RECOGNISE phase, and use the tag features in similarity 
calculation. 
3. Using a case-based system as a backup for a rule-based analysis, or vice versa. We 
can try looking at previous examples if we cannot find a response by traditional 
methods, or we may want to try applying rules if we do not have good examples 
to refer to. 
 
System designers may want to combine the approaches in one of these ways, instead 
of relying on a single strategy. This may increase the robustness of the system. 
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6.4 Application possibilities 
We will describe some possibilities for application of the behavioural CBR 
framework and the model for CBR in natural language dialogues. First, we will 
discuss some general application domains. Thereafter we focus on the Aveiro project. 
6.4.1 General 
The behavioural CBR framework was designed for conversational agents in virtual 
environments. However, during the design there has been much emphasis on 
flexibility, such that it can be used in various application domains. We will first 
discuss the directly connected applications, and then consider some possibilities for 
application in other domains. 
 
The case-based agent environment allows social interaction with agents created from 
any set of cases. When a conversational agent needs to be designed for a certain 
domain, it is possible to generate a case-based agent directly from example dialogues. 
Facts can be supplied in natural language as well. The quality of the agent generated 
in this way depends on the complexity of the domain and the coverage of the 
available examples and facts. At least the design process is as simple as possible, so if 
such an agent suffices it will definitely save lots of work. Practical experience with 
the design of such agents has to be gained in order to assess the exact opportunities 
and problems. 
agent 
design
 
Because the dialogue system works only with examples, it is quite easy for anyone to 
develop their own agent. By training it with one's own specific dialogue behaviour, 
one can construct an agent that effectively simulates this behaviour. This means that 
the user is confronted with his or her own habits and beliefs when talking to the agent. 
Moreover, one can create one's own chat partners which each may be trained for 
different types of dialogues. This opens possibilities for application in psychological 
research. How exactly do humans respond to such agents, and what does that say 
about human behaviour in social interaction? 
psychological 
research
 
Internet agents may be designed which talk to different users and therefore are able to 
communicate information between users. The main challenge for realistically 
modelling such dialogues is that the agent should me made capable of connecting 
information with users. The Identity class should therefore get a more prominent role 
in the whole CBR process. 
Internet 
agents
 
When we can provide efficient case retrieval combined with large case-bases, and 
some extensions concerning the relation between stored information and specific 
users, the case-based approach to social dialogue interaction can be an inspiring 
alternative to existing approaches. Although much is still to be done, I think users will 
be more satisfied when they discover the system actually learns from the dialogue 
they have with it. The ultimate challenge in case-based dialogue behaviour generation 
may be to prevent A.L.I.C.E. from winning the Loebner prize again. 
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Some other application fields that have been discussed during the development of the 
model are machine translation and virtual advisors. Machine translation can 
effectively use the information contained in translation cases. It will be necessary 
however to implement partial cases and/or subcases to be able to reuse information 
from various previously translated sentences simultaneously. This also requires a 
more complex REUSE phase. 
machine 
translation
 
Virtual advisors can take advantage of the possibilities the model provides for coping 
with semi-structured or non-structured information. The circumstances in which a 
certain advice is given can be compared effectively by using the similarity model for 
semi-sequential structures. In fact, it is possible to capture any attribute-value 
structure in an equivalent semi-sequential structure by using features. However, our 
model allows for including non-structured information as well. 
virtual 
advisors
 
6.4.2 Aveiro 
Since our research was directed at conversational agents in virtual environments, the 
Aveiro (Agents in Virtual Environments) project could benefit from the results. Case-
based techniques could be used in many tasks in Aveiro, especially when social 
behaviour is required. The conversational capabilities of the current system can be 
extended by including more information in a case. Our case-based system only 
requires that all information can be formulated as a concept (i.e. a semi-sequential 
structure). Neural networks can be used in preprocessing, so that information from 
more modalities (e.g. facial expression) can be taken into account.  
 
Also, in tasks where the available information for deciding on what action is 
necessary is only partly structured, our model could provide a good alternative for 
capturing all information in attribute-value structures. This might be the case in 
advisory systems (e.g. a virtual student advisor) and instructive systems (e.g. a virtual 
piano teacher). 
 
The most interesting application possibilities in Aveiro emerge when we are able to 
include information about the circumstances in the virtual environment in the cases. 
The agent can then combine visual experiences with experiences of language use in 
learning to communicate. Then, we can for example design an agent that walks 
around the world, collects information by talking to different agents while observing 
the circumstances, and is able to talk to visitors about what is going on in the 
environment. However, such applications will require combining experience from 
different fields of research and can be called a distant but attractive goal. 
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Chapter 7   
 
Conclusions & recommendations 
 
 
I try to avoid looking forward or backward, 
and try to keep looking upward. 
 
Charlotte Brontë 
 
7.1 Conclusions 
In this report, we defined a framework for case-based reasoning with unstructured 
information. Work on CBR has traditionally been occupied with well-structured 
domains. However, textual case-based reasoning already showed that it is possible to 
use unstructured information as well. Textual CBR is mainly occupied with 
occurrence of words or phrases in texts. Our framework, called behavioural CBR, is 
designed for occurrence of elements in behaviour, especially textual elements. The 
difference is the semi-sequential view on text as a part of behaviour. In our approach, 
the order of elements is important but not fixed. Moreover, features are optional, as 
opposed to attribute-value representations, where each piece of information is 
assigned to a specific attribute. In this way, we have captured the benefits of both 
unstructured and structured cases in one model. 
 
A model has been designed for case-based reasoning in natural language dialogues. 
We showed that the model can provide responses in simple dialogue situations by 
retrieving cases containing previously observed behaviour, reusing and adapting 
solutions by re-applying transformations and including information from facts, and 
revising concepts based on performance assessment by the dialogue partner. Users 
can define any desired agent based on example cases, concepts and facts. The 
generalisation and learning capabilities of the agents have not yet been extensively 
tested and improved, but we were able to show some interesting examples. 
 
Applications of the dialogue model include generation of conversational agents for 
limited domains and chatterbot applications. Because of the flexibility of the model, it 
may be used in other domains as well. Possibilities include machine translation, 
advisory and instructive agents, and any other domain where case information is not 
or only partly structured. Extensive research has to be done to provide mechanisms, 
tools and methods for applying the model to other domains. 
 
The choice for textual natural language as the prototype domain has been a good 
choice for investigating the possibilities and limitations of the model, since there was 
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no need for extensive preprocessing. However, this choice seemed to carry with it the 
bold assertion that natural language is not formalisable and that natural language 
processing can be achieved without formalisation. Since this directly opposes 
important work done within NLP (e.g. by Allen, 1995), one might think this is a little 
too pretentious for a master's thesis. 
 
However, the resolution is simple. The layers of the 'implementation of reality' that 
we described based on the philosophy of Pirsig (1991) provide an explanation. When 
we look at language on an intellectual level, we observe that it is built from well-
defined grammars and semantics. From a social perspective, we observe that each 
time we are in a similar situation, we apply a similar kind of language behaviour, 
without even considering the rules that guide the behaviour. From an intellectual 
perspective, natural language is formalisable. From a social perspective it is not. 
 
The goals from the start of the project - assessing the possibilities of CBR in 
conversational agents, building a prototype and evaluating the approach - have been 
reached with sufficient thoroughness for the time being. However, more 
experimentation is needed to provide a complete overview over the capabilities and 
limitations of the system in both natural language dialogues and other application 
domains. 
7.2 Challenges for further research 
Within the present system, some things could be improved: 
• more efficient case retrieval by halting the similarity assessment if the costs raise 
above a certain maximum; 
• adaptation based on more than one case; 
• generating goal-directed behaviour by introducing more complex desires than 
maximising a performance value; 
• allowing specific feedback on parts of the agent's utterance instead of only global 
feedback; 
• handling the use of incomplete sentences; 
• coupling behaviour to time, dialogue partner and virtual circumstances. 
 
The performance of the case-based reasoning process is a main issue determining the 
usability of the model. In the future, we may want to design a parallel version of the 
prototype agent, by de-coupling the CBR phases. As a result, provisional solutions 
may be generated while the retrieval process is still busy retrieving more cases. Time 
constraints may then be imposed to assure performance criteria. 
 
To apply the model in machine translation, we need to define additional 
characteristics for a system where the solution domain is different from the 
description domain. The REUSE phase needs to translate transformations from the 
description domain into transformations in the solution domain. This requires use of 
relations between items from the different domains. Such relations may be 
represented as partial cases, subcases, or explicit relation concepts. 
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The use of features needs to be investigated for incorporating structured information. 
We may introduce rule-based reasoning capabilities on features to account for 
intellectual level processes. Extension of the Identity class is necessary to provide 
recognition capabilities for virtual objects and other agents. Neural networks may be 
used to provide pattern recognition in preprocessing visual and auditory information. 
The coupling of such sensory information to the concept learning process may 
account for learning from 'being told what things are'. Then we can specify and 
implement case-based conversational agents that learn from combining observation 
and interaction. Such agents are an interesting vision for continued research in 
behavioural CBR.  
7.3 Final remarks 
The debate about the nature of intelligence continues. I hope this research has 
provided a clear view. Maybe we should stop searching for the one intelligence and 
accept that there are various forms of intelligent processes. The hierarchy of Pirsig 
may provide a basis for such a view. We can define biological intelligence, social 
intelligence and intellectual intelligence3. The hypothesis for agent design in chapter 
6.1 reflects such a distinction. The philosophical implications of this view are only 
beginning to emerge. Maybe this 'emotional intelligence' hype has some truth in it 
after all, although I would rather call it social intelligence. 
 
 
 
                                                 
3 We omitted Pirsig's first level, the inorganic level. Suggestions about what inorganic intelligence 
could be are welcome. 
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Appendix A 
 
Research proposal 
 
 
 
Theme 
 
Case-based techniques for conversational agents in virtual environments 
 
 
 
Case-based reasoning is an approach to artificial intelligence that integrates problem 
solving and learning by remembering relevant experience as cases and reusing these 
cases in future problem solving. The research will try to assess the usability of case-
based methods in the Aveiro (Agents in Virtual Environments) project. The first part 
of the work will consist of a study into the possibilities case-based reasoning has to 
offer for the agents that inhabit the virtual world of Aveiro. The main focus is on 
case-based methods in natural language dialogues. In the second part of the work a 
prototype agent will be designed and implemented that uses case-based methods 
according to the findings in the first part of the research, combined with previous 
results in the Aveiro project. This design is meant as a practical approach to CBR in 
conversational agents next to the theoretical approach in the first part. The last part of 
the work is devoted to evaluation of the results and the usability of case-based 
methods in the Aveiro project and in conversational agents in general. In this way, 
both a theoretical and a practical reference are created for future use of case-based 
techniques in the Aveiro project. 
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Appendix B 
 
The Java package 
 
The cbragent package for Java provides interfaces and classes for behavioural case-
based reasoning focused on natural language dialogues. It includes three executable 
classes: 
• Main, which provides the main CABAGE program that allows creating agents and 
experimenting with dialogues; 
• CabageServer, which starts a server that can provide interaction with a CBR agent 
over the Internet; 
• CabageClient, which starts a client program that connects to the server and 
enables dialogues with the agent this server provides; this class can also be 
included in a website as an applet. 
 
The interfaces Extract, Retrieve, Reuse, Revise, Retain and Update specify methods 
that should be implemented for the phases of the behavioural CBR process4. The 
classes Extracter, Retriever, Reuser, Reviser, Retainer and Updater are 
implementations for CBR in natural language dialogues. The interface Concept 
specifies all methods that a class representing some kind of concept for use by a CBR 
agent should implement. The class GeneralConcept provides some common 
implementations for all concepts. ElementaryConcept and CompositeConcept are the 
root classes for elementary and composite concepts, respectively. New concept 
classes should extend these classes. 
 
For more information, see the Javadoc documentation provided with the package. 
                                                 
4 The names are different from the names in this report. RECOGNISE is called Extract in the package, 
REORGANISE is called Update. 
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Appendix C 
  
Overview of agent parameters 
 
Memory: 
• case history length 
 
Similarity calculation: 
• order transformation costs 
• 'penalty' costs for insertion and deletion transformations 
 
RECOGNISE: 
• whether to use partial concept matching 
• whether to group remaining parts of the utterance 
• minimal similarity for restructuring concepts analogous to existing concepts 
• whether to store new facts 
• assumed reliability of new facts and concepts 
 
RETRIEVE: 
• maximum number of cases to retrieve 
• description weight 
• outcome weight 
• performance weight 
 
REUSE: 
• minimal similarity of usable facts 
• significant difference in ranking necessary to reject a proposed change 
 
REVISE: 
• learning rate for concepts 
• learning rate for cases 
• learning rate for facts 
• learning rate for associations 
 
RETAIN: 
• assumed performance of user solutions 
• whether to store new user cases 
• whether to store new agent cases 
 
REORGANISE: 
• minimum reliability of concepts 
• minimum reliability of facts 
• maximum case base size 
• frequency of updating 
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Appendix D 
 
CABAGE user's guide 
 
CABAGE is an environment for experimenting with case-based conversational 
agents. Agents operate in dialogues. A dialogue can be created from the File menu. 
The Dialog menu allows adding up to four agents to the dialogue, which are either 
user or CBR operated agents. CBR agents are stored in files. A new CBR agent can be 
created using the 'Agent Creation Wizard' from the Wizards menu. 
The Agent Creation Wizard 
The Agent Creation Wizard will ask the user to provide the initial concepts, cases and 
facts for the agents. All items are written in plain natural language text. Initial 
concepts guide the agent in structuring the utterances it encounters. When you want to 
build an agent that can talk about trains, you may want to enter the concepts 'the train 
to Amsterdam', 'platform three' and/or 'from platform three' as examples of concepts. 
 
Example cases consist of dialogues that the agent 'observes' before participating in 
dialogues itself. The agent does not distinguish between different agents in observing 
the example dialogues. If you do not want the agent to adopt different roles, then 
provide specialised cases for the agent's desired role in the conversation instead of 
complete dialogues. Put as many blank lines in between the cases as the history length 
you want to use. Make sure the cases reflect the history length you want to set for the 
agent. For example, if you want to set the history length to 2, provide cases consisting 
of 3 utterances (2 for the description and 1 for the solution of the case), with 2 blank 
lines in between each of the cases. 
 
The initial facts you provide enable the agent to use factual information in adapting 
cases to new situations. It is recommended to provide the facts in a format that is 
likely to be used in the dialogues (i.e. similar to factual utterances in the example 
dialogues), but the agent will try to reflect the information from the facts anyway. 
 
After all information has been entered, a window will appear for storing the agent 
initialisation file. The file will have extension .cai. You can open this file when 
creating a dialogue. 
Dialogues 
After agents have been created, dialogues can be started where users can talk with the 
agents. From the File menu, select 'New dialog' and add the desired agents by 
choosing from the Dialog menu. If you create a dialogue, a dialogue window will 
appear with in the upper half a text area where the utterances performed in the 
dialogue will be displayed. A user agent can be added by entering the user's name; a 
CBR agent can be added by selecting the appropriate file. Once you have opened an 
agent, an agent panel will appear in the lower half of the dialogue window. The agent 
panel contains the agent name on the left and a slider indicating the performance 
assigned by the agent on the right. In the middle, there is either a text field for writing 
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an utterance (user agent), or buttons enabling you to control, inspect and save the 
agent (CBR agent). 
 
If you open an agent initialisation file (.cai), you will be asked to set the initial 
parameters for the agent. If you do not change anything, the default parameters will be 
used. Once you added a CBR agent to a dialogue, you can change the parameters 
whenever you want by clicking the 'Parameters' button in the agent's panel. However, 
the history length parameter can only be changed at initialisation time. You can also 
view the status of an agent by clicking the 'Status' button. The 'Save' button allows 
you to save the complete agent, including parameters and memory, to a file. These 
agent memory files have extension .cam. You can open these files again when adding 
an agent to an other dialogue. 
 
You can start the dialogue from the Dialog menu, or by pressing <F8>. During the 
dialogue, you can perform user agent utterances by clicking on the utterance text field 
in the middle of the user agent panel, entering the text and pressing <enter>. The 
performance indicated by the slider on the right is then assigned to the previous 
utterance performed in the dialogue. If you want to change the slider's value, you 
should do so before pressing <enter> in the text field. Moving the slider to the left 
indicates lower performance, to the right higher performance.  
 
 
 
 
 
utterance 
text area 
user agent 
panel 
CBR agent 
panel 
Figure B.1: The CABAGE dialogue window 
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You can change the name of an agent by clicking on the name text field, typing the 
new name and pressing <enter>.  
Agent parameters 
If you click on the 'Parameters' button in a CBR agent panel, a parameter window 
opens. In this window, parameters of the different phases are accessed by clicking on 
the tab of the phase you want to view. The 'Apply' button saves the new parameters 
without closing the window. 'Cancel' closes the window without saving, and 'OK' both 
saves the parameters and closes the window. 
 
 
Figure B.2: The agent parameter window 
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Agent status 
When clicking the 'Status' button on the agent panel, a window appears where the user 
can inspect the reasoning of the agent. For each of the phases, a tab in the window is 
available for inspecting the results of the phase. Also, the memory contents can be 
viewed. The concepts are represented in a string format. For agents with large 
memories, it may take a while before all string representations are generated and the 
window opens. It is advised not to keep the window open during dialogue 
progression, since this considerably slows down the operation of the system. 
 
 
Figure B.3: The agent status window  
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Appendix E 
 
Example agents 
 
Berend Blok 
Berend Blok is an example agent that knows positions of objects in a virtual world. 
For demonstration purposes, the objects in the world are limited to cubes and tables. 
Berend Blok demonstrates the capability of the system to combine information from 
cases and facts. 
 
 
Berend Blok initialisation file 
 
<cai> 
<name>Berend blok</name> 
<concepts> 
is 
the yellow cube 
on the red table 
? 
</concepts> 
<cases> 
where is the green cube? 
the green cube is on the purple table 
what is on the grey table? 
on the grey table lies the black cube 
</cases> 
<facts> 
the brown cube is on the pink table 
on the white table is the orange cube 
the small cube is on the large table 
on the painted table lies the transparent cube 
</facts> 
</cai> 
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Steef Stoker 
Steef Stoker is an example agent that can provide information about train departures. 
The agent demonstrates the ability of the system to select partial information from 
facts that are stored. To use the facts correctly, it may be necessary to adjust the 
default 'minimal fact similarity' parameter value of the reuser to a lower value. 
 
 
Steef Stoker initialisation file 
 
<cai> 
<name>Steef Stoker</name> 
<concepts> 
the train 
the train to amsterdam 
leaves 
at half past twelve 
from platform two 
at three o'clock 
? 
</concepts> 
<cases> 
at what time does the train to ijmuiden leave? 
the train to ijmuiden leaves at half past twelve 
from which platform does the train to ijmuiden leave? 
the train to ijmuiden leaves from platform three 
</cases> 
<facts> 
the train to alkmaar leaves at half past one from platform six 
the train to haarlem leaves at one pm from platform five 
the train to groningen leaves at seven o'clock from platform twelve 
</facts> 
</cai> 
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