Analysis of high-density superresolution imaging of receptors reveal the organization of dendrites at the nano-scale resolution. We present here simulations in empirical live cell images, which allows converting local information extracted from short range trajectories into simulations of long range trajectories. Based on these empirical simulations, we compute the residence time of an AMPA receptor (AMPAR) in dendritic spines that accounts for receptors local interactions and geometrical organization. We report here that depending on the type of the spine, the residence time varies from one to five minutes. Moreover, we show that there exists transient organized structures, previously described as potential wells that can regulate the trafficking of AMPARs to dendritic spine: The simulation method developed here and the results suggest that AMPAR trafficking is regulated by transient structures.
1 free or confined Brownian motion [7] . Recently, superresolution light optical microscopy techniques for in vivo data [8, 9, 10, 11, 12] have allowed monitoring a large number of trajectories at the single-molecule level and at nanometer resolution. High confined density regions are generated by large potential wells (100s of nanometers) that sequester receptors [10, 12] . These potential wells were anticipated theoretically and use to describe receptor confinement in [13] (p.995) and [35] . In addition, fluctuations in the apparent diffusion coefficient reflect the changes in the local density of obstacles [15, 16, 17] . Classically, cell membranes are organized in local microdomains [18, 19] characterized by morphological and functional specificities. In neurons, prominent microdomains include dendritic spines and synapses, which play a major role in neuronal communication.
Because receptor density at a synapse determines the synaptic strength [1, 4] , it is essential to estimate their numbers and residence time inside a synapse. It was very difficult to access experimentally using FRAP (Fluorescent Recovery after Photobleaching) or stable Quantum Dots, the residence time of receptors at synapses or at the Post-Synaptic Density (PSD), due to the small size and the exact delimitation of these microdomains. The number of receptors has been estimated using coarse-grained models of receptor trafficking [20, 21] in idealized spine geometries. Our goal here is to compute the residence time of AMPA receptors in dendritic spines using short AMPA receptor trajectories, much shorter than the total residence time. We develop here a novel approach to compute from many short trajectories the global mean residence time in micrometer domains. This time depends singulary on geometrical parameters such as the neck radius for dendritic spines, as estimated in [22, 23] . The present analysis relies on simulations in empirical live cell images, which allow converting local biophysical information, extracted from a large amount of short-range trajectories, into numerical simulations of long-range trajectories. The method of extracting local biophysical properties uses the classical Smoluchowski approximation of the Langevin's equation. We simulate from the extracted stochastic equation, long trajectories for which the diffusion tensor and the local force are directly obtained from empirical data. Furthermore, to emphasize the applicability of our method, we show that AMPA receptor trafficking are affected by stable and/or transient potential wells. For example, we find that the presence of a potential well at the base of a dendritic spine can prevent receptors to enter into a dendritic spine and as soon as the potential well disappears, a large amount of AMPARs can enter through a dendritic spine neck up to the head. We propose that potential wells are structures that also modify the inward flux of receptors, a process that can regulate synaptic plasticity and should be added to the classical framework of lateral diffusion [24] .
Methods and theory
Before presenting the method of the stochastic simulations in empirical domains, we recall the stochastic equations that describe the motion of receptors.
The Langevin model for the neuronal receptors stochastic motion
The residence time of a stochastic receptor inside a neuronal microdomain cannot be directly obtained by averaging over short recorded trajectories, because they do not necessarily span the entire neuronal space. Moreover, longer trajectories obtained by other techniques (such as quantum dot) only provide a partial sampling of the space, which cannot be used to compute any probability of transition between different regions. Because there is no direct method to estimate the residence time of a receptor in a microdomain such as a dendritic spine, we now present a simulation approach, where the local biophysical properties are obtained from a large sampling of single particle data.
The physical model of a receptor motion on a homogenous surface is the Smoluchowski's limit of the Langevin equation. For a receptor moving on a two-dimensional surface, containing many impenetrable obstacles, the dynamics is generated by a diffusion coefficient D and a field of force −∇U
where w is the standard white noise. The field of force can also represent locally a drift. A zero flux boundary condition should be given on all obstacles, which leads cannot be simply expressed in the stochastic equation. Thus, to account for the local crowding organization, equation 1 is usually coarse-grained (see [17] ) aṡ
where the effective diffusion coefficient is D e (X) and can be computed in some cases, as a function of the intrinsic diffusion D [17] , density and geometry of obstacles. The effective diffusion coefficient can depend on the location X, while the friction coefficient γ remains a constant, as large obstacles contributing in slowing down the effective diffusion, should not affect the local physical properties of the diffusing particle. By using an ensemble of trajectories, it is possible to invert equation (1) and extract the local drift and the effective diffusion coefficient. The reconstruction of the field of forces and the diffusion coefficient is given by the formulas [25, 26, 27 ]
where · represents the average over the trajectories passing through point X at time t. The inversion procedure requires combining several independent trajectories passing through each point of the neuronal surface. Similarly, the two-dimensional membrane diffusion tensor is given by
For completeness, we shall now explain how the drift and the diffusion coefficient are extracted from empirical data.
Extraction of the local dynamics using non-parametric estimators
We use a dataset consisting of a large amount of short trajectories (5 points in average sampled every 50 ms) of AMPA receptors moving on neurons, described in [10] . These data consisted of a massive amount of trajectories generated by the sptPALM method applied to Hippocampal AMPARs cultured neurons [28] .
To extract the local receptor dynamics, we use the ensemble of points where the amount of trajectories falling into the neighborhood of each point was sufficient (around 200). These short trajectories cover only a very small fraction of the space and cannot be used directly to obtain estimate about transition properties between any given region of interest. We first reconstruct the diffusion coefficient and the drift according to the method described in [10] leading to the local drift b(X) and the diffusion tensor D(X) at position X (the value is given at a given resolution, which is the size of the squares S(X c , r) of side r and center at X c (Fig. 1A) ). We use the empirical approximation of relations (3)- (4): For a square S(x, r) centered at X of side r, when there are N(X, r) points of sampled trajectories y 1 , ..., y N falling into S(X, r), such that
, then we approximate the drift b(X, r) at position X by is classical empirical sum
As r goes to zero and N is fixed, the quality of the approximation increases. This is an optimal unbiased estimator. Similarly, we approximate the tensor σ ij (X, r) at position X and resolution r by
contains information about the local organization of the neuronal surface. In practice, the diffusion is isotropic and the diffusion tensor σ ij is proportional to the identity matrix. Other parametric estimators are presented in [12] .
Imaging analysis, spatial filtering and numerical discretization
Because the image resolution was lower than the one of the trajectories, we found several artifacts (due to the pixelization) that we resolve here using a spatial filtering. We will generate trajectories inside live microscopy empirical images using the stochastic approximation of equation (1) 
where b(X c ) and D(X c ) are the piecewise constant value of the drift and the diffusion coefficient at any point X ∈ S(X c , r). This discretization procedure of the space (neuronal dendrite) in small squares S(X c , r) generates local discontinuity and artificially non-connected regions, which we overcome using a sequence of spatial filters. A schematic summary of the algorithm is described in Fig. 1 . Construction of the spatial filter: small size of microdomains such as dendritic spines is reflected by the small amount of pixels dedicated to represent them (around 20 and 30). This small number creates an additional difficulty to simulate stochastic trajectories: indeed in a pixelized image, some pixels intersect the region Ω 0 not covered by experimental trajectories,at corners and in that case, switching from one pixel to another by a stochastic trajectory corresponds to a very unlikely jump, as it is a rare event. Consequently, the residence time falls into the class of escape problem [23, 26] . In that specific case, such trajectory is artificially restricted and the confinement time has no biological relevance. To avoid this confinement, we suppressed pixels surrounded by the ones in the ensemble Ω 0 or by those touching Ω (the pixel ensemble) at corners (see Fig. 2 ). This procedure consists in eliminating pixels as follows: A pixel of size r and coordinates (i, j) is suppressed when the four neighbors are in the ensemble Ω 0 . In that case, we replace the diffusion coefficient at the pixel by its local average
where D i,j (resp. b i,j ) is the discrete value of the diffusion tensor D(X) (resp. drift b(X)) in the pixel of two-dimensional coordinates (i, j). This procedure corresponds to running a low-pass filter that smooths out the diffusion coefficients and the drift term. Indeed, the procedure is a weighted average on the square centered at (i, j) and on the four adjacent squares given by
To simulate trajectories at each point of the dendrite image, we discretized equation 7 using the Euler's scheme:
6 where η is a two-dimensional normalized Gaussian variable and ∆t is the simulation time-step. In region Ω 0 not covered by experimental trajectories, we took the condition σ(X) = b(X) = 0. The simulated trajectories are reflected on the boundary ∂Ω of the pixel ensemble. We also added to the uncovered region the squares where the sampling was insufficient (< 15 points).
Reflecting procedure at a boundary and choice of the ideal time step
We shall describe here the procedure of reflection of a trajectory at the boundary. For two consecutive simulated points X(t) and X(t + ∆t), generated by equation (10), where X(t + ∆t) has crossed the boundary ∂Ω, the zero flux boundary condition leads to the Snell-Descartes reflection condition, where the reflection point X ′ (t + ∆t) is computed from X(t + ∆t) by
where n is the normal to ∂Ω at the boundary point P . The tangent component is unchanged. The time step for the simulation associated with equation (10) is chosen following the following empirical criteria: a simulated trajectory spends at least a mean time of 5∆t in an elementary square S(X, r). From equation (10) , using the condition
We obtain the following condition on ∆t
Thus we obtain for all squares S(X k , r),
Finally, we chose ∆t = min
We can now apply the method describe above to estimate the residence time of reconstructed stochastic trajectories in dendritic spines by simulating long trajectories from equation (1) and its approximation (7), starting inside the spine head until they reach the dendritic shaft.
Results

Residence time of AMPARs in dendritic spines
To estimate the residence time of AMPAR, we applied the procedure described in the Methods section. We first estimated the drift and diffusion coefficient and generated trajectories from the stochastic equation (1) . We selected dendritic spines geometry, applied the filtering procedure and then simulated long trajectories from the coarse-grained stochastic equation (7). We applied this procedure to Type I and Type II spines (Fig. 3A) , where the drift in the neck is inward and outward respectively. We found that the residence time depends on the spine geometry and the nature of the spine Fig. 3B -D: For Type I, we found a residence time of 81 s, while it is of the order of 279 s for Type II. To assess the contribution of the drift in the residence time, we performed simulations of pure Brownian trajectories by setting the drift component in the neck and in the PSD to zero. We found (Fig. 3E-G) that the mean residence time was around 180 s for both spine types. At this stage, we conclude that the excess of time for type II is due to the inward drift inside the neck and the internal potential well at the PSD.
Transient versus stable neuronal nanodomains
Receptor trajectories can be attracted by long range potential wells. The wells are of few hundreds of nanometer in size and their interaction energy is of few kT (less than 6 or between 8 to 10). To elucidate their nature, we decided to estimate the characteristics of the potential wells over time. We report now the characteristics of three potential wells. We observed over time two neighboring wells (Fig. 4A,B) : the first one is very stable and lasts more than one hour with small decay in energy, although there was some local spatial reorganization (Fig. 4C) . In contrast, the second neighboring one is very transient (Fig. 4A,B) . It is only located a few hundreds nanometers (700 nm) apart from the first one but it disappears in about 30 minutes. The changes are drastic both in size and energy. We conclude that potential wells can be very transient, but the underlying molecular structure is quite localized: when a potential well disappears, it does not affect another one located hundreds of nanometers apart.
Regulation of AMPAR entry into dendritic spines
Although the role of stable potential wells at synapses is to recruit and maintain receptors, the function of transient potential wells is still unclear. To address their possible role, we monitored over time a potential well located at the base of a dendritic spine (Fig. 5A-B) . The time lapse analysis of trajectories at the junction between the spine and dendritic shaft (Fig. 5C-D) revealed a region of high density at the base of the spine, which we identified as a stable potential over a period of 30 minutes. The characteristics of the well are given in Fig. 5E-F . Interestingly, as long as the potential well was deep enough (large energy barrier), dendritic trajectories could not penetrate from the dendrite to the spine. However, when the potential disappeared, we observed a large receptor influx inside the spine up to the spine head. This result suggests that the role of the wells is not only to retain receptors at the post-synaptic density as already shown in [10] , but for the wells located in the dendrite, to additionally prevent receptors from entering into microdomains such as dendritic spines.
Discussion
Constructing long-range trajectories based on local biophysical properties is now possible and the procedure consists in finding the drift and the diffusion tensor from massive trajectories filling the available space. We used here the Langevin's equation to extract the biophysical properties from data and then generated long-range trajectories that would resemble real and ideal trajectories. Trajectories are generated in a confocal image of a neuron that has been discretized. This discretization can create a distortion of the motion by making local cavities, which induce narrow passages that would retain receptors for arbitrarily long times [23, 29] . We thus filter these artificial cavities and generated trajectories with the parameters obtained from the original data. The present method described here is quite general. It allows computing the residence time of a trajectory from any domain of interest.
Residence time of AMPAR in dendritic spines
We estimated here the residence time of AMPARs in dendritic spines from superresolution data. This data allows computing the residence time of receptors in single dendritic spines, at the molecular resolution (single particle tracking), giving a higher precision compared to FRAP experiments. Indeed FRAP provides information at a population level for the fraction of mobile receptors. The time scale of diffusion in spine heads in the range 100-222 s [30] , which is comparable with the order reported here. Indeed, we noted that the mean time t 1/2 used to fit as a single exponential the FRAP data is precisely the mean residence time of a receptor in the associated structure [23] . The large disparity in the residence time of receptors in the spine depends not only on the geometry (see Supporting Information), but also on whether or not the spine contains an inward (Type I) of outward drift (Type II). An inward membrane drift, facilitating diffusion of membrane proteins into the spine was reported to be dependent on dynamin GTPase activity [31] . Dynamin GTPase activity produces a membrane drift facilitating the transport of membrane material from shaft to spine.
Regulation of fluxes in dendritic spines
Neuronal dendrites are organized in nanodomains that control the trafficking of key excitatory and inhibitory receptors [10, 11, 32, 12] . We showed here that some of these domains can be stable for a time scale of an hour and others can disappear at a time scale of tens of minutes. These nanodomains can be structured by potential wells that reflect the interaction of receptors with molecular partners. We reported here an example where a potential well regulates the flux of receptors at the base of a dendritic spine. A similar regulation restricting diffusion was previously reported [30] based on FRAP analysis: the regulation was described as imposed by a physical barrier at the neck of mature mushroom spines. We attributed here the restriction as a transient potential barrier possibly generated by local membrane reorganization due to molecular rearrangement. Such regulations make the two-dimensional spine surface a chemical compartment that can be isolated from the rest of the dendrite [33] . Interestingly, potential wells can appear either as isolated structures at the PSD inside a synapse [10] , or in clusters in the dendrite as shown in Figure 5 . These results open new questions about the nature, the dynamics and the regulation of the potential wells over time scale ranging from minutes to hours. The number of receptors inside the spine is a key component of the synaptic strength [1] , which is independent of the receptor subtypes [34] . This number depends on the residence time of moving receptors [20, 35] . In the two types of synapses (I and II), the residence time is quite different and controlled by different mechanisms (drift in opposite directions). Interestingly, the nature of the spines can change at a time scale of tens of minutes and a spine of type I can become type II or the converse [10] . The method developed here could in principle be applied to other areas such as virology or any field where the amount of recorded trajectories is large enough. The method could also be applied for three-dimensional cellular domains. However, additional information would be needed to reconstruct the three dimensional domain.
Supporting Information
We developed a software in Matlab (MathWorks) to analyze the data and to simulate stochastic trajectories on empirical domains. A detailed description of our reconstruction algorithm is described in the Methods section. The velocity map allows detecting specific features on the neuron, such as potential wells and properties of dendritic spines. (C) Sequential spatial filters (see Methods section for details) requires simulating AMPAR trajectories and recomputing local values of the drift and diffusion coefficient. Trajectories are simulated using an Euler's scheme for the stochastic equatioṅ X t = b(X t ) + 2D(X t )ẇ(t). Parameters are extracted from empirical trajectories. Long trajectories can now be generated on the empirical domain. A dendritic spine is pixelized: (A) image before reconstruction, (B) after suppression of the regions with less than 15 trajectories and of isolated regions and (C) after application of the low-pass filter (eq.9). The region Ω is in black and gray, Ω 0 in white, and the boundary ∂Ω (in red). 
