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First passage in a stochastic process may be influenced by the presence of an external confining
potential, as well as “stochastic resetting” in which the process is repeatedly reset back to its initial
position. Here we study the interplay between these two strategies, for a diffusing particle in an one-
dimensional trapping potential V (x), being randomly reset at a constant rate r. Stochastic resetting
has been of great interest as it is known to provide an ‘optimal rate’ (r∗) at which the mean first
passage time is a minimum. On the other hand an attractive potential also assists in first capture
process. Interestingly, we find that for a sufficiently strong external potential, the advantageous
optimal resetting rate vanishes (i.e. r∗ → 0). We derive a condition for this optimal resetting rate
vanishing transition, which is continuous. We study this problem for various functional forms of
V (x), some analytically, and the rest numerically. We find that the optimal rate r∗ vanishes with the
deviation from critical strength of the potential as a power law with an exponent β which appears
to be universal.
PACS number(s): 05.40.-a,02.50.-r,02.50.Ey
I. INTRODUCTION
Survival and first passage problems are of great in-
terest in stochastic process literature [1–3]. Such ques-
tions have been studied in theory of random walks [4–6],
polymer and interface kinetics [7–9], chemical reactions
[10, 11], diffusion in quenched flow fields [12, 13], algo-
rithmic problems [14], and biophysics [15–17]. In the
course of stochastic evolution of single or multi-particle
systems, first passage is said to occur when an event of
crucial interest happens for the first time. The distri-
bution of timescales of the first occurrence of the event,
as well as various cumulants of the distribution are of
interest [18]. The mean first passage time (MFPT) is
typically infinite for simple diffusive problems in open
geometry, but finite in case of closed geometries and in
the presence of spatially attractive potentials.
Recently Stochastic Resetting (SR) in stochastic pro-
cesses has become a topic of active research [19–37].
In SR problems, a stochastic process is repeatedly re-
turned to its initial position after random time inter-
vals. This ensures that the process does not drift off
very far from the initial position, and as a result a (non-
equilibrium) steady state is attained at large times. In
addition to this, the original stochastic process may
attempt a first passage event. A natural question is
whether SR assists or impedes the process of first cap-
ture. For simple diffusion with SR at a constant rate,
Evans and Majumdar [19] showed that the MFPT be-
comes finite – thus SR assists in first capture. More-
over there is an optimal resetting rate (ORR) at which
the MFPT is a minimum. Since then, this phenom-
ena has been studied in a variety of different scenarios
with different rules for resetting. The resetting time can
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be completely deterministic or taken from a power-law
distribution [21, 24]. Similarly, the rate may have an
explicit time [22, 23] or position [27] dependance. Op-
timality of such resetting processes have been studied
for multiple walkers [24, 25], and fluctuating interfaces
[31, 32]. For any process with constant resetting rate, it
has been shown that at ORR, variance of the first pas-
sage times equal to square of MFPT [34]. Furthermore
for more general SR time distributions, many universal
identities and inequalities have been derived [35].
We recall that for simple diffusion in one-dimension,
SR at constant rate produces an advantage, and an
ORR exists where MFPT is minimum. Can this advan-
tage be nullified? A simple way to do that is by intro-
ducing an additional attractive potential V (x) = kxn,
with k > 0 and n ∈ (0,∞), which drives the particle
towards the capture site at x = 0. There exists earlier
studies of SR in the presence of diverse external po-
tentials [28–30]. In the absence of a potential (i.e. for
n = 0), SR is advantageous. Similarly for any n > 0,
if the strength of the potential k → 0, it is as good as
a flat potential – hence SR helps towards first passage
as in the n = 0 case. On the other hand if k → ∞,
the particle would be driven to the origin by an enor-
mous advective force and first passage would happen
instantly – no amount of resetting or any other strat-
egy can make the first passage time any lower. But for
any finite k, it remains an open question whether SR
would still be a helpful strategy towards speedy first
passage. In this work we explore how the potential
competes with SR for dominance and beyond a critical
threshold strength, renders SR to be redundant. We
find that by tuning and increasing the strength k, ORR
can be made to vanish for k greater than a threshold
value kc(n). Thus in the presence of sufficiently strong
attractive potential, SR does not help in first capture
any more. In this paper, we study this ORR vanishing
transition, and find an universal behaviour in its vicin-
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2ity — ORR scales as ∼ (kc(n) − k)β for k < kc, with
β = 1 (independent of n). Following [11], we also study
the transition with reset followed by a stochastic time
overhead (with mean time 〈Ton〉), as would be expected
in a Michaelis-Menten reaction scheme (MMRS).
The idea of ORR vanishing transition is not entirely
new [11, 29]. Unlike our paper, where we vary the
strength of the potential, in [11], an ORR vanishing
transition was discussed by varying 〈Ton〉. The special
case of n = 1 has been independently studied in another
recent work [38].
In section II, we define the problem mathematically
and derive the condition which solves for the transition
point kc(n). Then we argue why an universal exponent
β = 1 is expected. In section III, we demonstrate these
facts through exact results for linear (n = 1), harmonic
(n = 2) and box (n→∞) potentials. In section IV, we
extend some of the results to the case of reset followed
by refractory period. In section V, we present a numer-
ical scheme to study the problem, and apply it to cases
of the cubic (n = 3) and quartic (n = 4) potentials, as
well as a potential which is a non-monotonic function
of x. We provide concluding remarks in section VI.
II. THE PROBLEM AND SOME GENERAL
RESULTS
We consider a diffusing particle (with diffusion con-
stant D) initially at x = x0, subject to an exter-
nal attractive potential V (x) = kxn with k > 0 and
n ∈ (0,∞). There is an absorbing boundary at x = 0.
Additionally the particle position is stochastically reset
back to x0 at a constant rate r. We are interested in the
first passage of the particle as a result of the interplay
of SR and the potential.
As is often done in first passage problems [18], one
may start with the backward differential Chapman-
Kolmogorov equation for the probability Q(x, t) of the
particle to survive till time t, starting from any initial
position x:
∂Q
∂t
= D
∂2Q
∂x2
− V ′(x)∂Q
∂x
− rQ+ rQ0, (1)
where Q ≡ Q(x, t), and Q0 ≡ Q(x0, t). Note that
for our problem, the spatial derivative of the poten-
tial V ′(x) = knxn−1, in the above equation. The initial
condition is Q(x, 0) = 1, and the absorbing boundary
condition is Q(0, t) = 0. Note that Q is finite, while its
spatial derivatives vanish as x→∞. On findingQ(x, t),
one may replace x by x0 (the particular specified initial
position) and solve for Q(x0, t).
Taking Laplace transformation with respect to t, and
defining q ≡ q(x, s) = ∫∞
0
dtQ(x, t)e−st, q0 ≡ q(x0, s),
and y(x, s) =
[
q(x, s)− rq0+1(r+s)
]
, from Eq. (1) we get the
following equation for the function y:
d2y
dx2
− nγxn−1 dy
dx
− α2y = 0. (2)
In the above equation, γ = k/D and α =
√
r + s/D.
The Eq. (2) is not easy to solve for general n, except
for some special cases. One general observation can be
made by converting the standard form of Eq. (2) to its
normal form, u
′′
+ f(x)u = 0, where y = ue
γ
2 x
n
and
f(x) = −α2 − n2γ2x2(n−1)4
[
1 − 2(n−1)nγxn
]
. Since f(x) < 0
for increasing x, it follows from Sturm’s theorem [39]
that u has atmost one zero. From this it follows that
y is a monotonically increasing function of x, between
y(0, s) = − rq0+1(r+s) and y(∞, s) = 0 (which follow from
initial conditions), without any zero crossing in be-
tween.
In any stochastic process with resetting, it has been
shown quite generally [34] that MFPT
〈Tr〉 = (1− F˜ (r))
rF˜ (r)
, (3)
where F˜ (s) is the Laplace transform of the first passage
probability distribution in the corresponding problem
‘without resetting’. For our problem F˜ (x, s) = 1 −
sq1(x, s), where q1(x, s) = Limr→0 q(x, s). Often 〈Tr〉
has a minimum at an ORR r = r∗, i.e. r∗ = {r|〈Tr∗〉 =
min〈Tr〉}. In the current problem, tuning the strength
k of the potential, it may be made to dominate over
SR and thus make ORR vanish, i.e. r∗ → 0. Near
the latter transition point, since r∗ would be small, one
may approximate MFPT in Eq. (3) as a series in r up
to O(r2) (see Appendix A for O(r3)):
〈Tr〉 = 〈T 〉 − r (σ
2 − 〈T 〉2)
2
+ r2(
1
6
〈T 3〉 − σ2〈T 〉). (4)
Here the various moments on the right of Eq. (4) are
for first passage times ‘without resetting’; similar ex-
pansions have been studied earlier [11, 34]. We note
that in the limit of small r∗, derivative of Eq. (4), i.e.
d〈Tr〉/dr|r=r∗ = 0 yields (see Appendix A):
r∗ =
1
4
(σ2 − 〈T 〉2)
( 16 〈T 3〉 − σ2〈T 〉)
. (5)
This would imply two things. Firstly, the ORR vanish-
ing transition (r∗ → 0), coincides with the condition
σ2 = 〈T 〉2, (6)
that is when ‘without resetting’, variance of first pas-
sage times due to the tuned potential attains the same
value as the square of the MFPT. This means that the
potential strength k = kc(n) at which the transition
happens, may be solved from Eq. (6). Secondly if r∗
vanishes continuously, the expression on the right of
Eq (5) is expected to scale as follows:
r∗ ∼ (kc(n)− k)β . (7)
If an analytic Taylor expansion of r∗ exists in (kc(n)−
k) with first term non-vanishing, we would expect the
exponent β = 1. We would see below that this appears
3to be true for all the potentials we consider. In what
follows, we would often use dimensionless counterparts
of k and r∗, namely K =
(
k
D
) 1
nx0 and z
∗2 = r∗x20/D.
In addition to a stochastic process (which for our case
is a random walk in a potential) and SR, in a chemical
MMRS, there is typically an inert period after reset,
with a mean time 〈Ton〉. The latter problem has been
studied generally in [10, 11, 34]. Yet with the aim of
deriving few exact results of our interest, we would note
few relevant formulas from those works. The MFPT is:
〈Tr〉 = (r〈Ton〉+ 1− F˜ (r))
rF˜ (r)
, (8)
and expanding this is small r near the transition (like
in Eq. (4)), we may set d〈Tr〉/dr|r=r∗ = 0, and obtain
(for small r∗):
r∗ =
1
4
(σ2 − 〈T 〉2 − 2〈Ton〉〈T 〉)
( 16 〈T 3〉 − σ2〈T 〉 − 12 〈Ton〉[σ2 − 〈T 〉2])
. (9)
The condition to locate the ORR vanishing transition
is then revised from Eq. (6) to the following:
σ2 = 〈T 〉2 + 2〈Ton〉〈T 〉. (10)
Again as noted in our discussion below Eq. (7), r∗ ∼
(kc − k).
We would proceed below to study some special values
of n analytically exactly, and a couple of others numer-
ically, to test our expectations in Eq. (6), Eq. (10), and
Eq. (7).
III. ANALYTICAL RESULTS FOR ORR
TRANSITION
1. Linear Potential (n = 1)
Substituting n = 1 in Eq. (2), we get the following:
d2y
dx2
− γ dy
dx
− α2y = 0, (11)
the general solution for which is
y(x, s) = A1e
(
γ
2 +
√
( γ2 )
2+α2
)
x +B1e
(
γ
2−
√
( γ2 )
2+α2
)
x.
(12)
The boundary conditions y(0, s) = − rq0+1(r+s) and
y(∞, s) = 0 fix A1 and B1, and give solution for y(x, s)
and hence q(x, s) as follows:
q(x, s) =
(
rq0 + 1
r + s
)[
1− e
(
γ
2−
√
( γ2 )
2+α2
)
x
]
. (13)
Using Eq. (13) or otherwise, without resetting (i.e. r =
0), F˜ (x0, s) = exp[
(
γ
2 −
√
(γ2 )
2 + α20
)
x0], where α0 =√
s
D . This leads to 〈T 〉 = −dF˜ds |s=0 = x0k , and 〈T 2〉 =
d2F˜
ds2 |s=0 = 〈T 〉2 + 2Dx0k3 . Then according to Eq. (6),
the ORR vanishing transition happens at a threshold
potential strength
kc =
2D
x0
. (14)
Note that arriving at the above result did not require
us to refer to the actual problem with resetting. But
we may also derive it by starting with the expression
for MFPT under SR (i.e. r > 0):
〈Tr〉 = q0(x0, s)|s=0 = 1
r
[
e
(√
( γ2 )
2+α20− γ2
)
x0 − 1
]
. (15)
As may be seen from Fig. (1a), the plot of 〈Tr〉 versus r
(following Eq. (15)) has a minimum at r = r∗(k) (ORR)
for k < kc, and for k ≥ kc ORR is zero. The value of
r∗ (for k < kc) may be obtained from the condition
d〈Tr〉/dr|r=r∗ = 0 which is a transcendental equation
as follows:
r∗x0
D
2
√
(γ2 )
2
+ r∗D
= 1− e( γ2−
√
( γ2 )
2+ r∗D )x0 (16)
In Fig. (2a), a dimensionless ORR z∗2 is plotted against
a dimensionless potential strength K = γx0 = kx0/D,
following Eq. (16) (see the solid line). We see that the
transition is at K = Kc = 2, i.e. kc = 2D/x0, as
we found in Eq. (14). In the vicinity of K = Kc, for
K ≤ Kc, using the moments 〈T 〉, 〈T 2〉, and 〈T 3〉 =
−d3F˜ds3 |s=0 = 12D
2x0
k5 +
6Dx20
k4 +
x30
k3 in Eq. (5), we get r∗
and hence
z∗2 =
r∗x20
D
=
3
2
(Kc −K). (17)
The above Eq. (17) may also be obtained from Eq. (16)
by expanding in small r∗ and (Kc − K). This exact
linearised form (plotted in Fig. (2a) as a dashed line)
shows that the exponent β = 1, as expected in Eq. (7).
2. Quadratic potential (n = 2)
For n = 2, Eq. (2) may be transformed by substi-
tuting x =
√
ξ/γ and y(x(ξ)) = w(ξ) to the familiar
Confluent Hypergeometric equation [39]:
ξ
d2w
dξ2
+ (c− ξ)dw
dξ
− aw = 0 (18)
with c = 1/2 and a = α2/4γ. The general solution in
terms of Confluent Hypergeometric function F1(a, c; ξ)
of first kind, is known. Transforming back to variable
x, we have the general solution:
y(x) = A2
[
F1
(
α2
4γ ,
1
2 ; γx
2
)
+ C2x
√
γF1
(
α2
4γ +
1
2 ,
3
2 ; γx
2
)]
(19)
Using the boundary condition y(∞, s) = 0 and
the known asymptotic form limx→∞ F1(a, c, x) =
41.0 3.0 5.0 7.0 9.0
r
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〈Tr〉
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FIG. 1: We show the variation of MFPT with resetting rate r for different k, in cases of (a) linear, (b) harmonic
and (c) box potential. We used x0 = 0.5, D = 0.5 in the exact expressions for MFPT derived in the text. As may
be seen, for k ≥ kc, ORR r∗ = 0.
Γ(c)
Γ(a)e
xxa−c [40], we get C2 = −2Γ
(
α2
4γ +
1
2
)
Γ
(
α2
4γ
) . The bound-
ary condition y(0, s) = − rq0+1(r+s) implies A2 = − rq0+1(r+s) .
Putting these together, we have
q(x, s) =
(
rq0 + 1
r + s
)[
1−G(x, s)
]
(20)
where
G =
[
F1
(
α2
4γ ;
1
2 ;
kx2
D
)
− 2Γ
(
α2
4γ +
1
2
)
Γ
(
α2
4γ
) x√γF1(α24γ + 12 ; 32 ; kx2D )].
(21)
Note that for the problem without resetting,
F˜ (x, s) = G(x, s)|r=0. One may proceed to get 〈T 〉 and
〈T 2〉 from F˜ , but since derivatives of Gamma functions
and Confluent hypergeometric functions with respect
to their indices would be involved, Eq. (6) for the loca-
tion of the transition point kc is given by a somewhat
cumbersome transcendental equation. Instead of treat-
ing that, we first derive the MFPT using Eq. (20) and
Eq. (21) for r > 0 as follows:
〈Tr〉 = q0(x0, s)|s=0 = 1
r
[
1
G(x0, s = 0)
− 1
]
. (22)
In Fig. (1b) we have plotted 〈Tr〉 against r following
Eq. (22), and we see that for k < kc, there is a mini-
mum at some r = r∗(k) > 0 (ORR). For k ≥ kc, ORR
is zero. Beyond this we proceed numerically. We find
the value of r∗(k) within accuracy of 10−6, and plot its
rescaled dimensionless counterpart z∗2 against dimen-
sionless potential strength K = x0
√
k/D in Fig. (2b).
This helps us locate kc (and Kc ' 0.7393) numerically.
In the subfigure Fig. (2c) we plot z∗2 versus (Kc −K)
in log-log scale for data values of K very close to Kc.
The expected power law with power β = 1 is shown.
3. Box potential (n =∞)
If we write k = k0/L
n, then potential V = k0(
x
L )
n.
Now taking the limit n→∞, we have V = 0 for x ≤ L
and V =∞ for x > L, which is a box potential. In this
limit, the modified form of the dimensionless potential
strength is limn→∞K =
(
k0
DLn
) 1
nx0 =
(
k0
D
) 1
n x0
L → x0L .
As L becomes smaller, the strength K rises, and the dif-
fusing particle is more effectively confined and assisted
towards the capture site x = 0. The analog of Eq. (2)
for this case is:
d2y
dx2
− α2y = 0, (23)
with the boundary conditions, y(0, s) = − rq0+1(r+s) and
∂y/∂x|x=L = 0. The general solution is y = A3eαx +
B3e
−αx, where A3 and B3 are fixed using the boundary
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K
0.5
1.5
2.5
z
*2
(b)
10
-3
10
-2
10
-1 Kc-K
10
-2
10
-1
10
0
z
*2
(c)
0.35 0.45 0.55
K
0.5
1.5
2.5
z
*2
(d)
FIG. 2: We show z∗2 = r∗x20/D versus K for (a) linear,
(b) harmonic and (d) box potentials respectively. The
Kc values are 2, (0.7393±0.0001) and 1− 1/
√
5
corresponding to n = 1, 2 and ∞. For the harmonic
case, we show in (c) the linearity in a log-log scale – a
solid line with power 1.0 is put against the data.
5conditions. This leads to:
q(x, s) =
(
rq0 + 1
r + s
)[
1− cosh(α(L− x))
cosh(αL)
]
. (24)
From Eq. (24) or otherwise, without SR, F˜ (x0, s) =
cosh(
√
s
D (L − x0))/ cosh(
√
s
DL). The latter implies
that 〈T 〉 = −dF˜ds |s=0 = x02D (2L − x0), and σ2 = 〈T 2〉 −
〈T 〉2 = [L4−(L−x0)4]6D2 . Substituting these in Eq. (6), we
see that the transition value of the potential is given by
5K2c − 10Kc + 4 = 0 ⇒ Kc = 1−
1√
5
. (25)
The other root in Eq. (25) is ignored as K ≤ 1.
The MFPT in this problem with SR is obtained from
Eq. (24) as follows:
〈Tr〉 = q0(x0, s)|s=0 = 1
r
[
cosh(
√
r
DL)
cosh(
√
r
D (L− x0))
− 1
]
.
(26)
In Fig. (1c) we plot 〈Tr〉 against r and see that the
minimum at r = r∗(k) > 0 for L > Lc, vanishes for
L ≤ Lc. The exact expression for the r∗ (ORR for
K < Kc) is given by d〈Tr〉/dr|r=r∗ = 0 which lead to
the following transcendental equation:(
L sinh
(√r∗
D
L
)− (L− x0) tanh (√r∗
D
(L− x0)
)
cosh
(√r∗
D
L
))
=
2
√
D√
r∗
(
cosh
(√r∗
D
L
)− cosh (√r∗
D
(L− x0)
))
.
(27)
In Fig. (2d) we plot z∗2 against K (see solid line)
following Eq. (27). The ORR vanishes at K =
Kc given by Eq. (25). In the limit of K → Kc,
Eq.(5) yields r∗, using the moments 〈T 〉, 〈T 2〉, and
〈T 3〉 = 〈T 〉[61L4 − 14L2(L− x0)2 + (L− x0)4]/60D2.
This leads to
z∗2 =
75(3
√
5− 5)
4
(Kc −K). (28)
The above exact linear form indicative of exponent β =
1, is shown as a dashed line in Fig. (2d).
IV. ANALYTICAL RESULTS FOR ORR
TRANSITION WITH STOCHASTIC TIME
OVERHEAD
In many stochastic processes with reseting, there may
be a finite refractory period (with a mean 〈Ton〉), as was
discussed in the context of MMRS [11]. In this section
we discuss, how ORR vanishes on varying the potential
strength k, for 〈Ton〉 6= 0. The mean first passage time is
given by Eq.(8). The ORR is obtained by the condition
d〈Tr〉/dr|r=r∗ = 0 which gives [11]:
r∗(1 + r∗〈Ton〉)∂F˜ (r)
∂r
|r=r∗ = F˜ (r∗)(F˜ (r∗)− 1) (29)
0.30 0.80 1.30
K
0.4
0.8
1.2
z
*2
(a)
0.25 0.35 0.45
K
0.4
0.8
1.2
z
*2
(b)
FIG. 3: We show z∗2 vs. K for linear potential and box
potentials with 〈Ton〉 = 0.1. The exact Kc values are
respectively, 1.3117 and 0.4535 obtained from equations
in the text.
Furthermore, the ORR vanishing condition is given by
Eq. (10). Thus apart from expression of r∗ for K < Kc
(given by Eq. (29)), in the following we find the exact
expressions of Kc and small expansions of r∗ in terms
of (Kc − K) (using Eqs. (10) and (9)), for n = 1 and
n =∞.
For the linear potential (n = 1), using F˜ (r) =
e
(
γ
2−
√
( γ2 )
2+ rD
)
x0 from section III 1 in Eq. (29) we find
r∗ and hence z∗2 as a function of K. A plot of this
is shown in Fig.(3a) (solid line) for 〈Ton〉 = 0.1. Then
substituting the necessary moments (from section III 1)
in Eq. (10), we find the exact transition point
Kc =
4
1 +
√
1 + 16D〈Ton〉/x20
, (30)
which now depends on 〈Ton〉 and is < 2 for any 〈Ton〉 >
0. Using the moments again in Eq. 9, we have
z∗2 =
[
3(x40 + 4Dx
2
0Kc〈Ton〉) (Kc −K)
2(x40 + 6Dx
2
0Kc〈Ton〉+ 6D2K2c 〈Ton〉2)
]
, (31)
for small r∗ near Kc indicating β = 1.
Similarly for the box potential (n = ∞), using the
function F˜ (r) = cosh(
√
r
D (L− x0))/cosh(
√
r
DL) (from
section III 3) in Eq. (29) we may obtain z∗2 versus K.
For 〈Ton〉 = 0.1 a plot of this is shown in Fig.(3b) (solid
line). Again the relevant moments (from section III 3)
substituted in Eqs.(10) gives,
Kc =
4
5 +
√
5 + 48D〈Ton〉/x20
, (32)
which is < (1 − 1/√5) for any 〈Ton〉 > 0. Moreover as
K → Kc, Eq. 9 gives the linear form (with β = 1) for
z∗2 =
[
30x40Kc(4−5Kc) (Kc−K)
x40(11(1−Kc)4+6(1−Kc)2−1)−72D2〈Ton〉2K4c
]
,
(33)
which is shown as a dashed line in Fig.(3b).
6V. NUMERICAL STUDY OF ORR
TRANSITION IN GENERAL POTENTIAL V (x)
Since analytical solutions are often difficult to find
in case of arbitrary potentials V (x), here we develop a
numerical method to study the problem of ORR tran-
sition in such situations. The aim will be to obtain
〈Tr〉 numerically first as a function of r, and then lo-
cate its minimum (r∗) for a given potential strength.
Then one may vary the potential strength and study
the corresponding variation and vanishing of r∗. While
〈Tr〉 may be obtained using kinetic Monte-Carlo sim-
ulations [41], that would typically have relatively high
statistical fluctuations. Instead here we use a technique
which is independent of statistical fluctuations.
We note that 〈Tr〉 = q(x0, s)|s=0. In section II,
we discussed that the Laplace transform of the sur-
vival probability q(x0, s) is related to another func-
tion y(x0, s) = q(x0, s) + y(0, s), where y(0, s) =
− rq(x0,s)+1(r+s) . One knows the differential equation sat-
isfied by y(x, s) (namely Eq. (2) for V (x) = kxn) but
its numerical solution is not straight forward, since
its boundary condition y(0, s) actually depends on the
unknown q(x0, s) which we seek to find. This prob-
lem is avoided by studying instead a scaled function,
y˜(x, s) = y(x, s)/y(0, s), which has simpler boundary
conditions y˜(0, s) = 1 and y˜(∞, s) = 0 and satisfies the
following equation:
d2y˜
dx2
=
V
′
(x)
D
dy˜
dx
+
(r + s)
D
y˜ (34)
We solve this differential Eq. (34) using NDSolve
technique in Mathematica which includes Explic-
itRungeKutta method to obtain y˜(x, s). Since q(x0, s) =
(y˜(x0, s)− 1)y(0, s), we obtain
q(x0, s) =
1− y˜(x0, s)
s+ ry˜(x0, s)
. (35)
Thus the knowledge of the numerically determined
y˜(x0, s)|s=0 finally gives us the desired mean first pas-
sage time
〈Tr〉 = q(x0, s)|s=0 = 1− y˜(x0, 0)
ry˜(x0, 0)
. (36)
Sturm’s theorem discussed in section II ensures that
y(x0, 0) (and hence y˜(x0, 0)) is non-zero for finite x0,
and Eq.(36) is therefore well defined. We checked the
reliability of this technique by matching the exactly
known 〈Tr〉 (for Linear and Harmonic potentials from
Eqs. (15) and (22)) to the numerically obtained 〈Tr〉
up to accuracy of 10−8. This precision of 〈Tr〉 corre-
sponded to our choice of discrete step-size of 10−4 for
variation of resetting rate r. Thus all our answers below
for values of r∗ are limited by this precision. We ap-
ply the numerical method below to study few different
potentials.
Cubic (kx3) and Quartic (kx4) potentials: For a
chosen initial point x0 = 0.5 and diffusion constant
10
-3
10
-2
10
-1
10
0
10
-2
10
-1
10
0
Kc-K
z
*2
(a)
10
-3
10
-2
10
-1
10
0
10
-2
10
-1
10
0
Kc-K
z
*2
(b)
FIG. 4: We show z∗2 vs. K for cubic power and
quadratic potentials. The numerical Kc values are
respectively 0.6006± 0.0001 and 0.5597± 0.0001.
D = 0.5, we obtain 〈Tr〉 as a function of r, and the
corresponding optimal point r∗ for a given k. Note that
although r∗ and the value of k = kc where r∗ vanishes
depends on x0 andD, we express our results in terms di-
mensionless quantities z∗2 and K which are supposed to
be universal. For the cubic case, with K =
(
k
D
) 1
3x0 we
find that Kc = 0.6006±0.0001. In Fig. (4a), we plot z∗2
against (Kc −K) in log-log plot and find a linear form
valid over a couple of decades. For the quartic potential,
with K =
(
k
D
) 1
4x0 we find that Kc = 0.5597 ± 0.0001.
In Fig. (4b), we plot z∗2 against (Kc−K) in log-log plot
and find a linear form confirming again that β = 1.
All the analytical and numerical results for various
powers n of the power law potential V (x) may be sum-
marised in Table (I). We see that Kc(n) decreases with
n and saturates as n→∞.
Power n Kc =
(
kc
D
) 1
n x0
1 2
2 0.7393±0.0001
3 0.6006±0.0001
4 0.5597±0.0001
∞ x0
Lc
= 1− 1√
5
' 0.5528
TABLE I: The table contains Kc with power n.
A non-monotonic quartic potential: In this part we
study 〈Tr〉 vs r for a one-dimensional potential whose
behavior is somewhat different from the ones studied
so far. The potential V (x) = − b2 + b2 (1 − x2)2 has a
minimum at x = xmin = 1 and is plotted in Fig. (5a)
for various values of the parameter b. By increasing b,
one may increase the depth ∆V = b/2 of the poten-
tial. For x > xmin, the potential being attractive helps
the Brownian particle reach the absorbing site (x = 0),
while for x < xmin, a barrier resists approach towards
x = 0. Chemical reactions are often visualised as bar-
rier crossing processes where the rate of reaction is the
rate of first passage over the barrier. The current poten-
tial is motivated by such processes. We are interested
how SR can influence such barrier crossing.
7b < bc
b = bc
b > bc
0.2 0.6 1.0 1.4 1.8
x
0.2
0.1
0.0
-0.1
-0.2
V(x)
(a)
10
-3
10
-2
10
-1 bc-b
10
-2
10
-1
10
0
r*
(b)
FIG. 5: We show in (a) the variation V (x) with x for
various values of b. The curves are for b = 0.1696,
bc = 0.3392, and b = 0.5088. In (b) a log-log graph is
shown for r∗ vs. bc − b. Here D = 1 and x0 = 1. A line
with power 1 is in good agreement with the data.
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FIG. 6: We show r∗ vs. x0 for different values of
b = 0.1696, bc = 0.3392, and b = 0.5088. The
corresponding x0c values are 1.06, 1.0, and 0.96,
respectively.
In this problem we vary the parameter b so as to
simultaneously increase the depth of the potential well,
and also make it steeper for x > xmin. For b = 0,
to start with, we have a finite ORR (r∗) where 〈Tr〉
has a minimum, for an initial location and reset point
x0 = xmin. The curiosity is to see that for the same
x0, with increasing b > 0, whether the ORR vanishes
at some cutoff depth b = bc, even when a barrier is
present. Also for any fixed b, we study how the ORR
vanishing behaves as a function of x0.
Using the numerical method discussed in this section,
we find 〈Tr〉 for this problem with x0 = 1 and D = 1,
and find that r∗ reduces with increasing b and vanishes
for b ≥ bc = 0.3392 ± 0.0001. Thus even in the pres-
ence of a resisting barrier, the rising steepness of poten-
tial (for x > xmin) supersede its effect, and makes the
advantage of resetting redundant beyond a point. In
Fig. (5b), we plot r∗ versus (bc− b) in log-log scale, and
find a linear behaviour indicating the exponent β = 1.
For b > bc, although there is no resetting advantage
if reset point is x0 = 1, if one has a reset to a nearer
point to the absorbing site there is still advantage. Sim-
ilarly for b < bc, the resetting advantage persists up to
reset points x0 > 1. These are quantitatively shown
in Fig. (6) – we see that ORR vanishing happens at
x0c < 1 for b > bc and at x0c > 1 for b < bc.
VI. DISCUSSION
A variety of first-passage processes in nature are
guided by external fields. Examples include bacterial
cells performing run and tumble in presence of a spa-
tial gradient of nutrients [42], or, the movement of the
spindle microtubules towards the chromosomes guided
by a bio-chemical gradient [43]. Such examples serve
as a motivation for studying stochastic processes un-
der bias. On the other hand SR is known to serve as
an optimal strategy for first capture processes. In this
paper we have studied few toy examples in which exter-
nal bias competes with events of SR. We have obtained
conditions under which the the advantage achieved by
SR is annulled by the growing strength of the bias.
Here we have studied it systematically as a function
of varying strength of a potential, that competes with
SR at a constant rate. For a sufficiently strong poten-
tial, i.e. k ≥ kc, the ORR vanishes. We derived the
condition of transition, dependent on the moments of
first passage time without resetting (Eq. (6)). Thus
as the potential grows stronger and drives the particle
more efficiently towards the capture site at origin, the
fluctuations in first passage time characterised by σ2
decreases until it matches the square of MFPT 〈T 〉2.
Beyond that point, SR ceases to be of any extra assis-
tance to the capture process. For processes with reset
followed by a stochastic time overhead, we show that
the condition of transition is generalised to Eq. (10).
Thus there is a limit to the advantage in first capture
through SR, which is set by the degree to which a sys-
tem is biased towards capture by an external force.
Related to the general results discussed above, we
have several specific observations. The non-dimensional
critical potential strength Kc varies monotonically with
n and reaches a constant value as n→∞ (Table I, sec-
tion V). Also we observed that in the presence of finite
refractory period (〈Ton〉 > 0), the values of Kc reduce
in comparison to the cases with zero refractory period
(section IV). The exponent associated with the power
law form of vanishing r∗ appears quite universally to
be β = 1, owing to the ubiquitous analytic dependence
of r∗ on K. We derive explicit analytic forms, both
in the absence and presence of refractory period, for
n = 1 and n = ∞. For n = 2 our analysis is mostly
analytical. For n = 3 and 4 we obtain the results by
numerically solving the relevant differential equations
to a high degree of accuracy. The numerical method
is applicable to any n an in fact to any arbitrary po-
tential whose first derivative exists. As an example, we
studied a non-monotonic potential with a barrier near
the origin. We find that as a function of the depth of
the potential, the ORR vanishes at and above a critical
depth and the associated exponent β = 1.
We believe that the transition studied in this paper
and its mathematical criteria would be of general in-
8terest. The numerical method that we developed could
be useful in studying other similar problems related to
first capture processes.
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Appendix A: Detailed derivation of Eq. (4)
Starting from Eq. (3) if we Taylor expand function
F˜ (r) about point r = 0, we have
〈Tr〉 = 1
r
[
1− (F˜ (0) + r ∂F˜∂r |r=0 + r22! ∂2F˜∂r2 |r=0 + r33! ∂3F˜∂r3 |r=0 +O(r4) . . . )
F˜ (0) + r ∂F˜∂r |r=0 + r
2
2!
∂2F˜
∂r2 |r=0 + r
3
3!
∂3F˜
∂r3 |r=0 +O(r4) . . .
]
, (A1)
Here F˜ (0) = 1, 〈T 〉 = −∂F˜∂r |r=0, 〈T 2〉 = ∂
2F˜
∂r2 |r=0,
〈T 3〉 = −∂3F˜∂r3 |r=0 and so on. Hence in terms of the
different moments we may rewrite the MFPT as
〈Tr〉 =
[ 〈T 〉 − r2! 〈T 2〉+ r23! 〈T 3〉 − r34! 〈T 4〉+O(r4) . . .
1− r〈T 〉+ r22! 〈T 2〉 − r
3
3! 〈T 3〉+O(r4) . . .
]
.
(A2)
Binomial expansion of the denominator in Eq. (A2)
leads to
〈Tr〉 = 〈T 〉 − r
( 〈T 2〉
2
− 〈T 〉2
)
+ r2
(
1
6
〈T 3〉+ 〈T 〉3 − 〈T 〉〈T 2〉
)
+ r3
(
− 〈T
4〉
4!
+
〈T 3〉〈T 〉
3
+
〈T 2〉2
4
− 3〈T
2〉〈T 〉
2
+ 〈T 〉4
)
+ O(r4) . . .
(A3)
To obtain the optimal resetting rate r∗, we take a
derivative of Eq. (A3) and set d〈Tr〉/dr|r=r∗ = 0. This
leads to a quadratic equation for r∗:
cr2∗ + 2br∗ + a = 0, (A4)
where a, b and c are given by
a = −
(
σ2 − 〈T 〉2
2
)
.
b =
(
1
6
〈T 3〉 − σ2〈T 〉
)
;
c = 3
(
− 〈T
4〉
4!
+
〈T 3〉〈T 〉
3
+
〈T 2〉2
4
− 3〈T
2〉〈T 〉
2
+ 〈T 〉4
)
.
(A5)
The solution of Eq. (A4) is r∗ =
−b±√b2 − ac
c
. In
the immediate neighbourhood of the transition point,
as a→ 0, the value of r∗ may be approximated as:
r∗ ≈ −b
c
± b
c
(
1− ac
2b2
)
= − a
2b
, for the positive root. (A6)
The above equation is same as Eq. (5) in the main text.
Furthermore, Eq. (6) for ORR transition point is ob-
tained by setting a = 0.
[1] S. N. Majumdar, Current Science 77, 370 (1999).
[2] S. Redner, A Guide to First-Passage Processes (Cam-
bridge University Press, 2001).
[3] M. Ralf, R. Sidney, and O. Gleb, First-passage Phe-
nomena And Their Applications (World Scientific Pub-
lishing Company, 2014).
[4] M. A. Lomholt, K. Tal, R. Metzler, and K. Joseph,
Proc. Natl. Acad. Sci. 105, 11055 (2008).
[5] O. Be´nichou, C. Loverdo, M. Moreau, and R. Voituriez,
Rev. Mod. Phys. 83, 81 (2011).
[6] A. J. Bray, S. N. Majumdar, and G. Schehr, Adv. Phys.
62, 225 (2013).
[7] J. Krug, H. Kallabis, S. N. Majumdar, S. J. Cornell,
A. J. Bray, and C. Sire, Phys. Rev. E 56, 2702 (1997).
[8] S. N. Majumdar and D. Das, Phys. Rev. E 71, 036129
(2005).
[9] D. Das and S. Sabhapandit, Phys. Rev. Lett. 101,
188301 (2008).
[10] S. Reuveni, M. Urbakh, and J. Klafter, Proc. Natl.
Acad. Sci. 111, 4391 (2014).
[11] T. Rotbart, S. Reuveni, and M. Urbakh, Phys. Rev. E
92, 060101 (2015).
[12] S. N. Majumdar, Phys. Rev. E 68, 050101 (2003).
[13] S. Roy and D. Das, Phys. Rev. E 73, 026106 (2006).
[14] A. Montanari and R. Zecchina, Phys. Rev. Lett. 88,
178701 (2002).
[15] T. Chou and M. R. D’Orsogna, in First-Passage
Phenomena and Their Applications (World Scientific,
2014) pp. 306–345.
[16] E. Rolda´n, A. Lisica, D. Sa´nchez-Taltavull, and S. W.
Grill, Phys. Rev. E 93, 062411 (2016).
[17] J. J. Parmar, D. Das, and R. Padinhateeri, Nucleic
Acids Res. 44, 1630 (2016).
[18] C. Gardiner, Handbook of Stochastic Methods for
Physics, Chemistry, and the Natural Sciences, Springer
complexity (Springer, 2004).
[19] M. R. Evans and S. N. Majumdar, Phys. Rev. Lett.
106, 160601 (2011).
[20] L. Kusmierz, S. N. Majumdar, S. Sabhapandit, and
G. Schehr, Phys. Rev. Lett. 113, 220602 (2014).
9[21] A. Nagar and S. Gupta, Phys. Rev. E 93, 060102
(2016).
[22] A. Pal, A. Kundu, and M. R. Evans, J. Phys. A 49,
225001 (2016).
[23] V. P. Shkilev, Phys. Rev. E 96, 012126 (2017).
[24] U. Bhat, C. D. Bacco, and S. Redner, J. Stat. Mech.
Theor. Exp. 2016, 083401 (2016).
[25] S. N. Majumdar, S. Sabhapandit, and G. Schehr, Phys.
Rev. E 91, 052131 (2015).
[26] J. M. Meylahn, S. Sabhapandit, and H. Touchette,
Phys. Rev. E 92, 062148 (2015).
[27] M. R. Evans and S. N. Majumdar, J. Phys. A 44,
435001 (2011).
[28] A. Pal, Phys. Rev. E 91, 012113 (2015).
[29] C. Christou and A. Schadschneider, J. Phys. A 48,
285003 (2015).
[30] E. Rolda´n and S. Gupta, Phys. Rev. E 96, 022130
(2017).
[31] S. Gupta, S. N. Majumdar, and G. Schehr, Phys. Rev.
Lett. 112, 220601 (2014).
[32] S. Gupta and A. Nagar, J. Phys. A 49, 445001 (2016).
[33] A. Chechkin and I. M. Sokolov, Phys. Rev. Lett. 121,
050601 (2018).
[34] S. Reuveni, Phys. Rev. Lett. 116, 170601 (2016).
[35] A. Pal and S. Reuveni, Phys. Rev. Lett. 118, 030603
(2017).
[36] A. Pal, I. Eliazar, and S. Reuveni, Phys. Rev. Lett.
122, 020602 (2019).
[37] T. Robin, S. Reuveni, and M. Urbakh, Nature Com-
munications 9, 2041 (2018).
[38] S. Ray, D. Mondal, and S. Reuveni, (2018),
arXiv:1811.08239.
[39] G. F. Simmons, Differential equations with applications
and historical notes (CRC Press, 2016).
[40] Y. L. Luke, Special functions and their approximations,
Vol. 1 (Academic press, 1969).
[41] D. T. Gillespie, The Journal of Physical Chemistry 81,
2340 (1977).
[42] R. M. Macnab and D. E. Koshland, Proc. Natl. Acad.
Sci. 69, 2509 (1972).
[43] P. R. Clarke and C. Zhang, Nature Reviews Molecular
Cell Biology 9, 464 (2008).
