Particle-based stochastic reaction-diffusion (PBSRD) models are a popular approach for studying biological systems involving both noise in the reaction process and diffusive transport. In this work we derive coarse-grained deterministic partial integro-differential equation (PIDE) models that provide a mean field approximation to the volume reactivity PBSRD model, a model commonly used for studying cellular processes. We formulate a weak measure-valued stochastic process (MVSP) representation for the volume reactivity PBSRD model, demonstrating for a simplified but representative system that it is consistent with the commonly used Doi Fock Space representation of the corresponding forward equation. We then prove the convergence of the general volume reactivity model MVSP to the mean field PIDEs in the large-population (i.e. thermodynamic) limit.
Introduction
The dynamics of many biological processes rely on an interplay between spatial transport and chemical reaction. At the scale of a single cell, experiments have demonstrated that many such processes have stochastic dynamics. Particle-based stochastic reaction-diffusion (PBSRD) models are a widely used approach for studying such processes, explicitly modeling the diffusion of, and reactions between, individual molecules. PBSRD models are appropriate for studying chemical systems in cells containing up to hundreds of thousands to millions of molecules, over timescales of days. They are more macroscopic descriptions than millisecond-timescale quantum mechanical or molecular dynamics models of a few molecules [S09] , but more microscopic descriptions than deterministic 3D reaction-diffusion PDEs for the average concentration of each species of molecule. One PBSRD model that has been widely used to study biological processes is the volume reactivity (VR) model of Doi [TS67, D76a, D76b] . In this model positions of individual molecules are typically represented as points undergoing Brownian motion. Bimolecular reactions between two reactant molecules occur with a probability per unit time based on their current positions [D76a, D76b] . Unimolecular reactions are typically assumed to represent internal processes, and as such are modeled as occurring with exponentially distributed times based on a specified reaction-rate constant.
Due to their mathematical complexity and high dimensionality, PBSRD models are almost entirely studied by Monte Carlo simulation approximating the underlying stochastic process of molecules diffusing and reacting. The computational expense of such methods can greatly limit the size of chemical systems (in each of number of molecules, number of reactions, or physical domain size) that can be studied. One approach to overcoming this challenge is to use more coarse-grained mathematical models that accurately capture the dynamics of the underlying PBSRD model in appropriate physical regimes. Deterministic and stochastic partial differential equation (PDE/SPDE) models are often postulated as coarse-grainings of PBSRD models in certain large-population or thermodynamic limits where the population size becomes unbounded but species concentrations are held fixed. However, for the PBSRD models commonly used in biological modeling, e.g. the VR model and the contact reactivity model, there is limited rigorous work identifying and proving the existence of such deterministic coarse-grained limits (i.e. law of large numbers).
To facilitate the development of rigorous coarse-grainings of PBSRD models, our work begins with formulating the dynamics of the diffusing and reacting molecules as measure-valued stochastic processes (MVSPs). These processes describe the evolution of the concentration fields of each chemical species as a sum of δ functions in each molecule's position. A weak formulation of the dynamics of these processes is then derived, = (Q i t , p i ). We now formulate our representation for the (number) concentration, equivalently number density, fields of each species. Let E be a complete metric space and M (E) the collection of measures on E. For f : E → R and µ ∈ M (E), define
We will frequently have E = R d . In this case we omit the subscript E and simply write f, µ . For each t ≥ 0, we define the concentration of particles in the system at time t by the distribution
where N (t) = 1, ν t P represents the stochastic process for the total number of particles at time t. To investigate the behavior of different type of particles, we denote the marginal distribution on the jth type, i.e. the concentration field for species j, by ν j t (·) = ν t (· × {S j }), a distribution on R d . N j (t) = 1, ν j t will similarly label the total number of particles of type S j at time t. In addition to having notations for representing particle concentration fields, we will also often make use of state vectors for all particles in the system. Denote by H(ν t ) = (Q σ1(1) t , S 1 ), · · · , (Q σ1(N1(t)) t , S 1 ), · · · · · · , (Q σJ (1) t , S r ), · · · , (Q σJ (NJ (t)) t , S J ), 0, 0, · · · (2.1) a state vector of the full particle system. Here, for each type j = 1, . . . , J, the particle index maps {σ j (k)} Nj (t) k=1 encode an ordering for particles of species j, Q σj (1) · · · Q σj (Nj (t)) , arising from an (assumed) underlying ordering on R d . H i (ν t ) ∈P will label the ith entry of the vector H(ν t ). We denote by
, · · · , Q σj (Nj (t)) t , 0, 0, · · · (2.2) an analogous position-only state vector for type j particles, with H i Q (ν j t ) ∈ R d labeling the ith entry in H Q (ν j t ). With the preceding definitions, we last introduce a system of notation to encode reactant and particle positions and configurations that are needed to later specify reaction processes.
Definition 2.1. For reaction R ℓ , define the reactant index space
1 , · · · , i (1) α ℓ1 , · · · , i (J) 1 , · · · , i (J) α ℓJ ) | i (j) r ∈ N\{0}, for all 1 ≤ j ≤ J, 1 ≤ r ≤ α ℓj } = (N \ {0}) |α (ℓ) | .
In describing the dynamics of ν t , we will sample vectors containing the indices of the specific reactant particles participating in a single ℓ-type reaction from I (ℓ) . For i ∈ I (ℓ) a particular sampled set of reactant indices, i (j) r ∈ i will label the rth sampled index of species type j. Note that when α ℓj = 0 species j is not a reactant for the ℓth reaction, and hence there will be no indices for particles of species j within any i ∈ I (ℓ) .
Definition 2.2. For reaction R ℓ , similar to our definition of I (ℓ) , we define the reactant position space be the corresponding volume form on X (ℓ) , which also naturally defines an associated Lebesgue measure.
Definition 2.3. For reaction R ℓ withL + 1 ≤ ℓ ≤ L, i.e. having at least one product particle, define the product position space
Analogous to Definition 2.1, when β ℓj = 0 species j is not a product for the ℓth reaction, and hence there will be no indices for particles of species j within the product position space. For y ∈ Y (ℓ) a sampled product position configuration for one individual R ℓ reaction, y When reactants with indices i in particle distribution ν are chosen to undergo a reaction of type ℓ, P (ℓ) (ν, i) then gives the vector of the corresponding reactant particles' positions. Note, for simplicity of notation, in the remainder we will sometimes evaluate P (ℓ) with inconsistent particle distributions and index vectors. In all such expressions other terms will be zero so that this inconsistency does not matter.
Definition 2.5. For reaction R ℓ , particle distribution ν = J j=1 ν j δ Sj ∈ M (P ) and i ∈ I (ℓ) , define the effective reactant index sampling space Ω (ℓ) (ν) ⊂ I (ℓ) as
Definition 2.6. For reaction R ℓ and particle distribution ν = J j=1 ν j δ Sj ∈ M (P ) , define the ℓth reactant measure mapping λ (ℓ) 
Definition 2.7. For reaction R ℓ , define a subspaceX (ℓ) ⊂ X (ℓ) by removing all particle reactant position vectors in X (ℓ) for which two particles of the same species have the same position. That is
k for some 1 ≤ j ≤ J, 1 ≤ k = r ≤ α ℓj }.
Generator and process level description
Let us consider the time evolution of the process ν ζ t = N ζ (t) i=1 δQi t which gives the spatial distribution of all particles (i.e. number density or concentration). Here N ζ (t) = 1, ν ζ t P denotes the total number of particles at time t and ζ = ( 1 γ , η) is a two-vector consisting of a scaling parameter, γ, and a displacement range parameter, η. In the large population limit we consider γ plays the role of a system size, and is considered to be large (e.g. Avogadro's number, or in bounded domains the product of Avogadro's number and the domain volume) [DK15] . On the other hand, η is a regularizing parameter allowing us to be able to consider and rigorously handle delta-function placement measures for reaction products (a common choice in many PBSRD simulation methods). We will further clarify these parameters later on, focusing on the (large-population) limit that γ → ∞ and η → 0 jointly, denoted as ζ → 0.
To formulate the process-level model, it is necessary to specify more concretely the reaction process between individual particles. For reaction R ℓ , denote by K γ ℓ (x) the rate (i.e. probability per time) that reactant particles with positions x ∈ X (ℓ) react. As described in the next section, we assume this rate function has a specific scaling dependence on γ. Let m η ℓ (y | x) be the placement measure when the reactants at positions x ∈ X (ℓ) react and generate products at positions y ∈ Y (ℓ) . We assume this placement measure depends on the displacement range parameter η.
Stochastic particle dynamics involve both diffusive motion and chemical reactions. In describing particle motion we will make use of {W n t } n∈N+ , a countable collection of standard independent Brownian motions in R d . To describe a reaction R ℓ with no products, i.e. 1 ≤ ℓ ≤L, we associate with it a Poisson point measure dN ℓ (s, i, θ) on R + × I (ℓ) × R + . Here i ∈ I (ℓ) gives the sampled reactant configuration, with i (j) r labeling the rth sampled index of species j. The corresponding intensity measure of dN ℓ is given by
dθ. Analogously, for each reaction R ℓ with products, i.e.
Here i ∈ I (ℓ) gives the sampled reactant configuration, with i (j) r labeling the rth sampled index of species j. y ∈ Y (ℓ) gives the sampled product configuration, with y (j) r labeling the sampled position for the rth newly created particle of species j. The corresponding intensity measure is given by
dy dθ 1 dθ 2 . The existence of the Poisson point measure follows as the intensity measure is σ-finite (see Chapter I -Theorem 8.1 in [NW14] or Corollary 9.7 in [K01] 
is a Poisson process andÑ ℓ ( · , A) is a martingale (see Proposition 9.18 in [K01] ). Similarly, we can define dÑ ℓ (s, i, θ) = dN ℓ (s, i, θ) − dN ℓ (s, i, θ), for 1 ≤ ℓ ≤L. In this case, given any measurable set A ∈ I (ℓ) × R + , we then have that N ℓ ( · , A) is a Poisson process andÑ ℓ ( · , A) is a martingale.
With the preceding definitions, we can formulate a weak representation for the dynamics of ν ζ t . We consider test functions denoted by f ∈ C 2 b (P ), which we define to mean f (·, S j ) ∈ C 2 b (R d ) for each j. The time evolution for the process f, ν ζ t P can then be represented by
Formula (3.1) captures the dynamics of our particle system. Each molecule i ≤ 1, ν ζ s P (recall that 1, ν ζ s P denotes the total number of molecules at time s) diffuses with diffusion coefficient D i . When the ℓth reaction happens for ℓ =L+1, · · · , L (and analogously for ℓ = 1, · · · ,L), as directed by the kernel K γ ℓ , the system loses reactants particles and gains product particles. The latter are placed according to the placement measure m η ℓ y | P (ℓ) (ν ζ s− , i) . As such, the particle labeled by i in (3.1) will change dynamically as reactions occur. For this reason, particle positions are accessed through the use of the state vectors, H i and H i Q , as is also done in structured population models [BM15] . The Poisson measures N ℓ are used to sample the times at which reactions occur, which reactant particles react, and where reaction products are placed.
We will subsequently assume that 1, ν ζ s is uniformly bounded in time in Assumption 5.1. The stochastic integral with respect to Brownian motion in (3.1) is then a martingale (for a fixed ζ). Taking the expectation, we obtain for the mean that
Assumptions on reaction functions and placement measures
In studying the large population limit that γ → ∞, we will constrain our choices of reaction kernels and placement measures through the following assumptions. Special cases of our choices include a variety of kernels and placement measures that are commonly used in modeling and simulation [D76b, EC09, LE11, IS13, IZ18, DYK18].
Assumption 4.1. We assume that for all 1 ≤ ℓ ≤ L, the reaction rate kernel K ℓ (x) is uniformly bounded for all x ∈ X (ℓ) . We denote generic constants that depend on this bound by C(K).
Assumption 4.2. We assume that for any η ≥ 0,L + 1 ≤ ℓ ≤ L, y ∈ Y (ℓ) and x ∈ X (ℓ) , the placement measure m η ℓ (y | x) is a probability measure, i.e. Y (ℓ) m η ℓ (y | x) dy = 1. As previously mentioned, we want to allow for placement measures involving delta-functions. To do so in a mathematically rigorous way we introduced the smoothing parameter η, through which we can define a corresponding mollifier in a standard way, as given by Definition (4.1):
Definition 4.1. For x ∈ R d , let G(x) denote a standard positive mollifier and G η (x) = η −d G(x/η). That is, G(x) is a smooth function on R d satisfying the following four requirements
(1) G(x) ≥ 0, (2) G(x) is compactly supported in B(0, 1), the unit ball in R d ,
is the Dirac delta function and the limit is taken in the space of Schwartz distributions.
The allowable forms of the placement measure for each possible reaction are given by Assumptions 4.3-4.6:
Assumption 4.3. If R ℓ is a first order reaction of the form S i → S j , we assume that the placement measure m η ℓ (y | x) takes the mollified form of m η ℓ (y | x) = G η (y − x), with the distributional limit as η → 0 given by
This describes that the newly created S j particle is placed at the position of the reactant S i particle.
Assumption 4.4. If R ℓ is a second order reaction of the form S i + S k → S j , we assume that the binding placement measure m ℓ (z | x, y) takes the mollified form of
with the distributional limit as η → 0 given by
where I is a fixed finite integer and i p i = 1. This describes that the creation of particle S j is always on the segment connecting the reactant S i and reactant S k particles, but allows some random choice of position. A special case would be I = 2, p i = 1 2 , α 1 = 0 and α 2 = 1, which corresponds to placing the particle randomly at the position of one of the two reactants. One common choice is taking I = 1, p 1 = 1 and choosing α 1 to be the diffusion weighted center of mass [IZ18] .
Assumption 4.5. If R ℓ is a second order reaction of the form S i + S k → S j + S r , we assume that the placement measure m ℓ (z, w | x, y) takes the mollified form of
, with the distributional limit as η → 0 given by
This describes that newly created product S j and S r particles are always at the positions of the reactant S i and S k particles. p is typically either 0 or 1, depending on the underlying physics of the reaction.
Assumption 4.6. If R ℓ is a first order reaction of the form S i → S j + S k , we assume the unbinding displacement measure is in the mollified form of
,
Here we assume the relative separation of the product S j and S k particles, |x − y|, is sampled from the probability density ρ(|x − y|). Their (weighted) center of mass is sampled from the density encoded by the sum of δ functions. Such forms are common for detailed balance preserving reversible bimolecular reactions [IZ18] .
We further assume some regularity of the separation placement density, ρ(r), introduced in Assumption 4.6:
Assumption 4.7. For Assumption 4.2 to be true, we'll need
Since ρ is a probability density and non-negative, this implies the tail estimate r>R r d−1 ρ(r) dr ≤ ε, which we will use in subsequent calculations.
Finally, to study the large-population limit of the population density measures, we must specify how the reaction kernels depend on the scaling parameter (i.e. system size parameter) γ. Motivated by the classical spatially homogeneous reaction network large-population limit [DK15] , we choose Assumption 4.8. The reaction kernel is assumed to have the explicit γ dependence that
When interpreting the scaling parameter γ as Avogadro's number, or in bounded domains as the product of Avogadro's number and the domain volume [DK15] , such scalings can be derived by requiring the formal wellmixed (i.e. infinitely fast diffusion) limit of the volume reactivity PBSRD model to match the corresponding classical spatially homogeneous stochastic chemical kinetics model. See Appendix A for an illustrative example of how the chosen scalings arise in this case.
Recall that |α (ℓ) | represents the number of reactant particles needed for the ℓ-th reaction. As we assume |α| ℓ ≤ 2, we obtain three scalings for the three allowable reaction orders:
• |α (ℓ) | = 0 corresponds to a pure birth reaction. By Assumption 4.8, the scaling is γ; i.e. a larger system size implies more births. In a well-mixed model this would imply that as γ and the initial number of molecules are increased, we maintain a fixed rate with units of molar concentration per time for the birth reaction to occur. • |α (ℓ) | = 1 corresponds to a unimolecular reaction. By Assumption 4.8, there's no rescaling as it's linear. We assume the rates of first order reactions are internal processes to particles, and as such independent of the system size. • |α (ℓ) | = 2 corresponds to a bimolecular reaction. By Assumption 4.8, the scaling of reaction kernel is γ −1 . As the system size increases it is harder for two individual reactant particles to encounter each other.
Main result and examples
We now formulate a weak representation for the time evolution of scaled empirical measures µ ζ,j
physically corresponds to the molar concentration field for species j at time t.
For a test function f ∈ C 2 b (R d ) and for each species j = 1, · · · , J, let us define the generator
We'll focus on proving the convergence as ζ → 0 of the marginal distribution vector
We make two final assumptions before stating our main result. First, to simplify the analysis we assume the total molar concentration is bounded as ζ → 0:
Assumption 5.1. We assume that the total (molar) population concentration satisfies J j=1 1, µ ζ,j t ≤ C(µ), i.e. is uniformly in time bounded by some constant C(µ). In the remainder we abuse notation and also denote generic constants that depend on this bound by C(µ).
Assumption 5.1 implies that our main result, Theorem 5.3, does not apply to reaction networks including zero order birth reactions (i.e. reactions of the form ∅ → S i ). Similarly, reactions of the form S i → S i + S k would be excluded since they also allow the possibility of unbounded population growth. One way to overcome this limitation would be to introduce a stopping time for when the total molar population concentration first exceeds C(µ). Convergence up to this stopping time follows by essentially the same arguments.
Finally, we assume convergence of the initial molar concentrations of each type at t = 0 as γ → ∞:
Assumption 5.2. We assume that the initial distribution µ ζ,j 0 → ξ j 0 weakly as ζ → 0, where ξ j 0 is a compactly supported measure, for all 1 ≤ j ≤ J.
We are now ready to state our main result. Let M F (R d ) be the space of finite measures endowed with the weak topology and D MF (R d ) [0, T ] be the space of cadlag paths with values in M F (R d ) endowed with Skorokhod topology. 
as ζ → 0, respectively being with j = 1, · · · , J the unique solution to the system
Remark 5.4. Given that weak convergence to a constant implies convergence in probability, we get that Theorem 5.3 actually implies convergence in probability. Namely, for any δ > 0:
for an exposition in an analogous situation.
Proof of Theorem 5.3. Let π ζ be the P−law of (µ ζ,1 , · · · , µ ζ,J ), i.e.
). This means that for all ζ ∈ (0, 1) 2 we have that π ζ ∈ M (D ⊗ J j=1 MF (R d ) ([0, T ])). By the relative compactness of Theorem 7.7 we get that every subsequence π ζ k has a further sub-sequence π ζ km which converges weakly. Lemma 7.1 says that any limit point π of π ζ km is such that π = δ (ξ 1 ,··· ,ξ J ) where ξ j satisfies the evolution equation (5.1). Lemma 7.10 proves uniqueness of solutions to Eq (5.1). Therefore, by Prokhorov's theorem π ζ converges weakly to π, where π is the distribution of (ξ 1 , · · · , ξ J ), the unique solution to (5.1). That is to say that (µ ζ,1 , · · · , µ ζ,J ) converges in distribution to (ξ 1 , · · · , ξ J ). Lemma 7.6 proves that for each j = 1, · · · , J,
. This concludes the proof of the theorem.
Remark 5.5. If the limiting measures (ξ 1 t (dx), · · · , ξ J t (dx)) have marginal densities (i.e. molar concentrations) (ρ 1 (x, t), · · · , ρ J (x, t)), then the marginals must solve the following reaction-diffusion partial integrodifferential equations (PIDEs) in a weak sense.
To illustrate our main result, we now present a few examples to illustrate the limiting PIDEs for basic reaction types:
Example 5.6. A system with birth and death reactions for one species, A. Let R 1 be the death reaction A → ∅ with probability per time K γ 1 (x) to happen for a particle at x. Since R 1 involves only one reactant and one species, α 11 = 1. As there are no products, β 11 = 0. Let R 2 be the birth reaction ∅ → A with constant probability per time K γ 2 to happen. When one birth event occurs, the position of the new A particle is sampled from the placement measure m 2 (x). For R 2 there are no reactants, so α 21 = 0. One product A particle is generated, so β 21 = 1. There are two types of reactions in total, L = 2, but reaction R 1 has no products soL = 1.
Let the spatial number distribution for particle A at time t be ν ζ,1 t ∈ M (R d ), with ν ζ t = ν ζ,1 t δ S1 ∈ M (P ). In this example, we would have
If the limiting spatial distributed measure for species A has marginal density ρ(x, t), by Remark 5.5 it must solve the following reaction-diffusion equation in a weak sense:
Remark 5.7. Note that Theorem 5.3 does not apply to reaction networks including zero order birth reactions. However, the above convergence result holds by the same arguments up to a stopping time under the scaling assumptions in Assumption 4.8, the assumption that the placement measure for birth m η 2 (x) is in L 1 (R d ), and the assumption that m η 2 does not depend on η, i.e. m η 2 (x) = m 2 (x). The product particle is then most probably placed within a compact subset of R d .
Example 5.8. A system with three species, A, B and C that can undergo the reversible bimolecular reaction
1 (x, y) the probability per time one A particle at position x and one B particle at position y bind. Once reaction R 1 fires, we generate a new particle C at position z following the placement measure m 1 (z|x, y). For R 1 , the reactants are particle A and B, so α 11 = α 12 = 1 and α 13 = 0. The product is particle C, so that β 11 = β 12 = 0, while β 13 = 1.
Let R 2 be the reaction C → A + B, with K γ 2 (z) the probability per time one C particle at position z unbinds. Once reaction R 2 fires, we generate a new A particle at position x and B particle at position y following the placement measure m 2 (x, y|z). For R 2 , the reactant is a C particle, so α 21 = α 22 = 0 and α 23 = 1. The products are A and B particles, so that β 21 = β 22 = 1, while β 23 = 0.
Let the spatial number distribution for A particles at time t be ν ζ,1 t ∈ M (R d ), the spatial number distribution for B particles at time t be ν ζ,2
If the limiting spatially distributed measures for species A, B and C have marginal densities (ρ 1 (x, t), ρ 2 (x, t), ρ 3 (x, t)) respectively, by Remark 5.5 they must solve the following reaction-diffusion equations in a weak sense:
(5.6) Example 5.9. A system with two species, A and B, that can undergo the reversible dimerization reaction
1 (x, y) the probability per time one A particle at position x and another A particle at position y bind. Once reaction R 1 fires, we generate a new B particle at position z by sampling from the placement measure m 1 (z|x, y). For R 1 , the reactants are two A particles, so α 11 = 2 and α 12 = 0. The product is one B particle, so that β 11 = 0 and β 12 = 1.
Let R 2 be the reaction B → A + A, with K γ 2 (z) the probability per time one B particle at position z unbinds. Once reaction R 2 fires, we generate two new A particles at positions x and y by sampling from the placement measure m 2 (x, y|z). For R 2 , the reactant is one B particle, so α 21 = 0 and α 22 = 1. The products are two A particles, so that β 21 = 2 and β 22 = 0.
Let the spatial number distribution for A particles at time t be ν ζ,1 t ∈ M (R d ) and the spatial number distribution for B particles at time t be ν ζ,2
If the spatially distributed measures for species A and B have marginal densities (ρ 1 (x, t), ρ 2 (z, t)) respectively, then from Remark 5.5 they must solve the following reaction-diffusion equations in a weak sense:
(5.8)
Equivalence between measure valued formulation and forward Kolmogorov equation
In this section, we demonstrate equivalence of the measure-valued stochastic process formulation (3.1) to the forward Kolmogorov equation representation of the volume-reactivity model popularized by Doi [D76a, D76b] . For ease of notation, and brevity of presentation, we restrict attention to the special case of the reversible A + B ⇄ C reaction, i.e. Example 5.8. Though we do not show here the general case, we note that this reversible example includes the key complicating components; two-body particle interactions and changing (total) numbers of particles. It is therefore illustrative of other reactions that may only involve particle creation (e.g. ∅ → A), or involve interactions but preserve particle numbers (e.g.
Denote by K γ 1 (x, y) the probability per time a particle of type A at x and a particle of type B at y react, and by K γ 2 (z) the probability per time a particle of type C at z dissociates. We let m η 1 (z | x, y) be the corresponding placement measure for the A + B → C reaction, producing a particle of type C at z, given a particle of type A at x and a particle of type B at y. Similarly, m η 2 (x, y | z) is the placement measure for the C → A + B reaction, producing a particle of type A at x and a particle of type B at y given a particle of type C at z respectively. 6.1. Weak MVSP Formulation for the A + B ⇆ C Reaction. The weak MVSP representation is given by (5.5). Taking expectation we obtain for the mean
In Eq (6.1), we denote Lf (Q, S j ) = D j ∆ Q f , for all j = 1, 2, 3. As we shall demonstrate soon, this is consistent with what we expect from the forward equation (6.2).
Doi Forward Kolmogorov Equation for
the A + B ⇆ C Reaction. We use a notation consistent with that introduced by Doi [D76a, D76b] . Suppose A(t) is the stochastic process for the number of species A particles in the system at time t, with B(t) and C(t) defined similarly. Values of A(t), B(t) and C(t) will be given by a, b and c (i.e. A(t) = a). When A(t) = a, we will let Q a l (t) ∈ R d label the stochastic process for the position of the lth molecule of species A. q a l will denote a possible value of Q a l (t). The species A position vector when A(t) = a is then given by Q a (t) = (Q a 1 (t), . . . , Q a a (t)) ∈ R da . Similarly, q a will denote a possible value of Q a (t),
and q c will all be defined analogously. The state of the system is then a hybrid discrete-continuous state stochastic process given by
With this notation, denote by p (a,b,c) (q a , q b , q c , t) the probability density that A(t) = a, B(t) = b and C(t) = c with Q a (t) = q a , Q b (t) = q b and Q c (t) = q c . We assume that particles of the same species are indistinguishable, that is for 1 ≤ l < l ′ ≤ a fixed
with similar relations holding for permutations of the molecule orderings within q b and q c . With this assumption the p (a,b,c) are chosen to be normalized so that
Here the bracketed term corresponds to the probability of having a given number of each species, i.e.
Let
denote the vector of all the probabilities. The forward equation (see [IZ18] ) is given by the coupled system of PIDEs that
Here the linear operators L, R + and R − correspond to diffusion, the forward association reaction and the reverse dissociation reaction respectively. The diffusion operator in the (a, b, c) equation is given by
where ∆ q a l denotes the d-dimensional Laplacian acting on the q a l coordinate, and ∆ q b m and ∆ q c n are defined similarly. (Recall D 1 , D 2 , D 3 are the diffusivity of species A, B. and C respectively.) To define the reaction operators, R + and R − , we introduce notations for adding or removing a particle from a given state, q a . Let
. . , q a a , which correspond to adding a particle to species A at x, and removing the lth particle of species A respectively. With these definitions, the reaction operator for the A + B → C association reaction in the (a, b, c) equation is (6.4)
while the reaction operator for the dissociation reaction
This representation is consistent with the classical second quantization representation of Doi [D76a, D76b] . Suppose the initial condition
is fixed, and we have (a 0 , b 0 , c 0 ) particles of A, B and C respectively at time zero. We consider the evolution of P (t) as a vector in a L 2 Fock Space F = L 2 (X) equipped with inner product defined by (C.1), where
Remark 6.1. For the A + B ⇆ C reaction, the quantity A(t) + B(t) + 2C(t) = a 0 + b 0 + 2c 0 is always conserved. For our example, X is therefore a finite sum of Euclidean spaces over a, b, c ∈ N + such that
To simplify the calculation of regularity results for (6.2) for comparison to the forward equation, in this section we make Assumption 6.2. We assume the reaction kernel function K(x, y) for the A+ B → C reaction only depends on the separation of two reactant particles, |x− y|, denoted as K(x, y) =K(|x− y|). Furthermore, we assumẽ
Under these two assumptions the following regularity theorem holds, for which the proof is given in Appendix D.
Theorem 6.4. Given Assumptions 6.2 and 6.3, there exists a unique global mild solution to (6.2), P (·) ∈ C([0, ∞); H 2 (X)). That is, P (t) satisfies
then P (t) is always non-negative for all t ≥ 0 and the same normalization condition holds,
Note, as a + b + 2c is conserved, see Remark 6.1, the above summation is only over a finite set of indices.
6.3. Equivalence of the two approaches. Now, we are in position to compare the two approaches as described in Sections 6.1 and 6.2. For this purpose we have Proposition 6.5 and Proposition 6.6 whose proofs are deferred to Appendix C.
] are the same from the weak measure-valued process representation and the forward Kolmogorov equation. This implies that these two approaches produce the same statistics.
By Proposition 6.5 we know that the measure-valued formulation and the forward Kolmogorov equation yield the same statistics, at least when the statistics involve smooth test functions. We next derive equations for the mean particle spatial field density of different species at time t in Proposition 6.6. Note, Proposition 6.6 can be viewed as a special case of the equations derived in Proposition 6.5 formally (which can be made rigorous after introducing appropriate mollifiers) by choosing M = 1, ϕ = 1 and f 1 = δ (x,S1) , f 1 = δ (y,S2) or f 1 = δ (z,S3) respectively for representing the spatial field density for species A, B, and C. To be rigorous, the proof of Proposition (6.6) derives these equations directly from the forward Kolmogorov equation instead of by generalizing Proposition 6.5. Proposition 6.6. Let A(x, t), B(y, t) and C(z, t) denote the spatial field number density in the particle model at time t for species A at position x, B at position y and C at position z respectively. Under the assumptions of Theorem 6.4, the evolution equations for their expectations at time t satisfy The purpose of this section is to prove the various lemmas and theorems cited in the proof of our main result, Theorem 5.3. Without loss of generality we assume thatL = 0 in this section. The case whenL > 0 follows by similar arguments as we now give in theL = 0 case.
To rigorously determine the large-population limit of the MVSP, we use the martingale problem approach for studying solutions to stochastic differential equations developed by Stroock and Varadhan [EK86, SV06] . The proof is organized as follows. In Subsection 7.1 we provide the path level description of µ ζ,j t , analogous to (3.1) for ν ζ t , and in Subsection 7.2 we derive equations for its expectation. Assuming that the largepopulation limit exists, its identification is presented in Subsection 7.3. Then, in Subsection 7.4 we prove that the limit exists by proving that the sequence of measures is appropriately tight. We conclude in Subsection 7.5 by proving that the limit equation has a unique solution. Collectively, these results imply Theorem 5.3. 7.1. Path level description. Using that we can write the marginal distribution (molar concentration) of species j as
we have, analogously to (3.1), the coupled system
In this formulation, one important fact is that for fixed ζ, γ 1, µ ζ,j s− is finite by assumption, which provides exchangeability of the sum and Lebesgue integral. 7.2. Taking expectations. By taking expectation on (7.1) we obtain
where in the third equality we use the assumption that Y (ℓ) m η ℓ (y|x) dy = 1. For the second to last equality we switch integrals of the form
s− ](dx) using the definition of µ ζ,j s (dx) and λ (ℓ) [ · ] (see Definition 2.6), and removing probability zero sets where two particles with the same type are simultaneously located at the same spatial location (see Definition 2.7). Note, by definition the effective reactant index sampling space Ω (ℓ) (see Definition 2.5) orders indices for particles of the same species. In converting from integrals involving the positions of individual particles (i.e. δ P (ℓ) (γµ ζ s− ,i) (dx)) to integrals involving product measures (λ (ℓ) [µ ζ s− ](dx)) we need to remove the "diagonal" indices by means of integrating onX (ℓ) (see Definition 2.7) and normalizing by the total number of index orderings, (α (ℓ) !). 7.3. Identification of the Limit. Inspired by Eq (7.2), we expect that if the weak limit, as ζ goes to zero, of the marginal distribution vector µ ζ
Existence of the limit is shown in the tightness Section 7.4, while uniqueness is shown in Section 7.5.
Let S be the collection of elements Φ in B(⊗ J j=1 M F (R d )) of the form (7.4)
and Proposition 3.3 of [CSY20]). As long as the limiting process exists and is unique, to identify the limit, it thus suffices to show convergence of the martingale problem for functions of the form (7.4).
For Φ ∈ S of the form (7.4), µ :
We claim that A, which is the generator of the system described by (7.3) for 1 ≤ j ≤ J, will be the generator of the limiting martingale problem.
Lemma 7.1 (Weak Convergence). For any Φ ∈ S and 0 ≤ r 1 ≤ r 2 · · · ≤ r W = s < t < T and
, we have that
Proof. For each j = 1, · · · J, we can rewrite Eq (7.1) as
The quadratic variation is therefore uniformly bounded and goes to 0 as ζ → 0 (γ → ∞) since f and its partial derivatives are uniformly bounded.
is the continuous martingale part and
is the martingale part coming from the stochastic integral with respect to the Poisson point processes. Here, for simplicity of notation, we let
which represents the jumps and is uniformly bounded by O( 1 γ ). With some abuse of notation we shall write g ℓ,f,µ ζ for the vector (g ℓ,f,µ ζ,1 , · · · , g ℓ,f,µ ζ,J ). Then (7.11) becomes
Now we apply Itô's formula (See Theorem 5.1 in [NW14] ) to Φ(µ ζ t ). We obtain for θ = (θ 1 , θ 2 ),
Λ ζ κ (t).
(7.13)
We now use the Skorokhod representation theorem (Theorem 1.8 in [EK86] ) which, for the purposes of identifying the limit and proving (7.6), allows us to assume that the aforementioned claimed convergence of µ ζ t = (µ ζ,1 t , µ ζ,2 t · · · , µ ζ,J t ) holds with probability one in the topology of weak convergence of measures. The Skorokhod representation theorem involves the introduction of another probability space, but we ignore this distinction in the notation. To show (7.6), it is then sufficient to prove that the left hand side of (7.13) goes to zero in probability. With this goal in mind we proceed with proving convergence in probability to zero for Λ ζ κ (t) for κ = 1, · · · , 5. By Lemma B.2, we immediately have that
In addition, notice that Λ ζ 1 (t) and Λ ζ 3 (t) are square integrable martingales. In fact, by (7.9), (7.12) and the fact that the jump size is uniformly bounded by O( 1 γ ), we have that
For similar reasons, we also have by (7.10) that E|Λ ζ 4 (t)| = 0.
We then have that the left hand side of (7.13) goes to zero in probability, concluding the proof of the lemma. 
τ − A f,j σ | 2 ] ≤ C ′ δ 2 , for j = 1, · · · , J and A f,j , M f,j follow the definitions (7.7), (7.8) respectively. Proof. Following (7.9), we can obtain that
From (7.7), we obtain
Lemma 7.3 (Aldous condition). For any T > 0, ε 1 > 0, ε 2 > 0, j = 1, 2, · · · , J, there exists δ > 0 and n 0 such that for any sequence (σ n , τ n ) n∈N of pairs of stopping times with σ n ≤ τ n ≤ T , sup n≥n0 P{| f, µ n,j σn − f, µ n,j τn | ≥ ε 2 , τ n ≤ σ n + δ} ≤ ε 1 .
Proof. This follows as for τ n ≤ σ n + δ.
(Cδ + C ′ δ 2 ) ≤ ε 1 (by Lemma 7.2 and when δ sufficiently small) Lemma 7.4 (Rebolledo Criterion). For each j = 1, · · · , J, the sequence of real-valued processes
Proof. By assumption, we always have 1, µ ζ,j t , j = 1, · · · , J are uniformly bounded. Since f ∈ C 2 0 (R d ), we have sup for all j = 1, 2, · · · , J.
Proof. Following [BMW12] , consider the function ψ(s) = 6s 5 − 15s 4 + 10s 3 ∈ C 2 ([0, 1]). One can check that
The derivatives of f ′ m s are uniformly controlled by the derivatives of ψ, thus this choice satisfies our conditions. For any ε > 0, by Assumption 4.7, there exists a large enough integer-valued radius R such that r>R ρ(r)r d−1 dr < ε. As a consequence, for m sufficiently large
(7.15) Taking supremum over time and then expectation on Eq 7.15, we get
( by Lemma B.1 studying the different cases of allowed reactions)
, uniformly for each 1 ≤ j ≤ J and for all m based on Eq (7.9). Without loss of generality, let's consider the subsequence where m is divisible by R + 1. Then Eq (7.16) gives
( by Jensen's inequality and Doob's inequality )
(7.17)
From Eq (7.17), we're able to obtain The exchange of limits and supremum is allowed as the supremum is taken over the finite set {1, · · · , J}. We can get the third line of Eq (7.19) from the second line because of Assumption 5.2 that the initial distribution µ ζ,j 0 converges weakly to ξ j 0 , for all 1 ≤ j ≤ J. Finally, we obtain the limit as zero using Assumption 5.2 on the ξ j 0 's, i.e. that they are compactly supported. For the second term,Ỹ 0 0 , the initial concentration is bounded, whereas is less than an arbitrary small number C 2 T e C1T ε, i.e. the limit is zero, for all 1 ≤ j ≤ J.
Let (ξ 1 t , ξ 2 t , · · · , ξ J t ) denote the weak limit of a subsequence of (µ ζ,1 t , µ ζ,2 t , · · · , µ ζ,J t ) in D M ′ F (R 3d ) ([0, T ]) as ζ → 0, where we abuse notation and let (µ ζ,1 t , µ ζ,2 t , · · · , µ ζ,J t ) also denote the corresponding subsequence. Then Lemma 7.6. {ξ j t } t∈[0,T ] is continuous process from [0, T ] to both M ′ F (R d ) and M F (R d ) for each j = 1, 2, · · · , J.
Proof. By construction, see for example the proof of Lemma 7.1 and in particular (7.11)-(7.12), we have that
holds for some constant C independent of γ. In addition, by Proposition 5.3 in Chapter 3 of [EK86] , the
Then, by Theorem 10.2 in Chapter 3 of [EK86] , we obtain as we take ζ → 0, that {ξ j t } t∈[0,T ] is continuous process
, is a continuous process from [0, T ] to M F (R d ). To this end, we need to be able to control what happens to the total mass of the measures (see also [BMW12] ).
Adapting the notations in Lemma 7.5, let's define compactly supported functions f m,r = f m (1 − f r ). Notice that f m,r will converge monotonically to f m as r → ∞. Then
by the continuity of the mapping ν → sup t∈[0,T ] f, ν t , giving the first equality, and monotonicity of f m,r ≤ f m , providing the second inequality. From Eq (7.20), taking the limit r → ∞ first and using monotone convergence theorem, we'll get 
. Due to the latter fact and due to (7.22),
Theorem 7.7 (Tightness). The measure-valued process {µ ζ,j = 0, (7.23)
where on the righthand side of Eq (7.23), the first and third term become 0 as a result of Lemma 7.5, while the second term vanishes due to the continuity of the mapping ν → sup t∈[0,T ] 1 − f m , ν t by noting that 1 − f m is compactly supported. 7.5. Uniqueness of Limiting Solution. We've established tightness of the measure-valued processes {µ ζ,j t } t∈[0,T ] , for all 1 ≤ j ≤ J (See Theorem 7.7). We now show that the limiting measure is unique. For a measurable complete metric space E, ν ∈ M F (E), define the norm || · || MF (E) on M F (E) as
which is the variation norm of finite measures. Using density argument, one can show that this is equivalent to (See step 4 of Theorem 3.2. of [BMW12] )
For our purpose, we'll use test function f ∈ C 2 b (E). The following two results then imply uniqueness:
The last inequality is due to the assumption that ||f || L ∞ (E) ≤ 1 and using the definition of signed measure norms.
Since Eq (7.24) is true for all f ∈ L ∞ (E), ||f || L ∞ ≤ 1, Lemma 7.8 is proved.
Proof. This is a consequence of Lemma 7.8 using the fact that 1, µ i or 1, ν i are uniform bounded by M .
Lemma 7.10 (Uniqueness). The solution to (5.1) is unique in
Proof. Suppose we have two different set of solutions to (5.1), {(ξ 1 t , ξ 2 t , · · · , ξ J t )} t∈[0,T ] and {(ξ 1 t ,ξ 2 t , · · · ,ξ J t )} t∈[0,T ] , with the same initial condition (ξ 1 0 , ξ 2 0 , · · · , ξ J 0 ) = (ξ 1 0 ,ξ 2 0 , · · · ,ξ J 0 ). In Eq (5.1), if we use a test function of the form of ψ t (
Let P j,t , t ≥ 0, be the semigroup generated by L j , j = 1, 2, · · · , J. Choose ψ s (x) = P j,t−s f (x), respectively
From Eq (7.26), we obtain the following estimates for f, ξ j t −ξ j t . By (7.21) we have that
which then gives
where the last inequality is due to Corollary 7.9 since 1, ξ i s or 1,ξ i s are uniformly bounded by M for all 1 ≤ i ≤ J. In the second to the last equality of Eq (7.27), we have used the following estimates.
(here we use the fact that ||P t f || L∞ ≤ 1 and
m ℓ (y | x) dy = 1) (7.28) Based on Eq (7.27), we obtain
Applying Gronwall's inequality, we get J j=1 ||ξ j t −ξ j t || MF (R d ) = 0 for all t ∈ [0, T ], which proves the uniqueness of solution, concluding the proof of the lemma.
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A γ dependency of reaction kernels
In this section we demonstrate one way in which the claimed γ scaling given in Assumption 4.8 arises for bimolecular reactions. We ignore the zeroth order case as our main result, Theorem 5.3, does not allow for such reactions. In the first order case the reaction rate kernel, K γ (x), is usually interpreted as an internal property of molecules, giving the probability per time an individual reactant particle can undergo the reaction. As such, it would not be expected to depend on γ. In contrast, the reaction rate kernel for a bimolecular reaction is often calibrated to agree with a known well-mixed reaction rate constant in the limit that the system is forced to be well-mixed (i.e. the limit that particle diffusivities are taken to be infinite), which ultimately gives rise to the γ dependence.
Consider an isolated system containing only two particles that can undergo a bimolecular annihilation reaction of the form A + B → ∅. Assume we are considering the reaction within a bounded domain Ω ⊂ R d with hypervolume |Ω|. In modeling chemical reaction systems, one is often given a spatially-homogeneous, well-mixed, macroscopic reaction rate, K wm , with units of (molar concentration) 1−α (time) −1 for a reaction of order α. The corresponding reaction rate used in a spatially-homogeneous well-mixed stochastic chemical kinetics model is thenK = (γ |Ω|) 1−α K wm , with units of (time) −1 . For our second order reactionK gives the probability per time for the pair of A and B molecules to react and annihilate in the well-mixed stochastic model.
Consider the PBSRD model's dynamics until the two reactants annihilate. Let p(x, y, t) denote the probability density the particle positions are x and y respectively at time t, and no reaction has yet occurred. Then
with reflecting no-flux boundary conditions for x or y in ∂Ω. In the formal well-mixed limit that the particle diffusivities are taken to be infinite, we expect that p(x, y, t) = p(t). Letting P (t) = p(t) |Ω| 2 denote the probability the reaction has not yet occurred, we then have
To match the well-mixed stochastic model we would then require that
If we assume that K γ (x, y) = γ β K(x, y), then we immediately obtain the scaling given in Assumption 4.8, i.e. β = −1. More concretely, consider the widely used Doi interaction K γ (x, y) = λ1 [0,ε] (|x − y|) [D76a, D76b] . We find that
As Ω → R d we formally expect
where |B ε | denotes the hypervolume of the ball of radius ε. This demonstrates that the scaling of Assumption 4.8 persists in freespace.
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B Mass Control Lemmas for Different Cases of Reactions
The goal of this section is to prove the following key estimate.
Lemma B.1. For the ℓ-th reaction, 1 ≤ ℓ ≤ L, let η small enough, ε > 0 and R ∈ N as in Assumption 4.7. Then, the following estimates holds for m large enough,
To do so we first prove some intermediate results and the proof of Lemma B.1 will then follow at the end of this section. Proof. This is essentially a result from the definition of mollifiers. We'll discuss this estimate for each of the following different cases of reactions. The upper bound is always some constant of the order of η times
Case 1: Reaction of the form S i → S j . Plugging in the definitions of m η ℓ (y | x) and m ℓ (y | x) from Assumption 4.3, we will get
Plugging in the definitions of m η ℓ (y | x) and m ℓ (y | x) from Assumption 4.6, we will get
Case 3: Reaction of the form S i + S k → S j . Plugging in the definitions of m η ℓ (y | x) and m ℓ (y | x) from Assumption 4.4, we will get
Plugging in the definitions of m η ℓ (y | x) and m ℓ (y | x) from Assumption 4.5, we will get
Lemma B.3. If the ℓ-th reaction is a reaction of the form S i → S j , then
Proof. By plugging in the specific form of the reaction rate and placement measure as in Assumption 4.3, we have
Lemma B.4. If the ℓ-th reaction is a reaction of the form S i → S j + S k , where i and k could be j, then for the choice of ε ≥ 0 and R ∈ N in Assumption 4.7, we have for m large enough,
Proof. Let ε ≥ 0 and R ∈ N be such that Assumption 4.7 is satisfied. By plugging in the specific form of the reaction rate and placement measure as in Assumption 4.6, we have
Lemma B.5. If the ℓ-th reaction is a reaction of the form
Proof. By plugging in the specific form of the reaction rate and placement measure as in Assumption 4.4, we have
Lemma B.6. If the ℓ-th reaction is a reaction of the form S i + S k → S j + S r , where i, k, r could be j, then
Proof. By plugging in the specific form of the reaction rate and placement measure as in Assumption 4.5, we have Proof of Lemma B.1. We have that
concluding the proof of the lemma.
C Proofs of Propositions 6.5 and 6.6.
Let us recall the forward equation (6.2). For both proofs of Propositions 6.5 and 6.6 we need to define an appropriate L 2 space. In particular, define an appropriate L 2 (Fock) space, F , with inner product for two functions,
we can interpret T * = L + R + + R − as the adjoint of the generator, T , for the process
Formally, we find
Note that here L * = L.
Next we present the proofs of the two propositions.
Proof of Proposition 6.5. For simplicity of notation, without loss of generality, we will show the equivalence for the evolution of E[ϕ f, ν ζ t P ]. The same procedure follows for the more general multi-dimensional
]. By the definition of ν ζ t and adopting the notation of this section,
For such a form of g (a,b,c) (q a , q b , q c ), plugging into Eq (C.2), we have
in Eq (C.3) as an integral equation, we obtain
From the measure-valued formulation in Eq (5.5), we obtain the following integral equation for E[ϕ f, ν ζ t P ] by applying Itô's formula on Eq (5.5),
We observe that the integral equation for E[ϕ f, ν ζ t P ] is the same when derived from the forward equation (C.5) and from the measure-valued formulation (C.6).
Proof of Proposition 6.6. We use the forward Kolmogorov equation to prove the proposition. We are interested in finding an equation for the average concentration field for A, B and C molecules, i.e. E[A(x, t)], E[B(y, t)] and E[C(z, t)] from forward equation. This is defined by
Similarly, for molecule B and C, we have
In deriving this equation we will need to use the correlation in the A and B fields, given by
Using these definitions, and assuming the probability densities vanish at infinity, we find that
where on the second to last line, the first term becomes zero due to integration by parts and the fact that probability density vanishes at infinity (recall that by Theorem 6.4 p ∈ C([0, ∞); H 2 (X))). Similarly,
In the third equality of (II), we exchanged the orders of integrals and sums using that
(Here we replace q b m by y and q b \ q b m by q b−1 due to that particles of the same type are indistinguishable)
Similar ideas also apply to the third term and to deriving (III). In the second to last equality of (II), we used that R d m 1 (z|x, y)dz = 1 and the second and third term cancel by shifting indexes. Similarly
In (III), we used that R 2d m 2 (x, y|z)dx dy = 1. In the second to last line, the first and third term cancel by shifting indexes.
In summary, the average concentration of species A satisfies
Following similar arguments, one can derive equations for the average concentration of each species, given by (6.6) as claimed. This concludes the proof of the Proposition.
D Proof of Theorem 6.4
Proof of Theorem 6.4. Due to the linearity of the equation, the proof of existence and uniqueness is standard here, so we only present a sketch of the argument for completeness. Notice that the operator L defined in (6.3) generates a contractive analytic semigroup on F , denoted by {e tL } t≥0 . Now, since by Lemma D.1, R + , R − are Lipschitz continuous, existence of a unique local mild solution to (6.2), P ∈ C([0, t 0 ); F ) follows by the standard Picard-Lindelöf theorem for equations with values in Banach spaces if the initial condition satisfies P 0 ∈ F .
Next we establish global existence of a unique mild solution. The boundedness of the linear operators R + , R − by Lemma D.1, together with the contraction property of the semigroup t → e tL , implies that
and a subsequent Gronwall lemma yields the bound P (t) F ≤ P 0 F e Ct . This bound allows us, by choosing t 0 small enough, to extend the solution from the interval [0, t 0 ) to the interval [0, ∞). Hence, a unique global mild solution P ∈ C([0, ∞); F ) exists.
We actually have stronger regularity for the solution, P (t). This is a direct consequence of the contraction and regularization properties of the semigroup {e tL } t≥0 . Indeed, since P (t) is in L 2 (X), Lemma D.1 gives that R + (P ) and R − (P ) are both in L 2 (X). If, in addition, the initial condition P 0 ∈ H 1 (X), then the mild form of the solution together with standard parabolic estimates (see estimates 3.1 in Chapter I.V, Section 3 of [LSU68] ), gives that P ∈ C([0, ∞); H 2 (X)).
Note, P (t) can be viewed as a probability density. Indeed, we have that if P 0 ≥ 0, P (t) is, by Lemma D.3, always non-negative for all t ≥ 0. Second, if P 0 satisfies the normalization condition, 
Proof. We'll only show the first two estimates hold. The Lipschitz conditions on R + and R − follow directly from R + and R − being bounded and linear. Assume that the initial number of particles are a 0 , b 0 and c 0 for species A, B and C respectively. We then have that the following upper bounds hold for all times 0 ≤ a ≤ a 0 + c 0 := a max , 0 ≤ b ≤ b 0 + c 0 := b max and 0 ≤ c ≤ a 0 ∧ b 0 + c 0 := c max .
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By definition of the norm on Fock Space and the definition of R + , we have that
m 1 (q c n |x, y)K γ 1 (x, y) g (a+1,b+1,c−1) (q a ∪ x, q b ∪ y, q c \ q c n , t)dxdy × δ (q c n − (α i x + (1 − α i )y)) × g (a+1,b+1,c−1) (q a ∪ x, q b ∪ y, q c \ q c n , t)dxdy 2 dq a dq b dq c .
g (a+1,b+1,c−1) q a ∪ 1 α i (q c n − (1 − α i )y) , q b ∪ y, q c \ q c n , t 2 dy dq c n dq a dq b dq c \ q c n .
g (a+1,b+1,c−1) q a ∪ 1 α i (q c n − (1 − α i )y) , q b ∪ y, q c \ q c n , t 2 dq c n dy dq a dq b dq c \ q c n .
g (a+1,b+1,c−1) q a+1 , q b+1 , q c−1 , t 2 dq a+1 dq b+1 dq c−1 .
where C 2 = I × a max b max c max R dK γ 1 (|z|) 2 dz < ∞ by Assumption 6.2. Similarly, by definition of the norm on Fock Space and the definition of R − , we have that
K γ 2 (q c n ) g (a,b,c) (q a , q b , q c , t) Now denote C 3 = (c max C(K)) 2 < ∞, and substitute the specific form of
into (D.5). We obtain
where C 4 = I × C(K) 2 a max b max (c max + 1) R d ρ(|w|) 2 dw < ∞ by Assumption 6.3. Lemma D.2. Assume that the solution P ∈ C([0, ∞); H 2 (X)) to (6.2) exists and is unique. If the normalization condition holds for the initial condition P 0 , i.e. that Proof. By assumption, we have that the normalization condition holds for the initial condition. Furthermore, we have
