Existing works on distributed averaging explore linear iterations based on reversible Markov chains.
Nonetheless, these algorithms can also be realized in a deterministic gossip fashion, by simulating at most d max matchings for each iteration, where d max is the maximum node degree [10] . Also note that while most of our analysis is conducted on the geometric random graph, the algorithms themselves can generally be applied on any network topology. Besides analysis on scaling laws, we also provide some numerical results and compare our algorithms with those based on reversible chains in literature.
Our paper is organized as follows. In Section II, we formulate the problem and discuss several important related works. In Section III, we establish some results for non-reversible Markov chains and give a lower bound for averaging time through lifting Markov chains, followed by the centralized algorithm. In Section IV, we introduce the LADA algorithm and analyze its performance. The C-LADA algorithm is treated in Section V. Numerical results are provided in Section VI. Finally, conclusions are given in Section VII.
II. PROBLEM FORMULATION AND RELATED WORKS

A. Problem Formulation
Consider a network represented by a connected graph G = (V, E), where the vertex set V contains n nodes and E is the edge set. Let vector x(0) = [x 1 (0), · · · , x n (0)] T contain the initial values observed by the nodes, and x ave = 1 n n i=1 x i denote the average. The goal is to compute x ave in a distributed and robust fashion. As we mentioned, such designs are basic building blocks for distributed and cooperative information processing in wireless networks. Let x(t) be the vector containing node values at the tth iteration. Without loss of generality, we consider the set of initial values x(0) ∈ R + n , and define the ǫ-averaging time as T ave (ǫ) = sup
where x 1 = i |x i | is the l 1 norm 2 .
We will mainly use the geometric random graph [11] to model a wireless network in our analysis. In a geometric random graph G(n, r(n)), n nodes are uniformly and independently distributed on a unit square [0, 1] 2 , and r(n) is the common transmission range of all nodes. It is known that the choice of r(n) ≥ 2 log n n is required to ensure the graph is connected with high probability [11] . 1 For the more general case x(0) ∈ R n , the corresponding expression in (1) is x(t) − xave1 1 ≤ ǫ x(0) − mini xi(0)1 1.
2 In the literature of distributed consensus, the l2 norm has also been used in measuring the averaging time [3] , [7] . We adopt the definition in (1) for ease of analysis and exposition. The same definition has been used in [10] . DRAFT 
B. Related Works
In this section, we review several relevant works reflecting recent development on distributed consensus.
The reader is referred to [4] for a systematic treatment of distributed computation. Xiao and Boyd [3] derived necessary and sufficient conditions for the weight matrix W such that the linear iteration
x(t+1) = Wx(t) asymptotically computes x ave 1 as t → ∞. They formulated the fastest linear averaging problem as a semi-definite program, which is convex when W is restricted to be symmetric. Finding the optimal symmetric W with non-negative weights is closely tied to the problem of finding the fastest mixing reversible Markov chain on the graph.
Recently, another class of distributed consensus algorithms, the gossip algorithms have received much interest [7] , [12] , [13] . Under the gossip constraint, a node can communicate with at most one node at a time. In particular, the randomized gossip algorithm studied by Boyd et al. [7] realizes distributed averaging through asynchronous pairwise relaxation. At each time instant, a random node i chooses one of its neighbors j randomly with probability P ij , and both nodes update their values with their average. For a symmetric P, the authors show that the absolute n −α -averaging time (α > 0) of the gossip algorithm is related to the mixing time of the reversible chain as Θ(log n + T mix (P, ǫ)).
A recent work by Moalleimi and Roy [8] proposed consensus propagation, a special form of Gaussian belief propagation, as another alternative for distributed averaging. By avoiding passing information back to where it is received, consensus propagation suppresses to some extent the diffusive nature of a reversible random walk. It requires the minimum possible time to converge on a singly connected graph, and O(n/ǫ log(n/ǫ)) on an n-cycle. However, the gain in time complexity of consensus propagation over gossip algorithms is expected to diminish as the graph gets better connected, i.e., the node degrees become much larger than 1, in which case the diffusive behavior is not effectively reduced.
While the above works studied either synchronous or asynchronous parallel algorithms, the work by Savas et al. [14] explored distributed computation of decomposable functions through sequential algorithms, where a node does not transmit messages until it is activated by another node. They proposed two algorithms, SIMPLE-WALK and COALESCENT, with which the transmission tokens follow a simple and a coalescing random walk respectively. It is shown that the average time taken by the SIMPLE-WALK to compute the average is exactly the mean cover time of the network graph, and both algorithms provide gain in message complexity at a cost of time complexity compared with gossip algorithms.
We have recently become aware of the independent work by Jung and Shah [10] , which also explored nonreversible chains for fast distributed consensus. However, our scheme is considerably different from DRAFT theirs. Their algorithm adopts the nonreversible lifting of an existing Markov chain as proposed in [2] , which is constructed from a multi-commodity flow of the chain with minimum congestion. For each path in the multi-commodity flow (at least one path between each ordered pair of nodes), a new replica node (state) is created for each internal node of the path. Therefore, the state space of the new chain is of a size up to n 3 . Moreover, to construct the chain each node in the network must have global knowledge of the network-in particular, the paths in the optimal multi-commodity flow that pass through itself.
On the other hand, the chain used in our algorithm is formed in a distributed fashion exploiting only local information, and the size of the state space is linear in n. As a result, our algorithm is robust to topology changes: when a node joins or leaves the network, only its neighbors need to update their local processing rules, while using their algorithm, the entire chain needs to be re-calculated. In conclusion, the class of LADA algorithms we propose is more suited for distributed implementation in dynamic large-scale networks.
III. PERFORMANCE OF DISTRIBUTED CONSENSUS IN WIRELESS NETWORKS THROUGH CHAIN
LIFTING It has been observed by Diaconis et al. [1] and Chen et al. [2] that nonreversible chains constructed on a "lifted" graph mix substantially faster than related reversible chains. A lifted chainP on state spacẽ V of a given chain P on state space V is constructed by creating multiple replica states u 1 , · · · , u lu inṼ corresponding to each state u ∈ V , and designing the transition probabilities conforming to P (i.e.,P uivj > 0 only if P uv > 0 or u = v) such that the stationary probabilities π(u), u ∈ V in P is retained (i.e., iπ (u i ) = π(u)). The idea of nonreversible lifting lends itself naturally to a fast distributed consensus algorithm: by allowing each node in the network to maintain multiple copies of its estimated average value, the lifted chain with desired fast-mixing property can be simulated 3 . In this section, we first introduce some parameters and analysis characterizing the mixing behavior of a general (especially nonreversible) Markov chain. Then, by deriving a lower bound for the resistance on G(n, r), we show that the ǫ-averaging time of distributed consensus via lifting a Markov chain on G(n, r) is at least Ω(r −1 ) 4 .
Finally, we present a centralized algorithm which achieves an ǫ-averaging time of O(r −1 log(ǫ −1 )). 3 Although sometimes used interchangeably in related works, in this study it is better to differentiate between nodes (in a network) and states (in a Markov chain), since several states in the lifted chain correspond to a single node in a network 4 We use the following order notations in this paper: Let f (n) and g(n) be nonnegative functions for n ≥ 0. We say f (n) = O(g(n)) and g(n)
= Ω(f (n)) if there exists some k and c > 0, such that f (n) ≤ cg(n) for n ≥ k; f (n) = Θ(g(n)) if f (n) = O(g(n)) as well as f (n) = Ω(g(n)). We also say f (n) = o(g(n)) and g(n) = ω(f (n)) if limn→∞ f (n) g(n) = 0.
DRAFT
A. Mixing Time and Resistance
The mixing time of a Markov chain characterizes the convergence rate towards stationarity, and can be defined in various ways. The most popular definition uses the total variational distance, or equivalently, the l 1 norm. For ǫ > 0, the ǫ-mixing time of an irreducible and aperiodic Markov chain P with stationary distribution π is defined as [9] T mix (P, ǫ) = max
where P t (i, ·) is the t-step transition probabilities given that the start state is i. Various tools, including eigenvalues [15] , coupling [16] , stopping times [2] , [17] - [19] , conductance [20] , canonical paths [15] and multi-commodity flow [21] have been successfully used to estimate the mixing time of reversible chains.
It turns out that the analysis is much more difficult when reversibility does not hold. In this paper, we use the multi-commodity flow approach and the resistance measure 5 [21] , [22] to estimate mixing times of Markov chains without the reversibility assumption. A flow 6 in the underlying graph G(P) of P is a
where Γ uv is the set of all simple directed paths from u to v in G(P) and Γ = u =v Γ uv . The congestion
parameter R(f ) of a flow f is defined as
where Q(e) = Q ij = π i P ij is the ergodic flow on edge e = ij, often interpreted as the capacity of the edge. The resistance of the chain P is defined as the minimum value of R(f ) over all flows,
and is an invariant of a Markov chain.
It has been shown that the resistance of an ergodic reversible Markov chain satisfies R ≤ 16T mix (P, 1/8) [21] . This result does not readily apply to nonreversible chains. Instead, a similar result (given in Lemma 5 The multi-commodity flow approach is related to the canonical paths approach, but captures the mixing time more accurately by looking for a fractional multi-commodity flow that minimizes congestion. 6 An alternative and equivalent definition of a flow as a function defined on the edges of graphs can be found in [23] . DRAFT 3.1 below) exists if the mixing time is replaced by another parameter known as T fill [17] (also known as T separate [19] ). For 0 < c < 1, T fill (P, c) is defined as
Lemma 3.1: For any irreducible and aperiodic Markov chain P, the resistance satisfies
Proof: Let t = T fill (P, c). Let Γ uv , set
and set f (γ) = 0 for all other paths γ ∈ Γ. Thus, γ∈Γ (t) uv f (γ) = π(u)π(v). Now, by removing cycles on all paths, we can obtain a flow f ′ (consisting of simple paths) from f without increasing the throughput on any edge. The flow routed by f ′ through e is
where the second inequality follows from the definition of T fill . The final sum in (9) is precisely the probability that the stationary process traverses the oriented edge e within t steps, which is at most tQ(e). It then follows
For a Markov chain P, define its reverse chain P with ← − P ij = πiPji πj . In the following, we state two lemmas which will be used to establish lower bounds for the mixing time. 
Proof: Let τ = T mix (P, ǫ) and ← − τ = T mix ( ← − P , ǫ). For any j ∈ V , consider the set S = {k ∈ V : that for any i, P t (i, S) ≥ 1 − 6ǫ for t ≥ τ . Thus, for any t ≥ τ + ← − τ ,
That is,
Remark: It is easy to verify that Lemma 3.2 also holds for the reverse chain.
Lemma 3.3:
For any irreducible and aperiodic Markov chain P, if ǫ < π min /2 where π min = min i π(i),
we have
Proof: Let t = T mix (P, ǫ). Then for any i and j,
as required. T mix (P, ǫ) + T mix ( ← − P , ǫ) . Moreover, if ǫ < πmin 2 , then R(P) ≤ 1 − 2ǫ πmin T mix (P, ǫ). The following lemma, which establishes an upper bound for the mixing time, will be used frequently in our analysis. Specifically, for the algorithms we propose, it is often easier to obtain an estimate for T fill , from which we obtain an upper bound for T mix . 
Proof: The lemma follows directly from a well-known result in Markov chain theory [24] , which states that for any starting state i, and all t = 1, 2, · · · , P t (i, ·) − π 1 ≤ c t/Tfill(P,c) .
B. A Performance Lower Bound
Consider linear iterations with which the sum of node values is retained, i.e.,
where P is a stochastic matrix. For the purpose of averaging, it is desirable that the associated Markov chain possesses a uniform stationary distribution, i.e., P is doubly stochastic. Note that in this case, T mix (P, 2ǫ) and the averaging time T ave (ǫ) in (1) coincide. In Section IV, we will show that the effect DRAFT of non-uniform stationary distribution can be compensated through proper scaling to achieve averaging, and that as long as the stationary distribution is approximately uniform, i.e., π(v) = Θ 1 n , ∀v ∈ V , the convergence rate is still governed by the mixing time of the associated chain. Therefore, we will mainly investigate the class of Markov chains P with an approximately uniform stationary distribution.
In the remaining of this section, we obtain a lower bound for the averaging time of distributed consensus via lifting such chains on G(n, r), or equivalently, the mixing time of the lifted chain. To this end, we introduce another invariant of a Markov chain, the conductance, which measures the chance of leaving a set after a single step, and is defined as [21] Φ(P) = min
whereS is the complement of S in V , and Q(A, B) = i∈A j∈B Q ij .
Lemma 3.5:
For any Markov chain on a geometric random graph with π(v) = Θ 1 n , ∀v ∈ V , the conductance satisfies Φ(P) = O(r), and the resistance satisfies R(P) = Ω(r −1 ).
Proof: Consider dividing the square with a line parallel to one of its sides into two halves S and S with π(S) ≈ π(S) ≈ 1/2, as illustrated in Fig. 1 . A node in S must lie in the shadowed region to have a neighbor inS. For any such node i, j∈S P ij ≤ 1. Applying the Chernoff bound [25] , it can be shown that when r = Ω log n n , the number of nodes in the shadowed area is upper bounded by 2rn
with high probability (w.h.p.). Therefore, we have Φ(P) < Q(S,S) π(S)π(S) ≤ 2rn · Θ 1 n · 1 0.5 · 0.5 = Θ(r).
That is, Φ(P) = O(r). By the the max-flow min-cut theorem [21] , [26] , the resistance R is related to the conductance Φ as R ≥ 1 Φ , thus we have R(P) = Ω(r −1 ). Note that the resistance cannot be reduced by lifting [2] . Combining this fact with Theorem 3.1 and Lemma 3.5 yields the following.
Theorem 3.2:
For any chainP lifted from a chain P on a geometric random graph with π(v) =
. We note that many applications use the "conductance-squared" bound [21] to estimate the mixing time of reversible chains. For reversible random walks with uniform stationary distribution on a geometric random graph, this bound has been shown to be tight [7] , and that the fastest-mixing reversible random walk has an 1/n α -mixing time of Θ(r −2 log n) for α > 0. Theorem 3.2 suggests that it might be possible to significantly reduce the mixing time. The catch, however, is to construct the appropriate lifting. In the following, we will discuss several lifting designs on geometric random graphs or their induced graphs. 
C. A Centralized Grid-based Algorithm
In this section, we present a centralized algorithm which achieves an ǫ-averaging time of O(r −1 log(ǫ −1 )) on G(n, r). This algorithm does not directly simulate a chain lifted from one on the geometric random graph (we present two such algorithms in Section IV). Instead, it relies on a central controller to perform the clustering and simulates a nonreversible chain on the resultant 2-d grid. This is a common approach in literature (e.g., [11] ), where the main purpose is to explore the best achievable performance in wireless networks, with implementation details ignored.
Consider a tessellation of the unit area into k 2 √ 5 r 2 squares (clusters). We assume that a central controller can cluster nodes based on squares they fall in (this dictates some global information on nodes' coordinations). By this tessellation, a node in a given cluster is adjacent to all nodes in the four neighboring clusters. Denote the number of nodes in a given cluster m by n m . Then for a geometric random graph n m ≥ 1 for all m w.h.p. as n → ∞ [11] . One node in each cluster is selected as a cluster-head, which is responsible for exchanging values with other clusters and broadcasting the updated 
DRAFT At each time instant t, the cluster-heads of neighboring clusters communicate and update their values.
Specifically, the east value of cluster m is updated with
That is, the east value of cluster m is a weighted sum of the previous values of its west neighbor of m, with the majority (1 − 1 k ) coming from the east value, and a fraction of 1 2k coming from the north value as well as the south value. If m is a west border cluster (with no west neighbor), then the east, north and south value of the west neighbor are respectively replaced with the west, north and south value of itself
). Note that the west value is "bounced back" when it reaches the west boundary and becomes the east value. As we will see, this is a natural procedure on the grid structure to ensure that the iteration evolves according to a doubly stochastic matrix which is desirable for averaging. Moreover, the fact that the information continues to propagate when it reaches the boundary is essential for the associated chain to mix rapidly. Similarly, the north value of cluster m is a weighted sum of the previous values of its south neighbor, with the majority coming from the north value, and so on. Each cluster-head then calculates the average of its four values as an estimate for the global average, and broadcasts this estimate to its members, so that every node i obtains
The centralized algorithm is detailed in Algorithm 1, wherel denotes l mod 4.
In the following, we give some analysis on the performance of this algorithm.
The update ofŷ can be expressed withŷ(t + 1) = P Tŷ (t), where P corresponds to a doubly stochastic, irreducible and aperiodic nonreversible Markov chain, as illustrated in Fig. 2 . Hence, the chain has a uniform stationary distribution, and it is known from Markov chain theory that for any initial values, each y l i approaches nxave k 2 , i.e., the sum of values averaged by the number of clusters. This accounts for the normalization factor k 2 4n in (21) . Since the nonreversible random walk P most likely keeps its direction, occasionally makes a turn, and never turns back, it mixes substantially faster than a simple random walk (where the next node is chosen uniformly from the neighbors of the current node). In fact, the random walk P takes Θ(k) time to move a distance 1, in contrast to Θ(k 2 ) time taken by a simple random walk. A slightly different nonreversible random walk on a 2-d torus (without concern on the boundary effect) has been studied in [2] , and it is shown that an optimal stopping rule takes Θ(k) time for the state distribution to become approximately stationary. In this paper, we provide a rigorous result of the mixing time of P in terms of the standard definition in (2) 
end while of interest in its own right, this result also serves as a basis for our analysis in the following sections.
The key is to show that T fill = O(k). The desired result then follows from Lemma 3.4. b) For the random walk starting from s, denote byŝ t the state it visits at time t if it never makes a turn. Then for t ≤ k, we have P t (s, c) For any initial state s, denoteŝ t as in b).
Remark 1: It follows directly from Lemma 3.6 that T mix (P, ǫ) = Θ(k), for a small enough constant ǫ > 0; and T mix (P, 1/k α ) = Θ(k log k), for ǫ = 1/k α , α ≥ 1.
Remark 2:
In order to establish a lower bound for the averaging time of the centralized algorithm, the result in b) and c) needs to be extended as follows. For a node v in the k × k grid, denote the four lifted states v i , i = 0, 1, 2, 3. We have for any initial state s, and k ≥ 3, Proof: We can appeal to uniform convergence in the law of large numbers using Vapnik-Chervonenkis theory as in [11] to bound the number of nodes in each cluster as follows:
when n ≥ max{ 3 ǫ(n) log 16e ǫ(n) , 4 ǫ(n) log 2 δ(n) }. This is satisfied if we choose ǫ(n) = δ(n) = 4 log n n . Thus we have for all m, n m ≥ n k 2 − 4 log n = nr 2 5 − 4 log n, which is at least 1 for sufficiently large n if DRAFT r > 20 log n n . In this case, we have that c2n k 2 ≤ n m ≤ c1n k 2 for all m for some constants c 1 , c 2 > 0 w.h.p. as n → ∞. By Lemma 3.6 a), for any ǫ > 0, there exists some τ
whereŷ j (t) as defined above is the value for the jth state without noting the specific node it belongs to, and the last inequality follows from the definition of the mixing time and the convexity of the l 1 norm (i.e., the l 1 norm is maximized when the initial distribution is a point mass).
To prove the latter part of the theorem, note that
The rest follows from Remark 2 of Lemma 3.6.
In large dynamic wireless networks, it is often impossible to have a central controller that maintains a global coordinate system and clusters the nodes accordingly. In the following sections, we investigate some more practical algorithms, which can be applied to wireless networks with no central controller or global knowledge available to nodes.
IV. LOCATION-AIDED DISTRIBUTED AVERAGING (LADA)
In this section, we propose the Location-Aided Distributed Averaging (LADA) algorithm, which utilizes only relative location information among neighbors to construct nonreversible chains that ensures fast mixing.
A. Neighbor Classification
A neighbor classification procedure is needed prior to the distributed computation. We assume that each node i has knowledge of directions 7 and can classify its neighbors accordingly. Specifically, a neighbor j of node i is said to be a Type-l neighbor of i, denoted as j ∈ N l i , if
where X i = Re(X i ) + iIm(X i ) denotes the location of node i. That is, each neighbor j of i belongs to one of the four regions each spanning 90 degrees, corresponding to east (0), north (1), west (2) and south 7 A compass will suffice for this purpose, instead of a GPS. (3) . Note that if i is an east neighbor of j, then j must be a west neighbor of i, and so on. We denote the number of type l neighbors for node i by d l i |N l i | (except for boundary cases discussed below). In literature, a unit torus or sphere is often assumed in performance analysis to avoid the edge effects [7] , [11] . In our study, we explicitly deal with the edge effects by considering the following modification, as illustrated in Fig. 3 . A boundary node is a node within distance r from one of the boundaries, e.g., node i in Fig. 3 . For a boundary node i, we create mirror images of its neighbors with respect to the boundary. If a neighbor j has an image located within the transmission range of i, node j (besides its original role) is considered as a virtual neighbor of i, whose direction is determined by the image's location with respect to the location of i. For example, in Fig. 3 , node j is both a north and a virtual east neighbor of i, and node i is a virtual east neighbor of itself. Denote the set of virtual east neighbors of an east boundary node i resulted from reflecting at the east boundary by N 0 i , and the set of virtual east neighbors of a north or south boundary node i resulted from reflecting at the north or south boundary by N 0 i . Similarly, N 1 i denotes the set of virtual north neighbors of node i resulted from reflecting at the north boundary, and N 1 i denotes those reflected at the east or west boundary, and so on for virtual west and south neighbors 8 . For example, in Fig. 3, we 
. For a boundary node i, d l i is defined as the total number of physical and virtual neighbors in direction l, i.e., d l i |N l i | + | N l i | + | N l i |. With this modification, every type-l neighborhood has an effective area πr 2 4 , hence d l i is roughly the same for all i and l. We also expect that as r increases, the fluctuation in d l i diminishes. This is summarized in the following lemma, which will be used to establish the performance of our proposed algorithms in wireless networks.
Lemma 4.1:
With high probability, the number of type l neighbors of i satisfies
Proof: Following a similar argument in the proof of Theorem 3.3, it can be shown that
Hence, we have |d l i − nπr 2 4 | ≤ 4 log n with probability at least 1 − 4 log n n for all node i and direction l.
Therefore, if r > 16 log n πn , we have d l i = nπr 2 4 1 ± O log n nr 2 = Θ(nr 2 ). If r = Ω log n n 1 3 , we 8 We explicitly differentiate virtual neighbors e N l i and b N l i , as they play different roles in the LADA algorithm. 
B. LADA Algorithm
The LADA algorithm works as follows. Each node i holds four pairs of values (y l i , w l i ), l = 0, · · · , 3 corresponding to the four directions. The values are initialized with
At time t, each node i broadcasts its four values. In turn, it updates its east value y 0 i with
where p is the probability that the associated random walk makes a 90 degree turn. For our analysis, p = Θ(r) is assumed, which will be justified later. As in the centralized algorithm, boundary nodes must be treated specially. If i is a west boundary node, then we must include an additional term j∈ e N 2 (29), i.e. the east value of i is a combination of values from both physical and virtual west neighbors. Note that for virtual west neighbors N 2 i resulted from the west boundary, their west rather than east values are used. This is similar to the grid case, where the west values are bounced back and become east values when they reach the west boundary, so that the DRAFT information continues to propagate. If i is a north or south boundary node, however, the sum in (29) is (y l i (t + 1)/w l i (t + 1)).
The detailed algorithm is given in Algorithm 2 9 .
We then give some performance analysis for LADA. Denoteŷ = [y T 0 , y T 1 y T 2 , y T 3 ] T , with y l = [y l 1 , y l 2 , · · · , y l n ] T , and similarly denoteŵ. The above iteration can be written asŷ(t + 1) = P T 1ŷ (t)
, and if i ∈ N l j , then j ∈ N l i , it can be shown that each row in P 1 sums to 1, hence P 1 is a stochastic matrix. The exchange weights for an east value of some node i (which is equivalent to the transition probabilities of a Markov chain) are illustrated in Fig. 4 . Since the incoming probabilities of a state does not sum to 1, P 1 is not doubly stochastic and does not have a uniform stationary distribution. Nevertheless, with the aid of the auxiliary variable w, node values still converge to the average as t → ∞. Proof: The Markov chain P 1 formed on a finite connected 2-d network is irreducible and aperiodic by construction. Therefore, P 1 has a unique stationary distribution π. It is easy to show that lim t→∞ŷ (t) = 4nx ave π and lim t→∞ŵ (t) = 4nπ. It follows that lim t→∞ x(t) = x ave 1.
Remark: It is clear that w j serves to estimate the scaling factor 4nπ j at each iteration. Alternatively, we may assume that sensor j has perfect knowledge of 4nπ j (e.g. through a pre-computation stage).
Then only the y values need to be communicated. Moreover, the exact knowledge of the locations of the neighbors is not critical for the LADA algorithm. For example, if a neighbor j of node i is on the border 9 We do not explicitly differentiate between the non-boundary and boundary cases, since the corresponding terms are automatically zero for non-boundary nodes. DRAFT Algorithm 2 LADA Algorithm for i = 1 to n do The proof is given in Appendix B. Essentially, we first consider the expected location of the random walk P 1 , which is shown to evolve according to the random walk P on a k × k grid with k = Θ(r −1 )
when p = Θ(r). Thus the expected location of P 1 is approximately uniform in 6k steps (see Section III.B). Then, we take the random node location into account and further show that when n → ∞, the exact location of the random walk P 1 is also approximately uniform in 6k steps. Finally, we show that P 1
has an approximately uniform stationary distribution due to the approximate regularity of the underlying graph, which, together with the above result, establishes that T mix (P 1 , ǫ) = O(r −1 log(ǫ −1 )). The proof is given in Appendix C. Note that although the stationary distribution of P 1 is non-uniform and estimated weights rather than exact stationary probabilities are used, the averaging-time is still on the same order as the mixing time of P 1 , partly due to the fact that the stationary probabilities are all of order Θ(n −1 ).
We have also explored a variant of the LADA algorithm, called the LADA-U algorithm, where the nonreversible chain is carefully designed to ensure a uniform stationary distribution (accounting for the suffix "U"), by allowing transitions between the east and the west, as well as between the north and south state for each node. Thus the weight estimation procedure in LADA is avoided. It can be shown that LADA-U can achieve the same scaling law in averaging time as the centralized scheme, but with a transmission range substantially larger than the minimum connectivity requirement, mainly due to the induced diffusive behavior. In particular, a sufficient condition for the same scaling law as the centralized scheme to hold is r = Ω log n n 1 3 . The LADA-U algorithm and its performance analysis are summarized in Appendix D for possible interest of the reader.
V. CLUSTER-BASED LADA
In Section III, we have presented a centralized algorithm, where the linear iteration is performed on the 2-d grid obtained by tessellating the geometric random graph. Only the cluster-heads are involved in the message exchange. Therefore, in addition to achieving the same time complexity as the the purely DRAFT distributed LADA algorithm, the centralized algorithm offers an additional gain in terms of the message complexity, which translates directly into power savings for sensor nodes. However, as we have mentioned previously, the assumption of a central controller with knowledge of global coordinates in the centralized algorithm might be unrealistic in sensor networks. This motivates us to study a more general clusterbased LADA (C-LADA) algorithm which alleviates such requirements, and still reaps the benefit of reduced message complexity through clustering. The idea of C-LADA can be simply described as follows.
The nodes are clustered beforehand using a distributed clustering algorithm where no global coordinate information is required. The induced graph may have an arbitrary topology. The LADA algorithm is then applied to the induced graph, where the neighbor classification is based on the relative location of the cluster-heads of neighboring clusters.
A. Distributed Clustering
We begin by introducing a simple distributed clustering algorithm for general wireless networks. We assume each node i has an initial seed s i which is unique within its neighborhood. This can be realized through, e.g., drawing a random number from a common pool, or simply using nodes' IDs. From time 0, each node i starts a timer with length t i = s i , which is decremented by 1 at each time instant as long as it is greater than 0. If node i's timer expires (reaches 0), it becomes a cluster-head, and broadcasts a "cluster initialize" message to all its neighbors. Each of its neighbors with a timer greater than 0 signals its intention to join the cluster by replying with a "cluster join" message, and also sets the timer to 0. If a node receives more than one "cluster initialize" messages at the same time, it randomly chooses one cluster-head and replies with the "cluster join" message. At the end, clusters are formed such that every node belongs to one and only one cluster. The uniqueness of seeds within the neighborhood ensures that cluster-heads are at least of distance r from each other, which will be used to bound the message complexity later. We assume that clusters are formed in advance and the overhead is amortized over the multiple computations. The detailed algorithm is given in Algorithm 3.
DRAFT Algorithm 3 Distributed Clustering K ⇐ 0 {K: number of clusters}
We say two clusters are adjacent (or neighbors) if there is a direct link joining them. Assume that through some local information exchange, a cluster-head knows all its neighboring clusters. In the case that two clusters are joined by more than one links, we assume that the cluster-heads of both clusters agree on a single such link being activated. The end nodes of active links are called gateway nodes. The induced graphG from clustering is a graph with the vertex set consisting of all cluster-heads and the edge set obtained by joining the cluster-heads of neighboring clusters. In Fig. 5 , we illustrate the induced graph as a result of applying our distributed clustering algorithm to a realization of G(300, r(300)), where r(n) = 2 log n n .
B. C-LADA Algorithm
The neighboring clusters are classified based on the relative coordinates of the cluster-heads, according to the same rule as described in Section IV-A, except that the virtual neighbor for a boundary cluster (one whose cluster-head is within distance r from the boundary) is considered to be only the cluster itself for every direction it has no physical neighbor. The degree d l m is similarly defined as the number of type-l neighboring clusters (including virtual neighbors) for cluster m. Note that, as n → ∞, the transmission circles of all cluster-heads must cover the entire network area when the distributed clustering is completed.
It can be shown that for any cluster-head, there must be at least one cluster-head lying within a distance 2 + 1 √ 5 r in each of the four neighboring regions such that the entire network area is covered 10 , and such two clusters are adjacent w.h.p. Thus, we have d l m ≥ 1 for any m and l w.h.p. The LADA algorithm can be readily applied to the induced graph from clustering as follows. Every cluster-head maintains four pairs of (y l m , w l m ), l = 0, · · · , 3 values, initialized with y l m (0) = Ci=m x i (0), and w l m (0) = n m , l = 0, · · · , 3, where C i is the index of the cluster node i belongs to, and n m is the number of nodes in the m-th cluster. At time t, the gateways nodes of neighboring clusters exchange values and forward the received values to the cluster-head. The cluster-heads update their y values and w values according to (29) and broadcast them to its members. Every node computes the estimate of 10 This is obtained as follows: consider the east neighboring region of cluster m, and the extreme case where there are two neighboring clusters with respective cluster-heads lying on the 45 degree borderline of the north and the east region, and that of the south and the east region (they are counted as north and south neighbors respectively). The distance of both clusters from the cluster m can be varied, causing their collective covered area to vary. It can be shown that any point beyond
to the east of the cluster-head of m cannot be covered by these two clusters. Thus there must be at least one other cluster-head lying with a distance " 2 + 1 √ 5
" r from the cluster-head of m that covers it. DRAFT the average with x i (t) = 1 4 3 l=0 (y l Ci /w l Ci ). Using our argument on LADA, it is easy to show that x(t) converges to x ave 1 as t → ∞. The performance of C-LADA on the geometric random graph can be analyzed following similar argument for LADA, and it can be shown that C-LADA also achieves an ǫ-averaging time of O(r −1 log(ǫ −1 )).
C. Message Complexity
Finally, we demonstrate that C-LADA considerably reduces the message complexity, and hence the energy consumption. For LADA, each node must broadcast its values during each iteration, hence the number of messages transmitted in each iteration is Θ(n). For C-LADA, there are three types of messages: transmissions between gateway nodes, transmissions from the gateway nodes to cluster-heads and broadcasts by the cluster-heads. Thus, the number of messages transmitted in each iteration is on the same order as the number of gateway nodes, which is between Kd min and Kd max , where K is the number of clusters, and d min and d max are respectively the maximum and the maximum number of neighboring clusters in the network. Proof: The lower bound d m ≥ 4 follows from d l m ≥ 1 for any m and l. Note that the cluster-heads are at least at a distance r from each other. Hence, the circles with the cluster-heads as the centers and radius 0.5r are non-overlapping. Note also that, for a cluster m, the cluster-heads of all its neighboring clusters must lie within distance 3r from the cluster-head of m. Within the neighborhood of radius 3.5r of a cluster-head, there are no more than 3.5 0.5 2 non-overlapping circles of radius 0.5r. This means that the number of neighboring clusters is upper bounded by 48.
Consider the tessellation of the unit square into squares of side r √ 2 . Thus, every such square contains at most one cluster-head, so there are at most 2r −2 clusters. On the other hand, in order to cover the whole unit square, there must be at least π −1 r −2 clusters.
The theorem below on the message complexity follows immediately.
Theorem 5.1: The ǫ-message complexity, defined as the total number of messages transmitted in the network to achieve ǫ-accuracy, is O(nr −1 log(ǫ −1 )) for the LADA algorithm, and O(r −3 log(ǫ −1 )) for the C-LADA algorithm.
Note that cluster-based algorithms can also be designed based on the reversible chains [27] to reduce the message complexity. It is also of interest to compare our proposed algorithms with those proposed in [14] . It has been shown that the message complexity of the algorithm SIMPLE-WALK in [14] is the 
VI. NUMERICAL RESULTS
In this section, we present some numerical results for the two practical schemes proposed in this paper, LADA and C-LADA. We simulated the performance of the two algorithms, along with fixed iteration with optimal constant edge weights [3] , and randomized gossip [7] where a node chooses one of its neighbors with equal probability (for a fair comparison, the absolute averaging time of the asynchronous gossip is used, i.e., on average, n pairwise averaging occur in each iteration). Fig. 6 illustrates the relative l 1 error decay on a G(1000, r(1000)), where r(n) = 2 log n n . It can be seen that both LADA and C-LADA significantly outperform algorithms based on reversible chains. Moreover, since the network connectivity is improved through clustering, C-LADA also performs slightly better than LADA. DRAFT 
VII. CONCLUSION
We propose a class of Location-Aided Distributed Averaging (LADA) algorithms for wireless networks, which achieve fast convergence via constructing nonreversible lifting of Markov chains. We have shown that in a wireless network with transmission radius r, it is possible to achieve an ǫ-averaging time of O(r −1 log(ǫ −1 )) using a centralized algorithm, where nodes are clustered using a central controller based on a global coordinate system, and nonreversible chains are formed on the resultant 2-d grid. We then present a purely distributed algorithm, the LADA algorithm, which utilizes only direction information of neighbors to construct nonreversible chains. Due to the random node locations in wireless networks, the constructed chain in LADA does not have a uniform stationary distribution. This in turn is compensated for with an additional weight estimation procedure. We show that an ǫ-averaging time of O(r −1 log(ǫ −1 )) can be achieved by LADA for all r that guarantees connectivity. Finally, we propose a cluster-based LADA (C-LADA) algorithm, which requires no central controller to perform clustering, while reaps the benefit of reduced message complexity. Numerical results are provided to show that both the LADA and C-LADA algorithms offer tremendous performance improvement over algorithms based on reversible chains.
APPENDIX
A. Proof of Lemma 3.6 We will show that by time t = 6k, the random walk starting from any state visits every state with probability at least C 4k 2 with C = 2 −12 . The desired result then follows from Lemma 3.4. To proceed, we define some notations as follows. Denote the state space of the chain P by S, and the set of east, west, north and south states respectively by S E , S W , S N and S S . For a node in the k × k grid, its horizontal index is labeled from east to west as 0, 1, · · · , k − 1, and its vertical index is labeled from south to north as 0, 1, · · · , k − 1. circularly. For example, the numbering for east and west states in a given row is illustrated in Fig. 7 .
Note that by defining the function g(x) = min(x, 2k − x − 1), we have g(s 2 ) = x s when s 0 = 1, and g(s 2 ) = y s when s 0 = −1. With these notations, a movement of the random walk that keeps the direction can be written as (s 0 , s 1 , s 2 ) → (s 0 , s 1 , s 2 + 1 (mod 2k)), and a 90 degree turn can be written as (s 0 , s 1 , s 2 ) → (−s 0 , g(s 2 ), s 1 + 1 (mod 2k)) if it is towards east or north 11 or (s 0 , s 1 , s 2 ) → (−s 0 , g(s 2 ), 2k − s 1 (mod 2k)) if it is towards west or south (c.f. Fig. 2 ).
Our following analysis is a nontrivial extension of that in [1] for the path case. Without loss of generality, we assume that the chain starts from some horizontal state s 0 = (+1, a, b). Let T 1 , T 2 , · · · , (1 ≤ T 1 ≤ T 2 ≤ · · · ) be the times that the random walk makes a turn. Let s t be the state the random walk visits at the tth step, and A t be the number of turns made by the random walk up to time t. We show that it is necessary and sufficient to look at two cases, A t = 2 and A t = 3, with the former ensuring that any east or west state could be reached with probability at least C 4k 2 at time 6k, and the latter ensuring the same is true for any north or south state. i.e., we prove that for any s = (s 1 , s 2 ) ∈ S,
Note that s t is determined by the turning times as well as the turning directions. First, consider A t = 1.
Given T 1 , we have s 0 t = −1 and s 1 t = g(b + T 1 − 1(mod 2k)), but there are two possibilities for s 2 t : if the turn is towards north, then we have s 2 t = a + 1 + t − T 1 (mod 2k); if the turn is towards south, then we have s 2 t = (2k − a) + t − T 1 (mod 2k) = −a + t − T 1 (mod 2k). Next, consider the case A t = 2. For given T 1 and T 2 , we have s 0 t = 1, and s 1 t = g(s 2 T2−1 ), where s 2 T2−1 is either a + T 2 − T 1 (mod 2k) or −a+ T 2 − T 1 − 1 (mod 2k) depending on the direction of the first turn as given above. s 2 t also admits two possibilities: if the second turn continues in the direction of the random walk prior to the first turn, i.e., 1 (mod 2k) . We can continue to analyze the case A t = 3, with which s 0 t = −1, s 1 t = g(s 2 T3−1 ) admits two possibilities depending on the direction of the second turn, and s 2 t admits four possibilities depending on the directions of both the first and the third turn. To summarize, we have the following results.
Given A t = 2, we have s 0 t = +1,
with probability 0.5 each, where the choice is determined only by the direction of the first turn, and
with probability 0.5 each, where the choice is determined only by the direction of the second turn. Given
with probability 0.5 each, where the choice is determined only by the direction of the second turn, and
with probability 0.25 each, where the choice is determined by the directions of the first and the third turn. Note that for both A t = 2 and A t = 3, s 1 t and s 2 t are independent given the turning times. Now, for any target state s = (s 0 , s 1 , s 2 ), consider the two cases:
1) If s 0 = +1 (an east or west state), we have when t = 6k,
DRAFT where the second inequality comes from picking two combinations of s 1 t and s 2 t out of the four possible combinations formed from (31) and (32), where for simplicity we have assumed that g(i) = i in (31) (the case for g(i) = 2k − 1 − i can be similarly argued). Let x = s 1 − a, y = t − b − s 2 + 1 and z = s 1 + a + 1, we get
Note that T 2 − T 1 and T 1 + T 2 must have the same parity, so we need to consider two cases: if x and y have the same parity, then there exists at least a pair of (T 1 , T 2 ) with 1 ≤ T 1 < T 2 ≤ t (e.g., T 1 = y−x 2 − 1 (mod 2k) + 1 and T 2 = y+x 2 − 1 (mod 2k) + 2k + 1) such that T 2 − T 1 = x (mod 2k) and T 1 + T 2 = y (mod 2k) are satisfied; if x and y have different parity, then z and y must have the same parity, and there exists at least a pair of (T 1 , T 2 ) with 1 ≤ T 1 < T 2 ≤ t such that the second set of equations above is satisfied. Either of the two cases occurs with a probability 1
2) If s 0 = −1, we have
where the second inequality comes from picking two combinations out of eight possible combinations formed from (33) and (34), and in the third inequality, we have let x = s 1 − b + 1, y = a + t − s 2 + 1 and z = −a + t − s 2 . Same as above, we must consider two cases for the parity reason. For x and y with the same parity, consider the 2k tuples of (T 1 , T 2 , T 3 )
It is obvious that any such tuple satisfies 1 ≤ T 1 < T 2 < T 3 ≤ 6k, as well as T 3 −(T 2 −T 1 ) = x (mod 2k) and T 3 + (T 2 − T 1 ) = y (mod 2k). For x and y with different parity, x and z must have the same parity, and similarly there exists at least 2k valid tuples of (T 1 , T 2 , T 3 ) satisfying the second set of equations DRAFT above. Thus, for any target vertical state s, we can always find 2k turning times (T 1 , T 2 , T 3 ) with proper turning directions to reach s at t = 6k. Therefore,
This completes the proof.
B. Proof of Lemma 4.2
We label the coordinates of the unit square from west (0) to east (1) horizontally, and from south (0) to west (1) Consider a movement of the random walk. Denote the distance traveled in the direction of movement, and that orthogonal to the direction of movement at time t respectively by α t and β t , as shown in Fig.   8 . Since nodes are randomly and uniformly distributed and the transition probability is uniform for all neighbors in the same direction, we can calculate the expected value of α t and β t as follows: In the following, we assume k = 1 µα + 1 and the turning probability p = 1 k = Θ(r). Without loss of generality, we assume that the random walk starts from some state s 0 with s 1 0 = i 0 µ α and s 2 0 = j 0 µ α for some i 0 ∈ {0, 1, · · · , k − 1} and j 0 ∈ {0, 1 · · · , 2k − 1} (the proof only differs slightly in notation for non-integer i 0 and j 0 ). We can write out the expected location E(s t ) of the random walk at time t by assuming that α t = µ α and β t = 0 for all t ′ ≤ t. 
for some c 2 > 0.
In order to obtain a lower bound for the probability of reaching any state s at t = 6k +1, we first obtain a lower bound for the probability of reaching any ancestor of s in the underlying graph of the chain at t = 6k. For example, consider an east state s of node i. Note that if node i is a west, north, or south boundary node, it may have virtual west neighbors, which ensure that the effective west neighboring region of node i covers a circular sector of 90 degrees. It can be shown that such a circular sector contains a square of side µ α as depicted in Fig. 8 . Denote the set of east states of nodes in N 2 i N 2 i and west states of nodes in N 2 i in this square byŜ = {ŝ :ŝ 0 = 1,ŝ 1 ∈Ŝ 1 ,ŝ 2 ∈Ŝ 2 }, where generally for a non-boundary node, we haveŜ 1 = [aµ α , (a + 1)µ α ) andŜ 2 = [bµ α , (b + 1)µ α ) for some a ∈ [0, k − 1]
and b ∈ [0, k − 1]. If i is a west boundary node, then the square under consideration is folded along the west boundary, such thatŜ 2 = [0, (1 − b)µ α ) [2 − bµ α , 2) for some b ∈ (0, 1), with the latter corresponding to west states of nodes in N 2 i . Similarly we can obtain the expression forŜ 1 if i is a south or north boundary node. Note that in all these cases,Ŝ 1 andŜ 2 consist of intervals with a total length µ α . In the following, we assume i is not a boundary node for simplicity, but the proof extends easily to the boundary nodes.
By the uniformity of node distribution and the construction of the chain, as n → ∞, the distribution of s 2 that lie in A. .
We conclude that the stationary distribution of P 1 is approximately uniform, i.e., for any s ∈ S, c5 4n ≤ π(s) ≤ c7 4n for some c 5 , c 7 > 0. It follows from (36) that Pr{s 6k+1 = s} ≥ c4 c7 π(s) c 1 π(s), which implies that the mixing time of P 1 is T mix (P 1 , ǫ) = O(r −1 log(ǫ −1 )).
C. Proof of Theorem 4.2
From Appendix B, we have for any ǫ ≥ 0, there exists some constant c 1 > 0 and τ T mix (P 1 , c1ǫ 4 ) = O(r −1 log(ǫ −1 )), such that for any t ≥ τ , we haveŵ j (t) ≥ c1 4n · 4n = c 1 for j = 1, 2, · · · , 4n, and 4n j=1 |ŷ
It follows that x(t) − x ave 1 1 ≤ 1 4 4n j=1 |ŷ j (t) wj(t) − x ave | ≤ 1 4 ŷ(0) 1 ǫ = x(0) 1 ǫ.
D. LADA-U Algorithm
In this appendix, we introduce the LADA-U (Uniform) algorithm, which achieves the goal of distributed averaging by simulating a nonreversible chain with uniform stationary distribution on the geometric random graph. In LADA-U, each node i holds four values y l i , l = 0, · · · , 3 corresponding to the four directions, all initialized to x i (0). During each iteration, the east value of node i is updated with
where d max = max i,l d l i , and p = Θ(r) is defined similarly as in LADA. Note that the boundary effect have been addressed through virtual neighbors as in LADA. The north, west and south values are updated in the same fashion. Node i computes its estimate of x ave with x i (t + 1) = 1 4 3 l=0 y l i (t + 1).
2 −12c 1 4k 2 in 6k steps (note that the modification in the 90 degree turns only causes constant shifts in the expressions of s t , and does not affect the result). The case for north and south states can be similarly argued, and we conclude that the state distribution of the random walkP is approximately uniform at t = 6k. Then, following the analysis in Appendix B, it can be shown that the exact location of random walk P 2 is also approximately uniform at t = 6k, which by the uniformity of the stationary distribution of P 2 implies that the ǫ-mixing time of P 2 , as well as the ǫ-averaging time of LADA-U is O(r −1 log(ǫ −1 )).
