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Abstract 
F o LL ow ING John Roe in his Lectures on Coarse Geometry, we begin by describing the large­
scale structure of metric spaces by means of coarse maps between them, those being maps 
which preserve distances at large scales. Using these techniques, we demonstrate that the real 
numbers and the integers have the same large scale structure-or are coarsely equivalent­
but that the real line is coarsely equivalent to neither the Euclidean plane nor the set of 
positive real numbers. Following a generalization of these concepts for general topological 
spaces with the introduction of an abstract coarse structure on the space, we show, among 
other things, that the real line is not coarsely equivalent to the long line of the countable 
ordinals with the order topology. 
We depart from Roe to describe a connection between locally compact Hausdorff spaces 
and a sub-class of Banach algebras known as C* -algebras, where we find that every such 
algebra can be described as a set of continuous functions on a particular locally compact 
Hausdorff space. In particular, we see that there is a very strong relationship between the 
two: the categories of C* -algebras and * -homomorphisms, and the opposite of locally com­
pact Hausdorff spaces and continuous functions, are dual. 
Returning to coarse structures, we examine compactifications of locally compact Haus­
dorff spaces with a view to construction of a topological coarse structure, one in which those 
maps which are coarse are precisely those which may be continuously extended to the bound­
ary of the space. We complete our investigation by describing the inverse process: given a 
coarse structure, can we find a compactification possessing the same properties? We provide 
an partial answer to this question, called a Higson compactification, and end by calculating 
Higson compactifi.cations of some familiar spaces. � 
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Preface 
THE typical study of metric or topological spaces involves examination of the small-scale 
structure of the space in varying ways. The quintessential property, continuity, depends on 
either functional values taken at small distances, or on the inverse image of a neighborhood: 
that is to say, small-scale properties. 
To study the large-scale structure of a metric or topological space, one naturally becomes 
concerned with properties which hold at large scales, such as boundedness, degrees of free­
dom, and restriction of movement: continuity becomes correspondingly less important, since 
it has little impact on these qualities of a space. Coarse geometry provides a set of tools for 
discussion oflarge-scale structure by consideration of maps which preserve these properties. 
This thesis examines the foundations of coarse geometry, with a particular emphasis in 
describing a certain compactification of a locally compact Hausdorff space, by following John 
Roe in [16). Although it is assumed that the reader has a basic knowledge of geometry and 
topology, many of the terms used are defined either in the text itself, or in the Appendix. Care 
has been taken to ensure that any topological space or structure which might be unfamiliar 
is given at least a brief definition. Particular attention is given to descriptions of the long 
line and the sphere at infinity since these spaces are familiar probably only to those who have 
taken a course in topology. 
Examples have been provided throughout to illustrate the ideas presented. Any back­
ground material which was thought necessary-but not central to the main arguments-has 
been included in an extensive appendix to the text, including a summary of some ideas from 
category theory. 
The first two chapters outline the basic principles of coarse geometry, first by defining the 
required concepts for metric spaces, and then generalizing them for, primarily, topological 
spaces. Some knowledge of metric and topological spaces is assumed: [5) provides an excel­
lent introduction to the former, while the first few chapters of [ 14] would provide the rest of 
what is required. 
Familiarity with C* -algebras is not assumed, and since this material was deemed impor­
tant enough for inclusion, an entire chapter on it is justifiable. There were two reasons for 
ix 
providing the material. The first is that C* -algebras are generally studied in the context of 
functional analysis, and as a result, geometers or topologists may have had no cause to be­
come acquainted with the subject. Since this text is primarily of interest to them, an account 
has been given of the basic facts connected with C* -algebras. The second reason is the very 
strong connection between the compactifications of locally compact Hausdorff spaces and 
C*-algebras which Roe assumes in [16), and is vital for an understanding of most of the 
fourth chapter. The third chapter can be skipped if the reader is conversant with the main 
concepts involved. 
In the fourth chapter some familiarity with locally compact Hausdorff spaces is assumed, 
although introductory material on these is again included in the Appendix. 
All proofs and figures are mine unless otherwise stated. When a proof is not original, or 
if it is an adaptation of another author's proof, the reference is given in the text. � 
August 1, 2006 
Knoxville, Tennessee 
X 
Christian Stuart Hoffland 
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CHAPTER 1 � 
Elementary Coarse Geometry 
W E begin by stating explicitly how large-scale structures on metric spaces are com­pared, by introducing the idea of coarseness. A coarse map is one which preserves 
distances at large scales: it sends an unbounded set to an unbounded set, and does not al­
low finite distances to become infinite upon mapping. We also define closeness of maps, a 
term which indicates that two maps are uniformly bounded. The central idea in the chapter 
is that of a coarse equivalence-the term used when metric spaces have the same large-scale 
structure-which is comprised of two coarse maps whose compositions, in whichever order, 
are close to the respective identity maps on each space. 
These terms give rise to an assortment of examples and consequences of the definitions. 
The main theorem of the chapter proves that coarseness is indeed an equivalence relation 
on the class of metric spaces. We end by demonstrating coarse equivalence between some 
familiar metric spaces, such as between Z and IR. We shall also show that R is not coarsely 
equivalent to R2, and neither is R coarsely equivalent to R+. 
1.1 CHOICE OF METRIC 
As with small-scale structure, the large-scale properties of a metric space (X, d) depend not 
only on the set X, but on the choice of metric d : X >< X _. R. One large-scale property 
which can be dramatically affected by the choice of metric is boundedness. Even a metric 
which preserves small-scale structure can alter the large-scale structure. 
EXAMPLE 1.1. Ifwe take X = R with the usual metric d(x,y) = Ix -YI, then the metric 
space (R, d) is unbounded. We define the standard bounded metric p : R x R _. R by 
p(x,y) = min{d(x,y), 1}. 
That p actually is a metric is shown in [5]. The metric space (R, p) is homeomorphic to 
(R, d) since Bp(x, r) = Bd (x, r) for any r < 1, so these spaces therefore have the same small­
scale structure. But p is bounded whereas d is not, so they do not have the same large-scale 
structure. 
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In general we shall assume that all metrics are the usual ones unless otherwise stated. 
One important property which these metrics have is that they are proper. 
D E F I N I T I O N  1.2. A metric d :  X x  X --+  � on a space X is proper if closed and bounded 
sets are compact. A proper metric space is a space with a proper metric. 
In other words, a bounded set in a proper metric space is relatively compact: it can be 
made compact merely by taking its closure. 
One reason for the greater ease with which we can compare large-scale structure be­
tween metric spaces-as opposed to, say, topological spaces-is that all of the familiar met­
ric spaces are proper. It is a routine matter, for example, to show that the usual metric 
d ( x, y) = I x - y I on � is so. The concept of properness for a topological space, however, is 
not quite as immediate since we have, at the moment, no concept of what bounded means. 
A substantial part of the work we will do in the next chapter is to formulate a definition of 
boundedness for topological spaces. 
1 . 2  C O A R S E  M A P S  
The following definition is due to Roe in [16) . 
D E F  I N  IT Io N 1.3. Let X and Y be metric spaces, and let f : X --+ Y be a map. 
(a) The map f is (metrically) proper if the inverse image, under f, of each bounded subset 
of Y is a bounded subset of X. 
(b) The map f is (uniformly) bornologous if for every R > 0 there is an S > 0 such that 
d(x, y) < R � d(f(x) , f( y)) < S. 
(c) The map f is coarse if it is proper and homologous. 
It is important to note that a map f being homologous does not imply that the map is 
continuous. Neither is the converse true. 
EXA M P L E  1.4. (a) Let X = � and Y = Z, and suppose that f(x) = lxJ is the integer part 
of x. Then f(x) � x < f(x) + 1 for all x e X. Thus for every R > 0 there is an S = R + 1 > 0 
such that if d(x,y) < R then 
d(f(x),f(y)) = d{ lxj, lYD < R + 1 = S 
so f is homologous. But f is not continuous at each integer point in R 
(b) Let X and Y each be the subspace ( 0, 1] c � and let f ( x) = 1/ x for each x e X. Then 
f is continuous. But for R = 1 and y = 1, each x e X is such that d ( x, 1) < 1, but there does 
not exist an S > 0 such that 
d{x, l) < 1 � d{f{x) ,/(1) )  = j l/x - 1 1 < S 
since we may let x become arbitrarily small. Thus f is not bornologous. 
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We explore some other examples of maps which are proper, homologous, or both. 
EXAM PLE 1.5. (a) For any metric space X it is obvious that the identity map idx : X ---.  X 
is always coarse. If X is a subspace of a metric space Y, then the inclusion map x 1--+ x from 
X into Y is coarse. 
(b) That inclusion maps are coarse is a specific instance of the fact that restrictions of 
coarse maps are coarse, since the proper and homologous conditions hold on talcing subsets. 
Ex AMPLE  1.6. Let f : X ---. Y be a map between metric spaces. If X is bounded then f is 
proper. If Y is bounded then f is homologous. It follows that if X and Y are both bounded, 
then f is coarse. 
EXAM PLE 1.7. If X = R and Y = R then any linear map f(x) = ax+b for some a, b e R, with 
a non-zero, is coarse. The inverse image under f of any bounded subset of Y is translated 
by b and scaled by a factor of 1/ a, and so is bounded in X. It follows that f is proper. And if 
R > 0 and d{x, y) < R then there is an S = a · R such that 
d( f(x), f(y)) = d(ax + b, ay + b) = a · d(x,y) < a · R = S 
so f is homologous. It follows that f is coarse. 
Ex AMPLE  1.8. The above example can be generalized. A map f : X ---. Y between metric 
spaces X and Y is said to be Lipschitz if there is a 1 e R+ such that 
d( f(x),f(y)) � 1d(x, y) 
for all x, y e X. Clearly a Lipschitz map is homologous: for any R > 0, set S = 1R. A 
bi-Lipschitz map satisfies the additional condition that there is a µ  e R+ such that µ �  1 and 
µd(x,y) � d( f(x), f(y)) � 1d(x, y). 
Let B c Y be bounded by M. Then for each x, y e r1 ( B) we have d ( x, y) � M / µ. It follows 
that if f is bi-Lipschitz, then f is proper. Since bi-Lipschitz maps are Lipschitz by definition, 
they are therefore also coarse. 
EXAMPLE 1.9. If {X, dx) and ( Y, dy ) are metric spaces then any map f : X ---.  Y which 
is an isometry, or that 
dy(f(x ) ,/ (y)) = dx(x, y) 
for all x, y e X, is coarse. Inverse images of bounded sets are obviously bounded, and for 
any R > 0, there is an S = R such that 
dx(x, y) < R => dy( f(x),f(y)) = d(x, y) < R = S. 
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• e-<J f 
f(y) : ""'ii'� �- ·;· · · ·· · · · -- · · ·· · · · · · · -�J • •--0 ' f(x) • . :. . .. . .. . . . . .  . . . . .  -.1 
. e--<) \ : 
......, .. ) . ·-· . .. , . . . . , ... , . ......  ., 
B . . . . . . . . . . . . . � 
: R t 
:·: :::: :::rn 1 ;  
e---.? : • : ; , � : i : ;  ! 
' � C, i : J 1 6 
X r 
Figure 1.1: The inverse image of B under f ( x) = l x J is bounded, so f is proper. Points in !RI which are less than R apart are less than R + 1 apart upon mapping by f. 
EXAM PLE 1.10. Let X = !RI, let Y = Z, and let f again be the map x .,..._. lxJ for all x e X (Figure 1.1). Then f is proper, for if A c  Z is bounded then A c  {-n, . . .  , n} for some n E Z. But 
r1(A) c r1( {-n, . . .  , n} ) = [-n, n + l) ,  which is  bounded. Example 1.4 showed that f is  homologous, so f is  coarse. It is clear that a coarse map f : X -+ Y between unbounded metric spaces X and Y must map an unbounded subset A c X to an unbounded subset of Y; that is to say, a coarse map is unbo unded. Otherwise, if f(A) is bounded, J-1(/(A) ) is also bounded, but A c  r1u(A) ) ,  which is a contradiction. It i s  also true that compositions of coarse maps are coarse. 
P R O P O S I T I O N  1.11. Let X, Y, and Z be metric spaces, and let f :  X -+  Y and g :  Y -+  Z be coarse maps. Then g o f : X -+ Z is coarse . Pro of. If B is a bounded subset of Z then the properness of g ensures that g-1 ( B) is bounded, and that/ is also proper means thatJ-1 (g-1 (B)) = (go J)-1 (B) is bounded, so go f is proper. Let R > 0. Since f is homologous there is an S > 0 such that d(x, x') < R implies that d(f(x) , f(x' ) )  < S for all x, x' e X. Since g is homologous there is a T > 0 such that if d (y, y') < S then d (g(y) , (y' ) )  < T for all y, y' E Y, so this certainly applies to those y, y' E Im/. Letting y = f(x) and y' = f(x') means that there is a T > 0 such that d(x, x' ) < R implies d( (g o f) (x ), (g o f) (x' ) )  = d(g(f (x) ), g(f (x' ) ) )  < T for all x, x' e X, so g o f is homologous. Since g o f is proper and homologous, the composition is coarse, as required. D 
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The converse, that if g o f is coarse then both f and g are coarse, is not true, as the 
following example demonstrates. 
E X A M P L E  1.12. Let f :  Iii -+  (0, 1) be defined by f(x) = x - lx J ,  and let g : (0, 1) -+ Iii 
be the inclusion map. Then f o g : (0, 1) -+ [O, 1) is automatically coarse by Example 1.4 
since ( 0, I) is bounded for both the domain and co-domain. But f fails to be proper, since 
the inverse image of the bounded set { 0} under f is r• ( { 0} ) = z, which is unbounded. 
Thus f is not coarse. 
1 . 3 CLOSENESS IN M ETRI C  SPAC ES 
D E F I N I T I O N  1.13. We say that two maps f, g from a set X into a metric space { Y, d) are 
close [16] , and write f ,..,  g, if d(f(x) , g(x) ) is bounded uniformly in X; that is, if 
sup{d(f(x),g(x) )  I x  e X} < oo. 
Closeness, in geometric terms, means that the subset E = { (f ( x) , g( x) ) }  of Y x Y is "not 
too far" away from the diagonal /l = { (y, y) I y e Y},  meaning that over the whole of X, g 
cannot map to values which are an arbitrarily large distance from f. 
Ex AMPLE 1.14. A map from a set X into a metric space ( Y, d) is always close to itself since 
d (f ( x) ,  f ( x))  = 0 for all x e X by positive definiteness of d. 
Ex AMPLE 1.15. Two constant maps k and l into a metric space ( Y, d) are always close, for 
d ( k( x) , l ( x) )  is constant, and therefore uniformly bounded in X. 
Closeness is an equivalence relation on the set of maps from X into Y. 
P R O P O S I T I O N  1.16. Let � be the set of all maps from a set X into a metric space ( Y, d). Let 
f, g be elements of�. and say that f ,.., g if and only if f is close to g. Then ,.., is an equivalence 
relation on � . 
Proof. That ,.., is reflexive follows from Example 1.14, since a map is always close to itself. 
Symmetry is clear by symmetry of the metric d. For transivity, if f is close to g, and g is 
close to h, then 
sup{d(f(x) , g(x) )  I x e X} � M and sup{d{g{x) , h(x))  I x  e X} � N, 
for some finite M and N. Then by the triangle inequality, for any x e X, 
d (/ ( X) ,  h ( X) )  � d (f ( X) , g( X) )  + d (g( X), h ( X) )  � M + N < oo 
so f is close to h. The result follows. D 
Thus we have equivalence classes of maps from X into Y. Example 1.15 demonstrated that 
all constant maps are members of the same equivalence class. We can say a little more than 
this, however. 
s 
P R O P O S I T I O N  1.17. Let X be a set, and let ( Y, d) be a metric space. Then the fo llo wing are equivalent. (a) Any two maps f, g : X --+  Y are close. ( b) Fo r each map f : X --+ Y there is a constant map k : X --+ Y to which f is clo se. Pro of. That (a) � (b) is obvious. For (b) � (a), given any two maps f and g there are 
constant maps k1 and kg to which f and g are close, respectively. Since any two constant 
maps are close, and closeness is an equivalence relation on the set of maps from X into Y, it 
follows that f and g are close, which completes the proof. D 
C O R O L L A RY 1.18. Let X be a set, and let ( Y, d) be a metric space. IfY is bo unded, then any two maps from X into Y are clo se. If the cardinality of X is at a minimum co untably infinite, then any two maps from X into Y being close implies that Y is bo unded. Proof. If Y is bounded by, say, M, then for any two maps f, g : X --+ Y we have 
d(f(x) ,g(x) )  � M 
for all x E X, whence f is close to g. 
If we additionally require that I X  I � �0, then the converse holds. Suppose that any two 
maps from X into Y are close, but that Y is unbounded. This implies that, on choosing a y0 E Y, we can find a sequence (y; ) ;�1 such that d (yo ,  y; ) --+ oo. For each i � 1 choose an x; E X, which is possible since X is infinite, and let a subset Z c X be given by Z = {x; l i  E N}.  
Define a map f : X --+ Y by the rule f (x) = y; if  x = X;  and f (x) = y0 otherwise. Then 
for any constant map k :  X --+  Y it follows that {d(f(x) ,  k(x) ) I x  E X} is not uniformly 
bounded, whence f is close to no constant map. This contradicts our hypothesis by way of 
Proposition 1.17, which guarantees the existence of a constant map to w�ich f is close. It 
follows that our assertion of Y being unbounded is false. D 
The requirement that X must be at least countably infinite is demonstrated by the follow­
ing example. 
EXA M P L E  1.19. Let X be a finite set, and let Y = Iii with the usual metric. For any map 
/ : X --+ Y it is obvious that f ( X) is finite, and hence bounded. Thus each map is close to 
some constant map (in fact, every constant map). But Y is unbounded. 
1 . 4  C OA R S E  E Q U I VA L E N C E  
At the beginning of this chapter we claimed that two spaces have the same large-scale struc­
ture if we can find two maps, with certain properties, whose compositions are close to the 
identity maps on their respective domains. The properties we required were that the maps 
were coarse (proper and homologous), but why do these maps imply that the spaces have 
the same large-scale structure? Essentially this has to do with contractibility. Spaces which 
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are the same on a large scale can be scaled so that points are not too far away from each other, 
but we are not concerned with any differences on a small scale that may arise. 
The homologous condition means that the distances between points are effectively scaled. 
The proper condition ensures that subsets of the space which are either bounded or un­
bounded stay that way upon mapping. And closeness of the compositions to the identities 
means that points can be moved by the compositions only by some (uniform) finite amount. 
The definition following this makes explicit the requirements for similarity of large-scale 
structure. It is also natural that if two spaces are each, on a large scale, similar to a third, 
then all three should be similar to each other. This also is true, as the main theorem of this 
section demonstrates. 
D E F I N I T I O N  1.20. We say that metric spaces X and Y are coarsely equivalent [16] and 
write X � Y if there are coarse maps f : X --+ Y such that f o g and g o f are close to the 
identity maps id y and id x on Y and X respectively. 
We say also that the maps f and g with the above properties are the corresponding coarse 
equivalence maps 
Elsewhere, Roe presents an alternative definition [20] .  A map f : X --+ Y is a coarse 
equivalence if there exist constants C > 0, A > 0 such that 
d(x, x') S Cd(f(x) ,f(x') ) + A, and d(f(x) ,f(x') ) S Cd(x, x') + A 
for all x, x' e X. We also say that f is large-scale Lipschitz. If we allow A to be equal to zero, 
then f actually is a bi-Lipschitz map with A = C and µ =  1/C. 
This definition is at least as strong as Definition 1.20. Suppose that f : X --+ Y is a coarse 
equivalence. Given a bounded set B c Y, there is an M � 0 such that d ( x, x') S M for all 
x, x' E B. If x, x' e r1 (B), then /(x) ,/(x') E B, whence 
d(x, x' ) S Cd(f(x) ,f(x') ) + A S  C · M + A 
and thus r1 (B) is bounded, so f is proper. If R > 0 and d(x, x' ) < R then S = C · R + A >  0 
exists such that 
d(f(x) ,f(x') )  S Cd(x, x') + A <  C · R + A = S 
for all x, x' e A, so / is homologous. It follows that f is a coarse map. 
Now we have to find a coarse map g : Y --+ X satisfying the requirements of Definition 
1.20. For the time being we shall find a map g : /(X) --+ X. For each y e  /(X), choose an 
Xy E r1c {y} ) C X. Define g(y) = Xy in this manner for all y E /(X), so g is a map by the 
axiom of choice. For any R > 0, set S = C · R + A, and suppose that d(y,y' ) < R. Then 
d(g(y) ,g(y') )  = d(x1 , x1, )  
S Cd(f(x1 ) ,f(x1, ) )  + A 
= Cd(y, y' )  + A 
< C · R + A = S, 
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so g is homologous. Let B c X be bounded, so there is an M such that d ( x, x') � M for all 
x, x' E B. Then 
g-1 {B} = { y E y I g(y) E B} = {y E y I Xy E B}, 
so if y, y' E g-1 ( B} we have 
d(y, y') = d(f(xy),f(x1, ) } � Cd(xy , xy' }  + A � C · M + A, 
whence g-1{ B} is bounded. 
We see immediately that 
(f o g)(y) = f (g(y)) = f (xy) = y 
so f o g actually is the identity on Y. We observe also that 
d(x, (g o f) (x)) = d(x, g(f(x) ) )  
� Cd(f(x} ,f{g(f(x) ) ) )  + A 
= Cd{f{x) , /(x)) + A 
= A  
so g o f - idx, It follows that X !:::! /{X) in the sense of Definition 1.20 as long as we restrict 
ourselves to consideration of images of the maps. No generality is lost in so doing, however, 
as a later result (Lemma 1.22) shows. 
The term coarse equivalence suggests that this actually is an equivalence relation on the 
class of metric spaces. This is proved in the following theorem. 
T H E O R E M  1.21. Let X and Y be metric spaces, and say that X � Y if and only if X is coarsely 
equivalent to Y. Then !:::! is an equivalence relation. 
Proof. Clearly X � X since letting f and g each be the identity map id x on X ( which Example 
1. s showed is coarse) means that both f o g and g o f actually are the identity maps from 
X to X, so � is reflexive. If X is dose to Y then by the symmetry of the definition of coarse 
equivalence it follows that Y is dose to X. Thus symmetry of!:::! is satisfied. 
It is slightly trickier to show transivity, if only due to the number of spaces and maps 
between them. Suppose that X !:::! Y and Y !:::! Z. Then there are coarse maps fx : X --+  Y, 
gy : Y --+ X and fy : Y --+ Z, gz : Z --+ Y such that f x o gy and gy o f  x are close to the 
identity maps idy and idx on Y and X, respectively, and fy o gz and gz o fy are dose to the 
identity maps id z and id y on Z and Y, respectively. 
The coarseness of all of the above maps together with Proposition 1.11 means that the 
compositions fy o f  x : X --+ Z and gy o gz : Z --+ X are coarse. Proposition 1.16 showed 
that closeness of maps is an equivalence relation, which we will denote again by -. By asso­
ciativity of composition of functions, we then have 
(fy o fx) o (gy o gz) = fy o ( {/x o gy) o g2) - fr o ( idy o gz ) = fy o gz ,..., idz 
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and 
(gr o gz) o (fy o fx) = gy o ((gz o fy) o /x) ,.., gy o (idr: o /x) = gy o fx ,..,  idx 
which shows that there exist coarse maps / = /y o f  x from X to Z and g = gy o gz from Z 
to X such that / o g ,..,  idz and g o  f ,.., idx, We have thus shown, given X � Y and Y � Z, 
that X � Z, so � is transitive, completing the proof. D 
It is a routine matter to show that if X � Y then the image of each space under the 
appropriate coarse equivalence map is coarsely equivalent to its co-domain. This means that 
we can always restrict coarse equivalence maps to their images if necessary. 
LEMMA 1.22. Suppose X e:!  Y. Let f :  X -+  Y and g :  Y -+  X be co"esponding coarse 
equivalence maps. Then f(X) � Y and g(Y) � X. 
Proof. Define maps /' : /{X) -+ Y and g' : Y -+ /{X) by letting /' be the inclusion 
map from /{X) into Y, and letting g' = f o g. Then /' and g' are both coarse by Example 
1.5 and by Proposition 1.11. 
If y e  Y then f(g(y))  E /{X), whence 
(!' 0 g') (y) = f'(g' (y) )  = /' (f(g(y) ) )  = f(g(y) )  
which is uniformly bounded in Y since fo g is also. On the other hand, if f(x) e /{X) then 
(g' o f')(f(x)) = g'(f'(f(x)))  = f(g(f(x) ))  
which is uniformly bounded since both / o g and go f are. Thus /{X) � Y.  The symmetry 
of the definition of coarse equivalence means that g( Y) � X can be shown in the same 
waf D 
C O RO L L A RY 1.23. Suppose X � Y, and let f :  X -+  Y and g :  Y -+  X be the correspond­
ing coarse equivalence maps. Then f ( X) � g( Y). 
Proof. From Lemma 1.22 
f (X) � Y � X � g(Y) 
and since � is an equivalence relation by Theorem 1.21, the result follows. D 
We present two other straightforward consequences of the definition. 
P R O P O S I T I O N  1.24. Suppose X � Y and let f : X -+  Y and g :  Y -+  X be co"esponding 
coarse equivalence maps. If A c  X then A �  f(A) . Similarly, if B c Y then B � g(B). 
Proof. The restrictions /IA and KIJ(A) are coarse by Example 1.5. Since d(f(g(y) ) , y) and 
d (g(f ( x)) ,  x) are uniformly bounded in Y and X, respectively, it follows that 
d{gl/(A) (/IA(x) ) ,x) and d(/IA(KltcA) (Y) ) , y) 
are as well. Thus A �  f(A) . That B � g(B) is proved almost identically. 
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D 
Any space X is coarsely equivalent to itself. It is intuitive that removal of a bounded subset 
from X will not alter this condition. We remind ourselves that the distance between a point 
x E X  and a non-empty subset B c X is defined as 
d ( x, B) = inf { d ( x, b) I b E B}, 
which is well-defined and satisfies the triangle inequality. 
P R O P O S I T I O N  1.25. Let X be a metric space, and let K be a bo unded subset of X. 1hen X , K is co arsely equivalent to X. Pro of Define f : X , K --+ X by inclusion. Choose any x0 E X , K and define 
g : X --+  X , K, g(x) = {X 
Xo 
if X E  X '  K 
ifx E K  
so g is a map. As usual, f is coarse since it is an inclusion map (Example 1.5). We show that 
g is coarse. Let B be a bounded subset of X , K. Then 
g-1 (B) = {x E X  I g(x) E B} 
= {x E X ,  K I  g(x) E B} u {x E K  I g(x) E B} 
= ( B n ( X ' K)) u ( B n { Xo })  C B 
which is bounded, so g is proper. Let R > 0, and let 
S = R + sup{d(x, x0 ) I x  E K} , 
which is finite since K is bounded. Suppose for some x, x' E X that d ( x, x' ) < R . If x, x' E 
X ,  K then d(g(x) ,g(x' ) )  = d(x, x') < R � S. If x, x' E K then 
d(g(x) , g(x') ) = d(xo , xo ) = 0 < S. 
And if, say, x' E K while x E X , K then 
d(g(x) , g(x' ) )  = d(x0 , x) < R + sup{d(x, x0 ) I x  E K} =  S. 
In any case it follows that d(g(x) , g(x' ) )  < S, so g is homologous. 
The above also shows that any point in X is moved by f o g or g o f a distance of at most 
d(x0 , X ,  K), and since K is bounded, this is finite. 
It follows that X � X , K as required. 
1 . 5 E X A M P L E S  O F  C O A R S E  E Q U I VA L E N C E  
D 
We have argued informally that a point and a finite interval of the real line have a similar 
large scale structure, and that this structure is different from R. The first two, when viewed 
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from a large distance, look essentially the same: that is, like a point. The real line IR, however, 
looks like itself from any distance and is therefore, on a large scale, dissimilar from both a 
point and a finite interval. This section proves that a point and a finite interval are in fact 
coarsely equivalent, and that neither is coarsely equivalent to IR. 
The normal notion of the dimension of a space, however, is at variance with this, since a 
point is zero-dimensional and both a finite interval and IR are one-dimensional. A detailed 
discussion of dimension is beyond the scope of this work, but it is clear that the usual formu­
lation of dimension is not an invariant of large scale structure: we need instead the notion 
of coarse dimension, which is a measure of dimension which does hold at large scales [3] . 
We examine coarse equivalence for bounded and unbounded metric spaces. Finally, we 
end this section by proving that Z and IR are coarsely equivalent. 
P RO P O S I T I O N  1.26. Let X and Y be bounded metric spaces. Then X and Y are coarsely 
equivalent. 
Proof For coarse equivalence to be defined, neither X nor Y is empty, so choose x0 E X and 
y0 E Y, and define maps f(x) = y0 for all x E X  and g(y) = x0 for all y E Y. By Example 
1.6, since X and Y are bounded, both f and g are coarse. Since Y is bounded, Corollary 1.18 
guarantees that any two maps from X into Y are close, so g o f is close to id x. Applying 
Corollary 1.18 again, because X is also bounded, it follows that f o g  is close to idy .  Thus 
X � � D 
This shows that any finite interval of IR is coarsely equivalent to any other finite interval, 
including a point {p} = [p, p] c IR. 
P ROPOSITION 1.27. A bounded metric space X and an unbounded metric space Y are not 
coarsely equivalent. 
Proof By Proposition 1.26 and that coarseness is an equivalence relation it is sufficient to 
show that a one-point metric space X = {x0}, which is bounded, is not coarsely equivalent 
to any unbounded metric space Y. 
Suppose X = { �o } is coarsely equivalent to Y. The only choice of maps between X and 
Y is to let f(x0 ) = y0 for some y0 E Y and g(y) = Xo for all y E Y. But {xo}  is bounded 
whereas g-1 ( { x0} )  = Y is unbounded, so g fails to be proper, or coarse, which contradicts 
our assumption that X � Y. D 
Thus no finite interval of lR is coarsely equivalent to IR. While it is straightforward to show 
that bounded spaces are coarsely equivalent, and that bounded and unbounded spaces are 
not, it requires a little more effort to decide whether two unbounded spaces are coarsely 
equivalent. 
EXAM PLE 1.28. Let f :  l -+ IR be the inclusion map n t-+ n, and let g : IR -+ Z be 
the map x t-+ l x J .  Example 1.5 showed that f is coarse since it is an inclusion map, and 
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Example 1.10 showed that g is coarse. But 
(f o g)(x) = /(g(x)) = /(lxJ) = lxJ 
for each x E IR, and 
(g o /) ( n) = g(f ( n)) = g( n) = l n J = n 
for each n E Z. That g o  f is close to the identity map on l is obvious (since it is the identity 
map!). That / o g is close to the identity map on IR is clear also, since d( lxJ , x) < 1 for all 
x E IR. It follows that Z � R 
The argument in the previous example can be repeated to prove that Q is coarsely equiv­
alent to Z, and hence to IR, since the map x i--+ l x J is defined for all x E Q also. 
Lastly, we show that a subset of a metric space is always coarsely equivalent to its closure 
in the space. 
P R  o Po s IT Io N 1.29. Let X be a metric space and let A be a subset of X. Then A is coarsely 
equivalent to A. 
Proof Let f : A -+ A be defined by inclusion on A, so f is a coarse map (Example 1.5). To 
define g :  A -+  A, we observe that for each x E A  there is an ax E A  such that d(x, ax) <  1. 
By letting g( x) = ax for each x E A, g is a map by the axiom of choice. 
We show that g is a coarse map. Let B c A be bounded. Then 
F1 (B) = {x e A l f(x) E B} 
is contained in the set { x E X I d ( x, B) < 1}, which is bounded since B is bounded. Thus g 
is proper. Let R > 0, and let S = R + 2. If d(x, y) < R in A, then d(g(x), g(y)) < R + 2 = S 
in A by the triangle inequality and definition of g, so g is homologous. Lastly, 
d(f(g(x)), x) = d(g(x) , x) < 1 and d(g(f(x)) , x) = d(g(x), x) < 1 
for all x E A  and all x E A, respectively, so f o g ,.,  id A and g o f ,..,  idA, 
It follows that A � A. D 
Ex A M P L E  1.30. Proposition 1.29 shows that any dense subset of a metric space X is coarsely 
equivalent to X. Although already shown directly, this means Q � IR, but it also gives us 
{IR ,  Z) ::::! IR, for instance. 
1 . 6  P R O D U C T S  O F  C O A R S E  E Q U I VA L E N C E S  
It is intuitive from the ideas of coarse geometry presented so far that IR is not coarsely equiv­
alent to IR2 • From any distance at all, a line and the plane do not look similar. Proving this, 
however, is not as straightforward as have been some of the results up to this point. Since 
product spaces are involved it seems natural to begin with them. We remind ourselves of 
some definitions. 
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Figure 1.2: (f X j)-1 is a subset of the products of r1 {1r1 {K) )  and r1 (1r2 {K) ). 
DEF INIT ION 1.31. Given sets A, B, X, and Y, and two maps f : A -+  X and j :  B -+  Y, 
we define the product off and j to be the map 
f x j :  A x  B -+  X x  Y, (f x j) (a  x b) = f(a) x j(b) 
for each a x b e A x B. We say that f x j is  a pro duct map , or f x j is  the product off and j. 
This is the natural definition of a product map. The following technical result ( see Figure 
1.2) simplifies the proofs of some later propositions. 
LEMMA 1.32. Let f x j :  A x  B -+  X x  Y be a pro duct map, and let K be a subset of X x  Y. Then 
Pro of. Elementary set theory gives us 
(f x j)-1 ( K) = { a x b I (f x j) ( a x b) e K} 
= {a x b I f (a) x j{ b) e K} 
c {a x b I f(a) x j( b) e n1 {K) x n2 {K) } 
= {a  I /(a) e 1r1 {K) }  x {b I j{b) e 1r2 {K) }  
which is equal to r1 ( 1f1 ( K)) X r1 ( 1f2 ( K) ), completing the proof. 0 
Given two metric spaces ( X, d x)  and ( Y, d y) ,  it is natural to ask what metric should be 
applied to X x Y, since there is some choice in the matter. The following definition of the max metric on the product of two metric spaces is a good choice for the applications which 
follow it. 
DEF INITION 1.33. Let (X, dx) and ( Y, dy ) be metric spaces. Define the max metric dxxY -+ Iii on X x  Y by dxx y (x x y, x' x y') = max{ dx(x, x') ,  dy (y, y') }  
for all x x y ,  x' x y' e X x Y. 
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It is an easy exercise to prove that dxx.Y  is in fact a metric on X x  Y, and that this metric 
is topologically equivalent to the Euclidean metric 
d(x x y, x' x y') = )dx(x, x')2 + dy (y, y')2 
on X x  Y [5] . If the identity maps of X and Y are idx : X -+  X and idy : Y -+  Y, then the 
identity map on X x  Y is idxxY,  defined by 
idxx.Y (X X y) = ( idx X idy ) (x X y) = idx(x) X idy (y) = X X  y. 
This is by definition of the product map, but produces the desired result, that idxx y (x x  y) = 
x x y, nonetheless. 
We can show that a product of maps, from A into X and from B into Y, is coarse with 
respect to the max metrics on A x B and X x Y if and only if the maps individually are coarse. 
PRO P O S I T I O N  1.34. Let f :  A -+  X and j :  B -+  Y be maps from metric spaces (A, dA ) 
to (X, dx) and from (B, dn )  to ( Y, dy ), respectively. Then 
(f X j) : A X B -+ X X y 
is a coarse map with respect to d AxB and d xx y if and only if f and j are coarse maps. 
Proof. Suppose that f and j are coarse maps. We need to show that f x j is proper and 
homologous. Let K c  X x  Y be a bounded set with respect to dxx Y ·  The definition of the 
max metric implies that both n1 ( K) and n2 ( K) must be bounded, and by Lemma 1.32, 
which is bounded in dAxB since both f and j are proper, and projections and products of 
bounded sets are bounded. 
Next we need to show that f x j is homologous. Let R > 0. Since both f and j are 
bornologous, there are S1 > 0 and S2 > 0 such that 
and 
dn (bi , b2 ) < R � dy (j(b1 ) , j(b2 ))  < S2 . 
Let S = max { S1 , S2 } > 0. Then for each R > 0 there is an S > 0 such that 
dAxn (a1 x b1 , a2 x b2 ) < R � max{dA( a1 , a2 ) , dn (b1 , b2 ) }  < R 
so f x j is homologous. 
� dx(f(a1 ) , f(a2 ) )  < S1 and dy (j(b1 ) , j(b2 ) )  < S2 
� max{dx(/(a1 ) ,/(a2 ) ) , dy (j(b1 ) , j(b2 ) ) }  < S 
� dxx r (f(a1 ) x j(b1 ) , /(a2 ) x j(b2 ) )  < S, 
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Conversely, suppose that f x j is a coarse map with respect to the max metrics on A x B 
and X x Y but that f, say, is not coarse: then f is either not proper, or not homologous. If f 
is not proper, there is some bounded set B C  y such that r1(B) is unbounded. Let Yo E Y, 
so B x {yo}  is also bounded. Then by Lemma 1.32, 
(/ X it1(B X {yo } )  C r1(rr1(B X {yo } ) )  X r1 <rr2(B X {yo } ) )  
= F1(B) X r1 < {yo} )  
which i s  then unbounded in dAxB , contradicting that f x j i s  proper. 
On the other hand, if f is not homologous, then there is some Ro > 0 such that for each 
n � 1 there is a pair an , a� E A  with the property that 
(*) 
Choose any b0 E B. Then (*) contradicts that f x j is homologous, since there is an Ro > 0 
such that no S > 0 exists to ensure 
dA xB (a X b, a' X b') � dxxY((/ X j)(a X b) , (f X j)(a' X b') )  < s 
because for any S > 0 we can choose n > S so that 
dAxB (an x bo , a� x bo )  = max{dA(an , a� ) ,  dB(bo , bo ) }  < Ro 
but 
dxx y ((f x j)(an x bo) ,  (f x j)(a� x bo) )  = max{dx(/(an ) ,/(a� ) } , dy(j(bo ) , j(bo ) ) }  
= max{dx(/(an) ,/(a� ) ) , O} � n > S .  
Thus f must be  coarse. That j must also be  coarse is shown in the same way. With both 
implications shown, the result follows. D 
The main theorem of this section is that coarse equivalence is preserved under talcing 
products, with respect to the max metric. Before we prove this, we require a couple of lem­
mas. The first says that a product of compositions of maps is equal to the composition of 
the individual products; the second says that two maps are close, respectively, to two other 
maps if and only if the pairwise products are close. 
LEMMA 1.35. Let f :  A -...  X, g :  X -...  A', j : B -...  Y, k :  Y -...  B' be maps. Then 
(g O /) X ( k O j) = (g X k) 0 (/ X j) . 
Proof Let a x  b E A  x B. Then 
( (g O /) X ( k O j)) ( a X b) = g(f (a)) X k(j( b)) 
= (g X k) (f(a) X j(b)) 
= (g X k)((f X j)(a X b)) 
= ( (g X k) 0 (/ X j)) ( a X b) 
which completes the proof. 
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L E M M A  1.36. Suppose that f, g : A ---+  X and j, k :  B ---+  Y are maps. Say that f ,..,  g if 
and only if f is close to g. Then the following are equivalent: 
(a) f ,..,  g and j ,..,  k. 
(b) f X j ,.., g X k. 
Proof For (a) � ( b ), we are given that d x (f (a) , g( a) )  is bounded uniformly by M, and 
that d y (j( b) , k( b) )  is bounded uniformly by N, both of which are finite. It follows that 
dxxr ((f x j)(a � b) ,  (g x k) (a x b) )  = max{dx(f(a) , g(a)) , dy(j(b) , k(b ) ) }  
is bounded uniformly by max{M, N} < oo ,  so f x j ,.., g x k. 
Conversely, if/ x j ,..,  g x k  then dxxr ( (f x j)(a x b  ) ,  (gx k)(a x b) )  is bounded uniformly 
by M, which immediately implies that each of dx(f(a), g(a)) and dy (j( b) , k(b ) )  is also 
bounded uniformly by M. Thus f ,..,  g and j ,.., k. D 
TH E O R E M  1.37. Let (A, dA), (B, d8 ), (X, dx ), and ( Y, dy) be metric spaces. If A is coarsely 
equivalent to X and B is coarsely equivalent to Y then A x B is coarsely equivalent to X x Y 
with respect to the max metrics dAxB and dxxY· 
Proof There are coarse maps f :  A ---+  X, g :  X ---+  A such that f o g ,..,  idx, g o  f ,..,  idA , 
and maps j :  B ---+  Y, k :  Y ---+  B, also coarse, such that j o k ,..,  idy , k o j ,.., id 8. 
By Proposition 1.34, the product maps f x j and g x k are both coarse with respect to dA><B 
and dxxY ·  It remains to show that 
(f X j) 0 (g X k) "' idxx Y  
and 
(g X k) O (f X j) "' idAxB , 
but both of these follow from Lemmas 1.35 and 1.36. D 
The converse to this, if it is true, would require an additional and reasonable condition. 
Before we provide it, we prove the following. 
P R O P O S I T I O N  1.38. Let X and Y be metric spaces and suppose that X is bounded. Then 
X x  Y is coarsely equivalent to Y. 
Proof We know already that X is coarsely equivalent to any point x0 E X by Proposition 
1.26, so it remains to show that ( x0 , y) ....__.. y is a coarse map whose inverse y ....__.. ( x0 , y) is 
coarse. This, however, is clear since 
d{xo } x Y ( (xo ,  y) , (xo , y')) = dy(y, y') 
for all y, y' e Y, maldng the map an isometry, which, by Example 1.9, makes both maps 
coarse. That the compositions are close to their respective identity maps is also clear since 
they are inverses of each other. D 
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The first of the trivialities we wish to avoid includes examples such as 7._ X Z � 22 X 0 but Z is not coarsely equivalent to Z2 and neither is Z coarsely equivalent to { O}. The rea­son for the failure is the presence of a bounded space { 0} .  Proposition 1.38 shows that the product of a bounded space X with Y is coarsely equivalent to Y itself. Thus we can always write a product space without any factors which are bounded: we say that a space X has no bo unded facto rs if this is the case. The second involves the example 
but Z 1 Z2 , as shown in the next section. The infinite direct sum has merely been written in two different ways, but there is no actual difference between the two. The reason for the failure in this instance is that EB:1 Z can be written in more than one way as the product of its factors. That is to say, the direct sum is not irreducible . The second condition is more general than the first. That X has a bounded factor means that X = Y x K � Y where K is bounded. This shows that X is not irreducible. Our sec­ond example, however, is irreducible but has no bounded factors. It is not known currently whether the converse of Theorem 1.37, with the addition of irreducibility, is true. CONJECTURE 1.39. Suppose A, B, and X are irreducible metric spaces. If A x  X is co arsely equivalent to B x X then A � B. In Example 1.28 we showed that Z is coarsely equivalent to lit Thus, by Theorem 1.37, which guarantees that products hold under coarse equivalence, Z x Z is coarsely equivalent to IR2 • What Theorem 1.37 cannot help us with, however, is showing that Iii and IR2 are not coarsely equivalent, since the required converse direction is absent. However, if we can show that Z is not coarsely equivalent to Z x Z, then by Theorem 1.21-which stated that coarse­ness is an equivalence relation-we also derive the fact that IR and IR2 cannot be coarsely equivalent either. This is the aim of the next section. 
1 . 7 D I R E C T  P R O O F S  I N  C OA R S E  E Q U I VA L E N C E  Our approach in showing that a line-that is, IR-has a different large-scale structure than a plane-R2, or the product of two such lines-relies upon a fact from our intuitive un­derstanding of metric spaces according to large-scale properties: that motion in a line is unrestricted in any direction along an axis ( one degree of freedom), and motion in a plane is again unrestricted in any direction, but there are two degrees of freedom. The following proposition makes use of the additional degree of freedom to complete the proof. To sim­plify matters, we show directly that Z is not coarsely equivalent to Z x Z. The desired result, that Iii is not coarsely equivalent to R2, follows from this. 
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Figure 1.3: The sets U, V, W, and X and / (g( U) ) ,  . . .  , / (g( X)) of Z x Z. 
PR o P o  s I T  I o  N 1.40. Z and Z x Z are not coarsely equivalent. 
Proof Suppose they are: then there are coarse maps f : Z -+ l x l and g : Z x Z -+ Z 
such that f o g  and g o  f are close to the identity maps idzxz and idz respectively. 
Since f o g ....,  idzxz then there is an N such that dzxz (/(g(m x n)) ,  m x n) � N for all 
m x n e Z x Z. Since g is homologous, for R = ¾ there is an S > 0 such that 
dzxz (m x n, m' x n') < ½ � dz (g(m  x n) ,g( m' x n') )  < S, 
and since S > 0 and f is homologous there is a T > 0 such that 
dz ( m, n) < S � dzxz (/(m) , f(n).) < T. 
Next, define sequences ( u; ), ( v; ), ( w; ) ,  and (x; ) in Z x Z for each i � 1 by letting 
u, = (2N + T + i) x 0, V; = 0 x (2N + T + i ) ,  
W ;  = -(2N + T + i )  x 0 ,  X;  = 0 x -{2N + T + i ) ,  
and let U = {u ; } ,  V = {v; } , W = {w; } , and X = {x1 }. By the above arguments, each of 
f(g( U) ), / (g( V) ), / (g( W) ), and f(g(X)) must be a distance of at least T + 1 from any 
of the other three, since each point in any of U, V, W, or X is at least a distance 2N + T + 1 
from any point in one of the other sets (see Figure 1.3). 
Since g is proper and Z is unbounded, then each of g( U), g( V), g( W), and g(X) is 
unbounded; if not, for example, the inverse image of g( U) under g, or g-1 (g( U) ), contains 
U and is therefore unbounded, contradicting the properness of g. 
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The interval [ m, n] will be understood as being a subset of Z; we will interpret [ m, n) 
and ( m, n)  similarly. Again taking g( U) as an example, if maxg( U) exists (i.e., is finite) 
then g( U) c (-oo, maxg( U) ) ;  if min g( U) exists, then g(U) c [min g( U) , oo); ifneither 
exists, g( U) c (-oo,  oo ). These containments are the smallest containments for g( U) by 
an interval of Z since g(U) is unbounded. It follows that each of g(U) , g(V) , g(W), and 
g(X) can be contained in a set of the form [a ,  oo ), (-oo, b ] ,  or (-oo, oo) for some a, b e z. 
By the pigeonhole principle, at least two of them must have containments of the same form. 
For each i � 1, dzxz (u; , U;+1 ), dzxz ( v; , V;+1 ), dzxz ( w; , W;+1 ), and dzxz (x; , X;+i ) are all 
equal to I, and hence the distance of those points in Z x Z is less than R = }, whence 
dz(g(u;) , g(u;+i ) )  < S, dz (g(v; ) , g(v;+1 ) )  < S 
dz(g(w;) , g(w;+1 ) )  < S, dz(g(x; ) , g(xs+1 ) )  < S. 
This means that in any interval oflength S in the images {g( U), . . .  , g(X) } ,  there is at least 
one point of each set. But two of the images have containments which have infinite intersec­
tion, and thus we are guaranteed that there is at least one such interval of length S contain­
ing a point of two different images. This provides the contradiction we sought, since then f 
maps those points to within T of each other in Z x Z, but f(g(U)) , f(g(V)) , f(g(W)), 
and f(g(X))  each have a minimum distance apart of T + I. 
Our assumption that l � Z x Z is therefore incorrect, and thus Z is not coarsely equivalent 
to Z x Z. D 
We are now in position to prove the last goal of this section. 
C O R O L L A RY 1.41. R is not coarsely equivalent to lli2 • 
Proof. By Example 1.28 Z � R, by Proposition 1.40 Z j Z x Z, and by Theorem 1.37 coarse 
equivalence holds under taking products. Combining these we see that 
R � z 1 z x z � R x R, 
which, on application of Theorem 1.21 (which showed that coarseness is an equivalence re­
lation), shows that IJi 1 �2 , completing the proof. 0 
Our intuition about the large-scale structure of a line and a plane is therefore accurate: � 
and R2 are not coarsely equivalent, and hence do not have the same large-scale structure. 
1 . 8  S U B S PAC E S  O F  � 
We might ask what are necessary and sufficient conditions for a subset X c R to be coarsely 
equivalent to R. They turn out to be quite straightforward. We first define some new terms. 
D E F I N I T I O N  1.42. Let M be a positive real number. We say that a metric space X is M­
scale connected at x and y [4] if there is a finite chain of points x = Xi , x2 , • . •  , Xk = y such 
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that d ( x 1 , x; +i) S M for all i < k. If the above condition holds for each x, y e X then we say 
that X is M-scale connected. 
It is trivial that if X is M -scale connected then it is also M' -scale connected for any M' 
greater than M. Images of M-scale connected sets, under coarse maps, are N-scale con­
nected for some positive real number N. 
P R O P O S I T I O N  1.43. Let f :  X -+  Y be a bornologous map of metric spaces, and let A c  X 
be M-scale connected. Then f(A) is N-scale connected for some positive real number N. 
Proof. For M > 0, since f is homologous, there is an N > 0 such that 
d(x, y) < M + 1 => d(f(x) ,f(y)) < N + 1. 
Choose any f(x), f(y) E f(X). There is a chainx = x1 , . . . , xk = yin X such that d(x; , X;+1) 
is at most M for all i < k. It follows that there is a chain f(x) = f(x1 ), . . .  , f(xk) = f(y) 
such that d(f(x;), f(x;+1) S N  for all i < k, whence Y is N-scale connected at f(x) and 
f(y). It follows that f(A) is N-scale connected. D 
We note that Proposition 1.43 applies to all coarse maps as well. We note also that Defini­
tion 1.42 implies that X can be partitioned into subsets, each of which is M -scale connected. 
P RO P O SI T I O N  1.44. Let X be a metric space, and M a  positive real number. Say, for points 
x, y E X, that x ,... y if and only if X is M-scale connected at x and y. Then ,... is an equivalence 
relation on X. 
Proof. Clearly x ,... x vacuously, satisfying reflexivity. Symmetry of the distance function 
means that ,... is symmetric. If x ,... y and y -. z, then the existence of chains x = x1 , . . .  , Xk = y 
and y = Y1 , . . .  ,Ym = z with d(x; , X;+1) S M  and d(yj,Yj+1) S M  for all i < k and j < m 
means that there is a chain x = x1 , . . .  , Xk = y1 , . . .  , Ym = z with the required property, so 
x ,... z, which makes ,... transitive. Thus ,... is an equivalence relation on X. D 
This means that X can be partitioned into M-scale connected components. 
EXAM PLE 1.45. The real line IR has exactly one M-scale connected component for every 
M > 0, that is, IR itself, and the same applies to the positive real numbers R+ . The set of 
integers Z, on the other hand, has one M-scale connected component for every M � 1 and 
infinitely many M-scale connected components for every O < M < 1. The set { n2 I n e 1\1} 
has no unbounded M-scale connected components for any M > 0. 
The next result shows that unbounded M -scale connected components, under coarse 
maps, are mapped into unbounded N-scale connected components (for some N > 0) in the 
co-domain. 
L E M M  A 1.46. Let X and Y be unbounded metric spaces, and let f : X -+ Y be a coarse 
map. If A is an unbounded M -scale connected component of X then there is some N > 0 such 
that f maps A entirely into an unbounded N-scale connected component of Y. 
20 
Proof. By Proposition 1.43, there is an N > 0 such that f (A) is N -scale connected. Since f is 
coarse then f (A) is unbounded, and thus lies entirely in the N -scale component containing 
f (A), malting this component unbounded also. D 
We are now in a position to prove the first of tht; three main results of this section. Before 
we do, we recall that the distance between two non-empty subsets A, B c X is defined as 
d ( A, B) = inf { d ( x, B) I x e A} .  
TH E O R E M  1.47. Let X be a metric space. If X � R+ then there exists M > O such that X 
contains exactly one unbounded M -scale connected component. 
Proof. We first show existence of an unbounded M-scale connected component in X. Since 
X � R+ then X is unbounded. Let g be a corresponding coarse equivalence map R+ --+ X, 
so g is unbounded. By Lemma 1.46, since IJi+ is an unbounded 1-scale connected component 
of itself, it follows that g{R+ ) is mapped entirely into an unbounded M-scale connected 
component A c X for some M > 0. 
We now show uniqueness. Given X � R+ , with f : X --+ R+ and g : R+ --+ X being 
the corresponding coarse equivalence maps, suppose that for every integer N we can find 
an M > N such that there are least two distinct unbounded M -scale connected components 
A, B contained in X. Then there is an N satisfying this condition, that d (g(f ( x) ) ,  x) � M /2 
for all x E X, and that R+ is mapped by g into an M-scale connected component of X. 
It follows that d ( A, B) > M since otherwise A and B are the same component. The map 
f : X --+ IJi+ maps both A and B into IJi+ , but g maps the whole of R+ , including f (A) 
and f(B), into one unbounded M-scale connected component, which must therefore be 
either A or B. This contradicts the choice of M so that d (f (g( x)) ,  x) � M /2 for all x E X. 
Thus our assumption is false, and it follows that there exists N such that X contains fewer 
than two unbounded M-scale connected components for every M > N. This completes the 
proof since existence of one unbounded M -scale connected component has already been 
�� D 
If X is also a subspace of R+ then the converse is true. 
TH E O R E M  1.48. Suppose X is a subspace of�+ . Then X � �+ if and only if there is an M > 0 
such that X contains exactly one unbounded M-scale connected component. 
Proof. For the necessity we appeal to Theorem 1.47. For the sufficiency, we may assume that 
X is closed, since by Proposition 1.29, X � X. Suppose that there is an M > O such that X 
contains exactly one unbounded M-scale connected component. Since X is automatically 
non-empty (being unbounded) and closed, for each x E R+ the set 
Yx = {Yx E X  I d(x, yx ) = d{x, X) } 
contains at most two elements. Let f : R+ --+ X be defined by letting f ( x) = min Yx for 
each x E R+ , so f is indeed a map. 
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We show that f is coarse. Let B c X be bounded. Since X is unbounded there is an x0 E X 
such that Xo > sup B. Then r1 (B) C [O, xo ), which is bounded, so f is proper. 
Let the unbounded M -scale connected component of X be A, let R > 0, and set 
S = R + M + inf A. 
Let x, y E IR+ such that d ( x, y) < R. There are three cases. If both x and y are greater than 
inf A, then they can be at most a distance of M /2 from a point in the unbounded M -scale 
connected component, so d (f ( x) ,  / (y) ) < R + M by the triangle inequality. If either of x or 
y is less than inf A then either of x or y could be moved, on mapping, by at most a distance 
of M + inf A, so d (f ( x) ,  / (y) ) < R + M + inf A. It follows that in either case, 
d(/(x) , /(y) ) < R + M + inf A =  S, 
so f is homologous. 
Let g : X -+ IR+ be the inclusion map. Then g is coarse by Example 1.5, and the argument 
which showed that f is homologous shows that each off o g and go  f is uniformly bounded 
by M + inf A, so f o g ,.., ix and g o f ,.., iR+ . 
It follows that X � IR+ as required. D 
A trivial modification of the last theorem is the following, which we shall state without 
proof. 
C O R O L L A RY 1.49. Suppose X is an unbounded subspace of!R-. Then X � IR- if and only if 
there is an M > 0 such that X contains exactly one unbounded M -scale connected component. 
EXAM PLE 1.50. From Theorem 1.48 it is clear both z+ (or z-) is coarsely equivalent to 
either IR+ or IR- since it has exactly one I-scale connected component. 
L E M M A  1.s1. Let X be a subspace ofR and let g : � -+  X be a coarse map. Then g(R+ } is 
either unbounded above and bounded below, or is bounded above and unbounded below. 
Proof. Since IR+ is coarsely equivalent to z+ by Example 1.50, and because compositions of 
coarse maps are coarse, it is sufficient to prove the corresponding result for z+ . Certainly 
g(Z+ ) is unbounded since g is coarse and z+ is unbounded. If g(z+ ) is unbounded above 
then each x E X has the property that 
there is an N E  z+ such that g( n) ;?: x for all n ;?:  N. (*) 
If not, there is an x E X such that for all N there is an n ;?: N with g( n) < x. But because z+ 
is I-scale connected, there is an M > 0 for which g( z+ ) is M -scale connected, and because 
g( z+ ) is unbounded, this implies that [ x - M, x + M] n X must contain g( n) for infinitely 
many n. Thus the inverse image g-1 ( [x - M, x + M] n X) of a bounded set is unbounded, 
contradicting our assumption that g is coarse. 
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It follows that for each x there is an Nx with property (*). Since z+ is well-ordered, there is a minimum Nx in the set {Nx I x  E X}. We set a = min{g(O) ,g( l) ,  . . .  , g(Nx - 1) , x  } .  
If n � Nx then g(n) � x � a .  IfO � n � Nx - 1  then g(n) is one of g(O ) ,g( l) ,  . . .  , g(Nx - 1), and therefore g( n) � a. Thus for all n E z+ we have g( n) � a and hence g( z+ ) is bounded below. On the other hand, if g( z+ ) is unbounded below, then 
-g(Z+ ) = {-g(n) I n  E z+ } 
is unbounded above. By that previously shown, since -g : R --+ -X is clearly coarse, it follows that -g( z+ ) is bounded below, whence g( z+ ) is bounded above. With both cases shown, the result follows. D The last of the three main results of this section is the following theorem, which allows us to classify subspaces of R The statement of the theorem is slightly different to the one which applies to R+ , however. If X is coarsely equivalent to IR, then for a sufficiently large 
M the two unbounded components we seek in X might be a distance of less than M apart, making only one component. Since we wish to be able to distinguish between R and R+ , we remove a certain bounded set from X to ensure the separation. THEOREM 1.52. Let X be a subspace ofR. Then X is coarsely equivalent to R if and only if there is an M > 0 such that X ,  [-M, M] contains exactly two unbo unded M-scale connected components. Before we provide the proof, we note that we have indeed found a categorization of un­bounded subsets of R which is able to distinguish between R and R+ . Intuitively, R and Iii+ are in different categories of coarse space because motion along one axis in the first space is unrestricted in two directions, whereas in the second space motion is unrestricted in only one direction. This corresponds to the presence of two unbounded M -scale connected com­ponents in R, but only one in Iii+ . Proof of Theorem 1.52. Suppose X � R. Let f : X --+ R and g : R --+ X be the cor­responding coarse equivalence maps. Since R+ and IR- are both unbounded and 1-scale connected, each of g(R+ ) and g(IR- ) is an unbounded M-scale connected subset of X by choosing M sufficiently large. We also know by Lemma 1.51 that each of g(IR+ ) and g(R-) is either bounded above or bounded below. We show that one must be bounded above while the other is bounded below. Suppose that both are bounded below (the other case, that both are bounded above, is proved similarly). Both, then, are contained in [ a, oo) n X for some finite a E R But 
( [a, oo) n X) � /(X n [a , oo)) ,  
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by Proposition 1.24, so both f (g(R+ ) )  and f (g(IR- ) )  are contained in a subset of 1R which 
is bounded below, which contradicts that f o g ,.,, iR since IR is neither bounded above or 
below. It follows that one of g(IR+ ) and g(R- ) is bounded above while the other is bounded 
below. 
Thus g(R+ ) and g(IR- ) are contained in at most two unbounded M-scale connected com­
ponents, the union of which is neither bounded above nor below. It follows immediately that 
(g(R+ ) u g(R- ) ) , [-M, M] c X ,  [-M, M] 
contains exactly two unbounded M -scale components. 
For the converse, suppose that there is an M > 0 such that X , [ -M, M] contains ex­
actly two unbounded M-scale connected components. Then each of X n R+ and X n IR­
must contain exactly one unbounded M -scale connected component, making them coarsely 
equivalent to, respectively, IR+ and IR- by Theorem 1.48 and Corollary 1.49. D 
We can now decide easily whether a subspace of IR or IR+ is coarsely equivalent to its 
parent space. 
EXAMPLE 1.53. Although shown already by a direct method in Example 1.28, the set of 
integers Z is coarsely equivalent to IR since z ,  [l, I] contains exactly two unbounded I-scale 
connected components. The set of natural numbers N is coarsely equivalent to IR+ because 
N contains exactly one I-scale connected component. 
EXAM PLE 1.54. The space X = { n2 I n E N} is not coarsely equivalent to IR+ , since for any. 
M > 0 there is no unbounded M -scale connected component at all. 
Showing directly that two spaces are not coarsely equivalent is, in general, not trivial, 
as we saw in this section and the one previous to it. Even showing an obvious case (that 
a line, IR, is not coarsely equivalent to a plane, IR2 ) required an extended argument which 
depended upon properties specific to the spaces involved. We also saw that Iii is not coarsely 
equivalent to Iii+ , as our initial classification suggested. Our argument in the first case relied 
upon IR2 having "too great a dimension" to fit into IR. In the second case, the connection 
between the number of unbounded M -scale connected components in Iii and R+ with the 
restriction on motion in each space was discussed in the previous section. But finding the 
exact large-scale property which distinguishes one class of coarsely equivalent spaces from 
another might take some ingenuity in more complex cases. 
By generalizing the idea of coarse equivalence, we attempt in the next chapter to find 
ways of comparing the large-scale structure of topological spaces. Eventually, by consider­
ing certain structures on functions in those spaces, we will have enough apparatus to make 
comparisons of large-scale structure without requiring the same level of detail or an argu­
ment which depends directly upon specific properties of the space itself. � 
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CHA P TER 2 r---., 
Abstract Coarse Structures and Spaces 
I N THE  the previous chapter we considered whether two metric spaces had the same large-scale structure, by defining a pair of maps between the spaces with certain prop­
erties. We also saw that these properties depended on the metrics in question. However, in 
order to compare spaces which are not metrizable, we require a generalization which can 
establish whether points are "close:, or whether sets are bounded, without reference to a 
metric. For example, the work done so far cannot tell us whether z+ is coarsely equivalent 
to Sn (the minimal uncountable well-ordered set), because the latter is not metrizable. 
One approach in describing the idea of closeness-in a way which is quite direct-is to 
specify neighborhoods of points explicitly, rather than by using a metric: in other words, by 
giving the space a topology. But this description of closeness applies only to small scales, and 
does not take account of the large-scale structure. 
Another approach is analogous to the original definition of distance. For a metric space 
X, the distance function d is defined on the product X x X. If two points x, y E X are close 
with respect to d, then d(x, y) is relatively small. Put another way, x and y are close to 
each other if the point x x y is not too far away from the diagonal fl of X x X defined by 
{ ( x, x) I x E X} (Figure 2.1). Of course, what "not too far away" means has to be specified in 
terms which do not involve a metric. 
X 
Figure 2.1: The diagonal fl of X x  X. 
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The absence of a distance function means that we must find some way of redefining the 
concepts of bounded and close-and thereby coarse maps and coarse equivalences-for a more 
general class of spaces. We also require that the generalized concepts may agree with our pre­
vious definitions when restricted to metric spaces. The context in which we redefine these 
terms is, at first, very general (sets). We later allow a little more structure, and consider 
these concepts when X is a topological space. We therefore begin with a discussion of rel­
ative compactness, a concept required for an important definition in this chapter. Included 
in Appendix B are some reminders of other basic definitions from topology such as local 
compactness, Hausdorff spaces, and paracompactness. 
The central idea in this chapter, however, is that of a coarse structure on X, which con­
sists of the diagonal together with other subsets of X x X, and which defines explicitly what 
it means for points to be close. This will lead us to redefinitions of the terms used in the 
previous chapter, and will allow us to construct coarse equivalences between topological 
spaces. In particular, we show that z+ and Sn are not coarsely equivalent in a certain coarse 
structure. 
2 . 1  TO P O L O G I C A L  P R E L I M I NA R I E S  
Of the definitions and propositions concerning topology required for later discussion, most 
of what is needed which may not be familiar centers on the idea of relative compactness. We 
assume throughout that all topological spaces are Hausdorff. 
D E F  IN IT Io N 2.1. Let X be a topological space. A subset A of X is relatively compact if its 
closure A in X is compact. 
We note that any compact set is automatically relatively compact. An example of relative 
compactness in a familiar setting is in Euclidean space X = llin , where any bounded set is 
relatively compact by the Heine-Borel Theorem. 
PR  o P o  s I T  Io N 2.2. Let X be a topological space, and let A be a relatively compact subset of 
X. Then any subset of A is relatively compact. 
Proof. If B c A, it follows that B c A. Since A is compact by hypothesis, and B is a closed 
subset of A, then B is also compact, which completes the proof. D 
Co Ro LL A RY 2.3. Let X be a compact topological space. Then any subset of X is relatively 
compact. 
Proof. Since X is compact, it is also relatively compact. The proof follows from Proposition 
2.2 with A = X. D 
P R O P O S I T I O N  2.4. Let X be a topological space. Then a.finite union of relatively compact 
subsets of X is relatively compact. 
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E E 
Figure 1.1: Inverses and products of subsets of X x  X. (a) The inverse E-1 of a subset E of 
X x X. ( b) The product E o F is a subset of projections of E and F. 
Proof. Let A and B be relatively compact subsets of X, so A and B are compact. We note 
that the union of two compact subsets of X is itself compact [14]. But A u  B = A u  B, so 
Au  B is relatively compact. We have proved that a union of two relatively compact subsets is 
relatively compact; the result follows by induction on the number of relatively compact sets 
in the union. D 
Although a finite union of relatively compact sets is relatively compact, even a countable 
union of such sets may not be, as the following example shows. 
EXAMPLE 2.5. Take X to be the set ofreal numbers R, and let Un be the interval (n, n + 1) 
for each integer n. Then each Un is relatively compact since its closure is the closed and 
bounded (and hence compact) set Un = [n, n + I ] .  But U Un = Iii - Z, whose closure is R, 
which is not compact. 
The reason the preceding example failed is because Iii is neither compact nor relatively 
compact; Proposition 1.1 showed that even infinite unions are relatively compact if X is at 
least relatively compact. 
2 . 2  PROD UCTS AN D IN VERSES 
Let X be a set. We define two operations on subsets of X x  X ( 1 6] :  
D E F I N I T I O N  2.6. (a) If E is a subset of X x  Xthen E-1 denotes the set { (y, x) I (x, y) E E}, 
called the inverse of E. 
(b) If E and F are subsets of X x  X, then E o F denotes the set 
{(x, y) I 3z E X : (x,z) E E, (z,y) E F} 
called the product of E and F. 
In geometrical terms, the inverse of E-shown in Figure 1.1 (a)-is the reflection of E 
in the diagonal fl = {(x, x) I x E X}. If E = E-1 then we say that E is symmetric. The 
E 
2 
E o F  
F 
2 IR 
Figure 2.3: The product of E = {2} x I with F = I x  {2}  is the set E o F = I x  I. 
interpretation of the product of E and F is more involved; we note, however, that at least 
E o F is a subset of n1 ( E) x n2 ( F), where n1, rr2 : X x X -+ X are the standard coordinate 
projections, shown in Figure 2.2 (b)4 A few examples show how products behave in specific 
circumstances. 
EXAMPLE 2.7. A concrete example is obtained by letting X = IR and taking as subsets 
E = I x { 2}  and F = { 2} x I, 
where I is the unit interval (Figure 2.3). Then E o F is equal to I x  I, because for every ( x, y) 
in I x I, there is a 2 E IR such that ( x, 2) E E and ( 2, y) E F, but no other point in IR2 satisfies 
such a condition. But if we take G = { 3}  x I then E o G = 0, because for each ( x, y) in IR2 
there is no z E IR which will simultaneously allow ( x, z) to be in E while ( z, y) is in G, since 
z would have to be equal to both 2 and 3. 
EXAMPLE 2.8. The above example can be generalized to the result that, for any subset K 
of X, and any element p e X, 
( K X {p})  0 ( {p} X K) = K X K, 
The proof is similar to the explanation given in Example 2.7. 
EXAMPLE 2.9. If E is any subset of Xx X then 
and 
whereas 
E O ( X X X) = { ( X, y) I 3 z E X : ( X, z) E E, ( z, y) E X X X} 
= n1 (E) x X 
(Xx X) o E = {(x,y) I 3z  EX : (x,z) EX x X, (z,y) EE} 
= Xx rr2 (E) 
E x  0 = 0 = 0 x E, 
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since for each point (x, y) E X  x X no such z e X exists that (z, y) E 0 in the first case, or 
that ( x, z) E 0 in the second. 
E XA M P L E  2.10. The product of the diagonal fl =  { (x, x) I x  E X} with any other subset of 
X x X leaves the subset unchanged. If E c X x X, we see that 
and 
E o fl =  { (x, y) I 3 z e X : (x, z) E E, (z, y) E fl} 
= { ( x, y) I 3 y e X : ( x, y) e E, (y, y) e fl} 
= E 
fl o E  = { (x, y) I 3 z e X : (x, z) E fl, (z, y) E E} 
= { (x, y) I 3 y  e X : (y, y) e fl, (x, y) e E} 
= E. 
The inverse of a product is the product of the individual inverses taken in reverse, as one 
might expect. 
P RO P O S I T I O N  2.11. Let E and F be subsets of X x  X. Then (E o Ft1 = p-1 o E-1 • 
Proof. . It is easy to see that 
E o F = { (x, y) I 3z e X : (x, z) E E, (z, y) e F} 
= { (y, x) I 3z E X : (y, z) E P-1 , (z, x)  E E-1 } 
= p-1 o E-1 
which completes the proof. D 
The presence of a binary operation o on a collection E of subsets of X x X which is closed 
on taking products and inverses, together with associativity-which we shall not show-and 
the existence of an identity fl, makes the collection a paired groupoid [16] .  
Before we resolve the issue of geometric interpretation of the product in X x X, it would 
be helpful to list a few definitions which will allow us to be more specific about subsets of 
X x X. 
D E F I N I T I O N  2.12. Let X be a set. If E is a subset of X x  X and K is a subset of X then 
define [16] 
E [ K] = { x e X I 3 z E K : ( x, z) E E}.  
E X A M P L E  2.13. If  K i s  the whole set, that is, K = X,  then E [X] = n1 {E); in fact, all that is 
required for this to be true is that n2 (E) c K. Similarly, E-1 [X] = n2 (E). It is also clear that 
E[0] = 0. Considering the diagonal fl, 
fl [K] = {x E X  I 3 y E K, (x, y) E fl} = {x E X  I x  E K} =  K. 
So if K is relatively compact, then fl [ K) is also. 
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(a) (b) 
E 
E[K] 
E 
' ' 
Er = E[{y} ] 
(c) 
E 
Ex = E-1 [ {x} J 
Figure 2.4: Sections o(subsets E c X x  X. Shown are (a) the set E [K) , (b) the section 
By = E [  {y} ] ,  and (c) the section P = E-1 [ {x} ) .  
Figure 2.4 (a) illustrates the idea behind E [K] , which implies that the set i s  the result of 
projecting, onto the first coordinate in X x X, the intersection of sets X x K and E. The 
following proposition confirms that this is indeed the case. 
P RO P O S I T I O N  2.14. Let X be a set; let E c X x  X; let K c  X. Then 
E [K] = n1 ( (X x K) n E) . 
Proof. If E[K] is non-empty, let x E E [K) , which is true if and only if there is a z E K  such 
that (x, z) E E, which is equivalent to (x, z) E (X x K) n E, which in turn is true if and only 
if x E n1 ( ( X x K) n E) .  This proves both E [ K] c n1 ( ( X x K) n E) and the reverse inclusion. 
On the other hand, E [ K) is empty if and only if for each x E X there is no z E K such that 
( x, z) E E; this is equivalent to ( X x K) n E = 0, which is true if and only if n1 ( ( X x K) n E) 
is empty. 
In either case, E [ K] = n1 ( ( X x K) n E); the result follows. D 
That E-1 [ K] = n 2 ( ( K x X) n E) is proved almost identically. If K is a singleton set { x} or 
{y} then we use the notation E y and P for the sections E [ {y} ] and E- 1 [ { x} ]  respectively, 
illustrated in Figure 2.4 (b) and (c). We observe that 
E [K] = LJ By and E-1 [K) = LJ P 
yeK xeK 
so E[K] and E-1 [K] are, respectively, the union of the By and P sections over K. 
These definitions allow us to formulate a way of looking at the product of E o F with a 
slightly more geometric interpretation. 
P R O P O S I T I O N  2.15. Let E and F be subsets of X x  X. Then 
E o F = { ( x, y) I Ex n F y * 0} .  
The proof i s  straightforward; before we do so, however, this characterization of the prod­
uct of E and F makes it clear that the product is in some sense a measurement of how "close" 
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the sets E and F are with respect to the diagonal tt., in the sense that the first coordinates of 
E match with the second coordinates of F. The closer E and F are (that is, the greater the 
intersection in X of the x-sections of E and the y-sections of F) the more points of X x X 
will appear in the product. 
Proof. Let ( x, y) E E o F, which is equivalent to there being a z E X such that ( x, z) E E and 
(z, y) E F. This is true if and only if z E P and z E F1 , or that z E P n F1 , which is to say 
that Ex n F1 is non-empty. This proves both inclusions; the result follows. 0 
The following lemma is technical, but greatly simplifies the proof of Proposition 2.18. 
L E M M A  2.16. Let E and F be subsets of X x  X. If K c  X then (E o F) [K) = E[P-1 [K] ) .  
Proof. We see that 
E (P-1 (K] ) = {x E X  I 3z E P-1 (K) : (x, z) E E} 
completing the proof. 
= {x E X  I 3z E {z E X  I 3y E K : (z, y) E P-1 } :  (x, z) e E} 
= {x E X  I 3y E K, 3z E X :  (x, z) E E, (y, z) E F} 
= {x E X  I 3y E K :  (x, y) E E  o F} 
= (E o F) [K) ,  
0 
With the basic definitions in place, we now consider some outcomes of letting X have 
more structure than a set. 
D E F  IN IT I o  N 2.17. Suppose X is a topological space. A subset E of Xx  X is said to be proper 
if both E [ K) and r1 [ K) are relatively compact whenever K c X is relatively compact. 
A proper subset of X x  X in this sense will be distinguished from the set-theoretical sense 
of proper (that is A is a proper subset of B if there is an x e B such that x ¢ A) by writing 
A � B for the latter if there is any danger of confusion. 
For reference (see also Section 2.1) a subset K ofa  topological space is said to be relatively 
compact if its closure is compact. Our definition of a proper subset of X x X, together with 
Lemma 2.16, makes the following proposition uncomplicated. 
P R O P O S I T I O N  2.18. Let E, F be proper subsets of X x  X. Then 
(a) E-1 is proper. 
( b) A subset of E is proper. 
(c) E o F is proper. 
Proof. The symmetry of Definition 2.17 makes it clear that the inverse E-1 of a proper set E 
is proper, which takes care of (a). For (b), let F be a subset of E, and let K be any relatively 
compact subset of X. The result follows from the fact that F (K) c E(K) .  Finally for (c), 
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let K be a relatively compact subset of X. Then by hypothesis, p- 1 [ K) and E [ p-1 [ K] ] are relatively compact, and E-1 [ K) and F[  E-1 [ K] ] are also relatively compact. But by Lemma 2.16, E [P-1 [K) ] = (E o F) [K] and additionally by Proposition 2.11, 
so (E o F) [K] and (E o F)-1 [K] are relatively compact, whence E o F is proper. D EXAMPLE 2.19. We showed in Example 2.13 that fl[K) = K for any subset K of X. Thus, if 
K is relatively compact, so is fl [ K]; it follows that fl is always proper for any X. The geometric interpretation of properness is that a subset E of X x X is proper if, when taking the y-sections of a reasonably well-behaved (that is, relatively compact) subset K of X, and intersecting those sections with E, then the x-projection of this intersection produces a well-behaved subset of X. 
2 . 3  COA R S E  S T RU C T U R E S  The main definition of this chapter, due to Roe in [16] , is the following. 
D E F I N I T I O N  2.20. A co arse structure on a set X is a collection f. of subsets of X x  X­called the controlled sets for the coarse structure-which contains the diagonal and is closed under the formation of subsets, inverses, products, and finite unions. A set X equipped with a coarse structure is called a co arse space . The controlled sets are also called ento urages . In a similar manner to that used in discus­sions of topological spaces, we sometimes refer to a coarse space by its set X alone in place of the pair ( X, f.) . We leave a discussion of the interpretation of the axioms for a coarse 
structure until Section 2.5. In order to check whether a collection e of subsets of a set X is a coarse structure, it is usually straightforward to show that subsets, inverses, and finite unions of controlled sets are also contained in e. For unions, in fact, it is enough to show that e is closed under taking unions of just two subsets; finite unions are then satisfied by induction on the number of subsets in the union. The difficult part is often to show that e is closed under taking products. We begin with an easy example. EXAMPLE 2.21. The maximal coarse structure on X has e = s:JJ(X x X).  Clearly the diagonal fl is contained in e; subsets, inverses, and finite unions also present no problem; and in this case, since products are also subsets of X x  X, we are guaranteed that f. is also closed under this operation. That X has a maximal coarse structure is equivalent to X x X being contained in e since e is closed under taking subsets. 
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Figure 2.5: The bounded coarse structure on X. Each set Ei , E2 , and E3 may have a different 
bound from the diagonal fl. 
Ex  AM P LE 2.22. The trivial coarse structure on X consists only of subsets of the diagonal. 
The diagonal is automatically controlled, and subsets, inverses and even infinite unions 
are controlled as long as we can show that E o F c fl whenever E, F c fl. But 
E o F = { (x, y) j 3z E X : (x, z) E E, {z, y) E F} 
= { (x, x) I (x, x) E E  n F} 
= E n F, 
which is controlled since it is a subset of fl. 
EXAMPLE  2.23. Let {X, d) be a metric space and let E be the collection of all subsets E of 
X x X for which the coordinate projection maps n1 , n2 : E --+ X are close; that is to say, 
d(n1(x x y) , n2 {x x y) ) = d(x, y) 
is uniformly bounded on E, which is equivalent to sup{d{x, y) I {x, y) E E} <  oo (see Figure 
2.5). In this case we will say that E has a finite supremum . Then E is a coarse structure, called 
the bounded coarse structure associated to the given metric. 
In geometric terms, the collection E consists of all those sets E which are not "too far,, 
away from the diagonal. To check that E actually is a coarse structure, we see that fl E E 
by the fact that d ( x, x) = 0 for every ( x, x) E fl. The collection E is closed under inverses 
by the symmetry of the metric d, and if E E E has a finite supremum then any subset of E 
will also have a finite supremum. For unions, let E and F be elements of E, and suppose that 
sE = sup{d(x, y) I (x, y) E E} and sp = sup{d(x, y) I (x, y) E F}, so both SE and Sp are finite. 
Let SEuP be the larger of SE and Sp; then SEuP is finite and sup{d(x, y) I (x, y) E E  u F} � 
SEuP < oo, so E u  F E e. 
For products, we take subsets E and F with suprema s E and s p respectively. If ( x, y) E E o F 
then there is a z E X such that ( x, z) E E and ( z, y) E F. By the triangle inequality, 
d(x, y) � d(x, z) + d{z, y) � sE + Sp 
and so SE + Sp serves as a bound on E o F. It follows that E is a coarse structure. 
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Figure 2.6: The Co and discrete coarse structures. (a) A set E1 in the C0 coarse structure has 
d ( x, y) ---+ 0 as ( x, y) ---+ oo. ( b) A set E2 in the discrete coarse structure on X. 
EXAM PLE 2.24. Let (X, d) be a metric space and let E be the collection of all those subsets 
E c X x  X for which the distance function d, when restricted to E, tends to zero at infinity, 
shown in Figure 2.6 (a). In other words, E is controlled if for any E > 0 there is a compact 
subset K of X such that d ( x, y) < E whenever ( x, y) e E ,  K x K. Then f, is a coarse structure 
on X, called the C0 coarse structure associated to the metric d. 
Proof. For subsets, let E e f., let F c E, and let E > 0. There is a compact K c  X such that 
d ( x, y) < E on E , K x K, so this is certainly true on F , K x K c E , K x K. 
Since the distance function d is symmetric, E- 1 e f, whenever E e  f.. 
For unions, let E and E be controlled subsets, and let E > 0. There exist compact sets K 
and L such that d(x,y) < E on both E, K x K and F, L x L. Since K u  L is compact, and 
(E u F) ' (K u  L) X (K u L) C (E ' K X K) u (F ' L X L), 
it follows that d ( x, y) < e on ( E u F) , ( K u L) x ( K u L) ,  so E u F is a controlled subset. 
Finally, for products, let E, F be controlled subsets; let E > O; let K, L be compact subsets 
of X such that d ( x, y) < c/2 on both E , K x K and F , L x L. We show that the compact set 
M = K u L is again sufficient for d ( x, y) < E on E o F, and thus E o F is a controlled subset. 
Suppose (x,y) e E o F, M x M. Then there is a z e X such that (x, z) e E and (z,y) e F, 
but (x, y) is not an element of M x M, which is to say, neither x nor y are elements of either 
K or L. Thus 
whence 
( x, z) e E , K x K and ( z, y) e F , L x L, 
d(x,y) � d(x, z) + d(z,y) < E/2 + c/2 = E 
by the triangle inequality. 
Thus f. is a coarse structure, which completes the proof. 
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EXAM PLE 2.25. Let X be a set and let e be the collection of all subsets of X x  X that con­
tain only finitely many points off the diagonal, shown in Figure 2.6 (b). Then e is a coarse 
structure, called the discrete coarse structure [16) on X. 
Clearly fl e e since it has no points (a finite number) off the diagonal at all; taking the 
inverse of a subset E c X x  X preserves the number of points off the diagonal; taking subsets 
will not increase the number of points off the diagonal, so a finite number of points off the 
diagonal remains finite; a finite union of sets with finitely many points off the diagonal will 
still have only finitely many points off the diagonal. 
Slightly harder is showing that the collection is closed under products. Let E and F each 
have finitely many points off the diagonal. Then E o F , fl = { ( Xa , Ya) I a e J} for some 
indexing set J. For each a e J there is a Za e X such that (xa , Za) e E and (za, Ya) e F; for all 
but a finite number of a, Za = Xa and Za = Ya by hypothesis, so letting K = { i e J I  Z; '4= X; }, 
and L = { i e J I  z; ;: y;} it follows that K and L are finite indexing subsets of J. Thus for all 
a e J ,  (K u L), Xa = Za = Ya, leaving only a finite number of points of E o F off the diagonal. 
It follows that E o F e e and thus e is a coarse structure. 
EXAMPLE  2.26. Let X be a topological space, and let e be the collection of all sets E of the 
form C u fly where C c X x X is relatively compact, Y is a subset of X, and 
fly = { ( X' X) E X X X I X E Y} . 
Then e is a coarse structure, called the relatively compact coarse structure 
The diagonal fl = 0 u fl x is in the collection e since 0 is relatively compact. If E = Cu fly 
is controlled then C-1 is relatively compact, and (fly )-1 = fly, whence 
E-1 = (C U fly r1 = C-1 U fly E e. 
Let E = C u fly E e. Then if F C E, 
F = F n E = F n (C u fl y) =  (F n C) u (F n fly) =  (F n C) u 6,r1 (F)nY e e 
since subsets of relatively compact sets are relatively compact. If E = Cu fly and F = Du fl z 
for C, D c X x  X relatively compact and Y, Z c X then 
E u F = ( C u fly) u (D u fly) = ( C u D) u (fly u flz) 
which is a member of e since finite unions of relatively compact sets are relatively compact, 
and fly u flz = flyuz, Finally, if E = C u fly and F = D u flz are members of e, then 
E o F = (C u fly) o (D u flz) 
= ( C o D) u (fl y o D) u (C o flz) u (fly o flz) 
= K u flynz 
where K = ( C o D) u (fly o D) u (C o flz) is relatively compact. Thus e is a coarse structure. 
35 
E X A M P L E  2.27. Let X be an topological space, and let e be the collection of all proper (in the sense of Definition 2.17) subsets of X x X. Then e is a coarse structure, called the indiscrete co arse structure on X . Example 2.19 showed that the diagonal fl is proper (since for any relatively compact subset K c  X, ll[K] = K). Proposition 2.18 showed that inverses, subsets, and products of proper sets are themselves proper. Thus e is indeed a coarse structure. 
DEF IN IT Io N 2.28. A coarse structure on X is connected if each point of X x X belongs to some controlled set. 
It is clear that if X has the maximal coarse structure e = �(X x X) then e is connected. Some other coarse structures are always connected. 
EXA M PLE 2.29. The discrete, bounded, indiscrete, and relatively compact coarse struc­tures on X are connected. For any of these coarse structures, a singleton ordered pair { ( x, y)} c X x X is con­trolled. In the discrete case this is true because it is either contained in the diagonal, or is one point (a finite number) off the diagonal, depending on whether x = y. For the bounded coarse structure on a metric space X it is clear that d ( x, y) is finite. In the indiscrete case, { ( x, y) } [ K] is equal to either { x} or 0, both of which are relatively compact, depending on whether y e K. And for the relatively compact coarse structure, { ( x, y) } ( which is relatively compact) is equal to either { ( x, y)} u /l0 or 0 u /).{x} depending on whether x = y. In a way similar to the comparison of one topology on X with another, we can compare coarse structures on X. 
DEFINITION 2.30. Let e and 'f be coarse structures on X. If every e-controlled set is also 'f-controlled, that is, if e c 'f, then we say that e is finer than 'f. 
Note that the terminology used here is the opposite to its use in discussion of topological spaces, where a topology 'T on X is finer than S if S c 'T, because 'T has more open sets than 
S. For coarse structures, the finer of the two is the one with the fewer controlled subsets. 
P R O P O S I T I O N  2.31. The Co co arse structure on a non-co mpact metric space X is strictly finer than the indiscrete coarse structure on X. 
Pro of. Let E be controlled in the C0 coarse structure, and let L be a relatively compact subset of X. For e = ½ there is a compact K c  X such that d(x, y) < ½ for all (x, y) e E ,  K x K, so 
E c K x K u D( ½) where D( e) is defined as { ( x, y) e X x X I d ( x, y) < E} .  Then 
E [L] c (K x K u D(½ ) ) [L] c K u B(L, 1) 
whether L intersects K or not. Since L is relatively compact and K is compact it follows that 
Ku B ( L, 1) is relatively compact, which implies that E [ L] is relatively compact. By symmetry 
E-1 [ L] is also relatively compact, and thus it follows that E is proper, showing that the Co 
coarse structure is finer than the indiscrete coarse structure. 
To show that the containment is strict, we note that D(l) is proper, but that D(l) is not 
contained in the Co coarse structure because for any € < I there is no compact set K c X 
such that d ( x, y) < E on D( I) , K x K since X is not compact by hypothesis. D 
Since we are always concerned with large-scale structure, we lose nothing by considering 
only topological spaces with are not compact. In these cases, the relatively compact coarse 
structure is strictly contained in the indiscrete coarse structure. 
P R  o P o  s I T  I o  N 2.32. Let X be a non-compact topological space. Then the relatively compact 
coarse structure on X is strictly finer than the indiscrete coarse structure on X. 
Proof. Let E = C u /ly be a member of the relatively compact coarse structure f'f on X, and 
let K be a relatively compact subset of X. Then 
E [ K) = ( C u /l y ) ( K) 
= {x E X  I 3y E K, (x, y) E (C u  /ly ) }  
c Ku n1 (C) 
which is relatively compact, so E is proper, whence E E e ( the indiscrete coarse structure 
on X) and thus f'f c e. On the other hand, in e there is a neighborhood U c X x X of the 
diagonal which is also controlled (see Section 4.2), so U E E. But U ,  llx is not even relatively 
compact, for if it were, U [ X) would be relatively compact, but U [ X) = X, which is not by 
hypothesis. D 
P R  o P o  s I T  I o  N 2.33. The intersection of a family of coarse structures is a coarse structure. 
Proof. Let {ea } be a family of coarse structures indexed by some set /. Clearly /l e n{ ea }, 
since /l E ea for each a E /. If E E n{ ea } then E E ea for each a, and hence any subset of 
E is in each ea , and hence in n{e11 } .  Inverses are proved similarly. If E, F E n{e11 } then 
E, F E ea for each a; it follows that both E u F and E o F are contained in ea for each a, 
and thus E u  F and E o F are in n{ Ea } .  With all of the axioms demonstrated, it follows that 
n{ ea } is a coarse structure. D 
C O R O L L A RY 2.34. Let S be a collection of subsets of X x  X. Then there is a unique coarse 
structure e on X that contains S and is finer than any other coarse structure on X. 
Proof. Since 1J (X x X) contains S, then the family of coarse structures {ea } which contain S 
is non-empty. It follows by Proposition 2.33 that e = n{ e11 } is a coarse structure containing 
e, and is finer than any other such coarse structure by definition. D 
We say that the coarse structure e in Corollary 2.34 is generated by S, denoted e = (S). To 
end, we note that the discrete coarse structure is not the finest non-trivial coarse structure 
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on a set X containing at least two points, since for x * y in X there is the collection 
( {(x,y)} ) = {Ay, {(x, y)} u A y, {(y, x)} u Ay, {(x, y), (y, x)} u A y I Y c X}; 
that is, there are coarse structures whose controlled sets consist of subsets of A together with 
one point ( x, y) off the diagonal, its inverse (y, x), or both. The discrete coarse structure, 
however, is the finest connected structure on a set X. 
2 . 4 C O A R S E  S T RU C T U R E S  A N D  C L O S E N E S S  
In the previous chapter we declared that two maps f, g : X -+  Y between metric spaces 
X and Y were close if d(f (x ). J(y)) was uniformly bounded. Since we do not necessarily 
have a metric on Y, we need to reformulate our definition for a general coarse space. 
D E F I N I T I O N  2.35. Let X be a coarse space, and let S be a set. Two maps f, g : S -+ X 
are close if the subset { (f ( s), g( s)) I s E S} of X x X is controlled. 
EXAMPLE 2.36. Ifwe let E be the bounded coarse structure on X from Example 2.23 then 
the two definitions of closeness coincide, since the controlled sets of E all have finite suprema. 
Closeness again is an equivalence relation on the set of maps from S into X. 
P R O P O S I T I O N  2.37. Let S be a set, and let X be a coarse space. For two maps f, g :  S -+ X, 
say that f ..., g if and only if f is close to g in the sense of Definition 2.35. Then ..., is an equivalence 
relation on the set of maps from S to X. 
Proof. A map f is clearly close to itself because { (/ ( s) , f ( s)) I s E S} c A and subsets of 
controlled sets are controlled: this satisfies reflexivity. Symmetry is shown by supposing that 
f is close to g: then E = { (f (s) , g(s) ) Is E S} is controlled, and so E-1 = { (g(s ) ,f(s) ) I s e S} 
is also controlled, meaning that g is close to f. Finally, suppose that f and g are close, and g 
and h are close. Then E = { (f (s ) ,  g(s)) I s  e S} and F = { (g(s ), h(s)) I s  E S} are controlled. 
But 
{(f(s), h(s)) Is e S} = {(f(s), h(s)) I 3s e S :  (f(s), g(s)) e E,(g(s), h(s)) e F} 
= E o F  
which is controlled, so f is close to h, satisfying transivity. It follows that "' is an equivalence 
relation, as required. D 
Suppose a set E c X x X is controlled. This is equivalent to saying 
E = {(x, y) I (x, y) E E} 
= {(n1(x, y), n2(x, y)) I (x, y) E E} 
or that n1 and n2 are close on E. As noted in [16] , the closeness relation determines the coarse 
structure, which the following proposition-the notation of which is modified slightly from 
[16] for greater clarity-makes clear. 
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Figure 2.7: The extended real line R00 • 
P R O P O S I T I O N  2.38. Let (X, e) be a coarse space. Say that p - q if a map p :  S __. X is 
close to a map q : S __. X. Then the relation - determined by E has the following properties: 
(a) if Pi ,  P2 : S __. X are close and q : T __. S is any map, then p1 o q - p2 o q. 
( b) if S = S1 u S2 and if Pi ,  P2 : S __. X are maps whose restrictions to both S1 and S2 are 
close, then Pi - P2. 
Conversely, suppose for each set S there is an equivalence relation -s on the maps S __. X 
which satisfies (a) and ( b) above. Then the collection { -s } of relations for a specific S is a 
collection of closeness relations arising from some uniquely determined coarse structure on X. 
Connectedness of the coarse structure is equivalent to the additional condition that 
( c) any two constant maps S __. X are close to each other. 
Before we prove this, we should note that Example 1.15, which showed that any two con­
stant maps k, l : X __. Y between metric spaces X and Y were close, does not necessar­
ily apply to (c): the closeness relation here is dependent on some coarse structure, which 
may have different properties from the bounded coarse structure ( this coarse structure was 
shown in Example 2.36 to have the same notion of closeness as for metric spaces). If dis­
tances are finite, then the coarse structures defined thus far are connected, and (c) therefore 
applies. 
EXAMPLE 2.39. For a counter-example we require a coarse structure which is not con­
nected: a metric space where the distance function is allowed to become infinite is sufficient. 
We define the extended real numbers Roo as Ru { -oo, oo} ;  we let doc, : RO() x Roo __. R+ u { oo }  
b e  an extension of a metric d : � x � on R, s o  that 
!
d(x, y) 
d= (x, y) = : 
ifx, y e �  
if X = oo, y :I= 00 
if X = -oo, y :I= -oo,  
Then doc, i s  an extended metric on IRoo , the extension arising from the mapping into � u { oo} 
rather than � (see Figure 2.7). 
Giving IRoo the bounded coarse structure-that is, all subsets of Roo x Roo which have 
a bounded supremum-obviously means that we have two points {-oo, oo }  which are not 
contained in any controlled set, so RO() is not connected. But there are constant maps 
k(x) = -oo and l (x) = oo 
which are not close in the sense of Definition 2.35. 
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We now prove the proposition. 
Proof of Proposition 2.38. We begin with the sufficiency. In (a), we have by hypothesis 
that E = {pi (s) x p2(s) I s  e S} is controlled. But 
{ (pi O q)( t) X (p2 0 q)( t) I t E T} =  {pi (q(t) )  X P2 (q( t) )  I t E T} 
= {Pi ( s) x P2 ( s) I s e Im q} 
c E  
and since E is controlled, so are each of the other sets in the above equation. It follows that 
Pi o q "' P2 o q. In ( b) we have 
{pi (s) x p2(s) I s  e S} = {pi (s) x p2(s) I s  e Si } u {pi(s) x p2(s) I s  e S2 } 
= {pi ls1 ( s) x P2 ls1 ( s) I s e Si } u {Pi ls2 ( s) x P2 ls2 ( s) I s e S2 }  
which is controlled since each set in the latter union is controlled. 
For the necessity we have for each set S an equivalence relation "'S on the maps S --+  X, 
and this collection satisfies (a) and (b) .  As in [16] , the controlled sets E c X x  X are those for 
which the two coordinate projections ni lE , n2 IE are close. We then need to check that the 
family of controlled sets E is closed under taking subsets, inverses, unions, and products. 
For subsets, if E is controlled then ni IE "' n2 I E .  It follows from (a) applied to the inclusion 
F 1---t- E that if F c E then ndF "' n2 1F· For inverses we note that if E c X x X then 
ndE : E --+  X and n2 IE-1 : E-i --+ X are the same map, for 
It follows from (a) applied to the bijection E-i --+ E that if ni lE and n2 IE are close then so 
are n2 IE-• and ni lE-1 , 
For unions, if E and F are controlled, then ni , n2 : E --+ X are close, and ni , n2 : F --+ X 
are close. Thus the union of the controlled sets 
{ ( ni (x x y) , n2 (x x y) )  I (x x y) e E} u { (ni (x x y) , n2 (x x y) )  I (x x y) e F} 
= { (n1 (x x y) , n2 (x x y) )  I (x x y) e E u  F} 
is controlled by (b). 
The proof that a product of two controlled sets E and F is controlled is given in [16] . 
For (c), let k, l :  S --+  X be constant maps, so k(s) = x and l(s) = y for some x, y e X. 
Then {k(s) x l(s) I s e S} = {x x y} is controlled if and only if X is connected, which 
completes the proof. D 
We have therefore redefined what it means for two maps to be close. Previously, when 
we had a metric to work with, two maps were close if they were uniformly bounded. The 
redefinition of closeness makes it clear that closeness is dependent on a coarse structure: 
two maps f, g : S --+ X are close if the set of points {/ ( s) x g( s) I s e S} is controlled. 
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But that a closeness relation actually determines a coarse structure {via coordinate pro­
jection) means that the structure and closeness are effectively saying the same thing, since a 
coarse structure also determines closeness. 
2 , 5 I N T E R P R E TAT I O N  O F  T H E  A X I O M S  
Now that we have defined closeness of maps in terms of controlled sets, we can provide an 
interpretation of the axioms for a coarse structure: the diagonal /l is controlled, and subsets, 
finite unions, and products of controlled sets are controlled. 
The set X x  X can be regarded as the complete set of relations on X, so a controlled set is 
a certain subset of these relations. In particular, that a point ( x, y) E X x X is contained in 
a controlled set E-in view of the comments on closeness-says that "x is close to y:' That 
is, the controlled sets of a coarse structure E determine which points in a space X are said to 
be close together. That the diagonal is controlled-
fl = { (x, x) I x  E X} E E  
-means that points are close to themselves; the inverses axiom 
VE E f.{E-1 = { {y, x) I {x, y) E E} E E.) 
states that closeness is symmetric; and the products axiom 
VE, F E E(E o F = {(x, y) I 3z E X :  {x, z) E E, {z, y) E F} E E) 
is a version of the triangle inequality. 
The axioms specifying closure under talcing subsets and finite unions-
VE E E(F C E =>  F E E.) ,  VE, F E  E(E u F E E) ,  
-however, are responsible for the ability of  coarse spaces to describe large-scale structure. 
Talcing subsets corresponds to "zooming in:' A subset F of a controlled set E excludes some 
( x, y) points that were in E from the new controlled set F. This means, essentially, that 
we are throwing away some relations of closeness, but since we are interested in large-scale 
structure this is not a problem. Formation of finite unions, on the other hand, corresponds to 
"zooming out:' In the union E u  F, two sets of relations which previously specified closeness 
separately now specify closeness jointly. Points x and y which are unrelated-that is, ( x, y) 
remains outside of our union-are therefore further apart. If we wish to include them we 
can, by talcing larger unions, which in essence is zooming out: looking at the space from 
a larger distance makes points which seemed further apart appear somewhat closer. We 
cannot, however, in a finite number of unions include relations between points which are 
arbitrarily far apart, for this would violate our understanding of large-scale structure. 
Thus a coarse structure describes the usual notions of points being close to themselves, 
that closeness is symmetric, and that points x and y should not be any further apart than 
41 
are a combination of x and z, with z and y. However, it also describes large-scale structure 
in terms of an arbitrary throwing away of small-scale relations, and a careful inclusion of 
large-scale relations. 
2 . 6  B O U N D E D N E S S  I N  C O A R S E  S PAC E S  
The work up to this point has prepared us to be able to define what a bounded set should be 
if one does not have a metric to determine distance. We have redefined what it means for 
two maps to be close: previously we defined this concept in terms of uniform boundedness, 
but in Section 2.4 we saw that this can now be framed in terms of a coarse structure. 
We saw in Section 1.5 that any metrically-bounded subset B is coarsely equivalent to a 
point. This, effectively, says that an inclusion map on B is close to a constant map, and this 
gives us one of the most straightforward definitions of boundedness in terms of a coarse 
structure. With the redefinition of closeness in terms of the coarse structure, however, close 
does not necessarily mean "near" in the previous sense. 
Since a coarse structure and closeness are related by coordinate projections, we can also 
say that a subset B c X is bounded if Bx  B is controlled, since then the coordinate projections 
are in fact equal. We do not even require this, however: we can also say that B is bounded 
if B x {p} is controlled for some p E X. This says that the first projection is close to a fixed 
point, which seems natural. There is another reformulation which is useful to us, given in 
the first proposition of the section. 
P R O P O S I T I O N  2.40. Let X be a coarse space, and let B be a subset of X. Then the following 
are equivalent [ 16] : 
(a) The inclusion map B --+ X is close to a constant map. 
(b) B x  {p} is controlled for some p E X. 
( c) B x B is controlled. 
(d) B = Ep for some controlled set E and some p E X. 
Proof. That (a) holds means i : B c.+ X is close to a constant map k( b) = p for some p E X, 
which is equivalent to { i( b) x k( b) I b E B} being controlled. This set is equal to 
{ ( b, p) I b E B} = B X {p } ,  
so (a) holds if and only if (b) does. Starting this time with (b), we have that B x {p}  is 
controlled for some p E X, and hence {p} x B is controlled since coarse structures are closed 
under taking inverses. But by Example 2.8, B x {p} o {p} x B = B x B, so B x B is controlled, 
making (c) true. Conversely, given (c), or that B x  B is controlled, any p E B  is sufficient for 
B x  {p} c B x  B, whence B x  {p} is controlled, and thus (b) holds. 
Finally, beginning with (c), so that B x  B is controlled, letting E = B x  B means 
B = {x e X I 3p e {p } ,  (x, p) e E} = E [  {p} ] = Ep , 
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so ( d) is true. Conversely, if B = E p for some controlled set E and p E X, then B x {p} c E 
is controlled, giving (b) and hence (d). D 
D E F  I N  I T  I o  N 2.41. Let B c X be a set satisfying the conditions of Proposition 2.40. Then 
we say that B is bounded [16) . 
If there is any confusion between this definition and the usual sense of bounded, we shall 
refer to the latter as d-boundedness, or that the set is metrically bounded. 
E X A M P L E  2.42. Recall that the indiscrete coarse structure on a topological space X con­
sists of all proper subsets of X x  X, that is, all sets E such that E[  K] and E-1 [ K] are relatively 
compact whenever K is relatively compact. The bounded sets in X are those that have com­
pact closure [ 16 ] .  
Proof. I f  B is a bounded subset of  X, this i s  equivalent, by Proposition 2.40, to B x  B being 
controlled, which means that (B x B) [K] is relatively compact whenever K is. But 
( B x B ) [ K] = { x E X I 3 y e K : ( x, y) E B x B} 
= {x e B I  3y E K :  y e  B} 
which is equal to B if BnK is non-empty, and 0 if BnK is empty. This amounts to saying that 
B is bounded if and only if B is relatively compact, that is, when B has compact closure. D 
Ex A M P L E  2.43. In the discrete coarse structure, every bounded set has only finitely many 
points. 
Proof. Suppose that B = { Xa I a E /} has infinitely many points: it follows that the product 
B x B = { Xa x xp I a ,  /3 E /} also has infinitely many points. Fix any /3 E /. We can allow a 
to be distinct from /3 for infinitely many a e / ,  {/3},  which means that B x B h�s infinitely 
many points off the diagonal and is therefore not controlled in the discrete coarse structure. 
This implies that B is not bounded. The contrapositive to this, that if B is bounded, then B 
must be finite, therefore holds. D 
P R O P O S I T I O N  2.44, Let X be a coarse space [16) . 
(a) If B is a bounded subset of X, and E is controlled, then E [ B] is bounded. 
(b) If X is coarsely connected, then the union of any two bounded subsets of X is bounded. 
Proof. For (a), we note that B x B is controlled since B is bounded. Choose any p E B. 
We will show that E [ B] x {p} c E o ( B x B) , which completes this part of the proof since 
E o (B x B) is controlled. Let x e E[B] ,  so there is a z e B such that (x, z) E E. Then there is 
a z e X such that (x, z) E E  and (z, p) e B x  B, whence (x, y) e E o (B x B). 
For (b), we modify the scheme used in [16) . Let B1 and B2 be bounded. We then have 
inclusion maps i1 : B 1 r..+ X and i2 : B2 r..+ X being close, respectively, to some constant maps 
by Proposition 2.40. Because X is coarsely connected, applying Proposition 2.38 (c) to these 
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constant maps means that they are close, which, because closeness is an equivalence relation 
(Proposition 2.37), implies that i1 and i2 are close. Then, applying Proposition 2.38 (b) to the 
inclusion map i : B1 u B2 --+ X means that this is close to a constant map, whence B1 u B2 
is bounded by Proposition 2.40. D 
With the ideas of closeness and boundedness now re-defined, we are in a position to 
generalize the concepts of closeness, properness, coarse, and coarse equivalence for a coarse 
space. 
D E F I N I T I O N  2.45. Let X and Y be coarse spaces, and let f :  X --+  Y be a map [16] . 
(a) The map f is proper if the inverse image under f of each bounded subset of Y is a 
bounded subset of X 
(b) The map f is bornologous if for each controlled subset E of X x  X the set (f x f)(E) 
is a controlled subset of Y x Y. 
( c) The map f is coarse if it is proper and homologous. 
(d) The spaces X and Y are coarsely equivalent if there exist coarse maps f : X --+ Y 
and g : Y --+ X such that f o g and g o f are close to the identity maps on Y and on 
X respectively. 
EXAM P L E  2.46. The identity map idx on a coarse space X is again coarse with the gener­
alization given in Definition 2.45. 
Later we require that coarse equivalence is again actually an equivalence relation. Most 
of the work has been done for us by Theorem 1.21. First we need to show that compositions 
of coarse maps are again coarse. 
P R O P O S I T I O N  2.47. Let f : X --+ Y and g : Y --+ Z be coarse maps between coarse 
spaces X, Y, and Z. Then g o f : X --+ Z is a coarse map. 
Proof. Let B be a bounded subset of Z. Then g-1 (B) is a bounded subset of Y, and thus 
is a bounded subset of X. It follows that go f is proper. Let E be a controlled subset of X x  X. 
Then (f x J) (E) is controlled in Y x Y since f is coarse; since g is also coarse, it follows by 
Lemma 1.35 that 
(g X g)( (f X f) (E) ) = ( (g X g) 0 (f X f) )(E) = ( (g O f) X (g O f) ) (E) 
is controlled in Z x Z, whence g o  f is homologous. 
Thus g o f is coarse as required. D 
T H E  o R E M  2.48. Let X and Y be coarse spaces, and say that X � Y if and only if X is coarsely 
equivalent to Y. Then � is an equivalence relation. 
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Proof The method by which coarse equivalence was shown to be an equivalence relation in 
Theorem 1.21 relied upon only the facts that an identity map is coarse, that closeness of maps 
is equivalence relation, and that compositions of coarse maps are coarse. Since these are 
shown by Example 2.46 and Propositions 2.37 and 2.47 respectively, the result follows. D 
2 . 7 ARE C OARSE STRU C TURES G ENERALIZATIONS? 
We would prefer if the definition of coarse equivalence just given is in fact a generalization of 
the concept with the same name given in Definition 1.20. This question is of course relative 
to the coarse structure we choose for the metric space X, but is also dependent on properties 
concerning the metric space. 
The bounded coarse structure on X is the structure in which we would expect to find 
a natural equivalence between the generalized definitions presented here, and the notions 
specific to metric spaces given in Section 1.4. 
P R O P O S I T I O N  2.49. Let (X, d) be a metric space, and let e be the bounded coarse structure 
on X. Then the bounded sets are the sets which are d-bounded [16]. 
Proof. To see this, suppose B is a bounded subset in X, which implies that Bx B is controlled. 
By definition of the course bounded structure this means that B x B has finite supremum 
R = sup{d(x, y) I (x, y) E B  x B}. Choose any b0 E B. Then the metric ball B(bo , R + 1) 
contains B, for if b E B then ( b0 , b) E B x B, whence d( b0 , b) S R < R + 1, which implies 
that b e B(b0 , R + 1) . On the other hand, if B is a d-bounded subset of X then there is a 
b0 E X and an R > 0 such that B c B( b0 , R). Without loss of generality, b0 E B. If b, b' E B 
then d( b, b' ) s d( b, b0 ) + d( b0 , b') S 2R by the triangle inequality, so B x B has a finite 
supremum 2R, and hence B x B is controlled, implying that B is bounded. D 
Thus the term bounded signifies the same idea in a metric space and the bounded coarse 
structure on a metric space. 
P RO P O S I T I O N 2.50. Let X and Y be metric spaces. Let e and � be the bounded coarse 
structures on X and Y, respectively, and let f : X --+ Y be a map. Then the following are 
equivalent. 
(a) For all R > O there is an S > 0 such that d(x, y) < R implies d(f(x) ,f(y) ) < S. 
(b) (f x f) (E) is controlled whenever E is controlled. 
Proof. Given (a), let E be a controlled subset of X x  X, which means that 
sup{d(x, y) I (x, y) E E} S R - 1 
for some R > 1. Then there is an S > 0 such that d (f ( x) ,  f ( y) ) < S for all ( x, y) E E. It 
follows that (f x f) (E) = { (f(x) ,f(y)) I (x, y) E E} is controlled in �. 
Conversely, let R > 0. Let E be a controlled set, so E = { (x, y) I d(x, y) < R} for some 
R > 0. It follows that (f x f) (E) is controlled, meaning that there is some S > 0 such that 
sup(! x f)(E) < S, which is to say, d(f(x),f(y) ) < S for all x, y E X, implying (a). D 
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P R  o P o  s IT I O N  2.51. Let ( X, d x )  and ( Y, d y )  be proper metric spaces, and let e and 'F be 
the bounded coarse structures on X and Y relative to dx and dy, respectively. Then X = Y in 
the sense of Definition 1.20 if and only if ( X, e) = ( Y, 'F) in the sense of Definition 2.45. 
Proof. Since bounded sets in e and 'F are simply dx- and dy -bounded sets in X and Y by 
Proposition 2.49, the definition of properness in metric spaces and in the bounded coarse 
structure is equivalent. Proposition 2. 50 shows that the definition of homologous is also 
equivalent. If f o g "'  idy in the sense of Definition 1.20, this is equivalent to 
{f(g(y) )  X y I y E Y} 
being controlled, which in turn is the same as saying that d (f (g(y) ) , y) � N for all y e Y. 
That is, f o g ,..,  idy in the sense of Definition 2.45. The same is true of g o  f ,.,  idx, 
Since the definitions of coarse and closeness therefore coincide, the result follows. 0 
2 . 8 AN AP P L I CATION OF COA R S E  S PAC E S  AND STRU CTU R E S  
At the beginning of the chapter we noted that the definition of coarse equivalence from 
Section 1.4 required that both spaces in question possessed a metric. With the reformulation 
of these concepts for (in particular) topological spaces, we are now in a position to find 
coarse equivalences between spaces which are not metrizable. 
One question of particular interest is whether Iii+ -a space which in large-scale terms 
can be categorized as having unlimited motion in one direction only along one degree of 
freedom-is coarsely equivalent to the minimal uncountable well-ordered set Sn with the 
order topology. At first glance they seem to share the same coarse properties: in Sn (see 
Appendix A) one can move "to the right" indefinitely, but there is an "end-point" to the left 
of the each space, namely the element 0. 
We examine the possibility that IR+ and Sn are coarsely equivalent. 
L E M M  A 2.52. Let X be a coarse space. Then one-point subsets of X are bounded. 
Proof. If { x} c X, then { x} x { x} c /l, which shows that { x} x { x} is controlled. It follows 
that { x} is bounded. 0 
We only need the preceding lemma for the proofs ahead, but the following is a conse­
quence if X is coarsely connected. 
C O R O L L A R Y  2.53. If X is coarsely connected, then finite subsets of X are bounded. 
Proof. Let A = { x1 , • • •  , x" } be a subset of X. For each 1 � i, j 5 n, ( x; , x j )  belongs to some 
subset E;j of X x  X. Then 
A x  A c  LJ E;1 , 
l ,j 
and since U Eij is a finite union of controlled subsets of X x X, so is A x A. Thus A is 
��&d 0 
Ex AMPLE 2.54. It is necessary that X is coarsely connected for finite subsets to be bounded. 
Suppose X = Z with the trivial coarse structure consisting of only subsets of the diagonal, 
which is not coarsely connected since O x I is not contained in any controlled set. Then 
A = { 0, I} is finite but not bounded, since A x A = { 0 x 0, 0 x I, I x 0, I x I} is not controlled. 
We intend to explore whether Iii+ is coarsely equivalent to So by exploiting a variation of 
the previously-shown coarse equivalence between Iii+ and z+ given in Example 1.53. How­
ever, this showed only that these spaces are metrically coarsely equivalent-which is the 
same as their being coarsely equivalent in the bounded coarse structure on both spaces by 
Proposition 2.51. Because So is not metrizable, if we want to use the similarity in large-scale 
structure of Iii+ and z+ then we need to show that coarse equivalence between them also 
holds in some coarse structure which does not depend on a metric. The one we shall choose 
is the indiscrete coarse structure. 
Since z+ is a subspace of Iii+ we begin this task by outlining how a subset of a coarse space 
may inherit its coarse structure from the parent space. 
DEF INITION 2.55. Let X be a coarse space and let Y be a subset of X. We declare that the 
controlled subsets of Y x Y are those which are controlled when considered as subsets of 
X x  X, and we say that Y is a coarse subspace of X [16] . 
LEMMA 2.56. Let Y be a coarse subspace of a coarse space X. Then the inclusion map from 
Y into X is always coarse. 
Proof Let g : Y --+ X be the inclusion map, and let E be a controlled subset of Y x Y. It 
follows that (g x g) (E) = E is controlled in X x  X by Definition 2.55, so g is homologous. 
Let B be bounded in X, so B x  B is controlled. But g-1(B) c B in Y. Since 
it follows that the former set is controlled in Y, whence ,-1 ( B) is bounded, making g proper. 
It follows that g is coarse. D 
P ROPOS IT ION 2.57. Iii+ is coarsely equivalent to z+ in the indiscrete coarse structure. 
Proof. Let f : R+ --+ z+ be given by the usual integer part map / ( x) = l x J for each x e X, 
and let g : z+ --+ R+ be given by inclusion. Since inclusion maps are always coarse in any 
coarse structure by Proposition 2.56, it remains to show that / is coarse with respect to the 
indiscrete coarse structure on Iii+ . 
Let E be a controlled subset of Iii+ x Iii+, so E is proper. Since (/ x /) ( E) c E it follows 
from the definition of a coarse subspace that (/ x /) ( E) is a controlled subset of z+ x z+, 
so f is homologous. Let B be a bounded subset of z+ , so B is relatively compact by Example 
2.42 and is thus contained in a finite interval [ 0, n] for some integer n. By definition of /, 
r1(B) c (0, n + 1), which is relatively compact in Iii+ and therefore bounded. It follows that 
/ is proper, and thus coarse. 
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We note that f(g(n) )  = n and g(f(x) ) = lx J for all n E z+ and all x E IR+ . Then 
{ (f O g) ( n) X idz+ ( n) I n E z+ } = { n X n I n E z+ } C /:,.z+ 
the last of which, being the diagonal of z+ , is proper by Example 2.19, and 
which is clearly proper. We have thus shown that f o g ..., idz+ and g o f ..., idR+ .  It follows 
that IR+ ':::! z+ in the indiscrete coarse structure. D 
TH E O R E M  2.58. z+ is not coarsely equivalent to So in either the indiscrete or discrete coarse 
structures on So. 
Proof. Suppose z+ � So , so let g : Sn --+ z+ be a corresponding coarse equivalence map. 
Since z+ is countable, but So is uncountable, there is an n E z+ such that S = g-1 ( { n})  is 
uncountable. Since { n}  is bounded and g is a coarse map it follows that S is also bounded, 
which by Example 2.42 means that S is relatively compact. Cover S (which we have just 
shown is compact) with open sets of the form [O, a +  1) for every a E S, so there is a finite 
subcover [O, a1 + 1) , . . .  , [O, ak + 1) ofS. Among the finite number of a; there is a maximum 
am , whence S c  [O, am + 1) . But [O, am + 1) , being a section { a E Sn I a < am + l} of Sn , 
is countable (see Appendix A), while S is uncountable (since S is uncountable and S c S). 
Thus there is a /3 E S  which is not in [O, am + 1) , contradicting that S c  [O, am + 1) . 
On the other hand, in the discrete coarse structure on Sn , S x {p} is controlled for some 
p E Sn , whence S x {p} contains finitely many points off the diagonal. This is an immediate 
contradiction since S x {p} is uncountable. 
In either case we have a contradiction. It follows that our assumption that z+ � Sn is 
false, completing the proof. D 
Co  R O L L A  RY 2.59. IR+ is not coarsely equivalent to S0 in the indiscrete coarse structure on 
each space. 
Proof. By considering the indiscrete coarse structure on each space, IR+ is coarsely equiva­
lent to z+ by Proposition 2.57, but z+ is not coarsely equivalent to Sn , Since coarse equiva­
lence is an equivalence relation by Theorem 2.48 it follows that IR+ is not coarsely equivalent 
to Sn in the indiscrete coarse structure on each space. D 
The explanation, in terms of intuitive ideas of coarse geometry, of why IR+ and Sn are not 
coarsely equivalent is that while motion in both spaces is unlimited in one direction with 
one degree of freedom, motion in Iii+ (or z+ ) to the left (ifwe view larger elements of Sn as 
being on the right of smaller elements) is never prevented except by the element 0, while in 
Sn every limit point 
w, 2w, . . .  , w2 , w2 + w, . . .  , w3 , • • •  , ww , . . .  
z+ ' 
0 
w w + I w + 2  
Figure 2. 8: The positive integers z+ alongside the set of countable ordinals Sn . 
to name a few of the uncountable number of limit points of Sn , prevents furthe� motion to 
the left, since there are no predecessors to these elements (see Figure 2. 8). 
By this understanding, it should also be the case that there is a coarse structure in which 
w is not coarsely equivalent to 2w, for the same intuitive reasons as given above: w e 2w does 
not have a predecessor. In this case, however, we cannot rely upon uncountability as we did 
for Sn , and so the proof, which is left to the reader, would require more work. � 
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CHA P TER 3 r--1 
Basic Theory of C* -Algebras 
T HI s chapter highlights an important link between locally compact Hausdorff ( topolog­ical) spaces and a sub-class of Banach spaces known as C*-algebras. It turns out that 
the categories (see Appendix C) of locally compact Hausdorff spaces and continuous func­
tions, and of commutative C* -algebras and * -homomorphisms, are very closely related. At 
the heart of this is a particular set of continuous functions on a locally compact Hausdorff 
space X; namely, those which vanish at infinity, denoted by C0 (X). 
To be precise, what turns out to be true is that the opposite of the category of locally 
compact Hausdorff spaces and the category of commutative C* -algebras are dual, meaning 
that each locally compact Hausdorff space can be completely described by considering the 
C* -algebra of the continuous, complex-valued, infinity-vanishing functions on it. 
It is not our intention to provide a full account of the theory of C* -algebras. We develop 
some terminology and provide the examples that we will require, and make explicit the link 
between the categories outlined above. 
3 . 1 ELE M ENTARY PROP ERTI ES AND E X A M PLES 
The idea of an algebra is intuitive. It consists of a vector space in which one can also perform a 
multiplicative operation which is compatible with the addition given in the vector space. We 
begin with definitions [ 15, 21] of this and an involution, an operation which, among others, 
has the property that it is its own inverse. 
D E F  IN IT I o  N 3.1. An algebra over K is a vector space A over a field K together with a 
bilinear map A x A -+ A called multiplication, given by ( a, b )  1--+ a ·  b. In this text we will 
say that multiplication is associative, so a · ( b · c) = ( a · b) · c. Thus 
(a + b) · c = a · c + b · c, (1a) · b = 1(a · b) 
a · (b + c) = a · b + a · c, a · (1b) = .l(a · b) 
for all a, b, c E A and ,l E K. 
A subalgebra of A is a subspace B c A which is closed with respect to multiplication. 
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D E F I N I T I O N  3.2. An involution on an algebra A is a conjugate-linear map A -+  A given 
by a ..........+  a* such that a** = a and (a · b )* = b* · a* for all a ,  b E A. 
If A is a commutative algebra then ( a · b) * = a* · b* for all a, b E A. 
D E F INIT I O N  3.3. A C*-algebra is an algebra over C with a norm II II : A -+ '[ij and an 
involution a ..........+ a* such that A is complete with respect to the norm, and such that 
for all a, b E A. Define a sub-C*-algebra of A to be a subalgebra B c A which is also a C* -
algebra with respect to the operations given on A, that is, B is also complete. We say that a 
C* -algebra A is unital if there is a non-zero unit IA E A such that a · IA = a = IA · a for all 
a e A. 
A unital C* -algebra contains the subset C · 1, so we understand ,\ as being identified with 
,\ · 1 in the context of operations on A. 
EXA M P L E  3.4. The set of complex numbers C is obviously a unital C*-algebra. The invo­
lution is complex conjugation z ..........+ z, the norm is the modulus function z i-------+ I z I, and the 
unit is simply le = 1 + O i. 
The axioms for C*-algebra imply that OA * = OA and if A is unital, that lA * = lA , They also 
imply that the involution is isometric . 
P R O P O S I T I O N  3.5. Let A be a C*-algebra. Then OA * = OA , If A is unital then IA * =  IA and 
ll lA II = 1. 
Proof. The element O A E A is the additive identity from the vector space properties of A. 
Thus O A = a · 0 A for all a E A, including the case when we let a = 0 A*. It follows that 
If A is unital then for any a E A  we have lA * · a = (a* · lA )* = a** = a. Thus, letting a =  IA , 
IA* · IA = IA , which shows that lA * = IA , With this proved, we can then write 
Since II a II = 0 if and only if a = 0 A by the properties of a normed vector space [ 10] , this 
implies II IA II = 1 . D 
P R O P O S I T I O N  3.6. The involution a ..........+  a*  on a C*-algebra A is isometric, that is to say, 
II a II = II a *II for every a E A. 
Proof. If a = 0 A then 
ll a ll = I I OA I I = 0 = II OA* II = ll a* II ,  
Otherwise, we see that ll a ll 2 = ll a*a ll $ ll a* ll ll a ll , whence ll a ll $ ll a* II $ ll a** II = ll a ll since 
li a ll * 0. D 
52 
We usually omit the operati on of multiplication and write ab for a · b. We also write 
0 for O A and I for IA when it is clear to which C* -algebra we refer. It is also the case the 
multiplication in a C* -algebra is jointly continuous, shown by the inequality 
ll ab - a'b' II s ll a ll ll b - b' II + Il a - a' ll ll b' II , 
All of our attention will be devoted to C* -algebras of continuous functions. We recall a 
definition and give some examples. 
D E F I N I T I O N  3.7. If X is set and f :  X --+  C is a map, then the supremum norm off over 
X is defined as 
11n 0C)  = sup l /{x) I . 
xeX 
If f is bounded then the supremum norm over X is finite; otherwise, 11/ll oo = oo. If the 
functions under consideration are all bounded, II/ II oo : 'B ( X, C)  --+ IR actually is a norm, 
for 
II/ g ll oo = sup lf(x)g(x) I S sup 1/(x) l lg(x) I S sup 1/(x) I · sup lg(x ) I = 11/ ll oo ll g ll oo , 
xeX xeX xeX xeX 
If X is a locally compact Hausdorff space, denote by C{X) the set of all complex-valued 
continuous functions on X. We define addition, multiplication, and scalar multiplication on 
functions in C{X) pointwise. Explicitly, we write 
(f + g}(x) = f(x) + g(x) 
(f g)(x) = f(x)g(x) 
(,lf)(x) = ).J(x) 
for all f E C{X), ,l E C  and x E X. Then C{X) is a commutative algebra. Denote by Cb {X) 
the set of all bounded continuous functions on X, and by C0 ( X} the set of all bounded 
continuous functions which vanish at infinity, that is, for all f > 0 there is a compact K c X 
such that 1 /(x) I < f on X ,  K. We observe that 
C0 {X) c Cb {X) c C{X) . 
It follows that the supremum norm over X for every f E Cb {X), and therefore for every 
/ E Co(X), is finite because f is bounded and continuous in each case, malting the supre­
mum norm an actual norm. 
We therefore restrict our attention to Cb {X). If a map Cb {X) --+ Cb {X) is given by 
f .......... f*, where f*(x) = f (x) for each x E X, then this operation is obviously an involution. 
Because C is complete and 11 l l oo is a uniform metric [14) , it follows that Cb{X) is complete 
with respect to II II oo . Finally, 
�f*fll oo = sup l (f*f){x) I = sup l/(x)/{x) I = sup l/{x) l2 = �/ ll!o . 
xeX xeX xeX 
We have thus shown the following. 
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P R O P O S I T I O N  3.8. The set Cb(X) is a co mmutative C*-algebra with respect to the involu­tion f .... !* and the supremum norm 11 11 oo · 
C O R O L L A RY 3.9. The set C0(X) is a sub-C*-algebra of Cb (X). Pro of. First, C0(X) is a sub-algebra of Cb (X) since it is clearly closed under addition and multiplication. If f E C0 (X) then f vanishes at infinity; complex conjugation does not change this, so r E Co(X). The set Co ( X) can be characterized by saying that a map / E Co ( X) if and only if for all € > 0 there is a compact set K c X such that If ( x) I < € when x E X , K. Let f be a limit point of Co ( X). Then there is a sequence (/n ) of functions converging to it in II II oo . Let € > 0, and let N be large enough so that II/ -/N II oo < €/2. There is a compact K such that 1/N( x) I < c/2 for all x E X , K. Thus 
1/(x) I = 1/(x) - /N(x) + /N(x) I � 1/(x) - /N(x) I + 1/N(x) I < €/2 + e/2 = €, for all x E X ,  K, so f E C0 (X), which shows that C0 {X) is a closed subset of Cb (X). Since C is complete, it follows that Co ( X) is complete with respect to II II oo. Thus Co ( X) is a sub-C* -algebra of Cb ( X). 0 
3 . 2  C * - A L G E B RAS AND * - H O MO M O RPH I S M S  We take some liberties with terminol(?gy in this section: a number of the terms which follow are als� defined for Banach algebras [15) , but since we do not need to consider such a general case we limit their definitions to C* -algebras. 
D E F I N I T I O N  3.10. A *-homomorphism is a linear and multiplicative map <p : A -+  B of c• -algebras that respects involution. Explicitly, 
cp(Aa + b) = Aq,( a )  + q,(b) ,  q,(ab) = <p(a)q,(b) ,  q,( a*) = q,(a)* for all a, b E A, and A E C. That <p(OA) = 08 for any *-homomorphism <p : A -+ B is true from the vector space properties of A and B. We say that <p is unital if A and B are unital and <p(lA )  = lB , Clearly if a is invertible-that is, a- 1 exists, or a E Inv(A)-then 
whence <p( a-1 ) = <p( a t1 • The following is a central property of * -homomorphisms, the proof of which is given in [17] . Because it involves the definition of terms which are not central to our purpose in this chapter, we shall omit it. 
P R O P O S I T I O N  3.11. Let A and B be C*-algebras, and let <p :  A -+  B be a *-ho mo mo rphism. Then <p is continuo us [17] .  
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A character on a commutative C*-algebra A is a continuous non-zero *-homomorphism 
a : A -+ C. This leads to an important definition. 
D E F  I N  I T  I o  N 3.12. The dual of a commutative C* -algebra A is the set 
O(A) = {a : A -+  C} 
of characters on A. 
Note that O(A) may be empty. For example, if A =  {OA}, then there are no characters 
A -+  C at all. 
We recall that the topology of pointwise convergence on a function space yx has as a sub­
basis sets of the form 
S(x, U) = {f e yx I f(x) e U}, 
where x e X and U is an open subset of Y. A general basis element for this topology is 
therefore a finite intersection of sub-basis elements S(x, U) (14] . 
The dual space A* of a normed vector space A consists of all continuous functions C( A, C). 
Since we are interested specifically in O(A), being a subset of the dual space A*, then a sub­
basis element of O(A) is 
S(a, A) = {y e O(A) I y(a) e A} 
for an open subset A c C. With this as a sub-basis, the resulting topology in the context of 
C* -algebras is called the weak topology . 
Before we prove the next proposition, we should state the result of the Banach-Alaoglu 
theorem, which is that the closed unit ball S of the dual space A* of a normed vector space 
A is compact in the weak topology. Since a C* -algebra A is also a normed vector space, the 
theorem applies to its dual space A,... We also require the following, that the norm of any 
character a is equal to 1, which we state without proof [15). 
LEMMA 3.13. Let A be a unital C*-algebra. If a e O(A) then ll a ll = 1. 
PR o Po s I T  Io N 3.14. The dual n (A) of a C *-algebra A is a locally compact Hausdorff space 
in the weak topology. 
Proof We first show that O(A) is Hausdorff. Let a, /3 be distinct elements of O(A). Then 
there is an a e A such that a( a) * /3( a) . Since C is a metric space choose E > 0 and 8 > O 
such that the sets 
A =  {z e C I  d(z, a(a)) < e} and E> = {z e C I  d(z,f3(a)) < 8} 
are disjoint. Then a e S(a, A) and /3 e S(a, E>). Suppose that there is a y e S(a, A)nS(a, E>). 
But then y( a) e An E>, which is a contradiction since these open sets are disjoint, so S ( a, A) 
and S( a, E>) are disjoint open sets containing a and /3, respectively. 
That n (A) is locally compact is a consequence of the fact that n (A) u { 0} is a closed 
subset contained, by Lemma 3.13, in the closed unit ball S of A*. It follows that O (A) u { 0} 
is also compact, making O(A) locally compact. D 
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3 . 3  TH E G E L F A N D  R E P R E S E N TAT I O N  T H E O R E M  Having developed most of the terminology we require, we begin to explore the relationship between locally compact Hausdorff spaces and C* -algebras. 
DE FINITION 3.15. Let A be a C*-algebra. For each a E A  we define a map a :  fl(A) --+ C by 
a(a)  = a(a) which we call the (11 ) .  
In other words, the Gelfand transform takes an element a in a C* -algebras A and asso­ciates to it a function awhich evaluates characters in fl(A) at a. In the previous section we considered the C*-algebras Cb (X) and C0 (X), where X was a locally compact Hausdorff space. Since fl(A) is also a locally compact Hausdorff space, we can form C0 (fl(A)) ,  the C*-algebra of all characters (non-zero continuous *-homo­morphisms A --+ C) which vanish at infinity. We might ask if we lose any C* -algebras by considering only those locally compact Hausdorff spaces which are duals of C* -algebras. The following remarkable result by Gelfand-the proof of which is beyond the scope of this work-shows that in fact no C* -algebras are lost: every C* -algebra is of the form Co ( fl (A) )  for some C* -algebra A. 
TH E O R E M  3.16 (Gelfand) .  If A is a non-zero co mmutative C*-algebra, then the Gelfand representation <I> :  A --+  Co (fl(A)) ,  a t--+  a is an iso metric *-iso morphism (15). 
This theorem is known as the Gelfand representation theorem. For compact spaces, there is an analogous result, one which shows that we can perform the complimentary process. 
T H E O R E M  3.17. Let X be a co mpact Hausdo rff space, and for each x E X let 'Px be the character on C{X) given by evaluation at x, that is, <px (f) = f(x). Then the map 
is a ho meo morphism (15) . 
q, :  X --+  n(C{X) ) ,  X t--+ 'Px 
In other words, for every C* -algebra A there is a locally compact Hausdorff space X = fl(A) such that A and C0 (X) are equal up to an isometric *-isomorphism. Restricting X to be a compact Hausdorff space means that Co ( X) = C{ X) vacuously. So if X is compact, 
it follows not only that there is precisely one C* -algebra A corresponding to it, but that X is homeomorphic to fl( C(X) ) .  This restriction on X is, however, not as great as it might seem, as we shall show later. For the rest of this section, however, we limit our attention to compact Hausdorff spaces. 
T H E O R E M  3.18. Let A and B be unital C*-algebras, and X and Y be compact Hausdorff 
spaces. Then 
(a) Each *-homomorphism <p : A --. B induces a continuous function 
q, :  O(B) --. O(A), q,( a) =  a o <p 
with respect to the weak topologies on O(A) and O(B). 
(b) Each continuous function f :  Y --.  X induces a *-homomorphism 
f., : C(X) __. C(Y), f.,(g) = g O f. 
Proof For (a), since <p is continuous by Proposition 3.11 and a : B --.  C is a character, then 
a o <p :  A --.  C is well-defined, is continuous, and is non-zero; hence a o <p is a character in 
0( B). To show that q, is continuous, take a sub-basis element S( a, A) in the weak topology 
on O{A). Then 
q;--1 ( S(a, A))  = {/3 E O(B) I q,(/3) E S(a , A) } 
= {/3 E O(B) I {3 o <p E {y E O(A) I y(a) E A}} 
= {{3 E O(B) l f3(<p(a))  E A} 
= S(<p(a) , A) 
which is a sub-basic set in the weak topology on O(B) and is thus open. It follows that q, is 
continuous. 
For (b), if g is a continuous function X --. C, it follows that g o  f : Y --. C is well­
defined and continuous, and therefore is an element in C ( Y). We then need to show that f., 
is a *-homomorphism. Let g, h E C(X), and A. E C. Then 
f., (A.g + h)(y) = ( (A.g + h) 0 f)(y) = A.g(f(y) )  + h(f(y)) 
= (1g o f)(y) + (h o  f) (y) = ,lf., (g) (y) + f., (h) (y) 
for all y E Y, showing that f., ( 1g + h) = A. f., (g) + f., ( h). Also, 
f., (g · h ) (y) = ( (g ·  h) 0 f)(y) = g(f(y) ) ' h(f(y) )  
= (g  O /)(y) • (h  O f)(y) = J. (g) (y) ' f.,(h)(y) 
for all y E Y, which shows that f.,(g · h) = f.,(g) · f.,(h). Finally, for involution, 
(f.,)(g*)(y) = (g* 0 f)(y) = g*( f(y)) 
= g( f(y)) = f.,(g)(y) 
= f.,(g)(y) * 
proving that f., (g*) = f., (g) * . It follows that f., is a * -homomorphism. 
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3 . 4  E Q U I VA L E N C E  O F  C AT E G O R I E S That the maps 
<I> :  A -.  Co (.O(A) ) ,  a 1-+ a 'I' :  X _. .0( C{X)) ,  X 1-+ (f)x are, respectively, an isometric * -isomorphism and a homeomorphism, means that we can move between the categories of unital C* -algebras and compact Hausdorff spaces. This sec­tion demonstrates that this is indeed possible. 
P R O P O S I T I O N  3.19. X is a compact Hausdorff space if and only if Co (X) is unital. Proof. If X is compact then C0 {X) = C(X). Let lc(x) : X -.  C be given by lqx) (x) = 1 for all x E X. Then 
(f · lc(x) ) (x) = f(x) · lqx) (x) = f(x) = lc(x) (x) · f(x) = (lc(x) · f)(x) for all x E X. And lc(x) is clearly continuous, whence C{X) is unital. Suppose X is not compact, but suppose that there is a unit lco(X) E Co (X).  Then clearly lc0(x) (x) = 1 for every x E X, for otherwise there is an x E X  such that lc0 (x) (x) =I= 1, but (/ · lc0 (x) ) (x)  = f (x) · lco(X) (x) =I= f (x) . But lco (X) does not vanish at infinity. Thus if X is not compact, then C0 (X) does not have a unit. The contrapositive, that if C0 (X) has a unit, then X is compact, is therefore shown. D We therefore restrict our attention briefly to commutative, unital C*-algebras and com­pact Hausdorff spaces, and thus C0 (X) = C(X) . 
THE o R E M  3.20. The category of commutative, unital C*-algebras ( and unital *-homomorph­isms) Alg is equivalent to the opposite of the category of compact Hausdorff spaces and contin­uous maps Comp0P . Proof. To write out explicitly the categories involved, Alg consists of objects A, B being C* -algebras, and morphisms HomAig (A, B) of unital *-homomorphisms <p : A -. B. The category Comp0P consists of objects X, Y being compact Hausdorff spaces, and morphisms Homcompo• ( X, Y) of continuous functions f : Y -. X. Let rr be such that for every A in Alg we have rr(A) = .O(A) and for every *-homo­morphism <p E HomA1g (A, B) we have rr( <p) = qi, where <p :  .O(B) -. .O(A) is defined by <j(a)  = a o <p for every character a E .O(B),  that is, every a : B --. C. Then rr is a contravariant functor from Alg to Comp0 P . Now let G be such that for every object X in Comp0P we have G(X) = C(X) and for every morphism f E Homcompo• (X, Y) we have G(f) = f"' , where f"' : C{X) --. C( Y) is defined by f"' (g) = g o f for every g E C(X). Then G is a contravariant functor from Comp0P to Alg. We defer the proofs that these are in fact contravariant functors to the final section of this chapter, since they are technical in nature. 
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We consider the diagrams 
<l>A lA18(A) � (j'F(A) 
lAJJ (a
) ! ! Cj'F(a) 
lA18 (B) ---+- (j'F(B) 
<I>a 
which, after evaluation, become 
A �C(O(A) ) 
" ! ! a. 
B --.. C(O(B))  
<I>a 
and 
and 
'l'y lcomp0, ( Y) --+- 'F(j{ Y) 
lcom,o• (f) ! ! 'F(j(f) 
lcomp0, (X) � 'F(j{X) 
'l'x 
However, letting <I> A be the isometric * -isomorphism from Theorem 3.16 for every A in Alg 
and letting 'I' x be the homeomorphism from Theorem 3.17 for every X in Comp0P , it follows 
that all of the diagrams commute. Thus Alg is equivalent to Comp0P , which completes the 
proo( D 
If A is a C* -algebra which does not possess a unit then we can uniquely define A= A EB C 
as a vector space [15 ) .  By declaring that multiplication is given by 
(a ,  A)(b, µ) = (ab + Ab + µa, Aµ) , 
and involution by (a , A)*  = (a*, I) it follows that .A is a C*-algebra with unit (OA, 1). We 
call .A the unitalization of A. There is an injective *-homomorphism 
q, : A -+ A,  a i--+ (a,0) 
which implies that A can be identified with an ideal of A. Thus 
A/ A = ( A x C) / ( A x O) � C. 
The addition of a unit to A corresponds to the compactification X of a locally compact 
space X by the addition of an element at infinity [n]. Thus if A = C0(X) then .A� C(X). By 
defining the category of locally compact Hausdorff spaces so that morphisms from Y to X 
are those which preserve the basepoint from Y to X we have then shown the following [n]. 
TH E O R E M  3.21. The category of commutative C*-algebras and *-homomorphisms is equiv­
alent to the opposite of the category of locally compact Hausdorff topological spaces. 
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3 . 5  P R O O F S  O F  F U N C T O R I A L  P R O P E RT I E S  
We finish by proving that 'F : Alg -+ Cornp0P and (j : Cornp0P -+ Alg have functorial 
properties. 
P R O P O S I T I O N 3.22. 'F :  Alg -+ Cornp0P and (j : Cornp0P -+ Alg are contravariant 
functors. 
Proof. It is clear that 'F{A) = O{A) is an object in Cornp0P for each A in Alg since O{A) 
is a compact Hausdorff space, and that 'F( q,) = <j is in Homcompo• {O{A) , O{B) ) for each 
q, e HomA1g{A, B) by Theorem 3.18. We note that 
where �( a) = a o ( 1/' o q,) for all a e HomA1g {A, B) and 
'F{q,) o 'F{l/') = <j o  vi 
where (<po vi) (a )  = W(vi( a ) )  = <j( a o 1/1) = ( a o 1/1) o q, are equal by associativity of compo­
sition of functions. Finally we observe that applying 'F to map IA given by IA (a )  = a results 
in 'F{IA ) =IA where 
whence 'F(IA ) = l'f(A) · 
It is similarly clear that G{X) = C{X) is an object in Alg for every X in Cornp0P , and that 
(j(f) = f* is a morphism in HomAlg ( C{ X), C{ Y) ) for each f e Homcompo• { X, Y) again 
by Theorem 3.18. We note that 
(j(g O f) = (g O f) 'Ir 
where (g o f) * (h )  = h o  (g o f) for every h e  HomA1g (  C(X) , C( Y) ), and 
(j(f) o (j(g) = f* o g* 
where (!"' o g* ) (h ) = f>+ (g* ( h ) )  = f* (h o g) = (h o g) o f are equal again by associativity 
of composition of functions. Last, we note that applying (j to a map I y given by I y (y) = y 
we have (j{ly)  = {h )"' where 
( 1 y) * ( h )  = h o I y = h = lq X) ( h ) = lq( X) ( h ) ,  
whence (j{lx) = lq(X) · 
It follows that 'F and (j are contravariant functors as required. � D 
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C H A P T E R  4 r--1 
Topological Coarse Structure and 
Higson Compactification 
A COARSE structure which is compatible with the topological space on which it is de­fined is naturally concerned with the large-scale behavior of continuous functions on the space. In particular, we shall be asking whether a continuous function is continuous at infinity. To extend a function in this way, we are required to examine the "edge" of the space in some sense. Spaces for which this idea can be described precisely include locally compact Hausdorff spaces, where the concept of co mpactification  can be defined. The bo undary of the compact­ification can be thought of as adding "infinity" to the space, and in some compactifications there is more than one such infinity. We will first define what a compactification is, and then proceed to create a topo logical coarse structure, in which the concept of "going to infinity" in the space-something which is a large-scale action-can be described in such a way as to agree with the topology on the space. There is a connection between the compactification of a space and the C* -algebra of those continuous functions which may be extended to the boundary, which we shall also discuss in relation to various coarse structures on those spaces. Last, we provide a partial inverse to the task of finding coarse structures of compacti­fications by describing Higson compactification, a construction which, on taking a coarse structure, gives a compactification in which the coarse structure is continuo usly contro lled. We end by describing a Higson compactification of a familiar space. 
4 . 1  C O M PA C T I F I C AT I O N  O F  SPAC E S  In this chapter X is always taken to be a locally compact Hausdorff space. 
D E F  IN IT Io N 4.1. A co mpactification  of X is a compact space X containing X as a dense open subset. The compact subspace iJX = X , X is called the bo undary of the compactifica­tion. 
EXAM PLE 4.2. The trivial co mpactification occurs when X is itself compact, so that X = X (note that X must be both open and closed in this case) and thus the boundary ax is empty. The trivial compactification is of limited usefulness, and is only provided for complete­ness. We note that the concept of "tending to infinity" has no meaning in the trivial com­pactification: that is to say, a continuous function f : X --+ C cannot tend to any value on 
ax since the boundary is empty. EXAM PLE 4.3. The one-po int co mpactification  of X is X = X u { oo } ,  and thus ax = { oo }. An instance of this compactification is the identification of the limit of every unbounded sequence in !Rn with the point oo, the result being homeomorphic to the unit n-sphere sn . EXAM PLE 4.4. The Stone-Cech co mpactification f3X is the largest Hausdorff compactifi­cation of X and has the property that any continuous function / : X --+ K, where K is a compact Hausdorff space, extends uniquely to a continuous function /3 f : f3X --+ K. A compactification X can be completely described by a C* -algebra C(X) of (bounded) complex-valued continuous functions on it by Theorem 3.21; a function in C(X) is uniquely determined by its restriction to X [16), and so in turn each X has a C*-algebra of continuous functions associated with it. To view this from the opposite direction, we can think of ex­tending a certain sub-C* -algebra of continuous functions on X so that they are continuous "at infinity; meaning that for each w e ax we require a function continuous on X to be continuous at w also. EXAMPLE 4.5. Ifwe consider the Stone-Cech compactification /3X, then by definition ev­ery continuous function f : X --+ C can be so extended, so the C* -algebra associated with this compactification is the algebra C(X) of all continuous functions on X. For the one­point compactification, in order to be continuous at infinity (comprised of only one point) a function must tend to a constant, so the C*-algebra of extendable functions is C0(X). Fi­nally, for consistency, in the trivial compactification there are no points in the boundary ax on which functions f :  X --+  C can converge, so the C*-algebra of the trivial compactifica­tion is in fact empty. The relationship between a compactification and the continuous functions which may be extended to the boundary thus works in reverse: if we take a sub-C* -algebra of continu­ous functions and declare that these are extended to the boundary, then a compactification results. This fact will be used in later sections. 
4 . 2  P R O P E R  C OA R S E  S T RU C T U R E S  In Section 2.7 we saw that in the bounded coarse structure the concepts of bo unded, proper, and borno logo us previously defined for metric spaces coincided. For a topological space X, we can generalize this by requiring that there is some compatibility between the topology and a given coarse structure on X, which the following definition provides. 
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D E F I N I T I O N  4.6. Let X be a paracompact Hausdorff topological space. We say that a 
coarse structure on X is proper if: 
(a) there is a controlled neighborhood of the diagonal; and 
(b) every bounded subset of X is relatively compact. 
From (a) and (b) we see that X must be locally compact. If not, there is an x E X  having 
the property that none of its neighborhoods can be contained in a compact subspace of X: 
that is to say, if x E U, an open subset of X, then U is not relatively compact. By (a) there is a 
controlled neighborhood E of the diagonal in X x  X, and thus E contains (x, x ). Since E is 
open in X x  X there is a neighborhood U x V of (x, x) contained in E. Thus x E Un V, and 
(U n  V) x (U n  V) is a subset of E, which implies that (U n  V) x (U n  V) is controlled. It 
follows that U n V is bounded in the sense of Definition 2.41, which is a contradiction since 
then by (b) U n  V is a relatively compact subset of X which contains x. 
We note that all metric spaces are paracompact (Appendix B) and Hausdorff. We shall 
again distinguish between bounded sets (in the sense of Definition 2.41) and the metric sense 
by referring to the latter as d-bounded. 
Ex A M P L E  4.7. Let ( X, d) be a metric space. The bounded coarse structure on X is proper 
if and only if X is a proper metric space (that is, d-bounded sets are relatively compact). 
Let e be the bounded coarse structure on X. Suppose X is a proper metric space, and 
let B c X be bounded. Thus B is d-bounded by Proposition 2.49, and is therefore relatively 
compact. To show that there is a controlled neighborhood of the diagonal, for each x E X 
there is a neighborhood B(x, Ex ) c X where Ex < 1. Then 
U = LJ B(x, Ex ) x B(x, Ex ) 
xEX 
is open and contains /l. But U is controlled, for 
sup{d(x, y) I (x, y) E U} �  1. 
Conversely, suppose the coarse bounded structure on X is proper. Let B be d-bounded. 
Then B is boundedl, and hence relatively compact. 
EXAMPLE  4.8. The Co coarse structure on a proper metric space X is proper. 
If a bounded set B in the Co coarse structure is not relatively compact, then B , K is 
not relatively compact for any compact K, and thus B ,  K is neither empty nor d-bounded. 
There is therefore an unbounded sequence (xn ) in B ,  K, whence the sequence (x1 x Xn ) in 
B , K x B , K goes to infinity. This contradicts that there exists for any E > 0 a compact set 
K such that d ( x, y) < E for all ( x, y) E B x B , K x K. It follows that B must be relatively 
compact. 
To find a neighborhood of the diagonal, choose any x0 E X. For each x E X let r x be 
equal to l/(2d(x, x0 ) ), and let Ux = B(x, rx ) x B(x, rx ) for each x E X. Thus x x  x E Ux 
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for each x E X, and by taking the union U = UXEx Ux it is clear that fl c U and U is open 
in X x X. Let e > 0. We note that, because X is proper, letting K be the closure of the metric 
ball B(x0 , 1/e) means that K is compact. If (x, y) lies in U ,  K x K then (x, y) lies in Uz 
such that d(z, x0 ) > 1/e. It follows that 1 1 rz = --- < -- = e/2 2d(z, x0 ) 2(1/e) 
and thus d(x, y) < 2(E/2) = e as required. 
EXAMPLE 4.9. It is also true that the indiscrete coarse structure on a locally compact para­
compact Hausdorff topological space X is proper. Let B be bounded. Then B x B is con­
trolled, and thus is proper. If K is any relatively compact subset of X, (B x B) [K] = B or 
(B x B) [K] = 0 depending on whether K intersects B. It follows that B must be relatively 
compact. 
For each x E X, since X is locally compact, there is a relatively compact neighborhood 
Ux c X of x. Let 
U =  U Ux X Ux , 
xeX 
and U is a neighborhood of fl. Let K be relatively compact, so K is compact. But 
U[K] c U[K] = {x E X  I 3y E K : (x, y) E U} =  U Ux , 
xeK 
Since { U x I x  E K} is an open cover of a compact set K, there is a finite subcover U x1 , • • •  , U x" 
of K for some xi, . . .  , Xn E K. Thus 
U[K] c U Ux, 
lSiSn 
the latter of which is relatively compact by Proposition 2.4 because it is a finite union of 
relatively compact subsets of X. It follows that U [ K] , being a subset of this, is also relatively 
compact by Proposition 2.2, whence U is proper and therefore controlled in the indiscrete 
coarse structure. Thus U is a controlled neighborhood of the diagonal. 
In [16] Roe proves a useful result of which we require only one part, shown here. 
P R O P O S I T I O N  4.10. Let X be a topo logical space provided with a proper co arse structure e. Then a subset of X is bo unded if and only if it is relatively co mpact. 
Pro of. That a bounded set is relatively compact is given by Definition 4.6. Conversely, for 
any x E X and any open controlled set E E e the section Ex is a bounded neighborhood 
of x. Any compact subset of X is covered by finitely many such Ex , and therefore must be 
bounded. D 
4 . 3  TO P O LO G I CAL  COARSE  STRU C T UR E S  
The following is adapted from [16] . 
THE o R E M  4.11. Let X be a paracompact and locally compact Hausdorff space, with a com­
pactification X. Let E c X x X. Then the following conditions are equivalent. 
(a) The closure E of E in X x  X meets the complement of X x X only in the diagonal 
&ax = {(w, w) I w E ax}. 
(b) E is proper in the sense of Definition 2.17, and/or every net (x>.) in E, if (x>.) converges 
to a point w e  ax, then (Y>.) converges to w. 
Moreover, the sets E satisfying these conditions form the controlled sets for a proper con­
nected coarse structure on X. 
Proof. Given (a), let (x>. , Y>.) be a net in E, and suppose X>. --+ w E ax. Suppose that 
y >. converges to a point y E X. Since X is locally compact there is a relatively compact 
neighborhood U of y. Then Y>. is eventually in U, for all ,l � /3, say. But then E [ U] contains 
all X>. for ,l � /3, which is a contradiction since E[U] is relatively compact, but {x>. I .l � /3} 
is not. This shows that E is proper. 
Thus Y>. converges to a point w' E ax. Since E meets the boundary of X x  X only in its 
diagonal, this shows that w = w', and thus Y>. --+ w as required, proving (b). 
For the converse, if (b) holds, then suppose E meets the complement of X x  X in (x,y). 
If either x or y is a point in X, then E cannot be proper, so x = Wx and y = wy for some 
Wx , Wy E ax. There is then a net (x>.,Y>.) in E converging to Wx , Wy, which implies Wx = Wy 
and proves (a). 
Let f. be the collection of sets with the properties given in the statement of the theorem. 
Using (a) it is clear that f. is closed under the formation of inverses and subsets. For finite 
unions, again using (a), let { E;} be a finite collection of subsets of f., and let E = U E;. That 
E = UE; shows that E E  f.. For products, we use (b). Let (x>. , Y>.) be a net in E o F for sets 
E, F e e, and suppose that ( x >.) converges to w e ax. For each ,l there is a Z>. such that 
(x>. , Z>.) E E  and (z>. , Y>.) E F. Since E E  f. it follows that (z>.) converges to w; since F E  'f it 
follows that (Y>.) converges to w also. Thus f. is a coarse structure. 
Compact subsets of X x X satisfy either condition vacuously, so the coarse structure E is 
connected. 
Let B be bounded, so B x B is controlled and thus proper. It follows that ( B x B) [ K] is 
either B or 0 depending on whether K intersects B, and hence B is relatively compact. Thus, 
to show that f. is a proper coarse structure we need only find a controlled neighborhood of 
the diagonal, which we do here by reproducing an argument by Roe [16] .  By the Urysohn 
lemma (14] , we can choose continuous functions /, g :  X --+  IR+ such that f vanishes on 
the diagonal of X x  X and g vanishes only at infinity (that is, on X x  ax u ax x X), each of 
which we note is closed. Let 
E = {(x, y) E X x X 1 /(x, y) < g(x, y)} . 
Then E is open and contains the diagonal ofXxX. If(xl , y,d is a net in E and x.\ -+  w e  ax, 
then g(xl , Yl ) -+ 0 and thus /(xl,  Yl ) -+ 0 also. It follows that Yl converges to w, so E 
is controlled. D 
This provides us with a new coarse structure. 
D E F I N I T I O N  4.12. Let X be a paracompact and locally compact Hausdorff space with a 
compactification X. The coarse structure on X satisfying the conditions of Theorem 4.11 is 
called the topo logical coarse structure associated to X. 
The topological coarse structure on X is sometimes referred to as the continuo usly co n­tro lled coarse structure, so that we may say that a controlled set of the topological coarse 
structure is co ntinuo usly contro lled. Note that every topological coarse structure is finer than 
the indiscrete coarse structure since every continuously controlled subset of X x X is proper. 
Each compactification X of a locally compact Hausdorff space X has associated to it a C* -
algebra of continuous bounded functions. There is also associated to each compactification 
a topological coarse structure. 
E X A M P L E  4.13. The topological coarse structure associated to X if X is compact (that is, 
X = X) is the maximal coarse structure '.P(X x X). 
Since ax = 0 then the conditions of Theorem 4.11 are satisfied for any subset of X x X 
trivially, making every set controlled. 
E X A M P L E  4.14. The topological coarse structure associated with the one-point compacti­
fication of a space X is the indiscrete coarse structure. 
Let e be the topological coarse structure associated to the one-point compactification of 
X, which is X u  { oo }. Since every continuously controlled set is proper by definition, we 
must show that every proper subset of X x X is continuously controlled. This, however, is 
obvious since if a net ( x.\ , Yl ) in E had ( x.\ ) converging to oo while (Yl )  converges to some 
y e  X (there is no other point at infinity for y to converge to) then E would not be proper. 
E X A M P L E  4.15. The bounded coarse structure associated to the usual metric on X = �n is 
strictly finer than the topological coarse structure associated to its compactification by the 
sphere at infinity S!;"1 (Appendix D) . 
Let E be controlled in the bounded coarse structure, and let ( x .\ ,  Y l ) be a net in E, so 
there is an M > 0 such that d(xl , Yl )  S M for all ,\. If (xl ) converges to a point w at 
infinity in S:C,-1 , then (Yl ) also converges to w, since any other point in either �" or in S:C,-1 
is an infinite distance from w. Thus E is continuously controlled, so the bounded coarse 
structure is contained in the associated topological coarse structure. 
To show that the containment is strict, let ( x µ )  and (y µ )  be sequences in �n defined by 
xµ = (µ, 0, 0, . . .  , 0) and Yµ = (µ2 + µ, 0, 0, . . .  , 0 ) 
for each µ e Iii+ (so Xµ and Yµ are each unbounded in only the first coordinate}, and let 
F = {(xµ , Yµ ) I µ  e Iii+ } c �n x llin . If (xl , J,\ )  is a net in F and (xl ) converges to a point 
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in S:0-1 then the only choice is the point at an angle of O to each of the first n - 1 axes in 
!!in ; that is w = ( 0, . . .  , 0) E ( 0, n )n-1 • If this occurs, then (Yl ) also converges to w since the 
first coordinate of Yl is similarly unbounded. It follows that F is continuously controlled. 
However, F is not controlled in the bounded coarse structure on Iii\ since d(xl , Yl )  = A.2 
which is unbounded since A is unbounded. 
E X A M P L E  4.16. The topological coarse structure associated to the Stone-Cech compacti­
fication f3X is the discrete coarse structure, which Roe shows in [16] . 
The trivial compactification X = X, that is, when X is itself compact, has the maximal 
coarse structure as its topological coarse structure. The next-smallest compactification, the 
one-point compactification X = X u  { oo} of a locally compact Hausdorff space X, is associ­
ated with the indiscrete coarse structure. On the other hand, the Stone-Cech compactifica· 
tion X = f3X of X is the largest Hausdorff compactification of X, and the topological coarse 
structure with which it is associated is the discrete coarse structure, which is the finest con­
nected coarse structure. 
Similarly, the C* -algebras associated with the compactifications have a connection with 
the coarse structures outlined above. The C* -algebra of continuous functions associated 
with the trivial compactification is empty; the algebra associated with the one-point com­
pactification is C0 (X); and the algebra associated with the Stone-Cech compactification is 
the algebra of all continuous (bounded) functions C(X). 
There is a relationship between the topological coarse structure and the C* -algebra of 
continuous functions associated with a compactification X which the following theorem 
makes clear. 
TH E O R E M  4.17. Let X and Y be locally compact Hausdorff spaces with compactifications 
X and Y, and assume that X and Y are metrizable. Then a continuous and proper map 
/ : X -+ Y is coarse with respect to the topological coarse structures on X and Y if and only 
if it can be extended continuously to a map X -+  Y [16]. 
Proof. We follow closely the structure of Roe's proof* in [16], expanding a few details therein 
as necessary. Suppose that / can be extended continuously to the compactifications, and let 
E be a controlled subset of X x X in the topological coarse structure. Since f is proper 
by hypothesis, it remains to show that / is homologous. If (/ ( x .\ )  x / ( xS.) )  is a net in 
(/ x /)(E) with /(xl ) -+ y and /(xs. )  --+ l then we may assume that y E oY since 
otherwise there is nothing to show. Because X is compact we may pass to a convergent 
subnet (xl x xs. ) --+ x x  x' which, by continuity of/, means that /(x) = y and f (x') = y'. 
Since / is proper it follows that x e ax. But E is controlled, which implies, by Theorem 4.11, 
that x = x'. Thus 
y = /(x) = f(x') = y', 
,. There is a minor typographical error in Roe's version of this proof, which states that the net / ( x A ) x / ( xi ) is 
in (/ x J)(E x E). 
which means that (f x f) (E) is controlled in the topological coarse structure on Y x Y. Thus 
f is bornologous. For the converse direction, we suppose that f is coarse. We will define the extension off to the boundary ax. Let x e ax. Since X is metrizable, choose a sequence (xn ) in X which converges to x, and define y = f(x) to be any limit point in {f(xn ) }  in Y. Since f is proper and x e ax it follows that y e  aY. We must first show that f is well-defined. Suppose that we have two sequences (xn ) and (x� ) converging to x E ax, with y and y' being limit points in {f(xn ) }  and {f(x� ) }. Since we are again working in compact spaces we may pass to convergent subsequences, and so we may assume that f(xn ) --+ y and f(x� ) --+ y'. The set { Xn x x� } has only x x x as a limit point, and so is controlled in the topological coarse structure. Because f is coarse, it follows that {f (xn ) x f (x� ) }  is also controlled. The point 
y x y' is in the closure of this set, and so it follows that y = y', showing that f is well-defined. It remains to show that f is continuous. Since X and Y are metrizable, then f is contin­uous if and only if it preserves convergence of sequences. Let x e ax. By construction and the continuity off on X it follows that f : X u { x} --+ Y u {f ( x)}  is continuous since any sequence (xn ) converging to x has f(xn ) converging to f(x).  That X is dense in X completes the proof. D 
4 .4  H I G S O N  C O M PACT I F I C AT I O N  We have seen that, for a compactification X of a locally compact Hausdorff space, we can find a coarse structure-the topological coarse structure-in which the continuous proper functions are the same as the coarse maps. The obvious question is then to find a converse situation; namely, given a coarse structure, can we find a compactification of X so that the original coarse structure is continuously controlled? As we have seen, if the coarse structure is one of those which we have already encountered, the answer is yes. Higson outlines a construction which generalizes the situation to any proper coarse structure. 
D E F  IN IT I o  N 4.18. Let X be a proper coarse space with coarse structure E. Let f : X --+ C be a bounded continuous function. Define the function d f : X x X --+ C by 
df(x, y) = f(y) - f(x), (x, y) E X  x X. We say that f is a Higson function if for each controlled set E E e we have d f E Co ( E), that is to say, the restriction of d f to E vanishes at infinity. We denote by Ch ( X) the set of Higson functions, for reasons which are outlined below (Proposition 4.20 ). 
E X A M P L E  4.19. If the coarse structure on a metric space X is the C0 coarse structure, then 
every bounded function f : X --+ C is a Higson function. Obviously Ch (X) c C(X). For the other inclusion, let f E C(X). Let € > O; since f is continuous, there is a 8 > 0 such that d ( x, y) < 8 implies I f  (y ) -f ( x)  I < €. If E is controlled 
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then there is a compact Kc X such that if (x,y) E E ,  K x K then d(x,y) < 8, whence 
I df(x,y) I = l f(y) - f(x) I < €, 
showing that df E Co(E). Thus f E Ch (X), and C(X) c Ch (X), completing the proof. 
PRO P O S I T I O N  4.20. The Higson functions on a proper coarse space X form a unital C*­
algebra of bounded continuous functions on X. 
Proof. We will say throughout that f and g are Higson functions, so for any controlled set 
E we have d f, dg E C0 (E). It follows immediately that d(f + g) is a Higson function, for 
d(f + g)(x,y) = (f + g)(y) - (f + g)(x) 
will also vanish at infinity. In addition, 
= f(y) - f(x) + g(y) - g(x) 
= df(x,y) + dg(x,y) 
(df)*(x,y) = f(y) - f(x) = f(y) - f(x) = f*(y) - f*(x) = df*(x,y) 
so ( df)* vanishes at infinity if and only if df* does. For products, 
d(f · g)(x,y) = (f · g)(y) - (f · g)(x) 
= f(y)g(y) - f(x)g(x) 
= f(y)g(y) - f(y)g(x) + f(y)g(x) - f(x)g(x) 
= f (y) (g(y) - g( X)) + (/ (y) - f ( X)) g( X) 
= f(y) dg(x,y) + df(x,y)g(x) 
which vanishes at infinity since both df and dg do. Thus the Higson functions Ch (X) form 
a subalgebra of C( X). 
The function lx : X _. C defined by lx(x) = 1 for all x E X  is such that f · lx = f = lx · f 
for any f, and 
d lx(x, y) = lx(y) - lx(x) = 1 - 1 = 0 
which shows that dlx E C0 (E) for any (controlled) set E. Thus lx is a Higson function. 
That Higson functions are bounded is given in Definition 4.18. 
It remains �o show that Ch(X) is complete with respect to the supremum norm II !l oo of 
C(X). Let f be a limit point of Ch(X), so there is a sequence (/n) of functions converging 
to f in II II oo.  Let E be a controlled subset of X x X, let e > 0 and let N be sufficiently large for 
II! - /N lloo < E/3. That /N E C1i(X) means d/N E Co(E) and thus there is a compact Kc X 
such that l fN(Y) - fN(x) I < e/3 for all (x,y) E E ,  K x K. So, for all (x,y) E E ,  K x K we 
have 
I df(x,y) I = l f(y) - f(x) I 
� l f(y) - /N(y) I +  l fN(Y) - fN(x) I +  I JN (x) - f(x) I 
< 3(£/3) = e 
by the triangle inequality, whence df E C0 (E). This means that f E Ch (X) ,  which shows 
that Ch (X) is complete. 
It follows that the Higson functions constitute a unital C* -algebra as required. D 
The notation Ch ( X) for the C* -algebra of Higson functions is therefore justified. It fol­
lows from Theorem 3.21 that Ch (X) is the algebra of continuous functions on some com­
pactification of X. 
DEF IN IT Io N 4.21. The compactification hX of X given by the property that 
C( hX) = Ch (X) 
is called the Higso n compactification of X. The boundary a(hX) = hX , X is denoted by vX, 
and is called the Higso n co rona of X. 
EXAM PLE 4.22. The Higson compactification of a space X with the discrete coarse struc­
ture is the Stone-Cech compactification. 
We recall that a controlled set E in the discrete coarse structure has only finitely many 
points off the diagonal. For a continuous function f : X -+ C to have the Higson property, 
d f when restricted to E must tend to zero at infinity. Infinity can be approached in E only 
along the diagonal, on which df vanishes. It follows that Ch (X) = C(X), which implies that hX = PX. 
LEMM A 4.23. Let X be a proper coarse space. Then Co ( X) is an ideal of Ch ( X) .  Pro of. To show that C0 (X) c Ch (X), we let f E C0 (X). Then f converges to a E C at 
infinity. It follows that for any controlled set E, df (x, y) = f (y ) -f (x) converges to a-a = 0 
at infinity, and thus d/ E C0 {X) .  This shows that f E Ch (X) .  We have already shown that 
C0(X) is a C*-algebra, so it is closed under addition, multiplication, and involution, and in 
fact it is also a sub-C*-algebra of Ch (X) by an adaptation of Corollary 3.9. Let c E C0 {X) , 
and let f E Ch ( X) . Then c · f E Co { X) since c · f vanishes at infinity. The result follows. 0 
By the construction of hX, the C* -algebra of Higson functions is precisely the collection 
which can be continuously extended to the boundary vX. We therefore associate to each 
f e Ch ( X) the continuous function <p E C( v X) to which f may be extended. It is immediate 
that the collection 
"F'P = {f E Ch (X) I f  extends to <p} 
partitions Ch ( X) because every Higson function may be so extended, and because if <p =I= 1/f 
then f and g may not be simultaneously extended continuously to the same function. 
Say that f "' g defined in this fashion if and only if both f, g E "F 'P . Then the partitioning 
of the set of Higson functions implies immediately that "' is an equivalence relation. The 
consequences of this equivalence relation are shown in the next proposition. 
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P R O P O S I T I O N  4.24. Let X be a proper coarse space with compactification hX. Then f ,..,  g 
if and only if f - g E Co(X). 
Proof. That / and g may be continuously extended to agree with a <p : v X __. C is equivalent 
to the existence, for any E > 0, of a compact K E  X such that 1 /(x) - g(x) I <  E on X ,  K, 
which means that f - g E Co ( X) as required. D 
P RO P O S I T I O N  4.25. Let X be a proper coarse space with Higson compactification hX, and 
let <p be a map in C( v X). Then there is a surjective *-homomorphism 'I' : Ch ( X) __. C( v X) 
with the property that <p = '1'(!) implies that f may be continuously extended to <p. 
Proof. By assigning 'I'(/) = 'PJ for each / E Ch(X) we see immediately that 'I' is surjective 
and has the required properties. 
To show that 'I' is a *-homomorphism, let /,g E Ch(X), and let <p = '1'(!) and 1/1 = 'l'(g). 
Then 1/ + g. f · g and J- extend continuously to lq, + 1/1, <p ' 1/1, and q,*, respectively, which 
completes the proof. D 
P R O P O S I T I O N  4.26. Let X be a proper coarse space. The C*-algebra of the Higson corona 
vX is C*-isomorphic to Ch(X)/Co(X). 
Proof. By Proposition 4.25 there is a surjective *-homomorphism 'I' : Ch(X) __. C( vX). 
Let Oqv x) : X __. C denote the zero function on vX. We note that the zero function Oc(x) 
can be continuously extended to the zero function Oc(vX) · But by Proposition 4.24 it follows 
that 
Ker 'I' = {f E Ch(X) I 'I'(/) = Oqvx)} 
= {f E Ch{X) I <p = Oc(v x)} 
= {f E Ch(X) I/ "' Oc( x}} 
= {f E Ch{X) I / - Oq x) E CoX} 
= Co{X) 
and thus Ker 'I' = C0 {X). Lemma 4.23 shows that C0(X) is an ideal of Ch{X) . Since 
Im 'I' = C( vX) it follows by the first isomorphism theoremt that C( vX) � Ch (X)/Co (X) 
as required. D 
The Higson compactification hX is defined only for a proper coarse space. The Higson 
corona v X, however, is defined for all coarse spaces. 
D E F I N I T I O N  4.27. Let X be a coarse space, and let f :  X __. C be a map. We say that f 
tends to zero at infinity and write f __. 0 if for all E > 0 there is a bounded ( as in Definition 
2.41) set B such that I /  ( x) I < E for all x � B. 
t Let A be a C* -algebra, and let f : A - B be a surjective * -homomorphism of C* -algebras. Then Ker f is an 
ideal of A, and A/Ker f � Im f. 
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When the space is a product, such as Xx  X, we make a similar definition, this time saying 
that f : X x X -+ C tends to zero at infinity if B is bounded in X. 
D E F I N I T I O N  4.28. Let X be a coarse space. Then denote by Bh (X) the set of all bounded 
functions X -+ C such that df -+ 0 at infinity, and let B0 (X) denote the ideal of all 
bounded functions that tend to zero at infinity. 
It is clear that Bh (X) is a C*-algebra, and that B0 (X) is a sub-C*-algebra of Bh (X). 
L E M M A  4.29. Let X be a proper coarse space. Then [16] 
(a) Co (X) = Ch (X) n Bo (X); 
(b) Bh (X) = Ch (X) + Bo (X). 
Proof. Since X is proper then by Proposition 4.10 the definition of bounded is equivalent to 
relatively compact, so the old and new definitions of "tending to zero at infinity,, agree with 
each other, proving (a). 
Since X is a proper coarse space, there is a controlled neighborhood E of the diagonal. 
Choose an open cover { U a }  of X such that Uci U a x U a c E ( which is possible since E is 
open) and then take a partition of unity cf>a with respect to { U a } . Choose an Xa E U a for 
each a. Now let f E Bh (X), and set 
g(x) = L cf>a (x)f(xa ) a 
Then g is continuous and bounded. We have 
f(x) - g(x) = L cf>a (x) (f(x) - f(xa ) )  
a 
and (x, xa ) E E  whenever cf>a * 0. Because f is a Higson function it follows that f - g is in 
B0 (X) , and thus g E Ch (X) as required. 0 
It follows from Theorem 4.26 and the second isomorphism theorem that 
(vX) _ Ch (X) _ C,. (X) = C - Co (X) - Bo (X) n Ch (X) 
Bo(X) + Ch (X) 
Bo(X) 
We can use this identity as the definition of v X in the general case when X is not a proper 
coarse space. The Higson corona is functorial. 
T H E O R E M  4.30. Let X and Y be proper coarse spaces. A coarse map cf, : X -+  Y extends 
to a continuous map vcf, : v X -+ v Y. If cf,, 1/f : X -+ Y are close then vcf, = V1/f. 
Proof. We observe that cf, : X -+ Y induces a map cf,* : Bh ( Y) -+ Bh (X) by defining 
cf,*(!) = f o cf, for all functions f E Bh (Y), that is, for all f such that df E B0 (E) for all 
controlled sets E. Thus f o cf, E Bh (X) since f is bounded, ( cf, x cf, ) (E) is controlled for any 
controlled set E c X x X, and 
(f O cf,) X (f O cf,) = (f X f) 0 ( cf, X cf,), 
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so ¢"' is well-defined. If / e B0 ( Y) it is clear that / o ¢ E B0(X) because d/ tends to zero at 
infinity, so ¢ also induces a map ¢"' : B0 ( Y) -. B0 (X). 
By taking quotients it then follows that we can construct a map 
By the remarks following Theorem 4.29, C(vX) � Bh (X)/B0(X) so we can view this as a 
map C( vY) -. C( vX). But since X and Y are proper coarse spaces it follows that they 
are locally compact Hausdorff, whence the subspaces v X c hX and v Y c h Y are compact 
Hausdorff. The equivalence of the opposite of the category of compact Hausdorff spaces and 
continuous functions, and of C"' -algebras and "' -homomorphisms (Theorem 3.20) implies 
that by taking the dual of each we have a continuous map 
O( C{vX) ) -. O(C(vY)) 
which, by Theorem 3-17 is equivalent to v¢ : v X -. v Y being continuous. 
We observe that if ¢ and 1/1 are close, and if / E Bh( Y), then ¢"'(/) - v,"'(/) e B0 (X). 0 
Co Ro L L  A RY 4.31. Coarsely equivalent spaces have homeomorphic Higson coronas. 
Proof If X and Y are coarsely equivalent then there are coarse maps ¢ : X -. Y and 
1/1 :  Y -.  X such that ¢ o 1/1 and 1/1 o ¢ are each close to the identity maps Y and on X, 
respectively. By Theorem 4.30 there are continuous maps v<f, : v X -. v Y and Vl/1 : v Y -. 
vX. Again by Theorem 4.30 and the closeness of the maps to the identities, we have 
v<f, o Vl/1 = v( ¢ o 1/1) = idy 
and 
Vl/1 o v<f, = v( 1/1 o ¢) = id x 
which implies that ( v¢ t• = Vl/1, The result follows. 0 
EXAMPLE 4.32. Although already shown directly in Theorem 2.58, the minimal uncount­
able well-ordered set Sn cannot be coarsely equivalent to z+ = N in the discrete coarse 
structure on each space since their Higson coronas 
v(Sn)  = /3Sn , Sn = Sn u {O} = {O} 
and 
v(N) = /3N , N = 1\1"' 
are not homeomorphic. The first corona is comprised of one point, but the second is the set 
of ultrafilters, and thus their cardinalities are different. 
We have therefore achieved a method to determine whether two spaces are coarsely 
equivalent by examination of their Higson coronas, rather than by exploiting special large­
scale properties of the spaces. In practice, of course, it may not be an easy task to calculate 
the coronas, but the principle by which they are found is somewhat more consistent. � 
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A P P E N D I X  A r--, 
Some Properties of Sn 
This set, as in topology, provides counter-examples to some ideas in coarse geometry. We 
give a brief account of some of its properties. 
D E F I N I T I O N .  The dictionary order on a product A x  Bis given by ( a ,  /3) < (a', /3' ) if either 
a < a', or if a = a' and f3 < /3'. 
D E F I N I T I O N .  A section of an ordered set A by f3 E A is the subset Ap = { a e A I a <  {3}. 
PR o Po s IT I o  N. There is an minimal uncountable well-ordered set. [ 14] 
Proof. By the axiom of choice there is an uncountable well-ordered set S. Then { 0, I} x S is 
well-ordered in the dictionary order; it follows that some section of { 0, I} x S is uncountable. 
Let fl be the smallest element of { 0, I} x S for which these sections are uncountable, which 
exists since S, and hence {O, I }  x S, is well-ordered. Then Sn has the properties required. D 
One of the most interesting properties of Sn is that every section Sp = { a E Sn I a < /3} is countable. The obvious choice of a topology on Sn is the order topology, so basic open sets 
are either of the form (0, a) or {a, /3) for a, {3 E Sn. 
There is another interpretation of Sn which is sometimes useful to us. We can write 
elements in Sn explicitly as ordinals 
O, I, 2, . . .  , w, w + 1, w + 2, . . .  , 2w, 2w + 1, 2w + 2, . . .  
. . . , 3w, . . .  , w2 , • • •  , w3 , • • •  , w"' , . . .  , w"' .. , . . .  
and so on. 
Finally, the Stone-Cech compactification of Sn is f3Sn = Sn u {fl} and is sometimes 
denoted Sn. � 
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A P PE N D I X  B r---, 
Elementary Topology 
The only topological spaces under consideration in this text are those which are locally com­
pact Hausdorff. While most readers will be familiar with these terms, for completeness we 
give a brief reference and some examples. 
D E F I N I T I O N .  Let X be a topological space. If for each pair x, y e X there exist open 
disjoint neighborhoods U and V of x and y respectively, then we say that X is a Hausdorff 
space . 
A Hausdorff space is also denoted as being a T2 space [14] . Almost all topological spaces 
which one would wish to consider are Hausdorff. A trivial example of a class of spaces which 
is not Hausdorff is any space X containing two or more points and which has the indiscrete 
topology {X, 0}. Another example is any space with the finite complement topology, [14] 
which is T1 (one-point sets are closed) but not T2, Metric spaces are always Hausdorff. 
D E F  I N  I T  I o  N. A topological space X is locally compact if for each x e X there is a compact 
subspace C of X which contains a neighborhood of x. 
Locally compact spaces are important because they admit compactifications, a term which 
is defined in Section 4.1. 
EXAM PLE .  Euclidean space � n is locally compact, but not all metric spaces are. 
For X = Iii", for any x e X can be contained in [ a1 , b1 ] x · · · x [ an , bn ] ,  which contains the 
neighborhood (ai , b1 ) x . . .  x (an , bn ) .  The space Y = Iii"' = CT;eN Iii is not locally compact 
(see [14] ). 
In Section 4.2 we discuss a coarse structure defined on paracompact spaces, an outline of 
which is provided here. 
D E F  I N  I T  I o  N. Let X be a set. A refinement of a collection U of subsets of X is a collection 
'V such that for each V e 'V there is a U e U containing B. If X is a topological space and 
U a collection of open sets, then 'V is an open refinement. 
A collection of open sets 'V of a topological space X is said to be lo cally finite if each x e X 
has a neighborhood which intersects only finitely many members of 'V. A compact space 
is one where any open covering automatically has a finite subcover, or a cover which is, by 
analogy, glo bally finite. A space where we can can always find-given an open covering of 
the space-a (slightly modified) cover which is locally finite is a generalization of a compact 
space. 
D E F I N I T I ON. A space X is paracompact if every open covering U of X has a locally finite 
open refinement 'V that covers X. 
Any compact space is automatically paracompact, but the converse is not true, as might 
be expected. The argument for showing that the real line IR! is paracompact is adapted from 
[14] . 
EXAM PLE.  The real line IR! is paracompact but not compact. 
Let U be any open cover of IR!. For each natural number n, we can choose a finite number 
of open sets from U which cover (-n,  n ] .  We let 'Vn be the collection whose open sets are 
each of the finite open sets covering (-n,  n ] ,  intersected with (-oo, -n)  u (n ,  oo ) .  Then the 
collection 'V = U 'Vn is obviously a refinement of U. It is also locally finite, since the open 
interval ( -n, n) intersects only finitely many open sets from 'V1 u . . .  u 'V n . Finally, 'V covers 
IR!, for if x e IR! then x e [ - n, n] for some natural number n. There is an open set U e U 
containing x, but then there is a set V = U n  (-oo, -n) n ( n, oo) in 'Vn which contains x. 
That IR! is not compact is obvious since it is not bounded. 
In fact, every metric space is paracompact [ 14 J ,  because, given an open covering U of X, 
there is an open refinement that covers X and is countably locally finite, which implies that U has an open refinement that covers X and is locally finite. 
One might image that every locally compact space is paracompact. This is, however, not 
true. 
EXAMPLE.  Let X be a minimal uncountable well-ordered set Sn with the order topology, 
and denote the smallest element in Sn by 0. We show that [ 0, y] c Sn is compact for every y e Sn , which is equivalent to Sn being locally compact. 
Let U be an open cover of [ 0, y] ,  and let C be the set of all o E [ O; y] such that [ 0, y] can 
be covered by finitely many elements of U. Clearly O E  C, so C is non-empty. By the well­
ordering of Sn, C has a greatest element µ, which we suppose is less than y, for otherwise 
[ 0, y] is compact. 
There is some U e U containing µ, and thus µ is contained in an basis element ( a, /3) c U 
where /3 < y. There is an 17 e ( a, /3) such that a < µ <  17 < /3 < y, and thus [µ,  17 ]  c U. Since 
[ 0, 17] = [ 0, µ] u (µ, 17 ] ,  it follows that [ 0, 17 ]  is also covered by finitely many elements of U, 
whence 17 e C. This contradicts that µ is the greatest element of C. Our premise, that µ < y 
is therefore false, which implies that [ 0, y] is compact, and thus Sn is locally compact. 
But So is not paracompact. We observe the the collection { [ 0, a)  I a E So } is an open 
covering of So , and that { [ 0, ax ) I a E X} = [ 0, sup ax ). But the supremum of a count­
able collection of countable ordinals is countable, so such a union can never cover So . This 
implies that So is not Lindelof. 
Because So is locally compact but not limit point compact, it is not metrizable [14) . This, 
together with that fact that it is not Lindelof, implies that it is not paracompact. � 

A P P E N D I X  C r--., 
Categories and Opposites 
Some basic terminology in this subject are given for completeness: Section 3.4 uses the op­
posite of a category. 
D E F  I N  I T  I o  N. A category [ 8, 12] C is a class of objects and sets of morphisms between those 
objects. For every ordered pair A, B of objects there is a set Home ( A, B) of morphisms from 
A to B, and for every ordered triple A, B, C of objects there is a map 
Homc(A,B) x Homc(B,C) -+ Homc(A,C) 
where (/, g) 1-+ g o  f and g o f is called the composition of g with f. We may also write g f  
in place of g o f. The objects and morphisms satisfy the two properties that (a) composition 
is associative, and ( b) each object A has an identity lA E Home ( A, A) such that f o lA = f 
for every f E Home(A,B) and lA o g = g for every g E Home(B,A). 
Examples of categories we are interested in include the category Haus consisting of ob­
jects X, Y which are Hausdorff spaces, and sets of morphisms Homuaus ( X, Y) which are 
sets of continuous functions f :  X -+  Y. The categories Loe and Comp are subcategories 
of Haus whose objects are locally compact Hausdorff spaces, and compact Hausdorff spaces, 
respectively. The morphisms of these subcategories are continuous functions, and bounded 
continuous functions, respectively. 
The category Alg is defined to consist of objects A, B which are C* -algebras, and sets of 
morphisms HomAtg ( A, B) of ,. -homomorphisms a : A -+ B between them. 
D E F I N I T I O N. Let C and D be categories. We say 'F is a covariant functor from C to D 
if for every object A in C, 'F(A) is an object in D, and for every f E Home(A, B)  we have 
'F(/) E Hom0('F(A), 'F(B)) satisfying the following properties. 
(a) If g f  is a composition of functions in C, 'F(g f) = 'F(g)'F( f) as a composition of 
functions in D. 
(b) 'f(lA) = l'f(A) • 
We say � is a co ntravariant functo r from C to D if for every object A in C, � (A) is an object in D, and for every f E Home (A, B) we have �(!) E Hom0 (�(B) ,  �(A) ) satisfying the following properties. (a) If gf is a composition of functions in C, �(gf) = �(f) �(g) as a composition of functions in D. (b) �(lA ) = l'f(A) · 
DEF IN I T  I o  N. If C is a category, then the oppo site category of C, denoted C0P , is defined as follows. The objects of C0 P  are the same as the objects of C. The set Homeo, ( A, B) of morphisms of C0 P is defined to be the set Home (B, A) of morphisms in C from B to A. A morphism f e Home(B, A) is written as the morphism f op in Homeo• (A, B) .  Composition of morphisms in C0P is defined by 
The opposite of the category Comp, for example, is the category Comp0P whose sets of morphisms Homeompo• ( X, Y) are bounded continuous functions f : Y � X. 
D E F I N I TI ON. Let C and D be categories and � :  C � D and G :  C � D be covariant functors. A natural transformation <I> :  � � G is a function that assigns to each object A of C a morphism <I> A : �(A) � G( A) of D such that for every morphism f : A � B of C, the diagram �(A) � (j(A) 
'F(f) ! ! (;(!) �(B) --+- (j(B) 
<l>B in D is commutative. If <I> A is an equivalence for every A in C then <I> is a natural iso morphism of the functors � and (j. 
D E F I N I T I ON.  Let C and D be categories. We say that an equivalence of categories con­sists of covariant functors � : C � D and G : D � C, and two natural isomorphisms <I> : �G � lo and 'I' : le � G�, where �G : D � D and G� : C � C denote the re­spective compositions of � and G, and le : C � C and 10 : D � D denote the respective identity functors on C and D which assign each object and morphism to itself. If � and G are instead contravariant functors then one speaks of a duality of categories. � 
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Spheres at Infinity 
Compactification of topological spaces is a focus of Section 4.1. We outline here a compact­
ification of R" called the sphere at infinity, which for completeness we have defined here 
explicitly. 
Recalling that a sequence (xn ) in R+ is said to be unbo unded if for every M > 0 there 
is an n such that Xn � M, we declare that the symbol oo is the limit of any unbounded 
sequence in R+ , (and thus oo is the limit of every such unbounded sequence) and say that Xn -+ oo if (xn ) is an unbounded sequence. We define the positive extended real numbers 
as Ill� = fR+ u { oo }, and extend the ordering on � so that x < oo for every real number x. 
In Euclidean space Rn we may uniquely describe a half-ray e through the origin as the set 
of position vectors { tv I t e Ill+ } for some unit-length position vector v in R". In � there are 
two distinct unit-length position vectors 1 and -1; in R2 there are two distinct unit-length 
position vectors v and -t for each 8 e [O, n);* and in general, for n � 2, there are two unit­
length position vectors v and -t of R" for each {81 , 82 , • • •  , 8n-i ) , where 8; e [O,  n) is the 
angle v makes with the ith positive axis. Thus there are two distinct half-rays in �" for every 
point in [O, n) n-l (where we assume that [0, n)0 = {O}). 
We produce a "point at infinity" for each half-ray e through the origin if we instead allow t to range over the positive extended numbers R� (i.e., we allow t = oo ). 
D E F I N I T I O N . Let i be a half-ray through the origin oflli" with unit-length position vector 
v. Define the end-point of e through the origin of �" to be the point oov. 
Equivalently, the end-point of a half-ray e through the origin is lim, ... oo tv. 
D E F I N I T I O N. The sphere at infinity S!;1 of lli" consists of the end-points of every half-ray 
through the origin. 
The sphere at infinity is aptly named, for, if we allow distances to become infinite, our 
construction can also be described as 
S:0-1 = {v e R" I l lvll = oo }.  
* Any half-open interval may be used equivalently, but ( 0, ,r) i s  the natural choice. The half-interval [ 0 ,  I) would 
also do. 
It follows from the number of distinct half-rays through the origin of Rn that every point in S:!;"1 can be identified with a point in [O, n) "-1 or its "negative:' Let Rn be defined as Rn u S:!;"1 • We endow Rn with a topology consisting of every open set Rn together with every truncated cone 
C(w, c) = {v E Rn I L ;W - € < L ;V < L ;W + c} ;=l . . .n-1 , K 
where L ;v is the angle v makes with the ith axis, 0 < c < n/2, and K is a compact subset of Rn . Then Rn is a compact Hausdorff space which contains Rn as a locally compact dense subset, and thus it follows that Rn is a compactification of Rn . If two unit-length position vectors v1 and v2 are distinct-making their associated half­rays { tv1 I t e Iii+ } and { tv2 I t e Iii+ } in Rn distinct also-then d( tvi ,  t v2 ) --+ oo as t --+  oo.  In other words, the end-points of two distinct half-rays are infinitely far apart. We therefore extend the Euclidean metric d on Rn to an extended metric d00 : Rn x Rn --+ R;;., by declaring that 
if X = y if x, y E Rn if x '4= y and at least one of x, y e  S!,-1 • 
We observe that every point in the sphere at infinity is an infinite distance not only from every point in Rn but also from every other point in the sphere. EXAMPLE.  The sphere at infinity S� oflli = R1 consists of the points {-oo, oo } ,  so i is the extended real line. The sphere at infinity S� of R2 consists of a "circle" of points at infinity, two for each 0 E [O, n) . � 
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coarseness, 8, 44 
M -scale connectedness, 20 
extended metric, 39 
extended real numbers Roo , 39 
fineness of coarse structures, 36 
finite supremum, 33 
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product of sets, 27 
proper 
92 
coarse structure, 63 
map, 2, 44 
metric space, 2 
subset, 31 
relatively compact, 2, 26 
relatively compact coarse structure, 35 
Sn, 77 
not coarsely equivalent to z+ , 48 
section 
of a subset of X x  X, 30 
of an ordered set, 77 
sphere at infinity, 66, 85 
Stone-Cech compactification, 62 
subalgebra, 51 
subspace 
coarse, 47 
ofR or R+ , 22 
supremum norm, 53 
symmetric set, 27 
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indiscrete, 79 
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unital C* -algebra, 52 
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vX, 70 
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