The Asymmetric Inclusion Process (ASIP) is a unidirectional lattice-gas ow model which was recently introduced as an exactly solvable`Bosonic' counterpart of the`Fermionic' Asymmetric Exclusion Process. An iterative algorithm that allows the computation of the probability generating function (PGF) of the ASIP's steady state exists but practical considerations limit its applicability to small ASIP lattices. Large lattices, on the other hand, have been studied primarily via Monte-Carlo simulations and were shown to display a wide spectrum of intriguing statistical phenomena. In this paper we bypass the need for direct computation of the PGF and explore the ASIP's asymptotic statistical behavior . We consider three dierent limiting regimes: heavy-trac regime, large-system regime, and balanced-system regime. In each of these regimes we obtain analytically and in closed form stochastic limit laws for ve key ASIP observables: traversal time, overall load, busy period, rst occupied site, and draining time. The results obtained yield a detailed limit-laws perspective of the ASIP.
I. INTRODUCTION
The Asymmetric Inclusion Process (ASIP), a latticegas ow model in one dimension, was introduced and analyzed in [1, 2] .
The ASIP is an exactly solvablè Bosonic' counterpart of the`Fermionic' Asymmetric Exclusion Process (ASEP) a fundamental model in nonequilibrium statistical physics [35] . In both processes, random events cause particles to propagate unidirectionally along a one-dimensional lattice. In the ASEP particles are subject to exclusion interactions that keep them singled apart, whereas in the ASIP particles are subject to inclusion interactions that coalesce them into inseparable clusters.
The ASIP, schematically illustrated in Figure 1 , is described as follows. Consider a one-dimensional lattice of n sites indexed k = 1, · · · , n. Each site is followed by a gate labeled by the site's index which controls the site's outow. Particles arrive at the rst site (k = 1) following a Poisson process Π 0 with rate λ, the openings of gate k are timed according to a Poisson process Π k with rate µ k (k = 1, · · · , n), and the n + 1 Poisson processes are mutually independent. Note that from this denition it follows that the times between particle arrivals are independent and exponentially distributed with mean 1/λ, and that the times between the openings of gate k are independent and exponentially distributed with mean 1/µ k (k = 1, · · · , n). At an opening of gate k all particles present at site k transit simultaneously, in one cluster (one`batch'), to site k + 1 thus joining particles that may already be present at site k+1 (k = 1, · · · , n−1). At an opening of the last gate (k = n) all particles present at site n exit the lattice simultaneously.
The statistical physics perspective on the ASIP is complemented by a queueing theory perspective. Queueing theory is the mathematical eld concerned with the stochastic analysis of queues [6] . The theory has found its traditional applications in telecommunication [79], [6, 30, 31] .
From a queueing perspective, the ASIP is a tandem Jackson network with unlimited batch service [32, 33] .
The analysis conducted in [1] concluded that the ASIP, despite its simple description, displays highly complex stochastic dynamics. An iterative scheme for the computation of the multidimensional probability generating function (PGF) of the ASIP's site occupancies at steady state was established. Yet, this PGF turns out to be analytically intractable even for small n a fact that is vivid from the very rapid growth in complexity of the explicit PGF expressions for n = 1, 2, 3 [1] . Understanding the behavior of large ASIPs (i.e., ASIPs with large lattice size n) is therefore a challenge.
Homogeneous ASIPs are characterized by identical gate opening rates: µ 1 = · · · = µ n , and are of special importance as amongst the class of general ASIPs the subclass of homogeneous ASIPs is optimal with respect to various measures of eciency [1] . Interestingly, it was recently demonstrated that large homogeneous ASIPs despite their relative simplicity are a showcase of complexity [2] . Indeed, a series of Monte-Carlo simulations showed that the statistical behavior of homogeneous ASIPs is rich and ranges from`mild' to`wild' displays of randomness. In particular it was shown that as the lattice size n tends to innity the ASIPs statistical behavior is well captured by a set of limiting probability distributions.
Motivated by these ndings, in this paper we analyt- The stochastic limit laws of the key observables are established in three dierent limiting regimes: (i) HeavyTrac regime in which the particles' arrival rate λ tends to innity; (ii) Large-System regime in which the lattice size n tends to innity; (iii) Balanced-System regime in which the lattice size n tends to innity, the gates' opening rates µ k (k = 1, · · · , n) tend to innity, and these limits are kept in balance. Our results hold for homogeneous and general (inhomogeneous) ASIPs alike.
We emphasize that despite the inherent complexity of the ASIP, all the results established herein are obtained analytically and in closed form. In particular, the stochastic limit laws obtained for the Overall Load and Draining Time, in the large-system limiting regime, analytically validate and considerably generalize the numerical results reported in [2] .
The reminder of the paper is organized as follows. We begin with a preliminary analysis of the ASIP's key ob- A. Traversal Time The ASIP's traversal time T is the random time it takes a particle to traverse the lattice. Namely, T is the time elapsing from the instant a particle arrives at the rst site (k = 1), till the instant it leaves the last site (k = n).
Due to the memory-less property of the exponential distribution [34] , the time elapsing from the arrival of a particle to site k (at an arbitrary time epoch), till the rst opening of gate k thereafter, is exponentially distributed with mean 1/µ k independently of the particle's arrival epoch to site k. A particle arriving to the lattice would thus wait an exponentially-distributed random time (with mean 1/µ 1 ) till moving from the rst site to the second site, then wait an exponentially-distributed random time (with mean 1/µ 2 ) till moving from the second site to the third site, and so forth. Since the gateopenings are governed by independent Poisson processes we conclude that the traversal time T admits the stochas-
where { 1 , · · · , n } is a sequence of independent and exponentially-distributed random times with corresponding means {1/µ 1 , · · · , 1/µ n }. Consequently, Eq. (1) straightforwardly implies that the mean and the Laplace transform of the traversal time T are given, respectively, by 
B. Overall Load
Consider the ASIP in steady state, and let X k denote the number of particles present in site k (k = 1, · · · , n).
The ASIP's overall load L is the total number of particles present in the lattice in steady state:
An analysis presented in [1] shows that the mean overall load is given by
. Namely, the mean overall load E [L] equals the product of the inow rate λ and the mean traversal time E [T ] the mean sojourn time of an arbitrary particle in the lattice. Equation (5) is the ASIP's version of the well known Little's law in Queueing Theory [35] .
An analysis presented in [1] further establishes that the probability generating function of the overall load L is given by (6) (|z| ≤ 1). Eq. (6) has several important implications.
First, it implies that the overall load L of a single-site ASIP (n = 1) follows a geometric distribution: For n = 1 the probability generating function of Eq.
(6) yields the probability distribution Pr (L = j) = (1 − p 1 ) j p 1 (j = 0, 1, 2 · · · ), where p 1 = µ 1 / (µ 1 + λ). Second, the product-form structure of Eq. (6) implies that the overall load L admits the stochastic representation
where {G 1 , · · · , G n } is a sequence of independent geometrically-distributed random variables:
The overall load L is hence equal, in law, to the sum of the overall loads of n independent single-site ASIPs with respective parameters (λ, µ 1 ) , · · · , (λ, µ n ). Third, Eq. (6) implies the following distributional form of the aforementioned ASIP Little's law: L = Π 0 (T ), the equality being in law. Namely, the number of particles arriving to the lattice, Π 0 (T ), during a traversal time T is equal, in law, to the ASIP's overall load L. The proof of the distributional Little's law is given in the Appendix. Fourth, setting z = 0 in Eq. (6) implies that the probability that the lattice is empty is given by
The overall load is illustrated schematically in Figure 3 . Consider the two following scenarios: (i) a particle arrives at an empty lattice and traverses it before a second particle arrives; (ii) a particle arrives at an empty lattice and a second particle arrives before the rst particle traversed the lattice. Let T denote the traversal time of the rst particle, and let 0 denote the time elapsing between the arrival epochs of the two particles. Clearly, the random variables T and 0 are independent. The rst scenario is the event {T < 0 }, and in this scenario the busy period equals the traversal time: B = T . The second scenario is the event { 0 ≤ T }, and in this scenario the busy period equals the inter-arrival time 0 plus an additional and independent random time whose distribution is equal in law to that of a busy period: B = 0 + B , where B is an IID copy of B which is independent of T and 0 . Thus, we obtain that the busy period B satises the following stochastic regener-
Consequently, Eq. (9) implies that the mean and the Laplace transform of the busy period B are given, respectively, by 
(θ ≥ 0).
The derivations of Eqs. (10) and (11) are given in the Appendix. Eq. (10) can also be obtained via a renewal argument which we now describe.
Note that the lattice alternates between empty and non-empty periods. The empty periods are IID copies of the generic inter-arrival period 0 , the non-empty periods are IID copies of the generic busy period B, and these alternating periods are mutually independent. Renewal theory implies that over innitely large time windows the fraction of time the lattice is empty is given by the ratio [39] :
). On the other hand, the fraction of time the lattice is empty equals the probability, in steady state, of a zero overall load: Pr (L = 0). Thus, we obtain that Pr ( Clearly
(1 ≤ k ≤ n), and
Since the event {X 1 = 0, · · · , X n = 0} is equivalent to the event{L = 0}, the probability appearing on the righthand-side of Eq. (13) is given by Eq. (8) . In order to compute the probabilities appearing on the right hand side of Eq. (12) we apply the embedding property of the ASIP, which we now describe.
Consider two ASIPs: ASIP A with n gates and parameters {λ, µ 1 , · · · , µ n }, and ASIP B with n gates and parameters {λ, µ 1 , · · · , µ n }, where n ≤ n. In [1] we have shown that the steady state distribution of ASIP A coincides with the steady state distribution of the rst n sites of ASIP B. An intuitive understanding of the embedding phenomenon follows from the fact that in an ASIP model with n gates the operation of the rst n gates is independent of whatever happens in the following gates {n + 1, · · · , n}. In other words, an observation of the rst n gates in an ASIP with n gates is indistinguishable from an observation of an ASIP with n gates (and the same parameters).
Due to the embedding phenomenon Eq. (8) implies
. Substituting these probabilities into Eqs. (12) and (13) we obtain that the distribution of the rst occupied site I is given by 
where the exponentially-distributed random variables { 1 , · · · , n } are independent of the rst occupied site I.
Since we blocked the inow to an ASIP in steady state the distribution of the rst occupied site I is given by Eq. (14) . Consequently, combining together Eqs. (14) and (15) we obtain that the mean and the Laplace transform of the draining time D are given, respectively, by (16) and (17) all load subject to a given aggregate rate; (iii) maximize the probability of a zero overall load i.e., the probability of an empty lattice in steady state subject to a given aggregate rate; and (iv) minimize the variance of the overall load subject to a given mean overall load (this is the ASIP analogue of the Markowitz optimization of nancial portfolios [40] ).
Due to the optimality of the aforementioned properties, in this section we consider homogeneous ASIPs, and • The Heavy-Trac regime in which the inow rate tends to innity: λ → ∞.
• The Large-System regime in which the lattice size tends to innity: n → ∞.
• The Balanced-System regime in which the lattice size tends to innity, the particles' mean sojourn time at a site tends to zero, and the product of these parameters tends to a positive limit: n → ∞, m → 0, and nm → τ ∈ (0, ∞).
Throughout this section we denote by Z a Gaussdistributed random variable with zero mean and unit variance, by E an exponentially distributed random variable with unit mean, and by Γ n an Erlang distributed random variable with n degrees of freedom. Namely, Γ n is the sum of n IID copies of the random variable E. In what follows the sign ≈ will denote asymptotic equivalence in law.
A. Heavy Trac
The heavy-trac regime considers ASIPs in which the inow rate is increased to innity: λ → ∞. 
(θ ≥ 0). Since the right-hand-side of Eq. (19) is the Laplace transform of the Erlang distribution with n degrees of freedom, we obtain that, as λ → ∞, the overall load L admits the stochastic approximation
Busy Period. As in the case of the overall load, increasing the inow rate λ is expected to result in an increase of the duration of the busy period B. And indeed, Eq. (10) implies that the mean of the busy period B scales like λ n−1 . Consequently, we normalize the busy period B by
and analyze the stochastic limit of the normalized busy period B/ (mλ) n−1 (as λ → ∞). Using Eq. (11) we obtain the limit
(θ ≥ 0). Since the right-hand-side of Eq. (21) is the Laplace transform of the exponential distribution with mean m, we obtain that the busy period B admits the stochastic approximation
(λ → ∞).
First Occupied Site. Increasing the inow rate λ is expected to increase to one the probability of nding the rst site occupied. And indeed, Eq. (14) 
Draining Time. Equation (23) 
B. Large Systems
The large-system regime considers ASIPs in which the lattice size increases to innity: n → ∞. The ASIP stochastic limit laws under the large-system regime are as follows:
Traversal Time. In the homogeneous ASIP the traversal time T is a sum of n IID exponential random variables each with mean m and variance m 2 . Consequently, the Central Limit Theorem [34] implies that the traversal time T admits the Gaussian stochastic approximation
(n → ∞).
Overall Load. Equation (6) asserts that in the homogeneous ASIP the overall load L is a sum of n IID geometric random variables each with mean λm and variance λm + (λm)
2
. Consequently, the Central Limit Theorem [34] implies that the overall load L admits the Gaussian stochastic approximation
Busy Period. Increasing the lattice size n is expected to result in an increase of the busy period. Indeed, Eq. 
First Occupied Site. Taking the limit n → ∞ in Eq.
(14) yields the geometric distribution
(k = 1, 2, 3, · · · ), where q = λm/ (1 + λm).
Draining Time. Equation (29) 
(n → ∞). A rigorous proof of this result is given in the Appendix.
C. Balanced Systems
The balanced-system regime considers ASIPs in which the number of sites increases to innity (n → ∞) and the mean sojourn time at a site decrease to zero (m → 0) while their product tends to a positive limit: nm → τ ∈ (0, ∞). Namely, in this regime the large number of sites is balanced by rapid gate-opening rates. With no loss of generality we henceforth set m = τ /n and consider the limit n → ∞. The ASIP stochastic limit laws under the balanced-system regime are as follows:
Traversal Time. Setting m = τ /n into Eq. (3) we obtain the limit
the value τ with probability one. Thus, the traversal time converges in law to the deterministic value τ . Overall Load. Setting m = τ /n into Eq. (6) we obtain Equation (34) implies that the scaled rst occupied sitê I converges, in law, to a limit which has the density of an exponential random variable, with mean λτ , on the unit interval and an atom with probability exp (−λτ ) at innity. The derivation of Eq. (34) is given in the Appendix. Hence the scaled rst occupied siteÎ admits the asymptotic stochastic approximation
Draining Time. Setting m = τ /n into Eq. (17) we obtain the limit
(θ ≥ 0). The derivation of Eq. (36) is given in the Appendix.
Mapping the ASIP's lattice to the unit interval positioning site k at the point x = k/n the balanced-system limiting regime is illustrated schematically in Figure 6 . we describe in this subsection.
In queueing theory, the M/D/∞ queue represents a system consisting of an innite number of servers (or innite broadband), to which particles (jobs in the queueing jargon) arrive following a Poisson process with rate λ. Each particle, upon its arrival, is immediately attended by one of the available servers; upon service completion a served particle leaves the system. Service times are deterministic and of common length τ , and the particles are served independently. Note that the common deterministic service times assure that particles will leave the system exactly τ units of time after their respective arrival epochs, and will do so in a First In First Out (FIFO) manner.
From the particles' perspective the ASIP in the balanced-system limiting regime is identical to the M/D/∞ queue. Indeed, particles arrive to the lattice following a Poisson process with rate λ. Each particle, upon its arrival to the lattice, starts traversing it. In the balanced-system limiting regime the particles' traversal times are deterministic and of common length τ ; upon traversal completion the particles leave the lattice.
Here again, the common deterministic traversal times assure that particles will leave the lattice exactly τ units of time after their respective arrival epochs, and will do so separately i.e., one by one and in a FIFO manner. We emphasize that in the balanced-system limiting regime the particles remain separated and thus do not coalesce into clusters.
Thus, the ASIP in the balanced-system regime with 
in which τ is the service time, 0 is the exponential time elapsing between the arrival epochs of two jobs and B is an IID copy of the busy period B. Pr (T res ≤ t) = exp (−λ(τ − t)) (38) (0 ≤ t ≤ τ ). One can easily verify that the Laplace transform of T res coincides with the right hand side of Eq. 
IV. ASYMPTOTIC ANALYSIS: THE GENERAL CASE
In this section we shift from homogeneous ASIPs to general (inhomogeneous) ASIPs, and extend the stochastic limit laws established in section III to the general case. Throughout this section we denote by m k = 1/µ k the mean sojourn time of particles in site k, by E an exponentially distributed random variable with unit mean, and by Z a Gauss-distributed random variable with zero mean and unit variance.
A. Heavy trac
We remind the reader that the heavy-trac regime considers ASIP lattices in which the inow rate tends to innity: λ → ∞. Throughout this subsection we set
and
The ASIP stochastic limit laws under the heavy-trac regime are as follows:
Traversal Time. As is clear from Eq. 
B. Large Systems
We remind the reader that the large-system regime considers ASIPs in which the number of sites increases to innity: n → ∞. In subsection III B we analyzed the large-system limit of homogeneous ASIP lattices. 
The theorem then asserts that the sum
converges in distribution to a standard normal random variable Z, as n tends to innity. A note regarding Lyapunov's condition appears in the appendix.
Throughout this sections we will assume that the
that were dened, respectively, in subsections II A and II B obey Lyapunov's condition. In addition, we will assume that
A note regarding the condition in Eq. (47) appears in the appendix. Provided that the conditions in Eqs. (45) and (47) jointly hold, the ASIP stochastic limit laws under the large-system regime are as follows:
Traversal Time. Equation (3) Overall Load. Equation (6) asserts that the overall load L is a sum of n independent geometric random variables, {G 1 , · · · , G n }, with the corresponding means {λm 1 , · · · , λm n } and variances
Applying Lyapunov's Central Limit Theorem we obtain that the overall load L admits the Gaussian stochastic approximation
(as n → ∞).
Busy Period. Increasing the lattice size n is expected to result in an increase in the length of the busy period. (1 + λm k ) (as n → ∞). Using Eq. (11) we obtain the limit (
(as n → ∞). The derivation of Eq. (50) is given in the appendix.
First Occupied Site. Taking the limit n → ∞ in Eq. 52) is given in the appendix.
Draining Time. In the Appendix we show that the regularity condition given in Eq.
(47) asserts that
k is a nite constant that does not depend on n.
Consequently since the number of sites tends to innity (n → ∞) the draining time D eectively equals the traversal time T . Combining this observation together with Eq. (48) implies that the draining time D admits the Gaussian stochastic approximation
(as n → ∞). The derivation of Eq. (53) is given in the appendix.
C. Balanced Systems
We remind the reader that the balanced-system regime considers ASIPs in which the number of sites tends to innity (n → ∞), and the mean sojourn time at each site tends to zero (m k → 0 for all k). In the case of homogeneous ASIPs the balance between the large number of sites and the rapid gate-opening rates was attained by setting m k = τ /n where τ is an arbitrary positive parameter. In the case of general ASIPs the balance is attained by setting
, where φ(u) is an arbitrary positive-valued function dened on the unit interval (0 ≤ u ≤ 1). The integrability conditions that the function φ(u) needs to
In what follows, and without loss of generality, we further set´1 0
Applying this balanced-system setting, and taking the limit n → ∞, the following results are obtained: (i) the traversal time T admits the limit of Eq. (31); (ii) the overall load L admits the limit given by Eq. (32); (iii) the busy period B admits the limit given by Eq. (33); (iv) the draining time D admits the limit given by Eq. (36).
Namely, in the balanced-system regime, the aforementioned observables traversal time, overall load, busy period, and draining time admit the same stochastic limit laws both in the case of homogeneous ASIPs and in the case of general ASIPs. A dierence between homogeneous and general ASIPs is displayed by the rst occupied site I. Indeed, settingÎ = I/n to be the scaled rst occupied site, we obtain the limits
(0 ≤ x ≤ 1). We note that the above mentioned results can also be obtained under milder assumptions and we refer the reader to the Appendix for details and proofs.
As in the homogeneous setting, the general balanced- 
where in the second equality we have used fact that A(t) follows the Poisson distribution with mean λt. 
Comparing this result with Eq. (6) it readily follows that
B. Derivation of Eq. (11) Considering Eq. (9) and utilizing the law of total expectation we write the Laplace transform of B as
The rst term in Eq. (58) is treated by noting that the independence of the random variables
where f (t) is the probability density function of T . Since 0 is exponentially distributed with rate λ, P r( 0 > t) = e −λt , and we have
We now note that the Laplace transform of the random variable T is given by Eq. (3) and we therefore have
The second term in Eq. (58) is treated by noting that the random variables { 0 , T, B } are independent, and that B is an IID copy of B. Therefore,
where g(z) = λe −λz is the probability density function of 0 . The double integral gives:
and we conclude that
. (64) Substituting Eqs. (61) and (64) into Eq. (58) and rearranging terms we obtain Eq. (11). Equation (10) C. Derivation of Eqs. (16) and (17) Considering Eq. (15) and conditioning on the value of the the rst non-empty site I we obtain the following expressions:
Equations (16) 
a nite constant that does not depend on n. The dierence between the traversal time and the draining time is hence negligible in the large-system limit.
More precisely, Eq. (30) is derived by substituting −iθ for θ in (see in the sequel) Eq. (76) to obtain the characteristic function of the draining time
The characteristic function of the standardized draining
Recalling the Taylor expansion
and taking the large-system limit of Eq. (68) we obtain
which is the characteristic function of a normal random variable with zero mean and unit variance.
E. Derivation of Eq. (34)
We now note that We sum the series by noting that
a formula that is easily proved by use of either geometric series summation or mathematical induction. We obtain
Equation (36) follows from substituting m = τ /n into Eq. (76) and taking the limit n → ∞.
G. Derivation of the Large System Limiting
Regime General Case 1.
Notes on Regularity Conditions 1. In practice it is usually easiest to check the Lyapunov's condition for δ = 1 and it is easily veried that the condition holds for the special case in which the following two limits exist:
2. The fact that Lyapunov's condition holds for the random variables 
it follows that ∞ k=1 m k and ∞
k=1
(1 + λm k ) converge or diverge together.
3. The regularity condition in Eq. (47) implies that
Since (
. 
First Occupied Site
In order to obtain Eq. (52) it is enough to take the limit n → ∞ in Eq. (14) and use Eq. (78). ξ n is a random variable that converges in distribution to ξ and the dierence between the random variables ξ n and ζ n converges in probability to zero, then ζ n also converges in distribution to ξ [43] . It is therefore sucient to show 
(θ ≥ 0). We now note that
and after taking the balanced-system limit of this equa- 
The desired result, Eq. (31), follows from the continuity of the exponential function. 
(|z| ≤ 1). We now note that
