Abstract. We study necessary and sufficient conditions that a nonsingular matrix A can be B-orthogonally reduced to upper Hessenberg form with small bandwidth. By this we mean the existence of a decomposition AV = V H, where H is upper Hessenberg with few nonzero bands, and the columns of V are orthogonal in an inner product generated by a hermitian positive definite matrix B. The classical example for such a decomposition is the matrix tridiagonalization performed by the hermitian Lanczos algorithm, also called the orthogonal reduction to tridiagonal form. Does there exist such a decomposition when A is nonhermitian? In this paper we completely answer this question. The related (but not equivalent) question of necessary and sufficient conditions on A for the existence of short-term recurrences for computing B-orthogonal Krylov subspace bases was completely answered by the fundamental theorem of Faber and Manteuffel [SIAM J. Numer. Anal., 21 (1984), pp. 352-362]. We give a detailed analysis of B-normality, the central condition in both the Faber-Manteuffel theorem and our main theorem, and show how the two theorems are related. Our approach uses only elementary linear algebra tools. We thereby provide new insights into the principles behind Krylov subspace methods, that are not provided when more sophisticated tools are employed.
generated by A and v. The importance of this reduction from a theoretical as well as from a practical point of view can hardly be underestimated.
When A is nonhermitian, we are naturally led to ask for generalizations of the orthogonal reduction to tridiagonal form. Specifically, we ask if there exists a hermitian positive definite (HPD) matrix B such that a nonsingular nonhermitian A can still be B-orthogonally reduced to an upper Hessenberg matrix with small bandwidth. B-orthogonally here means that the columns of V are orthogonal in the B-inner product.
This paper studies necessary and sufficient conditions on A that guarantee the existence of such a B-orthogonal reduction. Our subject seems to be elementary, and one might suspect that it is covered in many textbooks on numerical linear algebra. However, while it appears to be common knowledge that the orthogonal reduction to tridiagonal form does not exist in general, see, e.g., [7, p . 499], we are not aware of any publication where the potential for generalizations has been thoroughly studied.
On the other hand, the related question of necessary and sufficient conditions on A for the existence of a short-term recurrence for computing B-orthogonal Krylov subspace basis vectors was completely solved by the fundamental theorem of Faber and Manteuffel [4] . Denoting the columns of V by v j , we say that these vectors can be computed by an (s + 2)-term recurrence, when only the previous s + 1 vectors, v j−s , . . . , v j , are required to compute v j+1 . For example, if the matrix H in the decomposition AV = V H is tridiagonal, then the vectors v j are computed by a 3-term recurrence. This is a key recurrence in many algorithms, including the famous conjugate gradient method. One immediately expects that for a given matrix A the existence of an (s+2)-term recurrence for computing a B-orthogonal Krylov subspace basis is equivalent to B-reducibility of A to upper Hessenberg form with bandwidth s + 2. However, due to intricate details that are easily overlooked, this expectation is in general false.
Our paper has the following goals. First, we give a thorough analysis of the B-reducibility of a nonsingular matrix A to upper Hessenberg form with small bandwidth. This is an interesting matrix property that apparently was not studied previously. Despite common belief, the necessary and sufficient conditions so that A has this property are not the same as the necessary and sufficient conditions in the FaberManteuffel theorem. This situation deserves to be clarified. Second, the proofs in this paper use standard tools of linear algebra only. We thereby hope to provide some additional insight into the necessity of the conditions in the Faber-Manteuffel theorem, for which no elementary (linear algebra based) proof is known. Third, we intend to improve the understanding of B-normality, the central necessary and sufficient condition in our context, by completely characterizing the set of HPD matrices B with respect to which a given matrix A is B-normal. Finally, our goal is to help in the general understanding of the foundations of and principles behind Krylov subspace methods.
The paper is organized as follows. In section 2 we discuss the basic algorithm for B-orthogonal Hessenberg reduction of a matrix and for computing B-orthogonal Krylov subspace bases. In section 3 we explain the sufficiency of B-normality in our context, and study this important concept in detail. In section 4 we discuss the necessity of B-normality. In section 5 we relate our results to the Faber-Manteuffel theorem and the existence of short-term recurrences for computing B-orthogonal Krylov subspace bases. Concluding remarks in section 6 close the paper.
Throughout the paper we assume exact arithmetic. In particular, the word "computation" in this paper does not refer to a finite precision computation.
B-orthogonal reduction to upper Hessenberg form.
Let A be any nonsingular N by N matrix, let v 1 be any nonzero N -vector (v 1 is assumed to be nonzero to exclude trivialities), and let
denote the jth Krylov subspace generated by A and v 1 . It is well known that the K j (A, v 1 ) form a nested sequence of subspaces of increasing dimension, and that there exists an index
which is often called the grade of v 1 with respect to A, for which 
Starting from v 1 , this familiar and important task is performed by the following basic algorithm:
Apparently, this algorithm is nothing but the classical Gram-Schmidt implementation of Arnoldi's method; see, e.g., [7, Chapter 9.4.1] .
Rewriting (2.5) in the form
yields the matrix representation
where H k+1,k is a (k + 1) by k unreduced upper Hessenberg matrix. Since v d+1 = 0, the matrix representation for k = d may be written as In the following sections we will study sufficient (section 3) and necessary (section 4) conditions that A is B-reducible to (s + 2)-band Hessenberg form. We will then relate our result to the Faber-Manteuffel theorem, which gives necessary and sufficient conditions on A so that for each v 1 , a B-orthogonal Krylov subspace basis can be computed by an (s + 2)-term recurrence (section 5). 
From (2.6) it follows that h jk = 0 if and only if
where 
. The nonsingular matrix A is B-reducible to (s + 2)-band Hessenberg form if and only if either
Above we have shown sufficiency. Before we continue with necessity we will study the important concept of B-normality in more detail. We start with a collection of equivalent characterizations. 
The implications in Theorem 3.3 have appeared in the literature before. In particular, the equivalence of (1), (2), (4), and (5) 
However, the proofs in [5] are different from ours, as they do not directly make use of the fact that B-normality is equivalent to normalizability. Because we use this equivalence our proofs appear to be almost trivial, and the list of conditions in Theorem 3.3 can be easily extended by exploiting the lists of equivalent conditions of normality [3, 8] , and rephrasing each such condition in terms of normalizability.
We will now characterize the HPD matrices B with respect to which a given (diagonalizable) matrix is normal. Clearly, the matrix B might not be uniquely defined. For example, if A itself is HPD, then it is normal with respect to B = I and B = A.
As As shown by Corollary 3.5, the B-normal degree of a diagonalizable matrix is determined by the location of its eigenvalues. It is well known that the B-normal(1) matrices are precisely the diagonalizable matrices that have all eigenvalues on a straight line in the complex plane [4, Lemma 3] . By sufficiency, each such matrix A is Breducible to 3-band Hessenberg (tridiagonal) form. The standard examples are the hermitian and skew-hermitian matrices, that are all I-normal (1) . Rare practical examples of B-normal (1) matrices that are normal with respect to an HPD matrix B = I were derived in [6] .
In particular, the B-adjoint of A is unique for all HPD matrices B with respect to which A is normal. Moreover, A is B-normal(s) if and only if
When the eigenvalues of the diagonalizable matrix A do not lie on a line, A must have B-normal degree s > 1. The question then arises about the lowest degree polynomial p s for which p s (Λ) = Λ * . A recent result of Khavinson andŚwiatek [10] shows that each harmonic polynomial of the form p s (z)−z, where p s is a polynomial of degree s > 1, has at most 3s−2 complex zeros. Consequently, the class of B-normal(s) matrices with s > 1 contains diagonalizable matrices that may have at most 3s − 2 distinct eigenvalues. This shows that the maximal size of the B-normal(s) matrices for small s > 1 is severely limited. We illustrate the results of this section by an example for s = 3.
Example 3.7. Consider the third degree harmonic polynomial
We use the nonzero roots to define the diagonal nonsingular 6 by 6 matrix 
By the second part of Corollary 3.5, this matrix is B-normal(3), and by (3.3) its unique B-adjoint is given by

done). We need to show that A is B-normal(s).
Let 
Suppose that one such vector v is chosen, and let w ≡ γv + Av for some fixed
. , s, such that
Similarly, there exist coefficients α (v) j and α
Now note that since d(A, v) = N and 0 ≤ s ≤ N − 2, the vectors v, . . . , A s+1 v are linearly independent. Thus, the equality of (4.2) and (4.3) implies that
j for j = 0, . . . , s. By construction, the η j do not depend on γ. Moreover, we claim that η j = 0 for j = 0, . . . , s.
If s = 0, then the set of conditions (4.5) is empty and our claim follows directly from comparing (4.4) and (4.6). To show our claim for 1 ≤ s ≤ N − 2, we rewrite (4.5) in the equivalent form
Then (4.6) and (4.7) for j = s yield
In this formula we can replace α (w) s−1 by the right-hand side of (4.7) for j = s − 1,
In the same way we now exploit (4.7) for j = s − 2, . . . , 1, and finally use (4.4) to replace α
0 . The result of this process is equivalent to the relation
The coefficients η j do not depend on γ, so that the left-hand side of (4. 
where (at least) one of the coefficients β j , s + 2 ≤ j ≤ N , is nonzero. Let this be the coefficient with index k. Then, according to (2.6) and the B-orthogonality conditions (2.4),
for an index k with s +2 ≤ k ≤ N . Consequently, A is not B-reducible to (s + 2)-band Hessenberg form, which completes the proof of necessity. Necessary and sufficient conditions for admissibility of an (s + 2)-term recurrence were proven in the fundamental paper of Faber and Manteuffel [4] . The proof of this result is based on a highly nontrivial and clever construction, which, unfortunately, provides little insight into the necessity of B-normality. A similar result was announced by Voevodin [11] , but its proof by Voevodin and Tyrtyshnikov [12] is difficult to understand and appears to be unknown even to many In other words, in all cases of practical interest; i.e., when d(A) is "large" and s is "small," the two matrix properties studied in this paper in fact are equivalent.
The existence of (s
6. Concluding remarks. The reader may now ask if we successfully tried to prove necessity in the Faber-Manteuffel theorem using similar elementary (linear algebra) means as for our Theorem 3.2. The answer is yes, we tried, but no, we were unsuccessful. To explain the main difficulty, at least in our opinion, consider our proof of necessity in section 4. We assume the opposite of the necessary conditions and construct a certain nonzero entry h 1k , s + 2 ≤ k ≤ N , in the first row of H N , cf. (4.9). Hence H N cannot be (s + 2)-band Hessenberg, which leads to a contradiction showing that the conditions are indeed necessary. Except for the range s+2 ≤ k ≤ N , we have no information about the location of the nonzero entry h 1k . If we could show that indeed h 1k = 0 for a k in the range s + 2 ≤ k ≤ N − 1, then H N,N −1 cannot be (s + 2)-band Hessenberg either. This could subsequently be used to show necessity in the Faber-Manteuffel theorem. However, it is apparently quite difficult to "fix" k inside the range s + 2 ≤ k ≤ N − 1.
