Introduction
============

The default mode network (DMN) has received increasing attention in recent years and has been considered as "one of the most intriguing puzzles in cognitive neuroscience" (Gilbert et al., [@B11]). This network consists of brain regions including precuneus/posterior cingulate cortex (PCC), medial prefrontal cortex (mPFC), and medial, lateral, and inferior parietal cortex (Raichle et al., [@B26]). Regions in this network have been reported to be the most metabolically active regions, relative to other brain regions. Moreover, DMN regions have been demonstrated to be highly correlated at rest and during passive tasks (Greicius et al., [@B12], [@B13]). In addition, alterations within this network have been reported in subjects with Alzheimer's disease (Greicius et al., [@B13]; Rombouts et al., [@B27]; Wang et al., [@B35]; Sorg et al., [@B32]), schizophrenia (Harrison et al., [@B16]; Calhoun et al., [@B3]), and depression (Grimm et al., [@B14]; Sheline et al., [@B29]).

Previous studies have demonstrated a significant impact of task performance or stimulus-bound processing on spontaneous brain activity within the DMN. On the one hand, cognitive tasks can modulate resting state brain activity in the DMN. A consistent DMN deactivation pattern has been demonstrated by many studies (Shulman et al., [@B30]; Mazoyer et al., [@B23]; Greicius et al., [@B12]; Shannon, [@B28]). Although the resting state activity of the DMN is high, this activity is decreased when performing goal-directed tasks. This kind of deactivation has been observed using different tasks and different brain imaging techniques. By analyzing data from nine positron emission tomography (PET) studies, Shulman et al. ([@B30]) found consistent blood flow decreases in the DMN across different visual tasks, relative to passive viewing of the same stimuli. Another meta-analysis performed by Mazoyer et al. ([@B23]) included 63 subjects, 370 spatially normalized PET scans, and nine cognitive tasks: the task domains varied from language, mental imagery, mental calculation, reasoning, finger movement, to spatial working memory. Regions of the DMN showed decreased activation during the nine tasks, when compared to a common rest state. Moreover, studies (Shannon, [@B28]; Buckner et al., [@B2]) have found that not only the spatial patterns of task-induced deactivation were consistent across different tasks, but also the spatial pattern of blocked task-induced deactivation, event-related task-induced deactivation, and hippocampal functional connectivity converged on the core regions of the DMN.

On the other hand, external stimuli have also been shown to modulate the connectivity of the DMN (Esposito et al., [@B5], [@B4]; Hampson et al., [@B15]; Marrelec and Fransson, [@B22]; Newton et al., [@B24]). Using a working-memory task, Esposito et al. ([@B5], [@B4]) found that the functional connectivity within the DMN was spatially modulated by the level of working memory engaged and correlated with task performance. Similar results have also been reported in another study where task performance was positively correlated with the functional connectivity between PCC and the medial frontal gyrus and ventral anterior cingulate cortex (MFG/vACC); both during task and at rest (Hampson et al., [@B15]). Recently, another study reported that the functional connectivity of the DMN increased as cognitive load increased (Newton et al., [@B24]). Conversely, Marrelec and Fransson ([@B22]) reported decreases in functional connectivity during task compared to rest. But, as pointed out by the authors, regions of interest (ROIs) were selected using resting state data, which may have deemphasized task responsive regions. In addition, the interaction between the DMN and the other networks has also been shown to be modulated by goal-directed tasks. Treserras et al. ([@B33]) found that the DMN and the sensorimotor network was functionally correlated during task performance, although there were no significant correlation between these two networks at rest.

While an increasing number of studies have suggested a modulatory effect of task and stimuli on the activity and functional connectivity of the DMN, the impact of goal-directed tasks on the effective connectivity of the DMN remain unclear. Functional connectivity is defined as statistical dependencies among regional time series. Any measures such as correlations, coherence, or transfer entropy that describe these dependencies can be used to characterize functional connectivity (Friston et al., [@B7]). While functional connectivity measures undirected statistical associations among brain regions, effective connectivity quantifies the directed coupling among regions: effective connectivity refers to the influence that one neural system exerts over another. Analyses of effective connectivity enable one to make inferences about information flow in a network, by comparing the evidence for different models of directed coupling. To better understand how different brain regions interact at rest and during task performance, one needs to study the directed (and possibly reciprocal) effective connections between them.

Studying the effective connectivity of the DMN -- and task-specific modulation of effective connectivity -- is of great potential significance. It allows us to discover how DMN regions interact with each other and may provide mechanistic insights into the effect of tasks on the activity and connectivity underlying the DMN. In this study, we elucidated the modulatory effect of exogenous (stimulus) processing on the effective connectivity within the DMN. We quantified the effective connectivity within the DMN both at rest and during performance of a gender judgment using functional magnetic resonance imaging (fMRI) data. In brief, group independent component analysis (GICA) analyses were used to decompose the functional images into spatially independent components (ICs). The default mode component was then identified in an automatic manner, using a canonical default mode template derived from previous studies. Activity of the default mode component was then summarized in terms of four ROI. Finally, effective connectivity among these four regions was estimated using stochastic dynamic causal models (DCM). This enabled us to detect directed effective connections -- subtending DMN activity -- that changed during task-related processing.

Materials and Methods
=====================

Subjects
--------

Sixteen healthy Chinese subjects (6 males, 10 females, aged 20.4 ± 3.3) participated in this study. All the subjects are right-handed. None were taking any psychoactive drugs or suffered from neurological or psychiatric disease prior to study. All subjects provided informed written consent and this study was approved by the Ethics Committee of Second Xiangya Hospital.

Task
----

Each subject underwent two sessions of fMRI scan. In one (rest) session, subjects were instructed to lie in the scanner, keep their eyes closed and not to think of anything in particular. The scan lasted for 5 min 6 s during which time 153 images were collected from each subjects.

The second (task) session employed a gender judgment task, in which subjects were asked to discriminate the gender of faces presented visually on a screen. An emotional face was presented for 20 ms, followed by a neutral face for 300 ms. Faces were presented every 3 s. Subjects responded with a button press. This session used a block design: the session began with a 12 s period of preparation, and then the subjects performed a block of the gender judgment task for 45 s. This was followed by a rest block which lasted for 15 s. The whole scan consisted of five task blocks and four rest blocks and the session lasted for 4 min 57 s. A total of 99 scans were collected for each subject.

Data acquisition
----------------

Data were acquired in the third Xiangya Hospital, Hunan Province, China on a 1.5T MRI scanner (Siemens, Erlangen, Germany). To reduce head motion during scanning, participants' heads were fixed using foam pads within a standard birdcage head coil. The functional MR images were obtained using gradient-echo T2\*-weight echo-planar imaging (EPI) sequence. For the resting state data, the following parameters were used: TR = 2000 ms, TE = 40 ms, FOV = 24 cm, FA = 90°, slice thickness = 5 mm. For the gender judgment task, the parameters were: TR = 3000 ms, TE = 40 ms, FOV = 24 cm, FA = 90°, slice thickness = 4 mm, gap = 1 mm. High resolution T1-weighted 3D images covering the whole brain were also collected for each subject with a 1900 ms TR, and TE of 192 ms, and a FA of 15, yielding 176 slices of 1.0 mm thickness with a FOV of 25 cm.

Data preprocessing
------------------

Data were preprocessed using SPM8[^1^](#fn1){ref-type="fn"}. For the rest data, the first 13 functional images for each subject were discarded to ensure signal stabilization. For the task data, the first four images were discarded for each subject. A six-parameter rigid body transformation (three rotations, three translations) was used to realign the functional images to the first image of each session. Then the high resolution structural image was coregistered with the functional images and was subsequently segmented and the (non-linear) mapping between the anatomical image and the standard Montreal Neurological Institute (MNI, Quebec, Canada) template was then used to normalize the functional data. Finally, an 8-mm FWHM Gaussian kernel was used to smooth the data.

Generalized linear model
------------------------

We performed a conventional whole brain SPM analysis to identify task-related deactivations during task blocks relative to rest blocks. This analysis represents an alternative way of identifying the default mode, which we used to establish the construct validity of the default mode identified using independent component analyses (see below).

For the task session, subject-specific responses were modeled using a general linear model (GLM) that included the following regressors: (1) a boxcar function convolved with the canonical hemodynamic response function, modeling stimulus-bound processing; (2) the six motion parameters to model the movement correlated effects; (3) one constant regressor to model the baseline, and (4) cosine basis functions, to model possible signal drift and aliased respiratory and cardiac signals. For the first level (within subject) analysis, a *t-*contrast was used to detect the brain regions that were deactivated by the gender judgment task for each subject. The *t*-contrast (contrast of parameter estimates) images were then entered into second-level (between-subject) analyses and a one sample *t-*test was performed to detect deactivations at the group level.

Independent component analysis
------------------------------

To identify discrete regions for subsequent DCM, we first characterized the DMN -- in each subject and session -- using ICA: after preprocessing, GICA was performed to decompose the rest and task data into spatial ICs using the GIFT software[^2^](#fn2){ref-type="fn"}. ICA identifies ICs by maximizing their statistical independence. GIFT implements ICA at a group level and decomposes the functional images into spatial independent patterns. For the current study, GICA was performed on the resting state dataset and the task dataset respectively. First, the optimal number of the ICs was estimated using the minimum description length criteria (Li et al., [@B21]). This number was 22 for the rest data and 26 for the task data. Time series from all subjects were concatenated and decomposed into ICs using the infomax algorithm, resulting in 22 independent spatial maps for the rest data and 26 independent spatial maps for the task data. The corresponding components for each subject were then calculated via a back reconstruction step.

The default mode component for each subject and session was identified in a fully automated manner. First, a DMN template was derived from previous studies (Calhoun et al., [@B3]; Fair et al., [@B6]) using the WFU PickAtlas Tool (Version 2.4). In the current study, the template was created using the bilateral precuneus, posterior cingulate, angular, and superior medial frontal cortex. Then the ICs were sorted using a multiple spatial regression (over voxels) of the template with the ICs. The IC with the highest regression coefficient was identified as the default mode component. To identify default mode regions that were expressed consistently over subjects, a one sample *t*-test was applied to subject-specific default mode components (for each session) to produce a statistical parametric map testing for the group mean DMN, under rest and task conditions.

Region of interest definition for DCM
-------------------------------------

Subject-specific ROIs were based on the identification of the default mode described above. For each subject and each session, four ROIs were identified: the PCC, the left later parietal cortex (LPC), the right later parietal cortex (RPC), and the mPFC. Subject-specific ROIs were centered on the local maximum of the default mode component that was nearest the maxima in the group mean. For each subject, the time series for all ROIs were extracted from a sphere region (radius = 6 mm). The location of the ROIs and the corresponding responses are shown in Figure [1](#F1){ref-type="fig"} for a typical subject. The periods of task performance are indicated by pink regions.

![**Representative region selection and fMRI responses for a typical subject**. **(A)** Shows the four core regions used to summarize the dynamics of the default mode on a subject-specific basis. These regions were selected as the maximum of subject-specific independent components that were closest to the group maximum as established with a between-subject SPM analysis of the default mode components. **(B)** Regional responses correspond to the principal eigenvariate of all voxels within 6 mm of the region's center. Abbreviations: mPFC, medial prefrontal cortex; PCC, posterior cingulate cortex; RPC, right lateral parietal cortex; LPC, left lateral parietal cortex.](fpsyg-03-00206-g001){#F1}

Dynamic causal modeling
-----------------------

Effective connectivity analysis was performed using DCM10 in SPM8. Stochastic DCM tries to explain how neuronal activity in one region is affected by neuronal activity in others based on non-linear stochastic differential equations. Distributed neuronal activity is modeled by hidden neuronal states associated with each region using neuronal evolution or state equations. In addition, hemodynamic state equations model the conversion from hidden neuronal states to observed fMRI signals via hemodynamic states, like blood flow and the deoxyhemoglobin concentration. These stochastic differential equations contain parameters corresponding to effective connectivity mediating influences both within and between regions. Conventional DCMs use deterministic state equations, which do not account for spontaneous neuronal fluctuations or state noise. However, ignoring neuronal fluctuations may lead to an incomplete model and inefficient parameter estimates. Furthermore, deterministic models fail to exploit spontaneous fluctuations in activity to estimate effective connectivity in the absence of a (known) experimental perturbation. Stochastic DCM finesses these problems by including random fluctuations in the state equations. In stochastic DCM, there are three sets of unknown quantities that needed to be estimated; these include the (coupling) parameters of the state equations, the hidden states, and precision of observation noise. Established estimation schemes, such as dynamic expectation maximization (DEM) assume that these quantities are conditional independent. However, we have recently proposed (and validated) a new estimation scheme called generalized filtering, which dispenses this mean-field assumption and can provide more informed online parameter estimates (Friston et al., [@B10]). See Li et al. ([@B20]) for further details -- and an illustrative application to fMRI time series.

We used generalized filtering to invert (fit) a fully connected DCM for each subject and session. The DCM results were then used to optimize the model (discover which connections where present). The parameter estimates from the optimized DCM were then compared at the between subject and session level -- as summary statistics -- to test for changes in coupling among DMM regions during the task sessions. We use exactly the same DCM for both the rest and task sessions; crucially, we did not include known exogenous inputs for the task sessions but let the fluctuations in neuronal activity model task-induced responses. This represents a more conservative analysis of the differences between the two sessions -- in the sense that we did not use prior knowledge about the differences between rest and task sessions.

In more detail: subject-specific stochastic DCMs were fully and reciprocally connected (resulting in 16 connections within and among four nodes) for the rest and task fMRI sessions respectively. This full DCM was inverted using generalized filtering. The best (reduced) model for both the rest and task-related data was recovered using a Bayesian network discovery scheme -- *post hoc* model optimization (Friston et al., [@B8]). This optimization uses the estimates from a full model to calculate the model evidence and parameter estimates for all reduced models. The reduced model (and parameter estimates) with the greatest model evidence was selected as the best model. The ensuing DCM (and parameters) was generated for each subject and session. In this study, we assumed that the model was a fixed-effect in the population. Bayesian parameter averaging was then performed over subjects for the rest and task sessions respectively, to assess task-induced changes in connectivity. This parameter averaging procedure treats the posterior distribution of one subject as the prior for the next and provides a single posterior density for the entire group (Kasess et al., [@B17]). Inference on the presence of a connection at the between-subject level was then made using the posterior density of the group average connection strength.

Results
=======

The standard SPM analysis revealed that the gender judgment task deactivated the core regions of the DMN including the right angular gyrus, the right precuneus, the left inferior parietal gyrus, the right cingulate gyrus, and the left MFG (Table [1](#T1){ref-type="table"}). These results are threshold at *p* \< 0.001, uncorrected but survived correction at *p* \< 0.05 for a small volume correction at the regional level.

###### 

**Brain regions that are deactivated during the gender judgment task**.

  Regions                   L/R   BA   Cluster size   MNI coordinates   *T*-value        
  ------------------------- ----- ---- -------------- ----------------- ----------- ---- ------
  Angular gyrus             R     39   162            46                −76         30   5.88
  Precuneus                 R     31   514            12                −50         36   5.48
  Precuneus                 R     7    80             26                −80         46   4.91
  Inferior parietal gyrus   L     19   61             −36               −74         42   4.74
  Cingulate gyrus           R     31   138            2                 −38         40   4.41
  Medial frontal gyrus      L     10   45             −10               58          2    4.51

Group ICA analysis was performed on both the rest and task-related fMRI data to decompose the time series in terms of spatial ICs. The DMN was identified then using a default mode template. Figure [2](#F2){ref-type="fig"} shows the mean default mode component (SPM) for both sessions. Figures [2](#F2){ref-type="fig"}A,B show the mean default mode component for the all the subjects at rest and during performance of the gender judgment task respectively. Figure [2](#F2){ref-type="fig"}C shows the task-induced deactivation pattern (SPM). Figure [2](#F2){ref-type="fig"}D shows the overlap of the DMN identified using independent component analysis and task-related deactivation respectively. It can be seen that the spatial pattern of the DMN identified using these different criteria were highly consistent -- showing a high degree of overlap with each other. Here the results was displayed at *p* \< 0.005 (uncorrected for display purposes).

![**Statistical parametric maps following one sample *t*-tests on the default mode components over subjects (thresholded at *p* \< 0.005 uncorrected)**. The upper rows show the default mode component at rest **(A)** and during the task session **(B)**. **(C)** Shows the task-induced deactivations, detected using a conventional SPM analysis of task-related effects within the task sessions. This represents an alternative way of identifying default mode regions and validates the default modes identified with independent component analysis. This construct validation is shown in terms of the overlap in the lower row **(D)**.](fpsyg-03-00206-g002){#F2}

Based on the results of the ICA analyses, four ROIs were defined including the PCC, LPC, RPC, and mPFC. The ROIs and corresponding responses are shown in Figure [1](#F1){ref-type="fig"} for a typical subject. Figure [3](#F3){ref-type="fig"} shows the estimated hidden (neuronal and hemodynamic) states of the mPFC following inversion (generalized filtering) for a typical resting state session. The upper and middle panels depict the estimated hidden states including neuronal activity, vasodilatory signal, normalized flow, volume, and deoxyhemoglobin content. The lower panel shows the predicted response and prediction error. It can be seen that the conditional expectations or estimates of changes in neuronal activity (and subsequent changes in hemodynamic states) account for most, but not all, of the observed fluctuations in the fMRI time series. Crucially, the slower and larger fluctuations are well predicted; however, there are still high-frequency low amplitude fluctuations about these predictions that constitute an estimate of observation noise.

![**Exemplar results of the stochastic dynamic causal modeling**. These results are taken from a model inversion of resting state data from a single session. The underlying hidden neuronal and hemodynamic states are shown in the upper and middle **(A,B)**. The resulting BOLD time series are shown in terms of the model predictions and prediction error **(C)**. These results are shown as a function of time in scans for a region in the mPFC.](fpsyg-03-00206-g003){#F3}

A network discovery scheme was then used to recover the best model from the estimates of the fully connected DCM, using data from all the subjects and both datasets. Figure [4](#F4){ref-type="fig"} shows the results of this *post hoc* optimization. The left panel shows the log evidence over all 65536 reduced models (all permutations of connections between regions). The models on the left of the x axis have fewer connections, while the models on the right have more connections. One can see a general trend, in which models with more parameters have greater evidence. However, the local variations in log evidence mean that some models with fewer connections have more evidence than other models with more connections, despite the fact they cannot fit the data as accurately -- these models have greater evidence because they are less complex. Somewhat to our surprise, the fully connected model (the red dot in Figure [4](#F4){ref-type="fig"}A) had the greatest evidence and is the most plausible explanation for our data. In other words, removing any connection reduced model evidence. This can be intuited from the estimates shown on the right panel of Figure [4](#F4){ref-type="fig"}. One can see that the 90% Bayesian confidence intervals (pink bars) do not include a zero connection strength for any extrinsic (between region) connection. Usually, this means a connection contributes to model evidence in a substantial way.

![**This figure presents the results of *post hoc* model optimization or network discovery**. Having inverted a full model with full extrinsic connectivity, we then assessed the log model evidence for all reduced models (models with one or more missing connections). The model with the highest evidence was the full model -- as can be seen in **(A)**. This suggests that we can be almost certain the full model is the best explanation for these data. The corresponding conditional parameter estimates are shown over the 16 (intrinsic and extrinsic) connections in **(B)** as green bars. The associated 90% Bayesian confidence intervals are shown as pink bars.](fpsyg-03-00206-g004){#F4}

Figure [5](#F5){ref-type="fig"} shows the average optimized DCM and the significant (larger than zero with more than 95% confidence) connections for the resting state and task-related data set. Comparison of the coupling parameters at rest and during task performance reveals an increase (Figure [6](#F6){ref-type="fig"}) in most (13/16) of the connections within the DMN. Crucially, these increases included both extrinsic (between region) and intrinsic (within-region) coupling. This is important, because within-region coupling (parameters 1, 6, 11, and 16) is negative. This means, that one can summarize our results as a widespread and diffuse increase in extrinsic connectivity that is accompanied by a reduction of intrinsically mediated self-inhibition. In other words, there is an overall increase in the excitability of the DMN that -- perhaps counter intuitively -- produces task-related deactivation in the constituent regions (see [Discussion](#s1){ref-type="sec"}). This suggests that regional deactivation may be one side of an increase in the amplitude of (task-related) fluctuations.

![**Significant connections within the average full model under rest (A) and task (B) sessions**. Only the connections greater than zero, with more than 95% confidence are shown. The posterior mean for the coupling parameters are shown alongside the connections (arrows). Two-headed arrows indicate bidirectional (reciprocal) connectivity.](fpsyg-03-00206-g005){#F5}

![**Differences between the rest and task conditions for each of the 16 connections**. Note that the majority have increased.](fpsyg-03-00206-g006){#F6}

Interestingly, we also found significant correlations -- over subjects -- between task-related changes in neuronal activity and effective connectivity among the DMN regions. Figure [7](#F7){ref-type="fig"} shows the correlation between regional BOLD signal changes and (efferent and afferent) effective connection strengths for the mPFC during task performance. Regional changes in BOLD signal in the PCC were significantly (*p *= 0.04) correlated with the strength of its effective efferent connection to the mPFC (Figure [7](#F7){ref-type="fig"}A). Similarly, BOLD signal changes in the LPC was significantly (*p *= 0.006) correlated with the strength of the afferent effective connection from mPFC (Figure [7](#F7){ref-type="fig"}B). These relationships show that differences in effective connectivity mediate proportional task-related activations and deactivations over subjects.

![**Correlation between regional BOLD signal changes and effective connection strengths within the DMN**. **(A)** Percent BOLD signal change in the PCC was significantly (*p *= 0.04) correlated with the strength of its effective connection to the mPFC. **(B)** Percent BOLD signal change in the LPC was significantly (*p *= 0.006) correlated with the strength of the effective connection from mPFC to LPC.](fpsyg-03-00206-g007){#F7}

Discussion {#s1}
==========

In this study, we evaluated resting state effective connectivity within the DMN using stochastic DCM. Significant effective connectivity was detected among four core regions of the DMN including the PCC, LPC, RPC, and mPFC. The same analysis was then applied to fMRI responses obtained during a gender judgment task. Comparison of the effective connectivity strength within the same network showed a modulatory effect of the task on its effective connectivity: with significant increases in the effective connectivity between regions of the DMN; in conjunction with a decrease in (intrinsic) self-inhibition in every region. These results suggest that although the activity of the DMN was decreased during periods of task performance, the effective connectivity among default mode regions increased to render them more excitable.

Resting state effective connectivity of the DMN
-----------------------------------------------

To the best of our knowledge, this is the first study to investigate resting state effective connectivity and its modulation by task-related processing, using stochastic DCM. Recently, some researcher have tried to investigate directed resting state connectivity between DMN regions using a variety of methods including Granger causality (Uddin et al., [@B34]; Zhou et al., [@B37]), Bayesian networks (Wu et al., [@B36]), and partial directed coherence (Silfverhuth et al., [@B31]). One key advantage of DCM -- over other schemes -- is the use of a hemodynamic model to map hidden neuronal states to observed fMRI signals. This is of great importance for fMRI data, where the observed blood-oxygen-level-dependent signals are hemodynamic convolutions of underlying neuronal signals. In this case, "the inevitable effects that hemodynamic system imposes on causal inferences in fMRI data, lead us toward the methods in which causal inferences can take place in latent neuronal level, rather than observed BOLD time series" (Bakhtiari and Hossein-Zadeh, [@B1]). In the current study, significant bidirectional connections were detected between the PCC and LPC, LPC and RPC as well as RPC and mPFC at rest. Moreover, an inhibitory effect from the PCC to mPFC was observed. Our finding of significant effective connectivity within the DMN at rest is consistent with previous studies of the DMN (Uddin et al., [@B34]; Wu et al., [@B36]; Zhou et al., [@B37]). Despite differences in methodological details, all the three studies detected significant causal interactions between the PCC and mPFC. As the most important nodes of the DMN, the PCC, and mPFC are inferred to be connected in previous reports of functional and anatomy connectivity (Greicius et al., [@B12], [@B13]; Esposito et al., [@B5], [@B4]; Price, [@B25]). Moreover, the PCC has been reported to be connected with LPC and RPC in humans (Wu et al., [@B36]; Zhou et al., [@B37]) and robust anatomical connections with the parietal cortex have also been reported in macaque monkey (Kobayashi and Amaral, [@B18], [@B19]).

Effect of gender judgment on the effective connectivity of the DMN
------------------------------------------------------------------

In this study, we found task-related effects on the effective connectivity within the DMN. Note that this effective connectivity corresponds to the average effective connectivity over both task and rest periods in the gender judgment sessions. In other words, we did not model changes in connectivity specific to the task blocks -- we were more interested in the underlying effective connectivity, while alternating between task performance and rest blocks. In other words, we were interested in the pervasive effects on coupling within the default mode induced by a "non-rest" set or context that includes task performance, task switching, and associated changes in cognitive and attentional set. Task-specific effects were modeled in our DCM by time-dependent fluctuations in activity (hidden neuronal states) that one can associate with event-related and induced neuronal responses.

Within this context, the gender judgment task-induced changes in the coupling of core regions within the DMN. The DMN regions were more tightly connected to each other during task sessions. Bidirectional connections between LPC and mPFC, between PCC and RPC, along with a positive connection from PCC to mPFC were detected during the task sessions, while these connections were not significant at rest. Notably, most of these task-specific connections are to or from the mPFC. This result is in agreement with a recent study that noted increasing cognitive load shifts the DMN functional connectivity pattern from more posterior (PCC) to more anterior (mPFC) regions (Esposito et al., [@B4]).

Although activity of the DMN decreased during task performance, this was mediated by an increase in excitability and coupling. Our findings are consistent with previous functional connectivity studies that report increased functional connectivity within the DMN during task performance (Esposito et al., [@B5], [@B4]; Hampson et al., [@B15]; Newton et al., [@B24]). The coupling parameters in DCM represent connection strengths, describing the strength of a coupling in terms of the rate (in Hz) at which a response is elaborated in the target region (Friston et al., [@B9]), greater coupling parameters suggest a faster (stronger) response in the target region. In this study, we detected increased effective connectivity within the DMN during task performance. In addition, we found significant correlations between regional BOLD signal changes and effective connection strengths. Larger (faster) BOLD signal changes were associated with stronger effective connections over subjects (Figure [7](#F7){ref-type="fig"}). In short, increased effective connectivity within the DMN may facilitate faster and large amplitude fluctuations in BOLD signal that appear as activations in task-related regions and deactivations in the DMN. That is to say, increased effective connectivity may enable a more efficient (faster) switching from rest to task mode. This result is consistent with the hypothesis that decreased task-dependent activity in the DMN may be associated with increased engagement of its constituent regions (Hampson et al., [@B15]).

It may seem paradoxical that a decrease in self-inhibition serves as the best explanation for the deactivation of the default mode during task performance. The resolution of this paradox lies in remembering that we are allowing for differences in both endogenous activity and (time-invariant) connectivity. This means that large (task-related) fluctuations in neuronal activity below average levels during task performance are amplified by decreased self-inhibition and are communicated to other (DMN) regions by enhanced extrinsic connectivity. The net result is a greater task-related deactivation in DMN regions. In other words, there is an antisymmetric effect of connectivity on fluctuations in neuronal activity about average levels -- activations are more positive and deactivations are more negative.

In summary, our main result is that a switch in cognitive set from rest to task-orientated modes of activity increases the effective connectivity among the constituents of the DMN and consistently increases their intrinsic excitability. Conventional views of DMN function hypothesize that the DMN is active at rest and suspended during cognitively demanding tasks. However, previous studies have reported an increased engagement of the DMN during task performance (Hampson et al., [@B15]; Newton et al., [@B24]). In addition, task performance has also been shown to be correlated with the spatial pattern and the strength of functional connectivity within the DMN (Esposito et al., [@B5], [@B4]; Hampson et al., [@B15]). Better performance was associated with greater functional connectivity (Hampson et al., [@B15]). We found that a switch in cognitive set from a rest to task increases effective connectivity in the DMN and increases its intrinsic excitability. In dynamical terms, this implies an increase in sensitivity to exogenous inputs or equivalently, a loss of stability and a move toward a critical regime that might facilitate the processing of sensory input and task-related processing. Thus, our findings may support earlier proposals that the DMN may facilitate or monitor cognitive performance rather than being disengaged during cognitive tasks.
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