Route search is an application for planning an efficient route via points of interest specified by search terms. Essentially, the search requires to find the fastest route, from the location of the user to a specified destination, through geographical entities whose type is indicated by the search terms, e.g., a route via a "Coffee Shop" and a "Pharmacy". To that end, it is essential to take into account traffic conditions and temporal constraints, such as opening and closing hours of institutes and businesses. We assume that the search is applied under conditions of uncertainty where a user may discover that she is unsatisfied with the visited entity only upon arrival at the point of interest. Thus, it may be required to visit several entities of the same type till discovering one that satisfies the user. In an interactive search, the user provides feedback after visiting an entity, to indicate when there is no need to go via additional entities of the same type. We show how interactive route search, suitable to be applied on smartphones, can be used for traffic aware route search under conditions of uncertainty and we provide effective heuristics for computing a route interactively.
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the search terms rather than to merely view the locations of the points of interest on a map. Accordingly, the answer to such a search should be a route that goes via discovered points of interest.
In a route search, the main task is to satisfy the constraints specified by the user and to provide a route that is as fast as possible and complies with temporal restrictions such as opening hours of entities. In addition, the route should take into account uncertainty regarding user satisfaction, because visited entities may not satisfy the user. For instance, a user may only discover upon arrival at a restaurant that there is no available table there or that the restaurant serves dishes that are unsuitable for her diet. In such case, it is required to plan a route via several entities of the same type. The following example illustrates this. Example 1.1. A tourist visits San Francisco and wants to go from her current location to some destination, via the following four types of entities: (1) a "coffee shop", (2) an "ATM", (3) a "shoe store", and (4) a "vegetarian restaurant", specified by textual search terms. Utilizing ordinary geographic search applications, she can perform four separate local searches, i.e., a different search for each entity type. Each local search will result in a ranked list of entities, where the rank indicates the likelihood that the entity will satisfy her. The user will then need to plan a route based on these results. However, joining the search results and constructing an effective route via the entities is a complex task. On one hand, going via those entities with the highest rank is likely to increase the probability of satisfying the search requirements, but such a route may be ineffective and may travel back and forth in the city. On the other hand, choosing entities with the sole intention of providing a short route may require going via entities with a low rank, and this is likely to reduce the chances of satisfying the user. Furthermore, taking into account traffic conditions and temporal constraints, such as the need to be at the restaurant at lunch time and arrive at the shoe stores during their opening hours, increases the intricacy of the problem even further.
Several papers studied the problem of how to formulate and process route-search queries. Some papers dealt with finding the shortest route without taking uncertainty into account [2, 3, 12, 5, 14] . Other papers dealt with uncertainty by assigning probability of success to the geospatial objects and developed algorithms for route search over probabilistic data sets [9, 11, 13] .
One of the approaches for dealing with the uncertainty whether a visited entity will satisfy the user is to plan a route via several objects of the same type. For instance, in Example 1.1, to increase the probability of satisfying the user, the system can compute a route that goes via several shoe stores. However, traversing several shoe stores increases the travel time.
Smartphones support an alternative approach for dealing with route search under conditions of uncertainty. They allow utilizing user interaction to provide a route that is short and effective in satisfying the user [9, 10] . In an interactive search, the route is computed in steps. In each step, the next entity to be visited is provided to the user and after the visit, the user returns a feedback regarding her satisfaction with the visited entity. The next entities on the route are computed according to the feedback. (Interactivity can also be achieved by providing a complete route to the user and recomputing the route in any case of a negative feedback.) The goal in previous papers [9, 10] was to minimize the expected travel distance. For instance, the tourist in Example 1.1 provides a feedback after each visit at a shoe store to inform the system whether there is a need to visit additional shoe stores. The main task is to effectively compute the route while taking into account, in each step, the possibility of a positive feedback and that of a negative feedback [6] . Obviously, the number of possible feedback scenarios is exponential in the number of entities, and thus, query evaluation is hard.
Previous papers (see [9, 10] ) on interactive route search dealt with the problem of how to compute the shortest route and did not take into account traffic conditions and temporal constraints. Other papers dealt with planning a route noninteractively while taking into account the effect of traffic and temporal constraints [1, 7, 8, 16] . The novelty of this paper is in showing how to apply the interactive approach to the case of finding the fastest route while taking traffic conditions into account. The main difficulty is in dealing, jointly, with uncertainty regarding user feedbacks and with the effect of traffic on travel times in different road segments.
FRAMEWORK
In this section we formally present our model and define the problem being studied. In an interactive traffic-aware route search (iTARS) a user specifies a departure time τs, a destination locationt and provides a set of keyword search subqueries Q1, . . . , Qm. Each subquery is a four-tuple, Qi = (q, e, l, ds, d f ), where q is a set of search terms, e and l are the earliest and latest arrival times, finally, ds and d f are the estimated duration times in the cases where the visited entity satisfies or fails to satisfy the user, respectively. For example, the subquery ("vegetarian restaurant", 12:00, 14:00, 60, 5) expresses a requirement of arriving at a vegetarian restaurant between 12:00 to 14:00, with an estimated stay duration of 60 minutes in a restaurant if the user dines there and a stay duration of 5 minutes in a restaurant where the user visits and finds unsatisfying (e.g., no available tables).
The location of the user, denoteds is also part of the query (typically it is acquired using the built-in GPS tool of the device.) Thus an iTARS query is a tuple that has the form T = (τs,s,t, (Q1, . . . , Qm)).
Note that to facilitate the formulation of queries, default values can be used for the temporal constraints and the duration estimations. Such values can be calculated based on a statistical analysis of search history, however, how to do this is beyond the scope of this paper. Route search is conducted over a geospatial data set that comprises geospatial objects. Each object represents a realworld entity and has a type or a textual description. Objects may have temporal constraints such as opening hours.
A travel-time function, denoted f TT (u, v, τ d ), is a function that returns the average time it takes to travel from an object u to an object v when departing from u at time τ d . We have implemented such a function in a system for non-interactive traffic-aware route search [7] using real traffic data from the city of San Fransisco.
When evaluating a query we limit the road network in the search area to a search network that merely contains entities that are relevant for the search. Given a map that contains geographical objects, a travel-time function and an iTARS query, a search network SN is generated as follows. For each object o in the map and each subquery Qi, we generate a function pi(o) ∈ [0, 1], called probability of success (or probability, for short). The probability of an object o specifies what is the likelihood that o will actually satisfy the user with respect to the corresponding subquery. For example, in a search for "Italian Food", a restaurant called "Pizza House" is more likely to satisfy the user than a place called "Burger House". Assigning probabilities to objects can be done based on historical user feedbacks and informationretrieval techniques, however, this issue is beyond the scope of this paper.
Let Oi = {o | pi(o) > 0} be a set of objects, in the search area, that can potentially satisfy the user with respect to the subquery Qi. We also define for the start location the probabilities p0(o) = 1 when o = s, and p0(o) = 0 otherwise. We define for the destination location t, pm+1(t) = 1 and pm+1(o) = 0 for any o = t. We refer to the objects of the sets Oi as Points Of Interest (POIs). As a technical simplification, we make these POI sets disjoint by duplicating any object that belongs to multiple sets. With a slight abuse of notation we consider e, l, ds and d f as functions such that for POI o, e(o), l(o), ds(o) and d f (o) are the earliest, latest and estimated duration times, respectively. Note that e(o) and l(o) are affected by both constraints of the iTARS query and constraints of the object o such as opening hours. The search network is defined as SN = (O, P, f TT ), where P = {p0, p1, . . . , pm+1} and O = (O0, O1, . . . , Om+1).
A route is a sequence ρ = o1, . . . , on of objects of the sets in O. In an interactive route search, the route is computed in an iterative process. An initial route is provided to the user and after each stop at a POI, the user provides a feedback. A positive feedback for an entity of set Oi means that there is no need to visit additional entities of Oi, whereas a negative feedback requires visiting additional entities of type Oi. After each negative feedback, the route is reevaluated and depicted, as illustrated in Figure 1 .
QUERY EVALUATION
We now present two algorithms, namely Greedy Search (GS) and Expected Travel-time Minimizer (ETM), for evaluating a given iTARS query T = (τs,s,t, (Q1, . . . , Qm)), over a search network SN = (O, P, f TT ).
Greedy Search (GS)
We begin by presenting Algorithm 1 (Algorithm GS). This is an iterative greedy algorithm. The main loop of the algorithm (at Line 2), starts with a route s, t, comprising merely the source s and the target t. In each iteration, the algo- rithm extends the partial route that was built in previous iterations by calling the method ExtendPath. It does so by adding a POI that satisfies those subqueries that are still unsatisfied, while striving to minimize the overall travel time.
Note that the constructed route contains at most one object from each set Oi, i.e., for each subquery Qi, there is at most one object that satisfies Qi in the sequence R that GS constructs. Satisfaction of the temporal constraints is under the assumption that all the objects on the route satisfy the user and the stay duration is accordingly. (When the assumption does not hold, a negative feedback causes the route to be recomputed.) This loop terminates when no further POIs can (or need to) be added to the route. At this stage, if the route satisfies the given TARS query, it becomes a candidate route. The overall travel time of a sequence R = o0, . . . , on when departing at l0 is computed as follows. The arrival at o1 is at time min {f TT (o0, o1, l0), e(o1)} which is the minimal time between the time it takes to arrive at o1 from o0 and the opening time e(o1) of o1. The departure from o1 is the arrival at it plus the stay duration ds(o1), i.e., τ 1 d = min {f TT (o0, o1, l0), e(o1)} + ds(o1). Accordingly, if the departure from oi is at time τ i d then the arrival at oi+1 is at min f TT (oi, oi+1, τ i d ), e(oi+1) and the departure from oi+1 is at min f TT (oi, oi+1, τ i d ), e(oi+1) + ds(oi+1). The overall travel time of R is the departure from on.
Expected Travel-time Minimizer (ETM)
The main idea in this algorithm is to always choose the next POI o to be visited such that: (1) o has not yet been visited, (2) the subquery corresponding to o has not yet been satisfied and (3) the time it takes to reach o, plus the expected travel time from o tot is minimal. For the algorithm to be applied efficiently it needs to determine the expected travel time from each POI o to the targett, for every possible departure time from o. These expectancy values are stored in a 3-dimensional matrix called the Expected Travel Time Matrix (ETTM). In this matrix, the cell M [i, j, i(τ )] represents the expected travel time from POI oi,j to the targett for a departure time τ from oi,j. Note that the notation i(τ ) represents the index allocated in the matrix for time τ where the time values are discretized as follows. Let T = {τ1, . . . , τK } be a set of discrete time values covering a period of 24 hours from 00:00 to 23:59. Then, i(τ ) is the index of τ in T (assuming it exists).
Algorithm 1
The GS Algorithm GreedySearch(T , ρ, l0) Input: An iTARS query Q, a partial route ρ and l0, the departure time from s Output: An answer to T 1: R ← ρ 2: while there exists Qi that is not satisfied by R do 3:
R ← ExtendPath(T, R, l0) 4:
if R = ∅ then 5: break 6: return R ExtendPath(T , ρ, l0) Input: iTARS query T , partial route ρ, departure time l0 Output: Extended route R 1: R ← ∅ 2: ∆ ← ∞ 3: let ρ = o0, . . . , on 4: for each set Oi such that Oi ∩ {o1, . . . , on} = ∅ do 5:
for each POI o in Oi do 6:
for k = 1 to n do 7:
if R satisfies the temporal constraints of T then 9:
∆ ← overall travel time of R departing at l0 10:
if ∆ < ∆ then 11:
The algorithm operates in an interactive manner based on the user feedback and the ETTM. Kanza et al. [10] showed that even finding the expected distance from any POI tō t is NP-Hard. When travel time varies, the computation is even more intricate. Hence, computing the ETTM is computationally hard, and we do not expect to find a polynomial time algorithm for this task.
We, therefore, propose a dynamic-programming heuristic algorithm. First, we provide some definitions and notations. Let τ denote the arrival time at a given POI. Let
, e(v)) − τ denote the time it takes to arrive at POI v, taking into account its opening hour, when departing from u at time τ + d. Assume that the POIs in each Oi are sorted. The notation oi,j refers to POI number j in the POI set Oi. How to sort the objects is discussed in Section 3.3.
A penalty value πi is defined for each POI set of O. This value represents the penalty for the case where the resulting route completely fails to satisfy subquery Qi. That is, a case where all the visited POIs of Oi failed to satisfy the user. In our case, we set πi to be the time it takes to travel via all the POIs of Oi, including the estimated failure stay durations.
We now present the algorithm for creating the ETTM. We begin with the assumption that the order by which POI types should be visited is predefined,and corresponds to the list O = (O0, O1, . . . , Om+1). We later show how to improve the algorithm to support the general case where the order is partial or undefined. We set the values of the ETTM according to Figure 2 . The matrix is created in a reversed order, from m + 1 down to 0, then from |Oi| down to 0, and finally, assigning the times in T from τK down to τ1. Throughout the algorithm we use the notation min b i=a f (i) to denote the minimal value of f (i) in the index set {a, a + 1, . . . , b}.
The computation of the ETTM is as defined in Figure 2 .
, as it appears throughout the figure, represents the expected arrival time att when arriving to POI u at time τ and heading towards POI v. The formula in Figure 2 comprises the following cases.
Case (1) deals with the arrival at the target. Arrival on time has no cost. Arriving too late has a cost of a large penalty. (The penalty is equivalent to the case of failing to satisfy all subqueries.) Case (2)represents arriving on time at some POI of the POI set Oi. Case (3) is the same as Case (2) for the case where the POI is the last POI of its set Oi.
Case (4) represents arriving late at some POI of the POI set Oi. Case (5) is the same as Case (4) for the case where the visited POI is the last POI of Oi.
Finally, Case (6) deals with τ not being in T . In this case we find an interval of discrete times [τ k , τ k+1 ] such that τ k , τ k+1 ∈ T and τ ∈ [τ k , τ k+1 ]. We then perform a linear interpolation of E[i, j, τ k ] and E[oi,j, τ k+1 ].
Ordering the POIs in Each Oi
It is apparent from examining the formula in Figure 2 that the order of the POIs in each Oi (the j-order), is significant. The reason for this is that if POI oi,j fails to satisfy the user, then only POIs whose index in Oi is greater than j are considered in following steps. This means that for high values of j, there will be less alternatives to consider upon failure, ultimately increasing the probability of paying the penalty πi. As a heuristic, we place the POIs with the highest expected distance last in the order. An algorithm for approximating expected distance has been proposed in [10] . Finally, since the value of the penalty πi represents a failure to satisfy the subquery Qi, we define πi to be the time it takes to travel via all the POIs of Oi according to their j-order, spend a duration of d f at each POI except the last one, and a duration of ds in the last POI of Oi (this is similar to a solution that was proposed in [10] ).
Extending ETM
As mentioned earlier, the proposed algorithm for computing the ETTM assumes there is a complete order over the subqueries. Supporting the general case in which any order O1,1)+ftt(O1,1, O1,2,τ) + df(O1,2)+ ftt(O1,2, O1,3,τ)+ ds(O1,3) is possible can simply be achieved by iterating over all possible orders and selecting the one that yields the minimal expected travel time to the target. The number of possible orders is exponential in the number of subqueries, however, in real-life scenarios we can assume the number of subqueries is small and consider it as a constant, say smaller than 5.
The algorithm can be further improved by defining the time values of T differently for each POI, based on its earlies and latest allowed arrival times. In Section 4, we choose the number of time values for each Ti,j to be such that the delta between two sequential time values is 30 minutes. Figure 3 depicts an example of a driver (marked by an ×) that wants to reach a destination (marked by a star ), via a parking lot where she needs to park her vehicle. The approach of the ETM algorithm is illustrated in the figure. The numbers by the dashed lines represent the travel times between pairs of POIs-in this simple example they are independent of the departure time. The expected travel time for A is the best because, in case it fails, there is still a nearby parking option-parking lot H. Hence, as shown in the figure, it is best to drive to A despite the fact that C is both closest and has the best probability of success.
Illustration of a Route Search

EXPERIMENTAL RESULTS
This section reports and analyzes an experimental evaluation of the algorithms that were presented in Section 3. The section describes the data and the methodology that we used and provides an analysis of the results. Our goal is to compare the algorithms according to (1) their rate of success in finding a solution to iTARS queries, (2) their effectiveness, that is, the overall travel time of the computed routes, and (3) their efficiency, i.e., the running time that it takes to compute a solution.
Setting
In our experiments we used the dataset and the queries that are presented below.
Dataset
To conduct tests over real-world data, we used the Ya-
else if τ ∈ T and p(oi,j) · min |O i+1 | z=1 (δ(oi,j, oi+1,z, τ, ds(oi,j)) + E[i + 1, z, τ + δ(oi,j, oi+1,z, τ, ds(oi,j))]) + j + 1 < |Oi| and (2) (1 − p(oi,j)) · min
(δ(oi,j, oi+1,z, τ, ds(oi,j)) + E[i + 1, z, τ + δ(oi,j, oi+1,z, τ, ds(oi,j))]) + else if τ ∈ T and (3) (1 − p(oi,j))· j + 1 = |Oi| and πi + min
else if τ ∈ T and min
else if τ ∈ T and πi + min
The expected travel time from POI oi,j to the targett hoo! Local Search API 1 to generate a dataset of pointsof-interest in the city of San Fransisco. Using this API we issued 5 search subqueries: (1) "parking", (2) "gas station", (3) "restaurant", (4) "bank" and (5) "coffee shop". We denote these subqueries by q1, . . . , q5. The search was limited to an area in San Francisco, and the first 10 objects of each result were retrieved. Retrieving 10 objects from each result is based on the tendency of geographic search engines to provide results in batches of size 10 (e.g., see maps.google.com). There are additional, more sophisticated, methods for deciding which objects should serve as candidate POIs. For instance, previous papers have shown how to reduce the number of objects that need to be considered when answering a route-search query, including the use of spatial indexes [2, 4, 14] . Their methods can be combined with our algorithms for the step of constructing the search network. Furthermore, the user can also manually filter some of the search results which she determines to be irrelevant.
We assigned success probabilities to the objects based on their position in the search results, that is to say, if an object o1 precedes an object o2 in the search result then o1 was assigned a higher probability than o2. We did so because search engines rank the objects by their relevance to the search terms. Thus, we try to make the probabilities proportional to the relevance scores. The assigned probabilities were constructed in the range [0.6, 0.9] using the distribution function e −γ·(i−1) − (1 − p h ), where γ = − ln(1+p h −p l ) nr −1 , p h = 0.9, p l = 0.6, nr = 10, and 1 ≤ i ≤ 10 is the position of the object in the search result. This distribution yields a behavior that is similar to the known "long tail" phenomenon in Web search. The dataset that we used is available online as an XML document (see [15] ).
Search Queries
We generated the subqueries Q1, . . . , Q5 from the search queries q1, . . . , q5, as follows. First, we choose start and end locations arbitrarily in the area of San Fransisco. Next, we set time constrains for the start and end locations and for the subqueries Q1, . . . , Q5, as shown in Table 1 .
Search
Earliest Latest Stay Query Arrival Arrival duration source 11:00 11:00 0 target 11:00 18:00 0 "parking" 10:00 18:00 90 "gas station" 06:00 23:59 15 "restaurant" 11:00 15:00 90 "bank" 10:00 17:00 45 "coffee shop" 10:00 18:00 45 In this table, "Earliest" and "Latest" refer to the arrivaltime constraints. Stay duration refers to the estimated stay duration at POIs of this type and is given in minutes. For simplicity, we set the failure duration to be equal to the success duration. From the subqueries Q1, . . . , Q5, we generated two sets of iTARS queries. The first set, called 2cat, comprises all pairs of subqueries among Q1, . . . , Q5. The second set, called 3cat, was created by choosing all possible triples of subqueries from Q1, . . . , Q5. Hence, 2cat and 3cat both contain 
Building a Scalable Travel-Time Function
To generate the traffic data, we used the Bing Maps API 2 2 http://msdn.microsoft.com/en-us/library/cc966826.aspx to get real travel times within the city of San Fransisco. This API receives the locations of a source and a destination, and it returns the fastest travel time from the source to the destination at the time of the search, taking into account live traffic data. Given a set of predefined POIs, we sampled the travel time between each pair for different departure times. The measures were conducted in intervals of approximately 10 minutes for a period of 24 hours. Based on this sample, we created a travel-time function, which for any given hour and a pair of objects, returns the travel time between these objects at the given hour. We used linear interpolation to complete the travel-time function for departure times that were not measured.
For each pair of distinct POIs, the data contains a set of time-dependent travel-time samples in intervals of 10 minutes, for a 24-hour time period. Hence, on a dataset of n objects, the number of time samples is 24 · 6 · n · (n − 1) = 144(n 2 − n). Therefore, using this approach for every possible pair of POIs in a city is not scalable. To provide scalability, we partitioned the city of San-Fransisco into 50 areas. In each area we arbitrarily selected 50 POIs and generated a travel-time function for every pair of POIs, as described above. Similarly, we choose the center of each area, and for each pair of centers, we constructed a travel-time function.
To obtain the travel-time for any given pair of POIs (o1, o2) and a departure timet based on the above partition, we conduct the following procedure.
1. If both POIs are in the same area, we find the two closest (previously-selected) POIs to o1 and o2. Suppose that o 1 and o 2 are these points. The travel-time function for the pair (o1, o2) is defined as that of (o 1 , o 2 ) multiplied by the ratio
of distances between the pairs.
2. If the POIs are not in the same area, let (c1, c2) be the centers of the areas in which they reside. The traveltime function is the sum of the travel-time functions for the pairs (o1, c1), (c1, c2) and (c2, o2).
Using this method we can approximate the travel time for any two POIs in a city in a scalable fashion.
Environment
Our algorithms were implemented using the Microsoft .Net Framework. Our experiments were conducted on a computer with a 64 bit ICore 5 Dual Core Intel processor and with 4GB of RAM.
Results
We begin by evaluating the effectiveness of the ETM algorithm by comparing it to the GS algorithm. Given an iTARS query, the algorithm generates an initial route as an answer. However, the actual route that a user will travel depends on her satisfaction feedback for each of the visited POIs. That is, if the user is not satisfied with the latest visited POI, a route is recalculated from her last position. Hence, for the purpose of testing our algorithms, we generated "simulated users" by randomly generating a user satisfaction feedback for each POI, according to the success probability of the POI. For each query in 2cat or in 3cat, we generated 10 sets of user feedbacks, as described above. (We used 10 sets of feedbacks instead of just 1, to increase the reliability of our results and reduce "statistical noise".) For each query and Query Set Algorithm Name Success Ratio 2cat GS 99/100 2cat ETM 100/100 3cat GS 93/100 3cat ETM 100/100 each simulated user, we measured the overall travel time for reaching the target location. If the algorithm fails to find a route that eventually satisfies the user, a failure is reported.
In Table 2 we report the ratio of success in finding a satisfactory route, for the two algorithms, the simulated users and each of the queries. Note that the ETM algorithm was successful in finding a satisfactory route in all of our tests.
In Table 3 we report the average travel times on computed routes, for the two query sets, while ignoring the cases in which both algorithms failed to find a route. Note that the reported travel times also includes the stay duration at each visited POIs. The table shows that the routes computed by Algorithm ETM are faster by 21 minutes for 2cat and by 34 minutes for 3cat, on the average, compared to routes computed by Algorithm GS. This is an improvement of approximately 15 percents.
Finally, in Table 4 we present the running times of the algorithms. The values refer to the time it takes for each algorithm to produce its initial route. Note that recomputing a route upon a negative user feedback takes less time than the computation prior to the feedback, since there are less POIs to consider.
Example
To illustrate what makes the routes computed by Algorithm ETM more effective than those produced by Algorithm GS, we compare a route computed by GS to a route computed by ETM, in a typical scenario. The routes are depicted in Figure 4 . The route produced by Algorithm GS is presented in blue and the route produced by Algorithm ETM is presented in red. Since, in our tests, we set the estimated stay duration of objects to be identical for failure and success, an effective strategy is to aim to selecting POIs with a high success probability when estimated stay durations are relatively long. In the presented scenario, an estimated stay duration of 45 minutes at the coffee shop is relatively high. The ETM algorithm selects the coffee shop at the south due to its high success probability (%86), although the way to it diverts from straightly going to the target. On the other hand, the GS algorithm selects a coffee shop that is along the way to the destination, while disregarding its relatively low probability of success. As a result, when this coffee shop fails to satisfy the user, time is wasted on recovering from the failure (i.e., going to another coffee shop). Note that Algorithm ETM computes a route that arrives at the destination at 12:53 whereas the route produced by Algorithm GS completes the travel 48 minutes later, at 13:41. In general, an effective strategy requires more than merely selecting the POIs with the highest probabilities. In particular, this is true when stay durations are relatively low (or when stay durations upon failure are low). In many such cases, Algorithm ETM computes routes that go by clusters of POIs, so that when a POI fails to satisfy the user, there are alternative nearby POIs that may satisfy the user without forcing her to travel far.
RUNNING TIME ANALYSIS
Analyzing the running time of interactive algorithms is different from analyzing the running times of non-interactive algorithms because the running time of an interactive algorithm depends on the feedbacks. The number of recomputations of the route is equal to the number of negative feedbacks. (Note, however, that the number of feedbacks does not indicate how fast will be a travel along the computed route.) Thus, we refer to the time it takes an algorithm to provide the initial route, to the user, as its preprocessing time and to the time it takes the algorithm to recalculate a route upon a negative feedback as its step evaluation time.
In practice, the step evaluation time is not as important as the preprocessing time. The reason is that the algorithm can be reapplied speculatively in the background while the user is on route to her next POI, taking into account that it failed to satisfy the user. The algorithm can thus promptly offer an alternative route in case the user provides a negative feedback upon visiting the next POI. The running times in Table 4 suggest that the time it takes to apply the algorithm is, generally, significantly smaller than the typical time it takes a user to travel from one POI to the next.
The preprocessing time of an algorithm is important because it represents the time the user needs to wait after she issues her query till she can start traveling. Since the preprocessing time of Algorithm ETM is relatively slow (see Table 4 ), using it to calculate an initial route is problematic. To solve this problem a hybrid algorithm is proposed. Such an hybrid algorithm can use a fast algorithm, such as GS, to calculate an initial route, and then, while the user is traveling to her first POI, apply Algorithm ETM to find the next POIs to be visited. In this case one route should be calculated for the case of a positive feedback, for the first POI, and another route for a negative feedback. The hybrid algorithm can then promptly provide the next POI to be visited based on the user feedback, utilizing the results of the algorithm that were speculatively precomputed for the two options.
To evaluate the effectiveness of this hybrid approach, we ran the tests described in Section 4. Table 5 shows the effectiveness of the hybrid algorithm using our test enviQuery Set Success Ratio Average Travel Time 2cat 100/100 127 minutes 3cat 97/100 211 minutes Table 5 : The effectiveness of the hybrid algorithm.
ronment. The hybrid approach finds routes that are, on average, around 8 − −9 percents more effective than those computed by the GS algorithm. Also its success rate is better that that of GS. Hence, the hybrid algorithm achieves good results while maintaining practical running times.
CONCLUSIONS
This paper studies the problem of Interactive Traffic Aware Route Search (iTARS). The main task is to plan a route over objects that are discovered by a geospatial keyword search, while taking into account time constraints, the effect of traffic on travel times and the uncertainty whether visited points of interest would satisfy the user. The goal is to find the fastest route that satisfies all the constraints, by utilizing user feedback interactively. That is, in iTARS, the search needs to deal with uncertainty where a user realizes she is unsatisfied with a POI only upon arrival at the POI. Hence, a route may visit several entities of the same type before finding one that satisfies the user. In this paper, an interactive approach is used for dealing with the uncertainty, where the user provides feedback after visiting each POI, thus indicating when there is no longer a need to go via additional POIs of the same type.
The problem of interactive route search is a generalization of the traveling salesperson problem and hence it is computationally hard. Thus, the paper introduces and evaluates two heuristic algorithms. The first heuristic is a greedy algorithm, namely GS, and the other heuristic is a more elaborate algorithm, namely ETM, which strives to find a route the minimizes the expected travel distance. We tested the algorithms using real traffic data. The traffic data was obtained using the Bing Maps API and the POIs were extracted using the Yahoo! Local Search API. An analysis of the results show that, the ETM algorithm is more effective than the GS algorithm, both in terms of success rate and in finding faster routes. Due to the fact that ETM requires a significant preprocessing time, we propose a hybrid algorithm which offers a practical approach by promptly providing relatively effective routes.
As future work, we plan to examine ways to improve the efficiency of the ETM algorithm. In addition, we plan to extend it to support queries with partial order constraints between POI types, e.g., an order constraint specifying that an ATM should be visited before reaching a restaurant. Furthermore, we plan to perform a more thorough evaluation of the algorithms and devise additional heuristic algorithms. The multi-rule partial sequenced route query. In
REFERENCES
