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i概要
ハイパフォーマンスコンピューティングとビッグデータ処理が融合したエクストリームビッグデータ処
理と呼ばれる分野が登場した．この分野のアプリケーションは，今後登場することが見込まれているポス
トペタスケールシステム上で実行される．科学計算アプリケーションには，チェックポインティングなど
の際に大量のファイルを生成するワークロードをもつアプリケーションがあり，そのファイル作成性能や
アクセス性能の向上が重要である．そのため，こうした分野で用いられる高性能計算機向けの分散ファイ
ルシステムの課題は，ファイル作成性能およびアクセス性能をいかに高めるかということである．近年の
多くの高性能計算機向けの分散ファイルシステムでは，ファイルをデータとメタデータにわけ，それぞれ
をストレージサーバとメタデータサーバで管理するアーキテクチャを採用しているが，この際に重要とな
るのがそれぞれのサーバの性能や設計である．ストレージサーバの性能はノード内でデータを管理するス
トレージデバイスの性能に依存しており，ストレージサーバのアクセス性能を高めるために，データを保
存するストレージデバイスとして PCI expressで接続された SSDやフラッシュなどの不揮発性メモリを
用いることが主流となってきた．これらのデバイスの中には，Fusion IO社の ioDriveのようにこれまで
のブロックデバイス向けとは異なるインタフェースでアクセスできるデバイスがある．このインタフェー
スは OpenNVMと呼ばれ，アトミックバッチライトやスパースアドレス空間などの機能を提供している．
これらのインタフェースを活用することでストレージサーバのバックエンドとなっているストレージシス
テムの性能を向上させることができる．本研究では，OpenNVMの特徴を活かしたローカルオブジェクト
ストレージを設計および評価し，さらにそれを用いた分散ファイルシステム PPFS の設計および評価を
行った．ローカルオブジェクトストレージのプロトタイプ実装のオブジェクト作成性能評価では，16ス
レッドを用いてオブジェクトを作成した際に directFS の 12 倍となる 740,000 IOPS の性能が示された．
また，アクセス性能評価ではデバイスのピーク性能の 97.7%の性能を示した．このローカルオブジェク
トストレージをバックエンドとした分散ストレージサーバ PPOSS を設計し，PPOSS をスケールアウト
するメタデータサーバ PPMDSと組み合わせることで設計した分散ファイルシステム PPFSのプロトタイ
プ実装は，5メタデータサーバ，128クライアントプロセスを用いることで，IndexFSの 2.52倍の性能で
ある 138,000 ops/sのファイル作成性能を示した．さらに，ファイル作成性能およびアクセス性能ともに
サーバのノード数でスケールアウトすることを示した．
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1第 1章
序論
1.1 研究の背景
天文学や気象学，生命科学をはじめとする科学計算分野においては，観測や実験によって得られたデー
タの解析をするためや観測や実験と並行してシミュレーションを実行するためにスーパーコンピュータ
をはじめとする高性能計算機が用いられる．こうした高性能計算機上で実行されるアプリケーションに，
ハイパフォーマンスコンピューティングとビッグデータ処理の融合したエクストリームビッグデータ処
理 [1]と呼ばれる分野のアプリケーションが近年登場した．この分野でのアプリケーションが扱うデータ
は量と種類がともにこれまでのビッグデータ処理分野で扱われてきたものより増えている．そのため，こ
のエクストリームビッグデータ処理分野における課題のひとつは分散ファイルシステムなどのストレージ
システムである．エクストリームビッグデータ処理の分野においては，解析に用いられるデータのサイズ
が大きくメモリに収まらないため，データをストレージシステム上に保存する必要がある．現在の高性能
計算機では，ストレージシステムとして計算ノードとは独立した分散ファイルシステムや高速ファイル
キャッシュシステムなどを用いてデータを保存することが主流である．例えば，東京大学情報基盤セン
ターと筑波大学計算科学研究センターが共同運営する最先端共同 HPC基盤施設の共同利用スーパーコン
ピュータである Oakforest-PACS [2]では，計算ノードと独立して Lustre [3]による分散ファイルシステム
と NVMe SSDによって構成される高速ファイルキャッシュシステムが利用できる．
こうした分散ファイルシステムでは近年，オブジェクトを基にしたアーキテクチャをとっている．この
アーキテクチャでは，名前空間やファイル名，属性，更新日時などのメタデータをメタデータサーバで保
存し，ファイルのデータについてはストレージサーバで保存する．ストレージサーバでは，ローカルファ
イルシステムやローカルオブジェクトストレージを用い，ストレージデバイスにデータを保存している．
このストレージサーバで用いられるストレージデバイスが，ハードディスクドライブ（Hard Disk Drive:
HDD）からソリッドステートドライブ（Solid State Drive: SSD）や ioDrive に代表されるフラッシュデ
バイスやストレージクラスメモリなどに変わりつつある．フラッシュデバイスを用いることで，ローカ
ルファイルシステムの性能は向上するが，ext4 [4]や ZFS [5]などの従来のファイルシステムは HDD向
けに設計されていることから，ストレージデバイスとしてフラッシュデバイスを用いた場合の性能向上
は制限される．フラッシュデバイスは内部で複数の記憶素子を配置しており，その特徴からフラッシュ
デバイスの性能を最大限引き出すためには，複数のスレッドを用いた並列アクセスや非同期アクセスが
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必要である．さらに，フラッシュデバイスでは，スパースアドレス空間やパーシステントトリム，アト
ミックバッチライトなど，これまでのブロックデバイスとは異なる APIが Flash Translation Layer（FTL）
[6, 7, 8, 9, 10]によって提供されている．分散ファイルシステム全体の性能を向上させるためにも，スト
レージサーバで用いられるローカルオブジェクトストレージをフラッシュデバイス向けに再設計すること
が重要である．
また先に述べたように，エクストリームビッグデータ処理分野においては，解析に用いられるデータの
サイズが大きくメモリに収まらないため，ストレージサーバ上のストレージデバイスにデータが保存され
る．そのためストレージサーバのアクセス性能の重要性が増しており，ストレージデバイスのアクセス性
能を十分に引き出し，ストレージサーバのノード数でスケールアウトする分散ファイルシステムの設計が
重要である．一方で，この分野において重要なワークロードの一つにチェックポインティングがある．こ
れは，実行中に障害が発生した場合の備えや実行結果の可視化のために実行中のプロセスがメモリ上にあ
るデータを出力するワークロードである．このワークロードでは，チェックポイントのファイルをプロセ
ス毎に生成するタスクがあり，その際のファイル作成性能が重要となっている．このようなワークロード
においては，数百ないし数千のファイルが同時に作成される．近年のスーパーコンピュータでは，CPU
のコア数が増える傾向にあり，2016年 6月及び 11月の TOP500リスト [11, 12]で首位となった Sunway
TaihuLight は，10,649,600 個の CPU コアによって構成される．今後，これらの分野で用いられるポス
トペタスケールシステムにおいて，CPUコア数がさらに増えることが見込まれており，同時に数千ない
し数万のファイルが作成されることが予想される．この問題を解決するためには分散ファイルシステム
の高性能化が必要であり，チェックポイントの高性能化のために，これまで PLFS [13] や GIGA+ [14]，
IndexFS [15]などの多数の分散ファイルシステムの研究がなされてきた．特に GIGA+, IndexFSはファイ
ル作成性能を高めるメタデータサーバとして提案されている．これらの研究は，メタデータサーバの性能
を向上させることを主眼においている．平賀ら [16]は，分散ファイルシステムにおいてメタデータ管理
機構がボトルネックとなっていることに着目し，これまでにメタデータ管理サーバを複数ノードへ分散化
を行いスケーラビリティを向上させたメタデータサーバ PPMDSを提案している．PPMDSは高いファイ
ル作成性能を示すメタデータサーバであるが，あくまでメタデータサーバであるためデータの読み書きな
どについてはサポートしていない．
先に述べたように，分散ファイルシステムはメタデータサーバとストレージサーバによって構成され
る．分散ファイルシステムとして，高いファイル作成性能及び高いアクセス性能を示すためには，これら
メタデータサーバとフラッシュデバイス向けに設計開発したローカルオブジェクトストレージをバックエ
ンドに用いたストレージサーバを組み合わせなければならない．
1.2 目的
ポストペタスケールシステム上で実行されるエクストリームビッグデータ処理のアプリケーションはメ
モリに収まらないデータを分散ファイルシステムに保存するため，分散ファイルシステムの性能向上が必
要不可欠である．また今後のポストペタスケールシステムは，計算性能を示す FLOPSが今後これまでの
高性能計算機の数十倍になり，その上で動くアプリケーションは，コア数や FLOPSに比例したストレー
ジ性能が必要とする．例えばチェックポインティングを行うアプリケーションにおいて，コア数が 100
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倍となればプロセス数も 100倍となり，同時に作られるファイル数も 100倍となる．また，各プロセス
が出力するデータのバンド幅を固定した場合にはシステム全体でのバンド幅はこれまでの 100倍となる．
今後のポストペタスケールシステムではアクセラレータなどを活用することによってコア数がこれまでの
100倍以上となることが見込まれていることから，ファイル作成性能およびファイルアクセス性能ともに
これまでの 100倍である 100万 ops/s（ファイル作成），100 TB/s（ファイルアクセス）を示す分散ファイ
ルシステムの実現を目標とする．
この性能を実現するためには分散ファイルシステムのバンド幅を向上させなければならないが，そのた
めには不揮発性メモリなどのストレージデバイスの特徴を活かす必要がある．また，こうした高い性能を
示すためにはメタデータサーバやストレージサーバのノード数によって性能がスケールアウトしなければ
ならない．本研究では，ポストペタスケールシステムをターゲットに，不揮発性メモリなどのストレージ
デバイスの特徴を活用することでストレージデバイスの性能を最大限引き出し，ファイル作成性能および
ファイルアクセス性能がそれぞれメタデータサーバやストレージサーバのノード数によってスケールアウ
トする分散ファイルシステムを実現することが目的である．
1.3 貢献
本研究の貢献は以下のとおりである．
 コア数がこれまでの 100 倍となりファイル作成性能およびアクセス性能が必要するポストペタス
ケールシステムに向けて，性能がスケールアウトする分散ファイルシステム PPFS(Post-peta File
System)の設計
 ポストペタスケールシステムで活用されることが見込まれているフラッシュ等の不揮発性メモリ向
けに，そのインタフェースの新しい標準として提案されている OpenNVM [17]を利用したローカ
ルオブジェクトストレージ PPOST(Post-peta Object Storage Target)の設計
 740,000 ops/sのオブジェクト作成性能及び，デバイスのピーク性能の 97.7%の書き込み性能を示
すローカルオブジェクトストレージ PPOSTのプロトタイプ実装
 5メタデータサーバ，128クライアントプロセスを用いることで，IndexFSの 2.52倍の性能である
138,000 ops/sのファイル作成性能を示す PPFSのプロトタイプ実装
1.4 構成
本論文の構成は以下のとおりである．第 2章では，本研究の背景および関連研究について述べる．本研
究では OpenNVMを用いた分散ファイルシステムに関する研究を行った．分散ファイルシステムがどの
ような構成になっているのか，ioDriveや OpenNVMはどのような特徴をもっているのかということにつ
いて述べる．第 3章では，OpenNVMを用いたローカルオブジェクトストレージシステム PPOSTの設計
および評価について述べる．OpenNVMを用いることで，アトミックバッチライトおよびスパースアドレ
ス空間が利用可能となる．この章では，これらの機能を活用してローカルオブジェクトストレージシステ
ムを設計し，プロトタイプ実装の評価を行った．その詳細について述べる．第 4章では，そのローカルオ
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ブジェクトストレージシステムを用いた分散ファイルシステム PPFSの設計及び評価について述べる．第
3章のローカルオブジェクトストレージシステムのみでは分散ファイルシステムとして機能しない．その
ためポストペタスケールシステムのための高性能分散メタデータサーバ PPMDSと組み合わせることで，
分散ファイルシステムを設計しプロトタイプを実装した．単純に組み合わせるだけでは PPMDSやローカ
ルオブジェクトストレージシステムの高い性能を活用することが出来ない．そのためメタデータサーバと
ストレージサーバの通信を隠蔽し，ファイル作成性能を向上させる最適化も提案し，それによる性能への
影響についても評価した．この章では，これら設計や最適化の詳細，および評価について詳述する．最後
に，第 5章で本論文の結論と今後の課題について述べる．
5第 2章
研究の背景
本章では，本研究の背景および関連研究について述べる．
2.1 分散ファイルシステム
本研究では，PPFS というポストペタスケールシステム向けの分散ファイルシステムを提案している．
近年の分散ファイルシステムの傾向として図 2.1のようにファイルをメタデータとデータにわけ，それぞ
れをメタデータサーバとストレージサーバで管理し，同一ネットワーク上にある計算ノードなどのクラ
イアントノードから参照するアーキテクチャをとることが多い．このアーキテクチャでは，名前空間や
ファイル名，属性，更新日時などのメタデータをメタデータサーバで保存し，ファイルのデータについ
てはストレージサーバで保存する．ストレージサーバでは，ローカルファイルシステムやローカルオブ
ジェクトストレージを用い，ストレージデバイスにデータを保存している．こうしたアーキテクチャは
Lustre [3] や Gfarm [18] などで採用されている．ファイルをメタデータとデータにわけて管理すること
で，メタデータ操作性能はメタデータサーバの数で，データへのアクセス性能はストレージサーバのノー
ド数を増やすことでそれぞれスケールアウトさせることが可能となる．さらに，Gfarm [18]や，Hadoop
HDFS [19]，GFS [20]などでは，クライアントである計算ノードでストレージサーバを動作させることが
できる．そのような環境では，ジョブスケジューラと協調させることで，データのネットワーク上での移
動を減らし高いアクセス性能を発揮させることが可能となる [21, 22]．FusionFS [23] は，計算ノード上
にデータを保存する分散ファイルシステムである．保存先の選定に分散ハッシュテーブル （Distributed
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図 2.1 分散ファイルシステムの一般的なアーキテクチャ
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Hash Table: DHT）を用いるため，データを保存するプロセスが実行されているノード上に必ずデータが
保存されるわけではない．Burst Bufferなどの高速ファイルキャッシュシステムを活用して科学計算アプ
リケーションの性能を向上させる取り組みはすでにされている [24]．特に BurstFS [25]は，計算ノード上
に SSDなど高速なストレージデバイスを設置し，それらを用いて構築した分散ファイルシステムである．
チェックポインティングをプロセス毎に作成するワークロードでは，データを保存するプロセスが実行さ
れているノード上にデータを保存するため，高い性能が期待できる．一方でこのファイルシステムのデー
タはジョブの終了とともにデータが消えるため，ジョブの中でデータの移動を記述する必要がある．しか
しながら，これらのように計算ノード内のストレージデバイスを活用し，ネットワークを経由することに
よる性能劣化を避けデバイスの性能を最大限引き出すことは，今後のポストペタスケールシステムでも重
要である．本研究で提案する分散ファイルシステム PPFSでは，計算ノードにストレージデバイスがある
場合に，その性能を最大限に引き出すためにファイルが格納されているストレージデバイスをクライアン
トプロセスが直接操作する最適化を提供している．
HPC 向けの分散ファイルシステムに関する研究は先に上げた研究以外にも数多く取り組まれてきた．
Panasas parallel file system [26]は PanFSと呼ばれるメタデータ管理サービスを提供している．このファ
イルシステムでは，ファイルを複数のオブジェクトに分割して管理している．PanFSがファイル作成のリ
クエストを受けた際には，OSD上でオブジェクトの作成や書き込みを行うだけでなく，ローカルのジャー
ナルに処理を記録することでメタデータサーバに障害が発生した場合やオブジェクトの作成に失敗した場
合の復旧に備えている．しかしこれらの処理は性能低下の要因となりうる．本研究で提案するファイルシ
ステム PPFSは一つのファイルをひとつのオブジェクトに対応付けて管理を行っている．さらに，PPFS
はストレージサーバに対してオブジェクトの作成リクエストを発行し，ストレージサーバではオブジェク
トの作成を行うのみである．
本研究で提案する分散ファイルシステム PPFSは，ファイル作成性能が重要となるワークロード向けに
設計を行っている．そのため，ファイルの名前空間の管理を含むメタデータ操作に特化したメタデータ
サーバ PPMDS を用いた．PPMDS を用いたことで高いファイル作成性能を示す．HPC 向けの分散メタ
データサーバも，これまでに多くの研究がなされてきた．
Lustre [3] は，Lustre Distributed Namespace (DNE) を提供しており，それによって複数のメタデータ
サーバ (Luster Metadata Target: MDT)においてメタデータを分散管理することができる．分散ファイル
システム Ceph [27]は，信頼性とスケーラビリティを提供する分散ファイルシステムであり，サーバの負
荷に基づいて複数のメタデータサーバ上でファイルのメタデータを管理する．しかしながらこれらはメタ
データサーバ内のキーバリューストア上でメタデータを管理していない．Lustreや Cephではファイルの
メタデータをリモートのストレージ上で管理している．そのため，メタデータ操作の際にはネットワーク
を経由しリモートのストレージ上のデータを操作するため，そのオーバヘッドが存在する．
PPMDS と同様にキーバリューストア上でメタデータを管理する分散メタデータサーバとして In-
dexFS [15] がある．これは第 3 章で分散ファイルシステム PPFS の評価を行う際に比較対象として用
いている．IndexFS は，PVFS [28] や，Lustre [3]，HDFS [19] など既存の分散ファイルシステムのメタ
データ操作性能を高めたり，小さなファイルを管理するミドルウェアである．IndexFS は同一ディレク
トリ内のファイルやディレクトリを複数のメタデータに分散させて管理を行うが，GIGA+ [14] のよう
に分割することで既存の分散ファイルシステムのメタデータ操作性能を向上させるミドルウェアである．
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BatchFS [29]は IndexFSの一貫性モデルを緩めることにより，RPC (Remote Procedure Call)によるオー
バヘッドを削減しファイルシステムの性能を向上させる IndexFS の拡張である．DeltaFS [30] はエクサ
スケール向けのサーバレスのファイルシステムであり，メタデータサーバを用いない設計となっている．
ShardFS [31]は，高いメタデータ操作性能を示す分散メタデータサーバのひとつである．これはディレク
トリエントリの複製を全てのメタデータサーバに置くことで，単一の RPCのみでメタデータ操作を行う
ことができる分散メタデータサーバである．しかし，これをポストペタスケールシステムで用いる際に
は，メタデータを管理するために大きなテーブルが必要になる．また，これらのシステムはファイルの
データを保存するために他の分散ファイルシステムを用いる必要がある．他の分散ファイルシステムを用
いることで，それを利用することによる性能低下が起こりうる．そのため，単体で高い性能を示す分散
ファイルシステムの開発が必要である．
さらに分散ファイルシステムのストレージサーバで用いられるストレージデバイスが，HDDから SSD
や Fusion IO社の ioDriveに代表されるフラッシュデバイスやストレージクラスメモリなどに変わりつつ
ある．こうしたデバイスはこれまでの HDDなどとはアクセスパターン毎の性能の特性が異なる．また，
こうしたデバイスはこれまでのデバイスとは異なるインタフェースを提供しており，デバイスの性能を引
き出すためにはそのインタフェースを活用しなければならない．
2.2 Fusion IO ioDrive
先に述べたように分散ファイルシステムのストレージサーバで用いられるストレージデバイスが，HDD
から SSD や Fusion IO 社の ioDriveに代表されるフラッシュデバイスやストレージクラスメモリなどに
変わりつつある．ioDriveは PCI expressで接続された NANDフラッシュメモリのひとつである．ioDrive
は通常のブロックデバイスとしての機能に加え，OpenNVMによって提供される新しい機能もサポートし
ている．それらの機能には，スパースアドレス空間とアトミックバッチライトが含まれる．PPFSのスト
レージサーバ PPOSSがローカルオブジェクトストレージのバックエンドとして用いる PPOSTでは，こ
れらの機能を活用する．
OpenNVMのバージョン 0.7を用いることで，ioDriveの物理的な容量を超える 48bitのスパースアド
レス空間を利用できる．セクタサイズを 512バイトとしたとき，この大きさは 144 PBとなり物理的な容
量を大幅に超える．スパースアドレス空間でのアドレスと物理デバイス上でのアドレスのマッピングは
OpenNVMによって行われる．スパースアドレス空間上のすべてのブロックは利用可能であり，実際に書
き込みが行われたブロックのみマッピングが行われ物理デバイス上に反映される．
アトミックバッチライトの機能を用いることで，複数のブロックへの書き込みをアトミックに行うこと
ができる．複数のブロックへの書き込みを行う際に，ブロック間の一貫性を保つためにデータを 2度書き
込むダブルライトという手法がよく使われている．アトミックバッチライトは，複数のブロックへの更新
においても全てのブロックの更新の成功か失敗かを保証し，複数のブロックに対する書き込みも確実なも
のとなるため，アトミックバッチライトを用いることで，一貫性を保つ目的でのダブルライトを行う必要
がなくなる．アトミックバッチライトを使うためには，アプリケーションは，nvm atomic batch operations
という関数を用いる．nvm atomic batch operationsはデータを I/Oベクタとして書き込む．現在の SDK
のバージョンでは，この関数は最大で 128の I/Oを書き込むことができる．
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図 2.2 nvm atomic batch operations を用いた際の ioDrive の性能評価の結果．横軸はひとつの
nvm atomic batch operations に含まれる I/O の数を表しており，縦軸は 1 秒間に書き込んだ I/O
の数を表している．各線ワーカースレッド数を示している．nvm atomic batch operationsを用いた書
き込みは，ワーカスレッドの数の増加，nvm atomic batch operations の I/O 数の増加により I/O 性能
が向上する．実験に用いた環境は 3.4.1節の表 3.1と共通である．
図 2.2 が示すのは，ioDrive 上で nvm atomic batch operations を用いた場合の性能評価の結果である．
この評価では，I/O の数を 1 から 128 まで変化させながら nvm atomic batch operations を用いて合計
2GiBのデータを書き込んだ．その際，書き込みのブロックサイズとしては 512バイトとした．図 2.2の
横軸はひとつの nvm atomic batch operationsに含まれる I/Oの数を表しており，縦軸は 1秒間に書き込
んだ I/Oの数を表している．さらに，書き込みを行うワーカースレッドの数も 1から 32まで変化させた．
図中の各線はそのスレッド数を示している．
図 2.2は二つの特徴を示している．一つは，複数のスレッドを用いて書き込みを行ったほうが高い性能
を示すということ，もう一つは，ひとつの nvm atomic batch operations中に多くの I/Oを含ませたほうが
高い性能を示すということである．例えば，32スレッドを用いて，ひとつの nvm atomic batch operations
中に 128個の I/Oを含ませた場合に，89.4万 I/Os/sの性能を示している．これは，1スレッドでひとつの
nvm atomic batch operations中に 1個の I/Oを含ませた場合に比べて，3倍以上の性能である．
ioDrive のこれらの機能の利点を活かしたファイルシステムとして Direct File System (DFS) [32] が
ある．
OpenNVMのようにストレージデバイスに対して新しいインタフェースを提供してデバイスの性能を引
き出す取り組みとしては Nameless Writes [33]がある．これは，データの書き込み時にデータのアドレス
を指定せずに書き込み，返り値として実際に書かれたアドレスを受け取るインタフェースを追加するもの
であり，ext3などのファイルシステムをこの上で実行する事ができる．しかしながら，これは OpenNVM
のようにアトミックバッチライトなどの機能を追加する物ではない．
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大規模分散ストレージシステムのバックエンドシステムとして，ext3 [34] や ext4 [4]， XFS [35]，
ZFS [5]，Btrfs [36]などの POSIX準拠のファイルシステムが用いられることがある．例えば，Ceph [27]
は Btrfsをベースした OSDを用いており，Lustre [3]は ext4や ZFSをベースとした OSDをバックエン
ドに用いている．
NILFS2 [37] は，そのような POSIX に準拠したログ構造化ファイルシステム（Log-structured File
System: LFS） [38]の一つであり，連続スナップショットを保存する機能を提供している．NILFS2は，
LFSの特徴を活かし同期書き込みごとにチェックポイントを生成し，それらをスナップショットとして明
示的に保存することでスナップショット機能を提供している．各スナップショットは，動作中の NILFS2
をアンマウントすることなく読み込み専用のファイルシステムとしてマウントしてファイルにアクセスす
ることができるため，オンラインバックアップ機能として利用することができる．このスナップショット
の数に制約はなく，ストレージの物理的な容量が満たされるまでスナップショットを保存することができ
る．スナップショットとして保存されなかったチェックポイントには寿命が設定されており，それを過ぎ
たチェックポイントはクリーンアップデーモンによって回収される．このクリーンアップ処理にはブロッ
クを再利用するための複雑なプロセスが必要となる．本論文で提案するオブジェクトストレージシステム
では，ブロックの再利用の際に TRIMコマンドを用いることでこの処理を単純化することができる．
LFS を用いたフラッシュ向けのファイルシステムとしては NILFS2 以外にも F2FS [39] や Yaffs [40]，
JFFS2 [41]がある．これらのファイルシステムは，OpenNVMが提供するスパースアドレス空間を活用す
る様に設計はされていない．フラッシュなどの不揮発性メモリ（Non-Volatile Memory: NVM）を用いる
ことで性能を向上させる研究としては，他にも SCMFS [42]や NVMFS [43]がある．SCMFSはメモリと
TLBを用いたファイルシステムとして設計されている．NVMFSは NVMと SSDを組み合わせることで
アクセス性能を向上させるファイルシステムである．
Direct File System (DFS) [32]は，スパースアドレス空間やアトミックバッチライトの機能を提供する
Fusion IO社の ioDrive向けの POSIX準拠のファイルシステムである．DFSは POSIX準拠のファイルシ
ステムであるため，階層的な名前空間を提供している．本論文で提案するオブジェクトストレージシステ
ムではフラットな名前空間を用いているため，ディレクトリエントリのロックや名前空間に関連する処理
を排除することができ，マルチスレッドを用いるアプリケーションの性能を向上させることが可能であ
る．さらに，本論文で提案するオブジェクトストレージシステムでは，各オブジェクトについてログ構造
化されたデータ構造を用いることでバージョン履歴を残すことも可能である．Fusion IO社の directFSは
DFSを基にしたファイルシステムである．ANViL [44]は，ioDriveのような不揮発性メモリデバイス向
けの拡張ストレージインタフェースである．ANViLを用いることで，仮想アドレスのクローンやムーブ，
デリートが可能になる．ANViLには新しい形式のストレージインタフェースの提案だけでなく，そのイ
ンタフェースを ext4ファイルシステムに適用させ，ファイルのスナップショットや重複排除を可能にす
る ioctlの拡張も提案も含まれる．ANViLによる新しいストレージインタフェースを用いることで，ext4
ファイルシステム上でファイルのコピーなどを高速に行うことができる．しかしながら ext4ファイルシ
ステムも一般的なファイルシステムの一つであるため，階層的な名前空間を提供しており，スレッド数を
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増やした際に並列ファイル作成性能は向上しない．
2.4 オブジェクトストレージ
高性能分散ファイルシステムはファイルのデータとメタデータを保存するためにノード内にあるスト
レージデバイスを用いる．ローカルファイルシステムは，階層的な名前空間を提供し，そこでデータを
ファイルという形で保存する．分散ファイルシステムのストレージサーバの中にはローカルファイルシス
テムを用いるものもある．例えば，Ceph [27]は Btrfs [36]を用い，Lustre [3]は ext4 [4]や ZFS [5]を用
いる．
一方で，ローカルファイルシステムは高性能分散ファイルシステムのストレージサーバのバックエンド
として使うには高機能であり，不要なオーバヘッドの原因となっている．その中の一つが，階層的名前空
間である．UNIXファイルシステムは，ファイル名と inode番号を管理するディレクトリエントリによっ
て名前空間を管理している．2 つ以上のファイルを同一ディレクトリ内に作成しようとした場合，その
ディレクトリのディレクトリエントリのロック競合が発生する．図 2.3は，同一ディレクトリに複数のス
レッドから同時にファイルを作成した場合の XFSと directFSのファイル作成性能を示す．図 2.3では，
横軸がスレッド数を，縦軸が 1秒あたりのオペレーション数を示している．ロック競合により並列にアク
セスした場合でも，ファイル作成性能はスレッド数に比例していない．
オブジェクトストレージ [45]は，階層的名前空間を持たない．オブジェクトストレージが提供するの
は，フラットな名前空間のみであり，ディレクトリエントリのロック競合は発生しない．
オブジェクトストレージは，階層的な名前空間を管理することによるオーバヘッドを排除できるため，
分散ファイルシステムのストレージサーバのバックエンドに適している．オブジェクトストレージとして
は BlobSeer [46] や OBFS [47] などがある．BlobSeer は分散オブジェクトストレージシステムの一つで
ある．そのため，ローカルのストレージデバイスに対して直接書き込むわけではない．BlobSeerはデー
タを保存するためにローカルのファイルシステムを用いている．OBFSはローカルで動作するオブジェク
トストレージであり，アドレス空間を固定長の Regionに分割し，Region内でオブジェクトを管理する．
しかしながら，OBFSはスパースアドレス空間をターゲットにしておらず，限られた空間を効率的に用い
るために，ひとつの Region内で複数のオブジェクトを管理しており，参照する際には，ハッシュテーブ
ルが必要になる．ハッシュテーブルの大きさに比べてオブジェクトの数が増えた場合，メモリ空間がさら
に必要になるだけでなく，線形検索が必要となる．Object-based SCM [48]は OSDインタフェース [49]
を用いたファイルシステムである．Object-based SCMはオブジェクトを管理する 3つの手法を提案して
いるが，それらはいずれもスパースアドレス空間を活用するものではなく，参照時に多くの間接参照が必
要となる．
ioDriveのように新しいインタフェースを提供するストレージデバイスの性能を引き出すためにもその
機能を活用したオブジェクトストレージの開発が急務である．
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図 2.3 複数のスレッドから同一ディレクトリへのファイル作成性能評価の結果．横軸がスレッド数
を，縦軸が 1秒あたりのオペレーション数を示している．同一ディレクトリ内にファイルを作成する
場合は，ワーカースレッドを増やしてもファイル作成性能が向上しない．
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ローカルオブジェクトストレージ
本研究では，ポストペタスケールシステム向けにスケールアウトする分散ファイルシステム PPFSを設
計した．この PPFSは本章で示す OpenNVMを用いた高性能分散ファイルシステムのためのローカルオ
ブジェクトストレージシステムをバックエンドに用いる．本章では，そのローカルオブジェクトストレー
ジシステムの設計及び性能について詳述する．
3.1 概要
第 2章でも示したように，近年の分散ファイルシステムは，オブジェクトに基づいたアーキテクチャを
採用していることが多い．そのようなファイルシステムでは，ファイルの更新日時などのメタデータはメ
タデータサーバで管理され，ファイルのデータはストレージサーバで管理される．メタデータサーバやス
トレージサーバ内でファイルのメタデータやデータは，そのノード内のローカルファイルシステムやロー
カルオブジェクトストレージシステムで管理される．分散ファイルシステムのアクセス性能は，このデー
タを実際に保存するストレージデバイスを管理するローカルファイルシステムやローカルオブジェクトス
トレージシステムの性能に依存する．
このストレージサーバで用いられるストレージデバイスが，ハードディスクドライブ（HDD）から SSD
や ioDrive に代表されるフラッシュデバイスやストレージクラスメモリなどに変わりつつある．フラッ
シュデバイスを用いることで，ローカルファイルシステムの性能は向上するが，ext4 [4]や ZFS [5]など
の従来のファイルシステムは HDD 向けに設計されていることから，ストレージデバイスとしてフラッ
シュデバイスを用いた場合の性能向上は制限される．フラッシュデバイスは内部で複数の記憶素子を配置
しており，その特徴からフラッシュデバイスの性能を最大限引き出すためには，複数のスレッドを用いた
並列アクセスや非同期アクセスが必要である．さらに，フラッシュデバイスでは，スパースアドレス空間
やパーシステントトリム，アトミックバッチライトなど，これまでのブロックデバイスとは異なる APIが
Flash Translation Layer（FTL） [6, 7, 8, 9, 10]によって提供されている．分散ファイルシステム全体の性
能を向上させるためにも，ストレージサーバで用いられるローカルオブジェクトストレージをフラッシュ
デバイス向けに再設計することが重要である．
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エクストリームビッグデータ処理の分野においては，解析に用いられるデータのサイズが大きくメモリ
に収まらないため，ストレージサーバ上のストレージデバイスにデータが保存される．そのためストレー
ジサーバのアクセス性能の重要性が増している．この分野において重要なワークロードの一つにチェッ
クポインティングがある．このワークロードでは，チェックポイントのファイルをプロセスごとに生成
するタスクがあり，ファイル作成性能が重要となっている．このようなワークロードにおいては，数百
ないし数千のファイルが同時に作成される．近年のスーパーコンピュータでは，CPUのコア数が増える
傾向にあり，2016 年 6 月及び 11 月の TOP500 リスト [11, 12] で首位となった Sunway TaihuLight は，
10,649,600個の CPUコアによって構成される．今後，これらの分野で用いられるポストペタスケールシ
ステムにおいて，CPUコア数がさらに増えることが見込まれており，同時に数千ないし数万のファイル
が作成されることが予想される．この問題を解決するためには分散ファイルシステムの高性能化が必要で
あり，チェックポイントの高性能化のために，これまで PLFS [13]や GIGA+ [14]，IndexFS [15]などの
多数の分散ファイルシステムの研究がなされてきた．先の章でも示したように，分散ファイルシステムは
メタデータサーバとストレージサーバで構成され，その性能はストレージサーバ内のストレージデバイス
を管理するローカルストレージシステムの性能に影響される．本研究では，FTLによって提供される新し
いインタフェースの標準として提案されている OpenNVM flash primitives [17]を活用することでローカ
ルストレージシステムの面からこのような問題に対して取り組む．
本章では，OpenNVM flash primitivesを活用することで，高性能分散ファイルシステムのためのローカ
ルオブジェクトストレージシステムを設計し，評価する．分散ファイルシステム上での名前空間やアクセ
スコントロールのための情報などはメタデータサーバで管理されているため，本オブジェクトストレー
ジでは管理しない．OpenNVM によって提供されるスパースアドレス空間を活用することで，オブジェ
クトストレージを固定長の Regionの配列として用いることができる．ひとつのオブジェクトがひとつの
Regionを用いることで，すべてのオブジェクトは Regionの先頭のセクタ番号をオブジェクトの IDとし
て用いて参照することが可能となる．また，ノンブロックにアクセスする設計は，並列アクセスを行った
際のアクセス性能を向上させる．
本章で提案するオブジェクトストレージシステムの性能および directFSなどとの性能比較結果を図 3.1
に示す．この図は，図 2.3，図 3.12，図 3.13，および図 3.14からの抜粋であり，提案手法がオブジェクト
の作成性能評価において directFS の 12 倍となる 740,000 Input/Output Operations Per Second (IOPS) を
示した．さらに，書き込み性能評価では，プロトタイプ実装はデバイスのピーク性能に比べて 97.7%の
アクセス性能を示した．
この章での貢献を以下に示す．
 OpenNVM を用いた高性能分散ファイルシステムのためのローカルオブジェクトストレージシス
テムの提案
 Region内でデータを読み書きするための 2種類のデータ格納手法
 アトミックバッチライトを活用したオブジェクト作成性能を向上させる最適化手法
 オブジェクトの作成において 740,000 IOPSを示し，デバイスのピーク性能に比べて 97.7%のアク
セス性能を示すプロトタイプ実装
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図 3.1 オブジェクト作成性能のまとめ．図 2.3，図 3.12，図 3.13，および図 3.14からの抜粋である．
横軸はワーカースレッドの数を，縦軸は 1秒あたりのオペレーション数を示している．複数の最適化
を用いることにより提案手法（図中 Bulk Initialization(Direct Mode, skip=128, pre-creation=128)）は，
16スレッドを用いた際に directFSのの 12倍の性能となった．
3.2 OpenNVMを用いたローカルオブジェクトストレージの設計
本研究では，OpenNVM flash primitivesをサポートしたストレージデバイス向けの高性能ローカルオブ
ジェクトストレージシステムを設計した．
ターゲットデバイスは以下の機能を満たす．
1. 高い並列アクセス性能
2. 物理容量を超えるスパースアドレス空間のサポート
3. 複数のアドレスへのアトミックバッチライトのサポート
OpenNVM以外にも ANViL [44]が同様の機能をサポートしている．そのため，ANViLをサポートした
ストレージデバイスにおいても，我々のアプローチは適用可能であると考えられる．さらに，OpenNVM
や ANViL だけでなく，上記の要件を満たすデバイスであれば本稿の提案手法を適用することは可能で
ある．
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図 3.2 スパースアドレス空間を Regionの配列に分割
また，本研究で設計しているオブジェクトストレージシステムは分散ファイルシステムで利用すること
を想定している．
高性能分散ファイルシステムでは，名前空間や，更新日時，アクセスコントロールのための情報などの
ファイルシステム上のすべてのメタデータはメタデータサーバで管理される．そのため，そのストレージ
サーバでファイルのデータを管理するオブジェクトストレージシステムでそれらを管理する必要はない．
オブジェクトストレージに必要な機能は，固有の IDを基にオブジェクトを特定し参照できるようにする
ことである．
本研究で設計したオブジェクトストレージシステムがサポートする機能は以下のとおりである．
1. オブジェクトを作成し，その IDを返す
2. 指定されたオブジェクトの指定されたオフセットに対して読み書きを行う
この節では，本研究で設計したオブジェクトストレージシステムの設計の詳細について示す．
3.2.1 Region
本稿で提案するオブジェクトストレージを次のように設計した．まず，仮想アドレス空間を図 3.2に示
されるように固定長の配列に分割し，この分割された各領域のことを Region と定義する．このように，
アドレス空間を固定長の Region に分割する手法は OBFS [47] と共通である．この図 3.2 に示されるよ
うに膨大な空間を固定長で分割することで，各 Regionにアクセスする場合においてアドレスの計算を行
う必要をなくしオーバヘッドを低く抑えたり，多数のオブジェクトの作成を保証したりすることができ
る．先頭の Regionを Super Regionとして定義し，オブジェクトストレージのさまざまな情報が保存され
る．二つ目以降の Region でユーザからのデータを管理するが，OBFS とは異なり各 Regionがひとつの
オブジェクトによって使われる領域となる．このように Regionとオブジェクトが 1対 1対応をするため
Regionのセクタ番号をオブジェクトの IDとして利用する．オブジェクトの IDは読み書きなどの操作に
おいてキーとなる情報であり IDを Regionのセクタ番号と一致させることにより，IDから直接オブジェ
クトに対して読み書きを行うことで，読み書きオペレーションの性能の向上を図る．各 Regionにおいて
データを保存する手法として我々は Version Modeと Direct Modeの二つを提案する．
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図 3.3 Version Modeでの Region内のデータ構造
3.2.2 Region内でのデータの管理手法
Super Region をのぞく各 Region はそれぞれひとつのオブジェクトを管理する．この項では，その
Region内でオブジェクトのデータを管理する手法について詳述する．
本研究で提案するオブジェクトストレージは，分散ファイルシステムで用いられることを想定してい
る．分散ファイルシステムの多くは，複数のストレージノード上にファイルの複製を作成する．この複製
を作成する過程で，複製間でのデータの一貫性を保つ必要があり，複数のストレージノード上のオブジェ
クトストレージへの書き込みの衝突を解決する必要がある．Vector Clock [50]は，衝突を解決する手法の
ひとつである．ログ構造化されたデータ構造を用いることで，Vector Clock上のすべてのバージョンを保
存することができる．しかし，すべてのバージョンを保存するためにログ構造化されたデータ構造を用い
た場合，読み込み性能が低下する．分散ファイルシステムを利用するアプリケーションの中には，一度だ
けファイルへの書き込みを行い，その後は何度もファイルから読み込むワークロードをもつものがある．
このようなアプリケーションを用いる場合には，バージョンを保持する必要は無い．
このように，分散ファイルシステムのローカルオブジェクトストレージには目的によって多数の要求が
ある．これらの要求に応えるために，本研究では Version Modeと Direct Modeと呼ばれる複数の手法で
Region内でのデータを管理する．Version Modeではすべてのバージョンを保持する．Regionをひとつの
循環ログに見立て，すべての書き込みの際にバージョン情報を保持する Commit Blockとデータを管理す
る Data Block を書き込むことでバージョンを保持する．Direct Mode は最新のバージョンのデータのみ
を管理する．
Version Mode
このレイアウトではマイグレーションやスナップショットの操作をサポートするために書き込みごとに
生成されるすべてのバージョンを保持する．
各 Region の詳細を 図 3.3 に示す． 図 3.3 に示されるように，各 Region は Super Block と，Commit
Blockと Data Blockによる循環ログによって成り立っている．このように循環ログとしてデータを管理
することで書き込みを高速に行うことが可能である．Commit Blockは毎回の書き込みによって生成され
るオブジェクトのバージョンを管理する．書き込みごとに Commit Block を生成することで，すべての
バージョンを保存する．
このような構造の Regionにおいて要求された各オペレーションに対応する動作は以下のような設計と
なる．
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 作成
オブジェクトの IDは前述の通り Regionの IDである．そのため作成オペレーションの場合は，ま
ず新しい IDを計算によって求める．そしてこの新しい IDに対応する Regionの Super Blockの初
期化と Super Region の更新を行う．この初期化と更新に伴う書き込みを SDK によるアトミック
書き込み命令を使うことで，書き込みに失敗した場合においてもロールバックを行う必要がなく，
同じ仮想アドレスのブロックを繰り返し使うことができるため失敗した場合における性能の向上や
VSL (Virtual Storage Layer)による仮想的なアドレス空間のより効率的な利用を図る．
 書き込み
書き込みを行う際には，オブジェクトの IDから対応する Regionの循環ログにデータを追記する
ことで書き込みを完了する．追記の際においては Commit Blockなども書き込む必要があるが，こ
れらもまとめて一つの書き込み命令で行うことで高速化を図る．この書き込みを SDKによるアト
ミック書き込み命令を使うことで，書き込みに失敗した場合にロールバックを行う必要がなくなり
書き込みが失敗した場合における性能の向上を図る．
 読み込み
読み込みを行う際には，オブジェクトの IDから対応する Regionの循環ログの中から指定されたオ
フセットに対応するデータを読み込みユーザに返す．Version Modeにおいては書き込まれたデー
タは Commit Blockによってバージョン管理がされていることから，指定されたオフセットに対応
するデータを読み込むためにはリクエストに対応するデータが保存されている最後のバージョン
を求めることになる．すべての Commit Blockは線形リストで表現できることから，線形リストを
たどりリクエストに対応するバージョンを求める．その後，そのバージョンの Commit Blockが管
理するデータを読み込む．Commit Blockは書き込みごとに生成されるため，必ずしもリクエスト
されているデータがすべて含まれているとは限らない．そのような場合は，再帰的にデータを読み
出す．
 クリーニング
クリーニングは各オブジェクトについて，タイムスタンプから古いデータに対応する Commit
Blockとその Data Blockに対して TRIMコマンドを発行していくことでその Blockに対応した物
理的な Blockを解放させることでクリーニングを行う．
Direct Mode
前述の Version Modeはすべてのバージョンを保持するが，読み込みの際には間接参照を繰り返し行う
ため，読み込み性能が低下する．分散ファイルシステムのストレージノードではマイグレーションを行う
が，マイグレーションのための機能をストレージノード側でサポートしオブジェクトストレージでマイグ
レーションのための機能をサポートする必要がない場合がある．そのような場合では，より高速に読み書
きを行いたいという需要があるため，高速に読み書きを行う Direct Modeを設計した．この Direct Mode
では，各 Regionにおいてデータに対して一切加工せずに書き込みを行う．
Region内のデータ構造を図 3.4に示す．図 3.4(a)に示される Direct Mode with Sizeには，Regionの先
頭に Super Blockが存在する．Super Blockはオブジェクトのサイズなど，オブジェクトのメタデータを
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図 3.4 Direct Modeの際の Regionのデータ構造
管理する．図 3.4(b)に示される Direct Mode without Sizeには，Super Blockが存在しない．オブジェクト
ストレージのクライアントアプリケーションがオブジェクトのサイズを必要とする場合には，図 3.4(a)に
示される Direct Mode with Sizeを用いる．ファイルのサイズを分散ファイルシステムのメタデータサー
バが管理し，オブジェクトストレージにおいては管理する必要がない場合，図 3.4(b) に示される Direct
Mode without Sizeを用いる．Direct Modeでの読み書きの際には，オブジェクト中の指定されたオフセッ
トから Region中でのオフセットを計算して直接読み書きを行う．
この設計のため各オペレーションに対応する動作は以下のようになる．
 作成
作成処理は基本的には Version Mode と変わらない．各 Region の初期化を行う際に先頭のブロッ
クのみ初期化を行うが，サイズを保持する場合は SuperBlockを書き込み，サイズを保持しない場
合はゼロを書き込む．
 書き込み
書き込みを行う際には，先述の通りデバイスに対してオブジェクトの IDとオブジェクト中のオフ
セットを加算することによって得られたアドレスに対してデータをダイレクトに書き込むことがで
きる．
サイズを保持する必要がある場合には，オフセットに Super Blockのサイズ分をさらに加算する．
 読み込み
読み込みにおいても書き込みと同様に，オブジェクトの ID とオブジェクト中のオフセットから
デバイス上でのアドレスが計算によって求められるため間接参照を経ることなく直接読み込みを
行う．
3.3 プロトタイプ実装
これらの設計に基づき，OpenNVM (version 0.7)を利用することで，オブジェクトの作成及びデータの
読み書きを行うことのできるプロトタイプ実装を行った．OpenNVMによって提供されるアドレス空間は
48bitあり，セクタサイズを 512バイトとした場合には 144PBとデバイスの物理的な容量をはるかに超え
る大きさとなっている．プロトタイプ実装はライブラリの形として実装され，ユーザがアプリケーション
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図 3.5 Version Modeの実装の詳細
を開発する場合はこのライブラリに含まれる APIを利用する．OpenNVMによって仮想アドレス空間を
固定長の配列に分割を行い，それぞれを Regionとして利用した．この際の Regionの大きさは 256GBに
設定した．今回実装に用いたデバイスは 160GBの物理容量があり，それを超える Regionのサイズに設
定することで，オブジェクトのサイズの制限は Regionの大きさによる制約ではなく物理容量による制約
に由来する．ユーザアプリケーションが提案するオブジェクトストレージをロードする際には各スレッド
が作成する次のオブジェクトの IDの一覧をメモリに読み込むことで初期化を行う．その後，設計に基づ
きオブジェクトの作成やデータの書き込みなどの処理を行う．
3.3.1 Version Mode
プロトタイプ実装における Regionの Version Modeの詳細な実装を図 3.5に示す．図 3.5に示される
ように，各 Regionにおいて Super Blockは，最後の Commit Blockのアドレスの他，Regionを循環ログ
として扱うために Region内のデータがストアされている先頭と末尾のブロックのアドレスを保持してい
る．Commit Block には，ひとつ前の Commit Block のアドレスと書き込みが行われたタイムスタンプ，
書き込まれたデータが保持されている Data Blockのアドレスなどが保持されている．Data Blockは，書
き込みが行われたデータが保持されている．書き込みリクエストごとに Commit Blockを作成し，線形リ
ストとして扱うことでバージョンを管理する．
オブジェクトを作成する際には，新しく作成されるオブジェクトの IDは，作成を行うスレッドごとに
異なり，この IDは Super Regionに含まれメモリ上に保持される．そのため，メモリ上から作成を行うス
レッドに対応する IDを取得する実装となっている．このような実装にすることにより作成オペレーショ
ンを行う複数のスレッド間でロックを行わなくて済むため性能の向上につながる．作成オペレーションそ
のものは Super Blockの初期化を行う．
バージョンモードでの書き込みでは，オブジェクトの ID から Super Block のアドレスが示されるた
め，Super Blockのデータを読み込むことで，最後の Commit Blockのアドレスを求める．このアドレス
を Parent Commit Block ID とする新しい Commit Block となるデータを作成し，書き込みリクエストの
データ及び新しい Super Blockのデータとともに書き込み，ユーザに結果を返す実装である．
クリーニングは，現時点において実装を行っていない．
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3.3.2 Direct Mode
サイズを保持する場合の作成オペレーションは，Super Blockの初期化を行う．サイズを保持しない場
合は，オブジェクトの存在確認のために先頭のブロックになんらかのデータが書き込まれている必要があ
るため，1セクター分のデータを書き込む．
読み書きを行う各オペレーションは，先述の通りデバイスに対してオブジェクトの IDとオブジェクト
中のオフセットを加算することによって得られたアドレスに対して直接データの読み書きを行う．サイズ
を保持する必要がある場合には，オフセットに Super Blockのサイズ分をさらに加算する．
3.3.3 最適化: Bulk Reservation
設計の節で示したように，オブジェクトを作成する際には，Super Regionの値を更新する．しかしなが
ら，作成リクエストが発行されるたびに Super Regionを更新することはオーバヘッドの原因となる．そ
のため，Super Regionの更新を N回に 1回するようにする最適化手法 Bulk Reservationを提案する．こ
の Nを skip-numberと呼ぶ．
この最適化を有効にした場合に障害が起きたとしても，その影響はスパースアドレス空間上のいくつか
のオブジェクト分の空間が利用できなくなり全体で作成することのできるオブジェクトの数が減るが，デ
バイスの物理的な容量への影響はない．
3.3.4 最適化: Bulk Initialization
Bulk Initialization は，各オブジェクトの初期化の回数を減らす最適化である．Version Mode および
Direct Mode with Sizeでは作成ごとに Super Blockを初期化する．また，Direct Mode without Sizeでも
オブジェクトの存在確認のため，先頭のブロックを初期化する．しかしながら，作成リクエストが発行さ
れるたびにこれらのブロックを初期化することはオーバヘッドの原因となる．図 2.2で示されたように，
OpenNVMの特徴としてひとつの nvm atomic batch operations中に多くの I/Oを含ませたほうが高い性
能を示す．そのため，１回目の作成リクエストが発行された際にまとめて M個のオブジェクトを初期化
し，2～M回目の際には予め初期化されたオブジェクトを使うことで性能の向上が見込まれる．こうする
ことで，オブジェクトの初期化のために発行される nvm atomic batch operations の回数を減らすことが
できる．このMを pre-creation countと呼ぶ．この最適化を有効にした場合に障害が起きたとしても，そ
の影響は数キロバイト分のデバイス上の物理容量が消費されるのみですむ．
3.4 評価
本研究で設計したオブジェクトストレージのプロトタイプ実装について複数の手法で評価を行った．ま
た，同様の評価を既存のファイルシステムの評価も行った．本節では，その評価の手法及び結果について
示す．
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表 3.1 ローカルオブジェクトストレージシステムの評価環境
CPU Intel(R) Xeon(TM) E5620 CPU 2.40 GHz (4cores x 2 sockets)
RAM 24GB
OS CentOS 6
Storage Device Fusion-io ioDrive 160GB
SDK OpenNVM (Version 0.7)
3.4.1 評価環境
提案するオブジェクトストレージと既存の各ファイルシステムの評価を行ったノードの性能を表 3.1に
示す．
3.4.2 アクセス性能評価
この評価では，ブロックサイズごとの読み書きの性能についてマイクロベンチマーク評価を行った．
読み込み性能評価
この評価では，単位時間あたりに読み込むことのできるデータサイズを，読み込むブロックサイズ別に
評価を行う．評価の際には，提案手法及び既存のファイルシステムにおいてあらかじめ作成されデータ
が書き込まれているオブジェクトやファイルに対して逐次，あるいはランダムに 1GiBのデータを読み込
む．既存のファイルシステムにおいて，読み込むデータの書き込みを行う際には書き込みごとに同期を行
い確実にストレージデバイス側にデータを反映させる．読み込むデータの準備を行う際には，指定された
ブロックサイズで合計 1GiB分のデータを書き込むことで準備を行う．本評価では各ファイルシステムと
提案手法について単一スレッドからのブロックサイズ別の読み込み性能を 10回ずつ評価し，平均を算出
することで評価を行う．
読み込み性能評価の結果を図 3.6に示す．図中の各グラフの横軸はブロックサイズ，縦軸はスループッ
トをそれぞれ表している．この読み込み性能評価では，Direct Modeの性能はブロックサイズを大きくす
ることで向上しており，Direct Mode without Sizeの逐次読み込みでは，687 MB/sec.となった．また，こ
の評価では，Direct Modeでメタデータであるオブジェクトのサイズを管理する Direct Mode with Sizeと
管理しない Direct Mode without Sizeの間で性能差がほぼない．これは書き込み時と違い，読み込み処理
においては Super Blockに保存されているデータにアクセスする必要が無いため，これらふたつのモード
の間で処理に違いがないためである．またそれぞれの図中には Version Modeの結果がない．これは，本
研究では，多数のバージョンが含まれるファイルを読み込むアプリケーションを想定していないためで
ある．directFSと Direct Mode without Sizeを比較すると，逐次読み込み性能で平均して 94.0%，ランダ
ム読み込み性能で平均して 90.0%の性能となった．さらに，Direct Mode without Sizeとデバイスそのも
のの性能を比較すると，Direct Mode without Sizeは逐次読み込み性能でデバイスの性能に比べ平均して
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(a) 提案手法の逐次読み込み性能の評価結果
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(b) 提案手法のランダム読み込み性能の評価結果
図 3.6 提案手法のブロックサイズ別読み込み性能評価の結果．各グラフの横軸はブロックサイズ，縦
軸はスループットをそれぞれ表している．提案手法の書き込み性能はブロックサイズを大きくするこ
とで向上する．
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91.2%の性能となり，ランダム読み込み性能で 86.2%の性能となった．
書き込み性能評価
この評価では，単位時間あたりに書き込むことのできるデータサイズを書き込むブロックサイズ別に評
価を行う．評価の際には，提案手法及び既存のファイルシステムにおいてあらかじめ作成してあるオブ
ジェクトやファイルに対して逐次，あるいはランダムに 1GiBのデータを書き込む．既存のファイルシス
テムにおいては，書き込みごとに同期を行い確実にストレージデバイス側にデータを反映させる．本評価
では各ファイルシステムと提案手法についてブロックサイズ別に 10回ずつ性能を評価し，平均を算出す
ることで評価を行う．
提案手法の各モードの書き込み性能結果を図 3.7，図 3.8，図 3.9，に示す．それぞれのグラフにおいて，
横軸はブロックサイズ，縦軸はスループットをそれぞれ表している．また，図中の各線は，ワーカース
レッドの数を表している．Direct Mode without Sizeは逐次及びランダム書き込みにおいて，830 MB/sの
性能となった．Direct Mode without Sizeと Direct Mode with Sizeを比較すると，Direct Mode with Size
は逐次書き込みで 41.2%，ランダム書き込みで 52.1% の性能となった．これは，Direct Mode with Size
は書き込みの際に一度 Super Blockのデータを読み込み，もし書き込みによってオブジェクトのサイズが
変わるようであれば，Super Blockも更新するためである．そのため，この読み込みと更新にかかるオー
バヘッドによって性能が低下した．
また，本研究では directFSおよびデバイスに対しても評価を行った．directFSの書き込み性の評価の結
果を図 3.10に示す．directFSと Direct Mode without Sizeの性能を比較すると，Direct Mode with Sizeは
逐次書き込みで 0.8%性能がよく，ランダム書き込みでは 32.2%性能が良い．また，デバイスの書き込み
性能の結果を図 3.11に示す．デバイスの書き込み性能と，提案手法を比較すると，Direct Mode without
Sizeはデバイスの性能に比べて平均して 97.7%の性能となった．
3.4.3 オブジェクト作成性能評価
次にオブジェクトの作成性能の評価を行った．提案するオブジェクトストレージのプロトタイプ実装に
おいては，オブジェクトの作成においてふたつの最適化があるため，その両方について評価を行った．
キーバリューストアの性能評価
まず，キーバリューストアの性能について評価を行った．キーバリューストアと本研究で提案するオ
ブジェクトストレージの仕組みは大きく異なる．しかしながら，最近の分散ファイルシステムの中には
ストレージサーバのバックエンドとしてキーバリューストアを用いるものがある．例えば Ceph [27] は
LevelDB [51] をストレージサーバのバックエンドである OSD の代わりに用いる．そこで，本評価では
キーバリューストアについても評価を行った．評価の対象としたキーバリューストアは RocksDB [52]
および NVMKV [7] である．RocksDB は LevelDB を基にした永続的なキーバリューストアである．
NVMKV は OpenNVM を用いたキーバリューストアのひとつである．本評価では，これらのキーバ
リューストアが create操作をサポートしていないため，PUTオペレーションで 1バイトのデータを書き
込む操作を複数のスレッドから行い性能を評価した．その際，データのキーとしては以下のようにスレッ
3.4 評価 25








	











	





 	




	


(a) Sequential Write
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(b) Random Write
図 3.7 Direct Mode without Sizeの複数のスレッドからの書き込み性能評価の結果．(a)は逐次書き込
み，(b) はランダム書き込みの結果を示している．各グラフの横軸はブロックサイズ，縦軸はスルー
プットをそれぞれ表している．各線はスレッド数を示している．ワーカースレッドの増加によって高
い性能を示している．
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(a) Sequential Write
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(b) Random Write
図 3.8 Direct Mode with Sizeの複数のスレッドからの書き込み性能評価の結果．(a)は逐次書き込み，
(b)はランダム書き込みの結果を示している．各グラフの横軸はブロックサイズ，縦軸はスループット
をそれぞれ表している．各線はスレッド数を示している．ワーカースレッドの増加によって高い性能
を示している．
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(a) Sequential Write
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(b) Random Write
図 3.9 Version Modeの複数のスレッドからの書き込み性能評価の結果．(a)は逐次書き込み，(b)はラ
ンダム書き込みの結果を示している．各グラフの横軸はブロックサイズ，縦軸はスループットをそれ
ぞれ表している．各線はスレッド数を示している．各線はスレッド数を示している．ワーカースレッ
ドの増加によって高い性能を示している．
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(a) Sequential Write
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(b) Random Write
図 3.10 directFSの複数のスレッドからの書き込み性能評価の結果．(a)は逐次書き込み，(b)はラン
ダム書き込みの結果を示している．各グラフの横軸はブロックサイズ，縦軸はスループットをそれぞ
れ表している．各線はスレッド数を示している．ワーカースレッドの増加によって高い性能を示して
いる．
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(a) Sequential Write
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(b) Random Write
図 3.11 ioDriveの複数のスレッドからの書き込み性能評価の結果．(a)は逐次書き込み，(b)はランダ
ム書き込みの結果を示している．各グラフの横軸はブロックサイズ，縦軸はスループットをそれぞれ表
している．各線はスレッド数を示している．ワーカースレッドの増加によって高い性能を示している．
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図 3.12 キーバリューストアの複数のスレッドからの PUT操作性能評価の結果．横軸はスレッド数，
縦軸はスループットを表している．NVMKVは計算ノードの実コア数の 2倍となる 16スレッドを用
いた際に最大性能を示した一方で，RocksDBは実コア数を大幅に超えるスレッド数でも高い性能を示
した．
ド番号及びカウント変数による文字列を用いた．
<スレッド番号>-<カウント>.test
評価では 512,000回の PUT操作にかかる時間を測定した．評価で書き込まれたデータセットの合計サイ
ズはキーの文字列のバイト数がスレッド数によって変化する．例えばスレッド数として 512 を用いた際
には，約 7.35 MiBとなる．また，RocksDBについては XFSでフォーマットしたファイルシステム上で
評価を行った．RocksDB はオプションとしてログ先行書き込み (WAL: Write Ahead Logging) [53] を無
効にすることができるが，ログ先行書き込みを無効化した場合，クラッシュ時にデータが消失する可能性
があるため，ログ先行書き込みを有効にした状態で評価を行った．
結果を 図 3.12 に示す．このグラフでは，横軸はスレッド数，縦軸はスループットを表している．ス
レッド数を増やした際には，NVMKVは 16スレッドまでは性能が増加したが，それ以降は性能が低下し
た．RocksDBはスレッド数の増加に従い性能が増加した．RocksDBについては性能が上限に達するまで
スレッド数を増やした．それぞれのピーク性能で比較を行うと，RocksDBは NVMKVの 1.96倍となっ
た．これは複数の書き込みを束ねていることによる影響と考えられる．NVMKVは書き込み単位でスト
レージデバイスに対してアトミックに書き込みを行っている．これらの設計の違いが性能差の理由となっ
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たと考えられる．
キーバリューストアのインタフェースである PUT/GET命令は，バリューのオフセットなどを指定して
読み書きが出来ない．また，先に述べたようにオブジェクトの作成のみを行うという処理が出来ない．こ
れらの理由から本研究の提案手法と単純に比較することは困難であり，これらの結果は参考値としてとら
える必要がある．
オブジェクト作成性能評価
次に提案手法のオブジェクト作成性能をワーカースレッド数を変化させ評価を行った．この評価では，
Super Region の更新回数を減らす Bulk Reservation 最適化による影響についてもあわせて評価を行う．
その最適化では，skip-numberと呼ぶ更新間隔を表すパラメータがある．このパラメータを変化させなが
ら評価を行った．
結果を図 3.13に示す．図中のグラフの横軸はワーカースレッドの数，縦軸はスループットをそれぞれ
表している．また，各線は skip-number の値を表している．この値が 1 のとき，この最適化は用いられ
ていない．そのため，作成リクエストが発行されるたびに Super Regionは更新される．この値が 1以外
の時，この最適化は有効化されており，例えばこのパラメータが 1,024の際には，Super Regionは 1,024
回に 1 回のみ更新される．図 2.3 で示したファイルシステムの作成性能と提案手法の作成性能を示した
図 3.13を比較すると，提案手法は最適化やデータレイアウトに関わらず，スレッド数の増加に比例して
性能が向上している．これは，オブジェクトを作成する複数のスレッド間でのロック競合がないためであ
る．32スレッドを用いた際には，Direct Modeは skip-numberを 2048とした場合で最適化によって 1.51
倍の性能向上が合った．これは最適化によって書き込み回数が減り，実際に書き込まれるデータサイズが
減ったためである．
Bulk Initialization最適化を有効にした場合の作成性能評価
次に Bulk Initiakization最適化を用いた場合の作成性能への影響について評価を行った．この評価でも
作成性能をワーカースレッド数を変化させながら評価を行った．また，この評価では Bulk Initialization
のパラメータである pre-creation countを 1から 64まで変化させた．その際に Super Regionの更新回数
を減らす最適化 Bulk Reservationのパラメータである skip-numberは 128に固定した．
Bulk Initalization最適化を有効にした場合のオブジェクト作成性能評価結果を図 3.14に示す．このグ
ラフにおいても，横軸はワーカースレッドの数，縦軸はスループットをそれぞれ表している．図中の各線
は，Bulk Initialization最適化のパラメータである pre-creation countを表している．このパラメータが 1
の場合，この最適化は用いられていない．つまり，各オブジェクトの Super Blockは作成リクエストが発
行されるたびに初期化される．一方で，このパラメータが 1以外の場合，この最適化は用いられており，
例えばこのパラメータが 64のとき，64回に 1回まとめて 64個分のオブジェクトの Super Blockが更新
される．
図 3.14において，いずれのデータレイアウトにおいても 16スレッドを用いた際に最大性能を示した．
16スレッドを用いた際に，最適化前に比べて性能が最大で Direct Modeで 2.84倍，Version Modeで 2.80
倍にそれぞれなっている．提案手法のプロトタイプ実装ではストレージデバイスである ioDrive への書
き込みには nvm atomic batch operationsを用いた．nvm atomic batch operationsは図 2.2で示した通り，
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(a) Direct Mode
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(b) Version Mode
図 3.13 Bulk Reservationを用いた場合のオブジェクト作成性能評価の結果．(a)は Direct Mode，(b)
は Version Modeの結果をそれぞれ示している．グラフの横軸はワーカースレッドの数，縦軸はスルー
プットをそれぞれ表している．各線は skip-numberの値を表している．skip-numberを増やすことで高
い性能を示すようになった．
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(a) Direct Mode
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(b) Version Mode
図 3.14 Bulk Initialization を用いた際のオブジェクト作成性能評価の結果．(a) は Direct Mode，(b)
は Version Modeの結果をそれぞれ示している．グラフの横軸はワーカースレッドの数，縦軸はスルー
プットをそれぞれ表している．各線は pre-creation countの値を表している．pre-creation countを増や
すことで高い性能を示した．16 スレッドを用いた際に，最適化によって最大で Direct Mode で 2.84
倍，Version Modeで 2.80倍の性能向上を示した．
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同時に多数の I/O を書き込んだ際に高い性能を示す特性があるためこのように性能が向上したと考えら
れる．図 2.3で示したファイルシステムの性能評価の結果と図 3.14が示す提案手法の結果を比較すると，
提案手法は 16スレッドを用いた際に 740,000 IOPSを示しており，これは directFSに比べて 12倍の性能
となっている．さらに，図 3.12で示したキーバリューストアの結果と比較すると，提案手法は 16スレッ
ドを用いた際に，NVMKVに比べて 4.3倍の性能を示している．
3.5 まとめ
この章では，高性能分散ファイルシステムの実現のために，OpenNVMを用いたローカルオブジェクト
ストレージを設計し評価を行った．本稿での提案手法は OpenNVMに限らず節 3.2に示した機能を備え
たデバイスであれば適用することが可能である．スパースアドレス空間を用いることで，オブジェクト
ストレージを単純な固定長のサイズの Regionの配列として設計することができ，各 Regionの先頭のセ
クタ番号をオブジェクトの IDとして用いることでオブジェクトの参照も行うことができる．アトミック
バッチライトによって，書き込み単位で ACID特性を保持することができ，オブジェクト作成時の最適化
を行うことができる．
プロトタイプ実装の評価は，オブジェクトの作成において性能がワーカースレッドに比例することを示
した．また，本章ではオブジェクトの作成性能を向上させる最適化 Bulk Reservationと Bulk Initialization
のふたつを提案し，これらの最適化の効果についても評価を行った．Bulk Reservation最適化によって，
32 スレッドでオブジェクトを作成した際に 1.51 倍の性能向上が示された．Bulk Initialization 最適化に
よって，16 スレッドでオブジェクトを作成した際に Direct Mode の際に 2.84 倍，Version Mode の際に
2.80倍の性能向上が示された．これらの最適化を用いることによって，16スレッドからオブジェクトを
作成した際に directFSの 12倍の性能となる 740,000 IOPSの性能を示した．
さらに読み書きを行うアクセス性能評価においては，プロトタイプ実装が読み込みで 687 MB/s，書き
込みで 830 MB/sの性能をそれぞれ示した．また，デバイスのピーク性能に比べて 97.7%の書き込み性能
を示した．
今後の課題としては，オブジェクトの削除機能を実装することなどがある．
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本研究では，ポストペタスケールシステム向けにスケールアウトする分散ファイルシステム PPFSを設
計した．この PPFSは先に示した OpenNVMを用いた高性能分散ファイルシステムのためのローカルオ
ブジェクトストレージシステムをバックエンドに用いる．本章では，その PPFSの設計及び性能について
詳述する．
4.1 概要
ハイパフォーマンスコンピューティングとビッグデータ処理の融合したエクストリームビッグデータ処
理の分野における課題のひとつは分散ファイルシステムなどのストレージシステムである．この分野のア
プリケーションでは，チェックポイントを作成する際などにおいて，多くのプロセスから多くのファイル
が同時に作成されるワークロードがある．さらに，HPC分野においては，CPUのコア数がますます増加
する傾向にある．つまり，更に多くのプロセスが同時にファイルを作成する傾向にある．そのため，この
ファイル作成性能を向上させることは重要である．この傾向は，ポストペタスケールシステムの高性能計
算機においても計算ノードが GPUや MICなどのアクセラレータを使用していることから，変わらない
と考えられる．同時にファイルを作成するワークロードはチェックポイントを作成する際だけでなく，ゲ
ノム解析や画像処理，電話やビデオの記録など，ほかのクリエイトインテンシブアプリケーションにおい
ても存在し，それらにおいてもファイルシステムのファイル作成性能が重要となる．このような問題に対
して，PPMDS [16]や，GIGA+ [14]，IndexFS [15]などの多数の分散ファイルシステムの研究がなされて
きた．しかしながらこれらの研究は，メタデータサーバの性能を向上させることを主眼においている．分
散ファイルシステムを利用する上では，ファイル作成性能の他にもアクセス性能が重要である．
本研究では，ファイル作成性能として 1秒間に 100万個のファイルを作成する性能を示し，さらに 100
TB/sのアクセス性能を示すファイルシステムの実現を目指している．そのため，スケールアウトする分
散ファイルシステムを再設計することが求められる．
分散ファイルシステムのアクセス性能は，ストレージサーバ内でデバイスを管理するオブジェクトスト
レージシステムの性能に依存する．本論文では，そこで用いられるローカルオブジェクトストレージシス
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図 4.1 128クライアントプロセスを用いた際の各ファイルシステムのファイル作成性能のスケーラビ
リティ．結果は後に示す図 4.3(b)，図 4.4(b)，図 4.5(b)，図 4.6(b)，および図 4.7(b)から 128クライア
ントプロセスからのアクセスの際のファイル作成性能について抽出した．横軸はメタデータサーバの
ノード数，縦軸は 1 秒間に作成したファイルの数を表している．評価には mdtest [55] を用い，同一
ディレクトリにファイル・ディレクトリを作成した．複数の最適化を用いることにより提案手法（図
中 PPFS(Object Prefetching)）は，IndexFSの 2.52倍の性能となった．
テムとして第 3章で，OpenNVMを用いた分散ファイルシステム向けのローカルオブジェクトストレージ
システム [54]（以降 PPOST(Post-peta Object Storage Target)と呼ぶ）を提案した．これはストレージサー
バのバックエンドとして用い，ストレージデバイスにおいてファイルのデータを管理するために用いるた
めに設計されている．PPOSTのプロトタイプ実装の評価では，オブジェクトの作成において directFSの
12倍となる 740,000 Input/Output Operations Per Second (IOPS)の性能を示した．
本章では，この PPOSTと分散メタデータサーバ PPMDSを組み合わせることによってスケールアウト
する分散ファイルシステム PPFSを提案する．
図 4.1は，後に示す図 4.3(b)，図 4.4(b)，図 4.5(b)，図 4.6(b)，および図 4.7(b)から 128クライアント
プロセスからのアクセスの際のファイル作成性能について抽出した図である．この図に示されるように
分散ファイルシステム PPFSは，メタデータサーバのノード数によって性能がスケールアウトしており，
Object Prefetching最適化を用いることで最大で 138,000 ops/sの性能を示した．これは，IndexFSの性能
に比べて 2.52倍の性能である．
この章での貢献を以下に示す．
 ポストペタスケールシステム向けにスケールアウトする分散ファイルシステム PPFSの提案
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図 4.2 分散ファイルシステム PPFSのアーキテクチャ ([56]より引用)
 Bulk Creationや Object Prefetchingと呼ぶファイル作成性能を向上させる最適化手法の提案
 Bulk Creationや Object Prefetchingなどの最適化手法を用いることにより，メタデータサーバとし
て 5ノード用い，128クライアントプロセスからのアクセス時に，138,000 ops/sの性能を示すプロ
トタイプの実装
 ポストペタスケールシステムで利用する上では不可欠なファイル作成性能，及びファイルアクセス
性能に関するスケーラビリティの評価
4.2 PPFSの設計
本研究ではポストペタスケールシステムシステム向けにスケールアウトする分散ファイルシステム
PPFS (Post-peta File System)を設計した．このファイルシステムは以下の特徴がある．
1. メタデータサーバの台数を増やすことで，ファイル作成性能がスケールする．
2. OpenNVMの機能を利用することで，高いアクセス性能，高いオブジェクト作成性能を示すローカ
ルオブジェクトストレージを用いたストレージサーバの台数を増やすことでアクセス性能がスケー
ルする．
この分散ファイルシステム PPFSを実現するために，メタデータサーバとしてスケールアウトする分散
メタデータサーバ PPMDS [16]を利用し，ストレージサーバとしてスケールアウトするストレージサーバ
PPOSS(Post-peta Object Storage Server)を提案する．この PPFSのアーキテクチャを図 4.2に示す．PPFS
は同一ネットワーク内の複数のメタデータサーバ，複数のストレージサーバ，そしてクライアントによっ
て構成される．これは分散ファイルシステムのアーキテクチャとして一般的であり，Lustre [3]など他の
分散ファイルシステムでも用いられている．
一般的な分散ファイルシステムとの違いは，PPFS のメタデータとストレージサーバの設計である．
PPFSのメタデータサーバには，分散メタデータサーバ PPMDSを用いた．PPMDSは複数のメタデータ
サーバで構成されており，スケールアウトし高いファイル作成性能を示す．PPMDSの設計は，メタデー
タの管理にキーバリューストアを用いる点で分散メタデータサーバ IndexFSと似ている．しかし IndexFS
が，ディレクトリの分割をディレクトリ内のファイル数によってダイナミックに行うことに対し，PPMDS
は全てのディレクトリを等しく分割を行うという点で異なる．全てのディレクトリを分散させることで，
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ディレクトリ分割による一貫性の問題が生じない．また，PPFSのストレージサーバには PPOSSを新し
く設計して用いた．PPOSSは第 3章で示した OpenNVMを用いたローカルオブジェクトストレージシス
テムをバックエンドに用いる分散ストレージシステムである．現在の多くの分散ファイルシステムはス
トレージサーバのバックエンドに POSIX準拠のローカルファイルシステムを用いるが，それに起因する
オーバヘッドによりデバイスの性能を引き出せずファイル作成性能が低くなる．また，アクセス性能も読
み書きのブロックサイズを大きくすれば高い性能が出せるが，ブロックサイズが小さい場合に性能が低下
する．ポストペタスケールシステムでは，多くのクライアントが同時に分散ファイルシステムに対して書
き込みを行うが，常に大きなデータが書き込まれるとは限らない．そこで，小さなブロックサイズでの書
き込みでも高いアクセス性能を発揮できるように先の章で示したローカルオブジェクトストレージシステ
ムをバックエンドに用いたストレージサーバ PPOSSを設計し，それを用いた．
この節では，分散メタデータサーバ PPMDSの詳細と分散ストレージシステム PPOSS及び分散ファイ
ルシステム PPFSの設計について述べる．
4.2.1 PPMDS: ポストペタスケールシステムのための分散メタデータサーバ
PPFSのメタデータサーバとして PPMDS [16]を用いた．PPMDSは平賀らによって開発されているス
ケールアウトする分散メタデータサーバであり，高いファイル作成性能を示す．一般的に，ファイルシス
テムはファイルの中身であるデータだけでなく，名前空間や属性，変更日時，サイズ，inode番号などの
ファイルのメタデータも管理する．これまでのローカルファイルシステムでのメタデータを管理する手法
は，ローカルストレージデバイス上でデータを管理するために最適化されており，複数のメタデータサー
バ間でメタデータが分散して管理される分散ファイルシステムには適していない．inodeなどのファイル
のメタデータは，ファイルと 1対 1対応しているため，管理することが容易である．一方で，ファイルの
パスなどの名前空間は，木構造となるため，管理することが容易ではない．特にファイルの作成が特定の
ディレクトリに集中している場合に，並列にファイルを作成する処理が禁止される．そのため，分散ファ
イルシステムのメタデータサーバを設計することは非常に困難である．
現在の並列ファイルシステムでは，ファイルの作成が特定のディレクトリに集中している場合にスケー
ラビリティが制限されるという問題がある．しかしながら，PPMDS はこの問題を解決した．すべての
ファイルは親ディレクトリを持つという特徴がある．PPMDSはファイルのメタデータを Key-Valueスト
アで管理をしており，その際にファイルの親ディレクトリの inode番号とファイルの名前のペアをキーと
し，ファイルのメタデータを値として管理している．こうして管理することで，特定のディレクトリ以下
に存在するファイルの一覧を取得する際には，そのディレクトリの inode番号を用いて範囲検索を行うこ
とで可能となる．メタデータを複数のメタデータサーバに分散させる際には，このキーバリューストアで
さらにメタデータの分散先リストも管理させる．この分散先リストは，そのディレクトリエントリを管理
する全てのメタデータサーバを管理するために用いられる．ファイルを作成する際には，クライアントは
そのファイルの親ディレクトリの inode番号を取得し，任意のメタデータサーバに作成処理をリクエスト
する．そのサーバは，ファイル作成のトランザクションを開始し，そのファイルのメタデータを管理する
メタデータサーバを決定し，そのメタデータサーバにファイル作成をリクエストして，トランザクション
を完了させる．この方法を用いることで，特定のディレクトリに多数のファイルの作成が集中した場合に
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おいてもファイル作成性能がスケールアウトする．
4.2.2 PPOSS: ポストペタスケールシステムのための分散ストレージサーバ
次にファイルのデータを管理するストレージサーバとして提案した PPOSS の設計について説明
する．PPOSS は，ioDrive など，スパースアドレス空間やアトミックバッチライトの機能を提供する
OpenNVM [17]をサポートしたフラッシュデバイスをターゲットにしている．これまでに示したように，
OpenNVMのバージョン 0.7では，ioDriveの物理的容量を超える 144 PBのスパースアドレス空間を利
用できる．また，アトミックバッチライトの機能を用いることで，複数のブロックへの書き込みやトリム
をアトミックに行うことができる．
PPOST—OpenNVMを用いた分散ファイルシステムのためのローカルオブジェクトストレージ
第 3章で，OpenNVMを用いたローカルオブジェクトストレージシステムを提案し，評価を行った．こ
のローカルオブジェクトストレージシステムは，OpenNVM が提供するスパースアドレス空間，及びア
トミックバッチライトの機能を活用している．スパースアドレス空間を用いることで，膨大な空間を固
定長の Regionの配列として用いることができ，各 Regionにひとつのオブジェクトを対応させることで，
Regionの先頭のセクタ番号をオブジェクトの IDとして用いることができ，高いアクセス性能が期待でき
る．第 3章では，Region内でデータを管理する手法として Direct Modeと Version Modeのふたつを提案
した．Version Modeでは，書き込みによって生成されるすべてのバージョンを記録する．Direct Modeで
は，最新のバージョンのみ保持するが，一方で高いアクセス性能を発揮する．さらにオブジェクトの作成
において，Bulk Researvation，Bulk Initializationのふたつの最適化を提案しており，それらを活用するこ
とで，16スレッドを用いた際に directFSの 12倍となる 740,000 IOPSのオブジェクト作成性能を示した．
以降，このローカルオブジェクトストレージシステムの Direct Mode を PPOST と呼び，ストレージ
サーバのバックエンドとして活用する．
PPOSS
PPOSTはローカルで動作するオブジェクトストレージであり，単体ではネットワーク越しにアクセス
して，オブジェクトの作成や読み書きなどが出来ない．そこで，PPOSTをバックエンドとして用いる分
散ストレージサーバ PPOSSを設計した．PPOSSも PPOST同様，オブジェクトサイズなどオブジェクト
に関するメタデータを保持しない．これは，PPOSSは分散メタデータサーバ PPMDSと組み合わせて活
用することを想定しており，オブジェクトに関するメタデータはすべてメタデータサーバに保存されるた
めである．さらに，PPOSSは複数のストレージサーバによって構成されるが，それらは互いに独立して
いる．つまり，オブジェクトへのアクセスを行う際に PPOSS間での通信を行わない．そのため，PPOSS
のアクセス性能は，ストレージサーバのノード数でスケールアウトできる．
PPOSSが提供する機能は，オブジェクトの作成，読み込み，書き込み，削除である．クライアントが
いずれかのサーバに対してオブジェクトの作成をリクエストし，サーバがオブジェクトの IDを返す．こ
のオブジェクトの IDには，サーバの IDおよび，サーバ内でのオブジェクトの IDが含まれる．クライア
ントはそのオブジェクトの IDを用いて，オブジェクトに対して読み書きなどの操作を行う．
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4.3 プロトタイプ実装
この節では，PPFSのプロトタイプ実装の詳細について述べる．
4.3.1 PPFS
OpenNVM の機能を活用したローカルオブジェクトストレージの PPOST をバックエンドとして用い
るストレージサーバ PPOSSに，分散メタデータサーバ PPMDSを組み合わせることで，PPFSのプロト
タイプ実装を行った．PPMDSは FUSE [57]を用いたクライアントソフトウェアである ppfuseと，メタ
データサーバである ppmdsによって構成される．これに PPOSSを組み合わせることで，分散ファイルシ
ステムを実装することができる．
PPMDS は C++ でプログラムされており，通信には msgpack-rpc [58]，メタデータを保存するための
Key-Valueストアには Kyoto Cabinet [59]を用いている．そのため，PPOSSも C++で実装し，通信には
msgpack-rpcを用いた．
PPFSにおいてファイルを作成する順序を以下に示す．
(1) クライアントは任意のメタデータサーバにファイルの作成リクエストを発行する．
(2) メタデータサーバは inode番号を決定する．
(3) メタデータサーバは，inode番号をキーとして Jump Consistent Hash法 [60]により，そのファイルの
オブジェクトを保存するストレージサーバを決定する．
(4) メタデータサーバはオブジェクトの作成をストレージサーバに発行する．
(5) メタデータサーバは，inodeエントリや作成されたオブジェクトの IDを含むメタデータを保存する．
最適化：Bulk Creation
先の手法では，メタデータサーバがファイル作成のリクエストを受けた際にオブジェクト作成のリクエ
ストを発行することから，メタデータサーバはストレージサーバのクライアントでもある．それらのサー
バが同一ノードにない場合，メタデータサーバとストレージサーバはネットワークを利用した通信を行
う必要があり，それによるオーバヘッドが発生する．PPOSSのローカルオブジェクトストレージである
PPOSTは，最適化手法として複数のオブジェクトの初期化を同時に行うことで，初期化の回数を減らす
Bulk Initializationを提供している．PPFSのプロトタイプ実装でもその最適化手法のコンセプトを用い，
メタデータサーバはストレージサーバに対して，N回に 1回のみまとめて N個分のオブジェクトの作成
リクエストを発行するようにした．この最適化を Bulk Creationと呼ぶ．Bulk Creationを有効にした場合
のファイル作成順序を以下に示す．
(1) メタデータサーバは予め，新しいオブジェクトの IDとして，すべてのストレージサーバに対して N
個分のオブジェクトの作成リクエストを発行し，ストレージサーバの IDをキーとした連想配列でそ
れらのオブジェクトの IDを管理する．
(2) クライアントは任意のメタデータサーバにファイルの作成リクエストを発行する．
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(3) メタデータサーバは inode番号を決定する．
(4) メタデータサーバは，inode番号をキーとして Jump Consistent Hash法 [60]により，そのファイルの
オブジェクトを保存するストレージサーバを決定する．
(5) そのストレージサーバの IDに紐付いたオブジェクトの IDがない場合，メタデータサーバはそのスト
レージサーバに対して，N 個分のオブジェクトの作成リクエストを発行し，ストレージサーバの ID
をキーとした連想配列にそれらのオブジェクトの IDを追加する．
(6) メタデータサーバは新しいオブジェクトの IDとして，その連想配列からそのストレージサーバの ID
に紐付いたオブジェクトの IDを取得して用いる．
(7) メタデータサーバは，inodeエントリや作成されたオブジェクトの IDを含むメタデータを保存する．
(1)は起動時にのみ行われ，(2)から (7)はファイルを作成するたびに行われる．この最適化によって，メ
タデータサーバとストレージサーバの間の通信回数は N回に 1回行われることになる．
最適化：Object Prefetching
Bulk Creation を用いた場合でも，メタデータサーバとストレージサーバの間の通信が N 回のファイ
ル作成リクエストのうち 1 回は行われることになる．オブジェクトを作成している間は，ファイル作成
処理がブロックされるため，ファイル作成処理と並行して常にオブジェクトを作成する最適化 Object
Prefetchingを提案する．この最適化では，予めオブジェクトを作成し，オブジェクト IDを保持するが，
ファイルの作成によって保持しているオブジェクトの IDの残数が一定値を下回った時にオブジェクトを
追加でまとめて作成する．
4.3.2 PPOSS
分散ストレージサーバ PPOSSのプロトタイプ実装も PPMDSと同様に C++を用いて実装し，通信用ラ
イブラリとして msgpack-rpcを用いた．PPOSSのバックエンドであるローカルオブジェクトストレージ
システム PPOSTは第 3章で提案した OpenNVMを用いた高性能分散ファイルシステムのためのローカ
ルオブジェクトストレージシステムの Direct Mode without sizeを用いた．また，そのローカルオブジェ
クトストレージシステムはオブジェクトの作成において Bulk Resercvationと Bulk Initializationの 2種類
の最適化があった．今回の PPOSSのプロトタイプ実装では，これらのパラメータをともに 64と設定し
た．そのため，そのローカルオブジェクトストレージシステムの先頭にあり，ローカルオブジェクトスト
レージシステムのメタデータを管理する Super Regionの更新及び，各 Regionの先頭にある Super Block
の初期化は 64回に 1回行われる．さらに，PPOSS上でのオブジェクトの IDは符号なし 64ビット整数
とし，先頭 32ビットをストレージサーバの ID，後半 32ビットをそのストレージサーバ内でのオブジェ
クトの IDとした．
最適化：Direct Local Access
広く使われている分散ファイルシステムの中には Gfarm [18]や，Hadoop HDFS [19]，GFS [20]のよう
に計算ノードのローカルにあるストレージデバイスを用いるものがある．Direct Local Access最適化は，
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これらのファイルシステムのように計算ノードが分散ファイルシステムのストレージノードであり，計算
ノード内にストレージデバイスがある際に，高い I/Oバンド幅を活用できるようにローカルのストレージ
デバイスに対して直接操作を行う最適化である．この最適化は，計算ノード上で動くクライアントプロセ
スが操作したいファイルに対応したオブジェクトが，その計算ノード上で動く PPOSS内で管理されてい
る場合にのみ有効である．しかしながら，ジョブスケジューリングシステムと協調することで，ネット
ワーク上でのデータの移動を減らすことができ，高いアクセス性能を発揮できる．また，PPOSSは通信
用に msgpack-rpcを用いているため，サーバプロセスとクライアントプロセスのそれぞれでメモリコピー
が発生している．この最適化では，計算ノード上で動くクライアントプロセスが直接ストレージデバイス
を操作するため，メモリコピーの回数も削減でき性能の向上が期待できる．
4.4 PPFSの性能評価
先に示した分散ファイルシステム PPFSのプロトタイプ実装について，ファイル作成性能及びアクセス
性能の評価を行った．この節では，その評価方法の詳細及び評価結果を示す．
4.4.1 評価環境
評価に用いた計算機の詳細を表 4.1に示す．この評価では，メタデータサーバとして 1から 5ノード
用い，ストレージサーバとして 1から 10ノード用いた．クライアントとしては 1から 8ノード用い，最
大で 128クライアントプロセスからの評価を行った．これらの計算機は InfiniBandによって接続されて
いるが，通信は IPoIB (IP over InfiniBand)によって行った．
4.4.2 ファイル・ディレクトリ作成性能評価
この評価では分散ファイルシステム PPFS のファイルおよびディレクトリの作成性能について評価を
行った．評価には，mdtest HPC benchmark [55]のバージョン 1.9.3を用いた．mdtestは MPIを利用し，
並列メタデータ操作性能を評価するベンチマークソフトウェアで，指定したディレクトリ直下に並列に指
定された数のファイルとディレクトリの作成を行う．今回の評価では，各クライントプロセスが異なるマ
ウントポイントを利用できるように，mdtestに拡張を行った．
この評価では，mdtest 1プロセス当たりそれぞれ 5,000個のファイル，ディレクトリの作成を行った．
クライアントプロセスの数は 1から 128まで変化させたため，128プロセス時には合計 640,000個のファ
イル，ディレクトリがそれぞれ生成される．mdtestを実行した際のコマンドの例を以下に示す．
mpirun -np <クライアントプロセス数> -hostfile <ホストファイル名> \
mdtest -C -n 5000 -L -d <マウントポイントのリスト> -i 5 -U
-np は MPI のオプションである．これを変更することで，クライアントプロセス数を変化させた．
-hostfileもMPIのオプションであり，プロセスを実行するノードリストが書かれたホストファイルのファ
イル名を指定する．mdtest以降は mdtestのオプションである．-Cを付けることにより mdtestはファイ
ル・ディレクトリの作成性能の評価のみを行う．-Lを付けることにより，ファイルはリーフレベルにの
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表 4.1 分散ファイルシステムの性能評価環境
Metadata Server Client Storage Server
CPU Intel(R) Xeon(R) Intel(R) Xeon(R) Intel(R) Xeon(R)
E5-2695 v2 2.40GHz E5-2665 2.40GHz E5620 2.40GHz
# of cores per socket 12 8 4
# of sockets 2 2 2
RAM 64GB 24GB
OS CentOS 6
Network Mellanox Technologies Mellanox Technologies
MT27500 4x FDR MT26428 x QDR
(56Gbps) (32Gbps)
Storage Device - - Fusion-io ioDrive
160GB SLC
SDK - - OpenNVM Version 0.7
# of nodes 1-5 1-8 1-10
み作成される．-dオプションで，評価に用いるディレクトリを指定する．本評価では，一つのクライアン
トノードで複数のクライアントプロセスを実行するために，ここで複数のディレクトリを指定できるよう
に拡張した．-iオプションで，性能評価を何度繰り返すか指定できる．本評価では 5回繰り返した．結果
は平均が示される．-Uオプションは，-dオプションで複数のマウントポイントを利用できるようにした
ことを示すために追加したオプションである．
結果を，図 4.3，図 4.4，および図 4.5に示す．図 4.3，図 4.4，および図 4.5には，それぞれグラフがふ
たつずつあり，ディレクトリの作成性能とファイル作成性能をそれぞれ示している．これらのグラフにお
いて，縦軸は 1秒辺りに作成することのできるファイルの数であり，数値が大きいほど高い性能であるこ
とを示している．横軸はクライアントのプロセス数であり，それを 1から 128まで変化させて性能を計
測した．
図 4.3のうちディレクトリ作成性能を示す図 4.3(a)においては，メタデータサーバのノード数が 1ノー
ドで，クライアント数が 16の場合に 50,841.7 ops/sと最も高い性能を示しており，メタデータサーバが
2ノード以上となった場合では少ないクライアント数の場合はノード数が少ないほうが，クライアント数
が多い場合にはノード数が多いほうが高い性能を示している．1ノードの場合に最も高い性能を示したの
は，ディレクトリの作成時はメタデータサーバがディレクトリのエントリを分散させるサーバのリストを
関係するすべてのサーバに対して作成するためである．一方で，ファイル作成性能を示す図 4.3(b)におい
ては，メタデータサーバのノード数を増やすことで性能がスケールアウトしていること示しており，メタ
データサーバのノード数が 5ノードでクライアントが 128プロセスだった場合に 142,564.4 ops/sとなっ
ている．また，ディレクトリ作成時の性能に比べてファイル作成時の性能が高いが，ファイル作成時には
ディレクトリのメタデータのひとつであるディレクトリエントリの分散させるサーバのリストが存在せ
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(a) ディレクトリ作成性能
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(b) ファイル作成性能
図 4.3 PPMDS (メタデータ操作のみ)のファイル・ディレクトリ作成性能の結果．縦軸は 1秒あたり
に作成したファイルの数・ディレクトリの数であり，横軸はクライアントプロセスの数を表す．各線
はメタデータサーバのノード数である．ファイル作成性能はメタデータサーバのノード数でスケール
アウトすることを示している．
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(b) ファイル作成性能
図 4.4 IndexFSのファイル・ディレクトリ作成性能の結果．縦軸は 1秒あたりに作成したファイルの
数・ディレクトリの数であり，横軸はクライアントプロセスの数を表す．各線はメタデータサーバの
ノード数である．メタデータサーバが 2ノードと 3ノード，及び 4ノードと 5ノードの場合はそれぞ
れ性能差が見られない．
46 第 4章 ポストスケールシステム向け高性能分散ファイルシステム PPFSの設計と評価







 	     	   
 	 		     	













	



    
(a) ディレクトリ作成性能









       	  
       













	



    	
(b) ファイル作成性能
図 4.5 PPFS のファイル・ディレクトリ作成性能の結果．縦軸は 1 秒あたりに作成したファイルの
数・ディレクトリの数であり，横軸はクライアントプロセスの数を表す．各線はメタデータサーバの
ノード数である．ファイル作成性能はメタデータサーバのノード数でスケールアウトしている．5 メ
タデータサーバ，128クライアント時には PPFSは PPMDSに比べて 62.8%の性能となった．
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ず，ディレクトリ作成時にあったそのリストを関係する全てのサーバで作成するコストがファイル作成時
にはないためである．
次に比較のために，PPMDSと同様にメタデータをキーバリューストアで管理する IndexFS [15]のファ
イル作成性能を評価した．これまでの分散ファイルシステムがファイルアクセス性能を高めることに着目
していたことに対し，IndexFSはファイルのメタデータ操作性能を高めることに着目している．IndexFS
は，PVFS [28]や Lustre [3]，HDFS [19]などの既存の分散ファイルシステムのメタデータ操作性能を高
めるミドルウェアである．メタデータを管理するキーバリューストアではファイルの親ディレクトリの
inode番号とファイル名のハッシュ値のペアをキーとしてメタデータを管理しており，PPMDSと似た手
法でメタデータを管理している．文献 [15]によれば，IndexFSはメタデータサーバとして 128ノードま
で用いた場合でも性能がスケールアウトし，その性能は既存のファイルシステムに比べて 50%以上の高
い性能を示す．そのため，本評価では PPMDSと性能を比較するためにも IndexFSのファイル作成性能
について比較を行う．
IndexFSのファイル・ディレクトリの作成性能評価の結果を図 4.4に示す．図 4.4中の図 4.4(a)がディ
レクトリ作成性能，図 4.4(b)がファイル作成性能をそれぞれ示す．図 4.4のうちディレクトリ作成性能を
示す図 4.4(a)においても，PPMDSと同様にメタデータサーバのノード数が 1ノードで，クライアント数
が 16の際に 18,987.9 ops/sと最も高い性能を示している．これはメタデータサーバのノード数が 2ノー
ド以上になった場合に，メタデータサーバ間の通信が発生するためと考えられる．ファイル作成性能評価
の結果を示す図 4.4(b)では，メタデータサーバとして 2ノード用いた場合と 3ノードを用いた場合，また
4ノードを用いた場合と 5ノードを用いた場合に性能差がほぼない．これは，IndexFSがディレクトリを
複数のメタデータサーバに分割する際に 2のべき乗に分割するためである．5メタデータサーバを用い，
128クライアントプロセスからアクセスした際の PPMDSの性能は IndexFSに比べて 2.60倍である．こ
れは，PPMDSは 5ノード全てにディレクトリを分割できていること，PPMDSは分散トランザクション
によってエントリの追加ができていることなどが理由に挙げられる．
次に，分散メタデータサーバ PPMDS と分散ストレージシステム PPOSS を組み合わせた分散ファイ
ルシステム PPFS のファイル作成性能を図 4.5 に示す．図 4.5 中の図 4.5(a) がディレクトリ作成性能，
図 4.5(b) がファイル作成性能をそれぞれ示す．図 4.5 のうちディレクトリ作成性能を示す図 4.5(a) は，
PPMDS単体のディレクトリ作成性能を示す図 4.3(a)と異なり，メタデータサーバが 1ノードでクライア
ントが 128プロセスの場合に最も高い性能である 48,784.3 ops/sを示した．PPMDS単体時に 1ノードで
最も高い性能を示したクライアントが 16プロセスの場合では，単体時の性能に比べて 75.0 %の性能と
なっている．図 4.5(b)は，PPFSのメタデータサーバのノード数を増やすことで性能がスケールアウトし
ていることを示している．一方で，図 4.5(b)は，5メタデータサーバを利用した際の PPFSの性能が同一
条件の PPMDSの性能に比べ，128クライアントプロセスからのアクセス時には 62.8%に，16クライア
ントプロセスからのアクセス時には 11.5%にそれぞれ低下していることを示している．これは，ファイ
ルを作成する際に，PPMDSは実際にファイルに対応するオブジェクトのエントリを作成していなかった
ことに対して PPFSは PPOSS上でオブジェクトを作成するようになり，PPOSS上でオブジェクトのエン
トリを作成している間は処理がブロックされることが原因である．
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4.5 Bulk Creation最適化を有効にした場合のファイル作成性能評価
次に PPMDS に PPOSS を組み合わせた際のファイル作成時のストレージサーバとの通信回数を減ら
す Bulk Creation の影響について評価を行った．この評価では，PPOSS と通信を行うのは 64 回に 1 回
で，その際に 64個のオブジェクトを作成するように設定した．結果を図 4.6に示す．図 4.6中の図 4.6(a)
がディレクトリ作成性能，図 4.6(b) がファイル作成性能をそれぞれ示す．図 4.6 のうちディレクトリ作
成性能を示す図 4.6(a) も，PPMDS 単体のディレクトリ作成性能を示す図 4.3(a) と異なり，メタデータ
サーバが 1ノードでクライアントが 128プロセスの場合に最も高い性能である 47,064.7 ops/sを示した．
PPMDS単体時に 1ノードで最も高い性能を示したクライアントが 16プロセスの場合では，単体時の性
能に比べて 75.2%の性能となっている．図 4.6中の図 4.6(a)がディレクトリ作成性能，図 4.6(b)がファ
イル作成性能をそれぞれ示す．Bulk Creation最適化を用いることで，メタデータサーバが 5ノードでク
ライアント数が 128プロセスの場合にピーク性能である 119,373.9 ops/sを示した．図 4.3(b)が示すファ
イル作成性能を比較すると，メタデータサーバが 5 ノードでクライアント数が 128 プロセスの場合に，
PPMDS単体の場合に比べて 83.7%となり，クライアント数が少ない 16プロセスの場合では 65.2%とな
り，Bulk Creation最適化を適用しない場合に比べて，クライアントが 128プロセスの場合に 1.34倍，16
プロセスの場合に 5.69倍にそれぞれなった．これは，ファイル作成のたびに PPOSSでオブジェクトの発
行を行うのではなく，64回に 1回まとめてオブジェクトの作成をおこなうようにしたためと考えられる．
さらに，メタデータサーバが 5ノードでクライアント数が 128プロセスの場合の性能を IndexFSと比較
すると IndexFSに比べて 2.17倍の性能を示した．
4.6 Object Prefetching最適化を有効にした場合のファイル作成性能
評価
最後に，ファイルの作成とオブジェクトの作成を並行して行う最適化 Object Prefetchingを用いた際の
結果を図 4.7に示す．図 4.7中の図 4.7(a)がディレクトリ作成性能，図 4.7(b)がファイル作成性能をそれ
ぞれ示す．図 4.7のうちファイル作成性能を示す図 4.7(b)では，Object Prefetching最適化を用いること
で，メタデータサーバとストレージサーバの間のオブジェクト作成のための通信による影響をファイル作
成時に受けない．メタデータサーバとして 5ノードを用い，128クライアントプロセスからのアクセス時
に最大性能である 138,577.7 ops/sを示し，これは PPMDSの 97.2%の性能である．最適化前に比べて大
幅にオーバヘッドの影響を受けなくなったが，一部新たなメモリ操作などのため若干の性能低下が見られ
る．しかしながら，これは IndexFSに比べて 2.52倍の性能であり，この最適化が非常に効果的であるこ
とを示している．
4.7 ファイルアクセス性能評価
次に，分散ファイルシステム上にあるファイルに対するアクセス性能について評価を行う．この評価で
は，IOR HPC Benchmark [61]のバージョン 2.10.3を用いて性能を測定した．IORはMPIを用いたアク
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(b) ファイル作成性能
図 4.6 PPFS with bulk creation (N=64)のファイル・ディレクトリ作成性能の結果．縦軸は 1秒あたり
に作成したファイルの数・ディレクトリの数であり，横軸はクライアントプロセスの数を表す．各線
はメタデータサーバのノード数である．ファイル作成性能はメタデータサーバのノード数でスケール
している．5メタデータサーバ，128クライアント時には PPMDSに比べて 83.7%となり，最適化前
に比べて 1.34倍の性能向上を示した．
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(b) ファイル作成性能
図 4.7 PPFS with Object Prefetching のファイル・ディレクトリ作成性能の結果．縦軸は 1 秒あたり
に作成したファイルの数・ディレクトリの数であり，横軸はクライアントプロセスの数を表す．各線
はメタデータサーバのノード数である．ファイル作成性能はメタデータサーバのノード数でスケール
している．5メタデータサーバ，128クライアント時には PPMDSに比べて 97.2%となった．
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セス性能を測定するベンチマークソフトウェアであり，指定したブロックサイズで並列に読み書きした際
の性能を測定することができる．本評価では，IORを用いて，クライアントプロセスごとに 128 MiBの
データを書き込んだ際の性能について，ブロックサイズごとに評価を行った．クライアントプロセス数を
1から 128まで変化させてアクセス性能を測定した．クライアントプロセスごとに 128 MiBのデータを
書き込むので，128 クライアントプロセスを用いた際には合計 16GiB のデータが PPOSS に書き込まれ
る．同一クライアントノード上で複数のクライアントプロセスが動作するが，各クライアントプロセス
が異なるマウントポイントを利用するようにした．そのため，128クライアントプロセスを利用した場合
は，8台のクライアントノード上でそれぞれ 16個のマウントポイントがあり，合計 128個のマウントポ
イントを利用するようにした．
評価で実行した IORのコマンドの例を以下に示す．
mpirun -np <クライアントプロセス数> -hostfile <ホストファイル名> \
IOR -b 128m -t <ブロックサイズ> -F -i 5 -u -o /tmp/ppmds/mnt/testFile -w
-np は MPI のオプションである．これを変更することで，クライアントプロセス数を変化させた．
-hostfile も MPI のオプションであり，プロセスを実行するノードリストが書かれたホストファイルの
ファイル名を指定する．IOR以降が，IORのオプションとなる．-bオプションは，タスクあたりの書き
込みサイズを設定している．本評価では，クライアントごとに 128 MiBのデータを指定している．-tオ
プションは，書き込みの際のブロックサイズを指定している．本評価では，これの値を変化させて測定し
た．-Fオプションは，プロセスごとに異なるファイルを生成し読み書きするオプションである．-iオプ
ションは，繰り返しの数である．本評価では各クライアントプロセス数，各ブロックサイズごとに 5回ず
つ測定するように設定した．-uオプションは，クライアントプロセスごとに異なるディレクトリを用いる
様に設定するオプションである．これと -oオプションを組み合わせることで，それぞれのプロセスが異
なるマウントポイントを利用できるようになる．-oオプションは，各クライアントプロセスが評価に用い
るファイルのパスを指定するものである．-uオプションと組み合わせることで，指定したパスの親ディレ
クトリの下の各ランク番号の下に指定したファイルを生成する．上記コマンドの例では，各プロセスは，
/tmp/ppmds/mnt/0/testFile.0000， /tmp/ppmds/mnt/1/testFile.0001，…のようなファイルをそれぞれ操作す
ることになる．-wオプションは，書き込み性能のみ評価を行うことを指定するオプションである．
本評価では，上記のような例で性能を測定した．
4.7.1 リモートファイルアクセス性能評価
この評価では，ブロックサイズを変化させてアクセス性能を測定した．またこの評価では，クライアン
トプロセスが動作する計算ノードとファイルに紐付くデータのオブジェクトが保存されているストレージ
ノードは異なる．
分散ファイルシステムの評価に先立ち，初期評価として分散ファイルシステム PPFSのストレージサー
バ PPOSSの単一性能について評価を行った．
結果を図 4.8に示す．図の縦軸は 1秒間に書き込むことのできたバイト数，横軸はブロックサイズをそ
れぞれ表している．グラフ上の各線は，クライアントのプロセス数を表している．図は，クライアントプ
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図 4.8 PPOSSシングルノードの性能評価結果．縦軸はスループット，横軸はブロックサイズである．
各線はクライアントプロセスの数である．スレッド数を増やすことでアクセス性能は向上したが，32
クライアントからのアクセスで性能上限に達している． ([56]より引用)
ロセスを増やす毎に性能が向上することを示しているが，32クライアントからのアクセスで性能上限に
達している．これは本評価で用いたストレージデバイスの性能限界である．分散ファイルシステム PPFS
の性能評価にあたっては，この初期評価での 128クライアントプロセスからのアクセスの結果をベースラ
インとする．
次に分散ファイルシステム PPFSのリモートファイルアクセス性能を測定した．この評価ではまず，ス
トレージサーバ PPOSSのノード数を 10ノードに固定し，メタデータサーバ数を 1から 5ノードを変え
それぞれ測定した．その結果を図 4.9，図 4.10，図 4.11，図 4.12，および図 4.13に示す．図 4.9はメ
タデータサーバが 1ノードの結果，図 4.10は 2ノードの結果，図 4.11は 3ノードの結果，図 4.12は 4
ノードの結果，図 4.13は 5ノードの結果をそれぞれ示している．各図中のグラフの縦軸はスループット
を表しており，横軸はブロックサイズを表している．また，図中の各線は IORのプロセス数である．
これらアクセス性能の結果には，先のファイル作成性能評価で比較に用いた IndexFSの結果が含まれて
いない．これは，IndexFSが Lustreや PVFS, HDFSなどの既存の分散ファイルシステムのメタデータ操
作性能を向上させるミドルウェアであり，そのアクセス性能はバックエンドとなる分散ファイルシステム
の性能に依存しているからである．
図 4.9，図 4.10，図 4.11，図 4.12，および図 4.13を比較すると，メタデータサーバのノード数を変化
させたそれぞれの結果の間に大きな差は見られない．これは，ファイルに対するアクセスの際にメタデー
タサーバが行っている処理が open()および close()のみで，実際にファイルを操作する write()の際には
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図 4.9 メタデータサーバが 1ノードの際のリモートファイルアクセス性能評価の結果．縦軸はスルー
プット，横軸はブロックサイズを表している．各線は IORのプロセス数である． ([56]より引用)
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図 4.10 メタデータサーバが 2 ノードの際のリモートファイルアクセス性能評価の結果．縦軸はス
ループット，横軸はブロックサイズを表している．各線は IORのプロセス数である．
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図 4.11 メタデータサーバが 3 ノードの際のリモートファイルアクセス性能評価の結果．縦軸はス
ループット，横軸はブロックサイズを表している．各線は IORのプロセス数である．
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図 4.12 メタデータサーバが 4 ノードの際のリモートファイルアクセス性能評価の結果．縦軸はス
ループット，横軸はブロックサイズを表している．各線は IORのプロセス数である．
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図 4.13 メタデータサーバが 5 ノードの際のリモートファイルアクセス性能評価の結果．縦軸はス
ループット，横軸はブロックサイズを表している．各線は IORのプロセス数である． ([56]より引用)
メタデータサーバとの通信が発生しないためである．
ピーク性能はメタデータサーバを 2 ノード用い，128 クライアントプロセスからブロックサイズを 1
MiBにして書き込んだ際に，6,158.22 MiB/sとなった．この評価では，ストレージサーバ PPOSSを 10
ノード用いたため，各ストレージサーバでは平均して 615.8 MiB/sのアクセスが行われたことを意味する．
しかしながら，図 4.8 で示した先の予備評価では，PPOSS 1 ノードあたりの同一条件での性能は 829.2
MiB/sであり，25.7 %の性能低下がある．
次に，メタデータサーバ PPMDSのノード数を 1ノード，クライアントプロセス数を 128にそれぞれ
固定し，ストレージサーバ PPOSSのノード数を変化させて評価を行った．その結果を図 4.14に示す．こ
の図においてもグラフの縦軸はスループットを表しており，横軸はブロックサイズを表している．また，
グラフ中の各線はストレージサーバ PPOSSのノード数を示している．
図 4.14は，分散ファイルシステム全体のアクセス性能がストレージサーバのノード数によってスケー
ルアウトすることを示しており，ピーク性能は 10ノードを用い，ブロックサイズとして 32KiBを用いた
際の 6285.69MiB/sである．しかしながら，図 4.8で示した先の予備評価と比較すると，ストレージサー
バのノード数を増やし，ブロックサイズを 64KiB以上にした際に性能劣化がある．これは，クライアン
トプロセス数が少なく，各ストレージサーバ PPOSSに十分なクライアントプロセス数が割り当てられず
に性能が出なかったことが原因である．しかしながら，リモートアクセスの際にはストレージサーバ間
の通信はないため，クライアント数が十分にある場合には PPOSSのサーバーの台数でスケールアウトす
るため，166,000ノード用意することで 100TB/sを達成することは可能である．また，小さなブロックサ
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図 4.14 ストレージサーバ PPOSS のノード数を変化させた際のリモートファイルアクセス性能評価
の結果．縦軸はスループット，横軸はブロックサイズを示している．グラフ中の各線は PPOSSのノー
ド数である．ストレージサーバのノード数を増やすことで性能は向上している． ([56]より引用)
イズの場合でも性能劣化がある．これは書き込みの際に FUSE を経由する際や通信用ライブラリである
msgpack-rpcを利用する際のメモリコピーなどによるオーバヘッドが一因である．
4.7.2 ローカルファイルアクセス性能評価
次に，クライアントとストレージサーバ PPOSSが同一ノードにある際の性能について評価を行った．
本評価では，メタデータサーバ PPMDSを 1ノード，クライアント兼ストレージサーバを 8ノード用い
た．評価環境を表 4.2に示す．
図 4.15 は，ストレージサーバを 8 ノード用い，8 クライアントプロセスから書き込みを行った際の
性能評価の結果である．各ノードでは，1 クライアントプロセスが動作している．この図中において，
PPOSS-localと表記されている青い線がDirect Local Access最適化を利用した際の PPOSSの結果であり，
PPOSS-msgpackと表記されたオレンジ色の線が Direct Local Access最適化を利用しない場合の PPOSS
の結果である．さらに，PPOSTの性能を評価するために，PPOSSのバックエンドとして ext4ファイル
システムを用いた場合の性能についても評価をした．ext4-local と表記された灰色の線が ext4 ファイル
システムを用い，Direct Local Access 最適化を利用した際の結果である．ext4-msgpackと表記された黄
色の線が ext4ファイルシステムを用い，Direct Local Access最適化を利用しない場合の結果を示してい
る．PPOSS-local はブロックサイズとして 2 MiB を用いた際に，最適化を利用しない場合の結果である
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表 4.2 分散ファイルシステムのローカルファイルアクセス性能評価環境
Metadata Server Client, Storage Server
CPU Intel(R) Xeon(R) Intel(R) Xeon(R)
E5-2695 v2 2.40GHz E5620 2.40GHz
# of sockets 2 2
RAM 64GB 24GB
OS CentOS 6
Network Mellanox Technologies Mellanox Technologies
MT27500 4x FDR MT26428 x QDR
(56Gbps) (32Gbps)
Storage Device - Fusion-io ioDrive
160GB SLC
SDK - OpenNVM Version 0.7
# of nodes 1-5 1-8
PPOSS-msgpackの 2.36倍に性能が向上し，ext4-localは ext4-msgpackの 2.18倍に性能が向上した．そ
のため，この最適化は効果的だといえる．
図 4.16 は，ストレージサーバを 8 ノード用い，128 クライアントプロセスから書き込みを行った際
の性能評価の結果である．各ノードでは，16クライアントプロセスが動作している．この図中において
も PPOSS-local と表記されている青い線が Direct Local Access 最適化を利用した際の PPOSS の結果，
PPOSS-msgpackと表記されたオレンジ色の線が Direct Local Access最適化を利用しない場合の PPOSS
の結果，ext4-localと表記された灰色の線が ext4ファイルシステムを用い，Direct Local Access最適化を
利用した際の結果，ext4-msgpack と表記された黄色の線が ext4 ファイルシステムを用い，Direct Local
Access最適化を利用しない場合の結果をそれぞれ示している．
図 4.16中の各線は，すべて 6,200 MiB/s前後で性能の限界に達している．これは，デバイス性能の上
限である．しかしながら，PPOSS-local はブロックサイズ 16 KiB を用いた際に性能上限に達しており，
最適化を利用しない場合の結果である PPOSS-msgpackに比べると 1.51倍の性能である．そのため，こ
の最適化はファイルの書き込み性能を向上させる目的に対しては効果がある．さらに，PPOSS-local は
ext4-localに比べて 3.36倍の性能を示している．そのため，ストレージサーバのバックエンドとして ext4
を用いることは効果的である．
次に PPOSS のブロックサイズごとのスケーラビリティについて評価を行った．本評価でも IOR を用
い，IORのオプションはこれまでと同じである．結果を，図 4.17，図 4.18，図 4.19，及び図 4.20に示す．
各図中のグラフの縦軸はスループットを，横軸は PPOSSのノード数を表している．PPOSS1ノードにつ
き 16クライアントプロセスを用いた．そのため，PPOSS8ノードを用いた際には，128クライアントプ
ロセスからの書き込みを行っている．
図 4.17はブロックサイズとして 512Bを用いた際の性能評価の結果であり，小さなブロックサイズで
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図 4.15 ストレージサーバと合計 8プロセスのクライアントが同一ノード上で動作した際のファイル
書き込み性能評価の結果．縦軸はスループット，横軸はブロックサイズである．PPOSS-localと表記さ
れている青い線が Direct Local Access最適化を利用した際の PPOSSの結果であり，PPOSS-msgpack
と表記されたオレンジ色の線が Direct Local Access最適化を利用しない場合の PPOSSの結果である．
ext4-local と表記された灰色の線が ext4ファイルシステムを用い，Direct Local Access 最適化を利用
した際の結果である．ext4-msgpack と表記された黄色の線が ext4 ファイルシステムを用い，Direct
Local Access 最適化を利用しない場合の結果を示している．PPOSS-local はブロックサイズとして 2
MiB を用いた際に，最適化を利用しない場合の結果である PPOSS-msgpack の 2.36 倍に性能が向上
した．
の書き込み性能を示している．この結果は分散ファイルシステム PPFSのファイルの書き込み性能がスト
レージサーバ PPOSSのノード数によってスケールアウトしていることが示されている．ストレージサー
バ PPOSS を 8 ノード用いた際には，Direct Local Access 最適化を用いない PPOSS-msgpack に比べて，
1.9倍の性能である．これは，Direct Local Access最適化によってメモリコピーの回数が削減できたこと
による影響である．また，ext4ファイルシステムをバックエンドとし，Direct Local Access最適化を用い
た ext4-local は，Direct Local Access 最適化を用いない PPOSS-msgpack に比べて 1.2 倍の性能である．
これは小さいブロックサイズを用いる場合では，メモリコピーによるオーバヘッドが ext4をバックエン
ドとして用いることによるオーバヘッドに比べて大きかったことを示している．図 4.18はブロックサイ
ズとして 4KiB を用いた際の性能評価の結果である．ストレージサーバ PPOSS を 8 ノード用いた際に，
PPOSS-localは PPOSS-msgpackに比べて 1.9倍の性能を示し，ext4-localは ext4-msgpackに比べて 1.1
倍の性能を示した．図 4.19はブロックサイズとして 32KiBを用いた際の性能評価の結果である．この結
果も分散ファイルシステム PPFSがストレージサーバ PPOSSのノード数によってスケールアウトしてい
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図 4.16 ストレージサーバと合計 128プロセスのクライアントが同一ノード上で動作した際のファイ
ル書き込み性能評価の結果．縦軸はスループット，横軸はブロックサイズである．PPOSS-localと表記
されている青い線がDirect Local Access最適化を利用した際の PPOSSの結果であり，PPOSS-msgpack
と表記されたオレンジ色の線が Direct Local Access最適化を利用しない場合の PPOSSの結果である．
ext4-localと表記された灰色の線が ext4ファイルシステムを用い，Direct Local Access最適化を利用し
た際の結果である．ext4-msgpackと表記された黄色の線が ext4ファイルシステムを用い，Direct Local
Access 最適化を利用しない場合の結果を示している．PPOSS-local はブロックサイズとして 16KiB
を用いた際に，最適化を利用しない場合の結果である PPOSS-msgpack の 1.51 倍に性能が向上した．
([56]より引用)
ることを示している．PPOST をバックエンドとして用いた PPOSS は，Direct Local Access 最適化の有
無にかかわらずほぼ等しい性能を示している．これはブロックサイズが大きくなることによって，メモ
リコピーの回数が減少し，それによるオーバヘッドの影響が薄れたためと考えられる．また，PPOSTを
バックエンドとして用いた PPOSSは，バックエンドに ext4ファイルシステムを用いた ext4-localに比べ
て 1.9倍の性能を示した．そのため，PPOSTをバックエンドとして用いることは効果的である．図 4.20
はブロックサイズとして 2MiB を用いた際の性能評価の結果である．この結果も分散ファイルシステム
PPFSがストレージサーバ PPOSSのノード数によってスケールアウトしていることを示している．この
結果では，バックエンドとして PPOST を用いる場合と ext4 を用いる場合，さらに Direct Local Access
最適化の有無にかかわらずほぼ等しい性能を示している．これは，デバイスの性能上限に達して居るため
と考えられる．
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図 4.17 ブロックサイズが 512B の際のファイル書き込み性能のスケーラビリティ．縦軸はスルー
プット，横軸は PPOSSのノード数を表している．
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図 4.18 ブロックサイズが 4KiB の際のファイル書き込み性能のスケーラビリティ．縦軸はスルー
プット，横軸は PPOSSのノード数を表している．
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図 4.19 ブロックサイズが 32KiB の際のファイル書き込み性能のスケーラビリティ．縦軸はスルー
プット，横軸は PPOSSのノード数を表している．
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図 4.20 ブロックサイズが 2MiB の際のファイル書き込み性能のスケーラビリティ．縦軸はスルー
プット，横軸は PPOSSのノード数を表している．
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4.8 まとめ
本章では，ポストペタスケールシステム向けにスケールアウトする分散ファイルシステム PPFSを提案
し，評価を行った．PPFSは，スケールアウトする分散メタデータサーバ PPMDSとスケールアウトする
分散ストレージシステム PPOSSを組み合わせたファイルシステムである．PPFSはノンブロッキングト
ランザクションを用いキーバリューストアにメタデータを保存する PPMDSを用いることで，高いファイ
ル作成性能を発揮する．
また，第 3章で提案した OpenNVMを用いたローカルオブジェクトストレージシステム PPOSTをバッ
クエンドとして用いたストレージサーバ PPOSSを用いることで，ストレージサーバでのオブジェクト作
成性能を向上させ，またデバイスの高いアクセス性能を活用した．さらに，メタデータサーバとストレー
ジサーバの間の通信の回数を減らしたり隠蔽を行う Bulk Creationと Object Prefetching最適化を提案し
た．また，ストレージサーバとクライアントプロセスが同一ノード上で動作する際にはメモリコピーによ
るオーバヘッドの影響を減らすために直接データを操作する Direct Local Access最適化を提案した．
評価においては，メタデータサーバとして 5ノードを用いて 128クライアントプロセスからのアクセ
ス時に，分散メタデータサーバ PPMDSは IndexFSに比べて 2.6倍の性能を示した．さらに，PPMDSと
ストレージサーバ PPOSSを組み合わせた分散ファイルシステム PPFSは，メタデータサーバのノード数
でスケールアウトすることを示した．また，先の PPMDSと同一の条件で，138,000 ops/sのファイル作
成性能を示し，これは IndexFSに比べて 2.52倍の性能だった．
リモートファイルアクセス性能評価では，PPFSのファイルアクセス性能がストレージサーバのノード
数でスケールアウトすることを示した．ストレージサーバとクライアントが同一ノード上で動作した場合
のローカルファイルアクセス性能評価では，最適化を用いることで，16KiB という小さなブロックサイ
ズでもデバイスの性能上限に達し，デバイスの性能を引き出していることを示した．さらに，ストレー
ジサーバ PPOSS のバックエンドとして OpenNVM を用いたローカルオブジェクトストレージシステム
PPOSTではなく，ext4ファイルシステムを用いた場合に比べて，3.4倍の性能を示し，PPOSTを用いる
こと，Direct Local Access最適化を用いることがそれぞれ効果的であることを示した．
本研究の目的は，第 1章で示したようにポストペタスケールシステムをターゲットとし，ファイル作成
において 100万 ops/s，ファイルへのアクセスにおいて 100 TB/sの実現させるために，メタデータサーバ
やストレージサーバのノード数によってスケールアウトする高性能分散ファイルシステムを実現させるこ
とである．PPFSのプロトタイプ実装は，5メタデータサーバを用いることで 138,000 ops/sを示し，性能
はメタデータサーバのノード数でスケールアウトする．そのため，100万 ops/sは 37ノードのメタデー
タサーバで達成できる．また，リモートアクセス性能評価において PPFSのプロトタイプ実装は，10ス
トレージサーバを用いた際に 6,200 MB/sを示し，性能はストレージサーバのノード数でスケールアウト
する．そのため，100 TB/sは 166,000ノードのストレージサーバで達成できる．
今後の課題としては，PPFS を大規模化で実行した際のスケーラビリティに関する性能評価をシミュ
レーションなどによって行うこと，耐障害性を高めることが挙げられる．
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本論文では，ポストペタスケールシステム向けの高性能分散ファイルシステムを実現するために，
OpenNVMを用いたローカルオブジェクトストレージシステムおよび，それを用いた分散ファイルシステ
ム PPFSを提案してきた．本章では，これまでの概略と今後の課題について述べる．
5.1 概略
ポストペタスケールシステム上で実行されるエクストリームビッグデータ処理の規模が拡大し，今後も
ストレージシステムへの要求が大きくなることが見込まれる．特にポストペタスケールシステムは，CPU
コア数がこれまでよりさらに増えることから，チェックポインティングなどの際には同時に数千ないし数
万のファイルが分散ファイルシステム上に作成されることが見込まれる．また，こうした分散ファイルシ
ステムのストレージノードでは不揮発性メモリなど，これまでのストレージデバイスと異なる特徴を持つ
デバイスが用いられることも見込まれる．エクストリームビッグデータ処理のアプリケーションはメモリ
に収まらないデータを分散ファイルシステムに保存するため，その性能を高めるためにメタデータサーバ
やストレージサーバのノード数によって性能がスケールアウトする高性能分散ファイルシステムが必要で
あり，さらにその性能を最大に高めるために不揮発性メモリなどの特徴を活かす必要があった．そのため
本研究では，多くの CPUコアや不揮発性メモリなどのストレージデバイスをもつポストペタスケールシ
ステムをターゲットとし，メタデータサーバやストレージサーバのノード数によってスケールアウトする
高性能分散ファイルシステムの実現させ，ファイル作成において 100万 ops/s，ファイルへのアクセスに
おいて 100 TB/sの実現を目指し，不揮発性メモリ向けの新しいインタフェースの標準として提案されて
いる OpenNVM をサポートしたストレージデバイス向けのローカルオブジェクトストレージ PPOST と
PPOSTをストレージサーバのバックエンドに用いた分散ファイルシステム PPFSを設計し，それぞれ評
価を行った．
5.1.1 高性能分散ファイルシステムのためのローカルオブジェクトストレージ
本研究では第 3章で示した OpenNVMが提供するスパースアドレス空間およびアトミックバッチライ
トの機能を活用することで性能の向上を図ったローカルオブジェクトストレージシステム PPOSTを設計
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した．
第 2章で示したように，近年の分散ファイルシステムは，オブジェクトに基づいたアーキテクチャを採
用していることが多い．このようなファイルシステムのアクセス性能は，そのファイルのデータを実際に
保存するストレージサーバ内にあるストレージデバイスを管理するローカルファイルシステムやローカル
オブジェクトストレージシステムの性能に依存する．ストレージサーバで用いられるストレージデバイス
が，HDDからフラッシュデバイスやストレージクラスメモリなどに変わりつつあり，こうしたデバイス
にはスパースアドレス空間やパーシステントトリム，アトミックバッチライトなど，これまでのブロック
デバイスとは異なる APIを提供するものも登場した．分散ファイルシステム全体の性能を向上させるた
めにも，ストレージサーバで用いられるローカルオブジェクトストレージをフラッシュデバイス向けに再
設計することが重要である．そこで，新しいインタフェースの標準して提案されている OpenNVM flash
primitivesを活用したローカルオブジェクトストレージ PPOSTを設計した．
スパースアドレス空間を用いることで，オブジェクトストレージを単純な固定長のサイズの Regionの
配列として設計することができ，各 Regionの先頭のセクタ番号をオブジェクトの IDとして用いること
でオブジェクトの参照も行うことができる．プロトタイプ実装の評価は，オブジェクトの作成において性
能がワーカースレッドに比例することを示した．また，第 3章ではオブジェクトの作成性能を向上させる
最適化 Bulk Reservationと Bulk Initializationの 2つを提案した．これらの最適化を用いることで，オブ
ジェクトの作成において 740,000 ops/sの性能を示し，既存のファイルシステムに比べて 12倍の性能を示
した．アクセス性能の評価では，PPOSTのプロトタイプ実装では物理デバイスのピーク性能の 97.7%の
性能を示した．
5.1.2 ポストスケールシステム向け高性能分散ファイルシステム PPFSの設計と評価
第 4章では，PPOSTをバックエンドとして用いた分散ストレージサーバ PPOSSを設計し，PPOSSを
スケールアウトする分散メタデータサーバ PPMDSと組み合わせることで分散ファイルシステム PPFSを
設計した．また，メタデータサーバとストレージサーバの間の通信の回数を減らしたり隠蔽を行う Bulk
Creationと Object Prefetching最適化を提案した．さらに，ストレージサーバとクライアントプロセスが
同一ノード上で動作する際にはメモリコピーによるオーバヘッドの影響を減らすために直接データを操作
する Direct Local Access最適化を提案した．PPFSのプロトタイプ実装の評価では，メタデータサーバの
ノード数でファイル作成性能がスケールすることを示し，5メタデータサーバ，128クライアントプロセ
スを用いた際に，オブジェクト作成の最適化を有効にすることで，ファイル作成性能の評価で IndexFSの
2.52倍の性能である 138,000 ops/sを示した．アクセス性能の評価では，アクセス性能がストレージサー
バのノード数でスケールアウトすることが示された．さらに，ストレージサーバ PPOSSのバックエンド
として，OpenNVMを用いたローカルオブジェクトストレージシステム PPOSTではなく ext4ファイル
システムを用いた場合に比べて 3.4倍の性能を示し，PPOSTを用いることおよび Direct Local Access最
適化を用いることがそれぞれ効果的であることを示した．クライアントプロセスとストレージサーバを異
なるノードで実行した場合のリモートアクセス性能評価では，ストレージサーバ PPOSSを 10ノード用
いた際にピーク性能 6,200 MB/sを示した．
本研究の目的は，第 1 章で示したようにポストペタスケールシステムをターゲットとし，メタデータ
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サーバやストレージサーバのノード数によってスケールアウトする高性能分散ファイルシステムを実現さ
せ，ファイル作成において 100万 ops/s，ファイルへのアクセスにおいて 100 TB/sの実現を目指すことで
ある．PPFS のプロトタイプ実装は，5 メタデータサーバを用いることで 138,000 ops/s を示し，性能は
メタデータサーバのノード数でスケールアウトする．そのため，100万 ops/sは 37ノードのメタデータ
サーバで達成できる．また，リモートアクセス性能評価において PPFSのプロトタイプ実装は，10スト
レージサーバを用いた際に 6,200 MB/sを示し，性能はストレージサーバのノード数でスケールアウトす
る．そのため，100 TB/sは 166,000ノードのストレージサーバで達成できる．
5.2 今後の課題
本研究にはローカルオブジェクトストレージシステム PPOSTの設計と分散ファイルシステムの PPFS
の設計のふたつのテーマが含まれる．ローカルオブジェクトストレージシステム PPOSTの現在のプロト
タイプ実装ではオブジェクトの削除などの機能が提供されていない．それらについて実装する必要があ
る．分散ファイルシステム PPFSの評価では，メタデータサーバのノード数に比例し性能が向上すること
がわかった．しかしながら，本研究での性能評価は極めて限られたノード数での評価となっている．今後
は，大規模な性能評価を行うためにシミュレーションなどを行う必要がある．さらに，今回のプロトタイ
プ実装では，分散ファイルシステムとして最低限の機能しか提供していない．実用化のためにはフォール
トトレランスの機能などを提供する必要がある．
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