Abstract. The index of a graph is the largest eigenvalue of its adjacency matrix. A starlike is a tree having a unique vertex of degree r > 2. We show how to order the starlike trees with n > 3 by their indices. In particular, the index of starlike trees are all distinct.
Introduction
A starlike is a tree with a unique vertex of degree r ≥ 3. It may be seen as a graph having a central vertex attached to r paths with y 1 , . . . , y r , respectively (see Figure 1 for an example). In spite of its apparent simplicity, import spectral properties of this class of graphs have been derived in many studies.
Recall that the spectrum of a graph G having n vertices is the (multi)set of the eigenvalues of its adjacency matrix. We traditionally order them so that
The index of the graph G is λ 1 , the largest eigenvalue of G, which is positive if G is not the empty graph.
When defining starlike tree in 1979, Watanabe and Schwenk [7] studied the integrality of such trees, that is, they characterized starlike trees for which all the eigenvalues are integral values. In [5] , Lepović and Gutman showed that starlikes are characterized by their spectrum, meaning that no two (non isomorphic) starlikes have the same spectrum. In [3] , Patuzzi, de Freitas and Del-Vecchio studied the integrality of the index of starlike trees.
In this note, we show that two non isomorphic starlike trees having n > 3 vertices have different indices. In fact our result is stronger than this: given n > 3 we can order all non isomorphic starlike trees with n vertices by their indices.
To explain how our result is proven, we set the following notation. For a starlike tree with n ≥ 4 vertices and r ≥ 3 paths P y 1 , . . . , P yr , each one with y i vertices, the usual notation is S(y 1 , . . . , y r ). Notice that by setting y 1 ≤ y 2 ≤ · · · ≤ y r , with y 1 + · · · + y r = n − 1, each distinct set of numbers [y 1 , y 2 , . . . , y r ] gives a non isomorphic starlike tree with n vertices. But recall that each such an r-tuple is a partition of n − 1 in r parts. Henceforth, we are going to refer the partition [y 1 , y 2 , . . . , y r ] of n − 1 of r parts and the starlike S(y 1 , . . . , y r ) with r paths indistinctly. Figure 1 shows the starlike [1, 2, 3, 3, 5] having n = 14 vertices and 5 paths.
Seeing the starlikes with n vertices as the set of partitions, allows one to order them in lexicographical order (see next section for definitions). What we actually show is that the order of the indices of the starlikes has the same lexicographical order of the partitions.
The paper is organized as follows. In section 2 we explain the main tool used and show how to compare the indices of two starlike trees. Next, in section 3, we define and c Figure 1 . The starlike [1, 2, 3, 3, 5] .
study the lexicographical order of partitions. In particular, we show how to obtain the successor of a given partition. Finally, in section 4 we prove the main result.
The main tool
In this section, we describe our main tool to prove the result. The starting poing is the algorithm due to Jacobs and Trevisan [2] that can be used to estimate the eigenvalues of a given tree. It counts the number of eigenvalues of the adjacency matrix of a tree T lying in any real interval. The algorithm is based on the diagonalization of the matrix A(T ) + αI, where A(T ) is the adjacency matrix of T and α is a real number. One of the main features of this algorithm is that it can be executed directly on the tree, so that the adjacency matrix is not needed explicitly. The algorithm is given in Figure 2 . It is worth noticing that the diagonal elements of the output matrix correspond precisely to the values a(v) on each node v of the tree. The following is the result we are going to use.
Lemma 1 (Jacobs and Trevisan [2] ). Let T be a tree and let D be the diagonal matrix produced by the algorithm Diagonalize(T, −α). The following assertions hold. To illustrate how the algorithm performs, we look at an example. Consider the starlike tree T = S(1, 3, 3) with 8 vertices and let us apply the algorithm Diagonalize(T ,-1), where the root is chosen to be the only of vertex of degree 3. We initialize all vertices with -1 (left of Figure 3) . We process the vertices from the leaves towards the root. The middle vertices of each of the paths P 3 become 0, after processing them. In order to process the last vertices of the P 3 's, we look at their children, that have value 0. Hence the algorithm requires to assign the value − 1 2 for them, 2 for the original vertices that were zero, and eliminate the edge between them and its parent (in this case, the root), see center Figure 3 . Now the only remaining vertex to process is the root, that currently has a single children, whose value is -1. Processing it, results in a value 0. The vertices have the final values (−1) 3 times, − 1 2 twice, 0 once and 2 twice. This shows there are 5 eigenvalues smaller than 1, 1 is an eigenvalue of multiplicity 1 and there are 2 eigenvalues larger than 1. The right of Figure 3 shows the final values. Figure 3 . The starlike S [1, 3, 3] .
Consider now a starlike tree T = S(y 1 , . . . , y r ) = [y 1 , . . . , y r ]. Let λ = −λ 1 (T ), where λ 1 (T ) is the index of T , i.e. the largest eigenvalue of T . After applying the algorithm Diagonalize(T, λ), Theorem 1 tells us that all values will be negative, except for one value that must be 0. We observe that the value 0 can only happen while processing the last vertex, the root, otherwise there would be positive values.
Consider a path P y j of T . The sequence a k for k = 1, . . . y j −1 given by the recurrence equation
define the values appearing in each vertex of the path P y j . After processing all paths of T , we process the root. The value at root is
We know that this values has to be 0, hence we have the following equation for λ.
We reformulate this as the following result.
Theorem 1. Let 0 < y 1 ≤ y 2 ≤ · · · ≤ y r and r ≥ 3 be positive integers. Let T be the starlike S(y 1 , . . . , y r ). For a given λ, define the recurrence relation
If λ = −λ 1 (T ), where λ 1 (T ) is the index of T , then
This next lemma defines properties of the recurrence relation b i given by (2) that are essential to our proofs.
Lemma 2. Let T = [y 1 , . . . , y r ] be a starlike. Consider the sequences {b i } i=1,2,...,yr associated with λ = −λ 1 (T ). Then (a) b i < 0, for i = 1, . . . , y r , and is decreasing;
Proof. (a) We first observe that the sequence a i < 0, i = 1, . . . y r . This is so by Theorem 1. Notice that 0 > a 1 = λ = −λ 1 (T ) is the negative of the index of T . The number of i's to consider is the number of vertices of the largest path, that is y r . If y r ≥ 2, then
This shows that the sequence a i , i = 1 . . . , y r − 1 is increasing. Now, since
Now given a starlike T = [y 1 , . . . , y r ] with index λ 1 (T ), the equation (3) may be read as b y 1 + · · · + b yr = −λ 1 (T ). We want to compare the index of T with another starlike, say
Let us assume that the largest path of T ′ is no larger than the largest path of T , equivalently,that
Consider applying the algorithm Diagonalize to T ′ with the same λ = −λ 1 (T ). Notice that the values in all vertices (but the root) are negative by Lemma 2, because these are the same b i associated with T , for some natural number i. Let us then consider the last value, computed at the root, given by
L is either positive, negative or zero. In the context of Lemma 1, we conclude the following. If L < 0, then, since all the values are negative, all the eigenvalues of
if L > 0, we have that n − 1 eigenvalues of T ′ are smaller than λ 1 (T ) and exactly one (the index) is larger than λ 1 (T ).
We state this for reference, since this is the main tool to prove our result.
. . , z s ] be two non isomorphic starlikes with n vertices. Additionally, assume r, s > 2 and z s ≤ y r . If
that is, the index of T ′ is larger than the index of T .
Ordering partitions
Ordering partitions lexicographically is somewhat obvious. For our purposes, however, we need to understand exactly how to change one partition to find the next one. The main goal of this section is to characterize the types of changes that make one partition to be the successor of a given partition.
We define, for each n ≥ 4 and r ≥ 3 the set of ordered natural numbers
as the set of partitions of n − 1 with r parts. Each partition [y 1 , . . . , y r ] corresponds to a starlike tree with n vertices and r paths each one with y i vertices. We introduce the lexicographical order ≺ in Ω n−1,r by
We consider the set Ω n−1 := Ω n−1,3 ∪ Ω n−1,4 ∪ · · · ∪ Ω n−1,n−1 that corresponds to the set of all starlike trees with n vertices, and extend the lexicographical order by assuming that
for any [m 1 , . . . , m r ] ∈ Ω n−1,r and [y 1 , . . . , y r+1 ] ∈ Ω n−1,r+1 then (Ω n−1 , ≺) is a totally ordered set. For instance,
Given a set Ω n−1 , we want to describe its structure. In particular, we want to identify consecutive elements, and more precisely, we want to define general operations that transform a partition into a new partition having no other partition between them.
We say that a partition
and there is no partition between them. An operation that transforms [y 1 , . . . , y s ] into the partition that covers it will be called a covering. A covering is a transformation that when applied to a partition γ, determines the successor of γ.
Giving the observation in (4), we see that all the partitions in Ω n−1,s are smaller than any partition in Ω n−1,t for all 3 ≤ s < t ≤ n − 1. Hence, we are going to investigate more closely the subset Ω n−1,r for a given r ≥ 3.
Let us consider, for the sake of an example, the subset [1, 3, 7] , [1, 4, 6] , [1, 5, 5] , [2, 2, 7] , [2, 3, 6] , [2, 4, 5] , [3, 3, 5] , [3, 4, 4] } .
Clearly, the smallest partition with respect to the lexicographical order in Ω n−1,r is given by In Having determined the largest partition of the initial maximal class, we find the smallest partition of the next class, simply replacing z r−2 = 1 by z r−2 = 2:
To find consecutive elements, we iterate the application of α r−1,r producing the next maximal class, and so on.
Back to our example Ω 11,3 we have 3 maximal classes and the ordering The minimum partition of each maximal class is given by
The conclusion is that each maximal class is the orbit of the minimal partition. The minimal partitions of
The procedure above described obviously generates an ordered union of maximal classes, that obviously is contained in Ω n−1,r . To see the equality we will next analyze the coverings in detail.
Coverings.
A covering is a transform that when applied to a partition produces its successor. Which means that this pair of partitions are consecutive, having no partition between them in the lexicographical order and the second one is bigger.
More To describe all the coverings in Ω n−1 we classify them according to the previous discussion. There are, hence, three types of coverings: (I) the one going from the largest partition of Ω n−1,r to the smallest partition Ω n−1,r+1 ; (II) the ones within a maximal class and (III) the one going from the largest partition of a maximal class to the smallest partition of the next maximal class. The next result characterizes these coverings. Proof. By construction, Type I coverings will be only between the bigger partition in Ω n−1,r and the initial partition of Ω n−1,r+1 . The fact that this represents a covering is obvious. Type II transitions occurs by performing an α transformation. We already see that α preserves order thus we need to prove that [y 1 , . . . r ([y 1 , . . . , y r ] ).
Type III transitions are more complex. We separate the proof in the next two lemmas. where we have ξ = k + c + δ and the number of entries equal to k + c is a ≥ 1, the number of entries equal to k + c + δ is b ≥ 1 and a + b ≥ 2 because it is not a Type II.
As [z 1 , . . . , z r ] = [m 1 , . . . , m t , k +1, k +1, . . . , θ] must have the same sum, we conclude that
We will analyze all the different possibilities: 
(a) c = 0: In this case we have
(
In this situation we can have θ = k + 1 < k + 2 = ξ, which implies that b = 1 (otherwise the sum will be different), that is
(c) c > 1: In this case we have ([y 1 , . . . , y r ] ).
Ordering starlikes by their indices
In this section we prove our main result, stated as the following theorem.
Theorem 4. Let n ≥ 4 be an integer. Let S n be the set of the starlike trees with n vertices and Ω n−1 the set of all partitions [y 1 , . . . , y r ] of n − 1, with 3 ≤ r ≤ n − 1. The order of the indices in S n is the lexicographical order in Ω n−1 . In particular, the indices of any two starlikes in S n are distinct.
Recall that in section 3, we discussed in detail how to order lexicographically the partitions in Ω n−1 . More precisely, we have shown how to generate a successor partition for any partition of Ω n−1 . In order to achieve the monotonicity of the indices, it is sufficient to show that the index of a starlike tree given by the successor partition is larger. We are going to use the result of Theorem 2 to compare the indices of the two starlikes. We will do this in three steps according the covering types defined above.
• Monotonicity of Type I coverings. We show that the index of the starlike having largest index in Ω n−1,r is smaller than the index of the starlike having smallest index in Ω n−1,r+1 , for r = 3, . . . , n − 2. This is done in Proposition 1.
• Monotonicity of Type II coverings. We next show the monotonicity of the indices in each maximal class of Ω n−1,r , for a fixed 3 ≥ rn − 1. This means that the operation α r−1,r increases the index. This is going to be done in Proposition 2.
• Monotonicity of Type III coverings. Here we show that the index of the starlike having largest index in a maximal class of Ω n−1,r is smaller than the index of the tree having smallest index of the next maximal class. This is done in Proposition 3. The following lemmas are going to be necessary to prove Proposition 1. A well known result is the following.
Lemma 5. Let G be a connected graph. If H is a proper subgraph of G then λ 1 (H) < λ 1 (G).
The following bound is due to Lepović and Gutman [4] (see also [3] ).
Lemma 6. Let T be a starlike with r paths. Then the index of λ 1 (T ) satisfies
Proposition 1 (Monotonicity between Ω n−1,r and Ω n−1,r+1 ). Let n > 3 and 2 < r < n − 1 be integers. Let T be the starlike given by the largest partition [y 1 , . . . , y r ] ∈ Ω n−1,r and let T ′ be the starlike given by the smallest partition of Ω n−1,r+1 . Then
Lemma 7. [1, 6] . Let u be a vertex of a non-trivial connected graph G, and let G 0 k,l denote the graph obtained from G by adding pendant paths of length k and l at u.
Consider a starlike [y 1 , y 2 , . . . , y r ]. Since y i ≤ y j , for all i < j, we consider applying an α 0 transformation to [y 1 , . . . , y i , . . . , y j , . . . , y r ] obtaining [y 1 , . . . , y i + 1, . . . , y j − 1, . . . , y r ]. That is, we make a longer path shorter (by one) and a shorter path even shorter by one. According to Lemma 7, the index increases. We notice that this operations corresponds to the α operation defined in section 3 and state the following result for reference. In order to prove the next key proposition we need a technical result regarding the index of trees associated to a certain pair of partitions.
Proof. To see that, we recall that λ = −λ 1 (T ′ ) and consider the only two possible cases for T ′ : t = 0 and t > 0.
The case t = 0. We have T ′ ≺ T ′′ , where
Let the sum of
, by Theorem 1. The sum of b i over T ′′ , is given by (r − 1)b k+1 + b θ . We need to prove that λ 1 (T ′ ) < λ 1 (T ′′ ) and by Theorem 2, this is equivalent to show
We notice that, from the above equation,
thus our inequality is equivalent to
< λ is the inequality that we should prove.
Using the fact that
we obtain By construction θ ≥ ξ so the tree T is a subgraph of the tree T ′ . From Lemma 5 we conclude that λ 1 (T ) < λ 1 (T ′ ). Finally, from Lemma 9 we conclude that λ 1 (T ′ ) < λ 1 (T ′′ ) completing our proof. 
