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Abstract
We present a novel data-driven regularizer for weakly-supervised learning of 3D
human pose estimation that eliminates the drift problem that affects existing approaches.
We do this by moving the stereo reconstruction problem into the loss of the network
itself. This avoids the need to reconstruct 3D data prior to training and unlike previous
semi-supervised approaches, avoids the need for a warm-up period of supervised training.
The conceptual and implementational simplicity of our approach is fundamental to its
appeal. Not only is it straightforward to augment many weakly-supervised approaches
with our additional re-projection based loss, but it is obvious how it shapes reconstructions
and prevents drift. As such we believe it will be a valuable tool for any researcher working
in weakly-supervised 3D reconstruction. Evaluating on Panoptic, the largest multi-camera
and markerless dataset available, we obtain an accuracy that is essentially indistinguishable
from a strongly-supervised approach making full use of 3D groundtruth in training.
1 Introduction
Human pose estimation is the task of predicting the body configuration of one or several
humans in a given image or sequence of images. Human poses can be estimated in either
2D or 3D. Human Pose Estimation in 2D is a trivial task for humans despite dealing with
problems such as occlusion and lighting or multiple people in a scene. 3D Human Pose
Estimation has to deal with the aforementioned problems for 2D Estimation, but rather than
locating the various body parts in the original image, it estimates their 3D position. This adds
additional complexity as depth estimation has perspective ambiguities, making the problem
hard for humans, even with the benefit of stereo vision. 3D Human Pose Estimation remains a
largely unsolved problem, especially with challenging poses or in uncontrolled environments.
Recent approaches, using convolutional neural networks, have achieved impressive results
for both 2D and 3D Human Pose Estimation. But deep learning models require ever increasing
amounts of data to yield optimal results. For 2D Human Pose Estimation, there exists large
high-quality datasets, annotated by crowdsourcing, in uncontrolled environments. This enables
the training of accurate and robust models. But for 3D Human Pose Estimation, such large-
scale in-the-wild datasets do not yet exist, which is mostly due to the methods used to generate
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3D annotation. There are three main sources of 3D data: (1) Synthetic data: which despite
the ever increasing realism in terms of graphics and textures, the poses are generated from
parametric models handcrafted by humans and therefore do not fully reflect the variability
of natural data; (2) Mo-Cap: where the common data acquisition protocol involves the use
of markers and specialized sensors in highly controlled environments; and (3) Reconstructed
data from multiple 2D detections: which achieves remarkable precision, but involves large
numbers of cameras in order to solve joint occlusion phenomena as well as provide high
reconstruction quality. This also typically limits the environment to indoor studios.
In this paper, we propose a weakly-supervised approach to train models to regress a
3D Pose from a single 2D Pose using Multi-View Consistency. To evaluate our approach
we conduct a comparative experiment between strongly-supervised and weakly-supervised
methods. In the context of 3D Pose Estimation, we consider a method strongly-supervised
if it uses 3D Pose data as groundtruth, while a weakly-supervised approach makes use of
weaker forms of data, including 2D Poses and camera calibration. Our weakly-supervised
solution yields comparable results to its strongly-supervised counterpart, while making no
use of 3D groundtruth and offers the potential for future training on less constrained data.
2 Literature Review
There has been significant recent interest in Human Pose Estimation, in no small part due to
its importance in applications such as pedestrian detection, human behaviour understanding
and HCI. We give a brief overview of the fields of both 2D and 3D Human Pose Estimation.
2D Pose Estimation: Early approaches involve the extraction of features from the image,
followed by a regression or a model fitting step. One such example is Pictorial Structures [6]
which consists of finding the optimal locations of body parts in the image by simultaneously
minimizing the degree of mismatch of the part in the image, and the degree of deformation of
the kinematic model between two parts.
More recently, Convolutional Pose Machines have become a popular approach [34].
Reusing the Pose Machines concept of Ramakrishna et al. [23], they iteratively infer joint
heatmaps, where each new prediction refines the previous inference. This architecture implic-
itly learns long-range dependencies and multi-part cues, enabling fine-grained joint locations
even when dealing with various kinds of occlusion. Stacked Hourglass Networks [18], another
popular approach, uses this same concept of iterative refinement of the predictions, but it also
includes residual convolutional layers [8] and skip connections [25].
Further improvements in 2D Human Pose Estimation centered around producing more
complex models, either by learning compositional human body models [30, 31], or evaluating
at various scales [12]. Simon et al. [28] trained models for Hand Pose Estimation with very
little annotated data, using a multi-view set-up along with 3D reconstruction and bootstrapping
in order to iteratively label data without supervision. Pose Estimation in scenes containing
multiple people also represents a challenge, and Cao et al. [2] presented a framework that
first estimates the locations of the body parts using a modified Convolutional Pose Machines
architecture, before solving the matching problem using their predicted Part-Affinity-Fields.
3D Pose Estimation: While much research on 2D Pose Estimation has focused on dealing
with single or sequences of monocular RGB images, the nature of the input for 3D Estimation
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is more varied including, RGB, RGB-D (captured with devices such as the Kinect [26]) or
multiple images from calibrated cameras, e.g. Human3.6M [10] or Panoptic Studio [11].
3D Human Pose Estimation approaches can be categorized as approaches inferring pose
directly from an image with their model trained in an end-to-end fashion or approaches
that decouple the localization of the 2D landmarks from the 3D lifting step. We can also
categorize them by those that make extensive use of 3D annotations, known as strongly-
supervised approaches, or make use of weak-supervision to reduce the dependency on 3D
annotated data.
Strongly-supervised end-to-end techniques often make use of 2D cues to improve their
performance. Li and Chan [14] proposed a framework that jointly performs a coarse 2D part
detection coupled with a 3D Pose regression. Park et al. [19] improved on the previous solu-
tion, incorporating implicit limb dependencies. Improving further on the part dependencies,
Zhou et al. [35] introduced Kinematic layers which force the model to produce physically
plausible poses. Using more conventional layers, Sun et al. [30] designed a compositional
loss function, which gives structure-awareness to the network. Pavlakos et al. [20] developed
a fully convolutional end-to-end architecture, inspired by [18], which discretizes the 3D space
and performs a voxel-by-voxel classification. Tekin et al. [32] showed that fusing 2D body
part heatmaps produced by a Stacked Hourglass network [18] at multiple stages improved
performance.
Decoupled approaches make use of advances in 2D localization to estimate 3D Pose.
Chen and Ramanan [3] presented an example-based method, inspired by [22], which matches
2D Poses produced by an off-the-shelf detector [34] with a set of 3D Poses, by minimizing the
re-projection error. Bogo et al. [1] proposed a solution to fit the parametrizable 3D body shape
model SMPL [15] to 2D landmarks inferred by DeepCut [21]. Martinez et al. [16] presented
a simple yet effective discriminative approach, where a small fully connected network with
residual connections is trained to regress 3D Poses from 2D detections produced by a Stacked
Hourglass model, and outperformed more complex state-of-the-art approaches.
All previously discussed supervised methods leverage 3D Poses from groundtruth. Large
scale datasets providing accurate 3D groundtruth use either Mo-Cap data (e.g. HumanEva
[27] or Human3.6M [10]) or using a high number of cameras (such as the Panoptic Studio
[11]). These widely used datasets were captured in controlled environments, which therefore
limits the generalization capabilities of the models to "in the wild" images. To overcome this
limitation, recent approaches are now aiming at learning 3D Human Pose Estimation using
less constraining sources of data, hence named weakly-supervised architectures.
Tome et al. [33] proposed an architecture, derived from the successful Pose Machines
framework [23, 34]. It iteratively predicts 2D landmarks, lifts the pose to 3D by finding the
best rotation and pose that minimizes the re-projection loss, before fusing 2D and 3D cues
to produce a refined 2D pose, and back-propagating solely on the 2D losses. Rhodin et al.
[24] suggested an end-to-end approach using unlabelled images from multiple calibrated
cameras and a small amount of 3D labelled data. They demonstrated that using geometric con-
straints could extend the generalization capabilities to reliably predict poses in uncontrolled
environments. Inspired by the architecture of Martinez et al. [16], Drover et al. [4] trained
a generative adversarial network, which from an input 2D pose generates its corresponding
3D pose, with constraints on the depth, before randomly projecting it onto a 2D image plane.
The discriminator, given real 2D pose, needs to determine if the projected pose is valid or not.
We aim to learn the mapping from the 2D to 3D Pose distribution space in a weakly-
supervised manner, i.e. without any explicit prior on the 3D Pose distribution space or super-
vised training while avoiding drift.
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3 Weakly-Supervised Learning of 3D Pose Estimation
from a Single 2D Pose using Multi-View Consistency
To train a 2D-to-3D model we use a combination of two weakly-supervised losses, the first
enforces a multi-view consistency constraint derived from the images, whereas the second
applies a re-projection consistency of the predicted output on its input. This loss combination
enables the use of a calibrated multi-camera set-up that yields images, from which we infer
the 2D Poses, from any state-of-the-art 2D Human Pose Estimation framework.
Figure 1: Left: Multi-View Consistency enforces of the superimposability of the 3D Poses.
Right: Re-Projection Consistency enforce the back-projectability of the 3D Pose into its input
2D Pose.
We make the distinction between absolute and relative pose. An absolute pose, noted Pa
is a pose where the origin of the coordinate system is not determined by the location of a root
joint. Conversely, a relative pose, noted Pr, is a pose where an arbitrarily chosen root joint is
chosen as the origin of the coordinate system. With the α-th joint as the root joint, we have
Pr = Pa−Paα .
Let, hθ , be a mapping function parameterized by θ , which from a single relative 2D Pose
xp produces a relative 3D Pose X p, such that,
hθ : xr ∈ RNJ×2→ X r ∈ RNJ×3 (1)
where NJ denotes the number of joints used by our body model.
We define F, as a dataset F= { fi}Ni=1 of N multi-view frames, where a multi-view frame
f is given by,
f = {(Ii,xi,Ri, ti,Ki)NCi=1} (2)
where NC denotes the number of cameras available for the frame, Ii ∈ RH×W×C is the image
taken from the i-th camera, xi ∈ RNJ×2 is the pose inferred from i by any state-of-the-art
2D Human Pose Model gψ , and Ri ∈ R3×3, ti ∈ R3, Ki ∈ R3×3 are respectively the camera
calibration parameters of the i-th camera.
To train our model, we minimize, with respect to the model parameters θ , the following
loss function,
min
θ
L(F) = λ ·LM(F)+(1−λ ) ·LR(F) (3)
Where, LM , described in 3.1, is a loss that enforces a multi-view consistency constraint for
the 3D Poses, and LR, described in 3.2, enforces a re-projection constraint on the 3D Pose
projected back to its input 2D Pose, and λ ∈ [0,1], a coefficient balancing the losses.
ROCHETTE, RUSSELL, BOWDEN: WEAKLY-SUPERVISED POSE ESTIMATION WITH MULTI-VIEW CONSISTENCY5
3.1 Multi-View Consistency Loss
For each camera we infer 3D Poses using our model hθ from 2D Poses, produced by a
state-of-the-art 2D Human Pose Model gψ . These independent 3D Poses should agree when
transformed in a unified world coordinate systems using the camera extrinsic parameters, as
seen in Fig 3. We can therefore compute, LM , a multi-view consistency loss, that penalizes
inconsistencies between the predicted 3D Poses.
We compute unified world-view 3D Poses for every available view, as follows,
Xˆ ri = hθ (x
r
i ) (4)
Wˆ ri = R
ᵀ
i Xˆ
r
i (5)
Therefore we can derive the average 3D pose across all views, using the mean as an estimator,
W¯ r =
1
NC
NC
∑
i=1
Wˆ ri (6)
We can now compute LM , by comparing the average 3D pose W¯ , as the target, against Wˆ , as
the predictions,
LM =
NC
∑
i=1
NJ
∑
j=1
||W¯ rj −Wˆ ri j|| (7)
Learning using only this loss function does not lead to good quality reconstructions. In
particular, it does not penalize the model for producing consistent estimates unrelated to the
2D inputs, it merely ensures that estimates from the different views are consistent. If only
this loss is applied, the model will drift and infer constant poses - typically all joints will be
clustered on a single central point regardless of the input.
To avoid this, we impose additional data-driven constraints for training, that enforce that
the 3D reconstruction is consistent with the 2D input data. In particular we enforce that the
re-projection of the 3D pose through the camera matrix is as close as possible to its input 2D
pose.
3.2 Re-Projection Consistency Loss
As mentioned in 3.1, the Multi-View Consistency Loss does not prevent model drift. In
previous work, Rhodin et al. [24] used a small amount of supervised data, e.g. where the
3D pose groundtruth exists, along with a regularization parameter penalizing the model if its
predictions were too far from the prediction made by a model trained only on supervised data.
Our contribution overcomes this problem with some simple reasoning.
With 2D poses produced by a state-of-the-art 2D Human pose Model gψ , the 3D Pose
inferred by our model hθ should also be consistent with input, the 2D Pose, when back-
projected, as seen in Figure 3.
To improve performance and stability, rather than simply re-projecting the inferred 3D
Pose, we re-project the averaged 3D relative Pose W¯ r from Eq. 6. We produce the averaged
3D absolute pose using the absolute coordinates of the root joint W aα , which can either be
inferred by an off-the-shelf depth predictor or reconstructed using multiple views,
W¯ a = W¯ r +W aα (8)
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and now re-project this averaged 3D Pose into every view, using Π : R3→ R2,
X¯ai = Ri W¯
a+ ti (9)
x¯ai = KiΠ(X¯
a
i ) (10)
We can now compute LR, by comparing input 2D poses x, as the target, against x¯, as the
prediction,
LR =
NC
∑
i=1
NJ
∑
j=1
||xai j− x¯ai j|| (11)
This loss function alone is not sufficient as it cannot constraint the model’s depth, but it
enforces that the back-projection of the 3D output resembles its 2D input.
We will now describe the initialization issues related to the choice of the projection
operator, and its inherent convexity.
3.2.1 Initialization: Tackling the Non-Convexity of the Perspective Projection
Let, Πp : R3→ R2, the perspective projection be given by,
Πp(X) =
1
Xz
(
Xx
Xy
)
(12)
This hyperbolic function is non-convex, and its Jacobian matrix, is given by,
JΠp(X) =
 1Xz 0 −Xx(Xz)2
0 1Xz
−Xy
(Xz)2
 (13)
Depending of the magnitude of Xz, it can lead to either exploding or vanishing gradients.
Therefore, without proper initialization of the model’s parameters, it is unlikely that the model
will converge. This is why, for the early stage of the training, we replace the perspective
projection by the orthographic projection, Πo : R3 → R2, which is a linear function and
therefore convex, given by,
Πo(X) =
(
Xx
Xy
)
(14)
3.3 Panoptic Studio Dataset
We used the Panoptic Studio Dataset of Joo et al. [11], which provides high fidelity 3D
Poses produced in a markerless fashion. There are over 70 sequences, captured from multiple
cameras: 480 VGA cameras, 31 HD cameras and 10 Kinects for depth point clouds. Some
sequences include multiple persons engaged in social activities, such as a band playing music,
or a crowd playing role playing games. Other sequences focus on single individuals dancing or
simply posing. A complex methodology explained in detail in [11], which includes robust 3D
reconstruction from many 2D detections and the use of temporal cues, enables the production
of very high fidelity groundtruth, which for evaluation we will consider as the most accurate
existing 3D estimates for the dataset.
To avoid the difficulties of matching people across different viewpoints and to minimize
issues with occlusion, we restricted ourselves to the recent Panoptic single person sequences.
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The Body Poses are represented with 18 joints in the COCO format, and the Hand Poses are
described with 21 keypoints per hand.
As for the separation of the data into training, validation and test set, we split such that
entire sequences are in one of the three sets as a whole, aiming roughly at 80% for training,
10% for validation and 10% for testing. The properties of the dataset are described in Table 1.
Set Frames Views Individuals
Training 220553 18-31 40
Validation 27575 31 6
Test 25366 31 6
Total 273494 - 52
Table 1: Description of the Panoptic Dataset
3.4 Experimental Setup and Results
We compare the performance between strongly-supervised and weakly-supervised training
schemes, as the measure of a good weakly-supervised approach is that it should yield per-
formance as close as possible to a strongly-supervised approach. We therefore present two
comparative studies.
The experiments make use of 2D Detections, obtained with the state-of-the-art 2D Detec-
tor, OpenPose [2], which uses the Convolutional Pose Machines introduced by Wei et al. [34]
as well as Simon et al. [28] for Hand Poses. For the first experiment, we focused on training
models to predict body joint positions. Whereas for the second experiment, we trained models
to predict body and hand joint positions.
Using 3D Panoptic Poses as groundtruth for training the strongly-supervised models
would not be fair, as it was reconstructed using temporal relationships between frames, and
our weakly-supervised experiment does not make use of any temporal cues whatsoever. We
therefore reconstruct 3D Poses from the detected 2D Poses by implementing our own 3D
reconstruction method without temporal information. We follow the two-step approach de-
tailed by Faugeras [5], which first computes a closed-form solution using the orthographic
projection, followed by an iterative method using the perspective projection. The weakly-
supervised and strongly-supervised experiments have exactly the same architectures and
hyper-parameters.
3.4.1 Implementation
Figure 2: Diagram of the mapping model inferring a 3D Pose from a single 2D Pose.
We implemented a slightly modified version of the model introduced by Martinez et al.
[16], consisting of 6 Linear Layers, each followed by a Batch Normalization [9], ReLU [17]
and Dropout [29] layers, with residual connections, as seen in Fig 2. We decrease the learning
rate every epoch using Exponential Decay. Rather than clipping the model parameters, we use
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a simple weight decay as a regularization term. Our model was trained to handle incomplete
2D pose input, as it was trained using 2D poses with missing joints. The network takes as
input the 2D Pose relative to a given root joint, given by, xrN =
xr−µx
σx , with the mean µx
and the standard deviation σx. It also produces as 3D output a root joint and its normalized
relative joints, which we unnormalize as follows, X r = X rN ·σX + µX . (µx,σx) and (µX ,σX )
were computed over the training set. Training was done in batches of frames, for which a
multi-view frame is given by, f = {(xi,Ri, ti,Ki)NCi=1}.
Training Details We trained both the strongly-supervised and the weakly-supervised
models for 100 epochs with the following hyper-parameters: 1024 units for every hidden layer
using Xavier initialization [7], 8 frames of 16 views per batch, Adam [13] with the learning
rate α = 5 ·10−4, and the exponential decay γ = 0.96.
Concerning the weakly-supervised model, the balancing coefficient λ = 0.8 in Eq. 3.
The models were trained to minimize the Huber Loss over all terms indicated by the norm
symbol || · ||, e.g. Eq. 7 & 11. The Huber loss is defined as:
L(x,y) =
{
1
2 |x− y|2 if |x− y| ≤ δ ,
δ (|x− y|− 12δ ) otherwise.
(15)
The Huber Loss with δ = 1, known as Smooth L1 Loss, was chosen over L1 and L2 losses, as
it was beneficial for both strongly-supervised and weakly-supervised methods.
3.4.2 Results and Analysis
We evaluated our models by measuring the average distance on a per-joint basis between the
predicted pose Xˆ and its groundtruth X , without any post-processing, such that,
∆(Xˆ r,X r) =
1
NJ
NJ
∑
j=1
||Xˆ rj −X rj ||2 (16)
We use early-stopping by looking at the validation error, and report the results on the test set.
Accuracy is compared against the Panoptic groundtruth.
Strongly-Supervised Weakly-Supervised
Body 71.013 71.019
Body and Hands 84.115 87.015
Table 2: Results of the average error in mm on
the test set.
S.-S. W.-S. S.-S. W.-S. S.-S. W.-S.
Nose 28.57 29.02 L. Elbow 57.60 55.10 L. Knee 60.68 61.49
Neck - - L. Wrist 85.19 82.82 L. Ankle 97.67 100.15
R. Shoulder 18.80 19.20 R. Hip 40.31 40.82 R. Eye 57.45 59.02
R. Elbow 59.52 57.60 R. Knee 60.95 61.95 L. Eye 77.59 77.46
R. Wrist 85.40 84.01 R. Ankle 105.88 105.87 R. Ear 153.20 154.08
L. Shoulder 18.96 19.30 L. Hip 38.90 38.64 L. Ear 160.55 160.80
Table 3: Detailed results in mm on a per-joint
basis for body pose models.
Table 2 shows that the weakly-supervised model is equivalent in performance to a strongly-
supervised model trained with 3D groundtruth with less than 1/100 mm difference. The
average error for the body and hands model had only a 3 mm difference but since the best
error were received in respectively the 94 and 97 epoch, it is likely that further training might
provide further improvement.
Table 3 provides detailed results on a per joint basis. Interestingly, the weakly-supervised
approach is more accurate at estimating the elbows and wrists which are notoriously more
challenging to estimate due to high variability. For both the supervised and weakly-supervised
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Figure 3: Examples on the test set of Panoptic Dataset. From Left to Right: (1) Image
with OpenPose 2D Detection. (2) Strongly-Supervised Prediction. (3) Weakly-Supervised
Prediction. (4) Panoptic 3D Groundtruth.
Figure 4: Failure Cases. Top: OpenPose mis-detection of the left arm resulted in a coherent
yet inaccurate estimation. Bottom: OpenPose partially fails at retrieving the correct 2D Pose,
resulting in both models to fail at estimating the 3D hand poses.
approaches, ankles and ears provide the worst results. This is predominantly due to the fact
that OpenPose is particularly poor at detecting the ears in 2D and the ankles are often not
visible in the image.
Figure 3 shows some qualitative examples. As can be seen, both the strongly and weakly-
supervised approach closely match the groundtruth. Figure 4 shows failure cases where the
top example shows a failure due to occlusion and the bottom example is incorrectly estimating
the hand due to a rare hand pose which is partially mis-detected. In both cases these issues are
manifest in both the strongly and weakly-supervised cases showing that it is not a limitation
of the weakly-supervised architecture.
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4 Conclusion
Our weakly-supervised formulation to 3D human pose reconstruction makes them directly
comparable to a strongly-supervised approach, both in terms of the accuracy of the results and
in the elimination of drift resulting in greater stability and convergence. We have presented a
semi-supervised approach to human-pose estimation that is essentially indistinguishable in
its results from a strongly-supervised approach.
The conceptual and implementational simplicity of our approach is fundamental to its
appeal. Not only is it straightforward to augment many weakly-supervised approaches with
our additional re-projection based loss, but it is obvious how it shapes reconstructions and
prevents drift. As such we believe it will be a valuable tool for any researcher working in the
weakly-supervised 3D reconstruction. With an absence of access to 3D data being one of the
fundamental limitations as we move forward in 3D reconstruction, these weakly-supervised
approaches will only grow in importance.
5 Acknowledgements
This project has received funding from the European Union’s Horizon 2020 research and
innovation programme under grant agreement No 762021 (Content4All). This work reflects
only the author’s view and the Commission is not responsible for any use that may be made
of the information it contains. We would also like to thank NVIDIA Corporation for their
GPU grant.
References
[1] Federica Bogo, Angjoo Kanazawa, Christoph Lassner, Peter Gehler, Javier Romero,
and Michael J. Black. Keep it SMPL: Automatic estimation of 3D human pose and
shape from a single image. Lecture Notes in Computer Science (including subseries
Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), 9909
LNCS:561–578, jul 2016. ISSN 16113349. doi: 10.1007/978-3-319-46454-1_34. URL
http://arxiv.org/abs/1607.08128.
[2] Zhe Cao, Tomas Simon, Shih En Wei, and Yaser Sheikh. Realtime multi-person
2D pose estimation using part affinity fields. In Proceedings - 30th IEEE Confer-
ence on Computer Vision and Pattern Recognition, CVPR 2017, volume 2017-Janua,
pages 1302–1310. IEEE, jul 2017. ISBN 9781538604571. doi: 10.1109/CVPR.2017.
143. URL http://arxiv.org/abs/1611.08050http://ieeexplore.
ieee.org/document/8099626/.
[3] Ching Hang Chen and Deva Ramanan. 3D human pose estimation = 2D pose estimation
+ matching. Proceedings - 30th IEEE Conference on Computer Vision and Pattern
Recognition, CVPR 2017, 2017-Janua:5759–5767, dec 2017. ISSN 0373-5680. doi:
10.1109/CVPR.2017.610. URL http://arxiv.org/abs/1612.06524.
[4] Dylan Drover, Rohith MV, Ching-Hang Chen, Amit Agrawal, Ambrish Tyagi, and
Cong Phuoc Huynh. Can 3D Pose be Learned from 2D Projections Alone? aug
2018. URL http://arxiv.org/abs/1808.07182.
ROCHETTE, RUSSELL, BOWDEN: WEAKLY-SUPERVISED POSE ESTIMATION WITH MULTI-VIEW CONSISTENCY11
[5] Olivier Faugeras. Three-dimensional computer vision : a geometric viewpoint. MIT
Press, 1993. ISBN 9780262061582. URL https://mitpress.mit.edu/
books/three-dimensional-computer-vision.
[6] Pedro F Felzenszwalb and Daniel P Huttenlocher. Pictorial Structures for Object Recog-
nition. International Journal of Computer Vision, 61(1):55–79, jan 2005. ISSN 0920-
5691. doi: 10.1023/B:VISI.0000042934.15159.49. URL http://link.springer.
com/10.1023/B:VISI.0000042934.15159.49.
[7] Xavier Glorot and Yoshua Bengio. Understanding the difficulty of training deep
feedforward neural networks. pages 249–256, mar 2010. ISSN 1938-7228. URL
http://proceedings.mlr.press/v9/glorot10a.html.
[8] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep Residual Learning for
Image Recognition. dec 2015. URL http://arxiv.org/abs/1512.03385.
[9] Sergey Ioffe and Christian Szegedy. Batch Normalization: Accelerating Deep Network
Training by Reducing Internal Covariate Shift. feb 2015. URL http://arxiv.org/
abs/1502.03167.
[10] Catalin Ionescu, Dragos Papava, Vlad Olaru, and Cristian Sminchisescu. Human3.6M:
Large Scale Datasets and Predictive Methods for 3D Human Sensing in Natural En-
vironments. IEEE Transactions on Pattern Analysis and Machine Intelligence, 36
(7):1325–1339, jul 2014. ISSN 0162-8828. doi: 10.1109/TPAMI.2013.248. URL
http://ieeexplore.ieee.org/document/6682899/.
[11] Hanbyul Joo, Tomas Simon, Xulong Li, Hao Liu, Lei Tan, Lin Gui, Sean Banerjee,
Timothy Godisart, Bart Nabbe, Iain Matthews, Takeo Kanade, Shohei Nobuhara, and
Yaser Sheikh. Panoptic Studio: A Massively Multiview System for Social Interaction
Capture. dec 2016. URL http://arxiv.org/abs/1612.03153.
[12] Lipeng Ke, Ming-Ching Chang, Honggang Qi, and Siwei Lyu. Multi-Scale Structure-
Aware Network for Human Pose Estimation. mar 2018. URL http://arxiv.org/
abs/1803.09894.
[13] Diederik P. Kingma and Jimmy Ba. Adam: A Method for Stochastic Optimization. dec
2014. URL http://arxiv.org/abs/1412.6980.
[14] Sijin Li and Antoni B. Chan. 3D Human Pose Estimation from Monoc-
ular Images with Deep Convolutional Neural Network. In Lecture Notes
in Computer Science (including subseries Lecture Notes in Artificial Intelli-
gence and Lecture Notes in Bioinformatics), volume 9004, pages 332–347.
nov 2015. ISBN 9783319168074. doi: 10.1007/978-3-319-16808-1_23.
URL http://visal.cs.cityu.edu.hk/static/pubs/conf/
accv14-3dposecnn.pdfhttp://arxiv.org/abs/1411.3159http:
//link.springer.com/10.1007/978-3-319-16808-1{_}23.
[15] Matthew Loper, Naureen Mahmood, Javier Romero, Gerard Pons-Moll, and Michael J.
Black. SMPL. ACM Transactions on Graphics, 34(6):1–16, oct 2015. ISSN 07300301.
doi: 10.1145/2816795.2818013. URL http://dl.acm.org/citation.cfm?
doid=2816795.2818013.
12ROCHETTE, RUSSELL, BOWDEN: WEAKLY-SUPERVISED POSE ESTIMATION WITH MULTI-VIEW CONSISTENCY
[16] Julieta Martinez, Rayat Hossain, Javier Romero, and James J. Little. A simple yet effec-
tive baseline for 3d human pose estimation. Proceedings of the IEEE International Con-
ference on Computer Vision, 2017-Octob:2659–2668, may 2017. ISSN 15505499. doi:
10.1109/ICCV.2017.288. URL http://arxiv.org/abs/1705.03098http:
//ieeexplore.ieee.org/document/8237550/.
[17] Vinod Nair and Geoffrey E. Hinton. Rectified Linear Units Improve Restricted Boltz-
mann Machines. Proceedings of the 27th International Conference on Machine Learn-
ing, 2010. ISSN 1935-8237. doi: 10.1.1.165.6419.
[18] Alejandro Newell, Kaiyu Yang, and Jia Deng. Stacked Hourglass Networks for Human
Pose Estimation. mar 2016. URL http://arxiv.org/abs/1603.06937.
[19] Sungheon Park, Jihye Hwang, and Nojun Kwak. 3D Human Pose Estimation Using
Convolutional Neural Networks with 2D Pose Information. aug 2016. URL http:
//arxiv.org/abs/1608.03075.
[20] Georgios Pavlakos, Xiaowei Zhou, Konstantinos G. Derpanis, and Kostas Daniilidis.
Coarse-to-fine volumetric prediction for single-image 3D human pose. Proceedings -
30th IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2017, 2017-
Janua:1263–1272, nov 2017. ISSN 1155-4304. doi: 10.1109/CVPR.2017.139. URL
http://arxiv.org/abs/1611.07828.
[21] Leonid Pishchulin, Eldar Insafutdinov, Siyu Tang, Bjoern Andres, Mykhaylo Andriluka,
Peter Gehler, and Bernt Schiele. DeepCut: Joint Subset Partition and Labeling for
Multi Person Pose Estimation. nov 2015. URL http://arxiv.org/abs/1511.
06645.
[22] Varun Ramakrishna, Takeo Kanade, and Yaser Sheikh. Reconstructing 3D hu-
man pose from 2D image landmarks. In Lecture Notes in Computer Science
(including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in
Bioinformatics), volume 7575 LNCS, pages 573–586. 2012. ISBN 9783642337642.
doi: 10.1007/978-3-642-33765-9_41. URL https://www.ri.cmu.edu/
pub{_}files/2012/10/cameraAndPoseCameraReady.pdfhttp:
//link.springer.com/10.1007/978-3-642-33765-9{_}41.
[23] Varun Ramakrishna, Daniel Munoz, Martial Hebert, James Andrew Bagnell, and Yaser
Sheikh. Pose machines: Articulated pose estimation via inference machines. Lec-
ture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelli-
gence and Lecture Notes in Bioinformatics), 8690 LNCS(PART 2):33–47, 2014. ISSN
16113349. doi: 10.1007/978-3-319-10605-2_3.
[24] Helge Rhodin, Jörg Spörri, Isinsu Katircioglu, Victor Constantin, Frédéric Meyer, Erich
Müller, Mathieu Salzmann, and Pascal Fua. Learning Monocular 3D Human Pose
Estimation from Multi-view Images. mar 2018. ISSN 1077-2626. doi: 10.1109/CVPR.
2018.00880. URL http://arxiv.org/abs/1803.04775.
[25] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-Net: Convolutional Networks
for Biomedical Image Segmentation. may 2015. URL http://arxiv.org/abs/
1505.04597.
ROCHETTE, RUSSELL, BOWDEN: WEAKLY-SUPERVISED POSE ESTIMATION WITH MULTI-VIEW CONSISTENCY13
[26] Jamie Shotton, Andrew Fitzgibbon, Andrew Blake, Alex Kipman, Mark
Finocchio, Bob Moore, and Toby Sharp. Real-Time Human Pose
Recognition in Parts from a Single Depth Image, jun 2011. URL
https://www.microsoft.com/en-us/research/publication/
real-time-human-pose-recognition-in-parts-from-a-single-depth-image/.
[27] Leonid Sigal and Michael J. Black. HumanEva: Synchronized Video and
Motion Capture Dataset for Evaluation of Articulated Human Motion. Tech-
nical Report CS-06-08, Brown University, (September):1–30, 2006. URL
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.
1.161.4667{&}rep=rep1{&}type=pdf.
[28] Tomas Simon, Hanbyul Joo, Iain Matthews, and Yaser Sheikh. Hand Keypoint Detec-
tion in Single Images Using Multiview Bootstrapping. In 2017 IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), volume 2017-Janua, pages 4645–
4653. IEEE, jul 2017. ISBN 978-1-5386-0457-1. doi: 10.1109/CVPR.2017.494. URL
http://ieeexplore.ieee.org/document/8099977/.
[29] Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan
Salakhutdinov. Dropout: A Simple Way to Prevent Neural Networks from Overfit-
ting. Journal of Machine Learning Research, 15:1929–1958, 2014. URL http:
//jmlr.org/papers/v15/srivastava14a.html.
[30] Xiao Sun, Jiaxiang Shang, Shuang Liang, and Yichen Wei. Compositional Human
Pose Regression. In 2017 IEEE International Conference on Computer Vision (ICCV),
volume 2017-Octob, pages 2621–2630. IEEE, oct 2017. ISBN 978-1-5386-1032-9. doi:
10.1109/ICCV.2017.284. URL http://ieeexplore.ieee.org/document/
8237546/.
[31] Wei Tang, Pei Yu, and Ying Wu. Deeply Learned Compositional Models for Human
Pose Estimation. Lecture Notes in Computer Science (including subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), 11207 LNCS:
197–214, 2018. ISSN 16113349. doi: 10.1007/978-3-030-01219-9_12. URL http:
//openaccess.thecvf.com/content{_}ECCV{_}2018/papers/
Wei{_}Tang{_}Deeply{_}Learned{_}Compositional{_}ECCV{_}2018{_}paper.
pdf.
[32] Bugra Tekin, Pablo Marquez-Neila, Mathieu Salzmann, and Pascal Fua. Learning to
Fuse 2D and 3D Image Cues for Monocular Body Pose Estimation. Proceedings of the
IEEE International Conference on Computer Vision, 2017-Octob:3961–3970, nov 2017.
ISSN 15505499. doi: 10.1109/ICCV.2017.425. URL http://arxiv.org/abs/
1611.05708.
[33] Denis Tome, Chris Russell, and Lourdes Agapito. Lifting from the Deep: Convolu-
tional 3D Pose Estimation from a Single Image. jan 2017. doi: 10.1109/CVPR.2017.
603. URL http://arxiv.org/abs/1701.00295http://dx.doi.org/
10.1109/CVPR.2017.603.
[34] Shih-En Wei, Varun Ramakrishna, Takeo Kanade, and Yaser Sheikh. Convolutional
Pose Machines. jan 2016. URL http://arxiv.org/abs/1602.00134.
14ROCHETTE, RUSSELL, BOWDEN: WEAKLY-SUPERVISED POSE ESTIMATION WITH MULTI-VIEW CONSISTENCY
[35] Xingyi Zhou, Xiao Sun, Wei Zhang, Shuang Liang, and Yichen Wei. Deep kinematic
pose regression. Lecture Notes in Computer Science (including subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), 9915 LNCS:186–
201, sep 2016. ISSN 16113349. doi: 10.1007/978-3-319-49409-8_17. URL http:
//arxiv.org/abs/1609.05317.
