We study the boundary regularity of weak solutions to nonlinear obstacle problem with C 1,β -obstacle function, and obtain the C loc 1,α boundary regularity.
Introduction
We consider the following variational inequality: where 5) has been studied by various authors. In the case when ψ is assumed to have only minimal regularity properties, it was shown by [8, 11] that the solution of (1.1) is continuous. In particular, if ψ ∈ C 0,α (Ω), then the solution u is also an element of C 0,α (Ω). In the case when ψ ∈ C 2 (Ω), papers [4, 6, 10, 12] employed different techniques to prove interior C 1,α (Ω) regularity for the solution u to (1.4). Reference [1] gave an interesting result: the condition for to be nonempty is just that ψ should have finite capacity. This implies, among other things, that ψ + = max(ψ,0) must vanish on ∂Ω, C-almost everywhere. This condition is important for the existence of weak solutions to obstacle problem. When ψ is smooth (say C 1,α (Ω)), the interior regularity of weak solutions to problem (1.1) has been studied extensively by many authors ( [3, 13, 14] ).
In view of De Giorgi class, paper [2] obtained C 0,α interior regularity for solutions of nonlinear elliptic obstacle problem with natural growth in the gradient by taking appropriate test function.
The main concern of these papers is the question of the regularity of the solution u in terms of the given regularity properties of the obstacle ψ and relevant data. This is especially interesting in view of the fact that there is a limit to the amount of regularity that u can inherit from ψ: it is possible for ψ to be real analytic, but u will be at best C 1,1 , that is, have bounded second derivatives.
This paper obtains C 1,α loc boundary regularity of weak solutions to the obstacle problem with C 1,β -obstacle function under controllable growth condition (1.2). We present a new proof to a useful comparison principle.
Notations and preliminaries
Ω is an open bounded subset of R N , N ≥ 2; ∂Ω is the boundary of Ω. If z ∈ R N , we put Since Ω is compact, ∂Ω can be covered by a finite number of neighbourhoods V of its points. It is enough to prove the better regularity of u holds true in V ∩ Ω. Since ∂Ω is a Lipschitz boundary, one can find T which is an invertible Lipschitz mapping such that
Under the mapping T the variational inequality in Ω is transformed to a variational inequality of the same form in B + , forū = u • T −1 which satisfies 
In light of Extension theorem [5, page 254], we only need to prove a better regularity of u in B + .
Definition 2.1. The function u ∈ that satisfies (2.3) for all v ∈ is called a weak solution to the obstacle problem with obstacle ψ.
In the sequel, we will abbreviate B + ∩ B R (y 0 ) = B + R , B + ∩ B ρ (y 0 ) = B + ρ , for 0 < ρ < R ≤ 1, the point y 0 ∈ Γ to be understood.
In the following, we will use some lemmas which we state below.
solution of the Dirichlet problem
(2.5)
4 Boundary regularity
Proof. We can easily get (2.6) by inserting φ = w − u in (2. 
Proof. Formula (2.10) follows immediately from taking φ = w − v in (2.5).
Inserting φ = v − w in (2.5) and (2.9), by monotone inequality (iii) and Hölder's inequality, we have
from which we get (2.11).
As test functions in (2.9) we take φ = ξ − ψ, from (2.9) and M. Junxia and C. Yuming 5 monotony inequality (iii), we have
This lemma is a useful comparison principle, it can be used to obtain the existence or regularity of solutions to elliptic equation or variational inequality.
We 
(2.14)
Lemma 2.7. Assume u is a weak solution to the obstacle problem (2.3) , where
Proof. By inserting φ = v − u in (2.9), an application of Hölder's inequality and Young's inequality yields Combining monotone inequality (iii), (2.9), (2.14), and (1.2) and using Poincare's inequality, Hölder's inequality, we have 
Before proceeding with the formal proof, we make an important observation. It is a well-known result.
for every ρ for which B ρ (x 0 ) ⊂ Ω.
Proof. By elementary inequality, we have
Therefore (3.1) holds for any k ∈ R N .
Proof of Theorem 3.1.
To get the regularity, we need to prove the following inequality:
Let us consider three different situations.
(1) If B 2R (y 0 ) ⊂ B + , inequality (3.4)-(4.1) has been proved in [13] , since it is related to interior regularity. We only prove the situation (a), since the others can be transformed into the situation (a) or the interior regularity situation by applying the finitely covered theorem, see [13] .
Assume 
where In the meantime, by Poincare's inequality and Hölder's inequality, we also have
where
Adding (3.7) to (3.6) and setting
we obtain
We can always get χ(R) → 0 as R → 0 + . Applying [7, page 86, Lemma 2.1], we deduce that for ρ sufficiently small,
By Dirichlet growth theorem (see [7, page 64, Theorem
To get our result, we need to prove the following inequality:
It is easy to see that |∇ψ| p−2 ∇ψ ∈ C 0,γ (B + ) if ψ ∈ C 1,γ (B + ) and 2 ≤ p ≤ N. Utilizing the conditions of Theorem 4.1, we see that:
By ψ ∈ C 1,γ (B + ), we can get |∇ψ| p−1 ≤ c, so combining condition (vi) we have 
(4.5)
From last formula, we see that
In the following, we give two lemmas which will be used in the proof of Theorem 4.1. Proof. Inserting φ = v − w in (2.5) and (2.9), by (4.6), monotone inequality (iii), and Hölder inequality, we have
From last formula, we get (4.7). 
Proof. Combining monotone inequality (iii), and (1.2), (2.14), (2.18), (4.6), Hölder inequality, we have 
