We present on the use of on-shell recursion relations. These can be used not only for calculating tree amplitudes, including those with masses, but also to compute analytically the missing rational terms of one-loop QCD amplitudes. Combined with the cut-containing pieces calculated using a unitarity approach complete one-loop QCD amplitudes can be derived. This approach is discussed in the context of the adjacent 2-minus all-multiplicity QCD gluon amplitude.
Introduction
The forthcoming experimental program at CERN's Large Hadron Collider will place new demands on theoretical calculations. In order to reach the precision required by searches for and measurements of new physics, these processes need to be computed to next-to-leading order (NLO), which entails the computation of one-loop amplitudes. These are challenging calculations. State-of-the-art Feynman-diagrammatic computations have only recently reached six-point amplitudes [1] due to the large numbers of diagrams involved.
Feynman diagram techniques are not the only method for performing these needed one-loop contributions. Within the unitarity-based method [2, 3, 4] and related recent developments [5, 6] , one can decompose one-loop colour-ordered gluonic QCD amplitudes into pieces corresponding to N = 4, N = 1, and scalar contributions as A n = A N =4 n − 4A N =1 n + A scalar n . The supersymmetric contributions can be computed by performing the cut algebra strictly in four dimensions, with only the loop integrations computed in D = 4 − 2ǫ dimensions. Scalar-loop contributions require that the cut algebra, and the corresponding tree amplitudes fed into the unitarity machinery, also be computed in D = 4 − 2ǫ dimensions [4, 7, 8] . This makes the computation of these pieces somewhat more difficult than in the supersymmetric case and leads us to desire a more efficient approach.
At one loop, computing a scalar loop in D = 4 − 2ǫ dimensions is equivalent to computing a massive scalar loop in D = 4 dimensions, and then integrating over the mass with an appropriate weighting. The computation of tree-level amplitudes with massive scalars is thus of use in the unitarity method for computing massless loop amplitudes in non-supersymmetric gauge theories. On-shell recursion relations can be applied to calculate the necessary tree amplitudes [9, 10] . These relations extend the tree-level onshell recursion relations of Britto, Cachazo, Feng, and Witten [11] . The remarkable generality and simplicity of the proof of these recursion relations, requiring only Cauchy's theorem and a knowledge of the factorisation properties of the amplitudes, has enabled widespread application at tree level [12] and even at loop level [13, 14, 15] .
Using massive scalars, although more straightforward than the unitarity method in D = 4 − 2ǫ dimensions, is still not the most efficient applicable technique. More efficient still is an updated version of the unitarity bootstrap technique [5] . This technique relies on first obtaining the cutconstructible parts of a desired amplitude -those terms containing polylogarithms, logarithms, and associated π 2 terms -via the unitarity method in D = 4. The missing rational terms that this process cannot capture are then derived using one-loop on-shell recursion relations [14] . This allows for a practical and systematic construction of the rational terms of loop amplitudes.
Recursive Bootstrap Approach
Before describing the extension of the on-shell recursion relations to loop processes we first give an overview of the tree level recursion relations including their application to massive theories. In the simplest case the recursion relations employ a parameter-dependent '[j, l ' shift of two of the external massless spinors, j and l, in an n-point process,
where z is a complex parameter. These shifted momentum then remain massless, k 2 j (z) = k 2 l (z) = 0, and overall momentum conservation is maintained. Shifting massive particles is also possible although more involved [9, 10] . An on-shell amplitude containing the momenta k j and k l then becomes parameter-dependent as well. Exploiting Cauchy's theorem to construct the analytic tree level function A(z) from its residues and assuming that there is no contribution from the circular contour at infinity allows us to solve for the physical amplitude A(0),
The residues in eq. (2) may be obtained using the generic factorisation properties that any amplitude must satisfy [16] . The propagator in any factorised channel where the shifted legs j and l lie on opposite sides of the pole, as depicted in fig. 1 , will be of the form 1/(
. Each pole therefore corresponds to a single factorised channel and hence evaluating the residues of all such poles results in an on-shell recurrence relation for A(0) written schematically as external particles is therefore as straightforward as using, where necessary, massive propagators and amplitudes with the appropriate massive legs [9, 10] .
At loop level a number of new features arise. In particular, obtaining an on-shell recursion relation requires dealing with branch cuts, spurious singularities, and in some cases, the treatment of factorisation using complex momenta, which can differ from 'ordinary' factorisation using real momenta. An example of this, which applies also at tree level, is the vanishing of all three-point vertices in real momentum due to the constraints of momentum conservation. When using complex momentum this is no longer the case as for complex spinors λ / ∝λ, and so we must now include three-point amplitudes in the recursion relations. We must also contend with the possible appearance of double poles and unreal poles in two-particle channels with like-helicity gluons [13, 14] .
To set up a loop-level on-shell recursion we decompose the amplitude into 'pure-cut' and 'rational' pieces, A n (z) = c Γ [C n (z) + R n (z)]. The rational parts R n are defined by setting all logarithms, polylogarithms, and associated π 2 terms to zero. It is then possible to show that the complete amplitude at one-loop is given by [14] 
where Inf A n is the potential contribution to the amplitude from large z, C n (0) is the completed-cut contribution, which can be calculated using unitarity based methods, Inf C n is the potential large-z spurious behaviour of the completed cut, which must be subtracted off, R D n are the recursive diagram contributions derived using an on-shell recursion relation, and the 'overlap' terms O n remove double counting between the recursive diagrams and the rational terms that were added to complete the cuts. 4 
Solving recursion relations and all-multiplicity amplitudes
Our basic stratagem to derive the complete one-loop amplitude is therefore to calculate the cut-constructible pieces and then using these construct the overlap terms. The remaining R D n and Inf A n terms are then calculated using an on-shell recursion relation. Usually we will know the form of an amplitude only up to a certain number of negative helicity legs (for a mostly plus amplitude) and desire the form of the amplitude with one more negative helicity leg. On constructing a recursion relation though we will find that in some cases the recursion will contain an amplitude with the same number of negative helicity legs, though fewer positive. This is potentially problematic. For example consider the all-multiplicity one-loop amplitude A scalar n (1 − , 2 − , 3 + , . . . , n + ) the rational terms of this amplitude R n (1, 2) will be given after a [1, 2 shift by
Contained in A s are terms which are already known; the one-loop amplitudes with one negative-helicity leg (which are completely rational) and the tree amplitudes that multiply them. The second term contains R n−1 which is the amplitude we are solving for but with one less positive helicity leg. Our tactic to solve eq. (5) for R n (1, 2) is to insert the left-hand side of eq. (5) into the right-hand side of eq. (5) repeatedly. At each insertion we find that our desired amplitude R(1, 2) appears on the right-hand side with one fewer positive-helicity leg, and multiplied by one more three-point gluon vertex and propagator, A tree 3 /K 2 . This 'unwinding' of the amplitude continues until we have reduced the right-hand side of R n (eq. (5)) down to, in this case, R 4 = 0 and a sum of terms that contain only known quantities (e.g. A s and overlap terms O) multiplied by strings of A tree 3 vertices, a contributing example is shown in figure 2 .
At each step of the unwinding we must choose new shifted momenta. We always choose to shift the two negative-helicity legs of R. For example, after
Figure 2: A contribution to the "unwinding", the string of A 3 terms simpli-
the first step we choose [1,K 2,3 as the shifted legs. Similarly, when we perform a second insertion, of R n−2 , we choose the intermediateK momentum leg of the last shift and the previously shifted1 leg. After this "unwinding" each resulting term can be expressed schematically in the form
The product of three point gluon vertices contained inside the brackets is equivalent to simply a tree amplitude divided by 1K 2...(j+1) 2 . Hence the recursion is solved as eq. (6) is written entirely in terms of objects we know
The complete unrenormalised scalar loop contribution is then given by
as in this case Inf A n = 0. The cut-completed contribution,Ĉ n , previously calculated from unitarity techniques is given in Ref. [15] and 
were in the recursion for R D n both the overlap, O n pieces, and the cutcompletion CR n terms are included. Inserting the known forms of these terms into eq. (8) produces the result given in Ref. [15] .
This "unwinding" technique also extends to other processes, so far this has included all-multiplicity massive scalar trees [10] and the all-multiplicity MHV one-loop gluonic QCD amplitude [14] . Hence the unitarity bootstrap approach provides a bright new outlook on the calculation of previously difficult to compute loop process needed to fully exploit the promise of the LHC.
