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1.4 Representación esquemática de dispositivos SOI. (a) GAA, (b)
G4FET. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
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últimos cinco años. . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.9 Representación de la memoria caché y los seis núcleos de un pro-
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de Amdahl y la aceleración real obtenida en dos nodos multipro-
cesador diferentes. En concreto hemos empleado un nodo con dos
procesadores Intel Quad–Core Xeon E5410 y el otro nodo con ocho
procesadores Intel Itanium Montvale. . . . . . . . . . . . . . . . . . 115
3.23 Comportamiento del tiempo de ejecución en función del número
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5.14 Ejemplo de la generación estad́ıstica de la interfaz de óxido. . . . . 163
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los casos ĺımite y el caso uniforme, para los que no existe rugosidad
en la interfaz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
5.18 Distribución de la corriente de drenador obtenida para VG = 0,9
V con VD = 1 V. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
A.1 Benchmark device for a DGSOI structure. . . . . . . . . . . . . . . 181
A.2 Profiling of the simulation program. Percentage of the total exe-
cution time for the subroutines shown in Table A.1 . . . . . . . . . 182
A.3 Flowchart for parallel MV–ECBE–EMC simulator. . . . . . . . . . 184
Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
xi
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La simulación de dispositivos semiconductores ha sido una herramien-
ta fundamental en el diseño de los transistores actuales y lo será todav́ıa
más, en el diseño de los dispositivos futuros. Esto es debido a que facilita
la implementación de nuevos modelos f́ısicos que permiten predecir el com-
portamiento de los transistores cuando modificamos diferentes parámetros
de diseño. Los resultados obtenidos con las herramientas de simulación,
combinados con aquellos que se obtienen en las pruebas experimentales, fa-
cilitan la elección del mejor diseño y reducen tanto el tiempo de desarrollo
como el coste de investigación.
El desarrollo tecnológico experimentado por el escalado de los transis-
tores, en su intento por aumentar la capacidad de integración y la velocidad
de operación aśı como por reducir el consumo de potencia, ha permitido
alcanzar tamaños del orden de decenas de nanómetros. Sin embargo, para
estas dimensiones los modelos de simulación se vuelven extremadamente
complejos incrementando significativamente el tiempo de cálculo. Además,
desde el punto de vista tecnológico, estas dimensiones suponen el ĺımite
de la tecnoloǵıa tradicional siendo necesario explorar nuevas posibilidades
como por ejemplo la introducción de nuevos materiales y geometŕıas para
continuar mejorando las prestaciones de los transistores que se fabriquen
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en el futuro. Un ejemplo de este cambio es la tecnoloǵıa de 45 nm de Intel
que reemplaza la combinación tradicional de dióxido de silicio y polisilicio,
empleados como materiales básicos para la fabricación de la puerta de los
transistores MOSFET desde los años 60, por dióxido de hafnio y un metal
de puerta [CBD+05]. Por si este cambio no fuera suficiente, hace unos po-
cos meses Intel anunciaba la producción en masa de transistores de triple
puerta (Tri–Gate) para el nodo tecnológico de 22 nm, lo que supone la
aparición en este mercado del primer transistor 3D. Estos ejemplos mues-
tran cómo, posiblemente durante los tres últimos años hemos asistido a
los cambios tecnológicos más importantes en el diseño y fabricación de los
transistores MOSFET desde su creación.
Una de las consecuencias directas del escalado de los transistores es
el mayor impacto que tiene sobre las prestaciones de los dispositivos los
efectos de variabilidad que aparecen en el proceso de fabricación. La dismi-
nución del tamaño facilita que aumente la capacidad de integración y por
lo tanto podemos aumentar el número de transistores por unidad de área
en un circuito integrado (CI). De este modo, si incrementamos la capaci-
dad de integración es importante conocer cuales son ĺımites de variación
de los parámetros que determinan el funcionamiento de los transistores
que forman parte de nuestro CI, como la tensión umbral, la corriente de
conducción o la corriente de corte.
Para realizar estudios de variabilidad y probar nuevos diseños, mo-
delos f́ısicos y materiales, es necesario reducir al máximo el tiempo de
ejecución de las simulaciones e incrementar en la medida de lo posible el
número de recursos computacionales. Con la aparición de los procesadores
multi–núcleo es posible ejecutar aplicaciones paralelas en ordenadores de
escritorio o en pequeños clusters [Gor07]. Además, gracias al desarrollo de
las tecnoloǵıas Grid [Too, GLi] y a la reciente creación de las infraestruc-
turas Grid Nacionales, como parte de la Iniciativa Grid Europea (EGI)
[egi], disponemos de una cantidad importante de núcleos de computación
que podŕıan ser muy útiles para los estudios de fluctuaciones.
En esta tesis doctoral se pretende aplicar las ventajas de las arqui-
tecturas multi–núcleo y Grid en el estudio del impacto de varias fuentes
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de fluctuaciones sobre el comportamiento de diferentes dispositivos. Para
ello, se ha comenzado realizando una optimización y paralelización con el
estándar OpenMP de las herramientas de simulación empleadas. A conti-
nuación, se han evaluado las posibles ventajas del uso de arquitecturas de
tipo Grid, fundamentalmente en el estudio de fluctuaciones en donde se
requieren cientos o miles de simulaciones. Finalmente, se ha estudiado con
los simuladores paralelizados el impacto de varias fuentes de fluctuaciones
sobre el comportamiento de diferentes dispositivos. La estructura de esta
memoria es la que se muestra a continuación:
En el caṕıtulo uno introducimos el transistor MOSFET y el estado
actual de la tecnoloǵıa, haciendo especial hincapié en las alternativas al
MOSFET convencional, basado en tecnoloǵıa Bulk, que han sido objeto
de estudio durante los últimos años.
En el caṕıtulo dos se presenta inicialmente una breve introducción a
los diferentes métodos de simulación de dispositivos semiconductores. A
continuación se explican las caracteŕısticas del método Monte Carlo y se
describen los simuladores empleados en esta memoria.
El caṕıtulo tres empieza con una introducción a los sistemas distri-
buidos y a las arquitecturas multi–núcleo. A continuación se describe el
estándar OpenMP empleado en la paralelización de los simuladores. Des-
pués de esta introducción de la arquitectura y del estándar OpenMP, des-
cribimos el proceso de paralelización de los dos simuladores de transisto-
res MOSFET empleados, el 2D Multivalle Monte Carlo con correcciones
cuánticas y el 2D Multisubbanda Monte Carlo. Finalmente, se muestran
los resultados obtenidos tras ejecutar los códigos paralelizados en diferen-
tes procesadores multi–núcleo. Además, se analizan los valores de acele-
ración en función del número de núcleos empleados, aśı como las posibles
causas que limitan estos valores y el efecto de diferentes parámetros de la
simulación sobre la aceleración de las ejecuciones.
El caṕıtulo cuatro se inicia con una introducción a la computación
Grid, su arquitectura y tecnoloǵıas empleadas. A continuación, se descri-
ben las caracteŕısticas de la infraestructura Grid española, que ha servido
de infraestructura de prueba para evaluar las posibilidades de la compu-
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tación Grid en la simulación de dispositivos semiconductores. Finalmente,
se muestran los resultados de dos pruebas de evaluación del Grid con el
simulador, la primera orientada a reducir el tiempo de ejecución de las
simulaciones Monte Carlo estacionarias y la segunda centrada en su apli-
cación en el estudio de fluctuaciones, en la que se analiza el impacto de la
heterogeneidad de los recursos en el tiempo de ejecución de las simulacio-
nes.
En el caṕıtulo cinco se presentan los resultados de la simulación de
dos fuentes de variabilidad en transistores SOI MOSFET. En el primer
estudio se analiza, con el simulador paralelo 2D Multivalle Monte Carlo
con correcciones cuánticas, el impacto del desalineamiento de las puertas
en transistores MOSFET de doble puerta de silicio sobre aislante. En el
segundo estudio analizamos, con el simulador paralelo 2D Multisubbanda
Monte Carlo, el impacto de la variabilidad en el espesor del óxido debida
a la presencia de una interfaz rugosa de HfO2/SiO2 en el dieléctrico de un
transistor MOSFET de silicio sobre aislante con una única puerta.
Finalmente, se presentan las principales conclusiones y ĺıneas futuras
de investigación que han surgido en este trabajo, siguiendo dos ĺıneas di-
ferentes y al mismo tiempo dependientes. Una orientada hacia la compu-
tación paralela y el uso de infraestructuras Grid en la simulación de dispo-
sitivos semiconductores, y una segunda ĺınea relacionada con la simulación
Monte Carlo de transistores MOSFET y el estudio de fluctuaciones.
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Introduction
The simulation of semiconductor devices is a very important tool in
the design of the current and future devices. Thanks to simulation tools
it is possible to implement new physical models to predict the electric
behaviour of the devices for different design parameters. Results from si-
mulations combined with experimental data enable us to evaluate the best
design reducing the development time and research cost.
Historically, the scaling of transistors has been focused on reaching
higher integration levels, faster transistors and lower power consumption,
enabling the reduction of the dimensions of the transistors to some tens
of nanometres. Furthermore, from the technological point of view it is ne-
cessary to carry out research on new materials and geometries to continue
the scaling process because current dimensions are in the physical limit
of Bulk technology. The 45 nm Intel transistor is an example of this re-
search, since it replaces the traditional SiO2 used as gate dielectric since
1960’s decade by HfO2. A more radical example related to the research of
new architectures was announced by Intel, several months ago, concerning
the mass production of FinFETs for the 22 nm technological node. This
will be the first 3D transistor on the market. These examples demonstrate
that during the last three years we have probably seen the most impor-
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tant changes related to design and fabrication of MOSFET transistors
since their creation. However, the physical models for these dimensions
are extremely complex and require more simulation time.
The increase of variability effects is one of the consequences of the
scaling of transistors. These effects cause fluctuations of the electric para-
meters on manufactured devices. High integration capacities require the
knowledge of the variability limits of electric parameters such as, threshold
voltage, on/off current or DIBL (Drain Induced Barrier Lowering).
The study of variability effects along with the testing of new designs,
physical models and materials require fast simulations and a large number
of computational resources. Nowadays, thanks to multicore architectures
it is possible to run parallel applications on desktop computers or small
clusters. Furthermore, the development of Grid technologies and the re-
cent creation of National Grid infrastructures, as part of the European
Grid Initiative (EGI), enable us the access to a large amount of compu-
tational cores which allow us to study the impact of different sources of
fluctuations.
In this work we have increased the performance of 2D Monte Carlo si-
mulators through the parallelisation and optimisation of their codes using
OpenMP. We have also assessed the advantages of using Grid architec-
tures for fluctuations studies where hundreds or thousands of simulations
are required. Finally, we studied the impact of several sources of fluctua-
tions using the previously parallelised simulators. The structure of this
dissertation is divided as follows:
Chapter one introduces the MOSFET transistor and the state-of-the-
art technology, paying special attention to the recently developed alterna-
tives to Bulk technology.
The first part of chapter two introduces the possible methods used
to simulate semiconductor devices. The second one describes the Monte
Carlo method and the main characteristics of the parallelised simulators
Chapter three starts with an introduction to distributed systems, mul-
ticore architectures and a general description of the OpenMP standard
used to parallelise the Monte Carlo simulators. This chapter continues
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with an explanation of the parallelisation process of the 2D quantum–
corrected Multi–Valley and 2D Multi–Subband Monte Carlo simulators.
Finally, the speed up results obtained from different multicore processors
are shown and its dependence on several simulation parameters is also
analysed.
Chapter four starts with an introduction to Grid architectures and
technologies, and the description of the Spanish Grid infrastructure that
has been employed to assess the advantages of using Grid to simulate
semiconductor devices. Finally, we present the results obtained from two
tests on this infrastructure using the Monte Carlo code. The objective
of the first test is to speed up stationary Monte Carlo simulations and
the objective of the second one is to analyse the influence of the Grid
infrastructures heterogeneity on the execution time.
Chapter five presents the simulation results of the impact of two sour-
ces of variability on the performance of SOI MOSFET transistors. Initia-
lly, we analyse the impact of the gates misalignment in a 10 nm gate
length Double Gate SOI device. This study has been performed using the
parallelised 2D quantum–corrected Multi–Valley Ensemble Monte Carlo
(MV–ECBE–EMC). After that we study the impact of the oxide thick-
ness variability induced by a rough HfO2/SiO2 interface on a SGSOI MOS-
FET. This analysis has been done with the parallelised 2D Multi–Subband
Ensemble Monte Carlo simulator (MSB–EMC).
Finally, this dissertation ends up showing the main conclusions and
future research lines that have arisen from this work.
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Durante más de 30 años, el transistor de efecto campo metal–óxido–
semiconductor (MOSFET) ha sido la base de los circuitos integrados.
Ya en el año 1965, Gordon E. Moore, observando que hasta el momen-
to exist́ıa un crecimiento exponencial en el número de transistores en un
chip, postuló que esta tendencia continuaŕıa en el futuro [Moo65]. Esta
afirmación, conocida hoy en d́ıa como la ley de Moore, expresa que ca-
da 18 meses se duplica el rendimiento de los transistores y se cuadriplica
el número de dispositivos presentes en un chip [Won02]. Esta ley se ha
cumplido hasta hoy en d́ıa gracias al escalado agresivo de los dispositivos,
que permite mejorar la velocidad de operación y la densidad de integra-
ción. Sin embargo, al alcanzar escalas nanométricas no es posible basar
esta mejora únicamente en la reducción de dimensiones, siendo necesario
encontrar nuevas alternativas para mejorar el rendimiento de los transis-
tores. Por ejemplo, las corrientes de fuga imponen un ĺımite al escalado de
la tensión de alimentación y es necesario el uso de un principio de escalado
generalizado [BWD84] que disminuye el cambio en la tensión de alimen-
tación pero aumenta el dopado del canal más rápido para balancear los
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campos lateral y vertical.
En la primera parte de este caṕıtulo describiremos los transistores
MOSFET. Empezamos con una breve descripción del dispositivo en su
estructura convencional, estudiando a continuación las limitaciones que
aparecen con el escalado y como influyen en su diseño. A continuación
describimos algunas alternativas propuestas para superar las limitaciones
de la arquitectura convencional. Finalmente, se presentan las ventajas de
la tecnoloǵıa de silicio sobre aislante y una clasificación, en función del
número de puertas, de los dispositivos que se basan en esta tecnoloǵıa de
fabricación.
1.1 El MOSFET convencional, escalado y estado
actual de la tecnoloǵıa
Los transistores de efecto campo son dispositivos unipolares que invo-
lucran principalmente el transporte de los portadores, ya sean electrones
o huecos, en una capa paralela a la superficie bajo la puerta. El más uti-
lizado hoy en d́ıa es el MOSFET, que se caracteriza por aislar la capa
de transporte del metal (o polisilicio) de puerta mediante la utilización
de un óxido. El funcionamiento del dispositivo está basado en la modula-
ción de la conductividad del canal mediante la aplicación de una tensión
en la puerta. Este principio se ilustra, para un MOSFET estándar t́ıpico
de canal n, en la figura 1.1 mediante una representación esquemática del
transistor. En este caso hay dos regiones con dopado tipo n alto, la fuente
y el drenador, y el resto del dispositivo está dopado con impurezas acep-
toras. Al aumentar el voltaje aplicado en la puerta disminuye la barrera
que ven los electrones para pasar de fuente a drenador, lo que hace que
aumente la conductividad.
En las tecnoloǵıas convencionales el semiconductor utilizado es el sili-
cio. Este material tiene la ventaja de ser oxidado fácilmente para formar
SiO2 de una manera altamente controlable y reproducible. Además, la
superficie de separación Si–SiO2 se puede crear con una muy buena regu-
laridad, produciendo muy pocos defectos. Esto permite que los MOSFETs
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Figura 1.1: Esquema básico del funcionamiento de un MOSFET.
de Si se puedan fabricar en grandes cantidades, siendo fácilmente integra-
bles para formar circuitos a gran escala.
La teoŕıa original de escalado fue presentada en la década de los 70
[DGKY72, DGR+74], ofreciendo parámetros de diseño concretos para la
fabricación de MOSFETs de dimensiones reducidas. De acuerdo con esta
teoŕıa, si las dimensiones f́ısicas y el potencial aplicado se escalan con
un factor 1/k (k > 1) y la concentración de impurezas se aumenta un
factor k, entonces la forma del campo eléctrico permanece constante. Sin
embargo, al diseñar dispositivos con longitud de canal por debajo de 1 µm,
el escalado del voltaje umbral y de la alimentación pasa a ser demasiado
agresivo y se presenta una nueva teoŕıa de escalado generalizado [BWD84]
que permite escalar los potenciales de forma independiente, dando una
mayor flexibilidad al diseño. Una vez más, al disminuir las dimensiones
f́ısicas de los dispositivos, la teoŕıa del escalado empieza a acercarse a su
ĺımite por motivos prácticos. Muchos de los problemas que ahora surgen
son intŕınsecos a la naturaleza de los semiconductores y no pueden ser
eliminados por medio de mejoras en el procesamiento o en el equipamiento
[Ase98]. Por ejemplo, el escalado de los dispositivos MOSFET a nodos
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tecnológicos inferiores al de 50 nm requiere la superación de barreras de
naturaleza f́ısica que limitan su rendimiento [TBC+97, FDN+01, Fis03].
Algunos de los problemas más frecuentes son:
• Mayor sensibilidad a los efectos de canal corto.
• Corrientes de fuga a través del óxido de puerta.
• Efecto túnel de portadores desde la fuente al drenador o desde el
drenador hacia el interior del dispositivo.
• Control de la densidad y posición de los átomos dopantes en el canal
y en las regiones de fuente y drenador para poder proporcionar una
elevada relación entre las corrientes de conducción y de corte.
En los nodos tecnológicos actuales se han introducido numerosas va-
riaciones sobre el MOSFET convencional. Entre estos cambios está el uso
de puertas metálicas, óxidos de alta permitividad en la puerta o el uso de
silicio tenso para aumentar la movilidad [MAA+07]. Además, compañ́ıas
como IBM o AMD también introducen en nodos actuales diseños que van
un paso más allá del MOSFET convencional utilizando la tecnoloǵıa de
silicio sobre aislante (SOI) [IN07, SCB+08] que, entre otras ventajas, per-
mite reducir los efectos de canal corto (SCE) [CC03].
Pese a las innovaciones introducidas para mejorar el rendimiento y
continuar el escalado, hay dificultades tecnológicas que, en el estado actual
de la tecnoloǵıa, no tienen solución. El documento conocido como SIA’s
International Technology Roadmap for Semiconductors (ITRS) [ITR10] es
una gúıa para la industria de los semiconductores que revisa los parámetros
de diseño necesarios para poder ajustarse tanto a la ley de Moore como a
las barreras tecnológicas a superar. En su última versión (2010 ) predicen
la desaparición de la tecnoloǵıa convencional en el nodo tecnológico de
22 nm, con lo que para nodos posteriores será necesaria la introducción
de tecnoloǵıas y/o materiales nuevos que permitan la continuación del
escalado.
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1.2 Alternativas al MOSFET convencional
Una de las principales limitaciones de la tecnoloǵıa convencional se en-
cuentra en que el Si es un material de baja movilidad. La mayoŕıa de los
semiconductores compuestos (GaAs, InP, etc.) tienen movilidades mayores
que la del silicio pero en la actualidad, a nivel comercial, no son utiliza-
dos en la fabricación de MOSFETs principalmente debido a la dificultad
de obtener aislantes válidos [YWK+03], pese al progreso realizado en los
últimos años [Pas05, Dat07, DRA+07].
Los ĺımites asociados con el escalado y el rango de aplicación de los
MOSFETs convencionales han dado un impulso a la investigación y desa-
rrollo de propuestas alternativas en el diseño de transistores y en el uso
de nuevos materiales. A continuación se muestra una posible clasificación
de estas propuestas en función de la técnica que usan para mejorar el
rendimiento del dispositivo:
• Inducir una densidad de carga más elevada para una tensión de puer-
ta dada. Por ejemplo, esto puede lograrse reduciendo la temperatura
de funcionamiento del sistema [Won02] o usando un dispositivo FET
de doble puerta (Double Gate FET ) [IWN+02, SGZ+03].
• Aumentar el transporte de portadores elevando la movilidad, la ve-
locidad de saturación o el transporte baĺıstico. Para ello, entre otras
técnicas, es posible disminuir la temperatura de funcionamiento, re-
ducir la influencia de factores que degradan la movilidad, minimizan-
do el campo eléctrico transversal o la dispersión coulombiana debida
a átomos dopantes, o utilizar materiales de alta movilidad [Vog07] y
velocidad de saturación, como pueden ser Ge, InGaAs o InP. Entre
los ejemplos de dispositivos que utilizan estas técnicas se encuentran
los HEMT [YES+02], PHEMT [CCW05], MHEMT [WMH+00], Si-
Ge MOSFET [BOC02], HBT [WML+03] y DHBT [IKW02].
• Asegurar la escalabilidad del dispositivo a una longitud de puerta
más pequeña. Esto se puede conseguir utilizando perfiles de dopado
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más bruscos, a través de una capacidad de puerta elevada o mante-
niendo un buen control electrostático del potencial en el canal. Esto
ocurre en dispositivos FET de doble puerta, Ground Plane FET y
Ultra Thin Body SOI MOSFET [JTC02] entre otros.
• Reducir capacidades y resistencias parásitas. Estas técnicas son tam-
bién empleadas en dispositivos SOI y FET de doble puerta [WFS98].
A continuación describiremos con más detalle dos caminos posibles
para conseguir alcanzar los requerimientos descritos en el ITRS: los MOS-
FET multipuerta y la introducción de nuevos materiales en el canal.
1.2.1 MOSFETs multipuerta
La disminución de la longitud de canal de los transistores que implica el
escalado lleva a la aparición de los efectos de canal corto, que básicamente
consisten en la pérdida del control de la carga por parte del terminal
de puerta. Una posibilidad para mejorar esto es el uso de varias puertas
para controlar la carga. Hay principalmente dos variedades: transistores
multipuerta verticales y planares. Los primeros corresponden, por ejemplo,
a los FinFET [HLK+00, YCA+02] o los TriGate [KDD+06], mientras que
los segundos son principalmente derivados de la tecnoloǵıa SOI [CC03]
que veremos en la sección 1.3.2.
1.2.2 Nuevos materiales
Aunque durante las últimas décadas la tecnoloǵıa de fabricación de
transistores se ha basado fundamentalmente en Si, cuando escalamos por
debajo de 100 nm es necesario introducir nuevas técnicas de escalado para
mejorar el rendimiento. Además de las nuevas arquitecturas, la indus-
tria también ha introducido nuevos materiales para lograr mejoras en el
rendimiento. Un ejemplo es la utilización de materiales de alta permitivi-
dad para sustituir al dióxido de silicio como óxido de puerta y disminuir
aśı las corrientes de fuga. La introducción de nuevos materiales en el canal
de los transistores supone un cambio mucho más drástico. Actualmente
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las mejoras en la movilidad se obtienen mediante la aplicación de tensión
al silicio del canal, bien inducida en el proceso de fabricación [TAA+04],
bien mediante ingenieŕıa del sustrato [RKH+01]. Desafortunadamente, es-
te beneficio es limitado y disminuye con el escalado [SKK+07], por lo que
existe un gran interés en la introducción de otros materiales para alcanzar
movilidades todav́ıa mayores.
La introducción de nuevos materiales de alta movilidad como el ger-
manio para MOSFETs tipo p [SCB+04] y semiconductores III–V para
MOSFETs tipo n [Dat07] y su integración en la plataforma del silicio es,
actualmente, una solución ampliamente reconocida.
Hay tres problemas principales que dificultan la introducción de los
transistores III–V en la tecnoloǵıa CMOS [SKK+07]:
1. El más importante es que, a diferencia del silicio, no existe una buena
solución para el óxido de puerta. Pese a los progresos de los últimos
años [Pas05, Dat07, SKK+07], sigue siendo un problema para la
implementación de aplicaciones CMOS.
2. Los sustratos de materiales III–V son caros, frágiles y dif́ıciles de
hacer en un tamaño grande. Además, el éxito de una tecnoloǵıa
no basada en silicio depende de su compatibilidad con los procesos
utilizados para este material. Por este motivo hacen falta métodos
para integrar los nuevos materiales sobre sustratos de silicio.
3. La movilidad de los huecos en los materiales III–V no es mejor que
la del silicio. Hace falta un esquema de integración que permita com-
binar, por ejemplo, transistores III–V para n–MOSFETs y de ger-
manio para p–MOSFETs. Además, la baja densidad de estados en
los materiales III–V también podŕıa ser un problema [PKK+06].
Existen principalmente dos estructuras que se estudian para MOS-
FETs III–V para aplicaciones digitales: de canal superficial y de canal en-
terrado. La primera estructura seŕıa equivalente a los MOSFETs de silicio
convencionales, ésta requiere la formación de una interfaz semiconductor–
óxido de muy alta calidad para mantener una densidad de defectos baja
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cerca de la capa superficial de conducción. En la segunda, correspondiente
a los MOSFETs III–V de canal enterrado, el canal suele estar entre dos
capas de materiales III–V con un ancho de la banda prohibida mayor de
manera que se forma un pozo cuántico.
El potencial para el escalado a dimensiones por debajo de los 20 nm
de estas estructuras fue estudiado mediante simulaciones Monte Carlo.
En este estudio [KAAM+08] se ve que los MOSFETs de canal superficial
ofrecen una buena escalabilidad hasta longitudes de puerta del orden de
los 20 nm, pero el óxido de puerta es una limitación fundamental para un
mejor rendimiento de los transistores escalados. Por otro lado, en la simu-
lación de una arquitectura con canal enterrado (Implant Free MOSFET),
el rendimiento escala adecuadamente hasta longitudes de puerta de 15 nm
si se emplea un material de canal apropiado [SGLA+09, Ben11], en caso
contrario la baja densidad de estados del material de canal puede ser el
factor limitante en el escalado del rendimiento.
1.3 Alternativas al MOSFET convencional basa-
das en tecnoloǵıa SOI
En las últimas décadas se ha desarrollado una nueva tecnoloǵıa que
permite crear obleas de Si sobre las que se deposita una lámina de SiO2,
construyéndose aśı los dispositivos a partir de una capa de silicio mono-
cristalino colocada sobre esta capa de dieléctrico. Esta tecnoloǵıa se deno-
mina Silicio sobre Aislante (SOI) y se ha convertido en una alternativa a
la tecnoloǵıa convencional (Bulk).
La finalidad de la tecnoloǵıa SOI es mejorar las carencias de los dispo-
sitivos de tecnoloǵıa convencional de Si y su desarrollo tiene tres causantes
principales [CC03]:
1. Durante las décadas de los 70 y 80 del siglo pasado y debido a la
guerra fŕıa, exist́ıa una gran preocupación por realizar circuitos resis-
tentes a los efectos de las radiaciones ionizantes que pudiesen operar
en un hipotético escenario de guerra nuclear. La delgada capa de Si
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activo minimiza el impacto de la radiación ionizante en las propie-
dades del dispositivo. La mayoŕıa de la carga generada por las radia-
ciones ionizantes es detenida por el óxido enterrado (Buried Oxide
o BOX) de forma que la corriente extra generada es muy pequeña.
2. La mejora de las prestaciones de los circuitos basados en SOI ha
llevado a que muchas compañ́ıas se decidan por el cambio a esta
tecnoloǵıa. Por ejemplo, en aplicaciones digitales para una misma
tensión de alimentación los circuitos SOI permiten mayores veloci-
dades de operación, lo que implica un menor consumo de potencia.
3. El comportamiento de los dispositivos con longitudes de puerta infe-
riores a 25 nm no es el adecuado cuando son fabricados con tecnoloǵıa
convencional debido básicamente a los efectos de canal corto (SCE),
resultando éstos cada vez más dif́ıciles de controlar.
Desde la perspectiva de la fabricación de dispositivos, una vez supe-
rado el reto tecnológico de crear láminas de Si cristalino sobre un sustra-
to dieléctrico, el cambio de tecnoloǵıa no ha resultado demasiado cŕıtico
ya que el diseño de los circuitos es bastante parecido al de la tecnoloǵıa
convencional. De hecho muchas de las estructuras que se creaban en los
MOSFETs estándar durante la etapa de implementación f́ısica para ase-
gurar el correcto aislamiento de los dispositivos y evitar efectos parásitos
tales como corrientes de fuga, fotocorrientes inducidas por radiación o el
latch–up, no son ahora necesarias debido al BOX y al aislamiento lateral
dieléctrico, de forma que los chips obtenidos son más simples y compac-
tos. La tecnoloǵıa SOI permite una mayor variedad de estructuras que no
eran realizables en otras tecnoloǵıas. Aśı, es posible integrar en un mismo
chip dispositivos tan diferentes como MOSFETS, MEMS o gúıas de onda
ópticas.
1.3.1 Ventajas de la tecnoloǵıa SOI
La mayoŕıa de los procesos de fabricación para dispositivos SOI son
compatibles con los procesos estándar de la industria semiconductora y
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el coste del producto final es un poco más elevado que en el caso de los
basados en tecnoloǵıa convencional. Esto es debido principalmente a que
las obleas deben ser preprocesadas para conseguir el sustrato deseado para
cada tipo de aplicación. El incremento en el gasto está en cierta medida
justificado por las ventajas que la tecnoloǵıa SOI presenta sobre la con-
vencional, siendo en algunos casos la única opción para obtener ciertas
estructuras o para integrar algunos componentes. Entre las principales
ventajas que se pueden enumerar se encuentran las siguientes [CC03]:
• Tecnoloǵıa completamente compatible con los procesos de fabrica-
ción tradicional.
• Reducción del número de pasos en los procesos de fabricación.
• Aumento, en algunos casos, del nivel de integración debido a una
simplificación en los diseños de los circuitos a fabricar.
• Resistencia a las radiaciones ionizantes.
• Menor tensión de alimentación para una determinada velocidad de
operación.
• Mayores velocidades de operación para una determinada tensión de
alimentación.
• Mayor control sobre los efectos de canal corto.
• Reducción de capacidades parásitas.
• Mayor flexibilidad en las estructuras.
• Integración en un mismo chip de diferentes tipos de dispositivos tales
como los de alta velocidad, de potencia, MEMS y elementos ópticos.
• Posibilidad de fabricar no sólo dispositivos planares sino también
tridimensionales.
• Fabricación de circuitos integrados tridimensionales mediante la apli-
cación de sucesivos procesos de transferencia de láminas o pegado
de obleas [RKWT10].
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1.3.2 Clasificación de los dispositivos SOI
El dispositivo más usado en los circuitos basados en tecnoloǵıa SOI
continúa siendo el MOSFET convencional de puerta simple. Sin embargo,
el hecho de que exista un óxido enterrado bajo la lámina de silicio y el
desarrollo de nuevas técnicas para la obtención de estructuras SOI han
dado lugar a la aparición de una gran cantidad de dispositivos nuevos
que ampĺıan las posibilidades a la hora de elegir el dispositivo adecuado
para cada aplicación. Por ejemplo, sobre sustratos SOI se pueden fabricar,
aparte de MOSFETs, transistores bipolares (BJT), transistores de unión
de efecto campo (JFET) o diodos, e incluso se pueden integrar en el mismo
chip elementos que no era posible combinar cuando eran fabricados con
tecnoloǵıa convencional.
A continuación haremos una clasificación de los tipos de dispositivos
MOSFET atendiendo al número de puertas.
Dispositivos de una puerta
Los dispositivos de una puerta (SGSOI) son una continuación tec-
nológica de los MOSFET realizados con tecnoloǵıa CMOS convencional,
como el que se muestra en la figura 1.2.a. Podemos hacer una clasifica-
ción de este tipo de dispositivos en función de que exista o no una zona
neutra debajo de la zona de canal. De este modo diferenciaremos dos ti-
pos de dispositivos, los parcialmente deplexionados y los completamente
deplexionados:
• Dispositivos parcialmente deplexionados (Partially Depleted, PD).
El comportamiento de este tipo de dispositivos es similar al de los
MOSFET convencionales, con las ventajas que añade el aislamiento
total que introduce la capa de óxido enterrado. Sin embargo, la exis-
tencia de una zona neutra puede traer ciertos problemas, como por
ejemplo la aparición del denominado floating body [SF94, Col04] que
cambia la tensión umbral del dispositivo dependiendo de la historia
del mismo (proceso de histéresis), los efectos causados por el transis-
tor bipolar parásito formado por las zonas de drenador, zona neutra
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y fuente o el denominado efecto kink para altas polarizaciones entre
drenador y fuente. Un modo de reducir estos efectos consiste en reali-
zar una conexión entre la puerta y el sustrato del transistor. Con esta
técnica se obtiene el denominado MOS Bipolar Controlado por Ten-
sión (VCBM) o MOS de voltaje umbral dinámico (DTMOS), cuyas
caracteŕısticas son un aprovechamiento del transistor bipolar parási-
to y una disminución de la tensión umbral con la tensión de puerta
aplicada, obteniéndose comportamientos casi ideales en el régimen
sub–umbral y una drástica reducción de los efectos de floating body.
Figura 1.2: Representación esquemática de dispositivos SOI. (a) SGSOI, (b)
DGSOI, (c) FinFET.
• Completamente deplexionados (Fully Depleted, FD). Cuando se dis-
minuye el espesor de la lámina de silicio, la zona neutra se va re-
duciendo de forma que puede llegar a desaparecer. En ese momen-
to el sustrato pasa a estar completamente deplexionado (ocupando
el canal toda la zona de silicio situada entre el óxido de puerta y
el BOX) desapareciendo aśı los efectos relacionados con el floating
body. El comportamiento de estos dispositivos se acerca al del caso
ideal, aunque existe un problema desde el punto de vista práctico. La
20 Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
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carga en inversión depende no sólo de la polarización sino también
del espesor de la lámina de silicio, de forma que las fluctuaciones
aparecidas en ésta inducen variaciones en la tensión umbral. Este
fenómeno resulta cŕıtico en dispositivos ultradelgados (UTB).
Dispositivos multipuerta
Históricamente, en el diseño de transistores MOSFET ha existido un
esfuerzo constante para continuar escalando los transistores sin perder el
control que la puerta ejerce sobre la carga. Sin embargo, la disminución
de la longitud del canal produce los denominados efectos de canal corto
(SCE) que, básicamente, consisten en la pérdida del control de la carga
por el terminal de puerta. Como solución a estos problemas, surgieron los
dispositivos multipuerta [Col07] de los que hablaremos a continuación.
Figura 1.3: Representación esquemática de dispositivos SOI. (a) Triple puerta,
(b) Puerta Π, (c) Puerta Ω.
El primer dispositivo que se propuso basado en este concepto fue el
XMOS [SH84], representado en la figura 1.2.b. Este doble puerta (DGSOI),
que deb́ıa su nombre a la semejanza con la letra Ξ, presentaba un mejor
control sobre la carga en el canal que su equivalente con una única puerta.
El primer doble puerta que se fabricó denominado DELTA [HKKT89], era
un dispositivo vertical y fue el predecesor del FinFET, representado en la
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figura 1.2.c, cuya fabricación es más sencilla que la de un dispositivo de
canal horizontal.
Figura 1.4: Representación esquemática de dispositivos SOI. (a) GAA, (b)
G4FET.
Cuando se comprobó que la inclusión de una segunda puerta era una
mejora del dispositivo, el siguiente paso fue aumentar el número de puer-
tas de forma que el control sobre la carga en el canal fuera mayor y de este
modo se pudieran reducir los efectos de canal corto (SCE) y aumentar la
corriente. Siguiendo esta iniciativa surgieron los dispositivos de triple puer-
ta (trigates) en los que sobre una isla fina y estrecha de silicio cristalino se
coloca una puerta sobre tres de sus lados quedando el canal completamen-
te rodeado por capas de óxido, tal y como se representa en la figura 1.3.a.
Existen también versiones más sofisticadas de estos dispositivos que se
sitúan entre los de tres y cuatro puertas. Son los denominados triple+ y
entre ellos se encuentran los puerta Π y los puerta Ω, representados en
las figuras 1.3.b y 1.3.c respectivamente. En el primero de ellos la puerta
penetra en la zona de óxido enterrado (BOX) proporcionando un mayor
control de la carga. En el segundo, la puerta además de penetrar en el
BOX se extiende lateralmente bajo la lámina de silicio sin llegar a cerrar-
se. Esta configuración permite, en aquellos casos en los que el dispositivo
sea lo suficientemente estrecho, la aparición de una puerta bajo la isla
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de silicio inducida por el campo creado en las extensiones inferiores de la
puerta [Col04].
Finalmente tenemos los dispositivos en los que la lámina de silicio se
encuentra completamente rodeada por estructuras destinadas al control de
la carga en su interior, son los denominados dispositivos de cuatro puertas.
Una de las estructuras propuestas para la fabricación de estos dispositi-
vos consiste en recubrir completamente la zona central de la lámina de
silicio cristalino con puerta. Estas estructuras se reducen al concepto de
hilos cuánticos [BCB+87] cuando el espesor y la profundidad del canal son
lo suficientemente pequeños. En la figura 1.4.a se muestra el denominado
gate–all–around MOSFET (GAA), que consiste en un dispositivo hori-
zontal de sección rectangular completamente rodeado por la puerta. La
figura 1.4.b consiste en un dispositivo con dos puertas MOS en los lados
superior e inferior y dos JFET en los laterales. Operando normalmente
en acumulación, las puertas laterales controlan el ancho efectivo del canal
pudiéndose obtener distintos modos de operación que van desde el de un
hilo cuántico rodeado por regiones de vaciamiento al de un dispositivo en
fuerte acumulación en función de la tensión aplicada a cada una de las
puertas. La reducción en las dimensiones de la estructura, especialmente
en el espesor de la lámina de silicio, provoca que ciertos fenómenos de
naturaleza cuántica predominen a la hora de explicar el comportamiento
de estos dispositivos.
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Simulación Monte Carlo de Transistores MOSFET
La simulación de dispositivos semiconductores es una de las herra-
mientas más importantes en el diseño de nuevos dispositivos. Los retos
tecnológicos a los que se enfrenta la industria de semiconductores, en sec-
tores tan diversos como la computación, las telecomunicaciones, la instru-
mentación electrónica o las células solares, son abordables gracias a estas
técnicas de simulación. Estas herramientas permiten prever el comporta-
miento de nuevas estructuras y seleccionar, a priori, el diseño más favorable
para afrontar el problema tecnológico bajo estudio. Posteriormente, los re-
sultados obtenidos por estos programas pueden ser contrastados con los
datos experimentales obtenidos en la caracterización de los dispositivos
de prueba. Gracias a la simulación es posible seleccionar, entre un am-
plio rango de diseños, aquel que mejor puede satisfacer nuestros requisitos
tecnológicos, consiguiendo de esta forma ahorrar tiempo y dinero en la
fabricación de los posibles dispositivos objeto de estudio.
La complejidad de los modelos empleados en la simulación de disposi-
tivos semiconductores, aśı como los requisitos computacionales, dependen
en gran medida del reto tecnológico que queremos superar junto con el
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nivel de detalle con el que se desea simular los fenómenos f́ısicos que tie-
nen lugar en el dispositivo estudiado. Este caṕıtulo lo iniciamos con una
introducción a las diferentes técnicas de simulación de dispositivos semi-
conductores haciendo hincapié en su utilidad y complejidad computacio-
nal. Posteriormente, describimos de forma general el método Monte Carlo,
por ser el método que emplean los simuladores en los que se ha centrado
este trabajo. Para finalizar detallamos las caracteŕısticas espećıficas de los
simuladores Monte Carlo paralelizados.
2.1 Técnicas de simulación
La figura 2.1 muestra un ciclo estándar del proceso de desarrollo de un
dispositivo electrónico, donde se especifica de forma esquemática cada uno
de los niveles del diseño tecnológico asistido por computador (TCAD). Es-
tas herramientas de diseño se impulsaron con el incremento de la demanda
comercial de componentes electrónicos que requeŕıa una mejora de los pro-
ductos fabricados y un ahorro de costes. En general podŕıa considerarse
la siguiente dinámica de funcionamiento: inicialmente las necesidades del
mercado demandan un dispositivo con unas caracteŕısticas determinadas
del que se simula su proceso de fabricación, a continuación se realiza la
simulación del dispositivo de la cual se extraen sus caracteŕısticas de sali-
da (tensiones y corrientes de funcionamiento) aśı como los parámetros de
pequeña señal. El siguiente paso es realizar la extracción de parámetros
necesarios para la evaluación del transistor a nivel de circuito. Con los
resultados obtenidos evaluamos si cumple las necesidades comerciales que
estábamos buscando y en caso de que no lo haga el proceso se repite de
nuevo modificando ciertos parámetros de fabricación.
Si nos centramos en la etapa de simulación de dispositivos, en la actua-
lidad existe un conjunto de técnicas que pueden ser utilizadas en esta etapa
del proceso diseño [Rav98]. En la figura 2.2 presentamos estas técnicas en
función de dos parámetros, la complejidad computacional y el tiempo de
simulación.
Atendiendo a la complejidad computacional, la técnica menos exigente
26 Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
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Figura 2.1: Representación esquemática de los niveles TCAD que intervienen en
el desarrollo de un dispositivo electrónico.
es la empleada por los modelos compactos. Ésta contiene muy poca infor-
mación sobre la f́ısica presente en el sistema y en general imita el compor-
tamiento del dispositivo utilizando aproximaciones anaĺıticas y parámetros
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emṕıricos. Estos modelos requieren poco tiempo de cálculo pero su validez
es limitada puesto que ignoran la naturaleza distribuida de los parámetros
y otras cuestiones como podŕıa ser la geometŕıa del dispositivo.
En el siguiente nivel se encuentra la aproximación de arrastre–difusión
(DD, drift-diffusion) a la ecuación de transporte de Boltzmann (BTE)
[Sel84]. La aproximación DD considera sólo los primeros dos momentos
de la BTE, la ecuación de continuidad de corriente y la ecuación de con-
servación del momento. Estas ecuaciones están acopladas a la ecuación de
Poisson por el potencial electrostático. La aproximación DD incluye una
relación local entre la velocidad y el campo eléctrico y no puede representar
apropiadamente efectos de transporte fuera del equilibrio.
Por encima de la complejidad del modelo DD está la aproximación
hidrodinámica a la ecuación de transporte de Boltzmann. En este caso se
incluye el tercer momento de la BTE, la ecuación de conservación de la
enerǵıa, lo que a su vez hace más compleja la ecuación de conservación del
momento. Esto permite el tratamiento de efectos fuera del equilibrio ya
que incluye una relación no local entre el campo eléctrico y la velocidad.
La técnica Monte Carlo para la resolución de la BTE se encuentra en el
siguiente nivel de complejidad con respecto al modelo hidrodinámico. En
esta técnica un conjunto de part́ıculas evoluciona a través de un espacio
de aceleración real y de eventos de dispersión escogidos aleatoriamente.
Estos métodos requieren un elevado tiempo de computación, por lo que son
utilizados principalmente para dispositivos de dimensiones muy pequeñas
en los que los modelos de arrastre–difusión no son válidos.
Finalmente, la técnica más compleja es la empleada por las aproxi-
maciones de transporte cuántico que utilizan las ecuaciones acopladas de
Poisson y de Schrödinger independiente del tiempo, la matriz de densi-
dad o la función de distribución Wigner. Todas ellas son extremadamente
costosas computacionalmente. Otro método que está ganando populari-
dad es el uso del formalismo de las funciones de Green fuera del equilibrio
(NEGF Non–Equilibrium Green Functions), que permite la inclusión de
la dispersión en la formulación del transporte cuántico.
A continuación, en las siguientes subsecciones, describiremos con más
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Figura 2.2: Representación de las técnicas de simulación en función de la
complejidad y el tiempo de ejecución requerido.
detalle estas técnicas numéricas de simulación multidimensional.
2.1.1 Arrastre–difusión
El modelo de arrastre–difusión es el más simple empleado en simu-
laciones numéricas multidimensionales [ZWK+00, GLKA05, GLAS+09].
Utiliza los dos momentos más bajos de la ecuación de transporte de Bol-
tzmann. Las densidades de corriente de electrones Jn y huecos Jp se obtie-
nen por medio de la suma de dos componentes, una de arrastre gobernada
por el campo eléctrico y otra de difusión dirigida por el gradiente de la
densidad de portadores.
Esta aproximación no tiene en cuenta la temperatura de los porta-
dores y de forma estricta es solamente válida para campos en los que la
velocidad de los portadores esté directamente relacionada con el campo
eléctrico. Sin embargo, la validez de la aproximación de arrastre–difusión
puede extenderse emṕıricamente introduciendo modelos de movilidad de-
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pendientes del campo eléctrico, lo que permite el uso de campos eléctricos
más elevados en el proceso de simulación. Aun incluso con esta extensión
el modelo arrastre–difusión sólo funciona en el cuasi–equilibrio, donde el
campo eléctrico vaŕıa lentamente y la velocidad está relacionada localmen-
te con el campo. La principal ventaja de esta aproximación es su menor
coste computacional en comparación con las otras técnicas de simulación.
2.1.2 Hidrodinámico
Con el escalado de los dispositivos a dimensiones muy reducidas se
produce una disparidad entre el rápido descenso de las dimensiones f́ısi-
cas y la mucho más lenta reducción de la tensión aplicada. Esto provoca
un aumento del campo en el interior de los dispositivos. Para tener en
cuenta estos campos elevados el modelo de arrastre–difusión, explicado
en el apartado anterior, introduce modelos de movilidad dependientes del
campo que relacionan de un modo local la velocidad de los portadores
con la componente del campo en la dirección del flujo de corriente. Sin
embargo, esta aproximación ignora fenómenos de transporte no locales en
los que la velocidad de los portadores en un punto está determinada por
la distribución del campo a lo largo del camino de corriente.
Una aproximación que supera estas limitaciones es el modelo hidro-
dinámico [Gar94, ALD96] al considerar el tercer momento de la ecuación
de transporte de Boltzmann. En este caso la corriente tiene un término
adicional proporcional al gradiente de la temperatura de los electrones
y además se añade al sistema una ecuación de balance energético. Uno
de los principales inconvenientes de esta aproximación es la estabilidad
numérica de la solución debido a la inclusión de los momentos más eleva-
dos de la BTE, lo que implica un aumento considerable de la complejidad
computacional.
2.1.3 Monte Carlo
Un método alternativo para simular el transporte de portadores, que
no implica la discretización de la BTE o de sus momentos, es la apro-
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ximación Monte Carlo (MC) [JR83, JL89]. Este método es una técnica
estocástica que utiliza números aleatorios para obtener una aproximación
estad́ıstica a la solución exacta de la BTE. Se basa en trazar las trayecto-
rias clásicas de los portadores en un dispositivo simulado, considerando la
dispersión de cada part́ıcula después de un peŕıodo de vuelo libre deter-
minado estocásticamente a través de las tasas de dispersión acumulativas.
Estas tasas de dispersión se calculan cuánticamente e incluyen, entre otras,
interacciones electrón–fonón, electrón–impureza y electrón–electrón.
Una simulación Monte Carlo es por tanto una serie de vuelos libres
intercalados con eventos de dispersión que cambian el momento y po-
siblemente la enerǵıa de la part́ıculas. El movimiento de las part́ıculas
está acoplado a la solución de la ecuación de Poisson para permitir el
cálculo actualizado de la fuerza que las dirige. La aproximación Monte
Carlo es ampliamente usada en la simulación de dispositivos semiconduc-
tores [FSVF02, BAY+03, SGG+10], aunque el gran número de part́ıculas
que deben ser simuladas, la enorme cantidad de números aleatorios y el
acoplamiento con la ecuación de Poisson hacen que este método sea muy
costoso computacionalmente.
2.1.4 Transporte cuántico
La modelización del transporte dentro de un sólido mediante una apro-
ximación cuántica completa es muy costosa computacionalmente. Una
técnica que está ganando popularidad en el campo del transporte cuántico
es la aproximación de las funciones de Green fuera del equilibrio (NEGF)
[Dat00, MSA+05, MSB+10]. Utiliza un método matemático conocido co-
mo Funciones de Green para obtener la solución de un Hamiltoniano in-
dependiente del tiempo. La función de Green, a una enerǵıa dada, tiene
dos entradas que pueden ser relacionadas con dos posiciones del espacio
real permitiendo simular áreas de un transistor. Esta función considera la
influencia de una perturbación que tiene lugar en una entrada sobre la otra
entrada, y tiene, en teoŕıa, la habilidad de modelar las propiedades f́ısicas
del sistema, tales como la densidad electrónica, la densidad de corriente
y la densidad de estados. Una de las principales limitaciones del uso de
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NEGF es su elevad́ısimo coste computacional.
Como acabamos de comentar, las simulaciones completamente mecano-
cuánticas son muy elevadas en términos de tiempo computacional, pero es
posible incluir efectos cuánticos en simulaciones clásicas mediante correc-
ciones cuánticas [AI89] con un coste computacional mucho menor. Estas
correcciones permiten considerar efectos de confinamiento cuántico y cier-
tos aspectos del efecto túnel, que son imprescindibles cuando se produce
un escalado agresivo de los dispositivos a dimensiones nanométricas. Los
dos métodos más conocidos para incluir correcciones cuánticas en simu-
laciones clásicas de dispositivos son las aproximaciones density gradient
[WSF01] y potencial efectivo [FAV00].
La aproximación density gradient introduce un potencial cuántico que
da lugar a un término adicional de arrastre a la expresión de la densi-
dad de corriente. Este potencial cuántico es proporcional a la segunda
derivada de la densidad de portadores y disminuye las variaciones de los
electrones comparado con el caso del potencial clásico, además de reducir
la concentración cerca de la interfaz.
La técnica del potencial efectivo representa a los portadores por medio
de un paquete de ondas gaussiano de dispersión mı́nima. El potencial efec-
tivo está relacionado con el potencial a través de una integral de convolu-
ción. El suavizado del potencial asociado con la operación de convolución
representa los efectos mecánico–cuánticos que alejan a la concentración
de portadores de la interfaz y reducen picos bruscos debidos al uso del
potencial clásico.
2.2 Fundamentos del método Monte Carlo
El método Monte Carlo es una técnica numérica que trata de resolver
la ecuación de transporte de Boltzmann. La teoŕıa de transporte es de
naturaleza semiclásica. De hecho, se considera que los electrones se mueven
de acuerdo a las leyes de la mecánica clásica entre dos dispersiones que
ocurren sucesivamente, mientras que las secciones de dispersión de las
imperfecciones del cristal se deducen de la teoŕıa cuántica de la dispersión.
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La magnitud fundamental de la teoŕıa clásica del transporte es la función
de distribución f(~r, ~k, t), que se define como la probabilidad de encontrar
un electrón en la posición ~r con momento ~k en un determinado instante










en donde N es el número total de electrones.
La ecuación que describe el transporte en la aproximación semiclásica
es la ecuación de Boltzmann,
∂f/∂t+ ~v · ∇~rf + ~̇k · ∇~kf = ∂f/∂t|coll (2.2)
en donde el lado derecho de la ecuación indica las variaciones de la función
de distribución debido a las colisiones.
La ecuación de Boltzmann se puede obtener del teorema de Liouville.
Un modo fundamental para obtener la ecuación se basa en considerar un
pequeño volumen en el espacio de fases y contar el número de part́ıculas
en movimiento que entran y salen del volumen por unidad de tiempo.
Una vez determinada la función de distribución, podemos obtener
aquellas magnitudes que son de interés, tales como la velocidad de arras-
tre de los electrones, el promedio de enerǵıa o el coeficiente de difusión,
como funciones del campo aplicado, la temperatura o el gradiente de la
concentración de electrones.
En general si se aplica un campo electromagnético externo a un semi-
conductor, los electrones cambiarán continuamente su estado ~k de acuerdo

















es la velocidad de grupo del electrón.
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Del análisis de la ecuación de Boltzmann y de las ecuaciones 2.3 y 2.4
se deduce que el conocimiento básico que se requiere para el estudio de





del material espećıfico que queremos estudiar.
De la mecánica estad́ıstica sabemos que la función de distribución en
el equilibrio f0 es la función de distribución de Fermi–Dirac. Por lo tanto,
para E − EF ≫ KBT (en donde εF es el nivel de Fermi) f0 se puede
reemplazar por la distribución de Maxwell
fMB = C exp (−E/KBT ) (2.5)
en donde C es la constante de normalización.
El termino de colisión situado en el lado derecho de la ecuación 2.2
es debido a que la existencia de imperfecciones en la red cristalina ideal,
incluyendo la existencia de fonones, puede inducir transiciones entre dife-
rentes estados de Bloch. Si consideramos la probabilidad de transición por
unidad de tiempo de un estado ~k a otro estado ~k′ como P (~k,~k′), inducido
por las imperfecciones de la red (asumiendo que no existen cambios en el
esṕın causados por las transiciones), el término de colisión se puede ex-
presar como la diferencia entre los electrones dispersados al estado ~k y los






















en donde V representa el volumen y los coeficientes (1 − f) se tienen en
cuenta para considerar el principio de exclusión de Pauli. Sin embargo,
para la aproximación que hemos hecho en la ecuación 2.5 estos factores
no contribuyen, por lo tanto asumiremos siempre que f ≪ 1. Si ahora
sustituimos la ecuación 2.6 en la ecuación de Boltzmann, obtenemos una
ecuación integro diferencial. La complejidad de esta ecuación depende de
los modelos usados en los mecanismos de dispersión y de la estructura de
bandas.
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Caṕıtulo 2. Simulación Monte Carlo de Transistores MOSFET
Encontrar una solución a la ecuación de Boltzmann no es una tarea
sencilla. Incluso en el caso de respuesta lineal, con mecanismos simples de
dispersión, resulta necesario emplear aproximaciones.
Desde el punto de vista anaĺıtico, los fenómenos de transporte en
reǵımenes no lineales quedaŕıan completamente descritos por la ecuación
de Boltzmann, pero la resolución de esta ecuación es un problema ma-
temático de dif́ıcil resolución. Sin embargo, las técnicas anaĺıticas aplicadas
a modelos sencillos de semiconductores nos permiten obtener una interpre-
tación f́ısica del problema de transporte no lineal, mediante la introducción
de conceptos simples tales como los tiempos de relajación de la enerǵıa y el
momento, y la temperatura del electrón. Por otro lado, para conseguir una
solución anaĺıtica que describa el problema con detalle, resulta necesario
desarrollar aproximaciones drásticas que no dejan suficientemente claro
si las propiedades de interés que se extraen de los resultados se deben al
modelo microscópico o a las aproximaciones matemáticas.
Sin duda, la introducción de técnicas numéricas ha supuesto un gran
avance en la resolución de la ecuación de Boltzmann. Dos técnicas impor-
tantes de resolución son la técnica iterativa y el método Monte Carlo.
La técnica iterativa alcanza la solución de la ecuación de Boltzmann
por medio de un procedimiento iterativo y procesado de la función de dis-
tribución para cada paso del procedimiento. Por esta razón resulta una
técnica útil cuando tratamos con fenómenos f́ısicos que dependen fuerte-
mente de la función de distribución.
El método Monte Carlo se puede ver como una técnica de simulación
directa de la dinámica de los electrones de carga dentro del cristal, lo que
nos permite extraer cualquier información f́ısica mientras se desarrolla la
solución de la ecuación de transporte.
Este método, aplicado al transporte de carga en semiconductores, con-
siste en la simulación del movimiento de uno o más electrones dentro
del cristal sometidos a la acción de fuerzas externas debidas a los campos
eléctricos y magnéticos aplicados y a los mecanismos de dispersión. La du-
ración de los vuelos libres entre dos colisiones sucesivas y los fenómenos de
dispersión implicados en la simulación se seleccionan de modo estocástico,
Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
35
2.2. Fundamentos del método Monte Carlo
de acuerdo con la probabilidad de dispersión que describe un determinado
proceso microscópico. Por lo tanto, el método Monte Carlo depende de la
generación de una secuencia de números aleatorios.
Cuando el propósito de la simulación es el estudio del estado esta-
cionario o un fenómeno homogéneo, la simulación del movimiento de un
único electrón resulta suficiente. Si consideramos el principio de ergodici-
dad podemos asumir que obtendremos la información del comportamiento
del gas de electrones si realizamos una simulación lo suficientemente larga
del movimiento del electrón que hemos tomado como muestra. En este ca-
so la simulación se denomina Monte Carlo de una única part́ıcula (Single
Particle Monte Carlo, SPMC ). Cuando el proceso de transporte no es ho-
mogéneo, o estacionario, resulta necesario simular un número muy grande
de electrones y realizar un seguimiento de su dinámica para obtener la
información que deseamos. En este caso la simulación se denomina Monte
Carlo de un conjunto de part́ıculas (Ensemble Monte Carlo, EMC ).
El simulador Monte Carlo con el que realizamos este trabajo es de tipo
EMC. Por simplicidad, vamos a presentar primero el funcionamiento de
un SPMC para después extender estos conceptos al funcionamiento de un
EMC. El caso más sencillo que nos permite describir el simulador Monte
Carlo de forma general, es el que describe el movimiento de los electrones
en un semiconductor simple sometido a un campo eléctrico externo ~ε.
La simulación comienza con un electrón de vector de onda ~k0 y unas
determinadas condiciones iniciales. A continuación se elige la duración del
primer vuelo en función de una distribución de probabilidad determinada
por las probabilidades de dispersión. Durante el vuelo las fuerzas externas
actúan de acuerdo con relación
~~̇k = −e~ε (2.7)
Durante esta parte de la simulación se guardan todas las cantidades f́ısicas
de interés, tales como la velocidad, enerǵıa, etc. La finalización del vue-
lo se determina mediante la elección de un mecanismo de dispersión de
acuerdo con las probabilidades relativas de todos los posibles mecanismos
de dispersión. De la sección eficaz diferencial de este mecanismo se elige de
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modo aleatorio un nuevo estado ~k como el estado inicial del nuevo vuelo
libre. Todo el proceso se repite de forma iterativa, de tal modo que los re-
sultados se vuelven más y más precisos cuando la simulación avanza. Este
proceso termina cuando las cantidades de interés alcanzan la precisión que
deseamos. En la figura 2.3 se representa el diagrama de flujo genérico de
un simulador MC. A continuación trataremos con más detalle cada una
de las etapas del proceso de simulación.
2.2.1 Definición del sistema f́ısico
Si nos fijamos en el diagrama de flujo de la figura 2.3 podemos observar
que la definición del sistema f́ısico es el punto de partida del simulador
incluyendo los parámetros del material y los valores de las magnitudes
f́ısicas, tales como temperatura de la red cristalina y campo eléctrico.
También resulta posible en este nivel definir los parámetros que con-
trolan la simulación, tales como la duración de la misma o la precisión de
los resultados.
El siguiente paso en el programa es realizar el cálculo de cada proba-
bilidad de dispersión en función de la enerǵıa del electrón e inicializar las
cantidades acumulativas a cero en este punto del programa.
2.2.2 Condiciones iniciales
Inicialmente, si consideramos la simulación de un estado estacionario,
el tiempo total de simulación debe ser lo suficientemente largo como para
que las condiciones iniciales del movimiento del electrón no influyan en el
resultado final. La elección del tiempo de simulación es un compromiso
entre el principio de ergodicidad (t→∞) y la necesidad de minimizar el
tiempo de computación. Por ejemplo, cuando se elige un valor inicial del
vector de onda ~k que resulta muy poco probable, la primera parte de la si-
mulación puede estar muy influenciada por la inapropiada elección inicial.
Cuando aplicamos un campo eléctrico muy alto y le damos al electrón una
enerǵıa inicial del orden de KBT , esta enerǵıa será mucho menor que el
promedio de la enerǵıa bajo condiciones de estado estacionario, y durante
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Determinación estocástica
de la duración del vuelo
Determinación del estado





<  Tiempo total
Evaluación final
de las estimaciones
Definición del sistema físico,
entrada de parámetros físicos
y de simulación
Condiciones iniciales del movimiento
Sí No
Determinación estocástica
de los mecanismos de
dispersión
Determinación estocástica
del estado del electrón
justo después de la dispersión
Impresión de resultados
Figura 2.3: Diagrama de flujo genérico de un simulador Monte Carlo.
la simulación se irá incrementando hasta alcanzar el valor que le corres-
pondeŕıa en el estado estacionario. Como consecuencia, la respuesta del
electrón al campo eléctrico, en términos de movilidad, puede ser inicial-
mente muy superior a la que le correspondeŕıa en el estado estacionario.
Aumentar el tiempo de simulación disminuirá la influencia que tendrán
las condiciones iniciales en el promedio de los resultados. Sin embargo
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puede resultar ventajoso eliminar de la estad́ıstica la primera parte de la
simulación, con la intención de minimizar los efectos indeseados originados
por una elección inicial inapropiada, y aśı conseguir mejor convergencia
con los resultados estacionarios. En los casos en los que la simulación se
divide en muchas simulaciones más pequeñas, es posible que los resultados
obtenidos converjan mejor a los valores estacionarios si tomamos como
estado inicial de cada simulación nueva el estado final de la simulación
anterior. De esta forma, tan sólo las condiciones iniciales de la primera
simulación tendrán influencia en los resultados finales.
La situación opuesta a la simulación de un estado estacionario surge
cuando tratamos de simular un estado transitorio o el transporte en un
sistema inhomogéneo, tal y como ocurre en el simulador que estudiamos.
En este caso resulta necesario simular muchos electrones por separado,
por lo que, debemos considerar la distribución inicial de estados de los
electrones y el transitorio inicial se convierte en una parte esencial del
problema que tenemos que resolver.
2.2.3 El vuelo libre. Autodispersión
El vector de onda ~k del electrón cambia continuamente durante el vuelo





dt es la probabilidad de que un electrón en un estado ~k sufra
una colisión durante un intervalo de tiempo dt, la probabilidad de que un
electrón que haya tenido una colisión en t = 0 no haya sufrido otra colisión

















Consecuentemente, la probabilidad P (t) de que el electrón sufra un nueva
dispersión durante un tiempo dt en torno al tiempo t viene dada por la
expresión
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Debido a la complejidad del término del exponente de la ecuación 2.9,
no resulta demasiado práctico generar vuelos libres de forma estocástica
a partir de esta expresión, ya que necesitaŕıamos resolver una ecuación
integral para cada dispersión. Un modo simple de superar esta dificultad





región de interés en el espacio ~k. De esta forma se introduce un nuevo
concepto ficticio llamado “autodispersión” tal que la probabilidad total
de dispersión, incluyendo esta autodispersión, es constante e igual a Γ. Si
el electrón sufre una autodispersión, su estado ~k′ después de la colisión es
igual al estado ~k que teńıa antes de la colisión, por lo que en la práctica
el estado del electrón sigue siendo el mismo, como si no hubiera sufrido
ninguna dispersión.
Con este método, P (~k) = τ−10 es constante y la ecuación 2.9 queda de
la forma
P (t) = 1
τ0
exp [−t/τ0] (2.10)
Para obtener el tiempo de vuelo libre a partir de la ecuación 2.10 emplea-
mos una aproximación matemática denominada técnica directa [Ham64,
BGS+66]. Esta técnica consiste en considerar una función de distribución
f(x) normalizada a uno en el intervalo de definición (a,b) y una función
F (x) que representa la integral de f . Entonces, a partir de un número alea-
torio r uniformemente distribuido en un intervalo (0,1), podemos obtener
un xr tal que




La probabilidad P (x)dx de que el valor de xr que hemos obtenido de esta
forma se encuentre dentro del intervalo dx en torno a x es igual a dF , ya
que r es una distribución plana.
P (x) dx = dF = f(x)dx (2.12)
Aśı pues, si aplicamos la técnica directa sobre la distribución de probabi-
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exp [−t/τ0] dt. (2.13)
Resolviendo la integral de la ecuación 2.13 y despejando tr obtenemos
tr = −τ0 ln(1− r). (2.14)
Sin embargo, como r está uniformemente distribuido entre 0 y 1, también
lo estará (1–r). Aśı en la práctica, en lugar de la ecuación 2.14 se utiliza
tr = −τ0 ln(r). (2.15)
El tiempo de computación que se emplea en considerar los procesos de au-
todispersión, en general, se compensa sobradamente por la simplificación
en el cálculo de la duración del vuelo libre.
Por lo que respecta a la elección de la constante Γ, debemos tener en
cuenta que en general P (~k) es una función de la enerǵıa del electrón E.
Una elección adecuada de Γ podŕıa ser tomar el máximo valor de P (E) en
la región de enerǵıas que se van a emplear en la simulación. En este caso
debemos considerar que el rango de enerǵıas que toma el electrón durante
la simulación no se conoce, que es cuando debemos elegir el valor de Γ.
Por lo tanto, se debe hacer una estimación de Emax teniendo en cuenta
que no debemos tomar un valor demasiado grande para evitar un consumo
innecesario de tiempo de computación en los procesos de autodispersión.
Por otro lado, se debeŕıa planificar durante la creación del programa una
alternativa por si durante la simulación se alcanza un valor mayor que
Emax.
En el caso de los modelos de semiconductores que consideran varios
valles, se debe tomar un valor diferente de Emax que sea apropiado a cada
valle.
Existen otros métodos que nos permiten elegir el valor de Γ, pero la
elección de una técnica determinada depende mucho del tipo de simulación
y de los recursos computacionales de que se disponga.
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2.2.4 El proceso de dispersión
Durante un vuelo libre la dinámica del electrón está determinada por la
ecuación 2.7. Al final de su movimiento podemos conocer el vector de onda
del electrón y su enerǵıa, aśı como calcular todas las probabilidades de
dispersión Pi(E), en donde i indica el mecanismo i–ésimo de dispersión. La
probabilidad de autodispersión vendrá dada entonces por el complemento






la forma de hacerlo es tomando un número aleatorio r y comparando el
producto r Γ con las sumas sucesivas de los Pi,
P1, P1 + P2, ..., P1 + P2 + ...+ Pj , ...,Γ (2.17)
de tal modo que se selecciona el mecanismo j–ésimo si la primera de las
anteriores sumas parciales mayor que r Γ es P1+P2+...+Pj.
Si se han probado todos los mecanismos de dispersión y no se ha selec-
cionado ninguno de ellos, significa que rΓ > P (E), y entonces se selecciona
el mecanismo de autodispersión. Por lo tanto el mecanismo de autodisper-
sión será el que consuma mayor tiempo de computación ya que se deben
calcular previamente de forma expĺıcita todos los Pi. Sin embargo se puede
hacer un proceso más corto, mediante el uso de un recurso que algunos
investigadores denominan autodispersión rápida [JL89]. La idea es crear
una matriz al principio de la simulación, en donde se tabulan todas las
probabilidades de dispersión para cada intervalo de enerǵıa considerando
los valores que puede tomar ésta. De este modo al final del vuelo, si la
enerǵıa del electrón cae en el n–ésimo intervalo (Pn), antes de probar cada
uno de los Pi, se compara r Γ con P
n. Entonces si r Γ > Pn tiene lugar
un proceso de autodispersión, de lo contrario se procederá a la evaluación
de todos los Pi. Por lo tanto para que tenga lugar una autodispersión que
requiera la evaluación de todos los Pi debe cumplirse que P (ε) < rΓ < P
n.
Finalmente, debemos tener en cuenta que algunos mecanismos de dis-
persión pueden depender de la función de distribución en śı misma, que
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se obtiene como resultado final de la simulación y por lo tanto al princi-
pio, cuando se configura el programa, no se conoce. En estos casos resulta
necesario establecer un procedimiento autoconsistente, tal y como se hace
en el Monte Carlo de muchas part́ıculas (EMC ). Por ejemplo, la probabi-
lidad de dispersión asociada al mecanismo de dispersión entre electrones
depende de la función de distribución de los electrones. Pero la función de
distribución de portadores es uno de los resultados de la simulación en un
SPMC, por lo tanto, emplearemos la salida del programa para calcular la
probabilidad de dispersión que es un parámetro necesario para continuar
la simulación.
Elección del estado del electrón después de la dispersión
Una vez que se ha determinado el mecanismo de dispersión que causa
el final del vuelo del electrón, se debe elegir el nuevo estado que tendrá el
electrón ~kb después de la dispersión. Si el vuelo libre termina con una
autodispersión, ~kb debe ser igual a ~ka, el estado que teńıa el electrón antes
de la dispersión.
En el caso de que ocurra otro tipo de dispersión, entonces el valor de ~kb
se determina de forma aleatoria, considerando la sección eficaz diferencial
de ese mecanismo.
2.2.5 Mecanismos de dispersión para gases 3D
Las transiciones electrónicas de interés para el transporte de carga en
semiconductores se pueden clasificar como intravalle cuando los estados
inicial y final permanecen en el mismo valle, o intervalle cuando las tran-
siciones cambian de valle. Las fuentes de dispersión más importantes que
determinan estas transiciones en los cristales homogéneos son los fonones,
las impurezas y la dispersión con otros portadores.
La interacción de los fonones con los portadores de carga se debe a
las deformaciones del cristal, producidas por los fonones a través de los
mecanismos de deformación del potencial o a través de las fuerzas elec-
trostáticas producidas por las ondas de polarización que acompañan a
Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
43
2.2. Fundamentos del método Monte Carlo
los fonones. El primer tipo de interacción es t́ıpica en semiconductores
covalentes. La interacción electrostática, t́ıpica en materiales polares, se
conoce como interacción piezoeléctrica para el caso de los fonones acústi-
cos y como interacción polar cuando nos referimos a los fonones ópticos.
Con frecuencia se asigna directamente el atributo de polar o piezoeléctri-
ca a los fonones, por lo tanto nos referiremos a fonones piezoeléctricos
o fonones polares ópticos. Del mismo modo cuando los fonones induzcan
transiciones electrónicas intervalle hablaremos de fonones intervalle.
Por lo que se refiere a las impurezas, estas pueden ser neutras o io-
nizadas. Cuando las impurezas son ionizadas la interacción es de tipo
coulombiano, mientras que si son neutras la interacción es de más corto
alcance y el efecto total de estas impurezas es más débil. Generalmente,
la dispersión de Coulomb debida a las impurezas ionizadas, tan sólo debe
tenerse en cuenta en transiciones intravalle, debido a que la sección eficaz
de Coulomb decrece rápidamente cuando aumenta la transferencia de mo-
mento △~k y en las transiciones intervalle las variaciones en △~k son muy
grandes.
Además de los mecanismos de dispersión anteriores existen otros me-
canismos que se debeŕıan tener en cuenta y que pueden ser de cierta im-
portancia en determinadas circunstancias. Por ejemplo, la dispersión por
rugosidades en la interfaz que separa dos regiones diferentes (dispersión
superficial), la dispersión debida a las fluctuaciones de composición exis-
tente en aleaciones desordenadas (dispersión por aleación), la dispersión
entre portadores o los procesos de pérdida y generación de portadores,
tales como la ionización por impacto y la generación–recombinación.
Dispersión por fonones.
Debido a la enerǵıa térmica de la red cristalina se produce una vibra-
ción de los iones que forman la red en torno a la posición de equilibrio.
El término fonones es una forma de denominar los modos normales de
vibración de la red cristalina [AM76], en donde cada uno de los estados se
representa por un par (~q, j) y está ocupado por nj(~q) fonones de enerǵıa
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En el caso de un cristal de base diatómica como el silicio existen 6 ramas
de vibración, de las cuales 3 son acústicas (modos en los que se produce
un desplazamiento neto de la celda elemental) y las 3 restantes son ópticas
(modos en los que se produce un desplazamiento relativo entre los iones
de la celda unitaria).
La interacción entre electrones con los iones de la red puede ser des-
compuesta en dos contribuciones: la interacción de los electrones con los
iones en su posición de equilibrio, que describe la interacción con el po-
tencial periódico determinando la estructura de bandas del electrón en el
cristal, y las vibraciones de la red, cuya contribución se corresponde con
la interacción electrón–fonón.
Si se suponen pequeños desplazamientos (α) de los iones de la red (n)
con respecto de las posiciones de equilibrio, ~sn,α, se puede expresar la in-















El primer término de 2.20 sumado sobre (n,α,e) se corresponde con la
interacción con los iones en equilibrio. En el segundo término tenemos la









Podemos diferenciar dos tipos fundamentales de interacción electrón–
fonón: las interacciones en las que se crea un fonón con vector de onda −~q
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(emisión) y aquellas en las que desaparece un fonón con vector de onda
~q (absorción). Ambos procesos están acompañados por una transición del
electrón de un estado ~k a otro de momento ~k±~q. Por lo tanto, el problema





• Transiciones acústicas intravalle.
Este tipo de transiciones son de especial interés en el caso de las
interacciones de los electrones con los fonones de la rama acústi-
ca. En ella, los átomos de la celda unitaria se mueven en la misma
dirección, produciéndose aśı un desplazamiento efectivo de la celda
unitaria completa. Para el caso de longitudes de onda lo suficiente-
mente grandes, las amplitudes de vibración cambiarán poco de una
celda unitaria a otra, con lo que el papel de la estructura atómica es
poco determinante para estos casos, pudiéndose realizar un paso al
continuo utilizando el potencial de deformación, [Kit95], quedando
el potencial de interacción electrón–fonón de la forma
Hep = ~ǫ ∇ · ~s (2.22)
~ǫ es un tensor que describe el desplazamiento de las bandas por
unidad de deformación. En esta aproximación continua, el desplaza-
miento puede ser escrito en función de los operadores que describen
la creación, y la aniquilación de fonones, a†q y aq respectivamente.
Siguiendo el desarrollo realizado en [JL89] se encuentra que, para
el caso elástico utilizando la aproximación de equipartición de la
enerǵıa con bandas no parabólicas, la probabilidad de dispersión










E1/2 (1 + 2αE) (1 + αE)1/2 (2.23)
en donde u es la velocidad del sonido en el medio, α el factor de no–
parabolicidad, ǫ2l el valor medio del tensor deformación a lo largo de
la dirección de ~q y ρ la densidad.
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• Transiciones intervalle.
En este tipo de transiciones el estado inicial y final se encuentran
situados en valles diferentes de forma que los fonones involucrados
son de alto momento. El vector de onda del fonón involucrado en
transiciones de este tipo permanece muy próximo a la distancia en-
tre los mı́nimos de los dos valles de la transición, por tanto ∆~k es
prácticamente constante y, para una rama determinada, la enerǵıa
~ωi también lo es. Teniendo en cuenta estas consideraciones la dis-
persión intervalle puede ser tratada con el mismo formalismo que la
intervalle acústica teniendo en cuenta que el potencial de deforma-
ción y la enerǵıa del fonón involucrado deben ser independientes de
~q. Por lo tanto siguiendo el desarrollo propuesto en [JL89], la pro-
babilidad de dispersión para orden cero y bajo la aproximación de


















Ξ∓ = ~ωi ∓∆E (2.26)
en donde γ representa el número de posibles valles finales equivalen-
tes en la transición y los śımbolos superior e inferior se tienen para
procesos de absorción y emisión respectivamente.
Considerando la posición de los valles en la banda de condución del
silicio se observa que pueden darse dos tipos de transiciones interva-
lle:
– Procesos tipo g, en los cuales se producen transiciones en-
tre valles en la misma dirección aunque opuestos, por ejempo
<100> y <1̄00>.
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– Procesos tipo f, resultantes de transiciones entre valles con di-
ferentes direcciones como por ejemplo de la dirección <100> a
la <010>.
Ambos procesos resultan ser de tipo unklapp e involucran a un vector
de la red rećıproca. La figura 2.4 representa de forma esquemática
los posibles procesos que pueden ocurrir.
f
g
Figura 2.4: Transiciones intervalle posibles en la banda de conducción del
silicio.
A partir de consideraciones geométricas sobre la zona de Brillouin
se demuestra que el modo de un fonón involucrado en una transición
de tipo f es igual a la distancia entre los puntos Γ y X de la zona
de Brillouin del silicio, formando un ángulo de 11o con la dirección
ΓX. En el caso del fonón involucrado en las transiciones de tipo
g su módulo es 0,3ΓX en la dirección ΓX. Para estos procesos, la
multiplicidad de los valles finales es 4 en el caso de las transiciones
f y 1 en el caso de las de tipo g.
A partir de un análisis de la teoŕıa de grupos se puede demostrar que,
en orden cero de interacción, los procesos de tipo g sólo pueden ser
asistidos por fonones de la rama longitudinal óptica (LO), mientras
que para el caso de los f sólo es posible para fonones longitudinales
acústicos (LA) y transversales ópticos (TO). Siguiendo este análisis,
el resto de fonones quedaŕıan prohibidos. Sin embargo, otras referen-
cias [JL89] sugieren que, debido a que los estados inicial y final no
coinciden con puntos de muy alta simetŕıa, las reglas de selección no
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Caṕıtulo 2. Simulación Monte Carlo de Transistores MOSFET
tienen que cumplirse en su totalidad. Por continuidad es razonable
esperar que estos procesos, que estaŕıan prohibidos para el caso en
que el estado inicial y final cayeran en puntos de alta simetŕıa, sean
muy escasos en comparación con aquellos permitidos. Los efectos
de estos fonones prohibidos han sido observados de forma experi-
mental, por lo que su modelado se realiza v́ıa interacción de primer














[E (1 + Eα) + (E ± Ξ∓)
(1 + α (E ± Ξ∓))] (1 + 2α (E ± Ξ∓)) [(E ± Ξ∓) (1 + α (E ± Ξ∓))]1/2
(2.27)
Dispersión Coulombiana
En un dispositivo existen distintos tipos de carga que afectan de dife-
rentes formas al movimiento de los portadores. A continuación se describe
brevemente las distintas procedencias de estas cargas:
• Cargas atrapadas en la interfaz (Qit): Son debidas a la existencia de
defectos en la interfaz Si–SiO2 y crean estados accesibles en la ban-
da prohibida. Estos defectos pueden interactuar con las bandas de
valencia y conducción capturando o emitiendo huecos y electrones
respectivamente. La densidad de trampas depende de la orientación
de la lámina de silicio, del estrés térmico y eléctrico al que sea so-
metida y de la radiación que pueda recibir la interfaz. Todos estos
agentes pueden producir no sólo variación en la ocupación de las
trampas, sino también la aparición de nuevos defectos y trampas
que degradarán las propiedades eléctricas de la estructura.
• Cargas fijas en la interfaz (Qf ): Estas cargas, de signo positivo, se
encuentran localizadas en una lámina muy delgada (10 − 20 Å) de
óxido de silicio no estequiométrico manteniendo su posición fija in-
dependientemente de la polarización de puerta. La cantidad depende
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de las condiciones de oxidación y recocido. Para interfaces de buena
calidad el valor de esa carga suele ser del orden de 1010 cm−3 para
superficies <100>.
• Carga atrapada en el óxido (Qox): Estas cargas están asociadas a
defectos existentes en el óxido tales como impurezas o enlaces ro-
tos y se distribuyen por todo el volumen del aislante. Al igual que
las anteriores son independientes de la polarización de la puerta y
pueden ser eliminadas mediante recocido a baja temperatura. Las
trampas creadas por los defectos pueden cargarse a través de cargas
inyectadas dentro del óxido mediante la generación de portadores
calientes durante la operación del dispositivo o mediante la genera-
ción de pares electrón–hueco en el óxido de silicio en procesos de
radiación por rayos X.
• Cargas de iones móviles (Qm): Esta carga es debida principalmente
a la presencia de iones de metales alcalinos tales como el sodio o el
potasio. Debido a su naturaleza móvil, estas cargas son atráıdas a la
interfaz silicio–óxido de silicio por el campo eléctrico que se aplica a
la puerta.
• Carga de las impurezas ionizadas (QB): Debido a la curvatura de
bandas producida por la tensión aplicada en la puerta las impurezas
del canal se encuentran polarizadas prácticamente en su totalidad in-
cluso para bajas temperaturas. Esta carga tiene efectos significativos
sobre la movilidad de los portadores.
Todas estas cargas se agrupan en las conocidas como cargas externas.
En el caso de los simuladores paralelizados en este trabajo se considera
el efecto de las impurezas ionizadas, ya que su influencia en el estudio
del transporte de portadores es muy importante debido a que son las
principales responsables de la dispersión Coulombiana. En el caso de las
cargas atrapadas en el óxido deben considerarse en la resolución de la
ecuación de Poisson.
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La descripción de la interacción entre los electrones y las impurezas
ionizadas se basa en el formalismo de Brooks y Herring [Bro51] en el que
la probabilidad de dispersión por unidad de tiempo en la aproximación de











donde NI representa la densidad de impurezas ionizadas, Z es la carga de






donde n0 es la concentración de portadores libres.
El mecanismo de dispersión es anisótropo, de forma que el ángulo
azimutal se elige aleatoriamente entre 0 y 2π, mientras que el ángulo polar
θ, que está defindo por las direcciones de ~k y ~k′, viene dado por
cosθr = 1−
2 (1− r)




donde r es un número aleatorio comprendido entre 0 y 1.
2.2.6 El método Monte Carlo para un conjunto de part́ıcu-
las
Este método se emplea en aquellos problemas cuya solución depende
del espacio o del tiempo, es decir, en procesos de transporte inhomogéneos
o transitorios, como por ejemplo el simulador que paralelizamos en este
trabajo. En estos casos no podemos emplear, como hicimos hasta ahora en
el método Monte Carlo de una única part́ıcula, el principio de ergodicidad
del sistema. Debemos pues simular un conjunto de part́ıculas.
Para analizar la simulación de un transitorio consideraremos el gas
homogéneo de electrones dependiente del tiempo. Un caso de especial in-
terés es el estudio de la respuesta dinámica del transitorio a los cambios
Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
51
2.2. Fundamentos del método Monte Carlo
del campo aplicado al gas. En este caso resulta necesario hacer, de forma
independiente, la simulación de muchas part́ıculas con las distribuciones
apropiadas para las condiciones iniciales. Para un número de part́ıculas
simuladas lo suficientemente grande, podemos obtener las funciones de
distribución f(~k, t) o f(E, t) a partir de los histogramas que se obtienen
de la lectura a intervalos regulares de tiempo de los vectores de onda y las
enerǵıas. Si queremos calcular una magnitud A que nos resulta de interés,
el valor promedio lo podemos obtener a partir de este conjunto de mues-
tras como una función del tiempo. El valor promedio de la magnitud se







siendo N el número total de part́ıculas. La duración de la respuesta transi-
toria se conoce a priori y será del orden de los mayores valores que tengan
los tiempos caracteŕısticos del sistema de electrones. Este tiempo depende,
en general, de los valores del campo aplicado y la temperatura.
Para determinar la precisión de los resultados obtenidos, se separa
el conjunto entero en varios subconjuntos y se estima para cada uno de
ellos la magnitud A que deseamos calcular. Entonces su valor promedio y
desviación estándar se pueden tomar, respectivamente, como el valor más
probable y la incertidumbre estad́ıstica de A.
La simulación del transporte de portadores en sistemas inhomogéneos
(dependientes de la posición) es de especial interés en el análisis y mo-
delado de dispositivos. En este caso, también resulta necesario emplear
un conjunto de part́ıculas independientes y los promedios se deben tomar
sobre las part́ıculas que se encuentran en una posición dada. La incerti-
dumbre estad́ıstica de los resultados se puede obtener con subconjuntos,
tal y como se indicó en el caso transitorio.
A continuación, en los siguientes apartados, describiremos de un modo
más concreto las principales caracteŕısticas de los simuladores MC em-
pleados en este trabajo.
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2.3 Descripción del simulador 2D Multivalle Mon-
te Carlo de transistores MOSFET con co-
rrecciones cuánticas
La principal caracteŕıstica del simulador 2D Multivalle Monte Carlo
(MV–ECBE–EMC), con respecto al algoritmo de simulación Monte Car-
lo que hemos visto hasta ahora, es que considera la corrección cuántica
del potencial mediante la inclusión del modelo denominado MV–ECBE
(Multi–Valley version of the Effective Conduction Band Edge) [SGGR06].
En esta aproximación se tienen en cuenta los efectos cuánticos mediante
la corrección del potencial a partir de la expresión



































con la que se obtiene el potencial efectivo V ∗j para cada valle. VT = KBT/e
representa el potencial térmico y r es un parámetro cuyo valor vaŕıa en-
tre 1 para estados puros (temperaturas bajas y un elevado confinamiento)
hasta 3 para estados mezcla (temperaturas altas y confinamiento débil).




m , que describe las caracteŕısticas de cada valle y las
direcciones de confinamiento.
El impacto de cada uno de los valles se considera, tanto en las pro-
piedades electrostáticas como del transporte, acoplando las ecuaciones de
Poisson y las de transporte de Boltzmann con la solución de la ecuación
ECBE para cada valle, tal y como se muestra en la figura 2.5 donde se
representa el diagrama de flujo de este simulador. Cuando hemos definido
el sistema f́ısico y estimado las condiciones iniciales del movimiento, en las
que se incluye una primera solución de la ecuación de Poisson y el cálculo
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correspondiente del potencial corregido, se inicia el proceso iterativo de
la simulación Monte Carlo con el vuelo de las part́ıculas y la posterior
evaluación de la carga asignada a cada nodo del mallado del dispositivo.
Debido a las variaciones de la concentración en los nodos causadas por
el transporte de carga, es necesario resolver de forma autoconsistente la
ecuación de Poisson y la corrección cuántica del potencial, para continuar
con el cálculo de los parámetros de salida necesarios, velocidad, corriente,
etc. Finalmente, se procede a la actualización de la tabla de dispersión
debido a que al emplear este método de simulación surgen mecanismos de
dispersión que dependen de las concentraciones de cada valle.
El potencial efectivo que se obtiene de la ecuación 2.32 sustituye al po-
tencial electrostático para el cálculo del campo eléctrico, como se muestra
en la ecuación,
−→εj = −∇rV ∗j (2.33)
de modo que el campo eléctrico es diferente para cada valle. El hecho
de que exista una fuerza de arrastre diferente en cada valle provoca que
sea necesario calcular las poblaciones correspondientes de forma auto–
consistente durante la simulación. En este sentido, la dispersión intervalle
juega un papel fundamental en los cálculos de las poblaciones ya que es
el único mecanismo implementado que permite la transferencia de carga
de un valle a otro. En su implementación se ha seguido la aproximación
a orden cero con tres fonones [FL93a]. Además este simulador incluye
otros mecanismos de dispersión tales como fonones acústicos, dispersión
coulombiana y dispersión superficial [GRLV+99]. Para implementar es-
tos mecanismos de dispersión en el simulador MV–ECBE–EMC ha sido
necesario adaptar las expresiones que determinan las probabilidades de
dispersión a la aproximación para gases pseudo–2D.
2.3.1 Modelos de dispersión corregidos para gases pseudo–
2D
Como ya hemos mencionado anteriormente, el simulador MV–ECBE–
EMC requiere conocer las poblaciones relativas de cada uno de los valles
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Figura 2.5: Diagrama de flujo del simulador 2D Multivalle Monte Carlo.
para poder reproducir la aportación de cada valle a la electrostática y
al transporte del sistema. Sin embargo, éste no es un dato que se pueda
conocer de un modo sencillo debido a que las poblaciones relativas van
cambiando para cada posición del canal, cuando se aplica una tensión entre
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drenador y fuente, de forma que el valor obtenido a partir de la solución
exacta unidimensional tampoco resulta ser adecuado. Una solución a este
problema es el replanteamiento de algunos mecanismos de dispersión de
forma que se puedan reproducir de un modo adecuado y autoconsistente
los cambios en las poblaciones relativas de los valles en diferentes puntos
del dispositivo.
La dispersión superficial es otro mecanismo de dispersión que debe ser
modelado para gases pseudo–2D debido a las correcciones cuánticas del
MV–ECBE–EMC. Los modelos que consideran la dispersión superficial
en simulaciones EMC semiclásicas se basan principalmente en el modelo
de Fuchs [Fuc38], modelando las interfaces como difusores. Por lo tanto,
cuando un portador alcanza alguna de las interfaces sufre una reflexión
que, en el caso más general, podrá ser especular o difusa con una cierta
probabilidad dependiendo de los parámetros considerados para la misma.
Cuando se consideran correcciones cuánticas se deben utilizar nuevos mo-
delos que tengan en cuenta el efecto de las interfaces rugosas aún cuando
los electrones se encuentren, en promedio, alejados una cierta distancia de
las mismas.
Dispersión por fonones en gases pseudo–2D
El modelo de dispersión de fonones para gases pseudo–2D empleado
en el MV–ECBE–EMC trata de calcular de forma autoconsistente la po-
blación de cada valle sin tener que ajustar las probabilidades de dispersión
para cada caso y cada transición. Para ello considera el solapamiento entre
las envolventes de las funciones de onda entre los estados inicial y final de
la transición [FL93a]. En el caso de las correcciones cuánticas utilizadas
habitualmente (Gradiente de la densidad, Potencial efectivo o ECBE), la
enerǵıa se aproxima por un continuo y, por tanto, se considera una úni-
ca subbanda. Para el caso del método MV–ECBE–EMC se considera una
subbanda en cada valle y, de esta forma, la concentración de electrones
normalizada desempeña el papel de la envolvente de la función de onda
en el caso de un gas 2D. Por lo tanto, la envolvente de la función de onda
para cada valle considerado en la aproximación de gas pseudo–2D se puede
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donde y es la dirección de confinamiento, i representa el ı́ndice del valle
considerado, ni(y) es la concentración del valle en la dirección y y TSi
el espesor de la lámina de silicio. Las probabilidades de dispersión para
fonones quedan corregidas por el factor de forma que incluye la integral





donde LD representa la longitud de Debye. El factor de forma Fij es adi-
mensional y para i = j da idea del tamaño del paquete de ondas en el caso
confinado en comparación con el del Bulk, representado por LD. En el caso
de procesos f de dispersión intervalle, transiciones entre valles no equiva-
lentes, se debe considerar la masa del valle final debido a la anisotroṕıa del
material. De este modo, resultan más probables las transiciones de tipo
f hacia los valles con una masa de confinamiento mayor, lo que está de
acuerdo con los cálculos cuánticos, ya que estos valles se corresponden con
los niveles de menor enerǵıa del sistema y deben ocuparse en primer lugar.
Por lo tanto, se consigue realizar un ajuste autoconsistente de la población
de electrones de cada valle sin necesidad de utilizar un valor de la pobla-
ción a priori. Además este modelo permite reproducir efectos puramente
cuánticos como la modulación intersubbanda [GRLV+01], que no pueden
ser reproducidos de forma natural mediante modelos de un valle.
Dispersión por rugosidad superficial en gases pseudo–2D
Debido a las correcciones cuánticas del simulador MV–ECBE–EMC,
el máximo de la distribución de electrones se encuentra alejado de las
interfaces con los materiales aislantes y los modelos basados en reflexiones
difusas [Fuc38] dejan de resultar válidos. Por lo tanto, es necesario emplear
un modelo adecuado para describir la rugosidad superficial.
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El modelo que se implementa en el simulador MV–ECBE–EMC está ba-
sado en un método para gases 2D [GRLV+99], en el que se considera un
gas pseudo–2D suponiéndose una única subbanda ocupada en cada valle
y para el cual se obtiene la probabilidad de dispersión para un electrón en




































q2 = 2k2 (1− cos (θ)) (2.38)
∆SR y LSR son parámetros de rugosidad que representan la varianza y
la longitud de correlación de la superficie respectivamente, mi es la masa
efectiva asociada a la dirección de confinamiento, ∆Vm (x, y) representa la
perturbación del potencial electrostático debida a una variación ∆SR en
el espesor de la lámina semiconductora y Ψi (x, y) es la envolvente de la







con ni (x, y) la contribución a la concentración de electrones del valle i.
Para el desarrollo de la expresión final se considera que los procesos de
dispersión son elásticos y anisótropos, y las transiciones intervalle tienen
una probabilidad despreciable. El ángulo que forma el vector de onda
resultante tras la dispersión con el inicial, se calcula utilizando una técnica
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Figura 2.6: Representación de un DGSOI MOSFET simulado con el MSB–
EMC. La ecuación de transporte se resuelve en el plano de transporte y la
ecuación de Schrödinger 1D se resuelve en la dirección de confinamiento
para los puntos de la malla situados a lo largo de la dirección de transporte.
2.4 Descripción del simulador 2D Multisubban-
da Monte Carlo de transistores MOSFET
El simulador 2D Multisubbanda Monte Carlo (MSB–EMC) está basa-
do en la aproximación mode–space del transporte cuántico [VRD+02a], de
modo que se considera que los problemas de transporte y confinamiento
están desacoplados. Por lo tanto, se resuelve la ecuación de Schrödinger
en la dirección de confinamiento mientras que el problema de transporte
se resuelve de forma semiclásica, mediante la ecuación de transporte de
Boltzmann. La limitación principal de este método se encuentra en la apro-
ximación de desacoplamiento, ya que no permite la inclusión de fenómenos
coherentes de un modo directo para el estudio de algunas estructuras. Si
embargo, este problema puede ser evitable. Por ejemplo, en el caso de los
transistores MOSFET en donde los efectos de transporte cuántico como el
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Figura 2.7: Diagrama de flujo del simulador MSB–EMC.
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túnel banda–banda se pueden incluir de forma independiente cuando sea
necesario [FL88].
Desde el punto de vista de la simulación podemos considerar que el
transistor está formado por un conjunto de cortes, en la dirección de con-
finamiento, que se extienden de la fuente al drenador en el plano de trans-
porte, tal y como se muestra en la figura 2.6. La ecuación de Schrödinger
1D se resuelve, en cada uno de los cortes en los que hemos dividido el
dispositivo y para cada valle de la banda de conducción, de forma auto–
consistente con la solución de la ecuación de Poisson 2D del dispositivo.
Como resultado de esta solución se obtiene la evolución en la dirección
de transporte de los niveles de enerǵıa de la i–ésima subbanda y v–ésimo
valle, Ei,v (x), aśı como de las funciones de onda ψi,v (x, z). La solución
del problema de transporte se realiza mediante la solución Monte Carlo
de la BTE en la dirección correspondiente. Tanto para la resolución del
problema de transporte como para el problema de confinamiento, se consi-
dera la aproximación anaĺıtica y no parabólica de la banda de conducción
[FL93b], con un valor del coeficiente de no parabolicidad (α) igual a 0.5
(eV−1).
La figura 2.7 muestra el diagrama de flujo del simulador MSB–EMC. A
diferencia del simulador MV–ECBE–EMC (figura 2.5), se puede observar
que se realiza una solución inicial de la ecuación de Schrödinger de la que
se obtienen las funciones de onda para cada subbanda y valle, permitiéndo-
nos conocer las poblaciones de cada valle y subbanda aśı como calcular
una versión inicial de la tabla de dispersión. Para obtener la población de
cada subbanda en cada punto de la malla de la dirección de transporte
es necesario hacer una nueva asignación de las part́ıculas a los nodos de
la malla correspondiente, empleando para ello el método cloud–in–cell. La
población de la subbanda se emplea para pesar la densidad de probabili-
dad correspondiente |ψi,v (x, z) |2 y de este modo calcular la densidad de
electrones, n (x, z).
De acuerdo con la aproximación mode–space, el campo de arrastre
que experimentan los electrones durante el transporte viene dado por la
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Por lo tanto, el campo de arrastre es diferente para cada una de las sub-
bandas correspondientes a un valle dado. Esta es una de las principales
diferencias con respecto al MV–ECBE–EMC, en donde el campo de arras-
tre depende del potencial corregido para cada valle.
Una vez iniciada la simulación Monte Carlo y después de simular el
transporte de electrones es necesario actualizar el potencial electrostático
resolviendo la ecuación 2D de Poisson con las nuevas concentraciones,
n (x, z), obtenidas después del vuelo.
Uno de los principales inconvenientes del simulador MSB–EMC es que
requiere más tiempo de cálculo que el simulador MV–ECBE–EMC. Entre
los motivos principales se encuentra la necesidad de actualizar la tabla de
dispersión cada vez que se resuelve la ecuación de Schrödinger, de modo
que se mantenga la autoconsistencia de la simulación. Esta actualización
se debe a la evolución de los niveles de enerǵıa y las autofunciones en la
dirección de transporte que originan a su vez variaciones de las probabi-
lidades de dispersión en diferentes posiciones del dispositivo. Los cambios
en la distribución de los niveles de enerǵıa modifican las enerǵıas permiti-
das entre subbandas y la variación de las funciones de onda con la posición
afecta a los factores de forma de los procesos intrabanda.
Los mecanismos de dispersión incluidos en el simulador MSB–EMC
han sido implementados siguiendo los modelos descritos para láminas
en inversión. En el caso de la dispersión por fonones acústicos e inter-
valle se han seguido las referencias [FL93b, GRLV98], mientras que el
modelo empleado en la dispersión por rugosidad superficial está descri-
to en [GRLV+99, GCCRJM02] y para la interacción Coulombiana en
[GF03, JMGD08]. Todos estos modelos consideran bandas no parabóli-
cas y elipsoidales.
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2.4.1 Optimización del simulador 2D Multisubband Monte
Carlo de transistores MOSFET
Durante el proceso de paralelización de los simuladores 2DMV–ECBE–
EMC y MSB–EMC, que describiremos más adelante en el caṕıtulo 3, se
han detectado algunas posibles optimizaciones que ayudaŕıan a elevar el
porcentaje de código paralelo y por consiguiente su aceleración, y que
finalmente hemos implementado en el simulador MSB–EMC.
La versión inicial de estos simuladores, se basa en la descripción que
hace Tomizawa en su libro [Tom93], Numerical Simulation of Submicron
Semiconductor Devices, en donde explica como desarrollar un simulador
Monte Carlo de dispositivos semiconductores. En la descripción propuesta,
la subrutina Electron Free Flights simula el movimiento de los portado-
res y selecciona las part́ıculas absorbidas por los contactos de fuente y
drenador como borrables. Las part́ıculas que salen por los contactos se
marcan como borrables cambiando el ı́ndice de valle a los valores 8 ó 9
dependiendo de si la part́ıcula es absorbida por el contacto de fuente o
drenador. Una vez que la subrutina Electron Free Flights ha finalizado, la
subrutina Renew evalúa el número de part́ıculas que se encuentran dentro
del dispositivo borrando todas aquellas que han salido por los contactos y
cuyo valor de ı́ndice de valle es igual a 8 ó 9. Esta subrutina también se
encarga de mantener la neutralidad de carga en las vecindades de los con-
tactos óhmicos de fuente y drenador, borrando o inyectando el número de
part́ıculas necesarias. La figura 2.8 presenta una descripción de la versión
propuesta por Tomizawa [Tom93] e implementada en la versión inicial del
simulador 2D MSB–EMC.
Durante la paralelización del simulador 2D MSB–EMC hemos fusio-
nado las subrutinas Electron Free Flights and Renew con la intención de
optimizar el código. De esta forma, con un único lazo podemos implemen-
tar las funcionalidades de ambas subrutinas reduciendo el coste compu-
tacional. En esta propuesta el vuelo libre de las part́ıculas se realiza del
mismo modo que en la subrutina Electron Free Flights sin optimizar y
las part́ıculas que salen por los contactos se marcan, tal y como se haćıa
en la versión previa, con los valores de ı́ndice de valle 8 ó 9 dependiendo
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2.4. Descripción del simulador 2D Multisubbanda Monte Carlo de
transistores MOSFET
Figura 2.8: Versión inicial de las subrutinas Electron Free Flights y Renew.
de si salen por el contacto de fuente o drenador. La diferencia ahora es
que las part́ıculas que salen por el drenador son inyectadas de nuevo por
la fuente y correspondientemente las que salen por fuente son inyectadas
de nuevo por el drenador. Cada vez que una part́ıcula es inyectada por
un contacto se evalúa la condición de neutralidad de carga. En el caso
de que la part́ıcula inyectada incumpla dicha condición, esta part́ıcula es
marcada para ser borrada al final del lazo. De esta forma cuando se haya
completado el vuelo de las part́ıculas, tan sólo nos quedará por borrar las
part́ıculas marcadas y evaluar de nuevo la condición de neutralidad de car-
ga en los contactos. Si el número de part́ıculas inyectadas en los contactos
no es suficiente para que se cumpla la condición de neutralidad de carga,
se inyectan las part́ıculas que restan para cumplir dicha condición. La fi-
gura 2.9 muestra una descripción simplificada de la versión optimizada de
la subrutina Electron Free Flights.
Para ver el efecto que tiene la optimización en el peso computacional
del código, hemos representado en la figura 2.10 el peso computacional
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Figura 2.9: Versión optimizada de la subrutina Electron Free Flights.
de la subrutina Electron Free Flights optimizada y la suma de las pesos
computacionales de las subrutinas Renew y Electron Free Flights sin op-
timizar. Además también se representa de forma independiente la carga
computacional de cada una de estas subrutinas.
La figura representa el porcentaje del tiempo total de ejecución del
simulador 2D Multisubband Monte Carlo que le corresponde a estas su-
brutinas para diferentes valores de la variable scsc. Esta variable fija cada
cuantas iteraciones temporales se calcula de forma auto-consistente la so-
lución de la ecuación de Schrödinger y la actualización de la tabla de
dispersión.
Para valores muy bajos de scsc, scsc = [1,2], la auto-consistencia es
muy alta y la carga computacional de las subrutinas optimizadas no es
significativa en comparación con la subrutina que calcula la solución de la
ecuación de Schrödinger y la encargada de actualizar la tabla de disper-
sión. En estos casos la optimización nos permite una reducción de la carga
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 Electron Free Flights
 Renew
 Electron Free Flights + Renew
 Electron Free Flights + Renew optimizada
Figura 2.10: Peso computacional en función de la variable scsc para la
versión inicial de las subrutinas Renew y Electron Free Flights. También
se representa la suma de ambas subrutinas y la nueva versión optimizada
de la subrutina Electron Free Flights.
computacional de entre el 1 y el 2% del tiempo total de ejecución. Sin em-
bargo, cuando el valor de la variable scsc es muy alto, lo que implica una
auto-consistencia menor, el peso computacional de las subrutinas optimi-
zadas es mayor y los efectos de la optimización son mayores. Por ejemplo,
para scsc = 64 la suma de la carga computacional de las subrutinas Renew
y Electron Free Flights es superior al 30% del tiempo total de ejecución.
Comparando este porcentaje con el peso computacional de la versión op-
timizada observamos una disminución del 20% del peso computacional.
Como consecuencia de esta disminución, el peso computacional de otras
subrutinas que han sido paralelizadas en su totalidad se ha visto incre-
mentado, permitiéndonos alcanzar un porcentaje de código paralelizado
mayor y un mejor rendimiento del código paralelo.
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CAṔITULO 3
Programación paralela aplicada a la simulación de
nanodispositivos semiconductores
En general la simulación en ingenieŕıa requiere elevados recursos compu-
tacionales. En el caso de los simuladores Monte Carlo estudiados en este
trabajo tenemos tiempos caracteŕısticos en torno a una o dos horas de
cálculo por cada intervalo temporal simulado de 1 ps de duración. Por lo
tanto, completar una de las simulaciones habituales de unos 30 ps puede
llevarnos varios d́ıas de cálculo dependiendo de la máquina.
Como solución para reducir el tiempo de ejecución de los simulado-
res empleados en este trabajo se ha optado por la paralelización de estos
códigos de simulación. La reducción del tiempo de ejecución presenta dos
ventajas fundamentales en la simulación de nanodispositivos: la posibili-
dad de realizar estudios paramétricos de las propiedades de los transis-
tores en tiempos razonables, para los que se requieren decenas o cientos
de simulaciones, y la posibilidad de acelerar la implementación de nuevos
modelos en el simulador gracias a la reducción del tiempo de cálculo de
las ejecuciones de prueba.
Si consideramos el fuerte desarrollo que han tenido las arquitecturas
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multi–núcleo en los últimos años, poniendo a disposición del usuario pro-
cesadores de hasta 8 núcleos, parece lógico que se desarrollen simuladores
paralelos que permitan obtener el máximo provecho posible de los recursos
computacionales disponibles.
En este caṕıtulo se introducen en primer lugar los diferentes tipos de
sistemas distribuidos y las arquitecturas multi–núcleo. Además, se pre-
senta el estándar de programación OpenMP y se describe el proceso de
paralelización de los simuladores 2D MV–ECBE–EMC y MSB–EMC de
transistores MOSFET. Finalmente, se presentan los resultados de acele-
ración obtenidos con las implementaciones paralelas realizadas.
3.1 Sistemas distribuidos
Existen varias definiciones de los sistemas distribuidos, como por ejem-
plo la que dan Tanenbaum y Maarten van Steen en su libro [TvS02].
“Un sistema distribuido es una colección de computadores independien-
tes que se muestran, de cara al usuario, como un único sistema coherente.”
Como se puede apreciar, esta definición es un compendio de dos de-
finiciones. Una hecha desde el punto de vista del hardware, en donde las
máquinas deben cumplir con el requisito de ser autónomas. Y la segunda
desde el punto de vista del software, en donde los usuarios ven una única
máquina.
Para que el conjunto heterogéneo de redes y computadoras que forman
parte de un sistemas distribuido se muestre al usuario como un sistema
único, los sistemas distribuidos se organizan por medio de un nivel de soft-
ware que se encuentra situado entre el nivel del sistema operativo y el de
usuario y aplicaciones, tal y como se muestra en la figura 3.1, denominado
middleware. Como se puede apreciar en esa figura el nivel de middleware
se extiende sobre todas las máquinas.
Cuando construimos un sistema distribuido existen cuatro objetivos
que debeŕıamos perseguir:
1. Facilitar la conexión de los usuarios con los recursos. El objetivo
principal de un sistema distribuido es conseguir que los usuarios
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Figura 3.1: Organización de un sistema distribuido incluyendo el middle-
ware.
dispongan de un acceso sencillo a los recursos remotos y que éstos se
compartan entre los usuarios de un modo controlado. Estos recursos
pueden ser impresoras, computadores, medios de almacenamiento,
datos, páginas web, redes de conexión, etc. El motivo principal por
el que se comparten los recursos es económico, ya que por ejemplo
resulta más barato compartir una impresora entre todos los usuarios
que comprar una impresora para cada uno.
Sin embargo, cuando se incrementa la conectividad y los recursos
compartidos, la seguridad se convierte en un tema muy importante
porque con frecuencia las contraseñas de usuarios y otra información
sensible se env́ıan a través de la red en texto plano, o se almacenan
en servidores que no ofrecen ninguna confianza.
2. El acceso debe ser transparente. El hecho de ocultar que los recur-
sos y procesos se encuentran f́ısicamente distribuidos entre múltiples
computadoras es otro de los objetivos que se persigue en un sistema
distribuido. Se busca que el sistema sea capaz de mostrarse ante los
usuarios y las aplicaciones como si fuera una única computadora.
3. El sistema debe ser abierto. Un sistema distribuido abierto es un
sistema que ofrece los servicios siguiendo unas reglas estándar que
describen la sintaxis y la semántica de esos servicios. Por ejemplo,
en las redes de computadores, existen unas reglas estándar que rigen
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el formato, los contenidos y la gestión de mensajes enviados y reci-
bidos. Estas reglas están formalizadas en protocolos. En los sistemas
distribuidos, los servicios se especifican a través de interfaces que
con frecuencia se encuentran descritas en un lenguaje que define la
interfaz llamado IDL (Interface Definition Language). Las definicio-
nes de la interfaz que se han escrito en IDL casi siempre capturan
la sintaxis de los servicios. Es decir, especifican de modo preciso los
nombres de las funciones que están disponibles junto con los tipos
de parámetros, valores devueltos, posibles excepciones, y demás re-
querimientos. La parte que resulta más complicada es aquella en la
que hay que especificar de modo preciso que hacen esos servicios, lo
que se denomina la semántica de las interfaces.
4. El sistema debe ser escalable. La escalabilidad de un sistema se puede
medir al menos en función de tres parámetros [CS94]:
• Su tamaño, indicando la facilidad del sistema para añadir más
usuarios y recursos.
• Escalabilidad geográfica, indicando la capacidad del sistema pa-
ra mantener su utilidad y usabilidad, con independencia de lo
lejos que se encuentren los usuarios y los recursos.
• Escalabilidad administrativa, indicando la facilidad en la admi-
nistración cuando los usuarios y recursos pertenezcan a organi-
zaciones diferentes.
Con frecuencia un sistema que es escalable en uno o más de estos
parámetros deja de serlo en otro.
3.1.1 Clasificación de los sistemas distribuidos
La estructura del hardware de los sistemas distribuidos puede ser muy
variada, especialmente en términos de como están interconectados y como
se comunican. Existen diferentes clasificaciones de este tipo de sistemas
pero nosotros hemos elegido la que considera al sistema distribuido como
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una colección de computadores independientes. De este modo dividiremos
todos los computadores en dos grupos:
• Los multiprocesadores, aquellos que comparten la memoria, también
llamados de memoria compartida.
• Los multicomputadores, aquellos que no comparten la memoria, tam-
bién llamados de memoria distribuida.
La diferencia principal entre ambos grupos es que un multiprocesador
tan sólo dispone de un espacio único de direcciones de memoria para todos
los procesadores. Cuando un procesador escribe un valor en una posición
de memoria, por ejemplo el valor 20 en la dirección 100, otro procesador
que lea la dirección 100 obtendrá el valor 20. Es decir todas las máquinas
comparten la misma memoria. Por contra, en los multicomputadores, cada
máquina tiene una memoria propia. Un ejemplo de un multicomputador
es un conjunto de ordenadores conectados en red.
A su vez, cada una de estas categoŕıas puede ser subdividida en dos
categoŕıas diferentes en función del tipo de conexión de red, como se puede
apreciar en la figura 3.2:
• Basadas en bus. Cuando existe una única red, cable, bus u otro
medio que conecta a todas las máquinas. Por ejemplo, la televisión
emplea este esquema, la compañ́ıa de cable extiende un cable y todas
las personas que tienen contrato con esta compañ́ıa conectan sus
televisores a este cable.
• Basadas en conmutador (switch). Los sistemas conmutados no tienen
un único cable, cada máquina dispone de un cable conectado a un
conmutador y la comunicación entre ellas puede tener lugar a través
de múltiples caminos. Por ejemplo, el sistema de telefońıa público
está organizado de esta forma.
También es posible establecer una clasificación que nos permite divi-
dir los multicomputadores en dos grupos, los denominados heterogéneos
y los homogéneos. Los multicomputadores homogéneos disponen de una
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Figura 3.2: Clasificación de los sistemas distribuidos en función de la or-
ganización de la memoria y del tipo de conexión de la red.
red única que emplea la misma tecnoloǵıa para todo el sistema, además
todos los procesadores son iguales y disponen de la misma cantidad de
memoria privada. Por contra, en los heterogéneos los ordenadores pueden
ser diferentes y también estar conectados a través de redes diferentes.
A continuación trataremos en detalle los sistemas multicomputador y
multiprocesador.
Multiprocesadores
En este caso todos los procesadores tienen acceso directo a la memoria
compartida. Los sistemas multiprocesador basados en bus consisten en un
cierto número de procesadores todos ellos conectados con un módulo de
memoria a través de un único bus. Un ejemplo de una configuración simple
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Caṕıtulo 3. Programación paralela aplicada a la simulación de
nanodispositivos semiconductores
Figura 3.3: Multiprocesador basado en bus.
de este tipo de sistemas es una placa base en la cual se pueden insertar
varios procesadores o tarjetas de memoria.
Cuando disponemos sólo de una memoria, si un procesador escribe una
palabra en memoria y otro procesador lee esa palabra un instante después
obtiene el mismo valor que escribió el primer procesador. Una memoria
con esta propiedad se denomina coherente. El problema que plantea este
tipo de esquema es que al aumentar el número de procesadores, el bus es-
tará generalmente sobrecargado por el nivel de peticiones y el rendimiento
caerá rápidamente.
Una solución a este problema es añadir una memoria caché por cada
procesador entre la memoria y el bus para reducir el acceso a memoria,
tal y como se puede ver en la figura 3.3. La caché mantiene la mayoŕıa
de las palabras cuyo acceso a memoria se ha hecho recientemente. Todas
las peticiones a memoria pasan por la caché y si la palabra solicitada se
encuentra almacenada en ésta, es la caché la encargada de responder la
petición del procesador, sin necesidad de que la solicitud se haga a través
del bus. Cuando el tamaño de la caché es lo suficientemente grande, la
probabilidad de éxito, llamada hit rate, aumenta, y el tráfico a través
del bus debido al procesador desciende drásticamente. A modo de ejemplo
para tamaños de caché de 512 KB a 1 MB la tasa de acierto habitualmente
es del 90% o superior [TvS02].
Sin embargo la introducción de cachés crea el problema denominado
de coherencia caché. Por ejemplo, consideremos dos procesadores, A y B,
cada uno leyendo la misma palabra situada en sus respectivas cachés. Si
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Figura 3.4: Crossbar switch.
el procesador A modifica la palabra, en la próxima lectura el procesador
B lee el valor antiguo de la palabra en su propia caché, en vez de leer
el valor que ha modificado A. La memoria ahora es incoherente. Existen
varias técnicas a nivel de hardware orientadas a resolver el problema de la
coherencia cache [HP06].
El problema de los multiprocesadores conectados en bus es su limita-
da escalabilidad, incluso cuando usamos cachés. Para construir sistemas
multiprocesador con un número elevado de procesadores necesitamos un
método diferente al de conectar todos los procesadores con la memoria.
Una posibilidad es la división de la memoria en módulos que se conectan
a los procesadores por medio de conmutadores entrecruzados, también lla-
mados crossbar switch, tal y como se muestra en la figura 3.4. En este caso,
cada procesador y cada división de la memoria disponen de una conexión
que parte de ellos, cada intersección es un punto de conmutación que se
puede abrir o cerrar por hardware. Si un procesador quiere acceder a un
módulo de memoria en particular, el punto de conmutación los conecta
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Caṕıtulo 3. Programación paralela aplicada a la simulación de
nanodispositivos semiconductores
Figura 3.5: Red de conmutación omega.
entre śı e impide momentáneamente el resto de conexiones con ese módulo
mientras esa conexión tenga lugar. La ventaja de este sistema es que varios
procesadores pueden acceder a la memoria al mismo tiempo, la desventaja
es que si quieren acceder al mismo módulo de memoria uno de ellos tiene
que esperar.
Un problema del crossbar switch es que para n procesadores y n memo-
rias el número de conmutadores crece con n2. Una alternativa que trata de
solucionar este problema, reduciendo el número de conmutadores emplea-
dos, es la red omega que se muestra en la figura 3.5. Esta red dispone de
cuatro conmutadores con dos entradas y dos salidas cada uno. Por ejemplo
en la configuración que se muestra en la figura se puede observar que cada
procesador es capaz de acceder a cada módulo de memoria. El inconve-
niente de estas redes de conmutación es que existen varias rutas por las
que un procesador puede acceder a la memoria. Por lo tanto para asegurar
latencias bajas entre el procesador y la memoria, la conmutación debe ser
muy rápida, lo que hace que estas redes tengan un coste muy alto.
Para disminuir el coste de las redes omega surgieron las máquinas de
tipo NUMA (NonUniform Memory Access), en las que algunas memorias
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están asociadas a un procesador y cada procesador puede acceder a su
propia memoria local rápidamente, pero el acceso a otra memoria diferente
de la local es más lento. A pesar de que este tipo de máquinas gozan en
promedio de mejores tiempos de acceso, plantean la complicación de que
la posición en memoria de los programas y de los datos puede llegar a ser
cŕıtica para conseguir que la mayoŕıa de los accesos tengan lugar en la
memoria local.
Multicomputadores
En los multicomputadores cada procesador tiene una conexión directa
a su propia memoria local. El único problema que presenta es que los
procesadores tienen que establecer algún sistema expĺıcito de comunicación
entre si que permita el intercambio de datos.
En estos sistemas los nodos se conectan a través de una red única, que
en la mayoŕıa de los casos se trata de una red de interconexión de alto
rendimiento. Podemos distinguir dos tipos de sistemas en función de la
red, del mismo modo que en los sistemas multiprocesador, los que están
basados en un bus y los que están basados en un conmutador.
En los multicomputadores basados en bus, los procesadores se conectan
a través de una red de acceso compartido como por ejemplo Fast Ethernet.
Este tipo de conexión presenta el mismo problema que en los sistemas
multiprocesador, su escalabilidad es limitada. En los multicomputadores
basados en conmutador, los mensajes entre los procesadores se propagan
a través de las interconexiones de red. Existen muchas topoloǵıas de red
para este tipo de sistemas pero las dos más comunes son la topoloǵıa en
malla y la hipercubo, véanse las figuras 3.6 y 3.7.
Un hipercubo es un cubo n–dimensional. El que mostramos en la figu-
ra 3.7 es cuadrimensional y podemos imaginarlo como dos cubos, cada uno
con 8 vértices y 12 aristas, en donde los vértices de cada uno de los dos cu-
bos están conectados entre śı. Cada uno de ellos representa un procesador
y cada arista es una conexión entre dos procesadores.
Disponemos de una gran variedad de sistemas multicomputador, como
ejemplo a continuación veremos dos concepciones radicalmente opuestas.
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Figura 3.6: Topoloǵıa en malla.
Figura 3.7: Topoloǵıa en hipercubo.
Por un lado los MPPs (Massively Parallel Processors), que son inmen-
sos supercomputadores, muy costosos, formados por una gran cantidad
de procesadores. En muchos casos los procesadores no difieren de los que
puede tener un ordenador de sobremesa. Lo que realmente los hace dife-
rentes de otros multicomputadores es que están conectados entre śı por
una red de alto rendimiento. Esta red está diseñada para alcanzar un alto
ancho de banda y poca latencia. Además, dispone de medidas especiales
para asegurar la tolerancia a fallos, ya que al disponer de miles de proce-
sadores es muy probable que alguno falle, de este modo se asegura que el
rendimiento de toda la máquina va a ser independiente del fallo de uno de
sus procesadores.
Por otro lado, tenemos los clusters de estaciones de trabajo, que bási-
camente son una colección de ordenadores de sobremesa o estaciones de
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trabajo conectados a través de una red de altas prestaciones tal como Gi-
gabit Ethernet o Myrinet. Es precisamente este tipo de conexión lo que
diferencia un cluster de MPPs. La red de interconexión de un cluster ge-
neralmente no dispone de medidas especiales que aseguren un ancho de
banda alto, ni la protección contra fallos. Por consiguiente los cluster son
más baratos y más simples.
3.2 Arquitecturas Multi–núcleo
Las arquitecturas multi–núcleo tienen la ventaja de que permiten
explotar el paralelismo en equipos de sobremesa sin necesidad de utili-
zar costosas infraestructuras. El fuerte desarrollo experimentado por este
tipo de arquitecturas en los últimos cinco años, desde los primeros pro-
cesadores con dos núcleos destinados a servidores, equipos de sobremesa
y portátiles [Gee05], hasta los actuales que disponen de hasta 8 núcleos
por procesador, ha convertido a los multi–núcleo en los procesadores más
habituales presentes en los equipos de gama media alta.
La figura 3.8 muestra las familias de procesadores que forman parte de
los supercomputadores de la lista TOP500 [top] desde el año 2005 hasta
el año 2010. Los datos muestran como desde el año 2007, entre el 60%
y el 80% de los supercomputadores que componen esta lista disponen de
procesadores de la familia EMT64. Mientras que entre el 10% y el 15%
de los sistemas está formado por procesadores de la familia AMD x86 64.
Sin ánimo de entrar en una comparación entre los dos principales fa-
bricantes de procesadores, lo que se desea destacar con estos datos es que
el 90% de los supercomputadores de la lista TOP500 dispone de proce-
sadores multi–núcleo. En concreto y según los datos de la lista publicada
en el mes de Junio de 2010, el 85% de los sistemas usan procesadores con
cuatro núcleos y el 5% usan procesadores con seis o más núcleos.
La figura 3.9 representa la estructura interna de un procesador de 6
núcleos de la serie Intel Xeon 7400 [KVAT10]. Como se puede ver en esta
figura, la estructura t́ıpica de estos procesadores se basa en varios núcleos
encargados de procesar las instrucciones y varios niveles de memoria que
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pueden ser dedicados o compartidos. Por ejemplo, en el caso de la figura 3.9
cada 2 núcleos comparten una memoria caché de nivel 2 (L2) y los 6 núcleos
comparten la memoria caché de nivel 3 (L3).






























Figura 3.8: Evolución de la familia de procesadores de la lista Top500 en
los últimos cinco años.
16MB cache L3

























Figura 3.9: Representación de la memoria caché y los seis núcleos de un
procesador de la serie Intel Xeon 7400.
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3.2. Arquitecturas Multi–núcleo
Durante las últimas décadas la tendencia de diseño de los procesadores
ha sido incrementar la capacidad de integración (el número de transistores
por chip) y la frecuencia de los procesadores para mejorar el rendimiento,
de forma que se pudieran computar un mayor número de instrucciones
por ciclo [JJS06]. Sin embargo, con el aumento de la densidad de integra-
ción empezaron a surgir problemas de consumo de potencia, aśı como de
disipación de calor. Las arquitecturas multi–núcleo son una alternativa de
diseño que permiten remplazar la estrategia de computar más instruccio-
nes por ciclo para mejorar el rendimiento de los procesadores, por otra
que permite computar varias instrucciones a la vez usando varios núcleos
de computación.
En la actualidad los sistemas multi–núcleo que hay disponibles en el
mercado tienen un rendimiento del orden de GFLOPS (miles de millones
de operaciones de punto flotante por segundo) y los núcleos disponibles
son procesadores de propósito general que agrupados en un único circuito
integrado dan como resultado un procesador paralelo. Sin embargo, al-
gunos fabricantes como AMD con la tecnoloǵıa AMD Fusion o Intel con
el programa de investigación Tera–scale computing, están desarrollando
sistemas basados en arquitecturas multi–núcleo que emplean aceleradores
hardware para realizar cálculos espećıficos.
En el caso de la tecnoloǵıa AMD Fusion la finalidad es crear un único
procesador de alto rendimiento tanto para procesado serie como paralelo,
denominado APU (Accelerated Processing Units), que añada aceleradores
hardware de propósito espećıfico [Bro10].
En el caso de la tecnoloǵıa Tera–scale computing de Intel con la que
se pretende llegar a rendimientos de TFLOPS (billones de operaciones de
punto flotante por segundo), la arquitectura está basada en matrices bi-
dimensionales en las que cada celda consta de un PE (processing engine)
conectada a un router de 5 puertos [SSNS09]. El primer procesador Te-
raFLOPS, fabricado para pruebas, estaba basado en la tecnoloǵıa de 65
nm y dispońıa de una matriz de tamaño 8x10 con un total de 80 celdas.
El rendimiento del procesador se encuentra en el rango de 0,32 a 1,81
TFLOPS en función del escalado dinámico de la frecuencia y el consumo
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de potencia.
Estas tecnoloǵıas, que durante los próximos años estarán disponibles
en el mercado, muestran una tendencia clara hacia el uso de procesadores
paralelos de memoria compartida y aceleradores hardware encapsulados
en un único circuito integrado. El reto ahora, desde el punto de vista de la
programación, está en encontrar un lenguaje de programación que permita
explotar al mismo tiempo los multi–núcleo de propósito general y los ace-
leradores hardware. Hasta ahora, parece que el lenguaje de programación
OpenCL [opeb] es el único que ha sido desarrollado con esta intención,
pero sin duda habrá que esperar a que estas tecnoloǵıas se encuentren un
poco más maduras [SZC+09, KM09] para portar extensas aplicaciones co-
mo los códigos de simulación Monte Carlo de dispositivos semiconductores
que presentamos en esta memoria.
3.3 El estándar OpenMP
Se trata de una colección de directivas, libreŕıas y variables de entorno
para programas en Fortran, C y C++. En la actualidad es el estándar para
la programación de sistemas de memoria compartida y como tal, considera-
mos que era el lenguaje adecuado para paralelizar los simuladores Monte
Carlo con los que trabajamos con el fin de ejecutarlos en procesadores
multi–núcleo.
OpenMP utiliza el modelo de ejecución paralela fork–join. El programa
comienza su ejecución con un único hilo, llamado maestro, que cuando
se encuentra la primera construcción paralela crea un conjunto de hilos
que junto con el maestro se reparten el trabajo de la ejecución. Una vez
acabada la región paralela sólo el maestro continúa la ejecución y el resto
de hilos se destruyen.
Este lenguaje de directivas generalmente se emplea para la paraleli-
zación de lazos. El procedimiento es buscar los lazos computacionalmente
más costosos y que los hilos se repartan las iteraciones del lazo. Durante la
ejecución de la región paralela los hilos se comunican a través de variables
compartidas. Es necesario tener cuidado al programar ya que la comparti-
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ción de datos puede llevar a un mal comportamiento del programa debido
al acceso simultáneo a los mismos desde diferentes hilos. El modo de evi-
tarlo es usando directivas de sincronización que tienen la desventaja de
ser computacionalmente costosas, por lo que debemos tratar de evitarlas.
3.3.1 Caracteŕısticas principales del estándar OpenMP
OpenMP dispone una sintaxis general de las directivas de la forma
centinela nombre directiva [cláusulas]. Como centinelas se emplean
C$OMP ó *$OMP en programas de formato fijo y !$omp en progra-
mas de formato fijo o variable. Las cláusulas pueden estar separadas por
espacios o comas y su orden es indiferente. Además permite la compilación
condicional de ĺıneas de programa por medio de centinelas, por ejemplo si
introducimos la ĺınea de código en lenguaje Fortran,
!$ A(i)=A(i)+b
cuando compilamos sin +Oopenmp el programa no ejecuta esta ĺınea.




de modo que esta ĺınea solamente forma parte del programa cuando se
compila con OpenMP activado.
La programación con OpenMP consta básicamente de tres elementos,
el control de paralelismo, el control de la sincronización y finalmente el
control de datos y comunicaciones. Para el control de paralelismo existen
directivas para la creación de regiones paralelas y para el reparto de tra-
bajo. El control de datos y comunicaciones se realiza mediante el uso de
variables privadas y compartidas. Finalmente la sincronización nos permi-
te coordinar el acceso a los datos mediante el uso de barreras, secciones
cŕıticas y otras opciones que veremos más adelante.
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3.3.2 Directivas para la construcción de paralelismo
Las directivas para el control de paralelismo nos permiten crear regio-
nes paralelas y repartir las tareas entre los hilos que hemos creado. La
directiva parallel es la encargada de crear la región paralela, que es un
bloque de código ejecutado en paralelo por varios hilos. Esta directiva in-
dica en OpenMP cuando empieza una región paralela y tiene la siguiente
forma:
!$OMP PARALLEL [cláusulas]
bloque que deseamos paralelizar
!$OMP END PARALLEL
Cuando un hilo encuentra la directiva parallel , crea un equipo de
hilos y éste se convierte en el hilo maestro del equipo. El número de hi-
los que se crean lo controlamos por medio de una variable de entorno
NUM THREADS o mediante una llamada a una libreŕıa.
La directiva end parallel denota el final de la región paralela. Existe
una barrera impĺıcita cuando los hilos llegan a este punto, de modo que
el programa no continúa hasta que todos los hilos hayan completado la
ejecución del bloque de código, salvo que exista la cláusula NOWAIT.
Cuando los hilos alcanzan el final de la región paralela se destruyen y tan
sólo el hilo maestro continúa la ejecución del programa.
En el caso de que un equipo de hilos se encuentre, durante la ejecu-
ción de una región paralela, con una directiva de creación de otra región
paralela, cada hilo crea un nuevo equipo y se convierte en el maestro de
ese nuevo equipo. La segunda región paralela se denomina región paralela
anidada.
El resto de directivas que se incluyen en este apartado se emplean
para el reparto de trabajo. Estas directivas se encuentran dentro de una
región paralela, no crean nuevos hilos y tampoco existen barreras al inicio
del reparto de tareas. El primer hilo que llega realiza el trabajo que se
le asigna sin esperar a que lleguen los demás. A continuación describimos
con más detalle cada una de las directivas de reparto de trabajo:
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• DO . Esta directiva especifica que las iteraciones del primer lazo
DO situado justo después de ella se deben ejecutar en paralelo. Las
iteraciones del lazo se distribuyen entre los hilos ya existentes. Si
queremos elegir como se reparten los hilos las iteraciones del lazo
podemos hacer uso de la cláusula schedule(type[,chunk]). Existen
varias formas de planificar el reparto de iteraciones en función de
la sintaxis que hayamos elegido dentro de las que se muestran a
continuación:
– SCHEDULE(STATIC, chunk). Cuando especificamos esta
opción las iteraciones se dividen en bloques del tamaño especi-
ficado en chunk. Los bloques se asignan de modo estático, de
forma ordenada, entre los hilos del equipo.
– SCHEDULE(DYNAMIC, chunk). En esta opción las ite-
raciones se dividen en bloques de tamaño igual al valor de
chunk. Cuando un hilo acaba un bloque de iteraciones dinámi-
camente se le asigna otro bloque de tamaño igual a chunk.
– SCHEDULE(GUIDED,chunk). En esta opción las itera-
ciones se dividen en bloques de forma que el tamaño de cada
bloque decrece de forma exponencial. Chunk especifica el ta-
maño del bloque más pequeño, con excepción del último bloque
que puede ser menor que chunk.
– SCHEDULE(RUNTIME). En esta opción el tipo de plani-
ficación y el tamaño se puede elegir en tiempo de ejecución por
medio de la variable de entorno OMP SCHEDULE .
Cuando no se especifica la cláusula schedule(type[,chunk]) la pla-
nificación depende de la implementación.
Los hilos que completan la ejecución del lazo, deben esperar al resto
de hilos que todav́ıa no acabaron la ejecución, debido a que existe
una barrera impĺıcita en la directiva END DO , salvo que exista la
cláusula NOWAIT .
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• SECTIONS . Esta es una directiva de reparto de trabajo no itera-
tiva, que especifica que la región de código que se encuentra dentro
de la directiva se reparte entre los hilos del equipo. Cada sección
se ejecuta una vez por un único hilo del equipo. El formato de esta







!$OMP END SECTIONS [NOWAIT]
• SINGLE . Con esta directiva especificamos que el código encerrado
debe ser ejecutado solo por un único hilo sin necesidad de que sea
el maestro. Aquellos hilos que no ejecuten la directiva tienen una
barrera impĺıcita al final de la directiva SINGLE salvo que aparezca




• WORKSHARE . Esta directiva permite la paralelización de ex-
presiones con matrices en sentencias Fortran 90. Divide las tareas
asociadas al bloque en unidades de trabajo y las reparte entre los hi-
los. El reparto depende del compilador que tiene como única restric-
ción que cada unidad de trabajo se ejecuta una única vez. También
se puede emplear con funciones intŕınsecas que operan con matrices
tales como matmul, dot product, maxval, etc., aunque su rendimiento
dependerá del compilador. El formato de esta directiva es el que se
muestra a continuación:
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!$OMP WORKSHARE
bloque de código
!$OMP END WORKSHARE [NOWAIT]
Al final de la directiva existe una barrera impĺıcita, que hace que los
hilos tengan que esperar a que todos hayan completado la ejecución
del código, salvo que exista la cláusula NOWAIT.
También es posible combinar las directivas para la construcción de
paralelismo con las directivas para reparto de tareas, para ello tan sólo
tenemos que hacer uso de la directiva PARALLEL seguida de la directiva
de reparto de tareas que nos convenga. A continuación explicamos con
detalle las posibles combinaciones:
• PARALLEL DO . Esta directiva nos permite especificar una región
paralela que contenga una única directiva DO . El formato de esta
directiva es el que sigue:
!$OMP PARALLEL DO [cláusulas]
bloque de código con lazo do
!$OMP END PARALLEL DO
Cuando el hilo maestro llega a esta directiva crea el equipo de hilos,
tal y como haŕıa la directiva PARALLEL, y reparte las iteraciones
del bucle entre los hilos, cumpliendo la función de la directiva DO .
• PARALLEL SECTIONS . Esta directiva es una forma simple
de especificar una región paralela que contiene una única directi-
va SECTIONS . El formato de esta directiva es el que se muestra
a continuación:
!$OMP PARALLEL SECTIONS [cláusulas]
!$OMP SECTION
bloque de código
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!$OMP END PARALLEL SECTIONS
• PARALLEL WORKSHARE . Esta directiva es una forma simple
de especificar una región paralela que contiene una única directiva
WORKSHARE . El formato de esta directiva es el que se muestra
a continuación:
!$OMP PARALLEL WORKSHARE [cláusulas]
bloque de código
!$OMP END PARALLEL WORKSHARE
3.3.3 Directivas de sincronización
Cuando disponemos de varios hilos, podemos gestionar el modo en el
que cada uno accede a determinados bloques de código o los accesos a
memoria. Para realizar esta tarea disponemos de directivas que nos per-
miten gestionar los hilos creados en las regiones paralelas. A continuación
describimos cada una de estas directivas:
• MASTER. El bloque de código que se encuentra entre las directivas
MASTER y END MASTER tan sólo va a ser ejecutado por el
hilo maestro, el resto de hilos saltan el bloque de código y continúan
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• CRITICAL. Esta directiva restringe el acceso a la región de código
encerrado entre las directivas CRITICAL y END CRITICAL a




!$OMP END CRITICAL [(nombre)]
En donde nombre identifica a la sección cŕıtica.
Cuando un hilo alcanza esta directiva durante la ejecución, espera
al principio de la sección cŕıtica hasta que ningún otro hilo esté eje-
cutando la sección cŕıtica identificada con el mismo nombre. Las
secciones cŕıticas son entidades globales del programa. Si el nombre
de una sección cŕıtica coincide con el nombre de otra entidad del
programa, el comportamiento del programa es imprevisible.
• BARRIER. La función de esta directiva es sincronizar todos los
hilos de la región paralela. Durante la ejecución del código cada hilo
que encuentra esta directiva espera hasta que todos los hilos alcanzan
este punto. El formato que emplea esta directiva es:
!$OMP BARRIER
• ATOMIC . Con esta directiva nos aseguramos que una posición es-
pećıfica de memoria se actualiza automáticamente de forma atómica
(indivisible), lo que implica que no se van a producir múltiples es-
crituras desde diferentes hilos. Esta directiva se aplica a la sentencia
inmediatamente posterior, y debe tener la siguiente forma:
!$OMP ATOMIC
La sentencia en Fortran para la directiva ATOMIC debe ser de la
forma:
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x = x operador expr
x = intŕınseca (expr,x)
En donde operador puede ser cualquiera de los operadores matemáti-
cos (suma, producto, resta o división), expr es una expresión escalar
que no hace referencia a x e intŕınseca puede ser MAX, MIN, IAND
o IOR.
• FLUSH . Es un punto de encuentro que nos permite asegurar que
todos los hilos de un equipo tienen una visión consistente de ciertas
variables de memoria. Esta directiva proporciona consistencia entre
operaciones de memoria del hilo actual y la memoria global. Para
alcanzar consistencia global cada hilo debe ejecutar una operación
FLUSH . En el caso de que no especifiquemos una lista de variables
se aplica a todas, pero esto podŕıa ser computacionalmente muy cos-
toso. La forma de esta directiva es la que se muestra a continuación:
!$OMP FLUSH [(lista de variables)]
Esta directiva está presente de modo impĺıcito, salvo que se use la
directiva NOWAIT , en las siguientes directivas:
– BARRIER





– ORDERED y END ORDERED
– PARALLEL y END PARALLEL
– PARALLEL DO y END PARALLEL DO
– PARALLEL SECTIONS y END PARALLEL SECTIONS
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– PARALLEL WORKSHARE y END PARALLEL WORKS-
HARE
• ORDERED . Las iteraciones del código encerrado entre las directi-
vas ORDERED y END ORDERED se ejecutan en el orden que
lo haŕıan en un programa secuencial. Cuando empleamos esta direc-
tiva dentro de lazos, la directiva DO o PARALLEL DO tienen
que incluir la cláusula ORDERED . La forma de esta directiva es




Esta directiva secuencializa y ordena el código dentro de la sección
ORDERED a la vez que permite ejecutar en paralelo el resto.
3.3.4 Cláusulas para el control de datos
Existe un conjunto de cláusulas, generalmente en las directivas de crea-
ción de paralelismo y de reparto de trabajo, que nos permiten mantener
un control sobre que hilos comparten, o no comparten, ciertas variables.
A continuación hablaremos con más detalle de cada una de estas cláusulas
y de la directiva para el control de datos THREADPRIVATE .
• THREADPRIVATE . Esta directiva declara las variables que se le
indican, privadas a cada hilo pero globales dentro del hilo. Debemos
especificar esta directiva cada vez que la variable es declarada. Los
datos THREADPRIVATE serán indefinidos dentro de la región
paralela a menos que se use la cláusula COPYIN en la directiva
PARALLEL. La forma de esta directiva es la que se muestra a
continuación:
!$OMP THREADPRIVATE(lista de variables)
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Las cláusulas que podemos emplear para el control de datos son las
siguientes:
• PRIVATE . Esta cláusula declara privadas a cada hilo las variables
especificadas. Cada hilo tiene una copia local de las variables, siendo
ésta invisible para los demás hilos. Las variables no están definidas
ni al entrar ni al salir de la región paralela, tan sólo se utilizan dentro
de la región paralela. La forma de esta cláusula es la que se muestra
a continuación:
PRIVATE(lista de variables)
• SHARED . Esta cláusula hace que todas las variables que aparecen
en la lista se compartan entre los hilos. El valor asignado a una
variable compartida es visto por todos los hilos del equipo, aśı todos
los hilos acceden a la misma posición de memoria cuando modifican
variables compartidas y este acceso puede ser concurrente. En el
acceso a los datos no se garantiza la exclusión mutua. La forma de
esta cláusula es la que se muestra a continuación:
SHARED(lista de variables)
El uso de variables compartidas está recomendado cuando tenemos
variables de sólo lectura a las que se accede desde diferentes hilos, los
distintos hilos acceden a localizaciones diferentes de la variable (por
ejemplo en una matriz cada hilo accede a diferentes ı́ndices de la
matriz) y cuando queremos comunicar valores entre diferentes hilos.
• DEFAULT . Con esta cláusula podemos establecer por defecto que
todas la variables de una región paralela sean privadas cuando va
seguida de la cláusula PRIVATE o compartidas cuando va seguida
de la cláusula SHARED . En el caso de que no queramos especificar
un tipo por defecto podemos hacer uso de la cláusula DEFAULT
NONE . De esta forma todas la variables deben clasificarse de forma
expĺıcita como privadas o compartidas. La forma de esta cláusula es
la siguiente:
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DEFAULT(PRIVATE | SHARED | NONE)
Cuando no hacemos uso de la cláusula DEFAULT el comporta-
miento por defecto es el mismo que si hubiésemos especificado DE-
FAULT (SHARED).
• FIRSTPRIVATE . Esta cláusula nos permite declarar privadas las
variables especificadas y además las inicializa a los valores que teńıan
antes de entrar en el la región paralela. La forma de esta cláusula es
la siguiente:
FIRSTPRIVATE(lista de variables)
• LASTPRIVATE . Esta cláusula declara privadas las variables de
una lista y además actualiza las variables con su último valor al
terminar el trabajo paralelo. Cuando una variable se declara como
LASTPRIVATE , el valor de la variable al salir del bucle es el valor
que toma en el procesador que ejecuta la última iteración del bucle.
• REDUCTION . Indica una operación de reducción sobre las varia-
bles especificadas. La forma de esta cláusula es la que se muestra a
continuación:
REDUCTION(operador:lista de variables)
Una operación de reducción es una aplicación de un operador binario
conmutativo y asociativo a una variable y algún otro valor, alma-
cenando el resultado en la variable, como por ejemplo, x=x+a(i).
Una lista de los operadores de reducción disponibles se muestra en
la tabla 3.1.
Además podemos especificar más de una operación de reducción,
pero debe ser sobre diferentes variables. El valor de la variable de
reducción es indefinido desde el momento que el primer hilo alcan-
za al cláusula hasta que la operación se completa. Si no se utiliza
NOWAIT la variable está indefinida hasta la primera barrera de
sincronización.
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Operador Tipo de datos Valor inicial
+ Entero, flotante (complejo o real) 0
* Entero, flotante (complejo o real) 1





MAX Entero, flotante (complejo o real) El menor posible
MIN Entero, flotante (complejo o real) El menor posible
IAND Entero Todos los bits
IOR Entero 0
IEOR Entero 0
Tabla 3.1: Operadores de reducción en Fortran.
• COPYIN . Esta cláusula sólo se aplica a variables que han sido
declaradas como THREADPRIVATE y con ella podemos hacer
que las variables de cada hilo tomen el mismo valor que en el hilo
maestro. La forma de esta cláusula es la siguiente:
COPYIN(lista de variables)
• COPYPRIVATE . Con esta cláusula el valor de las variables pri-
vadas son copiadas a las variables privadas de los otros hilos al final
de la directiva SINGLE . Por consiguiente esta cláusula sólo puede
usarse con esta directiva SINGLE . La forma de esta cláusula es la
siguiente:
COPYPRIVATE(lista de variables)
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3.4 Paralelización con OpenMP de simuladores
Monte Carlo de transistores MOSFET
Antes de comenzar a paralelizar cualquier código es necesario pasar
por dos procesos básicos: primero localizar las regiones de código con ma-
yor carga computacional y a continuación comprobar si existe algún tipo
de dependencia que impida o dificulte la paralelización del código. Por
lo tanto, la descripción del proceso de paralelización de los simuladores
la dividiremos en dos apartados. Un primer apartado en el que se rea-
liza un perfilado del código, para analizar cuales son las subrutinas con
mayor carga computacional, y un segundo apartado en el que se descri-
be la estrategia de paralelización indicando cuales han sido las subrutinas
seleccionadas.
En esta sección, se describe el proceso de paralelización del simula-
dor 2D MV–ECBE–EMC de transistores DGSOI MOSFET (3.4.1) y del
simulador 2D MSB–EMC de transistores MOSFET (3.4.2).
3.4.1 Paralelización del simulador 2D MV–ECBE–EMC de
transistores MOSFET
Para llevar a cabo la paralelización del simulador 2D MV–ECBE–
EMC de transistores DGSOI, descrito anteriormente, debemos hacer un
estudio inicial de cuales son las subrutinas que componen el programa con
mayor carga computacional. Para ello hemos realizado un perfilado del
código secuencial, en donde se indica el porcentaje de tiempo con respecto
al tiempo total de simulación que consume cada subrutina.
Perfilado
La tabla 3.2 muestra el perfilado del código secuencial para una si-
mulación de 1 ps de un transistor DGSOI de 10 nm de longitud de puerta
como el que se muestra en la figura 3.10. Estos resultados se han obtenido
en un servidor con doble procesador Intel Quad–Core Xeon 5355 a 2.6
GHz con 8 GB de memoria principal que forma parte del cluster SVG del
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Caṕıtulo 3. Programación paralela aplicada a la simulación de
nanodispositivos semiconductores
Centro de Supercomputación de Galicia (CESGA).
Figura 3.10: Representación de la estructura del DGSOI de 10 nm de lon-
gitud de puerta simulado. Las regiones de fuente y drenador están dopadas
con una concentración de impurezas dadoras ND = 9 x 10
19 cm−3 y el ca-
nal tiene una concentración de impurezas aceptoras de NA = 10
15 cm−3.
El grosor del óxido de puerta es de 10 Å y el grosor del silicio de 6 nm.
%ttotal t(s) Llamadas (Id)
99,9 3411,75 1 Monte3d
31,5 1075,61 10002 Renew
30,2 1030,97 10002 Ecbemc
18,8 642,78 10001 Free
4,7 160,14 10002 Charge
3,8 129,42 10001 Poisson
2,9 99,17 10001 Velocity
1,7 56,83 10001 Current
Tabla 3.2: Extracto del perfilado del código secuencial realizado con el pro-
grama Gprof, para una simulación de 1 ps donde para cada subrutina t(s)
es el tiempo en segundos que el programa invierte en la misma, Llamadas
es el número de veces que se llama durante la ejecución e Id es el nombre
con el cual identificamos a la subrutina.
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El porcentaje de tiempo lo podemos conocer con la ayuda del progra-
ma de código abierto Gprof [gpr]. En función de estos datos, representados
en la figura 3.11, hemos elegido todas las subrutinas que se muestran en la
tabla 3.2 salvo la subrutina Poisson como candidatas para ser paraleliza-
das. La subrutina Poisson, que resuelve la ecuación de Poisson de forma
numérica, no la hemos incluido porque el algoritmo de resolución empleado
no es paralelizable en su forma actual debido a que existen dependencias
en las iteraciones del bucle que implementa.



























Identificación de la subrutina
Figura 3.11: Representación gráfica del extracto del perfilado del código
secuencial, mostrado en la tabla 3.2, realizado con el programa Gprof.
Como se puede apreciar en la tabla 3.2 la subrutina denominada Mon-
te3d, consume el 99,9% del tiempo de ejecución. Esta subrutina tan sólo
se llama una vez y contiene las sentencias y llamadas necesarias para com-
pletar la simulación Monte Carlo, por lo que se convierte en la subrutina
perfecta para crear los hilos y que cada uno llame a las subrutinas que
han sido paralelizadas.
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La subrutina Free consume el 18,8% del tiempo de ejecución y es
llamada 10001 veces desde la subrutina Monte3d. La finalidad de Free es
simular el transporte de part́ıculas dentro del semiconductor. El número
de part́ıculas vaŕıa en cada iteración temporal y se sitúa en torno a las
180000 para el caso estudiado.
La subrutina Ecbemc consume el 30,2% del tiempo de ejecución y
recibe 10002 llamadas desde la subrutina Monte3d. Su función es realizar
la corrección cuántica del potencial calculado previamente por la subrutina
espećıfica encargada de resolver la ecuación de Poisson.
La subrutina Renew consume el 31,5% del tiempo de ejecución y es
llamada 10002 veces desde la subrutina Monte3d. Esta subrutina hace un
recuento del número de part́ıculas que quedan en el dispositivo después
de simular su transporte, determinando las que han salido del dominio de
simulación. Además, se encarga de añadir las part́ıculas necesarias a los
contactos con la finalidad de mantener la neutralidad eléctrica.
La subrutina Charge consume el 4,7% del tiempo de ejecución y re-
cibe 10002 llamadas desde la subrutina Monte3d. Esta subrutina calcula
la carga asociada a cada uno de los nodos de la malla que discretiza el
dispositivo para su simulación.
La subrutina Velocity consume el 2,9% del tiempo de ejecución y re-
cibe 10001 llamadas desde la subrutina Monte3d. Su función es calcular
la velocidad de las part́ıculas simuladas para posteriormente calcular la
corriente.
Finalmente, la subrutinaCurrent consume el 1,7% del tiempo de ejecu-
ción y recibe 10001 llamadas desde la subrutina Monte3d. Hace un cálculo
de la corriente del dispositivo simulado, en función del número de part́ıcu-
las que entran y salen del mismo durante la simulación.
Paralelización
El diagrama de bloques de la figura 3.12 representa la paralelización
del simulador 2D MV–ECBE–EMC de transistores DGSOI MOSFET. En
la estrategia de paralelización propuesta se crea la región paralela justo
antes de la evaluación del tiempo de simulación, en la subrutina Monte3d.
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De esta forma se consigue que cada hilo, creado antes de la llamada a
las subrutinas, evalúe el instante temporal en el que se encuentra la si-
mulación y posteriormente haga la llamada y ejecute el código de modo
independiente en cada intervalo temporal. La finalidad de esta propuesta
es evitar la creación y destrucción de hilos que supondŕıa crear una región
paralela para cada subrutina paralelizada.
El inconveniente de esta técnica es que la simulación del transporte es
un proceso secuencial y los resultados obtenidos durante el cálculo de una
subrutina son empleados en la siguiente y además no todas las subrutinas
están paralelizadas. Por lo tanto, es necesario establecer una sincroniza-
ción entre los hilos para evitar que se produzcan llamadas a las siguientes
subrutinas antes de que todos los hilos hayan abandonado la anterior,
como se puede ver en la figura 3.13.
Además de los problemas de sincronización otro problema a tener en
cuenta es que dentro de la subrutina renew existe código que es secuencial
y que sólo puede ser ejecutado por un único hilo. Por lo tanto tenemos
zonas en donde el hilo principal debe ejecutar un bloque de código y el
resto de hilos deben esperar a que éste acabe.
La existencia de regiones que son ejecutadas por un único proceso y
la necesidad de usar barreras limitan la eficiencia de la ejecución paralela,
debido a que los hilos que ya han completado sus tareas deben esperar a
que todos hayan acabado antes de iniciar la ejecución del siguiente bloque
de código paralelizado.
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Figura 3.12: Diagrama de bloques de la paralelización del simulador 2D
MV–ECBE–EMC de transistores MOSFET.
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Figura 3.13: Diagrama de bloques de la paralelización del simulador 2D
MV–ECBE–EMC de transistores MOSFET indicando la posición de las
barreras.
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3.4.2 Paralelización del simulador 2D MSB–EMC de tran-
sistores MOSFET
Como se ha mencionado en la sección 2.4, el simulador 2D MSB–
EMC es una evolución del simulador 2D MV–ECBE–EMC. En este caso,
la resolución de la ecuación de Schrödinger en la dirección de confinamiento
para cada una de las rodajas en las que se divide el dispositivo es una de
las principales ventajas para la paralelización de este código. La subrutina
que resuelve esta ecuación es completamente paralelizable y como veremos
a continuación en los datos del perfilado tiene una carga computacional
muy importante.
La paralelización del simulador 2D MSB–EMC se ha realizado siguien-
do el mismo procedimiento que se ha indicado en el apartado 3.4.1. Inicial-
mente hemos seleccionado las subrutinas con mayor carga computacional
a partir de los datos que hemos obtenido del perfilado del código. A con-
tinuación analizamos si es posible la paralelización de las subrutinas más
costosas y finalmente, en caso de que esto sea posible, se realiza la para-
lelización.
Perfilado
La tabla 3.3 representa el porcentaje de tiempo total de computación
consumido por las principales subrutinas del simulador 2D MSB–EMC pa-
ra una simulación de 1 ps, de un transistor DGSOI de 10 nm de longitud
de puerta como el que se muestra en la figura 3.14. Los datos mostrados
corresponden a diferentes valores de la variable scsc que indica cada cuan-
tas iteraciones temporales se resuelve de forma autoconsistente la ecuación
de Schrödinger y se calcula la tabla de dispersión, tal y como se ha descri-
to en la sección 2.4. Estos resultados se han obtenido tras haber realizado
varias ejecuciones para diferentes valores de la variable scsc en un servidor
con doble procesador Intel Quad–Core Xeon E5410 a 2.33GHz con 8 GB
de memoria principal que forma parte de un cluster PowerEdge M1000e.
A continuación se introduce brevemente la función que desempeña cada
una de las subrutinas de la tabla 3.3:
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Figura 3.14: Representación de la estructura del dispositivo DGSOI simu-
lado de 10 nm de longitud de puerta. Las regiones de fuente y drenador
están dopadas con una concentración de impurezas dadoras ND = 10
20
cm−3 y el canal tiene una concentración de impurezas aceptoras de NA =
1015 cm−3. El grosor del óxido de puerta es de 1 nm y el grosor del silicio
de 4 nm.
La subrutina Multi ini obtiene una solución inicial de la ecuación de
Schrödinger antes de iniciar la simulación Monte Carlo. Las funciones de
onda asociadas a esta solución inicial se emplean para calcular la tabla de
dispersión inicial en la subrutina Sctable.
La subrutina Free simula el transporte de part́ıculas dentro del dispo-
sitivo. El número de part́ıculas simuladas en cada iteración temporal vaŕıa
en función del número de part́ıculas que salgan por los contactos de fuente
y drenador.
La subrutina Flux evalúa el flujo de electrones para cada uno de los
cortes transversales a la dirección de transporte en los que se divide el
dispositivo simulado.
La subrutina Charge calcula la carga asociada a cada uno de los nodos
de la malla que discretiza el dispositivo para su simulación.
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scsc=1 scsc=8 scsc=64
Subrutina %ttotal Llamadas %ttotal Llamadas %ttotal Llamadas
Main 100 1 100 1 100 1
Multi ini 2,70 1 16,89 1 54,64 1
Free 0,69 1001 3,98 1001 12,86 1001
Flux 0,01 1001 0,08 1001 0,25 1001
Charge 0,08 1002 0,54 1002 1,72 1002
Velmu 0,05 1001 0,29 1002 0,94 1002
Poisson 0 1001 0,01 1001 0,03 1001
Multisub 37,98 1001 30,27 125 11,35 15
Sctable 58,48 1002 47,91 126 18,11 16
Current 0,01 1001 0,03 1001 0,09 1001
Tabla 3.3: Extracto del perfilado del código secuencial realizado para tres
valores diferentes de la variable scsc, para una simulación de 1 ps, donde
%ttotal es el porcentaje del tiempo total de simulación que el programa
invierte en la subrutina y Llamadas es el número de veces que se llama a
la subrutina durante la ejecución.
La subrutina Velmu determina la velocidad y movilidad media de las
part́ıculas simuladas.
La subrutina Poisson resuelve de forma numérica la ecuación de Pois-
son que nos permite obtener el valor del potencial electrostático en cada
nodo de la malla.
La subrutinaMultisub obtiene la solución de la ecuación de Schrödinger
cada vez que se llama durante la simulación Monte Carlo.
La subrutina Sctable determina la tabla de dispersión a partir de los
valores de la fución de onda que se obtienen de la solución de la ecuación
de Schrödinger.
Finalmente, la subrutina Current calcula los valores de corriente del
dispositivo simulado por dos métodos: en función del número de part́ıculas
que entran y salen del dispositivo durante la simulación, y a partir del
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Figura 3.15: Representación gráfica de las subrutinas más costosas del
simulador 2D MSB–EMC para diferentes valores de la variable scsc.
teorema de Ramo–Shockely [Ram39, Sho38, KMTP91].
La figura 3.15 representa el porcentaje de tiempo de computación con-
sumido por las subrutinas más costosas de la tabla 3.3. Como se aprecia
en la figura, la variable scsc nos permite modificar la carga computacional
de las subrutinas, Multisub y Sctable, las cuales alcanzan su valor máxi-
mo cuando scsc=1 y el número de llamadas coincide con el número de
iteraciones temporales de la simulación 2D MSB–EMC.
En función de los datos de la tabla 3.3 y de la figura 3.15, hemos elegido
las subrutinas Multi ini, Free, Multisub y Sctable como candidatas para
ser paralelizadas debido a su elevado peso computacional.
La figura 3.16 representa el comportamiento del peso computacional
de las subrutinas seleccionadas cuando se cambia la variable de autocon-
sistencia scsc.
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Figura 3.16: Dependencia del porcentaje de tiempo de ejecución frente a
scsc para las subrutinas paralelizadas en el simulador 2D MSB–EMC.
Las subrutinas Multisub y Sctable son dos subrutinas fundamentales
del simulador 2D MSB–EMC y el número de veces que se llaman durante
la ejecución del código está determinado por la siguiente expresión,
llamadas =
Tsim
scsc · dt (3.1)
en donde Tsim es el tiempo que dura la simulación, dt es el paso temporal
en el que se divide la simulación Monte Carlo y scsc es la variable que
determina la autoconsistencia. En el caso de los resultados mostrados en
la figura 3.16 el tiempo de simulación es 1 ps y el paso temporal es igual a
1 fs, lo que implica un total de 1000 llamadas para un valor de scsc igual
a uno.
Del análisis de la figura podemos observar que el peso computacional
de la subrutina Multisub es dependiente de la variable scsc y oscila entre
el 38 y el 6% del tiempo total de ejecución para valores de scsc igual
a 1 y 128 respectivamente. En el caso de la subrutina Sctable podemos
Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
105
3.4. Paralelización con OpenMP de simuladores Monte Carlo de
transistores MOSFET
comprobar que se trata de una de las subrutinas más costosas de la si-
mulación Monte Carlo, con un peso computacional del 59% del tiempo
total de ejecución cuando el valor de la variable scsc es igual a 1 y del
10% del tiempo total de ejecución cuando la variable scsc toma el valor
128. La subrutina Multi ini tan sólo se llama una vez en el código antes
de iniciar la simulación Monte Carlo y su peso computacional es depen-
diente de la autoconsistencia. Como se puede ver en la figura 3.16 su peso
computacional oscila entre el 3% cuando la autoconsistencia es muy alta,
scsc = 1, y el 65% cuando la ecuación de Schrödinger se resuelve muy
pocas veces, scsc = 128. Finalmente, en el caso de la subrutina Free el
número de llamadas que recibe es igual al cociente de Tsim/dt y por lo
tanto es independiente de la variable scsc. Sin embargo, el peso compu-
tacional de esta subrutina también depende indirectamente de la variable
scsc y oscila, como se muestra en la figura 3.16, entre el 0,5% cuando la
variable scsc es igual a 1 y el 15% cuando scsc vale 128.
De los resultados mostrados en la figura 3.16 del perfilado de las cuatro
subrutinas más costosas del código, podemos observar que las subrutinas
cuyo número de llamadas no depende de la variable scsc, Multi ini y Free,
aumentan su peso computacional cuando se reduce el número de llamadas
(incremento de la variable scsc) de aquellas subrutinas que śı dependen
de esta variable, Multisub y Sctable.
Paralelización
El diagrama de bloques de la figura 3.17 muestra la estrategia de pa-
ralelización en donde las ĺıneas de colores representan los hilos paralelos.
Las subrutinas encargadas de la definición del sistema y del cálculo de las
condiciones iniciales se ejecutan de forma secuencial ya que no es rentable
paralelizarlas debido a que su peso computacional es muy pequeño. Una
vez que la ejecución alcanza la subrutinaMulti ini se crea una región para-
lela durante la llamada a la subrutina que se destruye cuando se completa
su ejecución. A continuación el código continúa su ejecución de forma se-
cuencial hasta que alcanza la subrutina Monte2d que contiene el código
y las subrutinas fundamentales para realizar la simulación Monte Carlo
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de las part́ıculas simuladas en cada paso temporal. Dentro de esta subru-
tina y antes de iniciar el lazo de iteraciones temporales de la simulación
Monte Carlo, se crea una región paralela en donde todos los hilos evalúan
la condición del lazo. Si la condición se cumple todos ellos entran en el
lazo y ejecutan las subrutinas que están paralelizadas, Free, Multisub y
Sctable, repartiéndose la carga computacional de los bucles paralelizados.
Aquellas subrutinas que no están paralelizadas, Poisson y Electric Field
son ejecutadas por el hilo maestro, mientras que el resto de hilos esperan
a que se complete la ejecución antes de iniciar la llamada a la subrutina
siguiente.
Cuando se alcanza el tiempo de simulación que hemos indicado en el
fichero de entrada, se destruye la región paralela y se escriben en el disco
duro los resultados obtenidos.
Esta estrategia de simulación requiere el uso de barreras para sincroni-
zar los hilos debido a que el hilo maestro tiene que ejecutar más código que
el resto. Dada la estructura secuencial del código, en donde el estado del
sistema simulado en el instante t es la condición inicial de la simulación
del instante t+dt (siendo dt el paso temporal), hemos considerado que el
uso de barreras era inevitable.
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Figura 3.17: Diagrama de bloques del simulador 2D MSB–EMC paraleli-
zado.
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3.5 Medidas de la aceleración de los simuladores
paralelizados
En esta sección se muestran los resultados de la aceleración de los
simuladores paralelizados en función del número de núcleos empleados.
Los valores de la aceleración los hemos calculado haciendo el cociente
del tiempo de ejecución secuencial por el tiempo de ejecución paralelo.
Las ejecuciones que hemos realizado y que se muestran a continuación
evidencian la dependencia de la aceleración de los simuladores Monte Carlo
paralelizados con diferentes parámetros de la simulación Monte Carlo.
3.5.1 Aceleración del simulador 2D MV–ECBE–EMC de
transistores MOSFET
La tabla 3.4 muestra los resultados de la ejecución del código 2D MV–
ECBE–EMC paralelizado para una simulación de 1 ps. El valor de la
aceleración ideal (Aid) es el obtenido a partir de la ley de Amdahl [Amd67]:
Aid =
1
(Pn ) + (1− P − P1) + (P1n1 )
(3.2)
en donde P es el porcentaje de programa paralelizado y n es el número
de hilos utilizados. Los términos P1 y n1 los hemos empleado para el caso
especial de la subrutina Ecbemc que cuenta con un bucle paralelizado de
tan sólo 3 iteraciones. En este caso P1 es el porcentaje de código paraleli-
zado correspondiente a esta subrutina y n1 el número de procesadores que
se reparten las iteraciones de ésta, cuyo valor máximo es tres.
Para conocer cual es el porcentaje de programa paralelizado hemos em-
pleado los datos de la tabla 3.2, que nos muestra el peso computacional de
cada una de las subrutinas del programa secuencial. Aśı P será, asumiendo
que el 100% del código de la subrutina ha sido paralelizado, la suma de
los porcentajes de las subrutinas Free, Charge, Velocity y Current, más el
50% del porcentaje de la subrutina Renew, debido a que esta subrutina
tan sólo tiene paralelizado aproximadamente el 50% de su código.
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Proc tejec(s) A Aid
1 3795 1 1
2 2664 1,40 1,59
4 2061 1,81 2,14
6 2002 1,87 2,32
8 1973 1,89 2,43
tsec(s) 3738
Tabla 3.4: Resultados de la ejecución en el SVG del código 2D MV–ECBE–
EMC paralelizado, para una simulación de 1 ps, donde tsec(s) es el tiempo
de ejecución secuencial, tejec(s) representa el tiempo de ejecución paralelo,
A es la aceleración y Aid la aceleración ideal.
La figura 3.18 representa los datos de la tabla 3.4. En esta figura se
observa que la aceleración conseguida alcanza el valor ĺımite de 1,81 para
4 núcleos. La reducción del tiempo de ejecución del simulador 2D MV–
ECBE–EMC en un factor 1,81 es una mejora considerable desde el punto
de vista de la simulación. Sin embargo desde el punto de vista compu-
tacional la figura 3.18 indica que el porcentaje de código secuencial es to-
dav́ıa demasiado elevado, y la aceleración se mantiene plana para más de
4 núcleos. Además, esta gráfica también muestra que seguramente hemos
sobrestimado el porcentaje de código paralelizado ya que la aceleración
ideal predice valores mayores que los resultados obtenidos.
Una evidencia de que el porcentaje de código paralelo es todav́ıa de-
masiado bajo, la obtenemos del estudio del comportamiento de la ace-
leración del simulador 2D MV–ECBE–EMC en función del número de
superpart́ıculas. En el caṕıtulo 2 hemos visto que el método Monte Carlo
aplicado al transporte de carga en semiconductores se basa en la simula-
ción del movimiento de las part́ıculas a través del dispositivo. Debido a
la enorme carga computacional que esto supondŕıa se simulan grupos de
part́ıculas como si fueran una única, con una carga equivalente al conjun-
to, que se denominan superpart́ıculas. Inicialmente se ha fijado su carga
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Figura 3.18: Representación de la aceleración frente al número de núcleos.
al valor de 100.000 electrones por superpart́ıcula (eps).
En cada una de las subrutinas paralelizadas, salvo la subrutina Ec-
bemc el lazo paralelizado depende del número de superpart́ıculas, por
consiguiente podemos variar la carga computacional de estas subrutinas
modificando el número de electrones que representa cada superpart́ıcu-
la. Aśı pues, por ejemplo, cuando cada superpart́ıcula represente la carga
de 50.000 electrones tendremos el doble de superpart́ıculas que cuando
represente la de 100.000 electrones.
En la figura 3.19 podemos ver como vaŕıa el tiempo de ejecución nor-
malizado del programa sin paralelizar frente al número de superpart́ıculas
normalizado. Los valores representados están normalizados por los valores
obtenidos para una simulación en la que a cada superpart́ıcula se le asig-
nan 100.000 electrones. De este modo en la figura podemos observar que
cuando duplicamos el número de superpart́ıculas, el tiempo de ejecución
es casi 1,5 veces mayor que el tiempo de ejecución que hemos tomado como
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Número normalizado de superpartículas
Figura 3.19: Tiempo de ejecución frente al número de superpart́ıculas para
el simulador 2D MV–ECBE–EMC sin paralelizar. Los valores del tiempo
de ejecución y del número de superpart́ıculas han sido normalizados a los
valores obtenidos para una simulación de 100.000 eps.
referencia. Cuando cuadruplicamos el número de superpart́ıculas observa-
mos que el tiempo de ejecución es casi 2,75 veces el tiempo de ejecución
de referencia. Con los resultados obtenidos se muestra que si duplicamos
el número de superpart́ıculas no se duplica el tiempo de ejecución y por
lo tanto la aceleración. Esto es debido a que el incremento del número
de superpart́ıculas no afecta a todas las subrutinas del programa de igual
manera.
En la figura 3.20 se representan los valores de la aceleración frente al
número de procesadores cuando duplicamos y cuadruplicamos el número
de superpart́ıculas con respecto al valor que hemos tomado como referen-
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Figura 3.20: Aceleración frente al número de núcleos para diferente número
de superpart́ıculas. El valor tomado como referencia es de 100.000 eps.
cia. De los resultados representados se observa que para incrementos en el
número de superpart́ıculas de dos y de cuatro veces el valor tomado como
referencia, los incrementos en la aceleración se sitúan en torno al 10% y
al 15% por ciento con respecto al valor de referencia. Estos resultados y
los representados en la figura 3.19 han sido obtenidos con un servidor con
doble procesador Intel Dual–Core Xeon a 3 GHz con 8 GB de memoria
principal.
3.5.2 Aceleración del simulador 2D MSB–EMC de transis-
tores MOSFET
Las subrutinas que hemos elegido para paralelizar el código son las
que se mostraron anteriormente, Multisub, Sctable, Multi ini y Free. Si
sumamos el peso computacional de estas subrutinas podemos aproximar
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el porcentaje total del peso computacional paralelizado. Con este dato
y a partir de la ley de Amdahl (3.3) podemos determinar la aceleración
máxima teórica que se puede alcanzar en función del número de núcleos
(n) y del porcentaje de código paralelizado (P).
Aceleración =
1
(1− P ) + Pn
(3.3)
La figura 3.21 representa la aceleración teórica y el porcentaje de códi-
go paralelizado en función de la variable scsc. Como se puede observar en
la figura, el porcentaje de código paralelizado disminuye cuando se incre-
menta la variable scsc es decir, cuando disminuye la autoconsistencia y se
reduce el número de llamadas a las subrutinas Multisub y Sctable. Esta
reducción del porcentaje de código paralelizado produce un descenso de la
aceleración que es mayor cuando se incrementa el número de núcleos.
Figura 3.21: Estimación teórica de la aceleración que se puede alcanzar en
función del porcentaje de código paralelizado.
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Basándonos en los datos de la figura 3.21 hemos elegido el valor de
la variable scsc=1 para comparar la aceleración del simulador 2D MSB–
EMC paralelizado con los valores teóricos estimados para ese caso. Según
los datos mostrados en la figura 3.21 las simulaciones con el valor de la
variable scsc=1 son las que tienen mejor escalabilidad y mayor aceleración.
Para esta caso la autoconsistencia, entre la ecuación de Schrödinger, la
tabla de dispersión y la solución de la ecuación de Poisson, se realiza en
cada paso temporal. Además esta condición es la más óptima desde el
punto de vista f́ısico de la simulación.














 Ley de Amdahl
 Xeon E5410
 Itanium Montvale
Figura 3.22: Comparación de la aceleración teórica estimada a partir de la
ley de Amdahl y la aceleración real obtenida en dos nodos multiprocesador
diferentes. En concreto hemos empleado un nodo con dos procesadores
Intel Quad–Core Xeon E5410 y el otro nodo con ocho procesadores Intel
Itanium Montvale.
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La figura 3.22 representa la aceleración teórica estimada con la ley de
Amdahl, para la simulación del apartado 3.4.2, y la aceleración real. Es-
tos datos se han obtenido en dos nodos multiprocesador diferentes. Uno
de ellos cuenta con dos procesadores Intel Quad–Core Xeon E5410, y el
otro nodo pertenece al supercomputador Finisterrae del Centro de Su-
percomputación de Galicia (CESGA), con ocho procesadores Intel Ita-
nium Montvale, y ha sido seleccionado para poder extender el estudio a
16 núcleos. Los resultados muestran que la aceleración del simulador 2D
MSB–EMC escala de forma lineal con el número de núcleos utilizados y
que los valores de la aceleración real obtenidos están muy cerca de los
valores estimados de forma teórica. Esta mı́nima desviación de la acele-
ración real obtenida con respecto a los valores teóricos estimados, puede
tener su origen en la sobrecarga computacional de las regiones paralelas y
de las barreras necesarias para mantener la sincronización entre los hilos.
Otra posibilidad es que hayamos sobrestimado ligeramente el porcentaje
de código paralelizado. De cualquier manera, estos resultados muestran
que el simulador 2D MSB–EMC es más paralelizable que el simulador 2D
MV–ECBE–EMC y por lo tanto, su eficiencia en máquinas multi–núcleo
es considerablemente mayor.
En la figura 3.23 podemos observar el impacto que tiene la paraleliza-
ción en el tiempo de ejecución del simulador 2D MSB–EMC en el caso de
la simulación estudiada anteriormente. En esta figura 3.23 se representa
el tiempo de ejecución en función del número de núcleos para diferentes
simulaciones de un estado estacionario de 1ps de duración, con valores
diferentes de la variable scsc. Si consideramos una simulación secuencial
para un valor de scsc=1 cuyo tiempo de ejecución es aproximadamente
8000 segundos es posible reducir el tiempo de ejecución a aproximadamen-
te 1000 segundos cuando usamos 8 núcleos. En caso de que necesitáramos
hacer una simulación de las mismas caracteŕısticas, en un tiempo inferior
a 1000 segundos en una máquina secuencial tendŕıamos que disminuir la
autoconsistencia a valores de scsc superiores a ocho.
Estos resultados ponen de manifiesto las ventajas del paralelismo en
el campo de la simulación a la hora de obtener resultados numéricos de
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Figura 3.23: Comportamiento del tiempo de ejecución en función del
número de núcleos para diferentes simulaciones de un estado estaciona-
rio de 1 ps de duración, con valores diferentes de la variable scsc.
los experimentos que queremos realizar. Además el hecho de que los si-
muladores sean más rápidos permite un ahorro considerable de tiempo a
los desarrolladores de código que implementan nuevos modelos f́ısicos en
el simulador, debido a la disminución del tiempo de ejecución de las si-
mulaciones de prueba. Sin duda la implementación de códigos paralelos
permite obtener un mayor número de resultados en menos tiempo.
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Computación Grid aplicada a la simulación de
nanodispositivos semiconductores
El Grid es una infraestructura reciente con apenas 15 años de vi-
da. Gracias al desarrollo de nuevas tecnoloǵıas y la creación de nuevos
estándares durante los últimos 10 años ha sido posible su implementación
aśı como, la mejora de la funcionalidad y calidad de servicio. Este tipo de
sistema distribuido permite la interconexión a través de Internet de una
gran cantidad de sistemas, permitiendo al usuario el acceso a un conjunto
muy variado de recursos que pueden estar interconectados.
En este caṕıtulo evaluamos las ventajas y posibilidades que ofrece el
Grid para la simulación de nanodispositivos, en concreto en la realización
de estudios estad́ısticos para los que es necesario realizar cientos o miles
de simulaciones. Para ello, inicialmente definimos el concepto de Grid y
analizamos cual ha sido la evolución desde su creación. A continuación
describimos la arquitectura y cuales son las tecnoloǵıas que facilitan su
implementación y uso. Finalmente, presentamos la iniciativa Grid española
y evaluamos las ventajas de usar sus recursos computacionales para la
simulación de nanodispositivos, mediante la ejecución de varias pruebas
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realizadas con el simulador 2D MV–ECBE–EMC.
4.1 Introducción. Definición del entorno Grid
El termino Grid surgió a mediados de los años 90 para denominar,
en esa época, a las infraestructuras de computación distribuida destina-
das a ciencia e ingenieŕıa. En 1998 Ian Foster y Carl Kesselman definen
el Grid como una infraestructura hardware y software que proporciona
acceso a recursos computacionales de forma fiable, compatible, accesible
y barata [FK04]. Según los autores de la definición esta infraestructura
engloba tanto recursos de cálculo computacional, como datos o sensores
conectados entre śı, con el objetivo de proporcionar un acceso universal








Figura 4.1: Esquema de una infraestructura Grid.
Esta definición inclúıa los principales requisitos para crear un Grid.
Era necesaria una infraestructura fiable de modo que los usuarios pudie-
ran asegurarse un determinado nivel de rendimiento de los recursos que
la constitúıan. También deb́ıa ser compatible, de modo que garantizara
una serie de procedimientos estándar para el acceso a los recursos, acce-
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Caṕıtulo 4. Computación Grid aplicada a la simulación de
nanodispositivos semiconductores
sible para que los usuarios pudieran utilizarla desde cualquier lugar sin
necesidad de un sistema o dispositivo espećıfico, y barata para que todo
el mundo tuviera acceso por un precio razonable.
El desarrollo e implementación de este tipo de infraestructuras puso
de manifiesto la necesidad de especificar quienes teńıan acceso a ellas y el
tipo de recurso al que pod́ıan acceder. Por lo tanto, en el año 2000 Ian
Foster y Steve Tuecke [Fos01] refinaron la definición anterior con la inten-
ción de tratar cuestiones relacionadas con la gestión de los recursos. Para
ello introdujeron el concepto de organización virtual, estableciendo que la
computación Grid está relacionada con la resolución de problemas y com-
partición de recursos de un modo coordinado en organizaciones virtuales
dinámicas y multi–institucionales.
Finalmente en el año 2002 Ian Foster aglutinó las dos definiciones
anteriores en una lista de tres puntos que resume en esencia qué es un
sistema Grid [Fos02]. La nueva definición precisa que se trata de un sistema
que cumple las siguientes especificaciones:
1. Tiene recursos coordinados que no están sujetos a un control centra-
lizado. A diferencia de un sistema de gestión local, el Grid integra
y coordina recursos y usuarios que pertenecen a diferentes ámbitos.
Por ejemplo, diferentes unidades administrativas de la misma com-
pañ́ıa que puede que compartan recursos o tengan acceso a recursos
diferentes. Por lo tanto, debe tratar los problemas relacionados con
las poĺıticas de seguridad, acceso, gestión de recursos y cobro del
coste asociado al uso de éstos.
2. Emplea protocolos e interfaces estándar, abiertos y de propósito ge-
neral. Estos sistemas se construyen en base a unos protocolos e in-
terfaces orientados a resolver diferentes cuestiones técnicas como la
autenticación y autorización de usuarios o el reconocimiento y acceso
a los recursos. Por consiguiente, parece lógico pensar que estos sis-
temas se desarrollen en base a unos protocolos e interfaces estándar
que permitan la interconexión de diferentes sistemas.
3. Cuenta con calidades de servicio complejas. El Grid permite que sus
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recursos constituyentes se empleen de modo coordinado y ofrezcan
calidades de servicio relacionadas con diferentes tipos de servicio,
tales como el tiempo de respuesta, rendimiento, disponibilidad o se-
guridad.
A continuación vamos a presentar la evolución de esta infraestructura.
4.2 Evolución histórica del Grid
La idea del Grid surgió en la época del desarrollo de los cluster de
computadores, del rápido crecimiento de Internet y de la creación de los
primeros sistemas de computación voluntaria como Distributed.net [Dis]
o el proyecto SETI@HOME [SET].
El proyecto Distributed.net se creó con la finalidad de romper el algo-
ritmo de encriptación RSA de 56 bits mediante el uso de la computación
voluntaria [Dis].
El proyecto SETI@HOME es un experimento cient́ıfico que emplea
computadores conectados a Internet en busca de inteligencia extraterres-
tre. El éxito de este proyecto se encuentra en que emplea computación
voluntaria, de modo que explota los ciclos de los procesadores de aque-
llos usuarios que desean unirse al proyecto. Para realizar esta tarea, se ha
desarrollado una aplicación denominada BOINC [BOI] que usa el tiempo
de inactividad del computador. Cuando un usuario del proyecto se conecta
a Internet la aplicación solicita a un servidor una tarea que se encuentra
en espera para ser procesada, ésta se ejecuta en el computador del usuario
aprovechando los tiempos de inactividad del computador y devuelve el
resultado una vez que ha sido completada.
Este tipo de proyectos mostraban las ventajas de una infraestructura
de computación distribuida de gran tamaño que fuese compartida. Ésta
se podŕıa construir de modo voluntario o a través de donaciones a cambio
de emplear la infraestructura. Para hacer de esta idea una realidad fue
necesario resolver una serie de cuestiones técnicas y de estandarización.
En este sentido Ian Foster y Karl Kesselman [FKNT02] fueron los pri-
meros en definir y denominar esta infraestructura con el término Grid.
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La creación del GGF (Global Grid Forum), un foro que reuńıa usuarios
y desarrolladores con el objetivo de impulsar el Grid dentro de las comu-
nidades académica y de investigación, junto con el desarrollo de la EGA
(Enterprise Grid Aliance), un consorcio creado con el objetivo de desarro-
llar y promocionar las infraestructuras Grid empresariales, establecieron
los primeros pasos para la creación de estándares. En el 2006 estas dos
organizaciones se unieron para dar lugar al Open Grid Forum (OGF) y
crear de esta forma una única organización para la creación de estándares
válidos tanto para la empresa como para la comunidad cient́ıfica.
La primera versión de una tecnoloǵıa basada en estándares que ofrećıa
un conjunto de servicios que posibilitaban la creación de un Grid, fue la
versión 1 de Globus Toolkit [Too, Fos01, FKNT02] en el año 1998. La evo-
lución de este software, hasta llegar a su versión 5 liberada en julio de 2010,
ha impulsado durante esta última década la implementación de diferen-
tes infraestructuras Grid, tanto en el ámbito académico como empresarial.
Empresas como Avaki, DataSynapse, Entropia, Fujitsu, Hewlett–Packard,
IBM, NEC, Oracle, Platform, Sun y United Devices han desarrollado es-
trategias Grid basándose en esta herramienta. En la comunidad cient́ıfi-
ca proyectos de investigación como NEES (Network for Earthquake En-
gineering and Simulation) [NES], FusionGrid [Fus], ESG (Earth System
Grid) [Gri] o EGEE (Enabling Grids for E–sciencE ) [EGE] también han
empleado Globus Toolkit.
4.3 Arquitectura Grid
Para gestionar este complejo sistema distribuido, que es el Grid, ha
sido necesario desarrollar diferentes tecnoloǵıas que permitan coordinar el
acceso a los recursos. La figura 4.2 muestra un esquema que representa la
arquitectura Grid en cuatro niveles diferentes.
En el nivel de recursos se encontraŕıan todos aquellos recursos que pue-
den formar parte del Grid como supercomputadores, clusters, dispositivos
de almacenamiento, redes o sensores. Generalmente algunos ya cuentan
con gestores locales de recursos como PBS [PBS], Condor [Con] o Grid
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Figura 4.2: Esquema de los diferentes niveles de la arquitectura Grid.
Engine [Eng]. En el nivel de conectividad se encontraŕıan los protocolos
de comunicación y autenticación que permiten la conexión por red a los
recursos de forma segura y sencilla. En el nivel de gestión de recursos se
encuentran los protocolos de publicación, reconocimiento, monitorización
y contabilidad de recursos consumidos. Finalmente, en el nivel de aplica-
ciones se encuentran todas aquellas aplicaciones que se comunican con los
niveles anteriores para hacer uso del Grid. En este nivel podŕıamos situar
por ejemplo los portales Grid como TeraGrid [Ter] o nanoHUB [nan].
4.4 Tecnoloǵıas Grid
Las tecnoloǵıas Grid suministran los mecanismos necesarios para ase-
gurar el buen funcionamiento de la infraestructura. Éstas incluyen solucio-
nes de seguridad que soportan la gestión de credenciales y poĺıticas entre
diferentes instituciones; protocolos y servicios para la gestión de los recur-
sos, que además proveen información sobre la configuración y estado de
éstos; y servicios de localización y transferencia de datos entre los sistemas
de almacenamiento y las aplicaciones.
Las tecnoloǵıas Grid han surgido de la investigación y desarrollo que
ha tenido lugar en esta última década y que todav́ıa continúa hoy. Globus
Toolkit ha sido la primera tecnoloǵıa, considerada como estándar de facto,
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que ha permitido la creación de entornos Grid gracias a la implementación
de protocolos básicos como la autenticación o la transferencia de ficheros.
La creación del Open Grid Services Architecture (OGSA) [FKNT02]
representó una evolución hacia una arquitectura Grid basada en las tec-
noloǵıas de los servicios Web. Un ejemplo de este tipo de tecnoloǵıa es el
proyecto OGSA–DAI [FKNT02, OD] que permite el acceso y gestión me-
diante servicios Web de los recursos de datos (por ejemplo bases de datos
relacionales o ficheros) en la infraestructura Grid.
Actualmente están surgiendo diferentes tecnoloǵıas, como SAGA [SAG]
un estándar de código abierto que describe un interfaz de programación
de alto nivel para la programación de aplicaciones Grid o Rapid [Rap] una
tecnoloǵıa que facilita la construcción de interfaces de usuario integradas
y visualizadas en portales Web, que están orientadas a hacer más fácil y
rentable la utilización por parte del usuario de las infraestructuras Grid.
4.5 Caracteŕısticas de la infraestructura Grid es–
NGI
Como ya hemos mencionado anteriormente en Europa existe el proyec-
to EGI que trata de mejorar y mantener una infraestructura Grid europea
dedicada a la investigación en colaboración con las iniciativas Grid nacio-
nales. En España la iniciativa Grid española (es–NGI) es la encargada de
ofrecer una infraestructura Grid a la comunidad cient́ıfica. La figura 4.3
representa los tres niveles fundamentales en los que se puede dividir esta
infraestructura. En el primer nivel se encuentran las organizaciones vir-
tuales (VOs) que agrupan a áreas comunes de investigación o aplicaciones.
En el siguiente nivel se encuentran los servicios centrales de la es–NGI que
proporcionan los servicios necesarios para que los usuarios puedan usar
los recursos computacionales representados en el tercer nivel. Los princi-
pales servicios que permiten el funcionamiento de la infraestructura son
los siguientes:
• Gestor de recursos. Se trata del servicio responsable del env́ıo de
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trabajos a los centros de recursos.
• Servicio de información. Está formado por una base de datos que
suministra información del estado de los recursos al gestor de recur-
sos.
• Virtual Organisation Membership Service (VOMS). Es responsable
de la autenticación de los usuarios y contiene información acerca de
que usuarios y organizaciones virtuales pertenecen a la es–NGI.
• Almacenamiento. Este servicio se encarga del almacenamiento de los
ficheros y es accesible a todas las organizaciones virtuales.
• Catálogo de ficheros. Con este servicio se conoce cual es la localiza-
ción de los ficheros usando para ello la base de datos que contiene
esa información.
Además de los servicios anteriores la infraestructura es–NGI cuenta
con servicios de monitorización y contabilidad con los cuales es posible
supervisar el estado y uso de los recursos.
VOs
Centros de recursos
Figura 4.3: Descripción de la infraestructrua es–NGI.
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En la tabla 4.1 se muestran los centros que pertenecen a la infraes-
tructura es–NGI y los recursos computacionales que aportaban en el año
2010. En total la iniciativa es–NGI contaba con unos 5000 núcleos de eje-
cución y 500 Terabytes (TB) de espacio de almacenamiento dedicados a
aplicaciones genéricas de grupos de investigación españoles. La previsión
para el año 2011 es que exista un incremento de entorno al 50% de los
recursos disponibles de propósito general.
Centro Institución Núcleos Disco (TB) Aplicación
BIFI UNIZAR 300 2 Propósito general
CESGA1 CESGA 477 144 Propósito general
CETA CIEMAT 54 2 Propósito general
CIEMAT1 CIEMAT 1100 230 Propósito general:
250 núcleos
LHC:850 núcleos
CIN2 CSIC 512 50 Propósito general
ESA–ESAC ESA 24 < 1 Propósito general
GRYCAP UPV 38 1 Propósito general
IAA CSIC 512 2 Propósito general
IFCA1 CSIC 1800 354 Propósito general:
1200 núcleos/150 TB
LHC: 600 núcleos/300 TB
IFIC CSIC 1600 500 Propósito general:
1200 núcleos/200 TB
LHC:320 núcleos/300 TB
IFISC CSIC 512 50 Propósito general
PIC1 IFAE 1350 2000 VOs del LHC
RedIRIS RED.es 6 < 1 Formación de usuarios
UNICAN1 UC 150 < 1 Propósito general
UNIOVI UNIOVI 8 < 1 Propósito general
1 Centros de recursos que soportan la VO eng.vo.ibergrid.eu
Tabla 4.1: Centros de recursos que forman parte de la es–NGI con sus
respectivos recursos computacionales.
La organización eng.vo.ibergrid.eu es una VO perteneciente a la infra-
estructura es–NGI, que agrupa a los usuarios de la infraestructura cuya
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Figura 4.4: Esquema de funcionamiento de la eng.vo.ibergrid.eu.
investigación se orienta a la simulación en el área de ingenieŕıa. De este
modo el servicio VOMS puede autenticar al usuario cuando éste se conecta
a la es–NGI y permitir su acceso a los recursos asignados a esta VO.
Todas las VOs tienen asociado un centro de recursos, en el caso de la
VO eng.vo.ibergrid.eu el centro de recursos es el CESGA, que hace las fun-
ciones de centro de soporte. El CESGA tiene a disposición de los usuarios
de esta VO una interfaz de usuario basada en gLite que permite el env́ıo
y gestión de trabajos. La figura 4.4 representa de forma esquemática su
funcionamiento. Inicialmente el usuario se conecta a la interfaz de usuario
(gLite–UI) del CESGA a través de una conexión ssh, para realizar el env́ıo
de trabajos. Como alternativa, puede instalar una máquina virtual en su
propio equipo que haga las funciones de interfaz de usuario. Desde esta
interfaz puede iniciar su autenticación como usuario del Grid pertenecien-
te a la eng.vo.ibergrid.eu para lo que necesita un certificado digital X.509
de la autoridad certificadora pkIRISGrid [pkI] que le permite acreditarse
en el servidor VOMS. La autenticación del usuario en el servidor VOMS
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crea un certificado temporal denominado proxy que permite el acceso del
usuario a los recursos del Grid. Si este certificado temporal caduca y el
usuario no lo renueva, éste perderá el permiso de acceso a los recursos.
Una vez que el usuario está acreditado el siguiente paso es el env́ıo de
trabajos. Para enviar los trabajos es necesario crear un fichero en formato
JDL [Job] en el que se especifican los ficheros y recursos necesarios para
su ejecución. Después de que el trabajo ha sido enviado, es el gestor de
recursos (WMS) el encargado de encontrar un centro de recursos apropia-
do para su ejecución. El WMS evalúa la carga de los centros disponibles
y env́ıa el trabajo al gestor de trabajos local (CE) con menor carga. Éste
se encarga de su ejecución en un nodo de trabajo (WN) disponible, per-
teneciente a ese centro. Finalmente, los resultados de las ejecuciones se
pueden almacenar en los elementos de almacenamiento (SE) en caso de
que el tamaño de los ficheros de resultados lo requiera.
4.5.1 Herramientas de env́ıo y monitorización de trabajos.
El env́ıo y monitorización de trabajos se realiza como ya hemos men-
cionado en el apartado anterior con el middleware gLite–UI. Se trata de
una interfaz de ĺınea de comandos que nos permite realizar tareas de au-
tenticación, env́ıo y monitorización de trabajos.
Durante el desarrollo de las pruebas de evaluación del Grid, como re-
curso computacional para la simulación de nanodispositivos, hemos com-
probado que para los casos en los que es necesario realizar cientos o miles
de simulaciones, como ocurre en el caso de los estudios estad́ısticos de los
dispositivos, seŕıa conveniente mejorar el entorno de env́ıo y monitoriza-
ción de trabajos. Esto se debe a que es necesario enviar un gran número
de simulaciones y el middleware gLite–UI asigna un identificador único a
cada trabajo enviado, por lo tanto fuerza al usuario a evaluar el estado
de cada una de las simulaciones durante el proceso de monitorización. A
pesar de que el sistema permite enviar un conjunto de simulaciones como
un único trabajo, el proceso de monitorización sigue siendo un problema
cuando el número de simulaciones es elevado.
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Para automatizar el proceso de env́ıo y monitorización hemos creado
una aplicación en el lenguaje de programación Python [Pyt], denominada
SMNanoS, que permite el env́ıo y monitorización de forma automática de
los trabajos. De este modo una vez que éstos han sido enviados, es la apli-
cación la encargada de monitorizar su estado y en caso de que alguno falle,






Figura 4.5: Esquema de los tres niveles fundamentales de la aplicación
SMNanoS.
En el primer nivel se encuentra el env́ıo de trabajos. Cuando un usuario
invoca desde la ĺınea de comandos a la aplicación, ésta le pregunta si
quiere enviar una colección de trabajos o un único trabajo. Una vez que
se ha elegido una opción, el usuario debe indicar el directorio en donde
se encuentran los ficheros JDL (para enviar una colección) o la ruta del
fichero JDL (para enviar un único trabajo). A cada trabajo enviado el
middleware de gLite le asocia un identificador. En este primer nivel, la
aplicación además de enviar el trabajo crea un diccionario que asocia el
identificador con su correspondiente fichero JDL.
En el nivel de monitorización se evalúa el estado del trabajo en perio-
dos fijos de tiempo que pueden cambiar dependiendo del tiempo estimado
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Fin (Fallo) Fin (Correcto)
Reenvío del trabajo
Figura 4.6: Esquema de los posibles estados por los que puede pasar un
trabajo enviado con gLite–UI a la infraestructura es–NGI, indicando los
estados en los que la aplicación SMNanoS puede tomar la decisión de
reenviar el trabajo.
de ejecución. Durante la evaluación de los posibles estados, la aplicación
puede elegir diferentes acciones en función del estado del trabajo. La fi-
gura 4.6 representa los posibles estados de un trabajo enviado y los casos
en los que la aplicación SMNanoS puede tomar la decisión de reenviar
el trabajo. En esta situación se encuentran cuatro estados, el primero de
ellos es cuando el middleware devuelve el estado “esperando” que indica
que en ese momento los recursos computacionales solicitados no están dis-
ponibles. En este caso cuando el tiempo de espera es mayor que la mitad
del tiempo de ejecución estimado, el trabajo se reenv́ıa automáticamen-
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te. El número máximo de reenv́ıos está limitado a cinco en cuyo caso se
notifica al usuario que debe revisar el trabajo. Los estados “cancelado”
o “abortado” son un motivo suficiente para que el reenv́ıo se produzca
automáticamente. Finalmente, otra posible situación en la que el trabajo
puede ser reenviado es cuando el estado es “Fin (Fallo)”. En este caso solo
se reenv́ıa el trabajo si la aplicación no tiene acceso a los ficheros de salida
almacenados en el SE.
Cuando se reenv́ıa un trabajo, por cualquiera de los motivos explicados,
el middleware le asigna un nuevo identificador. Por lo tanto, la aplicación
debe reemplazar el identificador del trabajo cancelado para que se pueda
realizar la monitorización del nuevo env́ıo.
Finalmente en el último nivel de funcionalidad la aplicación SMNa-
noS realiza la gestión de los datos de salida. Descarga los ficheros de las
simulaciones realizadas que se encuentran almacenados en el SE y ofrece
la posibilidad de representar en un gráfico los tiempos de ejecución de las
simulaciones.
4.6 Resultados de la simulación en la es–NGI
Para evaluar las posibles ventajas de las infraestructuras Grid en
la simulación de nanodispositivos hemos realizado diferentes pruebas con
el simulador 2D MV–ECBE–EMC. Los dos principales objetivos de este
estudio fueron reducir los tiempos de ejecución de las simulaciones aprove-
chando el enorme número de recursos de la es–NGI y estudiar el impacto
de la heterogeneidad de este tipo de infraestructuras en los tiempos de
ejecución de los trabajos enviados.
4.6.1 Reducción del tiempo de ejecución para estudios es-
tacionarios de los dispositivos electrónicos
Una posibilidad que nos ofrece el elevado número de recursos compu-
tacionales de la es–NGI es la reducción del tiempo de ejecución de aquellas
simulaciones cuyo estudio se centra en el análisis de los estados estacio-
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narios. La principal caracteŕıstica de los estados estacionarios es que son
independientes del estado inicial cuando el tiempo de convergencia es sufi-
cientemente largo. Este tipo de simulaciones son muy habituales y su fina-
lidad es estudiar el comportamiento del dispositivo para diferentes puntos
de polarización. En este caso, se considera que cada punto de polarización
es un estado estacionario de una duración determinada, durante el cual
se alcanzan los valores de convergencia de las magnitudes de la simula-
ción Monte Carlo que se quieren obtener. Por lo tanto, es posible enviar
cada punto de polarización de la simulación a un nodo diferente de la
es–NGI, reduciendo de esta forma el tiempo de ejecución de la simulación
estacionaria al tiempo de un único punto de polarización.
Para comprobar las ventajas de este método hemos realizado una simu-
Figura 4.7: División de una simulación de 10 ps con cinco estacionarios de
2 ps para su env́ıo a los nodos de la es–NGI.
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lación estacionaria de 10 ps de duración con cinco puntos de polarización
diferentes para la tensión de drenador. Cada punto de polarización es un
estacionario de 2 ps de duración. La figura 4.7 muestra como se divide la
simulación que hemos utilizado como ejemplo en cinco casos, asignando
cada uno de ellos a un nodo computacional. Cada uno de los estacionarios
que se env́ıan a los nodos parten de la solución en equilibrio del dispositivo
VD = 0 V e inmediatamente después de la primera iteración de la simula-
ción Monte Carlo, se cambia VD al valor del estacionario correspondiente.
El dispositivo empleado en esta prueba ha sido un transistor DGSOI
MOSFET de 10 nm de longitud de puerta, 6 nm de espesor de silicio y
10 Å de espesor efectivo de dióxido de silicio. El valor del dopado de las
regiones de fuente y drenador es ND = 9 x 10
19 cm−3 y en el canal es NA =
1015 cm−3. La dos puertas del dispositivo están polarizadas a 1 V mientras
que la tensión de drenador toma los valores indicados en la figura 4.7.
Estacionario Tiempo (s) Nodo Procesador RAM (MB)
1 6159 formiga6 Core2 Duo 2,66 512
2 10293 formiga1 Xeon 1,60 512
3 6447 formiga8 Core2 Duo 2,66 512
4 6560 formiga7 Core2 Duo 2,66 512
5 6189 formiga12 Core2 Duo 2,66 1024
Sin particionar 50655 formiga25 Xeon 1,60 512
Tabla 4.2: Tiempo de ejecución de cada estacionario en los que se ha
dividido la simulación y tiempo de la simulación completa sin particionar
ejecutada en uno de los nodos. Además se incluyen las caracteŕısticas del
nodo en donde se ha ejecutado: nombre del nodo, modelo del procesador
y frecuencia, y tamaño de la memoria principal.
La tabla 4.2 muestra el tiempo de ejecución de cada uno de los cinco
estacionarios en los que se ha dividido la simulación y el tiempo de una
simulación completa de 10 ps, junto con las caracteŕısticas de cada uno de
los nodos en los que se han ejecutado las simulaciones. En los resultados de
esta tabla se observa que el tiempo de ejecución de una simulación, en la
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que se asigna cada estacionario a un nodo del Grid, es del orden de 5 veces
inferior al de una simulación de 10 ps realizada en uno de estos nodos de
cálculo. De este modo el tiempo de ejecución está determinado por el nodo
más lento del conjunto de nodos que han ejecutado los estacionarios en
los que se ha particionado la simulación. Los resultados obtenidos son al
mismo tiempo una evidencia de la heterogeneidad de este tipo de recursos,
ya que en este caso hemos obtenido variaciones en el tiempo de ejecución
de hasta casi un 60% en función de las caracteŕısticas del nodo.
Finalmente en la figura 4.8 comparamos los resultados obtenidos cuan-
do se reparten los estacionarios entre los nodos y cuando se realiza la simu-
lación sin particionar en un único nodo. En la figura 4.8a representamos
la evolución de la corriente de drenador con el tiempo y en la figura 4.8b
se muestra la curva ID frente a VDS . En ambos casos los resultados obte-
nidos son prácticamente idénticos. En la figura 4.8a se puede observar un
poco más de ruido al principio de cada estacionario cuando son repartidos
entre los nodos. Esto es debido a que con este método, el cambio entre la
polarización de la solución inicial VD = 0 V y el punto de polarización
correspondiente al estacionario es más brusco que si alcanzamos el punto
de polarización deseado desde el estacionario anterior.
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 Simulación sin particionar
  Estacionarios ejecutados
en diferentes nodos
(a) Evolución de la corriente de drenador con el tiempo.
(b) Corriente de drenador frente a VDS.
Figura 4.8: Comparación de la evolución de la corriente de drenador con
el tiempo (4.8a) y de ID frente a VDS (4.8b) cuando se reparten los esta-
cionarios entre los nodos y cuando se realiza la simulación sin particionar
en un único nodo.
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4.6.2 Impacto de la heterogeneidad de los recursos en el
tiempo de ejecución del simulador 2D MV–ECBE–
EMC.
En los tiempos de ejecución del apartado anterior se observaban va-
riaciones en el tiempo de ejecución de hasta un 60% dependiendo del
nodo de cálculo que ejecutara el estado estacionario. Para comprobar la
influencia de la heterogeneidad de los recursos disponibles hemos creado
una colección de cinco trabajos, formada por los cinco estacionarios de la
simulación utilizada en la sección anterior, y hemos medido el tiempo de
ejecución en cada uno de los centros de recursos que nos dieron soporte.
(Los centros de soporte han sido destacados con un 1 en la tabla 4.1).
Los resultados obtenidos para cada centro se muestran en las subta-
blas de la tabla 4.3, en donde se indica el tiempo de ejecución de cada
estacionario aśı como, el tipo de procesador y el nombre del nodo que lo
ha ejecutado. La figura 4.9 representa estos resultados en un diagrama de
barras, en el que se comparan los centros de recursos para cada uno de los
estacionarios de la colección. En esta figura se observa, tanto las diferen-
cias que existen entre los tiempos de cálculo de los diferentes centros como
las diferencias dentro de un mismo centro (por ejemplo el estacionario 1
comparado con el resto de estacionarios ejecutados en el PIC) debido a la
existencia de nodos heterogéneos dentro de éste.
En la figura 4.10 se compara el tiempo de ejecución de la colección
enviada a cada uno de los centros de recursos usando un gráfico de barras.
Además, se muestra con una ĺınea la variación porcentual del tiempo de
ejecución con respecto al centro más rápido. Como criterio para estimar
el tiempo de ejecución de la colección hemos considerado que éste es igual
al tiempo del estacionario más lento. Los datos representados muestran
que el PIC es el centro de recursos más rápido y con respecto a este cen-
tro existen variaciones en el tiempo de cálculo de hasta un 55%. A pesar
de que estas variaciones son importantes e inevitables debido a las carac-
teŕısticas de la infraestructura, la es–NGI dispone de un elevado número
de recursos que permite la ejecución simultánea de muchos trabajos, lo que
supone una importante ventaja para el estudio estad́ıstico de los dispositi-
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vos electrónicos. Este tipo de estudios requiere ejecutar cientos o miles de
simulaciones que podŕıan saturar los sistemas de colas de un único centro
de cálculo.


























Figura 4.9: Tiempo de ejecución de cada estacionario que forma parte de
la colección de trabajos enviada a cada centro de recursos.
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Figura 4.10: Representación del tiempo de ejecución de la colección envia-
da a cada uno de los centros de recursos. Hemos considerado como tiempo
de ejecución de la colección el tiempo del estacionario más lento de los
cinco que la componen. Además se representa el porcentaje de variación
en el tiempo de ejecución entre los centros de recursos comparado con el
centro más rápido.
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(a) Tiempo de ejecución de cada estacionario
en el Puerto de Información Cient́ıfica (PIC).
La arquitectura de estos nodos es x86 64 y el
modelo de procesador es Xeon L5420 2,50 GHz
para el estacionario 1 y Xeon L5530 2,40 GHz
para el resto de estacionarios.






(b) Tiempo de ejecución de cada estacio-
nario en el Instituto de F́ısica de Canta-
bria (IFCA). La arquitectura de estos nodos
es x86 64 y el modelo del procesador Xeon
E5345 2,33 GHz.






(c) Tiempo de ejecución de cada estacionario en el
Instituto de F́ısica Corpuscular (IFIC). La arqui-
tectura de estos nodos es x86 64 y el modelo del
procesador Xeon E5420 2,50 GHz.
Tabla 4.3
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(d) Tiempo de ejecución de cada estacionario en el
Centro de Investigaciones Energéticas, Medioambien-
tales y Tecnológicas (CIEMAT). La arquitectura de
estos nodos es i686 y el modelo del procesador AMD
Opteron270 2,00 GHz.






(e) Tiempo de ejecución de cada estacionario en la Univer-
sidad de Cantabria (UNICAN). La arquitectura de estos
nodos es x86 64 y el modelo del procesador PentiumD
3,00 GHz.






(f) Tiempo de ejecución de cada estacionario en
el Centro de Supercomputación de Galicia (CES-
GA). La arquitectura de estos nodos es i686 y el
modelo del procesador Pentium4 3,20 GHz.
Tabla 4.3: Resultados de los tiempos de ejecución de los cinco trabajos
que forman parte de la colección enviada a cada centro de recursos. PIC
(4.3a), IFCA (4.3b), IFIC (4.3c), CIEMAT (4.3d), UNICAN (4.3e), CES-
GA (4.3f).
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Estudio de fuentes de variabilidad en transistores MOSFET
basados en SOI
En los últimos años, el estudio del efecto de la variabilidad estad́ısti-
ca en las caracteŕısticas de los transistores se ha convertido en un tema
de gran importancia [Ase07, CCC+08]. La principal razón reside en que
dichas variaciones tienen un mayor impacto en el funcionamiento de los
circuitos integrados conforme el escalado se acerca a las dimensiones na-
nométricas. Las fuentes de variabilidad son inherentes a los procesos de
fabricación que se emplean actualmente en la tecnoloǵıa CMOS y se pue-
den dividir principalmente en dos categoŕıas: las fuentes aleatorias como
las fluctuaciones debidas a la naturaleza discreta de los dopantes o la rugo-
sidad de la interfaz (line-edge roughness, LER), y las fuentes sistemáticas
como los efectos de tensión mecánica o estrés debidos a los procesos de
fabricación en la creación de silicio tenso para mejorar el rendimiento de
los transistores o las fluctuaciones de la relación largo/ancho de puerta.
En este caṕıtulo estudiaremos dos casos de variabilidad y su efecto
en las caracteŕısticas de los transistores SOI MOSFET, empleando para
ello los simuladores Monte Carlo paralelizados que hemos descrito en los
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caṕıtulos anteriores. En el primer caso analizaremos el impacto de una
fuente de variabilidad sistemática, el desalineamiento entre la puerta su-
perior e inferior de un transistor DGSOI MOSFET con el simulador MV–
ECBE–EMC. En el segundo caso analizaremos el impacto de una fuente
de variabilidad aleatoria con el simulador MSB–EMC, se trata del estudio
del efecto de una LER creada en la interfaz HfO2/SiO2 de un transistor
SOI de una única puerta (SGSOI).
5.1 Simulación del desalineamiento de puerta en
transistores DGSOI MOSFET con el simula-
dor MV–ECBE–EMC
En la actualidad el estado del arte de la investigación de transistores
MOSFET se centra en el estudio de dispositivos con tamaños de puer-
ta del orden de decenas de nanómetros. El ITRS [ITR10] predice que
a partir del año 2020 se fabricarán dispositivos con longitudes de puer-
ta inferiores a 10 nm y, como ya mencionamos anteriormente, la tec-
noloǵıa Bulk MOSFET presenta importantes problemas para el control
de los efectos de canal corto que dificulta de forma notable su uso para
los futuros nodos tecnológicos. En la actualidad se investigan nuevas ar-
quitecturas como los transistores multipuerta o los transistores FinFET,
considerados una alternativa importante para convertirse en los disposi-
tivos estándar de la próxima generación de circuitos integrados. Desde el
punto de vista de la simulación es necesario introducir modelos numéri-
cos que tengan en cuenta los efectos cuánticos debido a la importan-
te influencia de éstos sobre las caracteŕısticas eléctricas de los disposi-
tivos [AI89, Anc90, Dat00, TR01, WR03, GF04, ARA08, QNSM+09].
Dentro de los dispositivos multipuerta, los transistores MOSFET de
doble puerta DG MOSFET son una de las mejores alternativas para sus-
tituir a los transistores MOSFET de tecnoloǵıa Bulk y continuar aśı con
el escalado de los mismos hasta alcanzar tamaños del orden de unos pocos
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nanómetros. La principal caracteŕıstica de estos dispositivos es que ofre-
cen un mejor control electrostático reduciendo los efectos de canal corto y
mejorando la corriente de drenador en saturación. Además, estos disposi-
tivos aprovechan los beneficios de la inversión en volumen [CC03, ITR10].
Sin embargo, uno de los problemas de los DG MOSFET surge del desali-
neamiento de la puerta que puede tomar especial relevancia en el caso de
dispositivos de doble puerta planares o con puertas independientes.
El desalineamiento de las puertas en transistores DG MOSFET ha
sido estudiada por varios autores [WFTS94, AZPC01, SMC03, YC05,
WLV+05, KA08] ya que su impacto se hace mayor con el escalado de
los dispositivos. Principalmente estos estudios muestran resultados expe-
rimentales [YC05, WLV+05] y resultados obtenidos con simuladores que
emplean el método de arrastre–difusión [WFTS94, AZPC01, SMC03]. Am-
bos afirman que para valores de longitud de puerta en el rango de los
50–100 nm es posible asumir un desalineamiento de entre el 20–25% de
la longitud de puerta, sin que se vea afectado su rendimiento seriamente.
Al mismo tiempo se observa un mejor rendimiento del dispositivo con res-
pecto al caso alineado cuando la puerta es desalineada hacia el contacto
de fuente.
Cuando se produce un escalado agresivo de estos dispositivos es necesa-
rio incluir efectos cuánticos en las simulaciones, que nos permitan describir
de un modo adecuado el impacto del desalineamiento de la puerta en dis-
positivos de canal ultra corto y ultra delgados. Por lo tanto, debido a que
en este estudio simulamos un transistor DGSOI MOSFET de 10 nm de
longitud de puerta, entre 5 y 20 veces más pequeño que los publicados en
trabajos previos , hemos empleado el simulador MV–ECBE–EMC (descri-
to en la sección 2.3) ya que incluye efectos cuánticos por medio del modelo
MV–ECBE [SGGR06]. Consideramos que este es el primer estudio en el
que se simula el impacto del desalineamiento de puerta con un simulador
Monte Carlo, de modo que podremos comprobar si los resultados obte-
nidos con otros métodos de simulación para dispositivos más grandes, se
siguen observando en transistores mucho más pequeños y simulados con
un método diferente.
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5.1. Simulación del desalineamiento de puerta en transistores DGSOI
MOSFET con el simulador MV–ECBE–EMC
5.1.1 Descripción del dispositivo simulado. Configuracio-
nes del desalineamiento de puerta
Para realizar este estudio hemos seleccionado un transistor DGSOI
MOSFET con un tamaño de puerta de 10 nm de longitud. Las regiones
de fuente y drenador tienen una longitud de 15 nm y un espesor de 6 nm.
Ambas regiones cuentan con un dopado abrupto de impurezas donadoras
ND = 5x10
19 cm−3. La región de canal, dopada con impurezas acepto-
ras con un concentración de dopantes NA = 10
15 cm−3, es de la misma
longitud que la puerta y tiene el mismo espesor que las regiones de fuen-
te y drenador. Finalmente, la región de óxido de silicio tiene un espesor
igual a 1 nm y la función de trabajo considerada para el contacto metálico
de la puerta es igual a 4,6 eV. La figura 5.1(a) muestra un representación
esquemática de este transistor cuando las puertas se encuentran alineadas.
Para cuantificar el desalineamiento de la puerta hemos definido una
magnitud que indica el porcentaje de puerta que se encuentra desalineado
con respecto a su longitud total (mis). El valor de mis se obtiene de la
expresión, mis = 100×Lm/Lg (%), en donde Lm representa el desplaza-
miento desde la posición en que ambas puertas se encuentran alineadas
(auto–alineamiento) y Lg es el la longitud total de la puerta. En la figura
5.1(c) se representa a modo de ejemplo el desplazamiento Lm. Como crite-
rio para indicar en que sentido se desplaza la puerta se ha establecido que
los valores positivos de mis indican un desplazamiento de la puerta hacia
el drenador, mientras que el desplazamiento hacia la fuente se representa
con valores negativos.
En la figura 5.1 se representan las tres configuraciones posibles de
desalineamiento que han sido objeto de estudio. La figura 5.1(b) representa
el caso en el que se desalinea la puerta superior (TGM) con valores de mis
entre −50% y 50%. En la siguiente configuración, figura 5.1(c), ambas
puertas son desalineadas en direcciones opuestas (BGOD). Para este caso
se desalinea la puerta superior hacia la fuente y la puerta inferior hacia
el drenador, cada una de ellas con valores de mis desde 0% hasta ±50%.
El śımbolo ± indica que la puerta inferior (superior) se desplaza hacia el
drenador (fuente). Finalmente, se representa la última configuración en la
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Figura 5.1: Diferentes configuraciones del dispositivo estudiado de 10 nm
de longitud de canal. (a) Estructura alineada, (b) configuración del des-
alineamiento de la puerta superior (Top Gate Misalignment, TGM), (c)
desalineamiento de ambas puertas en direcciones opuestas (Both Gates in
Opposite Directions, BGOD) y (d) desalineamiento de ambas puertas en
la misma dirección (Both Gates in the Same Direction, BGSD).
figura 5.1(d), en donde ambas puertas se desalinean en la misma dirección
(BGSD) con valores de mis desde −50% hasta 50%.
Para llevar a cabo este estudio hemos realizado dos tipos diferentes
de simulaciones para cada una de las configuraciones (TGM, BGOD y
BGSD). En la primera de ellas, hemos fijado el voltaje de ambas puertas a
1 V mientras que el voltaje de fuente y drenador lo hemos variado desde 0
hasta 1 V. En la segunda simulación, hemos fijado el voltaje de drenador
a 100 mV mientras que el voltaje de ambas puertas se ha ido variando
desde 0 a 1 V en pasos de 50 mV.
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5.1.2 Resultados del desalineamiento de la puerta superior
En el caso de la configuración TGM, figura. 5.1(b), la puerta supe-
rior ha sido desalineada desde −50% hasta 50%. La figura 5.2 muestra la
corriente de drenador frente al voltaje de drenador para cada una de las
posiciones de la puerta superior con VG = 1 V. Los resultados obtenidos
muestran que cuando el desalineamiento es inferior al 20%, con indepen-
dencia de que este se produzca hacia la fuente o el drenador, los valores
de ID son similares a los que se obtienen en el caso alineado. Sin embargo,
para desplazamientos de la puerta hacia el drenador mayores del 20%,
los valores de ID disminuyen notablemente con respecto al caso alineado,
con cáıdas superiores al 5% del valor del caso alineado, para VD = 1 V.
Por otro lado es interesante destacar que cuando el desalineamiento es del
10% en la dirección de la fuente se encuentra un máximo en la corriente
de drenador, observándose un mejor rendimiento del dispositivo para esta
configuración.
Figura 5.2: ID frente VD para los diferentes valores de desalineamiento de
la puerta superior, con un valor del voltaje de puerta igual a 1 V.
148 Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
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Figura 5.3: Perfil de la concentración de electrones en la posición
X = 17 nm para cada una de las posiciones de puerta de la configura-
ción TGM cuando VD = VG = 1 V.
Estos resultados parecen coincidir con los obtenidos en otros traba-
jos [WFTS94, AZPC01, SMC03, YC05, KA08] en los que también se mues-
tra un incremento de la corriente de drenador cuando la puerta superior
se desplaza hacia la fuente. Este incremento puede estar causado por la
reducción de la resistencia serie de la fuente debido a la acumulación de
carga producida en esta zona [AZPC01].
La figura 5.3 representa el perfil de la concentración de electrones en
la fuente virtual (X = 17 nm) a lo largo de la dirección de confinamiento
para diferentes posiciones de puerta de la configuración TGM. En general,
se observa un incremento de la concentración de electrones en la región
del canal próxima a la puerta desalineada, cuando ésta se desplaza hacia
el contacto de fuente (−50% y −10%). Sin embargo, cuando la puerta
superior se desplaza hacia el contacto de drenador se observa una dismi-
nución de la concentración de electrones en la región próxima a la puerta
inferior, lo que explica la reducción de la corriente comentada previamen-
te en la figura 5.2. Este comportamiento se debe a la pérdida del control
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electrostático del canal cuando la puerta se desplaza hacia el drenador
aśı como, al incremento de la altura de la barrera de potencial como se
aprecia en la figura 5.4. Esta figura representa la banda de conducción de
Figura 5.4: Banda de conducción de fuente a drenador a 2,2 nm de la
posición de la puerta superior en la dirección Y para la configuración
TGM cuando VD = VG = 1 V.
la región de fuente a drenador para la posición Y = 2,2 nm, cuando el
desalineamiento de la puerta es máxima hacia la fuente (−50%) y hacia el
drenador (50%). Además, también se muestran las bandas de conducción
del caso alineado y del caso con desalineamiento −10%. Para este último,
en el que el valor de la corriente de drenador es máximo, se puede ver
una disminución del máximo de la banda en el canal, lo que implica una
disminución de la barrera de potencial, en contraposición a lo que ocurre
en los casos ĺımite −50% y 50%.
La figura 5.5 muestra los resultados de la simulación cuando variamos
el voltaje de puerta VG entre 0 y 1 V en pasos de 50 mV, cuando el valor
de la tensión de drenador permanece constante a 100 mV. En concreto,
la figura 5.5(a) muestra las curvas ID–VG para los diferentes casos de
desalineamiento de la configuración TGM, en donde se observa un aumento
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de las desviación de la corriente de drenador con respecto al caso alineado
cuando aumenta el desalineamiento y la tensión de puerta. Para analizar
con más detalle cómo y cuánto se desv́ıa la corriente de drenador con
respecto al caso alineado en función del desalineamiento y para valores
de VG altos hemos dibujado la figura 5.5(b). Esta figura muestra que
la desviación de la corriente de drenador con respecto al caso alineado
aumenta con el desalineamiento de puerta. Por lo tanto, si establecemos un
valor de referencia o tolerable de la desviación de la corriente de drenador
con respecto al caso alineado del 7%, podemos observar que existe una
ventana de tolerancia que nos indica los valores de desalineamiento para
los cuales la desviación de la corriente de dranador es inferior a este valor
de referencia, observándose que esta referencia se supera cuando los valores
de desalineamiento de la puerta son mayores que el 30% y menores que el
−20%.
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5.1. Simulación del desalineamiento de puerta en transistores DGSOI
MOSFET con el simulador MV–ECBE–EMC
Figura 5.5: (a) Curvas ID–VG para la configuración TGM. (b) Comporta-
miento de la desviación relativa de la corriente de drenador con respecto
al valor obtenido cuando la puerta se encuentra alineada para diferentes
valores del voltaje aplicado en las puertas. En todos los casos VD se ha
mantenido a un valor constante de 100 mV.
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5.1.3 Resultados del desalineamiento de ambas puertas en
direcciones opuestas
En este caso hemos realizado un estudio similar al anterior pero mo-
viendo ambas puertas en direcciones opuestas. La puerta superior ha sido
desplazada hacia la fuente y la inferior hacia el drenador como se muestra
en la figura 5.1(c).
En la figura 5.6 se muestran las curvas de la corriente de drenador
frente al voltaje aplicado en drenador para los diferentes valores de desa-
lineamiento de la puerta, cuando VG = 1 V. Como se puede observar en
esta figura la corriente de drenador siempre disminuye cuando ambas puer-
tas se encuentran desalineadas. Un desalineamiento igual a ±20% causa
una desviación de la corriente de aproximadamente igual al 2% del valor
obtenido cuando las puertas están alineadas. Cuando el desalineamiento
es mayor que ±30% el valor de la desviación de la corriente es mayor del
5%.
Figura 5.6: ID frente VD para los diferentes valores de desalineamiento
simulados de la configuración BGOD, cuando el voltaje de puerta ha sido
fijado a un valor constante igual a 1 V.
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5.1. Simulación del desalineamiento de puerta en transistores DGSOI
MOSFET con el simulador MV–ECBE–EMC
Para observar el impacto del desalineamiento de puerta sobre la banda
de conducción hemos representado, en la figura 5.7, el perfil de la banda
para cuatro valores diferentes de desalineamiento cuando VD = VG = 1 V.
En esta figura se aprecia que los valores más pequeños de la barrera de
enerǵıa se obtienen para el caso alineado, lo que justifica la disminución de
la corriente, observada en la figura 5.6, cuando la puerta está desalineada.
















± 60% (Y=2.20 nm)
± 60% (Y=3.80 nm)
± 30% (Y=2.20 nm)
± 30% (Y=3.80 nm)
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Figura 5.7: Bandas de conducción de fuente a drenador en las posiciones
Y = 2,2 nm y 3,8 nm para la configuración BGOD cuando VD = VG = 1
V.
En la figura 5.8 podemos ver el efecto que causa la puerta desalineada
sobre la concentración de electrones, en la posición en la que se encuentra
el máximo de la barrera de potencial (X = 17 nm) representada en la figu-
ra 5.7 cuando VD = VG = 1 V. La concentración de electrones en este caso
tiene un comportamiento similar al observado en el caso TGM. Cuando la
puerta superior se desplaza hacia el contacto de fuente se produce un in-
cremento en la concentración de electrones en la parte superior del canal.
Sin embargo, la puerta inferior se desplaza en la misma proporción hacia
el drenador, causando una disminución de la concentración de electrones
en la parte inferior del canal. Por lo tanto, el control electrostático que
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ejercen la puertas sobre el canal es menor debido al desalineamiento de la
puerta inferior.
Figura 5.8: Concentración de electrones en el canal en la posición X = 17
nm para cada una de las configuraciones del caso BGOD cuando VD =
VG = 1 V.
Los efectos sobre la corriente de drenador, de las diferentes configu-
raciones de las puerta en el caso BGOD, en función del valor del voltaje
de puerta y para un valor constante de VD = 100 mV se muestran en la
figura 5.9 (a). En esta figura se observa en la región sub–umbral, un incre-
mento de la corriente de drenador que degrada la relación Ion/Ioff , y que
se debe principalmente a la dispersión de la carga a lo largo del silicio del
canal y a la disminución del mecanismo de dispersión por rugosidad super-
ficial en la parte inferior de la puerta cerca de la fuente virtual. Además,
se aprecia como para valores altos de carga en inversión, el impacto del
desalineamiento de la puerta es más importante en este caso que para el
TGM. Como consecuencia, cuando las puertas están desalineadas más de
un 20% se observa una degradación cŕıtica de las caracteŕısticas de salida,
como se muestra en la figura 5.9 (b), en la que se representa la desviación
relativa de la corriente de drenador, para diferentes desalineaciones de la
configuración BGOD, con respecto al caso alineado.
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5.1. Simulación del desalineamiento de puerta en transistores DGSOI
MOSFET con el simulador MV–ECBE–EMC
Figura 5.9: (a) Curvas ID–VG para cada una de las configuraciones del ca-
so BGOD. (b) Comportamiento de la desviación relativa de la corriente de
drenador, para diferentes desalineaciones de la configuración BGOD, con
respecto al caso alineado. Este estudio se ha hecho para diferentes poten-
ciales de puerta, manteniendo un valor de VD constante igual a 100 mV.
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5.1.4 Resultados del desalineamiento de ambas puertas en
la misma dirección
Como ya se ha comentado en las secciones anteriores, se aprecia una
disminución del rendimiento del dispositivo cuando una de las puertas se
desplaza hacia el drenador. En esta sección vamos a analizar el comporta-
miento del transistor desalineado cuando ambas puertas se desplazan en
la misma dirección.
La figura 5.10 muestra las curvas ID–VD en cada una de las configura-
ciones del dispositivo desalineado para el caso BGSD cuando VG = 1 V.
En este caso, la corriente de drenador disminuye rápidamente cuando am-
bas puertas se desplazan hacia el drenador. Cuando el desalineamiento es
superior al 10%, la disminución de corriente es mayor del 5% con respec-
to a la corriente de drenador obtenida cuando las puertas están alineadas.
Sin embargo, si ambas puertas están desalineadas hacia la fuente menos
del 40%, la corriente es mayor que la obtenida para el caso alineado.
La concentración de electrones en la misma posición que en las seccio-
Figura 5.10: ID frente VD para cada una de las posiciones de puerta del
dispositivo desalineado para la configuración BGSD cuando VG = 1 V.
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5.1. Simulación del desalineamiento de puerta en transistores DGSOI
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nes previas, X =17 nm, y para el mismo punto de polarización, VD =VG = 1 V,
se muestra en la figura 5.11 para el caso alineado y cuatro configuraciones
diferentes del caso BGSD. La figura muestra que el desalineamiento de
ambas puertas produce una distribución uniforme de la concentración de
electrones a lo largo del canal. La concentración es mayor cuando ambas
puertas están desalineadas hacia el contacto de fuente y decrece rápi-
damente cuando ambas puertas están desalineadas hacia el contacto de
drenador. Esta reducción incrementa la resistencia serie de la fuente cau-
sando una rápida cáıda de la corriente de drenador, como se aprecia en al
figura 5.10.






















Figura 5.11: Concentración de electrones en el canal en la posición
X = 17 nm para el caso alineado y para cuatro posiciones diferentes de
desalineamiento de la puerta de la configuración BGSD, cuando VD = VG
= 1 V.
Finalmente, representamos el comportamiento de la corriente de drena-
dor frente al voltaje de puerta para cada una de las posiciones de la puerta
de la configuración BGSD cuando VD = 100 mV en la figura 5.12(a). Es-
ta figura muestra que la corriente de drenador disminuye con respecto al
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valor obtenido en el caso alineado cuando el desalineamiento es mayor
del 10%, con independencia de que las puertas estén desalineadas hacia
la fuente o el drenador, exceptuando el caso en el que las puertas están
desalineadas un 20% hacia el drenador.
En la figura 5.12(b) se muestra la desviación relativa de la corriente
de drenador con respecto al caso alineado para la configuración BGSD,
cuando VD = 100 mV. En esta figura se observa un ligero estrechamiento
de la venta de tolerancia con respecto a las configuraciones anteriores, de
modo que ahora las desviaciones relativas de corriente inferiores al 7% se
encuentran en el rango de desalineamiento de puerta [−15%,18%].
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5.1. Simulación del desalineamiento de puerta en transistores DGSOI
MOSFET con el simulador MV–ECBE–EMC
Figura 5.12: (a) Curvas ID–VG para cada una de las posiciones de puerta
de la configuración BGSD. (b) Comportamiento de la desviación relativa
de la corriente de drenador con respecto a la corriente obtenida cuando
las puertas están alineadas para el caso BGSD. En todos los casos VD se
ha mantenido constante a 100 mV.
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5.2 Estudio de la variabilidad de una interfaz ru-
gosa HfO2/SiO2 en el dieléctrico de un tran-
sistor SGSOI con el simulador MSB–EMC
Una de las principales fuentes de variabilidad de los transistores MOS-
FET, conforme se escalan los dispositivos, es la fluctuación del espesor de
la capa de óxido (OTF) [ABD+03, MRA10]. Hasta hace unos años el SiO2
era el material comúnmente empleado como dieléctrico, pero su reemplazo
por nuevos materiales puede ser el origen de una nueva fuente de varia-
bilidad en los MOSFETs. Por ejemplo, durante el proceso de deposición
en sustratos de silicio del HfO2 como dieléctrico de puerta del transistor
MOSFET, cuando se emplea Hf(NO3)4 en este proceso, se crea inevita-
blemente una interfaz irregular de SiO2 de espesor variable, que puede
influir de forma significativa en las caracteŕısticas de funcionamiento del
dispositivo [ZDZ+06]. El origen de esta lámina de SiO2 se atribuye a dife-
rentes oŕıgenes, como por ejemplo a la oxidación después de la deposición
cuando se expone a la atmósfera, a la oxidación de la superficie del sus-
trato durante el tiempo de calentamiento en el reactor, a la oxidación del
silicio debido a los productos empleados en la reacción de deposición o a
la oxidación del silicio debido al Hf(NO3)4.
En esta sección analizaremos el impacto de las fluctaciones locales del
espesor de óxido debidas a la existencia de una interfaz rugosa aleatoria
HfO2/SiO2, mediante la simulación de 100 dispositivos diferentes con el
simulador MSB–EMC.
5.2.1 Descripción de los dispositivos simulados
El dispositivo base empleado en este estudio ha sido un transistor
SGSOI MOSFET, de 32 nm de longitud de puerta como el representado
en la figura 5.13. La longitud de las regiones de fuente y drenador es de 60
nm y ambas han sido dopadas de forma uniforme con ND = 5 x 10
19cm3.
El ancho de la longitud de canal es de 6 nm y se encuentra ligeramente
dopado (ND = 10
15cm3). El dieléctrico de puerta lo forman dos óxidos. El
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superior, por debajo del metal de puerta, está formado por HfO2 de 4,12
nm de espesor y la capa inferior a esta es de SiO2 con 0,7 nm de espesor.
El conjunto de ambos tiene un espesor de oxido equivalente (EOT) de 1,4
nm.
Figura 5.13: Representación de la estructura del SGSOI MOSFET. Los
transistores simulados pueden variar su interfaz HfO2/SiO2 de forma alea-
toria con una penetración máxima de 3,5 Å.
Para estudiar el efecto de la interfaz rugosa entre el HfO2 y el SiO2
hemos simulado diferentes dispositivos introduciendo una rugosidad alea-
toria. El modelo de rugosidad lo hemos obtenido a partir de una LER,
similar a las empleadas para modelar la rugosidad de la interfaz SiO2/Si
del canal [GFW+85, AKB03b], como la que se muestra en la figura 5.14.
En esta figura se representa una función H(x) de unidades aleatorias que
toma diferentes valores para cada uno de los 32 nodos que forman la malla
longitudinal del dispositivo en la interfaz HfO2/SiO2. La interfaz rugosa
que hemos considerado permite variaciones puntuales en el espesor de cada
uno de los óxidos de hasta ±3,5 Å, estas variaciones se calculan en función
de la altura de H(x) en donde los valores positivos determinan que el SiO2
está penetrando en el HfO2 y los valores negativos que el HfO2 penetra en
el SiO2.
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Figura 5.14: Ejemplo de la generación estad́ıstica de la interfaz de óxido.
5.2.2 Discusión de los resultados
Para comparar los efectos de la interfaz rugosa del dieléctrico hemos
simulado 100 dispositivos con el mismo diseño pero cada uno con diferentes
rugosidades. Además, hemos incluido 3 dispositivos en los que la interfaz
no tiene rugosidad. En el primero de estos, que hemos denominado caso
uniforme, se corresponde con el dispositivo de partida, con una capa de
HfO2 de 4,12 nm de espesor y otra de SiO2 de 0,7 nm de espesor. Los dos
casos restantes se corresponden con lo que hemos denominado casos ĺımite,
en donde todo el SiO2 penetra 3.5 Å en el HfO2 y el caso opuesto en donde
se produce la misma penetración del HfO2 en el SiO2. Por lo tanto, para
estos dos casos extremos los dispositivos simulados tienen respectivamente
un espesor de HfO2 de 3,77 nm y 4,47 nm, y de SiO2 de 1,05 nm y 0,35
nm.
De las simulaciones realizadas se observa que la rugosidad en la interfaz
de los óxidos que forman el dieléctrico puede causar una variación impor-
tante de la corriente de saturación, como se aprecia en la figura 5.15 que
representa las curvas ID–VD para cada uno de los dispositivos simulados
y sus casos ĺımite.
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Figura 5.15: Representación de las curvas ID–VD de los 100 dispositivos
simulados cuando VG = 1 V. Para su comparación se han representado
los casos ĺımite y el caso uniforme, para los que no existe rugosidad en la
interfaz.
El histograma de la corriente de saturación de los dispositivos con
rugosidad en la interfaz HfO2/SiO2 obtenida para VD = 0,9 V con VG
= 1 V se representa en la figura 5.16. Además, en esta figura también se
muestran los valores obtenidos en los casos extremos y uniforme aśı como,
el valor medio de la distribución. De los datos representados se ha obtenido
que el valor medio de la corriente de saturación es 1166 A/m y un valor
de la desviación estándar ligeramente superior al 2%. En este caso la
diferencia relativa entre el valor medio ID y el valor obtenido para el
dispositivo con interfaz uniforme es del 1,2%. En la tabla 5.1 se comparan
los valores de ID para el caso uniforme con los valores medios y desviación
estándar de ID de los dispositivos con rugosidad en la interfaz cuando
VD es igual 0,5 y 0,9 V. Tanto para valores bajos de VD (0,5 V) como
para valores altos (0,9 V) los valores de la desviación estándar superan
ligeramente el 2%. Sin embargo, la diferencia relativa entre el valor medio
de ID y el valor de corriente obtenido con el dispositivo de interfaz uniforme
se hace mayor para valores bajos de VD, pasando del 1,2% cuando VD =
0,9 V al 2% cuando VD = 0,5 V.
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Figura 5.16: Distribución de la corriente de saturación obtenida para VD
= 0,9 V con VG = 1 V.
ID uniforme (A/m) Media ID (A/m) σ(ID) (%)
VD=0,5V 811,3 794,7 2,13
VD=0,9V 1180 1166 2,24
Tabla 5.1: Comparación de los valores de ID para el caso uniforme con
los valores medios y desviación estándar de ID de los dispositivos con
rugosidad en la interfaz cuando VD es igual a 0,5 y 0,9 V, con VG = 1 V.
La figura 5.17 muestra el efecto de la variabilidad en las curvas ID–
VG cuando VD = 1 V. En esta figura, también se observa una variación
significativa de la corriente de drenador con respecto al caso uniforme.
En la figura 5.18 se representa el histograma de la corriente de drena-
dor de los dispositivos con rugosidad en la interfaz para VG = 0,9 V con
VD = 1 V. De los datos representados se ha obtenido que el valor medio de
la corriente de drenador es 970,5 A/m y el valor de la desviación estándar
de casi un 3%. En este caso la diferencia relativa entre el valor medio ID
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Figura 5.17: Representación de las curvas ID–VG para los 100 dispositivos
simulados cuando VD = 1 V. Para su comparación se han representado
los casos ĺımite y el caso uniforme, para los que no existe rugosidad en la
interfaz.
Figura 5.18: Distribución de la corriente de drenador obtenida para VG =
0,9 V con VD = 1 V.
166 Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
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y el valor obtenido para el dispositivo con interfaz uniforme es mı́nima
(0,21%). En la tabla 5.2 se comparan los valores de ID para el caso unifor-
me con los valores medios y desviación estándar de ID de los dispositivos
con rugosidad en la interfaz cuando VG es igual a 0,5 y 0,9 V. En este
caso se observa mayor dispersión de la corriente en la región sub–umbral,
ya que cuando VG = 0,5 V el valor de la desviación estándar (4,21%) es
mayor que el obtenido cuando VG = 0,9 V (2,87%). Sin embargo, la dife-
rencia relativa entre el valor medio de ID y el valor de corriente obtenido
con el dispositivo de interfaz uniforme es prácticamente despreciable en
ambos casos e inferior al 1%.
ID uniforme (A/m) Media ID (A/m) σ(ID) (%)
VG = 0,5V 183,5 183,9 4,21
VG = 0,9V 968,4 970,5 2,87
Tabla 5.2: Comparación de los valores de ID para el caso uniforme con
los valores medios y desviación estándar de ID de los dispositivos con
rugosidad en la interfaz cuando VG es igual a 0,5 y 0,9 V, con VD = 1 V.
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La simulación de semiconductores es una herramienta básica en el di-
seño de nuevos transistores. Gracias a la simulación, el investigador puede
estudiar nuevos dispositivos, con diferentes caracteŕısticas de diseño y nue-
vos materiales. Sin embargo, el escalado de los transistores provoca que
los modelos que es necesario emplear sean más complejos, aumentando el
tiempo de cálculo de las simulaciones. Además, la reducción del tamaño
también incrementa el efecto de las fluctuaciones, provocando una mayor
variabilidad de los parámetros de funcionamiento de los dispositivos y al
mismo tiempo, incrementando el número de simulaciones necesarias para
que estos efectos puedan ser estudiados.
En este contexto, la simulación de semiconductores se enfrenta a dos
retos computacionales: reducir el tiempo de cálculo de los simuladores
sin que eso suponga reducir la complejidad de los modelos empleados y
aumentar el número de recursos disponibles para atender las necesidades
de los estudios de fluctuaciones. En este trabajo se han estudiado dos
soluciones a estos retos, aplicándolas de modo concreto a la simulación 2D
Monte Carlo de transistores MOSFET. Para reducir el tiempo de cálculo
hemos propuesto la paralelización de los simuladores y para incrementar
los recursos hemos evaluado el uso de infraestructuras Grid.
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A continuación se detallan las aportaciones y conclusiones principales
de cada una de estas soluciones:
Programación paralela aplicada a la simulación de dispositivos
semiconductores
Durante los últimos 5 años hemos visto un fuerte desarrollo de las
arquitecturas multi–núcleo, hasta el punto que el 90% de los supercompu-
tadores de la lista TOP500 dispone en la actualidad de este tipo de arqui-
tecturas. Una ventaja adicional de este tipo de procesadores es que hoy
en d́ıa se encuentran en los ordenadores de escritorio. Esto nos permi-
te explotar el paralelismo durante la etapa de implementación de nuevos
modelos. En nuestro caso, hemos intentado aprovechar las posibilidades
de paralelismo que ofrecen estos recursos, paralelizando dos simuladores
diferentes, eligiendo para ello el estándar para máquinas de memoria com-
partida OpenMP.
El primero de ellos, con un menor coste computacional, es el simula-
dor MV–ECBE–EMC. Durante el proceso de paralelización de este código
hemos comprobado que a pesar de haber elegido el estándar OpenMP por
su teórica sencillez para desarrollar códigos paralelos, la paralelización del
simulador ha sido una tarea compleja ya que inicialmente el código no
fue desarrollado para ser paralelo. Un vez paralelizado, el simulador MV–
ECBE–MC paralelo nos ha permitido reducir el tiempo de cálculo por un
factor 1,81 empleando un máximo de cuatro núcleos. Para más de cuatro
núcleos se alcanza el ĺımite de escalabilidad debido a que no todo el código
del simulador es paralelizable y el porcentaje de código secuencial es dema-
siado elevado. Por lo tanto, las pruebas realizadas resaltan la importancia
que tiene el perfilado del código. Éste nos da información de la estructura
del simulador y de que subrutinas consumen más tiempo de cálculo.
El segundo simulador paralelizado es el MSB–EMC, con un mayor
coste computacional que el MV–ECBE–EMC pero con más porcentaje
de código paralelo. El tiempo de simulación de la versión paralela del
MSB–EMC se ha reducido por un factor 7.4 cuando usamos 8 núcleos y
hasta por un factor 10 cuando usamos 16 núcleos. Estas reducciones en el
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tiempo de ejecución son un ejemplo de las ventajas de la paralelización en
la simulación Monte Carlo de transistores, ya que permite aprovechar la
capacidad de paralelismo de los procesadores multi–núcleo actuales.
Computación Grid aplicada a la simulación de nanodispositivos
semiconductores
Las tecnoloǵıas Grid han ido evolucionando durante los últimos 15
años y gracias a ello, han surgido nuevas infraestructuras Grid nacionales,
como la es–NGI, e internacionales, como EGI o TeraGrid. En este estudio
hemos utilizado la es–NGI como infraestructura de pruebas, ya que sus
5000 núcleos de ejecución y 500 TB en 2010, la convert́ıan en una infraes-
tructura muy interesante para realizar estudios estad́ısticos de dispositivos
semiconductores. Sin embargo, a pesar de la potencia de cálculo que en-
contramos en estos recursos, creemos que el middleware de Grid podŕıa ser
mejorable, para facilitar y extender el uso de estos recursos a la comuni-
dad cient́ıfica. Para realizar nuestras pruebas hemos usado el middleware
de gLite. Además, hemos desarrollado un sistema de env́ıo y monitoriza-
ción basado en este middleware para gestionar automáticamente aquellos
trabajos que sufŕıan algún fallo durante su env́ıo o ejecución.
Uno de los principales problemas del Grid es la heterogeneidad de los
recursos. En el caso de la es–NGI nuestros trabajos pod́ıan ejecutarse en
potentes procesadores Xeon de última generación o en antiguos PentiumD.
Las pruebas realizadas confirmaron que esta heterogeneidad de recursos
afectaba a los tiempos de cálculo, encontrando diferencias de hasta un 55%
en los tiempos de ejecución obtenidos en los recursos a los que teńıamos
acceso. A pesar de estas diferencias creemos que este tipo de infraestructu-
ras son muy interesantes para realizar estudios estad́ısticos de dispositivos
semiconductores. Además, disponemos de un gran número de procesado-
res multi–núcleo con los que podŕıamos reducir el tiempo de cálculo de
las simulaciones, cuando el número de trabajos fuese inferior al número
de núcleos disponibles. Finalmente, creemos que debeŕıamos destacar la
importancia de desarrollar poĺıticas de gestión y uso de estos recursos,
aśı como de potenciar el desarrollo tecnológico basado en la creación de
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nuevos servicios que permitan explotar sus posibilidades, debido a su po-
tencial para muchas áreas de investigación que requieren de la simulación
y el procesado de datos.
Para completar este trabajo, hemos estudiado algunas fuentes de va-
riabilidad que afectan a las caracteŕısticas de funcionamiento de los tran-
sistores SOI MOSFET. En concreto, se ha tenido en cuenta el efecto del
desalineamiento de puerta en transistores DGSOI MOSFET y el impacto
de la variabilidad en el espesor de óxido, debida a una interfaz rugosa de
HfO2/SiO2 en el dieléctrico de un transistor SGSOI. En ambos estudios
hemos utilizado los simuladores paralelizados previamente, el simulador
MV–ECBE–EMC para estudiar el efecto del desalineamiento de puerta
y el MSB–EMC para estudiar el impacto de la variabilidad en el espe-
sor de óxido. A continuación se presentan las aportaciones y conclusiones
principales a las que hemos llegado:
Simulación del desalineamiento de puerta en transistores DGSOI
MOSFET con el simulador MV–ECBE–EMC
Para este estudio hemos considerado un dispositivo SOI de doble puer-
ta por ser uno de los candidatos para reemplazar los transistores MOSFET
basados en la tecnoloǵıa tradicional. El DGSOI estudiado tiene 10 nm de
longitud de puerta y las simulaciones del desalineamiento las hemos reali-
zado con el simulador MV–ECBE–EMC.
Para analizar el efecto del desalineamiento de las puertas hemos si-
mulado tres configuraciones diferentes: TGM, cuando la puerta superior
está desalineada, BGOD, cuando ambas puertas están desalineadas en di-
recciones opuestas y BGSD, cuando ambas puertas están desalineadas en
la misma dirección. Los resultados obtenidos para diferentes configuracio-
nes de desalineamiento de las puertas muestran, de forma general para
todas las configuraciones, desviaciones de la corriente de drenador con
respecto al caso alineado inferiores al 7% para desalineaciones inferiores
al 20% de la longitud de puerta. Estos resultados coinciden con los ob-
tenidos en estudios anteriores para transistores con longitudes de puerta
superiores. Además, los datos obtenidos en este estudio muestran mejores
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resultados cuando el dispositivo está desalineado hacia la fuente menos
de un 20%, mejorando en algunos casos los resultados obtenidos en la
región de saturación para el dispositivo alineado. Este comportamiento se
debe al incremento de la concentración de electrones en la región del canal
próxima a la fuente que hace que disminuya su resistencia serie.
Para la configuración BGSD también se observa que el rendimiento es
mejor cuando las puertas se encuentran desalineadas hacia la fuente que
cuando lo están hacia el drenador. Esto se debe a que al desalinear las
puertas hacia el drenador el control sobre el canal es peor. Esta configura-
ción tiene especial relevancia para dispositivos fabricados con técnicas de
auto–alineamiento habitualmente empleadas en la fabricación de transis-
tores FinFET.
En general y a la vista de los resultados obtenidos con el simulador
MV–ECBE–EMC se observa que los efectos de desalineamiento, mostrados
en estudios previos experimentales y de simulación, se producen también
en el DGSOI de 10 nm que hemos estudiado cuya longitud de puerta
es entre 5 y 20 veces menor que el de los transistores de los trabajos
anteriormente mencionados.
Estudio de la variabilidad de una interfaz rugosa HfO2/SiO2 en el
dieléctrico de un transistor SGSOI con el simulador MSB–EMC
En este estudio hemos analizado el impacto de las fluctuaciones loca-
les del espesor de óxido, debidas a la existencia de una interfaz rugosa
aleatoria de HfO2/SiO2. Para ello, hemos simulado 100 dispositivos SG-
SOI con diferentes interfaces rugosas HfO2/SiO2 generadas aleatoriamen-
te, utilizando el simulador paralelo MSB–EMC. Los resultados obtenidos
muestran que la presencia de una interfaz rugosa aleatoria en el óxido
puede afectar a las caracteŕısticas de funcionamiento de los transistores.
En concreto sobre la muestra de cien dispositivos simulados, hemos encon-
trado valores de la desviación estándar de la distribución de la corriente
de saturación de entre un 2 y 4%, en función del punto de polarización
del transistor. Los datos de este estudio son un ejemplo de la importan-
cia que tiene el análisis de nuevas fuentes de fluctuaciones, que surgen
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al emplear nuevos materiales y técnicas de fabricación, y que de forma
combinada pueden tener un impacto significativo en la variabilidad de los
dispositivos.
Trabajo futuro
Durante la realización de este trabajo se ha seguido una ĺınea de inves-
tigación orientada hacia el aprovechamiento de arquitecturas paralelas y
Grid en la simulación Monte Carlo de transistores SOI MOSFET. Como
consecuencia, han surgido nuevas ĺıneas abiertas para un trabajo futu-
ro, especialmente en lo que se refiere a la aplicación de la computación
paralela y las tecnoloǵıas Grid y Cloud a la simulación de dispositivos
semiconductores, aśı como la posibilidad de transferir este conocimiento a
otras áreas cient́ıficas.
Con respecto a los simuladores 2D Monte Carlo paralelizados, el si-
mulador MSB–EMC podŕıa extenderse a una versión 3D resolviendo la
ecuación de Schrödinger en dos dimensiones en el plano perpendicular al
transporte de electrones, actualmente se hace una solución 1D de la ecua-
ción en este plano. Esta extensión facilitaŕıa la simulación de transistores
3D, como los Nanohilos o FinFETs. Durante el desarrollo de este simula-
dor se continuará con la paralelización y optimizado de los nuevos modelos
que se incorporen.
Siguiendo con la simulación de transistores, existen muchas opciones
de trabajo abiertas en el análisis del impacto de las fluctuaciones sobre
las caracteŕısticas de funcionamiento de los transistores. Seŕıa muy intere-
sante continuar nuestro primer acercamiento al estudio del impacto de las
variaciones del espesor del óxido inducidas por la aparición de interfaces
rugosas aleatorias en la interfaz HfO2/SiO2. Para continuar este trabajo se
podŕıan comparar los resultados obtenidos con el modelo implementado,
que nos permite introducir directamente la rugosidad en la interfaz el óxi-
do, con aquellos que se obtendŕıan de la implementación de un mecanismo
de dispersión con el que se tuviera en cuenta este efecto. Además otras
fuentes de fluctuaciones, relacionadas con las variaciones en los paráme-
tros de diseño, como el espesor de silicio, longitud de puerta, etc., también
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podŕıan ser estudiadas.
Por otro lado, nuestro grupo de investigación ha desarrollado varios
simuladores 3D paralelizados con MPI, que emplean métodos de descom-
posición de dominios, en los que podŕıa ser muy interesante aplicar parale-
lización h́ıbrida OpenMP/MPI para reducir el tiempo de simulación. Con-
tinuando con esta ĺınea de de investigación orientada hacia el paralelismo,
resultaŕıa muy interesante evaluar las posibilidades de uso de aceleradores
hardware como GPUs.
Finalmente, una de las ĺıneas de investigación más novedosa y que
podŕıa ser muy útil en el campo de la simulación en general, es la que
se ha denominado como e–Science. En concreto en el campo de la simu-
lación de transistores y probablemente en otra áreas que se dedican a la
simulación, resulta necesario desarrollar interfaces Web de env́ıo y moni-
torización de trabajos, desde los que se pueda elegir el uso de diferentes
recursos, como el cluster de un grupo de investigación, o el env́ıo de tra-
bajos a los recursos de un Grid o un Cloud. Además, adoptando el modelo
Cloud denominado Software como servicio (Software as a Service, SaaS)
resultaŕıa muy útil la gestión centralizada tanto de datos de simulación,
como de datos experimentales. Estos se almacenaŕıan en una base de datos
que contendŕıa los resultados de las simulaciones de diferentes dispositivos
a partir de los cuales se podŕıan hacer diversas consultas como por ejem-
plo, comparar los resultados experimentales de un dispositivo con aquellos
obtenidos a través de la simulación.
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Parallelisation and Optimisation of a 2D Monte Carlo
Simulator on Grid and Cluster Architectures: Study of
Fluctuations on SOI MOSFETs
Simulation of nanoelectronic devices is a research area that allows us to
study the physical phenomena affecting their electrical behaviour, thanks
the development of new physical models. The historical trend of the pro-
cessor manufacturers is to scale down the size of the transistors to increase
their performance, this size reduction makes necessary the use of very ac-
curate simulation models in order to properly capture the physical phe-
nomena affecting the electrical behaviour of these devices. Consequently,
the increase of the complexity of the model causes a dramatic increase in
the simulation time. Furthermore, the scaling down of device size may
produce design deviations and material variations during the fabrication
process. The influence of these design variations on the device perfor-
mance can be studied simulating different device configurations that can
be obtained during the fabrication processes [VSS+09, SGG+10]. How-
ever, these simulations need massive computational resources to perform
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A.1. Parallel implementation using OpenMP of a 2D
Quantum–Corrected Multi–Valley Ensemble Monte Carlo simulator for
MOSFETs transistors
statistical studies on realistic 3–D geometries [AKB03a].
This appendix summarises the main results and achievements show
in this dissertation. The structure of the appendix is as follows: Sections
A.1 and A.2 describe the parallelisation and optimisation of two Quantum
Monte Carlo simulators of MOSFET transistors. In Sections A.3 and
A.4 we asses some advantages of Grid infrastructures for simulation of
semiconductor devices. Finally, Sections A.5 and A.6 summarise the main
results obtained from two variability studies performed with the parallel
quantum Monte Carlo simulators.
A.1 Parallel implementation using OpenMP of
a 2D Quantum–Corrected Multi–Valley En-
semble Monte Carlo simulator for MOSFETs
transistors
Simulation techniques of semiconductor devices can be classified fol-
lowing two main criteria: the computational cost and the level of accu-
racy. For example, classical Drift–Diffusion simulations have been used for
decades due to their low computational cost. However, their models need
to be fitted with experimental results, including non–physically based pa-
rameters which can be only justified because experimental curves are well
reproduced. At the other end of the spectrum, full quantum simulators
based on the solution of the Schrödinger equation or the Non–Equilibrium
Green’s Functions theory (NEGF) have also been developed [Dat00] but
such codes are very time consuming from the computational point of view
and have a limited applicability since the inclusion of a comprehensive set
of scattering mechanisms and actual device geometry is limited.
Among these extreme approaches, semi–classical simulators including
quantum corrections have several advantages, such as a reduced computa-
tional cost, the possibility of considering a wide variety of scattering mech-
anisms and high accuracy for devices with thin silicon channels [RKR+05].
Ensemble Monte Carlo (EMC) simulators have been widely used, adding
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a quantum term in order to correct the electrostatic potential result-
ing from the classical solution of the Poisson’s equation to mimic the
electron concentration profile obtained when the Schrödinger equation is
solved. The calibration of such corrections is not free from fitting pa-
rameters (e.g., carrier effective mass in the density gradient model) but
the obtained results are still accurate from the transport point of view
[Anc90, WSF01, SGRG06].
The 2D Quantum–Corrected Multi–valley Ensemble Monte Carlo sim-
ulator for MOSFET transistors (MV–ECBE–EMC) solves the Boltzmann
Transport Equation (BTE) self–consistently with Poison’s equation. Quan-
tum effects are included in this code via a Multi–Valley version of the
Effective Conduction Band Edge (MV–ECBE) model. In this approach,
the impact on both electrostatic and transport properties of each valley
of the Silicon conduction band are included by coupling the 2D Poisson’s
equation and the Transport Boltzmann equation with the ECBE equation
solved for the j–th valley,



































where V ∗j is the effective potential, VT = KBT/q represents the thermal
potential and r is a parameter whose value varies from 1 for pure states
(low temperatures or very strong confinement) to 3 for mixed states (high
temperatures or weak confinement). The orientiation of the simulated
device is (100) and the values of the longitudinal and transversal effective
masses are, respectively, ml = 0.91 and mt = 0.19.
The corrected potentials substitute the electrostatic potential to per-
form the drift calculations. In this way, the drift field for the j–th valley
is calculated as:
−→
Ej = −∇rV ∗j . (A.2)
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As a direct consequence of different driving forces for each valley, the
corresponding populations have to be calculated in a self–consistent way
during the simulation. This is performed via intervalley scattering which
plays a fundamental role in the calculations since it is the only imple-
mented mechanism that allows charge transfer from one valley to another.
A zeroth–order approach with three phonons has been used following the
work presented in [FL93a]. Acoustic phonons, Coulomb and the surface
roughness scattering model introduced in [GRLV+99] have also been in-
cluded. In all the cases, the scattering expressions have been adapted to
the pseudo–2D gas approach. This is performed by including the calcula-












is the envelope of the electron wave function in the pseudo 2D gas ap-
proach. The scattering rates are then weighted by Fij . In this way, size
quantization is taken into account and the valley population is calculated
self–consistently.
A.1.1 Benchmark device and profiling of the sequential
simulator
The first step to parallelise the MV–ECBE–EMC code is to know which
subroutines are the most computationally demanding in order to evalu-
ate their possible parallelisation. A simulation test has been performed
to profile the code, using as benchmark device a 10 nm channel length
DGSOI MOSFET transistor, see figure A.1. The silicon thickness is 6
nm, the effective oxide thickness is 10 Å and the metal gate contacts have
a work–function value of 4.6 eV. The drain and source constant doping
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Figure A.1: Benchmark device for a DGSOI structure.
concentration is ND = 9 x 10
19 cm−3 and the channel is NA = 10
15 cm−3.
MC simulator was written in Fortran language and it has been par-
allelised using OpenMP API [opea]. Table A.1 shows the computational
load of the subroutines obtained from the profiling of the code prior to
the parallelisation. A graphical representation of this profiling is shown in
figure A.2.
The subroutine Monte3d consumes 99.9% of the total execution time.
This subroutine is called only once and it has the subroutines and sentences
required to carry out the Monte Carlo simulation. Therefore, the rest of
subroutines from table A.1 belong to the Monte3d subroutine.
The subroutine Free consumes 18.8% of the total execution time and
it is called 10001 times. This subroutine simulates the electron transport
in the semiconductor device. The number of particles for each iteration is
variable and its value is around 180,000.
The subroutine Ecbemc consumes 30.2% of the total execution time
and it is called 10002 times. This subroutine calculates the value of the
quantum potential.
The subroutine Renew consumes 31.5% of the total execution time and
it is called 10002 times. This subroutine updates the number of particles
of the device after the transport simulation.
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%ttotal T ime(s) Calls Name
99.9 3411.75 1 Monte3d
31.50 1075.61 10002 Renew
30.20 1030.97 10002 Ecbemc
18.80 642.78 10001 Free
4.7 160.14 10002 Charge
3.8 129.42 10001 Poisson
2.9 99.17 10001 Velocity
1.7 56.83 10001 Current
Table A.1: Profiling of the sequential code using the open source program Gprof.
Time (s) is the time spent in each subroutine, Calls indicates the number of times
that each subroutine is called and Name is the name of each subroutine.
Figure A.2: Profiling of the simulation program. Percentage of the total
execution time for the subroutines shown in Table A.1
.
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The subroutine Charge consumes 4.7% of the total execution time and
it is called 10002 times. This subroutine calculates the value of the electron
charge for each node of the device mesh.
The subroutine Velocity consumes 2.9% of the total execution time and
it is called 10001 times. This subroutine calculates the electron velocity.
Finally, the subroutine Current consumes 1.7% of the total execution
time and it is called 10001 times. This subroutine calculates the value
of the electron current taking into account the number of electrons which
come in and leave the device.
From this analysis, a set of subroutines (74 percent of the execution
time in a single processor machine) was chosen to be parallelised. All
the subroutines listed in Table A.1 have been parallelised with two ex-
ceptions: Monte3d, because it contains the temporal loop of the Monte
Carlo simulation, and Poisson, since it solves the Poisson equation using
an algorithm with inter–iteration dependencies.
A.1.2 Parallelisation of the 2D Quantum–Corrected Multi–
Valley Monte Carlo simulator
The flow chart for the parallel version of MV–ECBE–EMC simulator
is shown in figure A.3. A parallel region was created just before the loop
of evaluation of the iteration time and all the created threads evaluate this
loop and the parallelised subroutines.
The parallelised program has been executed in a two–processor server
with two quad–core Intel Xeon 5355 at 2.6 GHz and 8 GB main memory.
Figure A.4 shows the speed up for the simulation as a function of the
number of processors used. Using four processors the speed up is 1.81,
being the ideal value 2.07. The ideal value was calculated using Amdahl’s
Law (A.5), where P is the proportion of a program that can be done in
parallel and n is the number of processors. Table A.2 shows the execution
time and the speed up as a function of the number of CPUs used.
Aid =
1
(Pn ) + (1− P )
(A.5)
Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
183
A.1. Parallel implementation using OpenMP of a 2D
Quantum–Corrected Multi–Valley Ensemble Monte Carlo simulator for
MOSFETs transistors
Free_flight_scatter




















Figure A.3: Flowchart for parallel MV–ECBE–EMC simulator.
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Proc Time(s) Sup Supid
1 3795 1 1
2 2664 1.40 1.56
4 2061 1.81 2.14
6 2002 1.87 2.32
8 1973 1.89 2.43
Tseq(s) 5169
Table A.2: Execution time (Time) in seconds, speed up (Sup) and ideal
speed up calculated using Amdahl’s law (Supid) as a function of the num-
ber of processors used (Proc).




















Figure A.4: Speed up for the parallel version of the MV–ECBE–EMC
simulator.
Parallelisation results depending on the number of superparti-
cles
The Monte Carlo method, as applied to charge transport in semicon-
ductors, consists of a simulation of the motion of one or more electrons
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inside the semiconductor device [JL89]. Computational limitations of sim-
ulating the motion of all carriers contained in a device force to select a
subset of the electron population, containing N superparticles, as a repre-
sentative sample of the overall distribution, representing each one a num-
ber of electrons, eps. Initially, this number was fixed to 100,000.
However, in most of the parallelised subroutines, the computational
load depends on the number of electrons per superparticle because the
number of loop iterations is dependent on the number of superparticles.
Therefore, if the simulation program considers more electrons per super-
particle, the number of iterations will decrease, thus reducing the simula-
tion time.
The Monte Carlo method is a statistical procedure for the solution
of mathematical problems, so the results obtained are always affected by
some statistical uncertainty. As general rule, the statistical precision of
the results increases as the square root of the number of trials and, there-
fore, the amount of computer time necessary to appreciably improve the
quality of the results quickly becomes very considerable [JL89]. Figure A.5
shows, for the non–parallelised version of the code, the increase in the ex-
ecution time when the number of superparticles is increased considering
less electrons per superparticle.
It is possible to use a parallelised version of the program code to im-
prove the accuracy of the simulation without increasing the execution time.
In this case we have used a two–processor server with two dual–core Intel
Xeon 3 GHz and 8 GB main memory. Figure A.6 shows the execution
time as a function of the number of electrons per superparticle for the
sequential simulation and for two and four processors simulations. If we
execute the code on a single processor using 2 x 105 eps, it will require
approximately the same time as the execution of the code on two or four
processors with 1 x 105 eps or 0.5 x 105 eps, respectively.
Figure A.7 represents the dependence of the speed up on the number
of processors for different numbers of superparticles, related to the com-
putational load. An improvement in the speed up is noticed when the
number of superparticles is doubled or quadrupled.
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Normalised number of eps
Figure A.5: Normalised execution time versus normalised number of su-
perparticles. 100,000 electrons per superparticle were considered as a ref-
erence for both the normalised execution time and the normalised number
of superparticles.
























Figure A.6: Dependence of execution time on the number of electrons per
superparticle for one, two and four processors.
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Figure A.7: Speed up versus number of processors for different number
of superparticles. 100,000 electrons per superpaticle were considered as a
reference.
A.2 Optimisation and parallelisation of a 2D Mul-
ti–Subband Ensemble Monte Carlo simula-
tor for MOSFETs transistors
Semiconductor device simulators have evolved from simple approaches,
such as the compact model, where transistors are replaced with basic de-
vices like resistors and capacitors, to more complex models where quan-
tum effects are considered [Sch98]. Currently, the very small dimensions
of the new generation transistors makes mandatory the introduction of
quantum effects that involve the solution of the Schrödinger equation,
which greatly increases the computational cost. Furthermore, when the
semiconductor dimensions are shrunk to the nanometre regime, several
sources of fluctuations can significantly affect their performance and reli-
ability [VSS+09, VSA+10, WLV+05, AKB03a]. At these scales, the sim-
ulation of device variations requires studies on a statistical scale that are
computationally very expensive [RMR+09]. The large amount of memory
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and floating point operations needed in this kind of calculations demands
the use of parallel applications and appropriate algorithms in order to
obtain the maximum performance and reduce simulation times. The se-
quential simulators are very inefficient because they do not exploit the
parallelism available on muticore, shared-memory architectures [CGP07].
This section presents the optimisation and parallelisation of a 2D
Multi–Subband Ensemble Monte Carlo simulator (MSB–EMC) using the
OpenMP API [opea]. This program solves the Boltzmann Transport
Equation (BTE) in the transport direction, considering the quantum ef-
fects with a self–consistent solution of the Schrödinger equation in the
confinement direction, perpendicular to the transport direction [SGG+10].




















Figure A.8: Representation of the Double Gate MOSFET. The BTE equa-
tion is solved in the transport plane and the 1D Schrödinger equation is
solved in the confinement direction for each grid point in the transport
direction. The drain and source doping concentration in ND=10
20 cm−3
and the channel doping concentration is NA=10
15 cm−3
The 2D MSB–EMC simulator is based on mode–space approach of
the transport [VRD+02b] and solves the Boltzmann Transport Equation
(BTE) in the transport direction using the Ensemble Monte Carlo (EMC)
method [JL89]. Quantum effects are introduced via the self–consistent
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solution of the Schrödinger equation in the confinement direction, perpen-
dicular to the transport direction.
The BTE (A.6) describes the transport phenomena in a semiclassi-
















The left–hand side describes the time evolution in the phase–space of
the carrier distribution function. ~v is the group velocity of carriers and
∂k/∂t is proportional to the driving field. According to the mode–space
approach, the drift field is calculated from the derivative of Ei,ν(x), e.g.
the driving force is different for each subband corresponding to a given
valley.
The right–hand side represents the change of f(~r,~v, t) due to collisions,
in our case, phonon and interface roughness scattering processes. The
probabilities of the scattering mechanisms are tabulated in the simulator
and they are calculated during the simulation [Lun00].
For thin body devices quantum confinement effects are quite important
and must be considered properly. The MSB–EMC simulator takes these
effects into account by coupling the BTE equation with the Schrödinger
equation in the confinement direction [WR03]. From the simulation point
of view, our transistor is considered as a stack of slices perpendicular to
the transport direction (see figure A.8). The electrostatics of the system
is calculated from the self-consistent solution of the 2D Poisson’s equation
and the 1D Schrödinger equation solved for each slice and conduction band
valley [SGG+10].
A.2.2 Description of the Multi–Subband Ensemble Monte
Carlo simulator
Figure A.9 depicts a block diagram of the 2D MSB–EMC simulator.
As first step, a starting solution of the simulated device (Initial Conditions
and Initial Multisubband blocks) is required in order to obtain the initial
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values of the electric field and the scattering table needed for the first
iteration of the MC simulation. This initial guess is calculated through
the self–consistent solution of the Poisson and Schrodinger equations at
equilibrium.
Figure A.9: Block diagram of the 2D Multi–Subband MC simulator. The
iter variable indicates the iteration number and the scsc variable indicates
the number of iterations that are carried out before the self–consistent
solution of 1D Schrödinger and 2D Poisson equations.
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The time domain of the MC simulation is discretised in short intervals,
namely iteration times, where the motion of the electrons is simulated.
After the flight of all superparticles a new electron distribution is obtained
from the evaluation of the new positions and properties of them, and
therefore, the electrostatic potential has to be updated solving the 2D
Poisson equation in the transport plane.
A drawback of this simulator (compared with semi-classical EMC codes)
is its computational burden due to the calculation of the scattering table
for each slice for every new solution of the Schrödinger equation to keep
the self-consistence of the simulation. Bearing in mind the high compu-
tational load of these calculations, it is important to look for appropriate
strategies to reduce their cost. One possible strategy is based on the reduc-
tion of the number of times that the 1D Schrödinger and the 2D Poisson
equations are solved self–consistently. To use this option it is necessary to
assume a certain trade–off between the accuracy of the solution and the
computational load of the system. This strategy is implemented in the
simulator through the scsc variable (see figure A.9) which indicates the
number of iterations that are carried out before the 1D Schrödinger and
the 2D Poisson equations are solved self–consistently. In the last step of
the simulation flow, the obtained values of the driving field and the prob-
ability rates of the scattering tables are employed as initial conditions for
the next iteration. This iterative process is repeated up to the end of the
simulation time.
Figure A.10 shows the percentage of the execution time for the five
most computationally costly subroutines of the code versus the scsc vari-
able. These results have been obtained for the simulation of a stationary
state of 1 ps. If the self–consistent solution of the Schrödinger and Poisson
equations is obtained in every iteration; i.e. scsc=1; the total simulation
time is 6585.58 s. In this case the Multisubband and Scattering Table
subroutines are the most computationally demanding. The Multisubband
subroutine solves the 1D Schrödinger equation for each slice along the
confinement direction and its computational weight depends on the num-
ber of slices of the device. For example, for the simulations of the device
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Figure A.10: Behaviour of the total execution time and computational load
of the most expensive MSB–EMC subroutines versus the scsc variable. For
scsc=1 the self–consistent solution of Schrödinger and Poisson equations
is carried out in each step of the iteration time loop.
considered in this study, a 10 nm gate length DGSOI MOSFET, we have
considered 72 grid points in the transport direction which implies the same
number of Schrödinger equations have to be solved per call. This subrou-
tine consumes a 37% of the total execution time. The Scattering Table
subroutine, which consumes 58% of the total execution time, estimates
the scattering rates and its computational weight depends on the num-
ber of scattering mechanisms implemented and the number of considered
subbands.
As previously mentioned, a possible solution to reduce the execution
time is to decrease the self–consistency between the solution of the Pois-
son and Schrödinger equations without jeopardizing the accuracy of the
simulation. This strategy enable us to save computational time since it
decreases the calls to the Multisubband and Scattering Table subroutines.
The sum of their computational weight is reduced from 95% of the total
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execution time when scsc=1 to 23% when scsc=64. As a consequence,
there is also a reduction in the simulation time that is more important for
large values of scsc. For instance, the total execution time when scsc=64
is 439.0 s, a value 93% lower than the one obtained when scsc=1. In
figure A.10 the opposite behaviour is appreciated for the Electron Free
Flights and Renew subroutines, responsibles for the electron free flights
and for conserving the charge neutrality in the vicinity of the ohmic con-
tacts respectively. The sum of their computational load increases from a
poor 1.70% of the total execution time when scsc=1 to a 32.65% when
scsc=64. Finally, the Initial Multisubband subroutine is just solved once
since it provides a initial solution of 1D Schrödinger equation. Therefore,
its execution time remains constant and independent of the scsc variable.
This justifies the increase in its computational weight observed when the
scsc variable is increased, which is proportional to the decrease in the total
execution time.
Note that when the self–consistency is solved in every iteration, the
total execution time required for a real simulation, i.e. a 30 ps station-
ary state, will be roughly 30 times higher than the time obtained from the
simulation of a 1 ps stationary state. This means more than 2 days of sim-
ulation time. Attending to these time estimations it would be prohibitive
to test new physical models without decreasing the frequency in which the
1D Schrödinger equation is solved self–consistently with the 2D Poisson
equation. Moreover, for testing purposes, the accuracy of the simulation
is not so decisive, and it is recommended to reduce the self–consistency
to save execution time. However, there are situations which require the
increase of the frequency in which self–consistency is performed in or-
der to properly update the driving field value according to the electron
density [SMQBD06]. This is the case for example, when more accurate
simulations are needed to evaluate the physical properties of new devices,
or when time resolution is critical such as in studies of transient states.
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A.2.3 OpenMP parallelisation of the Multi–Subband En-
semble Monte Carlo simulator
The main goal of this study is to improve the simulation when using
multicore architectures. For this purpose, the simulator has been paral-
lelised using the OpenMP API. This paradigm has been selected due to
the current development of multicore processors that can have up to 8
cores available in a single processor [Shi10], as for example the Intel Xeon
L7555 processor. The use of these multicore processors can allow us to
reduce up to 8 times maximum the total execution time.
From the profiling results of the code the most demanding subroutines
were chosen to be parallelised. These subroutines are the ones presented in
figure A.10. The block diagram, shown in figure A.11, depicts the paralleli-
sation strategy where the coloured arrows represent the parallel threads.
Among the initialisation subroutines of the MSB–EMC simulator, only
the Initial Multisubband subroutine was parallelised. A parallel region
was created just before the loop of evaluation of the iteration time and all
the created threads evaluate this loop. This approach avoids to create and
destroy the parallel regions in every time iteration. Almost all the subrou-
tines that belong to the core of the MC simulator were parallelised with
the exception of the less significant ones from the computational point of
view, as for example the Poisson subroutine. All the created threads make
a call to the parallelised subroutines, in such a way the parallel loops of
these subroutines are distributed among them. Finally, the parallel region
is destroyed at the end of the MC simulation when the iteration time is
equal to the total simulation time.
If we compare the two block diagrams represented in Figures A.9 and
A.11, we can see that in the last one the subroutine Renew is not included.
In the parallel version of the code this subroutine has been merged with the
Electron Free Flights one. This integration process and its computational
advantages will be described in detail in Section A.2.4, because of its
relevance in the development of MC simulators for semiconductor devices.
Figure A.12 shows the speed up of the parallel MSB–EMC simulator
versus the number of cores. In this figure the influence of the scsc variable
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Figure A.11: Block diagram of the parallel version of the MSB–EMC
simulator.
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Figure A.12: Speed up of the parallel MSB–EMC simulator versus the
number of cores. Several curves where depicted to show the influence of
the self–consistent solution of Schrödinger and Poisson equations.
is also presented. These simulations were performed in a blade with two
Quad Core processors Intel E5410 2.33 GHz that belongs to a PowerEdge
M1000e cluster. Results show an increase in the speed up when the scsc
variable is reduced. Therefore, the higher speed up is obtained when
scsc=1. In this case, the value of the speed up for 8 cores is 7.40, very
close to the theoretical maximum value equal of 8.
According to Amdahl’s law (A.7) the speed up increases with the per-
centage of the code that is parallelised:
Speed Up =
1
(1− P ) + PN
(A.7)
being P the parallel percentage of the code and N the number of cores.
For instance, for scsc=1 the value of P is 99.85% and the theoretical value
of the speed up is 7.92 using 8 cores. This value of the speed up is close
to the experimental one, 7.4, seen in figure A.12 for that case.
The subroutines Multisubband, Scattering Table and Initial Multisub-
band, which have altogether more than 90% of the computational weight
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Figure A.13: Parallel efficiency of the parallel MSB–EMC simulator versus
the number of cores and the scsc variable. The best value of the effiency
is obtained when the self–consistent solution of Schrödinger and Poisson
equations is solved for each iteration.
when scsc=1, are fully parallelised. However, the Electron Free Flights
and Renew subroutines can not be parallelised completely because they
have several dependencies. As seen in Section A.2.2, the computational
weight of the MSB–EMC subroutines depends on the scsc variable. When
the scsc variable increases the weight of the subroutines that are not com-
pletely parallelised also increases leading to a reduction in the speed up.
Figure A.13 shows the parallel efficiency, the relation between the
speed up and the number of used cores, of the MSB–EMC simulator as a
function of the number of cores and the frequency in which the Poisson
and Schrödinger equations are solved self–consistently. A decrease of the
parallel efficiency is observed when the number of cores is increased. The
scsc variable has a big impact in the parallel efficiency. For scsc values
higher than 32 the parallel efficiency drops to almost a 50% when 8 cores
are used. For the same interval of scsc values the efficiency is 70% when 4
cores are used. Therefore, the efficient use of the computational resources
leads to 4 or less cores. In the other hand, for scsc values lower than
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Figure A.14: Execution time of the parallel MSB–EMC simulator depend-
ing on the number of cores. The influence of the frequency in which the
self–consistent solution of Schrödinger and Poisson equations is calculated
(scsc variables) is also presented.
4 the parallel efficiency is higher than 80% when we are using 8 cores.
These results indicate that the most accurate simulations, and hence the
most demanding ones, make the most of the multicore processor without
wasting available resources.
Another advantage of the use of parallel machines is the possibility
of adjust the level of accuracy desired (through the scsc variable and de-
pending on the simulation requests) without compromising the execution
time. This can be seen in figure A.14, where the total execution time for
a 1ps stationary state as a function of the number of cores and the scsc
variable is shown. If we fixed an optimum simulation time in 500s (see
dashed horizontal line), we can adjust the accuracy of the simulation by
changing the number of cores employed. For instance, if 4 cores are being
used we can afford to solve the Poisson–Schrödinger coupled system every
8 iterations. If we double the number of cores the self–consistent solution
can be obtained every 4 iterations.
These results demonstrate the benefits of the parallelisation of the
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MSB–EMC simulator. Thanks to the parallelisation it is not necessary to
sacrifice the accuracy of the simulation to get the results in a reasonable
time.
A.2.4 Optimisation of the 2D Multi–Subband Ensemble
Monte Carlo code: integration of the Renew and
Electron Free Fligths subroutines
The computational load of the Renew subroutine (see figure A.10)
increases from 1.11% of the total execution time, when the Schrödinger
and Poisson equations are solved self–consistently in every iteration, to
23.93% of the total execution time, when the equations are solved self–
consistently every 64 iterations.
The initial version of the 2D MSB–EMC simulator was partially based
on the Tomizawa’s book [Tom93] that describes how to develop a Monte
Carlo device simulator. In the presented approach, the subroutine Elec-
tron Free Flights simulates the carrier motion and marks for deletion the
particles absorbed by the contacts. The index valley variable will be 8 or
9 if the particle is respectively absorbed by the source or by the drain.
After this, the subroutine Renew evaluates the number of particles that
are outside the device due to their absorption by the contacts. Therefore,
all particles with the index valley property equal to 8 and 9 will be deleted.
The subroutine Renew is also responsible for maintaining the charge neu-
trality in the vicinity of the source and drain ohmic contacts deleting or
injecting the right number of particles. Figure A.15 presents a description
in pseudocode of the initial version of the Electron Free Flights and Renew
subroutines. Note that both subroutines need a loop that evaluates the
properties of the particles.
In the optimisation that we propose, both subroutines, Electron Free
Flights and Renew, are merged. In this way, only one loop that evaluates
the properties of the particles is required. Using this proposal, the free
flights of the electrons are carried out in the same way that in the un-
optimised version. We also mark the index valley with the values 8 or 9
when the particles are absorbed by the contacts. In the initial version of
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Figure A.15: Pseudocode of the initial version of the Electron Free Flights
and Renew subroutines.
the code these particles were dismissed. However, in the optimised version
these particles will be re–injected by the opposite contact that they were
absorbed. These carriers are injected according to a Maxwellian distribu-
tion at the lattice temperature [GP93]. After that, the charge neutrality
condition in the ohmic contacts will be evaluated. If the injected particle
is not needed because its injection disobeys the charge neutrality condition
it will be marked for deletion and deleted at the end of the subroutine.
This process is done iteratively for each particle and its main advantage
is that only one loop for all particles is necessary. Finally, at the end of
the loop, the charge neutrality condition in the ohmic contacts has to be
evaluated. If necessary, a right number of particles are injected to reach
the charge neutrality condition. A simplified description of the optimised
version of the Electron Free Flights subroutine in pseudocode is shown in
figure A.16.
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Figure A.16: Pseudocode of the optimised Electron Free Flights subrou-
tine.
Figure A.17 shows the percentage of execution time versus the scsc
variable for the initial version of Renew and Electron Free Flights subrou-
tines. The addition of both subroutines (EFF+RE) and the new optimised
version of the Electron Free Flights subroutine is also shown. Results were
obtained from the sequential simulation of a 1 ps length stationary state.
The computational weight of these subroutines depends on the scsc vari-
able. Therefore, the benefits of the optimisation presented are also depen-
dent on this variable. For instance, when scsc=1 our optimisation allow
us to reduce just 1% of the total execution time, whereas if scsc=64 the
total execution time is reduced by 20%.
Finally, it is important to highlight the relevance of these optimisation
results since the Renew and Electron Free Flights subroutines are widely
used in different kind of MC semiconductor device simulators.
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Figure A.17: Computational weight depending on the scsc variable for
the initial version of Renew and Electron Free Flights subroutines. The
addition of both subroutines (EFF+RE) and the new optimised version
of the Electron Free Flights subroutine are included.
A.3 SMNanoS: submitting and monitoring na-
noelectronic simulations in the es–NGI
The recent creation of the European Grid Initiative (EGI), where Grid
infrastructure of each country will be run by National Grid Initiatives
(NGI), has boosted the number of available resources of the national
Grid infrastructures. In Spain, the Spanish National Grid Initiative (es–
NGI) [ngi] is supported by the Spanish e–Science Network [eci] and, the
computer applications of each area of knowledge have their own virtual
organisation and their own resources provided by the resource centres.
The MOSFET virtual organisation (VO–MOSFET), that belongs to
es–NGI, was created in 2009 to perform semiconductor device simula-
tions using this infrastructure. It has more than 4500 nodes and users
submit their jobs using the gLite middleware [GLi]. Therefore, thanks
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to this infrastructure it is possible to run a large number of simulations
allowing to study the influence of design variations and statistical simula-
tions [HAB+07, FFL05, TTS+06].
Despite the important increase of computational resources, this infras-
tructure is not very used by researchers of VO–MOSFET due to several
drawbacks. For example, the job submission and monitoring processes
using the gLite user interface are not straightforward for users, and this
problem increases when users have to monitor and recover the output
data for tens or hundreds of simulations. In this section, we present a
submission and monitoring tool to facilitate the use of the VO–MOSFET.
Furthermore, we evaluate the impact of the heterogeneous resources of
the es–NGI infrastructure on the execution time of the MV-ECBE-EMC
simulator.
A.3.1 VO–MOSFET infrastructure
The Spanish National Grid Initiative, that belongs to the EGI, was
developed to deploy a national Grid infrastructure for Spanish researchers.
Figure A.18 shows a global description of this infrastructure, where two
different levels are appreciated. Common areas or applications, placed
in the second level of the figure (NGI VOs), are gathered in the VOs of
the infrastructure where each VO has its own resources provided by the
resource centres. Usually, these providers are supercomputers or research
centres and, the available resources depend on the VO requirements. In
the first level are located the NGI central services, being the main ones:
• Information Service: This is an information database which provides
the state of the resource to the resource broker.
• Resource Broker: This service is a central service responsible of sub-
mitting jobs to the resource centres.
• Virtual Organization Membership Service (VOMS): This service stores
the information about VOs belonging to es–NGI infrastructure.
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• Storage: This service, which is distributed between the resource cen-
tres, is responsible for job file storage. This service must be available
for all VOs.
• File Catalog: This service indicates where the files are stored using
a file location information database.
Figure A.18: Global description of NGI infrastructure.
The most important services that guarantee the smooth running of the
infrastructure, such as the information service, VOMS and file catalog,
must be replicated to minimize possible local failures. Moreover, this
infrastructure relies on monitoring and accounting services where the state






















Figure A.19: Global VO–MOSFET support infrastructure.
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The VO–MOSFET is a virtual organisation developed to provide com-
putational resources for nanoelectronic simulations. This VO belongs to
the es–NGI and a simplified scheme of the support infrastructure is de-
picted in figure A.19. Currently, the VO–MOSFET uses the gLite mid-
dleware and it is compatible with other Grid initiatives like EGEE [EGE],
EELA [eel] or I2G [i2g]. If a VO user wants to submit a job from a gLite
User Interface (UI), he has to authenticate to VOMS server and, after that,
he can submit the job to the Workload Management System (WMS). Fi-
nally, the WMS will distribute the jobs between the worker nodes (WN)
of the resource centres. The VO users have a virtual machine available
that is configured as a user interface. Furthermore, they can also submit
their jobs using a server configured as a user interface that is located in
the Supercomputing Center of Galicia (CESGA).









Table A.3: VO–MOSFET resources supplied by resource centres. These
data were obtained from the “lcg–infosites” command.
Table A.3 shows the number of cores and the name of the resource
centres that support the VO MOSFET. The number of cores of each re-
source centre was obtained from the lcg–infosites command, and indicates
the total number of cores.
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A.3.2 Description of the job submission and monitoring
application
The job submission system of the VO–MOSFET is based on the com-
mand line middleware gLite–UI. This middleware requires to know the
necessary commands to submit and monitor the jobs. An interesting
characteristic of the VO–MOSFET is the possibility to execute paramet-
ric jobs, changing the design parameters of a semiconductor device. Tens
or hundreds of simulations are necessary in some cases to perform these
studies. Therefore, with this number of jobs, the job submission and mon-
itoring tasks may be a complicated issue. The first solution to facilitate
these processes was to develop a Python [Pyt] application that could sub-
mit and evaluate automatically the state of the jobs.
This Python application that we have named SMNanoS (Submitting
and Monitoring Nanoelectronic Simulations) uses the gLite–UI commands
to submit and obtain the job status.
The diagram depicted in figure A.20 shows the three main levels of
the SMNanoS application. When a user invokes the program from the
command line, allows the submission of a single job or a job collection to
the VO–MOSFET resources. Users only have to indicate the jdl directory,
if they want to submit a job collection, or the jdl file if they want to
submit a single job. In this first level of functionality, a python dictionary
associates the identifier of the submitted job with its jdl file. In the second
level of functionality, the job status is evaluated for a fixed period of time
that can be changed by the user depending on the total execution time.
FigureA.21 shows the possible job status and the cases where the job
may be resubmitted. The status Waiting is the first possible resubmission
case shown in the figure. The status Waiting is usually assigned when the
computational resources are not available. If the waiting time is longer
than the half of the estimated execution time the job is cancelled and
resubmitted. The number of resubmissions is limited to five for all cases,
after that the user is advised to check the job. If the job status is Cancelled
or Aborted, it will be automatically resubmitted. Finally, if the job status
is Done (failed) it will be resubmitted if the simulation output is not
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Figure A.20: Functionality levels of the SMNanoS.
Figure A.21: VO–MOSFET possible job status and resubmission cases.
stored in the Storage Element (SE). When a job has to be resubmitted,
its identifier is removed from the python dictionary and its associated jdl
file is resubmitted again. Therefore, the new identifier that belongs to the
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resubmission is stored in the Python dictionary with its associated jdl.
In the last level of functionality, the SMNanoS application downloads
the output files of each simulation from the SE and depicts a figure with
the execution time of each job. Previously, the submitted job has been
configured to store the output directory of the simulation in the SE. This
directory contains the simulation data, and moreover, information about
the name, CPU model of the WN and the execution time of the job.
A.3.3 Testing the VO–MOSFET resource centres
The SMNanoS application has been used to test the VO–MOSFET
resource centres. We have prepared a job collection with five jobs, where
each job simulates a 2D DGSOI MOSFET with a stationary state of 2 ps
length [RMN+09, VGLA+09]. We have submitted this collection to each
one of the resource centres that supports the VO-MOSFET, with the
exception of Unizar, and we compare the differences between the available
resources.
The obtained results, with the values of the execution time and the
WN description for the job collection executed in each available resource
centre, are shown in Tables A.4 to A.9. Furthermore, figure A.22 depicts
the execution time of each job of the collection for each resource centre
following the same order as in Table A.3. These results demonstrate the
differences between the worker nodes where, the largest difference for the
execution time (between the fastest and slowest WN) is roughly a factor
1.4. As expected, these differences are logical due to the heterogeneity of
the Grid infrastructure, where different characteristics such as hardware,
system load or configuration of the worker nodes can lead to different re-
sults. However, considering the fastest resource centre and the execution
time of a job collection equal to the time of the slowest job, see figure A.23,
the highest difference in the execution times between resource centres is al-
most 55%. This important difference is compensated for the huge amount
of computational resources that are not available in local clusters.
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# JobId Time (s) CPU (GHz) WN Name
1 5998 Xeon L5420 2.50 td160.pic.es
2 3727 Xeon L5530 2.40 td485.pic.es
3 3817 Xeon L5530 2.40 td484.pic.es
4 3750 Xeon L5530 2.40 td487.pic.es
5 3767 Xeon L5530 2.40 td472.pic.es
Table A.4: Execution time of each job that belongs to the collection sub-
mitted to the PIC resource centre. The job number (# JobId), the execu-
tion time (Time), the processor type (CPU) and the name of the worker
node (WN name) are shown in the table. All these worker nodes have the
same architecture x86 64.






Table A.5: Execution time of each job that belongs to the collection sub-
mitted to the IFCA resource centre. The job number (# JobId), the
execution time (Time) and the name of the worker node (WN name) are
shown in the table. All these worker nodes have the same architecture
x86 64 and processor model Xeon E5345 2.33 GHz.
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Table A.6: Execution time of each job that belongs to the collection sub-
mitted to the IFIC resource centre. The job number (# JobId), the ex-
ecution time (Time) and the name of the worker node (WN name) are
shown in the table. All these worker nodes have the same architecture
x86 64 and processor model Xeon E5420 2.50 GHz.






Table A.7: Execution time of each job that belongs to the collection sub-
mitted to the CIEMAT resource centre. The job number (# JobId), the
execution time (Time) and the name of the worker node (WN name) are
shown in the table. All these worker nodes have the same architecture
i686 and processor model AMD Opteron 270 2.00 GHz.
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Table A.8: Execution time of each job that belongs to the collection sub-
mitted to the UNICAN resource centre. The job number (# JobId), the
execution time (Time) and the name of the worker node (WN name) are
shown in the table. All these worker nodes have the same architecture
x86 64 and processor model PentiumD 3.00 GHz.






Table A.9: Execution time of each job that belongs to the collection sub-
mitted to the CESGA resource centre. The job number (# JobId), the
execution time (Time) and the name of the worker node (WN name) are
shown in the table. All these worker nodes have the same architecture
i686 and processor model Pentium4 3.20 GHz.
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Figure A.22: Execution time of each job that belongs to the submitted
collection for each resource center.
A.4 Using Grid infrastructures for a stationary
DGSOI Monte Carlo simulation
Thanks to the large amount of available resources of Grid infrastruc-
tures, we can decrease the execution time of several stationary simulations
distributing the stationary states among these resources. In nanoelectron-
ics it is usual to simulate different stationary states under different bias
points, ignoring the simulation results of the transients.
In this study we have distributed 5 stationary states of a MV–ECBE–
EMC simulation among the computational resources of the Cesga Virtual
Organisation (that belongs to the Galician Supercomputing Centre) in
order to evaluate the advantages of this strategy. The benchmark device
is a 10 nm channel length DGSOI transistor. The silicon thickness is
6 nm, the effective oxide thickness is 10 Å and the metal gate contacts
have a work–function value of 4.6 eV. The drain and source doping con-
centration is ND = 9 x 10
19 cm−3, whereas the channel concentration is
NA = 10
15 cm−3.
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Figure A.23: Execution time of each job collection submitted to each
resource centre. The execution time of a job collection is equal to the
slowest execution time of its jobs. Furthermore, this figure also shows the
additional percentage of required execution time for the resource centres
compared to the centre with the shortest execution time.
A.4.1 Splitting the transient simulation
The main goal is to distribute the stationary states of the simulation
among the worker nodes of the Grid. Therefore, the ideal achieved speed
up will be equal to the number of stationary states.
Figure A.24 shows a simulation with 5 stationary states with different
drain voltages. Stationary states of the total transient simulation (rhom-
bus) are 2 ps long. The ramp time to switch between different values of
drain voltage is 0.1 ps. The voltage in the gates is kept constant at 1 V.
Triangles show the equivalent split simulations. Each one of split simu-
lations starts with the drain voltage equal to 0 V and reaches the drain
voltage of the stationary state 0.1 ps later.
The study that we present is limited to stationary states only, because
the transient dynamic response of the simulations depend upon the initial
conditions of carriers [JL89].
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Figure A.24: Transient simulation of the DGSOI device for a gate voltage
of 1 V. Drain bias point is changed each 2 ps.
A.4.2 Results
The objective of this work is to reduce the execution time of station-
ary Monte Carlo simulations. However, we must prove that results have
not been altered when we execute the split simulation. We executed the
split simulations and the single simulation in Cesga Virtual Organisation
which belongs to the EGI Grid infrastructure. This virtual organisation
of the Grid has several clusters with different processors and the workload
management system (WMS) distributes jobs between free worker nodes.
Table A.10 shows the execution time for the split simulations in com-
parison with the full single transient ones. The execution time of the
split simulations is almost a fifth of the execution time of the 10 ps single
simulation with respect to the worst execution time in this case.
The black line in figure A.25 describes the behaviour of the time evo-
lution of the drain current for the split simulations. The behaviour of
the stationary states for split simulations is the same as the one observed
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# Split Time (s) CPU (GHz) Ram (MB)
1 6159 Core2 Duo 2.66 512
2 10293 Xeon 1.60 512
3 6447 Core2 Duo 2.66 512
4 6560 Core2 Duo 2.66 512
5 6189 Core2 Duo 2.66 1024
Single 50655 Xeon 1.60 512
Table A.10: Execution time for different Grid worker nodes. The number
of the split simulation (# Split), the execution time (Time), the proces-
sor type and frequency (CPU), the size of the main memory (RAM) are
presented.
in a single simulation.The behaviour of the drain current versus the VDS
voltage is very similar for a single and split simulation as showed in fig-
ure A.26. Therefore, stationary simulation results for split simulations are
as valid as single simulation ones, as is proven in Figures A.25 and A.26.
Figure A.25 compares the time evolution of the drain current for the
single and split simulations. Note the excellent agreement between them.
The validity of the split simulations is also proved in figure A.26, where the
drain current versus the drain bias for both the single and split simulations
is shown.
Figure A.27 shows the standard deviation of the mean current versus
VDS voltage for single and split simulations when we use two different
stationary states, one of 2 ps and the other of 3 ps. This figure shows that
the error with 2 ps stationary states is higher than with 3 ps. Figure A.27
also shows that the error for split simulations is higher than for single ones.
For split simulations, the error for 3 ps stationary states is lower than for
2 ps stationary states. This behaviour may be caused by the initial bias
point since the simulation of each stationary state begins at VDS = 0 V
and the ramp time is constant for all simulations. This may cause an
increase in the error because the initial conditions of the stationary states
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Figure A.25: Time evolution of the drain current for a single and a split
simulation.
Figure A.26: Drain current versus VDS voltage for a single and split sim-
ulation.
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Single simulation stationary length 2ps
Split simulation stationary length 2ps
Single simulation stationary length 3ps
Split simulation stationary length 3ps
Figure A.27: Standard deviation of the mean current versus VDS voltage
for a single and split simulation.
for split simulations are different from those of the single simulation, and
the length of stationary state may need to be increased. Figure A.27
also shows that the standard deviation of the mean is between 0.5 % and
3.5 %. These values are very low and it is possible to reduce the standard
deviation of the mean current by increasing the length of the stationary
states.
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A.5 2D Monte Carlo Simulation of gate misalign-
ment in a 10 nm gate length DGSOI MOS-
FET
State–of–the–art electronic devices have reached the decananometer
range and conventional planar bulk MOSFETs will not meet these require-
ments because of severe Short Channel Effects (SCEs). Non–conventional
MOSFETs, such as multi–gate transistors or FinFETs, are being exten-
sively investigated as serious candidates to become standard devices for
next generation integrated circuits. For such small devices, quantum me-
chanical (QM) effects must be considered in numerical simulations because
they deeply influence their electrical characteristics [AI89, Anc90, Dat00,
TR01, WR03, GF04, QNSM+09, ARA08]. Classical simulations such as
drift–diffusion or classical Monte Carlo are not suitable to investigate these
devices.
Double Gate (DG) MOSFETs are one of the most promising can-
didates to substitute standard bulk MOSFETs in next generation de-
vices continuing scaling the chanel length to a few nanometers. The
unique features of these devices lead to a better electrostatic control
to avoid SCEs and to an improvement of the saturation drain current.
Furthermore, these devices can take advantage of volume inversion ben-
efits [CC03, ITR10]. However, one of the fabrication problems arises
from the gate misalignment which can be of special importance in pla-
nar DG Silicon–On–Insulator (DGSOI) and independent gate devices.
The DG MOSFET misalignment has been widely studied by several au-
thors [WFTS94, AZPC01, SMC03, KA08, YC05, WLV+05], since its im-
pact increases as the gate length is scaled down. Both drift–diffusion
simulations [WFTS94, AZPC01, SMC03] and experimental results [YC05,
WLV+05] are presented in such studies. It is shown that a gate misalign-
ment around 20 – 25% can be assumed for channel lengths in the range of
50 – 100 nm, achieving an increase in the general performance when the
gate is shifted towards the source contact.
As the devices are aggressively scaled down, it is necessary to include in
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the simulations quantum effects to accurately describe the impact of gate
misalignment in Ultra–Short and Ultra–Thin–Body devices. In this sec-
tion we carry out a thorough study by using a quantum–corrected Monte
Carlo simulator for three different configurations of a 10 nm gate length
misaligned device: a) the top gate misalignment (TGM), b) both gates
(top and bottom) misalignment in opposite directions (BGOD), and c)
both gates misalignment in the same direction (BGSD).
A.5.1 Description of gate misaligned devices
This study has been carried out considering a 10 nm gate length
(Lg) DGSOI MOSFET. The silicon thickness is 6 nm, the effective oxide
thickness (EOT) is 1 nm and the work–function of the metal gate contacts
is 4.6 eV. The drain and source have an abrupt doping profile and the
concentration is ND = 5 × 1019 cm−3. Doping density in the channel is
NA = 10
15 cm−3.
The misalignment measurement is described by the relation 100×Lm/Lg
(%) where Lm is the displacement length with respect to the self–aligned
position, and Lg is the gate length (see figure A.28). A positive value
of this magnitude implies a gate shift towards the drain whereas source
directed gate displacements are represented by negative values. The three
different configurations of the gate misaligned devices considered in this
work are shown in figure A.28. The aligned structure is shown in fig-
ure A.28(a). Figure A.28(b) depicts the top gate misalignment (TGM),
where the top gate is misaligned from −50% to 50%. In the next con-
figuration figure A.28(c), both gates are misaligned in opposite directions
(BGOD). In this case, the top gate is always shifted towards the source
and the bottom gate is always misaligned towards the drain from 0% to
±50%. The ± symbol highlights that the bottom (top) gate is displaced
towards the drain (source). Finally, the last configuration is depicted in
figure A.28(d), where both gates are misaligned in the same direction
(BGSD) from −50% to 50%.
Two different simulations for each configuration (TGM, BGOD, BGSD)
have been carried out. For the first one, the voltage of both gates was kept
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Figure A.28: Different configurations of the studied device, the channel
length is 10 nm. (a) Aligned structure, (b) Top gate misalignment config-
uration (TGM), (c) Both gates misaligned in opposite directions (BGOD)
and (d) Both gate misaligned in the same direction (BGSD).
constant at 1 V while the drain voltage was switched from 0 to 1 V for each
case. In the second case, the drain voltage was kept constant at 100 mV
and both gate voltages were switched from 0 to 1 V in 50 mV steps.
A.5.2 TGM. Top gate misalignment
In the TGM configuration (figure A.28(b)), the top gate has been
misaligned from −50% to 50%. Figure A.29 sketches the drain current
versus the drain voltage and the corresponding top gate misaligned posi-
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tion for VG = 1 V. The results produce a drain current maximum for a
−10% misalignment, showing a better performance than the aligned de-
vice. However, the drain current decreases quickly with a dropping higher
than 5% when the top gate misalignment is higher than 20% towards the
drain contact for VD = 1 V.
Figure A.29: Drain current versus drain voltage for each gate position of
the TGM configuration. Gate voltages were kept constant at 1 V.
These results agree with other studies [WFTS94, AZPC01, SMC03,
KA08, YC05] reporting a drain current increase when the gate is mis-
aligned towards the source. Such behaviour can be explained due to the
reduction of the source serial resistance because of the charge accumula-
tion when the gate is misaligned towards the source [AZPC01].
Figure A.30 compares the electron concentration profile along the con-
finement direction at the virtual source (x ≃ 17 nm), it can be observed an
increase of the charge peak as the top gate is shifted towards the source.
Nevertheless, the electron concentration for the fixed bottom gate de-
creases when the top gate is misaligned towards the drain more than 10%,
causing the drain current decrease shown in figure A.29. This behaviour
is due to the loss of the electrostatic control when the gate is misaligned
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Figure A.30: Channel electron concentration profile at X = 17 nm for each
top gate position of the TGM configuration when VD = VG = 1 V.
towards the drain and because of the increase of the barrier height, such
as is shown in figure A.31. In this figure a barrier lowering can be observed
for the misaligned configuration corresponding to the maximum enhance-
ment of drain current (−10%), compared to the results obtained for the
extreme configurations −50% and 50%.
ID vs VG curves for each top gate position have also been obtained
considering a drain voltage of 100 mV. The results, sketched in figure A.32
(a), show drain current deviations higher than 7% when the misalignment
is higher than 30% and lower than −20%. These results agree with those
obtained, in Fig A.29 and A.30 for the drain current and the electron
concentration respectively, where tolerable values of the misalignment are
similar. Figure A.32 (b) shows the current deviation with respect to the
reference device for different applied gate voltages. In all the cases, a
similar behaviour is observed corresponding the maximum values of the
drain current deviation for misalignment values lower than −30% and
greater than 30%.
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Figure A.31: Conduction band from source to drain at 2.2 nm of
the top gate position (Y direction) for the TGM configuration when
VD = VG = 1 V.
A.5.3 BGOD. Both gates misalignment in opposite direc-
tions
We have performed a similar study moving both gates in opposite
directions. The top gate is shifted towards the source and the bottom
gate towards the drain as shown in figure A.28(c).
The drain current versus the drain voltage for each gate position is
depicted in figure A.33 when VG = 1 V. As can be observed, ID always
decreases when both gates are missaligned. A ±20% misalignment causes
about a 2% drain current deviation with respect to the drain current
value of the aligned device and a drain current deviation higher than 5%
is obtained when the misalignment is higher than ±30%.
The conduction band from source to drain at the point of maximum
carrier concentration for the reference device is shown in figure A.34, for
four different values of misalignment at VD = VG = 1 V. This figure
shows that the lowest energy barrier is obtained for the aligned case, which
explains the drain current decrease in figure A.33 when the misalignment
increase.
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Figure A.32: (a) Drain current versus gate voltage for each gate position
of the TGM configuration. (b) Behaviour of the relative drain current de-
viation from the aligned position for the TGM configuration and different
gate voltages. For all cases VD was kept constant at 100 mV.
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Figure A.33: Drain current versus drain voltage for each gate position of
the BGOD configuration, for a gate equal to 1 V.
Figure A.34: Conduction bands from source to drain at Y = 2.2 and
3.8 nm for the BGOD configuration at VD = VG = 1 V.
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Figure A.35: Channel electron concentration at X = 17 nm for each gate
possition of BGOD configuration at VD = VG = 1 V.
Figure A.35 represents the electron concentration at the maximum of
the energy barrier (X≃ 17nm) depicted in figure A.34 when VD =VG = 1 V.
The behaviour of the electron concentration is similar here to that shown
for the TGM case but with combined effects. As the top gate is shifted
to the source contact the electron concentration increases in the top chan-
nel. However, the bottom gate is shifted towards the drain and, therefore,
there is a simultaneous charge decrease in the bottom channel. As a
consequence, the electrostatic control is weaker in this case since the bot-
tom gate also moves. The effects on the drain current are presented in
figure A.36 (a). For high inversion charge values, the impact of misalign-
ment is more important than in the TGM case. As a consequence, for
misalignment values higher than 20% output characteristics are degraded
in a critical way, as is seen in figure A.36 (b). In the case of the subthresh-
old regime, a higher drain current, which degrades the Ion/Ioff ratio, can
be observed mainly due to the spreading of charge in the whole silicon slab
and the decrease of surface roughness scattering in the bottom interface
near the virtual source.
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Figure A.36: (a) Drain current versus gate voltage for each gate position of
the BGOD configuration. (b) Behaviour of the relative drain current devi-
ation from the aligned position for the BGOD configuration and different
gate voltages. For all cases VD was kept constant at 100 mV.
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A.5.4 BGSD. Both gates misalignment in the same direc-
tion
As it has been already commented in previous sections, device perfor-
mance is degraded when one gate is shifted towards the drain. In this
section we will discuss the behaviour of the misaligned device in the case
of both gates shifted to the same direction. Figure A.37 shows ID vs
VD for each gate position when VG = 1 V. In this case, the drain current
drops quickly when both gates are moved towards the drain, with a reduc-
tion higher than 5% of the reference drain current when the misalignment
is higher than 10%. However, if both gates are misaligned towards the
source, the drain current is higher than the obtained with the aligned
configuration. This increase drops quickly when the misalignment of both
gates towards the source is higher than −40%.
The electron concentration is depicted in figure A.38 at the same po-
sition as in previous sections, X = 17 nm, and for the same bias point,
VD = VG = 1 V, for five gate positions of the BGSD configuration. It
Figure A.37: Drain current versus drain voltage for each gate position of
the BGSD configuration and VG = 1 V.
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Figure A.38: Electron concentration in the channel of the device at
X = 17 nm for each gate position of the BGSD configuration and
VD = VG = 1 V.
shows that, a misalignment in both gates produces a uniform distribution
of the electron concentration along the channel. The electron concen-
tration is higher when both gates are misaligned towards the source and
decreases sharply when the misaligned is towards the drain. This reduc-
tion in the electron concentration increases the source series resistance
causing the quick drop of the drain current observed in figure A.37.
Finally, we have sketched the drain current versus gate voltage for
each gate position when the drain voltage was kept constant at 100 mV in
figure A.39 (a). The tolerance window for current variations is shown in
figure A.39 (b), presenting affordable values for misalignment in the range
of [−15%, 18%].
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Figure A.39: (a) Drain current versus gate voltage for each gate position
of the BGSD configuration. (b) Behaviour of the relative drain current de-
viation from the aligned position for the BGSD configuration and different
gate voltages. For all cases VD was kept constant at 100 mV.
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A.6 Study of the oxide thickness variability in-
duced by a rough HfO2/SiO2 interface on
SGSOI MOSFETs
An important source of variability for MOSFET transistors is the
oxide thickness fluctuation (OTF) [ABD+03, MRA10]. SiO2 has been the
most common material used as gate dielectric for MOSFET transistors
until some years ago. However, its replacement by new materials could
be the origin of new sources of variability for these devices. For instance,
an avoidable irregular interface of SiO2 with variable thickness is created
during the deposition process of HfO2 dielectric on silicon substrates when
Hf(NO3)4 is employed [ZDZ
+06]. The origin of this SiO2 layer has been
attributed to different sources such as, oxidation of the substrate surface
during the time that it is being heated in the reactor, post–deposition
oxidation upon exposure to the atmosphere or direct oxidation of the
silicon by the Hf(NO3)4.
In this work we have studied 100 devices with different rough interfaces
of HfO2/SiO2 using the MSB–EMC simulator, in order to analyse the
impact of local oxide thickness fluctuations.
A.6.1 Description of the simulated devices
The simulated device is a 32 nm gate length Single Gate Silicon on
Insulator (SGSOI) MOSFET, such as is shown in figure A.40. The length
of the source and drain regions is 60 nm and they are doped with a uniform
doping profile ND = 5 x 10
19cm3. The channel thickness is equal to 6 nm
and is undoped. The gate dielectric has two oxide layers. The top oxide,
the nearest to the metal gate, is a HfO2 layer with a thickness equal to 4.12
nm. The bottom oxide, the nearest to the channel, is a SiO2 layer with
a thickness equal to 0.7 nm. The value of the equivalent oxide thickness
(EOT) is equal to 1.4 nm.
The roughness model has been obtained from a Line Edge Roughness
(LER), as shown on figure A.41, following the model employed to study the
232 Paralelización y Optimización de un Simulador 2D Monte Carlo
sobre Arquitecturas Grid y Cluster: Estudio de Fluctuaciones en
Transistores MOSFET basados en SOI
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Figure A.40: Representation of the SGSOI MOSFET structure. This
structure shows an example of a random fluctuation in the HfO2/SiO2
interface.
effect of the SiO2/Si interface roughness [GFW
+85, AKB03b]. This figure
shows a random H(x) function with arbitrary units and different values
for each node of the longitudinal mesh that belongs to the HfO2/SiO2
interface. This rough interface has local variations of the oxide thickness
in the range ±3.5 Å. The value of the local variation of oxide thickness is
calculated as a function of the H(x) height, where positive values of the
function indicate a SiO2 penetration into the HfO2 and negative values
indicate a penetration of the HfO2 into the SiO2.
A.6.2 Simulation results
We have simulated 100 devices with different rough interfaces between
gate oxides. Furthermore, we have simulated three devices without rough-
ness in order to analyse the impact of the roughness in the interface be-
tween oxides. The first device without roughness (uniform case), has a
4.12 nm thick layer of HfO2 and a 0.7 nm thick layer of SiO2. For the
other two devices (limit cases), the interface of the SiO2 oxide layer pene-
trates 3.5 Å into the HfO2 for one of them and for the other one, the HfO2
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Figure A.41: Example of the statistical generation of the oxide interface.
interface penetrates 3.5 Å into the SiO2. Therefore, the thickness of the
HfO2 layer for these devices is 3.77 nm y 4.47 nm respectively and, 1.05
nm y 0.35 nm for the SiO2 layer.
Figure A.42 represents ID − VD curves for each simulated device. The
drain current fluctuations due to the roughness of the interface between
oxides regarding the limit cases and the uniform case are shown. The
distribution of the drain current for the devices with rough interfaces be-
tween the gate oxides is shown in figure A.43. The drain and gate bias are
0.9 and 1 V respectively. Furthermore, this figure shows the drain current
values of the uniform case, the limit cases, and the mean of the distribu-
tion. The obtained mean is equal to 1166 A/m and standard deviation is
slightly higher than 2%. For this case the relative difference between the
mean of the distribution and the uniform case is around 1.2%. A compari-
son of the ID for the uniform case, the mean and the standard deviation is
shown in Table A.11, for VD = 0.5 and 0.9 V. The values of the standard
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Figure A.42: ID–VD curves for a SGSOI with VG = 1 V and with differ-
ent configurations of the oxide interface. The limiting cases of the SiO2
and HfO2 thicknesses and, the curve for a uniform device are shown for
comparison.
Uniform ID (A/m) Mean ID (A/m) σ(ID) (%)
VD=0.5 V 811.3 794.7 2.13
VD=0.9 V 1180 1166 2.24
Table A.11: Comparison of the ID for the uniform case, the mean value
of the drain current distribution and the standard deviation for VD = 0.5
and 0.9 V. VG was kept constant to 1 V.
deviation are higher than 2% for both drain voltages. However, the rel-
ative difference between the mean value of the drain current distribution
and the uniform case increases when the drain bias is reduced.
Figure A.44 shows the ID–VG fluctuations when VD = 1 V and drain
current fluctuation regarding the uniform case.
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Figure A.43: Distribution of the on–current obtained from the ID–VD
figure for VD = 0.9 V and VG = 1 V.
Figure A.44: ID–VG curves for a SGSOI with VD = 1 V and with differ-
ent configurations of the oxide interface. The limiting cases of the SiO2
and HfO2 thicknesses and, the curve for a uniform device are shown for
comparison.
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Figure A.45: Distribution of the drain current obtained from the ID–VG
figure for VG = 0.9 V and VD = 1 V.
The distribution of the drain current for the devices with rough inter-
faces between the gate oxides is shown in figure A.45, for VG = 0.9 V and
VD = 1 V. Furthermore, this figure shows the drain current values of the
uniform, the limit cases and the mean of the distribution. The obtained
value of the mean is equal to 970.5 A/m and the standard deviation is
around 3%. For this case the relative difference between the mean of the
distribution and the uniform case is insignificant (around 0.21%). A com-
parison of the ID values for the uniform case, the mean and the standard
deviation is shown in Table A.12, for VG = 0.5 and 0.9 V. In this case
the standard deviation for sub–threshold region (4.21%) is higher than
the obtained value for VG = 0.9 V equal to 2.87%. However, the relative
difference between the mean value of the drain current and the uniform
case is insignificant (around 1%).
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Uniform ID (A/m) Mean ID (A/m) σ(ID) (%)
VG = 0.5 V 183.5 183.9 4.21
VG = 0.9 V 968.4 970.5 2.87
Table A.12: Comparison of the ID for the uniform case and the ID mean,
and ID standard deviation for VG = 0.5 and 0.9 V. VD was kept constant
to 1 V.
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The simulation of semiconductor devices is a fundamental design tool
in the nanoelectronics research field, since it makes possible the study of
new devices, design characteristics and new materials.
However, due to the aggressive scaling of devices more complex sim-
ulation models are required and therefore, longer computational times.
The reduction of the device dimensions also increases the impact of vari-
ability effects in their performance. To account for these effects statistical
analysis are mandatory, which greatly increase the computational cost.
From the computational point of view simulation of semiconductor de-
vices has two challenges: (i) decreasing the execution time without limiting
the complexity of models and (ii) increasing the available computational
resources to perform studies of statistical fluctuations.
This work proposes two solutions to these challenges, applying them
to 2D Monte Carlo simulation of MOSFET transistors: (i) parallelisation
of Monte Carlo simulators in order to decrease the execution time and (ii)
the usage of Grid infrastructures to increase the computational resources
available.




Parallel Programming Applied to Simulation of Semiconductor
Devices
We have observed a strong development of multicore architectures dur-
ing the last 5 years. For instance, a 90% of the supercomputers which
belong to the TOP500 list have multicore architectures. An important
advantage of these processors is that they are incorporated into desktop
computers and therefore, we can take advantage of parallelism during the
development of the simulators in our personal computers.
In this work, we have parallelised two different Monte Carlo simulators
using the OpenMP standard. The first one, called Multi–Valley Effective
Conduction Band Edge Ensemble Monte Carlo (MV–ECBE–EMC), is the
lest computational demanding code. Despite OpenMP is a simple parallel
language, the parallelisation process of this simulator was a complex task
due to the fact that this code was not design with parallelism in mind. Fi-
nally, the parallel version of the MV–ECBE–EMC simulator has reduced
the execution time by a factor 1.81 using 4 cores. The scalability limits
have been achieved with more than 4 cores due to the influence of the
percentage of sequential code that can not be parallelised. This fact high-
lights the importance of profiling to know the structure of the simulator
and the most computational demanding subroutines of the code.
The second parallel simulator is the Multi–Subband Ensemble Monte
Carlo (MSB–EMC). This simulator is more computational demanding
than the MV–ECBE–EMC but it has a larger parallel percentage of the
code. The execution time of the parallel version of MSB–EMC has de-
creased by a factor 7.4 using 8 cores and by a factor 10 with 16 cores.
Grid Computing Applied to the Simulation of Semiconductor
Devices
Grid technologies have evolved during the last 15 years boosting the
development of new National and International Grid Infrastructures, such
as es–NGI, EGI or TeraGrid. In this study, we used the es–NGI infras-
tructure because of the large amount of available resources, 5000 cores and
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500 TB in 2010, since they could be very useful for variability studies of
semiconductor devices. Despite these resources, in our opinion, the Grid
middleware needs to simplify the usage of Grid infrastructures. We have
employed the gLite middleware to perform our tests and we have developed
a submitting and monitoring system to manage failed jobs automatically.
The heterogeneity of computational resources is an important problem
of Grid infrastructures. For instance, the submitted jobs to es–NGI could
run on last generation Xeon processors or older PentiumD processors. Our
tests confirm the effect of these heterogeneous resources on the execution
time of Monte Carlo simulations, with up to a 55% of difference among
the execution times depending on the computational resource. Despite
these differences, the use of this kind of infrastructures are very useful
to perform statistical studies of semiconductor devices, since the large
amount of multicore processors are available can be employed to decrease
the execution times.
Finally, we would like to emphasize the importance of developing new
services to exploit the advantages of these infrastructures for scientific
simulations and data processing.
To end up this dissertation we present a study of the impact of two
sources of variability on the characteristics of SOI MOSFETs. Therefore,
we study (i) the effect of gate misalignment on DGSOI MOSFETs using
the parallelised MV–ECBE–EMC simulator and (ii) the impact of the
oxide thickness variability induced by a rough HfO2/SiO2 interface on the
dielectric of SGSOI MOSFETs using the parallel MSB–EMC simulator.
The main achievements and conclusions of these studies are commented
below.
Simulation of gate misalignment on DGSOI MOSFETs using the
MV–ECBE–EMC simulator
A 10 nm channel length double gate SOI MOSFET has been chosen to
carry out this study. Three different configurations of gate misalignment
have been studied: (i) TGM, when the top gate is misaligned, (ii) BGOD,
when both gates are misaligned in opposite directions, and (iii) BGSD,
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when both gates are misaligned in the same direction.
Obtained results for all the considered configurations show that, for
a gate misalignment up to 20% the drain current deviations are smaller
than 10% with respect to the ideal perfectly aligned device. The three
studied device configurations confirm that a gate misalignment towards
the source lower than 20% is better than towards the drain (especially for
the saturation region), achieving in some cases a better performance than
in the aligned device. This behaviour is due to the increase in the electron
concentration in the channel region close to source which decreases the
source serial resistance.
In the BGSD configuration a higher performance is achieved when
both gates are misaligned towards the source whereas the channel control
is reduced when the gate is misaligned towards drain. This situation is
specially relevant when the devices are fabricated using self–alignment
techniques which is the usual case for FinFETs.
Study of the oxide thickness variability induced by a rough HfO2/-
SiO2 interface on the dielectric of SGSOI MOSFETs using the
MSB–EMC simulator
This work analyses the impact of local oxide thickness fluctuations due
to a HfO2/SiO2 rough interface. We have simulated 100 SGSOI devices
with different rough interfaces using the parallel MSB–EMC simulator.
Simulation results of studied devices show that a rough interface of the
gate oxide modifies the SGSOI MOSFET characteristics. The standard
deviation of the drain current, obtained for the 100 simulated rough de-
vices, is around 2 and 4% depending on the bias point of transistors.
Future Work
In this dissertation we have benefited from parallelism and Grid archi-
tectures to improve the Monte Carlo simulation of MOSFET transistors.
From this research area, new lines have arisen for future development re-
garding the application of parallel computing techniques and Grid and
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Cloud technologies to the simulation of semiconductor devices. Further-
more, this possible applications could also be useful in other research areas.
Several examples of possible future works are listed bellow:
• The parallel 2D MSB–EMC simulator could be extended to 3 dimen-
sions. Currently, this simulator solves a 1D Schrödinger equation for
the perpendicular plane to transport direction. A 3D parallel simu-
lator could be implemented with a 2D solution of this equation for
the same plane. The 3D simulator will enables us to simulate three-
dimensional devices such as, Nano–wires or FinFETs. Furthermore,
the future 3D version and new implemented methods can also be par-
allelised and optimised taking advantage of the experience obtained
from this work.
• Simulation of the impact of other sources of statistical variability on
MOSFETs characteristics. For instance, an interesting work could
be to extend the study of the impact of local fluctuations on oxide
thickness due to a HfO2/SiO2 rough interface. This work could
compare the current results (obtained from a direct method) with
a new ones obtained from a indirect method. This indirect method
could be a scattering mechanism which takes into account the effects
of oxide thickness fluctuations. Furthermore, a comparison with
experimental results will be also very interesting because we can
properly model the HfO2/SiO2 interfaces. Other studies related to
variations of the design parameters of MOSFETs transistors are also
possible such as, variability of silicon thickness or gate length.
• Application of parallel computing techniques to the simulation of
semiconductor devices. Our group has developed several 3D paral-
lel simulators parallelised with MPI, using domain decomposition
methods. A very interesting computational work taking advan-
tage of the OpenMP experience could be the hybrid parallelisation
OpenMP/MPI of these simulators. Moreover, it would be interest-
ing to assess the advantages of using hardware accelerators such as
GPUs.
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• Finally, the most recent research line for future work is focused on
e–Science. Simulation of semiconductor devices and other research
areas require Web portals for submitting and monitoring jobs. These
web portals must provide access to different resources, i.e. clusters,
Grid or Cloud, and they must include Web services to enable re-
searchers to compare data from different sources, such as experi-
mental and simulation data.
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Phonon–limited electron mobility in ultrathin silicon–on–
insulator inversion layers. Journal of Applied Physics,
83(9):4802, 1998.
[GRLV+99] F. Gámiz, J.B. Roldán, J.A. López-Villanueva, P. Cartujo-
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