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Quantum mechanics is characterized by quantum coherence and entanglement. After having dis-
covered how these fundamental concepts govern the physical reality, scientists have been devoting
intense efforts to harness them to shape the future science and technology. This is a highly non-
trivial task because most often quantum coherence and entanglement are difficult to access. Here,
we present a quantum many-body system in which quantum coherence and entanglement explicitly
demonstrate the quantum advantage of quantum technology over the classical one. Our physical
system is made of strongly correlated attracting neutral bosons flowing in a ring-shaped potential
of mesoscopic size. Quantum analogs of bright solitons are formed in the system by the attractive
interactions, and, as a genuine quantum-many-body feature, we demonstrate that an angular mo-
mentum fractionalization occurs. As a consequence, the matter-wave current in our system is able
to react to very small changes of rotation or other artificial gauge fields. We discuss how our results
put the basis to devise rotation sensors and gyroscopes with enhanced sensitivity.
PACS numbers:
I. INTRODUCTION
Phase coherence is one of the most pervasive concepts
in science and technology. In classical physics, coher-
ence leads to interference. With classical interference,
we fabricated devices for every-day life, for example, to
manipulate sound waves or for audio-video transmissions.
With quantum mechanics, we discovered that also mas-
sive particles can be coherent. The technological progress
that followed has had a disrupting impact in shaping the
world as we know it now, with electronics, computer sci-
ence, photonics etc. The nature of quantum coherence,
though, poses challenging questions when it is referred
to many-particle systems because of the non-local corre-
lation entanglement. Such features have been of central
importance in quantum optics [1], mesoscopic physics [2],
and quantum material science [3], and they are now at
the heart of quantum technology. Indeed, the defining
goal of quantum technology is to realize new concepts
of quantum devices and simulators harnessing quantum
coherence and entanglement [4].
A natural way to access the resources needed for quan-
tum technologies is to refer to quantum many-body sys-
tems. Several options have been studied so far, with the
different choices implying a quantum technology with dif-
ferent features. For example, superconducting circuits
∗Electronic address: piero.naldesi@lpmmc.cnrs.fr
and circuit QED rely on the quantum coherence resulting
from the specific electronic (pairing) correlations occur-
ring in superconductors [5]; with a similar logic, quantum
devices robust to imperfections and noise have been con-
ceived as based on the braiding properties of the quasi-
particles in the topological matter as provided e.g. by
quantum Hall systems or other topological matter [6].
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FIG. 1: Schematic representation of the system. Left: Ring
lattice of bosons with attractive interactions subjected to an
artificial gauge field inducing matter-wave currents (arrows).
Attractive interactions give rise to the formation of many-
body bound states, ie quantum analogs of bright solitons,
where many particles are clustered together (right).
Even though entanglement and quantum coherence are
certainly present in many-body systems, it is very chal-
lenging to demonstrate how such genuine quantum re-
sources can be of operational value in quantum technol-
ogy [7, 8]. In particular, it is still an open question to
prove the quantum advantage of quantum simulators over
classical ones [9]. Such questions are of key importance
also for quantum sensing, to explore the fundamental
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2limits of metrology [10–13]. In precision measurement,
many-body correlations have recently been used in opti-
cal lattice clocks to prepare isolated atoms [14], allowing
in turn to measure many-body effects with clock preci-
sion [15]. With atomic ensembles, massive particle en-
tanglement has enabled a noise reduction of a factor 100
in a microwave clock system [16].
In this paper, we demonstrate the quantum advantage
of entangled coherent bosonic systems, setting the basis
for quantum sensors with enhanced performances. At
the same time, we provide a clear instance on how quan-
tum technology can disclose new fundamental aspects of
many-body physics.
Our system is made of attracting neutral bosonic
atoms flowing in a ring-shaped lattice potential of meso-
scopic size which sustains a neutral persistent current
flow (see Fig. 1). As physical implementation of such
system, we propose ultra-cold atoms [17], with the new
twist provided by atomtronics [18, 19].
A quantum system in a ring geometry is known to dis-
play a staircase response to an applied (artificial) mag-
netic field. While our discussions are applicable to any
type of artificial gauge fields [20], in the following we will
refer to the case of an artificial gauge field induced by
a global rotation at angular frequency Ω. For such sys-
tems, it is found that the induced angular momentum
increases in quantized steps as a function of Ω [21, 22];
correspondingly, the amplitude of persistent currents dis-
plays periodic oscillations with Ω, with a periodicity that
Leggett proved to be unaffected by arbitrary repulsive in-
teractions [23]. Below, we demonstrate that for entangled
one-dimensional bosons with attractive interactions such
periodicity is N times smaller than the aforementioned
case. Then, we discuss how such features, in general, do
depend on the interplay between interactions and size of
the system.
II. N ROTATING BOSONS WITH
ATTRACTIVE INTERACTIONS
Before treating the general case of the lattice ring, we
will first assume that the density N/L of bosons, where
N is the particle number and L = 2piR is the perimeter
of the ring of radius R, is small enough to describe the
system through the continuous Bose-gas integrable the-
ory or equivalently the Lieb-Liniger model [24]. For such
systems, we can apply exact results [25].
In the frame rotating at frequency Ω, the Lieb-
Liniger Hamiltonian reads HˆLL =
∑N
j=1
1
2mp
2
j − ΩLz +
g
∑
j<l δ(xj − xl), where m and the pi’s are respec-
tively the mass and the momentum of each particle,
Lz =
∑N
j=1 Lz,j is the total angular momentum of the
N particles and g is the interaction strength. The Lieb-
Liniger Hamiltonian can be recast to
HˆLL =
N∑
j=1
1
2m
(
pj−mΩR
)2
+g
∑
j<l
δ(xj−xl)+EΩ (1)
with a constant EΩ = −NmΩ2R2/2. Here, we assume
periodic boundary conditions. Using a transformation
to Jacobi coordinates (see Methods) ξl and their canon-
ically conjugate momenta Ql, where ξN = XCM and
QN = PCM where XCM = (1/N)
∑
j xj and PCM =∑
j pj are, respectively, the coordinate and momentum
of the center of mass, we find that in the Hamilto-
nian (1) only the center-of-mass momentum is coupled to
the artificial gauge field Ω. Correspondingly, the many-
body wavefunction can be written as Ψ(x1, ..., xN ) =
ei(PCM−NmΩR)XCM/~χrelative(ξ1, ..., ξN−1). In this case,
PCM = `~/R can take any value allowed by quan-
tization of momentum in the ring (` being an in-
teger). The ground-state energy reads EGS =
1
2Nm (PCM −NmΩR)2 + Eint, where Eint is the inter-
action energy of the fluid, which does not depend on Ω.
For repulsive interactions, independently of the in-
teraction, EGS results periodic in Ω with period Ω0 =
~/mR2 (see Methods). Therefore, the persistent current
in the rotating frame Ip=−(Ω0/~)∂EGS/∂Ω reflects the
center-of-mass quantization, and displays the character-
istic sawtooth behaviour versus Ω [23], corresponding to
a staircase behaviour of angular momentum Lz.
For attractive interactions the ground state is a many-
body bound state, i.e. a ’molecule’ made of N bosons,
corresponding to the quantum analog of a bright soliton
[26–28]. The ground state energy for arbitrary Ω then
reads
EGS =
~2
2MR2
(
`−N Ω
Ω0
)2
− N(N
2 − 1)g2
12
, (2)
where the second term accounts for the interaction energy
Eint. The above equation shows that attracting bosons
behave as a single massive object of massM = Nm under
the effect of the artificial gauge field, and that the energy
displays a 1/N -periodicity as a function of the artificial
gauge field Ω, in units of Ω0 corresponding to fractionali-
sation of angular momentum per particle: as in fractional
quantum Hall effect, in our system the elementary parti-
cles carrying fraction of quantum of angular momentum
are parts of composite objects.
Now, we discuss the general non-integrable case in
which the lattice effects are relevant. To this end, we
assume that the bosons dynamics is entailed by the Bose-
Hubbard Model (BHM):
HˆBH =
Ns∑
j=1
U
2
nj (nj − 1)− J
(
e−iΩ˜a†jaj+1 + h.c.
)
(3)
where aj and a
†
j are site j annihilation and creation Bose
operators and nj=a
†
jaj . The parameters J , U < 0 in (3)
are respectively the hopping amplitude and the strength
of the on-site interaction, Ns being the number of sites
in the ring lattice and Ω˜
.
= 2piΩ/(Ω0Ns) for brevity.
3a
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FIG. 2: Fractionalisation of angular momentum in a Bose gas with attractive interactions. Average angular
momentum per particle (main) and ground-state energy (inset) for bosons on a lattice ring as a function of artificial gauge field,
from numerical exact diagonalization calculations: a) at varying particle number, for chosen values of interaction strength as
indicated on the figure, b) for various values of interaction strength at fixed N = 4. Panel c) shows the corresponding predictions
from the mean-field Gross-Pitaevskii equation for zero and finite attractive interactions indicated by the dimensionless parameter
g0 = mgL/~2. The angular momentum per particle is obtained as ~` =
Meff
M
(
~Ip
Ω0
+ Ω
∂2EGS
∂Ω2
∣∣∣∣
Ω=0
)
, with Meff being the
effective mass of the bound state in the lattice.
We point out that, for the lattice model (3), the center-
of-mass and relative coordinates do not decouple (for any
finite interaction). As an effect, the internal structure of
the many-body bound state is affected by the interplay
between interaction and artificial gauge field Ω (since
PCM depends on Ω, and the internal structure depends
on PCM ). This feature has a profound influence on the
persistent current: in contrast with the continuous the-
ory, the fractionalization of the angular momentum for
lattice ring condensates depends on interactions. Fig. 2
shows our numerical results (confirmed by exactly solv-
ing the BHM in the 2-particle sector–see Methods) for the
ground-state energy, persistent currents and angular mo-
mentum: also in the lattice nonintegrable case the 1/N
periodicity in Ω/Ω0 of the persistent currents emerges,
as well as fractionalization of angular momentum. These
features, though, are affected by the interplay between
system size and interaction strength. The 1/N period-
icity is found when interactions are sufficiently large: In
these conditions, the size of the many-body bound state,
defined as the typical decay length of the density-density
correlations [28], is much smaller than the size of the sys-
tem. Upon decreasing the interactions, the many-body
bound state spreads more and more over the sites to a
point where finite-size effects are relevant (see Methods).
We remark that all the observed features are purely quan-
tum many-body effects tracing back to specific quantum
correlations: Indeed, mean-field Gross-Pitaevskii equa-
tion (corresponding to a non-entangled ground state)
provides persistent currents displaying no fractionaliza-
tion, indepently on the strength of the interaction (see
Fig. 2, c).
III. TIME-OF-FLIGHT
In the following, we demonstrate that the 1/N frac-
tionalization of angular momentum clearly emerges in
the time-of-flight (TOF) distributions of the atoms after
releasing the trap confinement (in our calculations, we
assume that the interaction strength is turned off with
the confinement): n(k) = |w(k)|2∑j,l eik·(xj−xl)〈a†jal〉,
where xj indicate the position of the lattice sites in the
plane of the ring and w(k) is the Fourier transform of the
Wannier function of the lattice [29].
Figure 3 shows the TOF images for the bosonic ring
lattice with attractive interactions. Instead of the char-
acteristic wide `-dependent minimum (’hole’) arising for
zero or repulsive interactions [21, 22], we find no clear
hole at k = 0 for the attractive case. Such feature is
due to the reduction of coherence implied by the soli-
tonic many-body bound state: Despite the seemingly fea-
tureless momentum distribution, we find that fractional
steps of the mean-square radius of the distribution for
4FIG. 3: Time of flight expansion of the Bose gas after releasing the atoms from the ring trap. a Scheme representing
the free expansion of the atoms after switching off the lattice ring trap convoluted by the Wannier function. b-c-d Density plot
of the TOF expansion for three different values of the artificial gauge field, Ω = 0.1, Ω = 0.5 and Ω = 1, in a system of N = 4
particles and L = 11 lattice sites. e Renormalized width σTOF/σTOF(Ω = 0) of the time of flight density distribution, n(k), for
different number of particles, N = 6, N = 4 and N = 2 with interactions U/J = −0.6, U/J = −1 and U/J = −3 respectively.
We displace each curve vertically by 0.05 in order to make the figure more clear. Note how the TOF density distribution width
abruptly changes with the increase of the strength of the artificial gauge field, and how the sensitivity proportionally increases
with the number of particles. In all the calculations we have approximated the Wannier functions with Gaussians functions
with width δ = a/
√
2pi with a the lattice spacing.
Ω/Ω0 = `/N [30] . This effect provides the univocal sig-
nature of 1/N fractionalization of angular momentum in
the presence of a many-body bound state.
IV. CONCLUSIONS AND OUTLOOKS
Summarizing, we have demonstrated that attracting
bosons on a ring display fractionalization of angular
momentum. On the fundamental level, such feature rep-
resents a remarkable extension of well known predictions
due to Byers-Yang-Onsager-Leggett [23, 31, 32]: The
many-body bound-state nature of the ground state of
attractive bosons implies fractional angular momenta
per particle; interactions do not change the fractional-
ization on a continuous ring but they do affect it in the
generic (lattice) system. Such features are due to the
entanglement in the ground state: the effect vanishes
in the Gross-Pitaevskii limit in which the many-body
wave function describes a factorized state. The 1/N
fractionalization can be observed experimentally by
studying the system’s momentum distribution; the
observation of such effect would provide the evidence of
the formation of many-body quantum solitons beyond
the Gross-Pitaevskii mean-field regime. Our results yield
a N -factor enhancement in the sensitivity of attracting
bosons to an external field. This principle would allow to
exploit such feature as quantum advantage for rotation
sensing: while a comparison with existing Sagnac sensors
goes beyond the current work, our results demonstrate
a direct way to assess the advantages of macroscopic
quantum coherence and entanglement. Indeed, the plot
in Fig.3e can be regarded as an analog of a sequence of
interference fringes: a sequence of identifiable features
such that the number of them that are crossed in a
particular experiment will be a measure of change in
a particular external parameter—rotation frequency in
our case. Fig.3e predicts an improvement in the limit
of detection as one increases the number of particles
in a soliton: namely, the minimal detectable change
in rotation frequency is inversely proportional to the
number of particles N . For higher, but comparable repe-
tition numbers, and assuming well-controlled systematic
errors, we expect an N -fold improvement in precision.
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Appendix A: Separation of center-of-mass and
relative coordinates
We detail here the coordinate transformation to center-
of-mass and relative coordinates. We introduce the Ja-
cobi coordinates y1y2. . .
yN
 = MJac ·
 x1x2. . .
xN
 ,
with the Jacobi matrix given by
MJac =

1 −1 0 0 · · · 0
1
2
1
2 −1 0 · · · 0
1
3
1
3
1
3 −1 · · · 0· · · · · · · · · · · · · · · 0
1
N−1
1
N−1
1
N−1
1
N−1 · · · −1
1
N
1
N
1
N
1
N · · · 1N
 . (A1)
Here, yN = XCM ≡
∑N
l=1 xl
N is the center-of-mass coordi-
nate we want to separate out. The Jacobi matrix (A1) is
however not orthogonal (ie it is not a rotation). Nonethe-
less, the matrix MJac can be easily converted to a pure
rotation RJac via the rescaling:
RJac = diag
(√
1
2
,
√
2
3
, . . . ,
√
N − 1
N
,
√
N
)
·MJac .
(A2)
where diag(. . . ) is a diagonal matrix, with the numbers in
the parenthesis specifying the diagonal matrix elements.
Indeed one can straightforwardly verify that RJac ·R>Jac =
1, where R>Jac is a transpose of RJac.
We define then the coordinates z1z2. . .
zN
 = RJac ·
 x1x2. . .
xN
 .
Note that zN =
√
NXCM.
Let us now introduce one final transformation, which
brings us back to XCM as one of the variables, while
keeping the Jacobian determinant of the transformation
equal to one:
ξl = N
1
2(N−1) zl, l = 1, 2, . . . , N − 1
ξN =
1√
N
zN = XCM .
This defines the relative and center-of-mass coordinates
used in the main text.
By a similar procedure one can identify the transfor-
mation to the Jacobi momenta Ql, canonically conjugate
to ξl, where QN =
∑N
j=1 pj = PCM is the center-of-mass
momentum. In particular, by introducing a set of mo-
menta ~Pz = RJac~p, with the same Jacobi matrix RJac as
the one used for spatial coordinates, one can show that
Ql = αPzl for l = 1, ...N − 1 with α = N−1/[2(N−1)], and
QN =
√
NPzN = PCM
The final Hamiltonian then reads
H =
N−1∑
j=1
1
2µN
Q2j + Vint(ξ1, ..., ξN−1)
+
1
2M
(PCM −NmΩR)2 (A3)
where µN ≡ N−
1
(N−1)m is the mass of the relative prob-
lem, M = Nm is the total mass.
Appendix B: Exact Bethe Ansatz results for the
continuous ring
We start from the Lieb-Liniger model Eq.(1) of the
main text, where we drop the constant EΩ:
HLL =
N∑
j=1
1
2m
(
pj −mΩR
)2
+ g
∑
j<l
δ(xj − xl), (B1)
For the Lieb-Liniger model, the total momentum and
energy are PCM = ~
∑N
j=1 kj and E = (~2/2m)
∑N
j=1 k
2
j
respectively, where the kj are obtained by solving the
Bethe equations
kj =
2Ijpi
L
+ 2pi
Ω
Ω0L
−
∑
`
arctan
(
kj − k`
c
)
(B2)
where c = 2mg/~2, L = 2piR is the ring circumference
and Ij is a set of integer (semi-integer) numbers defining
the state of the system. For repulsive interactions, all the
kj ’s are real. For 2lpi/L ≤ Ω ≤ 2(l + 1)pi/L, the ground
states can be obtained by Ij = −(N − 1)/2 + j + `, with
integer `, yielding a center of mass momentum given by
PCM = ~
∑
j kj = `N~/R, as readily follows by noticing
that arctan[(kj − k`)/c] is an odd function.
For repulsive interactions, the allowed values for the
center of mass are integer multiples of 2pF , where pF =
~N/2R, yielding EGS = N~
2
2mR2 (`− Ω/Ω0)2 + Eint with
Ω0 = ~/mR2. The ground state energy hence results
periodic in Ω with period Ω0 and the persistent current,
obtained as Ip = −(Ω0/~)∂EGS/∂Ω, clearly reflects the
center-of-mass quantization for any value of interaction
strengths.
For attractive interactions the Bethe equations of ( B1)
admits complex solutions and the ground state corre-
sponds to a many-body bound state: kj = κ − i(n +
1−2j)g/2, j = 1 . . . n. Such n string solutions holds also
6for Ω 6= 0, since the scattering matrix is not affected by
Ω. The ground state of ( B1) is made of a single n = N -
string, yielding Eq.(2) of the main text. Finally, the finite
size corrections to the string solutions (for recent refer-
ences, see [33, 34]) can affect the interaction energy Eint,
but they do not alter the Ω-dependence of the ground
state energy.
Appendix C: Numerical Methods
Here we present the numerical techniques that have
been used to obtain the results presented in this paper.
We solve the eigenvalue problem by writing the Hamilto-
nian, Hˆ, as a matrix Hij in the Fock basis. This basis is
then hashed in a more efficient form [35] in order to write
the Hamiltonian in a sparse way. In particular, our nu-
merical code is written in Python and the sparse Hamil-
tonian is diagonalized using ARPACK within the SciPy
library. We have performed simulations with Ns = 11
to Ns = 20 sites and N = 2 to N = 6 particles, with a
Hilbert space dimension up to 105, for different values of
the flux Ω/Ω0. Simulations have also been benchmarked
with DMRG [36] data. After solving the eigenvalue prob-
lem, the correlation function Clk = 〈a†l ak〉 is calculated
using the ground state of the system and is used to obtain
the time-of-flight results of Fig. 3.
Appendix D: Two-particle exact solution
In the N = 2 sector, the Bose-Hubbard model the
many-body wavefunction can be obtained using the coor-
dinated Bethe Ansatz approach. Therefore, the ground-
state energy and correlation functions can be accessed ex-
actly. We generalize Ref.[37] to include the presence of an
artificial gauge field in the Hamiltonian. Here, we gauge
away the Peirerls factors in the Hamiltonian and we im-
pose twisted boundary conditions: aˆNs+1 = e
2piiΩ/Ω0 aˆ1.
A general two particle state can be written as:
|φ〉 =
Ns∑
j,k=1
φjkaˆ
†
j aˆ
†
k|0〉 (D1)
where φjk is the two-partcile wavefunction, symmetric
under the exchange of j and k, and normalized to unity.
The energy of the system is found by solving the time-
independent Schro¨dinger equation Hˆ|φ〉 = E|φ〉 using
the Bethe Ansatz technique. In the center-of-mass and
relative discrete dimensionless coordinates X=(j+k)/2,
x=j−k and P =p1 +p2, p=(p1−p2)/2 the wavefunction
φjk reads:
φjk = e
iPX
(
a12e
ip|x| + a21e−ip|x|
)
. (D2)
The energy eigenvalues of the two-particle system are
given by E=−4J cos(P+Ω2 ) cos(p). The center of mass
momentum is obtained by imposing twisted boundary
conditions and quantization of the ring:
Pn =
2pi
Ns
(n− 2Ω/Ω0), (D3)
For the BHM the relative momentum p is obtained by
the condition:
(−1)neip(Ns+1) = y (Pn, p) (D4)
with
y (Pn, p) ≡ a21
a12
= −
U
4J0
− i cos (P2 ) sin(p)
U
4J0
+ i cos
(
P
2
)
sin(p)
. (D5)
It is interesting to compare the BH and the Lieb-
Liniger pictures. In the latter case, the equations to solve
are
eipL = Y (p) (D6)
with
Y (p) ≡ a21
a12
= −c− ip
c+ ip
. (D7)
Note that, in contrast with the BH case, Eqs.(D6),
(D7) are decoupled, ie the center of mass momentum
P decouples to the relative momentum. As a result,
the imaginary part of the momentum p is independent
on Ω; this feature implies that the periodicity of the
ground state energy does not change with the interac-
tion strength. For the BHM, instead, P and p are cou-
pled; this feature has a clear effect in the periodicty of
the ground state energy. In conclusion, in the BHM the
dependence of the periodicity on interactions is an ef-
fect of the coupling between center of mass and relative
momentum.
Note that by solving Eqs.(D4), (D5) becomes fully de-
termined. Thus, the time of flight images can be then
readily evaluated by:
n(k) =
Ns∑
j,l=1
eik·(xj−xl)〈a†jal〉
=
Ns∑
j,l=1
eik·(xj−xl)+iΩ(j−l)/Ω0
∑
n
φ∗jnφnl (D8)
Appendix E: Finite-size effects
In order to relate the size of the many-body bound
state and the periodicity of the currents we analize the
dependence of the ground-state energy on the artificial
7FIG. 4: a Density plot of the renormalized energy difference between the N -times periodicity and the nonrotating system for
N = 2. Solid lines gives the threshold for which E(U,L,N) < 10−3. In figure b we show the threshold given by condition
E(U,L,N) < 10−3 for different number of particles and system sizes. c Shows the density-density correlations Cj,j+r for N = 2
within and outside the regime where the system presents an increase of the periodicity of the current.
gauge flux Ω/Ω0 for various values of interaction strength
U and different system sizes Ns.
We estimate the spatial size associated to the many-
body bound state by studying the exponential decay of
the density-density correlations [28]
〈njnj+r〉 ≈ exp[−r/ξ]. (E1)
We quantify the quality of the 1/N periodicity of the
ground-state energy E(Ω) by calculating
E(U,Ns, N) = |E(Ω = Ω0/N)− E(Ω = 0)|
E(Ω = 0)
, (E2)
such that E(U,L,N) = 0 corresponds to a perfect
1/N periodicity. Figure (4)(a) shows the density plot
E(U,Ns, N) for a fixed number of particles N = 2. In
this figure, we show that for large U and a sufficiently
large system size, the periodicity of the ground-state en-
ergy is increased by a factor N with respect to the nonin-
teracting case. In Fig. 4)(b) we calculated the threshold
for which the minimum of the N -time periodicity is ob-
tained within an error of 0.1%, i.e. E < 10−3, for differ-
ent number of particles (corresponding to the solid line
in Fig. 4)(a)). Finally we compare the density-density
correlations 〈njnk〉 for two different points in the den-
sity plot shown in (a), one within the region where the
current presents N -time periodicity and one above the
threshold. Indeed Fig.4(c) demonstrates that the size of
the soliton, which depends on U for a fixed number of
particles, must be smaller than Ns in order to observe
the enhanced sensitivity presented in this paper.
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