Abstract. Given a complex polynomial, we obtain lower bounds for the moduli of the roots outside the unit circle. Our main tool is the method of Dandelin-Graeffe, which can be used directly for polynomials with distinct absolute values of the roots. In the general case the arguments of the powers of the roots must be controlled, and we achieve this by two methods: a theorem of Dirichlet, and an argument using linear recurrent sequences.
Introduction
Let F (X) = In order to obtain a lower bound strictly larger than 1 for |α t | we consider the family of polynomials F n ∈ ‫[ރ‬X] defined by We observe that the roots of F n are the nth powers of the roots of F , so the polynomials F n are exactly the polynomials considered in the general case of the Dandelin-Graeffe method [2] . We next obtain an asymptotic formula for |α 1 · · · α k |, for 1 ≤ k < d, as a function of the coefficients of the polynomials F n . This formula is then used to derive a lower bound greater than 1 for the absolute values of the roots outside the unit circle.
Another estimate is obtained as a function of the measure of the polynomial F . Both estimates allow giving upper bounds for the roots inside the unit circle, and applications include inequalities on the height and the length of polynomial divisors. There exist infinitely many integers q such that |S q | ≥ rρ q / √ 2.
The First Estimate

Application of Dirichlet
Proof. Let β j = ρe 2πiφ j . We have
e 2πniθ j , with θ j = φ j − φ r .
Let us first prove that there exists such an integer q. By the theorem of Dirichlet [7] , for a given integer Q, there exists q ≥ 1 such that q ≤ Q r and ||2qθ j || < 1 Q for all 1 ≤ j < r, where ||x|| = min m∈‫ޚ‬ |x − m|. This gives the result: for example, for Q = 4 we have (e 2πiqθ j ) ≥ 1/ √ 2 for all 1 ≤ j < r. So we obtain |S q | ≥ rρ n / √ 2. Now we choose Q 1 such that max ||2qθ j || > 1/Q 1 . Our argument gives some integer q 1 . Clearly q 1 > q. Then we choose Q 2 , we get q 2 > q 1 and so on.
Remark. It seems very difficult to obtain precise information on the set of the q's such that |S q | ≥ rρ q / √ 2. Our proof shows that the smallest such q is ≤ 4 r . 
Proposition 1.2 Let
T n = γ n 1 + · · · + γ n r + γ n r+1 + · · · + γ n d ,|γ 1 | = · · · = |γ r | > |γ r+1 | ≥ · · · ≥ |γ d |.
There exist infinitely many
and it follows that
For obtaining the result, by Lemma 1.1 it is sufficient to have
for n large enough.
| > 1, there exists n 0 such that
so ( * ) is fulfilled for all n ≥ n 0 . Hence the result. 
Proof. We have
On the other hand, by Proposition 1.2, we have
for infinitely many n.
Inequalities (1) and (2) prove the result.
Proposition 1.4 With the notation of the introduction, we have
Proof. We consider the polynomial F n . 
Since |a
Proof. By Proposition 1.4 we obtain
Note that previous other approaches for obtaining upper bounds for |α 1 · · · α k | and |α k | were derived by W. Specht [8] and M. Mignotte [5] . From the inequalities of W. Specht it is easy to deduce the next two results.
Proof. If we apply the inequalities of W. Specht [8] to the polynomial F n , we get
where H(F n ) is the height of F n , i.e. the largest absolute value of the coefficients. Hence the statement.
where β n = max{|a
Proof. We observe that the result was proved by W. Specht [8] for n = 1 and a 0 = 1 and we apply this case to the polynomial (1/a n 0 )F n .
Remarks.
1) The results of W. Specht have no siginificance for those k such that
2) The coefficients of F n grow exponentially with n, so H(F n ) and β n become too large for large n.
3) The largest index t for which |α t | > 1 can be computed using the SchurCohn algorithm which is rather expensive, see [1] and [4] . However, for guessing t, the following results will be useful, and this is cheaper.
Corollary 1.8
There exists n 0 ∈ ‫ގ‬ such that for all n ≥ n 0 , for all j with max h |a
Corollary 1.9 If F has no roots on the unit circle, then t is the unique j for which max h |a (n)
h | is realized for large enough n.
Proof. In this case t = s in Corollary 1.8.
We remind the reader that the measure M(α) of an algebraic number α is the measure of any minimal polynomial P of α over ‫,ޚ‬ i.e.
where lc(P ) denotes the leading coefficient of P and z 1 , . . . , z m are the roots of P . The next result allows us to compute the indices t and s.
ii) and
Proof. i) By the definition of the measure,
We note that
Then we use i.
Remark. Empirically we always got
but we are unable so far to prove these relations.
An Argument using Linear Recurrent Sequences
The drawback of the previous subsection is the occurence of "limsup" in the statements. Using a simple argument of linear algebra, we can obtain similar statements with some "limit". This is an important advantage for the computational approach of the problem. 
i=0 |c i | we get the desired inequality. 
Then
Proof. We apply Proposition 1.11
The fact that the γ j 's are all distinct implies that T n is of exact order d. We infer that there exists C > 0 with
The inequality
follows from the beginning of the proof of Theorem 1.3. Hence the result.
Proposition 1.13 With the notation of the introduction, for all 1 ≤ k < d, we have
0 . Then we apply Proposition 1.11.
Corollary 1.14 We have
The following result allows us to obtain another evaluation for the absolute values of the roots. 
Then, for n ≥ n 0 we have
Thus, there exists n 0 ∈ ‫ގ‬ such that, for n ≥ n 0 and for any p, with n ≤ p ≤ n + h, we have
1 , which shows immediately that lim sup w n ≤ γ.
On the other direction, let m be such that u m = w n n , then
, from which we easily deduce that lim inf w n ≥ γ.
Hence the result. 
Remark. Proposition 1.16 is more convenient than Proposition 1.13 and Corollary 1.14 for the estimation of the absolute values of the roots.
Note that Proposition 1.16 gives also another formula for estimating the measure of a polynomial:
The Second Estimate
Now we will use the measure and an argumentà la Liouville.
Proposition 2.1 If α and β are nonconjugate algebraic numbers, we have
where M denotes the measure, m = deg(α), n = deg(β).
Proof. We suppose that α 1 , . . . , α m are the conjugates of α and β 1 , . . . , β n are the conjugates of β. We may suppose that α = α 1 and β = β 1 .
, where P is a minimal polynomial of α over ‫ޚ‬ and Q is a minimal polynomial of β over ‫.ޚ‬ Observe that N ∈ ‫,ޚ‬ N = 0, so |N| ≥ 1.
We have
which gives the desired estimation.
Proposition 2.2 If α and β are conjugate algebraic numbers, we have
where m = deg(α).
Proof. Let N = Discr(α). We have N ≥ 1 and assuming α 1 = α and β = α 2 we obtain
which is the desired inequality.
Now we can find a lower bound for |α t | > 1 with respect to the measure of F .
Theorem 2.3 We have
Proof. We distinguish two cases: α t is real or not. Suppose α = α t ∈ ‫.ޒ‬ We have |α t | > 1 and we take β = 1. Note that α t is not conjugate with β = 1, n = 1 and M(1) = 1. By Proposition 2.1 we have
Because M(α t ) ≤ M(F ) we obtain
If α t ∈ ‫ޒ‬ we consider α = α tᾱt = |α t | 2 which is a real number. We observe that deg(α)
. By the previous case we get
We deduce that
which ends the proof.
Corollary 2.4 We have
Proof. We observe that
Our results allow us to give also an upper bound for the absolute values of the roots inside the unit circle: just consider the reciprocal polynomial of F .
Proposition 2.5 We have
where α s+1 is the root of maximal absolute value inside the unit circle. Proof. We suppose that the roots of P are {α i ; i ∈ I } and those of Q are {α j ; j ∈ J }, where (I, J ) is a partition of {1, 2, . . . , d}. By an inequality of M.
Mignotte [5] , we have
We obtain the first estimate
From the hypotheses we know that s = t, where s is defined as in the introduction. Then we observe that
which gives the second estimate.
Remark. If the polynomial F has no roots on the unit circle (i.e. s = t), 
where B ∈ {B 1 , B 2 } with
Proof. We apply Theorems 1.5, 2.3 and Proposition 2.5. Then in Theorem 3.1 we can take M = B j and K = B −1 j , for any j = 1, 2. Further we obtain an evaluation for |α t | as a function of the length and measure of the polynomial F . We recall that the length of F is
Lemma 3.3 Suppose that P ∈ ‫[ރ‬X] ‫ރ\‬ and let Q(X)
Proof. Assume that m = deg(P ) ≥ 1 and let
with a −1 = a d+1 = 0. Therefore
and by summation we get
It follows that F be a polynomial over ‫ރ‬ and let α 1 , . . . , α d be its roots, where
Corollary 3.4 Let
where
. Thus
Proof. Obvious induction.
Proposition 3.5 We have
Proof. We use the previous notation. Let b 0 = lc(P ) and b d−t = P (0). Because
we observe that b 0 = a 0 and |b d−t |M(F ) = |a 0 a d |. By the previous corollary, we have
which proves the statement.
Remark. Using the reciprocal polynomial of F , Proposition 3.5 gives also a lower bound for |α s+1 |. Considering the polynomials F n we get: Corollary 3.6 For all n ≥ 1, we have
Examples
We consider the polynomials, more or less randomly chosen, with increasing degrees:
10 − 12x 7 + 8x + 11, P 5 = x 11 + 2x 3 + 4x 2 + 5x + 2.
Products of Roots
We compute the estimates for the absolute values of the products of k roots using Propositions 1.4 (limsup), 1.6 (W. Specht) and 1.16 (linear recurrent sequences). We denote by k the true value of these products. Observe that looking to the products of roots in the table one finds quickly the number of roots outside the unit circle.
Note that for P 1 , Theorem 1. 
Bounds for |α t |
We use the estimates given by Theorem 1. Note that the estimates obtained in Corollary 2.4 are generally very poor.
The usual 28 digits PARI realprecision gives, for example, the estimate 1.00000000000000000000000000 for K(P 4 ) which is not satisfactory.
We chose t according to the absolute values of products of roots given in the column with outputs given by Proposition 1.16. In the previous tables Corollary 2.4 gives lower bounds, whereas Proposition 3.5 gives upper bounds.
Remark. Note that for the polynomial P 4 we have t = 6. Using Corollary 2.4 and Proposition 3.5 we obtain 1 + 3216 · 10 −61 < |α 6 | < 1.153. More precision in the left hand side can be obtained using a larger n. On the other hand the function 'polroots' from the PARI package gives |α 6 | ∼ 1.025.
Remark. Theorem 1.5 and Proposition 1.16 give very close results.
The next table compares the results given by Proposition 3.5 for n = 8 and n = 12. 
Conclusions
The paper leaves open many difficult problems:
-Concerning Lemma 1.1 we have no information on the integer q given by Dirichlet's argument. As a consequence, we need to apply the Dandelin-Graeffe method to compute all polynomials F n having the roots α n for n = 2, 3, 4, 5, . . . and not only, as in classical situations, the F n 's for n = 2, 4, 8, 16, . . . -As noted above (after Proposition 1.10) we are unable to prove that lim inf j ; max a -The estimates obtained by "Liouville's argument" in Proposition 2.1 and Theorem 2.3, for example, seem to be very poor in practice. But we are quite unable to improve them significantly.
