User reviews contain rich semantics towards the preference of users to features of items. Recently, many deep learning based solutions have been proposed by exploiting reviews for recommendation. The attention mechanism is mainly adopted in these works to identify words or aspects that are important for rating prediction. However, it is still hard to understand whether a user likes or dislikes an aspect of an item according to what viewpoint the user holds and to what extent, without examining the review details. Here, we consider a pair of a viewpoint held by a user and an aspect of an item as a logic unit. Reasoning a rating behavior by discovering the informative logic units from the reviews and resolving their corresponding sentiments could enable a better rating prediction with explanation.
INTRODUCTION
Many E-Commerce platforms allow a user to share her experience of a purchased item in the form of review, along with a numerical rating, such as Yelp and Amazon (ref. Figure 1) . These textual reviews have played an increasingly important role for E-Commerce platforms in supporting personalized recommendation. Many recommender systems have been developed by exploiting the semantic information covered in reviews [1, 3-6, 15, 18, 20, 24, 26, 27, 29, 37, 39] against using naturally sparse user-item ratings, leading to signficant performance gain.
The earlier solutions choose to adopt topic modeling or nonnegative matrix factorization over reviews and represent a user/item semantically [1, 18, 20, 26, 29] . This modeling paradigm is recently suppressed by the revival of deep learning techniques. Specifically, empowered by continuous real-valued vector representations and semantic composition over contextual information, uptodate review-based deep learning models significantly push the frontier of the state-of-the-art further. Examples include DeepCoNN [39] , D-Attn [24] , TransNet [3] , ANR [7] and MPCN [27] .
Though significant performance gain is achieved by these efforts, these models do not explain what really happens in a user's mind when making a rating. It is reasonable to assume that a user would attach different importance to different aspects of an item. Similarly, different users would care a specific aspect of an item to different extent [6] . When we further consider the sentiment information, the things become more interesting. A user could hold opposite opinions towards an item by considering different aspects. Hence, the whole rating score can be considered as an indication of an item's relative merit (i.e., a compromise on the virtues and achilles heels). The examples demonstrated in Figure 1 fall in this line. Here, we refer to all reviews wirtten by a user as user document. A user document mainly contains her personal viewpoints towards different items. For example, a user could prefer outdoor activities and therefore appreciate the related aspects (e.g., low profile, easy storage) for an item. Also, an item document can be formed by merging all reviews written for the item. An item document can be considered as a summary of the item's various aspects, where the important aspects can be easily exposed [19, 26] . Here, to reason a rating behavior, we wish to understand whether a user likes or dislikes an aspect of an item according to what viewpoint she holds, and to what extent.
To this end, in this paper, we propose a capsule network based model for rating prediction with user reviews, named CARP. In detail, CARP consists of two components: viewpoint and aspect extraction and sentiment capsules. Firstly, a variant of self-attention stacked over a convolutional layer is adopted to extract the viewpoints and aspects mentioned from the user and item documents respectively. Given a user-item pair, we pack a user viewpoint and an item aspect together to form a logic unit. This notion serves as a proxy for causes behind a rating behavior. However, not all logic units formed by this simple pairing would make sense in real-world. We refer to the semantically plausible logic units as informative logic units. For example, a viewpoint about outdoor enthusiast and an item aspect about easy storage would form an informative logic unit. On the other hand, the pair of the viewpoint about elegant appearance and the same aspect about easy storage would just result in a horrible haze.
To identify the informative logic unit, we derive the representations of all possible logic units and feed them into the sentiment capsules. Specifically, we utilize a positive capsule and a negative capsule to represent the user's attitudes towards the item. By devising a new iterative routing mechanism -Routing by Bi-Agreementwe enable the two sentiment capsules to jointly identify the informative logic units with positive and negative sentiments held by the user respectively. The output vectors produced by these two sentiment capsules encode to what extent the user likes or dislikes the item respectively. Meanwhile, the vector lengths suggest the probability of each of these two sentiments. For a given user-item pair, the overall rating is then estimated based on these magnitudes and odds in two sentiment poles. At last, we need to emphasize that CARP works in a review-driven and end-to-end fashion. To guarantee the proper sentiment modeling, we cast CARP as a multi-task learning process such that implicit sentiment information provided by a rating score is exploited. Specifically, we introduce a sentiment matching process by classifying the sentiment of a review according to its rating score. Note that no human labeling or external NLP tool is required to aid the training of CARP.
Our work differs fundamentally from the prior works, since we aim to make a bridge connecting the reviews and rating scores with causes and effects, in terms of user viewpoints, item aspects and sentiments. Back to existing deep learning based solutions, only important words or aspects in the reviews are highlighted by the representation learning process [7, 19, 24, 27] . It is difficult to infer what rules a user applies in her mind and the effects separately. Overall, our key contributions are summarized as below:
• We propose a novel deep learning model that exploits reviews for rating prediction and explanation. This is the very first attempt to explicitly model the reasoning process underlying a rating behavior in E-Commerce, by jointly considering user viewpoints, item aspects and sentiments. • We introduce a capsule-based architecture to jointly identify informative logic units and estimate their effects in terms of sentiment analysis. We further propose Routing by Bi-Agreement, a new iterative dynamic routing process for capsule networks. • To enable sentiment modeling without using any external resource, a multi-task learning process is proposed for model optimization, which can successfully exploit the implicit sentiment information provided by a rating score. • On seven real-world datasets with diverse characteristics, our results demonstrate the superiority of the proposed CARP in terms of rating prediction accuracy, performance robustness and explanation at fine-grained level.
RELATED WORK
In this section, we briefly review three different areas which are highly relevant to our work.
Review-based Recommender Systems
Recent years, capitalizing user reviews to enhance the precision and the interpretability of recommendation have been investigated and verified by many works [1, 3, 4, 6, 8, 15, 18, 20, 24, 26, 27, 29, 37, 39] . In earlier days, many efforts are made to extract semantic features from reviews with the topic modeling techniques [2, 14] . These works integrate the latent semantic topics into the factor learning models [1, 18, 20, 26, 29] . TLFM proposes two separate factor learning models to exploit both sentiment-consistency and text-consistency of users and items [25] . Then they unify these two views together to conduct rating prediction. However, the proposed solution requires the review of the target user-item pair as input, which is unrealistic and thus turns the recommendation task into a sentiment analysis task. CDL [30] proposes to couple SADE over reviews and PMF [23] . Since the bag-of-word representation schema is used in these works, signficant information loss is expected due to the missing of contextual information.
Recently, many works are proposed to model contextual information from reviews for better recommendation with deep learning techniques [3, 4, 24, 27, 39] . Convolutional neural networks (CNN) [16] and Recurrent Neural Network (RNN) [9, 21] are mainly used to composite the semantic contextual information into the continuous real-valued vector representation. ConvMF shares the same architecture with CDL and uses CNN to extract item characteristics from the item description [15] . TARMF uses the features extracted from both user document and item document to calibrate the latent factors in the factor learning paradigm [19] . DeepCoNN uses parallel CNN networks to uncover semantic features from user and item documents [39] . The extracted features are then fed into the Factorization Machine for rating prediction. TransNet augments DeepCoNN with an additional transform layer to infer the representation of the target user-item review that is unavailable during the rating prediction [3] . D-Attn leverages global and local attention mechanisms to identify important words in the review documents for rating prediction [24] . Note that each review contains different semantic information. NARRE argues that reviews should be treated differently upon different user-item pairs and proposes to employ an attention mechanism to select useful reviews for rating prediction [4] . Likewise, MPCN exploits a pointer-based co-attention schema to enable a multi-hierarchical information selection. Both important reviews and their important words can be identified towards better rating prediction in MPCN [27] .
Aspect-based Recommender Systems
Many efforts are devoted to model user opinions from reviews for transparent recommendation, namely aspect-based recommender systems, which can be further divided into two categories. The first category resorts to using the external NLP tools to extract aspects and sentiments from reviews. For example, EFM and MTER generate a sentiment lexicon through a phrase-level NLP tool [31, 38] . Similarly, TriRank utilizes the extracted aspects to construct a tripartite graph over users and items [11] . These works heavily rely on the performance of the external toolkit.
The second category aims to automatically infer explainable aspects from reviews by devising an internal component. JMARS learns the aspect representations of user and item by using topic modeling to conduct collaborative filtering [8] . AFLM proposes an aspect-aware topic model over the reviews to learn diferent aspects of user and item in topic space [6] . Very recently, ANR proposes a co-attention mechanism in the neural architecture to automatically estimate aspect-level ratings and aspect-level importance in an end-to-end fashion [7] .
Many of the above review-based and aspect-based solutions aim to identify the important words or aspects to enhance the recommendation and facilitate explanation. However, only an incomplete picture is drawn by them towards the complex reasoning process underlying a rating behavior. They are incapable of telling whether a user likes or dislikes an aspect of an item according to what viewpoint the user holds and to what extent. In this work, the proposed CARP can be seen as a preliminary step to fill in the missing part.
Capsule Networks for NLP
The capsule network is proposed as a hierarchical architecture to model the complex relations among latent features [13] . The affiliated dynamic routing (Routing by Agreement) mechanism in a capsule ensures that low-level features can be selectively aggregated to form high-level features [22] . Recently, this notion has been applied to some NLP tasks, including relation extraction [36] , text classification [35] , zero-shot user intent detection [33] and multi-task learning [34] . In this work, we exploit the capsule-based architecture with a new proposed Routing by Bi-Agreement (RBiA) mechanism to achieve multiple objectives jointly. RBiA calculates the inter-capsule and intra-capsule agreements to derive the output of a capsule, which would be a useful complement to the existing studies.
THE PROPOSED MODEL
In this section, we present the proposed capsule network CARP and Figure 2 illustrates its overall architecture.
Viewpoint and Aspect Extraction
As previously mentioned, a user document D u is formed by merging all the reviews written by user u. And an item document D i can be formed in a similar way. We firstly extract the user veiwpoints and item aspects from the correponding documents respectively. Here, we give a detailed description about viewpoint extraction in CARP. The same procedure applies for aspect extraction.
Context Encoding. Given a user document D u = (w 1 , w 2 , ..., w l ) where l is the document length in number of words, we first project each word to its embedding representation: D u = (e 1 , ..., e l ). Here, e j ∈ R d is the embedding vector for word at the j-th position, and d is the embedding size. Then, to extract possible aspect-specific information around each word, we perform convolution operation with ReLU (i.e., Rectified Linear Unit) as the activation function. Specifically, the context is encoded by using a window spanning c−1 2 words on both side of each word. The resultant latent feature vectors are [c 1 , ..., c l ] and c j ∈ R n is the latent contextual feature vector for j-th word, and n is the number of filters.
Self-Attention. Intuitively, not all words in the document are important for each viewpoint. To identify which features carried by c j are relevant to each viewpoint, we leverage a viewpoint-specific gating mechanism:
where W x,1 , W x,2 ∈ R n×n and b x ∈ R n are transform matrices and bias vector respectively for the x-th viewpoint, σ is the sigmoid activation and ⊙ is the element-wise product operation, q u,x is the embedding of x-th viewpoint shared for all users, which is learned by model optimization. We then extract the contextual viewpoint representation p u,x, j from s u,x, j through a projection:
It is reasonable that the viewpoint-specific semantic of the same word within similar contexts could be different. For example, opposite sentiments are held by same word 'long' in contexts "the battery can sustains a long time" and "the waiting time is long". The aspect-specific gating and projection help us extract the viewpoint relevant information precisely by disambiguating the semantics of each word. It is natural that more viewpoint-specific words mentioned in the reviews, more firmly the viewpoint held by the user. For example, 'performance', 'durable', and 'practical' would be frequently mentioned by a pragmatist while 'lovely' and 'aesthetics' are supposed to dominate the reviews written by appeareance-valuing users. In CARP, we propose to leverage the self-attention mechanism to derive the user viewpoint from her document. Specifically, We first derive the rudimentary representation of the viewpoint by taking the average sum of the constituent viewpoint-specific contextual embeddings in user document (i.e., v u,x = 1 l j p u,x, j ). Then the intra-attention weights are calculated as attn u, as a weighted sum:
The intra-attention mechanism enables the viewpoint extraction to capture the features which are consistently important for different viewpoints. For model simplicity, we restrict the viewpoint number of a user and aspect number of an item to be the same. Following the same procedure, we extract M aspects for an item from the corresponding item document with a different set of parameters (e.g., the convolution operation, aspect embedding and gating mechanism).
Logic Unit Representation. With the user viewpoints and item aspects extracted above, we need to identify the rules that a user applies when making a rating towards a specific item. Actually, for decision making, these rules take the form of various causes and their effects. It is reasonable that the user and the item should appear on both sides of a cause. Hence, a cause is formed by packing a user viewpoint with an item aspect together, which is named a logic unit. Specifically, given the x-th viewpoint v u,x of user u and y-th aspect a i,y of item i, the representation g x,y of the corresponding logic unit д x,y is derived as follows:
where ⊕ is the vector concatenation operation. Clearly, the secondorder feature interactions adopted in Equation 3 could offer more expressive power to encode the hidden relevance between a viewpoint and an aspect [12, 17] . We also opt for including the latent representations of v u,x and a i,y to represent д x,y . In our empirical evaluation, however, no further performance gain is observed.
Sentiment Capsule
Given there are M viewpoints/aspects for each user/item, we can form M 2 logic units in total with random pairing for each user-item pair. However, not all possible logic units are plausible or make sense in real-world. Here, we define informative logic units as the ones that are semantically plausible. That is, an informative logic unit should hold the explicit or implicit implication relation (or association) with respect to its constituent viewpoint and aspect in semantic sense. So one of our objective is to identify the informative logic units. Furthermore, we target at inferring whether a user likes and dislikes an item according to what informative logic units, and to what extent. Here, we propose a capsule architecture based on [22] to implement all these objectives in one go.
In detail, two sentiment capsules, namely positive capsule and negative capsule, are adopted to jointly choose some logic units as the informative ones and resolve their sentiments. Specifically, in each sentiment capsule, the latent sentiment features are derived for each logic unit as t s,x,y = W s,x,y g x,y , where s ∈ S and S = {pos, neg} refers to the two sentiments, W s,x,y ∈ R k ×2k is the weight matrix, and t s,x,y is the latent feature vector for logic unit д x,y . Then, the capsule with sentiment s takes all feature vectors {t s,x,y |x, y ∈ 1...M } as input and derive its output vector via an iterative dynamic routing process. Actually, we can consider the output of each sentiment capsule as a weighted sum over these feature vectors:
where c s,x,y is the coupling coefficient indicating the importance of logic unit д x,y with respect to determining sentiment s (i.e., like or dislike) and to what extent (ref. Equation 7) . That is, a sentiment capsule is expected to capture a user's overall opinion in that sentiment. Besides, a capsule also encodes the probability of the existence (or activation) of the concept represented by the capsule in terms of the length of its output vector [22] . Specifically, a nonlinear squashing function transforms s s,u,i into o s,u,i whose length falls in the range of (0, 1).
where ∥ · ∥ denotes the length of a vector. Note that, in [22] , the core step is to iteratively calculate an agreement score b s,x,y indicating the relatedness between t s,x,y and other feature vectors inside the same sentiment capsule. Then, a softmax operation is utilized to derive a logic unit's coupling coefficients with respect to the two capsules as follows:
In Equation 6 , we can see that a logic unit will contribute itself more to the ouput of a sentiment capsule when it has relative more agreement with this capsule than the other one. Recall that we need to identify the informative logic units that represent the causes underlying a rating behavior. Based on Equation 6, a non-informative logic unit would still pose a large blur to hurt the sentiment abstraction ability of the capsules. For example, a non-informative logic unit would produce negative agreements (−0.05 vs. −0.9) with the two capsules at the begining of the dynamic routing process. However, with the softmax operation in Equation 6 , the coupling coefficients are 0.7 vs. 0.3 respectively for this logic unit. The larger weight inevitably makes a lot of noise towards the first sentiment capsule, which causes a large adverse influence in later iterations (ref. Algorithm 1) . In this sense, CARP fails to uncover the reasoning process as well as to guarantee semantic explanation. For this reason, we introduce Routing by Bi-Agreement.
Routing by Bi-Agreement. Let ¬s denote the opposite sentiment compared to sentiment s, an appropriate dynamic routing process for our task should hold the following three properties: should be smaller also. Note that, given a user-item pair, the informative logic unit extracted from the related reviews would have different importance to explain a rating behavior. Also, each informative logic unit should be exclusively associated with a single sentiment. Here, we let CARP automatically identify the important informative logic units for a given useritem pair towards each sentiment, which is ruled by the first and second property in a review-driven manner. On the other side, noninformative logic units are expected to have very low agreement with both sentiment capsules, just as the example mentioned above. The third property could help us suppress their impact. We propose Routing by Bi-Agreement (RBiA), a new iterative dynamic routing process that holds the above three properties. RBiA is devised to derive coupling coefficient c s,x,y by considering the relative magnitudes of b s,x,y in both inter-capsule and intra-capsule views together. The detail of this dynamic process is described in Algorithm 1. At first, RBiA assigns the same initial agreement for each logic unit over the two sentiment capsules (Lines 1-2). Then, we calculate a candidate coupling coefficientč s,x,y based on the inter-capsule comparison (Line 5). On the other hand, another candidate coupling coefficientĉ s,x,y is calculated similarly, but by comparing b s,x,y in an intra-capsule view (Line 6). We calculate coupling cofficient c s,x,y by performing L1 normalization over the geometric mean ofč s,x,y andĉ s,x,y inside each sentiment capsule (Line 7). The geometric mean is an appealing choice for our task . The output vector o s,u,i calculated at the last iteration is then used for rating prediction, which will be described in the following.
Rating Prediction and Optimization
Given the output o s,u,i , we calculate rating r s,u,i user u would give for item i with sentiment s as follows:
where w s is the regression weight vector, b s,3 is a bias term, H s,1 , H s,2 ∈ R k×k are transform matrices, b s,1 , b s,2 ∈ R k are the bias vectors, and 1 is the vector with all elements being 1. By further considering the user and item biases, the overall rating score is then calculated as follows:
wherer u,i is the predicted rating score, b u and b i are the corresponding bias for user u and item i respectively, and function f C (x ) = 1 + C−1 1+exp(−x ) is a variant of the sigmoid function, producing a value within the target rating range of [1, C] . Here we explicitly consider the presence of sentiment s for the given useritem pair in terms of vector length. Also, the utilization of one-layer highway network (ref. Equation 8 and 9) offers more flexibility to model complicated scenarios. For example, a user would dislike an item to some extent according to some cause . However, a high rating score would be also given by this user due to some more important causes (ref. Figure 1) .
Multi-task Learning. For model optimization, we use Mean Square Error (MSE) as the objective to guide the parameter learning:
where O denotes the set of observed user-item rating pairs, r u,i is the observed rating score assigned by user u to item i. Note that we explicitly include a particular sentiment analysis task in CARP. However, by matching the observed rating scores alone, the training of CARP would easily strap into a local optimum, which may not correctly reflect the fine-grained sentiments. Therefore, we introduce a sub-task to enhance the capacity of sentiment analysis in CARP. Specifically, a lower rating score suggests that the user certainly dislikes the item. Similarly, a higher score is rated by a user because of her most happiness on the item. Hence, we assign a label s u,i for each observed user-item rating pair. When rating r u,i > π , s u,i = pos; otherwise, s u,i = neд. That is, we can split O into two disjoint subsets O pos and O neд . And π is a predefined threshold. We then utilize a sentiment analysis task as another objective function:
where ϵ is a threshold indicating the probability that a user-item pair should hold for the corresponding sentiment. While Equation 12 guides the proposed CARP to learn the capacity of performing sentiment analysis more precisely, however, we need to consider the data imbalance issue. That is, the number of the user-item pairs with a lower rating score is significantly less than the couterpart (i.e., |O pos | ≫ |O neд |). This imbalance problem hurts the model from identifying the negative sentiment. To recruite more supervision regarding the negative sentiment to alleviate this problem, we exploit a mutual exclusion principle as follows:
In Equation 13 , each user-item pair should also meet the condition ∥o ¬s u,i ,u,i ∥ ≤ 1 − ϵ. We know that this constraint is too strict to be true in reality. But more weak supervision about the negative sentiment is exploited for model optimization. In other words, the feedbacks regarding both the positive and negative sentiments are provided by each user-item pair. In our experiments, we observe that plausible results are gained by CARP with this principle during the prediction phase (ref. Section 4.3). In this work, we set ϵ = 0.8. Considering both two objectives, the final objective for CARP is a linear fusion of L sqr and L stm :
where λ is a tunable parameter controling the importance of each subtask. We use RMSprop [28] for parameter update in an end-toend fashion.
EXPERIMENTS
In this section, comprehensive experiments are conducted on seven datasets from three different sources to evaluate the performance of CARP 1 .
Experimental Setup
Datasets. In our experiment, we use seven datasets from three sources: Amazon-5cores 2 [10] , Yelp, and the RateBeer website. For the Amazon-5cores dataset, five datasets from different domains are used (i.e., Musical Instruments, Office Products, Digital Music, Tools Improvement, and Video Games). The others are from the Yelp challenge website 3 (Round 11) and the RateBeer website 4 (called Beer), respectively. Note that, we also adopt 5-core settings over these two datasets: each user and item has at least 5 reviews. Besides, we only retain the records in Yelp spanning from 2016 to 2017 as the final dataset, denoted as Yelp16-17. The target rating ranges used in these datasets are [1, 5] 5 , we therefore set C = 5 and π = 3. On all datasets, we adopt the same preprocessing steps used in [15] . Then, we filter out the rating records which contain empty review afterwards. Detailed statistics of the seven preprocessed datasets are given in Table 1 . We can see that ratio |O pos |/|O neд | ("pos/neg ratio" in Table 1 ) is very large on most datasets. For each dataset, we randomly build the training set and testing set in the ratio 80 : 20. Moreover, 10% records in the training set are randomly selected as the validation set for hyper-parameter selection. Note that at least one interaction for each user/item is included in the training set. The target reviews in the validation and testing sets are excluded since they are unavailable in the practical scenario. Baselines. Here, we compare the proposed CARP against the conventional baseline and recently proposed state-of-the-art rating prediction methods: (a) probabilistic matrix factorization that leverages only rating scores, PMF [23] ; (b) latent topic and shallow embedding learning models with reviews, RBLT [26] and CMLE [37] ; (c) deep learning based solutions with reviews, DeepCoNN [39] , D-Attn [24] , TransNet [3] , TARMF [19] , MPCN [27] and ANR [7] . Among these methods, D-Attn, TARMF, MPCN and ANR all identify important words for rating prediction. Note that there are many other state-of-the-art models, such as HFT [20] , EFM [38] , JMARS [8] , CDL [30] , ConvMF [15] and ALFM [6] . These works have been outperfomed by one or several baselines compared here. Hence, we omit further comparison for space saving.
Hyper-parameter Settings. We apply grid search to tune the hyper-parameters for all the methods based on the setting strategies reported in their papers. The final performances of all methods are reported over 5 runs. The latent dimension size is optimized from {25, 50, 100, 150, 200, 300}. The word embeddings are learned from scratch. The dimension size of word embedding is set to 300 (i.e., d = 300). The batch size for Musical Instruments, Beer, Office Products and Digital Music is set to 100. For other bigger datasets, the batch size is set to 200. The number of convolution filters is set to 50 for convolution based methods (including CARP, n = 50). For CARP, window size is c = 3, the iteration number τ is set to 3 for Routing by Bi-Agreement, the number of viewpoints or aspects for each user/item is set to be 5 (i.e., M = 5), and λ is 0.5. We set the keep probability of dropout to be 0.9 and learning rate to 0.001 for model training. The dimension size k is set to be 25 6 .
Evaluation Metric. Here, we use MSE (ref. Equation 11 ) as performance metric, which is widely adopted in many related works for performance evaluation [19, 27, 32] . The statistical significance test is conducted by performing the student t-test. 6 We observe that k is optimal in [25, 100] on all datasets.
Performance Evaluation
A summary of results of all methods over the seven datasets are reported in Table 2 . Several observations can be made. First, it is not surprising that the interaction-based method (PMF) consistently yields the worst on all seven datasets. This observation is consistent with what have been made in many review-based works [15, 24, 39] .
Second, among review-based baselines, there is no dominating winner acorss seven datasets. DeepCoNN consistently performs worse than the other solutions across different datasets. This is reasonable since neither word-level nor aspect-level attention mechanism is used for the feature extraction. In contrast, a much better performance is obtained by D-Attn against DeepCoNN in most datasets, due to the dual word-level attention mechanisms utilized in the former. Also, TransNet performs significantly better than DeepCoNN in all the datasets. This observation is consistent with prior works [3, 27] . By repeating each review according to its rating score (i.e., rating boosting), RBLT can precisely extract the semantic topics from the textual information. Relative good performance (i.e., comparable to the best baseline) is achieved across different datasets, especially on the sparser ones. ANR performs the best in three datasets while TransNet, D-Attn, TARMF and RBLT outperform the others in each of the rest four datasets. Note that ANR models semantic information from reviews in the aspect-level. This suggests that the fine-grained representation learning is a promising avenue towards better understanding of a rating behavior.
Third, as Table 2 shows, CARP consistently achieves the best performance across the seven datasets. It is worthwhile to highlight that a significant improvement is gained by CARP on Beer which is the second sparsest dataset with least review information (ref. Table 1 ). Compared with three recently proposed state-of-the-art models (i.e., TARMF, MPCN and ANR), CARP obtains up to 39.0%, 9.7% and 8.0% relative improvement respectively. Overall, the experimental results demonstrate that CARP is effective in modeling a rating behavior from reviews for rating prediction.
Analysis of CARP
We further investigate the impact of the parameter settings (i.e., τ , M, λ) to the performance of CARP on the validation set. When studying a parameter, we fix the other parameters to the values described in Section 4.1. Note that not all performance patterns in all datasets are presented below. Since the similar pattern is observed and performance scales are quite different, we omit some of them for space saving.
Impact of Dynamic Routing. We investigate the impact of τ in the dynamic routing of CARP. Table 4 reports the performance pattern of CARP with varying iteration numbers in terms of MSE. It is clear that more than two iterations leads to better prediction accuracy. The optimal performance is obtained by performing either 3 or 4 iterations. Based on the result, we perform three iterations in CARP (i.e., τ = 3). We also conduct the experiments with the standard Routing by Agreement (RA) as proposed in [22] . Last row of Table 2 reports the performance over seven datasets with this setting (i.e., CARP-RA). It is found that the performance deteriorates to different extent. For each logic unit д x,y ranked at i-th position in the positive capsule, we further check the corresponding ratio c pos,x,y /c neд,x,y . Figure 3(a) reports the averaged ratio for each position in the positive capsule calculated by RBiA and RA respectively over the testing set of Musical Instruments. We can see that the coupling coefficients of logic units calculated by RBiA are more sharp. This suggests that RBiA is more appropriate to identify the informative logic units that are highly relevant to a user's rating. Similar patterns are also observed in the other datasets. Overall, the results suggest the superiority of the proposed RBiA by suppressing the adverse impact from the non-informative logic units.
Impact of M Value. The M value specifies the number of viewpoints/aspects extracted for each user/item respectively. Here, we report the performance patterns of CARP by tuning M amongst {3, 5, 7, 9}. As shown in Table 3 , the optimal M value is not consistent across the datasets. It seems that M = 5/7 is desired in more datasets. Given the performance variation is small, we choose to use M = 5 in our experiments. Impact of Multi-task Learning. Recall in Equation 14 , parameter λ controls the tradeoff in the multi-task learning setting of CARP. Figure 3 (b) plots the performance patterns of three datasets by tuning λ in the range of [0.1, 1] with a step of 0.1. When λ = 0, there is not supervision towards how to predict the final rating scores. We observe that the optimal performance is consistently achieved when λ is around 0.5. We also observe that the performance becomes increasingly worse when λ → 1. This validates the positive benefit of the proposed multi-task learning process in CARP. Based on the results, we fix λ to be 0.5 in our experiments, though this may not be an optimal setting for some datasets. Note that we also introduce a mutual exclusion principle in the multi-task learning process (ref. Equation 12 and 13) . Without this mutual exclusion, CARP produces a worse performance which is comparable with the setting of λ = 1.
Explainability Analysis
We further check whether CARP can discover proper causes and their effects to interpret a rating behavior. Table 5 displays these sentences and the auxiliary information provided by CARP. Recall that CARP has encoded contextual information to represent each word. To better visualize a viewpoint (an aspect), we retrieve the top-K phrases whose weight is the sum of the weights (i.e., attn u,x, j in Equation 2) of the constituent words in the convolutional window. Finally, we pick the sentences containing these informative phrases to represent the corresponding viewpoint/aspect. Here, we choose K = 30. We randomly sample three user-item pairs from two datasets. The first two pairs with the same user but different items are from Office Products. The last one is picked from Musical Instruments. For a pair with a higher rating, we list top-2 and top-1 logic units extracted by positive and negative sentiment capsules respectively, and vice versa. Note that an extracted viewpoint (or aspect) could cover several sub-viewpoints (or sub-aspects), given our M is a global parameter. Also, it is observed that some phrases would appear in two viewpoints or aspects. This is reasonable since a viewpoint or aspect is a high-level concept My concerns is the price. I think is seriously overprice for a cardboard box. · · · д 5, 3
viewpoint:
These are great organizational tools, whether to replace lost tabs or to relabel a whole drawer in your own unique manner.
0.074 0.029 aspect: I could easily use a bunch of these to organize papers and magazines at work and at home target review · · · The Smead MO File Box seemed like it could be a good way to keep those papers right at hand. · · · It's a little disapointing for the price that it doesn't come with a slip-cover. · · · The overall would not recommend it for general use unless they reassess the price. viewpoint: It is also visually attractive with a silver back support, and would look great in any office.
0.078 0.027 aspect:
Positives: Vivid yellow and large footprint and ability to stick to surfaces means your message will be received. target review · · · The stick-em doesn't appear any stickier than a standard post-it, so I suspect these extra large strips are needed to hold it on the wall. · · · These large pads will definitely serve a purpose in these sessions, allowing larger print that is easier to read. viewpoint: I found that these were OK but the heads were bigger than I could stand to use on my cramped for space pedal board. composited by different phrases, some of which have just general semantics. We choose one or two of the most informative sentences of each logic unit. The informative phrases are highlighted by orange color. The stop words inside a context is also highlighted for better understand. The blue color indicates that the phrase is associated with more than one viewpoint/aspect. We also transform raw r s,u,i value by Max-Normalization to ease interpretation, since the final rating is estimated through a nonlinear transfer (ref. Equation 10 ). As a reference, we display the parts matched well by these logic units in target user-item review with red and green underlines for positive and negative sentiment capsules respectively.
Example 1: the item in the first pair is a Smead MO File Box with a low rating (i.e., 2.0) from the user. The first logic unit suggests that the user prefers metal texture and high quality. However, the associated aspect shows that this item can not hold heavy things. The second logic unit directly indicates that the user is a saver and the item is obviously overprice. There is also some thing the user likes about this item. The third logic unit shows that the user loves the flexiblity and versatility, which is indeed expressed in item document. However, this is a weak positive effect. Note that the causes and effects expressed by logic units д 1,5 and д 5,3 are really mentioned in the target review.
Example 2: compared with the first pair, the second one illustrates the causes and effects towards a Post-it Big Pads by the same user with a high rating (i.e., 4.0). The first and second logic units suggest that some information needs (i.e., attractive appearance and convenient to post something) are matched well by the item. The target review written by the user also covers these two logic units very well. The third logic unit is not straightforward to interpret. Some implication, however, indeed exists underlying this logic unit. As displayed by the second logic unit in the first example, this user mentions metal texture and high quality (the same viewpoint in two logic units), indicating she also likes solid and invulnerable things. Meanwhile, it is true that a Post-it note does not have the property. The short length of the output of the negative capsule (i.e., 0.293) indicates that this cause has a weak negative effect, which is also confirmed by the overall high rating from the user. Example 3: this example is from Musical Instruments. The first logic unit shows that the user-item pair reaches an agreement on space saver. Similarly, the second logic unit demonstrates that the user holds a cost-effective viewpoint which is well matched by the high cost performance of the item. This logic unit is also well matched in the target review. The third logic unit involves a bit reasoning. It is obvious that the user prefers something with cool appearance. In contrast, this item looks uninteresting based on the review. The high rating indicates that this logic unit is not important. This effect is also captured by CARP with a relative lower r neд,u,i (i.e., 0.753) and a small vector length (i.e., 0.295).
Overall, our results demonstrate that CARP is superior in rating prediction and facilitates explanation with causes and effects at a finer level of granularity.
CONCLUSION
The proposed capsule network based model for recommendation and explanation can be seen as a single step towards reasoning a particular kind of human activity. Our extensive experiments demonstrate that better recommendation performance and understanding are obtained by modeling the causes and effects in finegrained level. Actually, reasoning a rating behavior in terms of user viewpoints, item aspects and sentiments could nourish further benefits in E-Commerce, including cross-domain recommendation, user profiling, and user-oriented review summarization. We will invesigate these possibilities in the future.
