Two types of random trees, "static" and "growing," are studied. The "growing" type of trees is constructed with an ordering bias imposed on its population of N nodes. Exact formulas for the expected number of nodes of degree i are derived in each case. Asymptotic behavior of such formulas is determined for large values of N.
the population, whereby the new element establishes a (symmetric) relation with one or more of the elements already present.
Depending on the method of generation and the probabilistic rules, the resulting graph will have different statistical properties.
Is it possible to infer the method of generation by examining the statistical properties of the graph ? One way of approaching this problem is to assume a method of generation, and to infer the statistical properties induced by it. In what follows, we examine one statistical property of a special type of graph (a tree) under two different assumptions of how the tree "came about."
One such tree is a "growing tree." As an example, consider the following experiment on word association, illustrated in Figs. la and lb.
A subject is given a vocabulary of n words. He is told to select one word arbitrarily, then look through the vocabulary and select a word "most closely associated" with it, which he indicates by joining the second word, we, to the first, w1 ( Next, he looks through the list to find a word associated either with w1 or with w2, which he then joins to the one or to the other. As he continues in this fashion, the tree "grows," as in Fig. lb .
FIG. lb
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Under the null hypothesis, the selection of the word to which to join each new word is random.
This method of generation will give rise to a certain distribution of node degrees (derived below). Systematic departures of this distribution would indicate the operation of biases. Hypotheses concerning the nature of these biases (e.g., unequal "penumbras of association" of words, or the effect of the order of selection) amount to hypotheses about the word association process.
If the corresponding distributions of node degrees can be derived from the assumed biased process, the underlying hypotheses can be put to a test. This method of generation corresponds to what we call below a "growing tree."
In contrast, in a "static tree" the number of elements, n, is initially given, and pairs of elements are selected at random to be joined by links. If the resulting graph is to be a tree, there must be no cycles. The mode of generating such a tree might be the following.
Initially, single elements move about at random.
Each collision forms a couple. A collision of a couple with a single element forms a triple, a collision of an s-tuple with a t-tuple forms an (s + t)-tuple, and so on. At each collision a link is established between an element of one X-tuple and an element of another, the links being rigid so that the elements of the same k-tuple cannot collide. The process goes on until the entire set of n elements has been joined into an n-tuple.
The null hypothesis states that the probability of collision of any two X-tuples is the same as what it would be if all the elements were "free."
Let G(N, h) denote a graph of N nodes and h links joining the N nodes. A tree is a special type of connected graph G(N, N -I), namely h=N-I.
(
We refer to a tree with N labeled points as a tree of order N.
The distribution of nodes of a tree, T, by degree (defined below) depends on the type of trees of which T is a member.
Two types of trees are considered: static trees and growing trees. Differences in results are compared and examined.
The number of links associated with a node in a graph is the degree of the node in that graph.
Since here we are concerned with undirected graphs, no distinction will be made between in-and out-degrees.
If a specific tree is given, then the degrees of each of its nodes are fixed. However, if a set, S, of trees is given (or, when only the rules for constructing such graphs are specified), one can only speak of the "expected" degrees of the nodes of any arbitrary member Tin the set. That is, how many nodes of T from S are expected to be of degree i, with i= 1,2,...,N-I?
A. Static trees
Consider a set of N labeled points with N -1 links joining them. From such a set a collection U, of wv-2 distinct trees, all of order N, can be formed.
Trees of this type are called "static" as the number of their nodes is arbitrarily given [l] . When such a tree is arbitrarily chosen from U,, how many nodes of this tree can be expected to be of degree
Let f(i, N) denote the expected number of nodes of degree i (i = 1, 2 9 * * f , N -1) in a tree T(N) of order N.
It has been shown by Rtnyi [4] that for i = 1,
and f(l, N) = ;
for large values of N.
To determine the number of nodes of higher degrees in a static tree, we shall first explain a technique originally developed by Priifer [3] . This technique establishes a one-to-one correspondence between a tree T(N) of order N and a unique vector 
Suppose node Pi1 is of degree i in T(N).
The removal of a link associated with Pil, as in Procedure 3, reduces its degree from i to i -1 in T(N -1). Thus it takes i -1 removals to reduce node Pi1 to a node of degree 1 in a certain reduced tree T(K) from T(N). Therefore the index il will appear exactly i -1 times in the components of RAv+ Now, when a vector Rlx,_-2 of N -2 components is given, the procedure of constructing a tree T(N) from R_+, is rather obvious:
it can be done by reversing the above described process.
Hence it is established that the correspondence between T(N) and RAv_-2 is one-to-one. In our approach, we now follow the above technique and derive the 
and K, stands for the set of vectors k such that all k have the same value k, for the first component.
(A short table of some Bell polynomials and the recurrence formula for them have been given, e.g., by Riordan [5] .)
Note that if we interpret the vector k as an unrestricted partition of N into N -1 parts, then Bell's number l&(k) gives the number of ways of distributing N -2 distinguishable things into N -k, classes such that precisely ki classes have i -1 things each, and 
WV
Now, consider a tree T,JN) with precisely ki nodes of degree i, i=1,2,..., N -1. For convenience, nodes of degree 1 will also be referred to as end points of a tree. And we note that
2<k,<N-I. (11)
Since the index r of a node P, of degree i will appear exactly i -1 times as components of R1v_2, the N -2 components of the vector R corresponding to Tkl(N) will not involve the k, indices of its end points. 
It has been shown by Meir and Moon [2] that when N becomes very large,
B. Growing trees
In "growing" trees, the nodes are not only labeled but also ordered.
That is, in the process of constructing these trees, the entire set of n labeled points is not presented at once, as in the case of "static" trees.
Instead, these nodes are introduced one at a time. Thus they are arranged in an ordered sequence: namely, the 1st node, the 2nd node, . . . , the nth node. This ordering among nodes can be considered as a bias introduced onto (or imposed upon) the population of nodes. The effect of this bias is certain to be reflected in the statistics of the distribution studied.
To derive the distribution of nodes by degrees in this case, it is necessary first to describe in further detail the process of constructing such a "growing" tree.
Assume that a tree T(n) of order n has already been constructed. The (n + I)th node, P,+l, is then added to the graph T(n) together with a new link L,+l joining P,+l to T(n). Lnfl is so placed that Pnfl may be joined to any one of the n nodes of T(n) with equal probability. The resulting graph now has n + 1 nodes and n links (with n -1 links from the tree T(n) and a new link, L,,,).
Thus it is again a tree, but now of order n + 1. Hence we have constructed a tree T(n + 1). Repeating the same procedure, trees of any order can be constructed.
Note that, from the above description, two assumptions have been made; namely, (i) there is a constant probability, cc, that the newly introduced node is of degree 1, namely tc = 1;
(ii) the probability that Pnfl will be joined to a node of degree i in T(n) isf(i, n)/n, wheref(i, n) is the number of expected nodes of degree
These two assumptions describe a stochastic process. Thus trees of the "growing type" are constructed according to a stochastic process.
Furthermore, the process permits node P, to have n -1 different choices to be joined to T(n -1). Thus, from a particular realization of T(n -I), it is possible to construct n -1 different trees of order n. It follows that there are altogether (n -l)! trees of order n. They form
the collection U,(n).
In what follows, the distribution of nodes by degree for members of U, will be derived by first setting up a pair of difference equations, and then finding the asymptotic behavior of the distribution when N becomes very large. N) . However, the numberf(1, N + 1) now will be the same asf(1, N) because of the addition of PN+l, a degree-one node, to compensate for node VI. All the other valuesf(j, N + I), j # 2, also remain the same asf(j, N). Next, the problem is to determine the chance of PN+l being connected to a node of degree exactly i in T(N). According to the equiprobable assumption in laying down L,,, the probability for V, to be of degree i is simply
The D@erence Equations
When node PN+l is added to the graph T(N) to form a new tree T(N +
l
f (4 N)
N '
The above argument leads to the two difference equations (17) and (18), which give the expected number of nodes of degree i, i = 1,2, . . . , N, in any of a "growing''-type tree of order N + 1. 
Note that in this study we consider only trees of order 2 or more or both.
For the least interesting case where N = 1, we simply have
To solve for Eq. (20) using the same method as for Eq. (19), we have
=~.l(i,i)+~[~=f(i-1,K)
.
1
If the boundary condition in Eq. (22) is applied to Eq. Thus, for i = 3, S(i, N) < N -i + ' is true.
3N
Then, by induction,
lim S(l, N) =irnW i = 0.
Thus, we have
<N+l+L . In order to further illustrate its significance, a simple example will be added in which three labeled points, A, B, and C, are used to form trees.
In the case of growing trees, node B is joined to A first, and then connecting node C to the tree AB. Here only two trees, T, and T,, of order 3 may be obtained, as shown in Fig. 2c .
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FIG. 2c
However, for the static type, there will be three trees: T,, T,, and T3, as shown in Fig. 2d . Thus it is shown that T, can never occur in the collection U, for the following reason:
AFB "-yB
when the nodes are ordered, the links associated with --them are ordered also. Thus, link AB comes "before" link AC or BC.
Consequently,
AB cannot be removed or replaced by either E or BC. Yet this is precisely what is required to be able to construct T,.
