■ Abstract In this review, we highlight the progress made in the development of 4D ultrafast electron diffraction (UED), crystallography (UEC), and microscopy (UEM) with a focus on concepts, methodologies, and prototypical applications. The joint atomic-scale resolutions in space and time, and sensitivity reached, make it possible to determine complex transient structures and assemblies in different phases. These applications include studies of isolated chemical reactions (molecular beams), interfaces, surfaces and nanocrystals, self-assembly, and 2D crystalline fatty-acid bilayers. In 4D UEM, we are now able, using timed, single-electron packets, to image nano-to-micro scale structures of materials and biological cells. Future applications of these methods are foreseen across areas of physics, chemistry, and biology.
INTRODUCTION
Chemical and biological structures transform on different timescales through intermediate and transition states on complex energy landscapes, the surfaces of free energy (1) . The global shape in nuclear-coordinate space reflects the possible conformations (entropy) and multitude of interactions (enthalpy) that could lead to the change. Over a century of developments (Figure 1) , it has become possible in the past two decades to observe the atomic motions (femtochemistry) on their femtosecond timescale (2 and references therein), the scale of vibrational periods. Observed coherent nuclear motions on such timescales define a fundamental transition, from ensemble-rate kinetics to single-molecule-trajectory dynamics.
However, when the systems (molecules or assemblies of them) are those with hundreds or thousands of atoms and the changes involve many possible conformations, one must not only resolve the temporal behavior but also determine the 3D molecular structures during the change. Such combined atomic-scale resolutions in space and time constitute the basis for a new field of study in what we referred to 0066-426X/06/0505-0065$20.00
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Figure 1
Developments in studies of kinetics and dynamics, from seconds to the femtosecond atomic scale as cited (date indicated) by Nobel prizes over a century.
earlier (see 3; 4 and references therein) as 4D ultrafast electron diffraction (UED), ultrafast electron crystallography (UEC), and ultrafast electron microscopy (UEM; vide infra).
Beginning with the discovery of X rays near the turn of the twentieth century (1895), diffraction techniques have allowed determination of equilibrium (timeaveraged) 3D structures, from diatomic salts (NaCl) to DNA, to proteins, and to complex assemblies such as viruses ( Figure 2 ) (5). Of equal importance, after the discovery of the electron in 1897, was the development of electron diffraction for gas-phase structural determination, surface structural analysis, and structural determination of biological systems ( Figure 2 ). In fact the first membrane protein (water insoluble) crystal structure of bacteriorhodopsin (crystal thickness of ∼10 nm) was determined using electron diffraction/microscopy (6); determination of the structure of the photosynthetic reaction center, a membrane protein, by X-ray diffraction techniques was achieved in 1985 (7) , and more recently the structure of ion channels was successfully completed (8) . From the 3D structures determined by electron or X-ray diffraction, one pictures the static spatial arrangements of atoms, but the mechanism for the function cannot be directly unraveled without knowledge of structural dynamics.
Figure 2
Developments in structural determination, from sodium chloride crystals to DNA and proteins, including the Nobel prizes awarded (date given is that of development).
In our laboratory at Caltech, the methods of choice for structural dynamics have been UED, UEC, and UEM, for the following reasons. First, the experiments are of "tabletop" scale and can be implemented with ultrafast (femtosecond and picosecond) laser sources. Second, the cross-section for electron scattering is about six orders of magnitude larger than that of X-ray scattering. Third, electrons, because of their strong interaction with matter, can reveal transient structures of gases, surfaces, and (thin) crystals. Fourth, electrons are less damaging to specimens per useful elastic scattering event (9) . Fifth, electrons can be focused to obtain images in microscopy. And sixth, with properly timed sequences of electron pulses-frame referencing-we are able to "isolate" in time the evolving transient structure(s), as shown below.
In this review, we highlight recent developments of 4D UED, UEC, and UEM at Caltech. We present the methodology for the determination of transient, complex molecular structures (assemblies) with joint spatial (picometer) and temporal (picosecond and femtosecond) resolutions. Examples for applications in different phases are given, including studies of isolated chemical reactions (molecular beams), interfaces, surfaces and nanocrystals, self-assembled monolayers, and 2D crystalline fatty-acid bilayers. We conclude by summarizing the progress made 68 ZEWAIL so far in the direct imaging, in space and time, of nano-to-micro scale materials structures and of biological cells and the potential for exploration in areas of physics, chemistry, and biology. First, however, we will briefly attempt to illuminate the issue of complexity in structural changes and the need for 4D structural dynamics.
COMPLEXITY: WHY 4D?
Even for chemical reactions involving tens of atoms, until recently the determination of intermediate structures in 3D space was impossible because of their fleeting nature on the timescale of a picosecond or less. These transient structures are "dark" in that they undergo radiationless transitions into reactive or nonreactive channels. This bifurcation obscures the mechanism, and only structural dynamical studies can resolve the complexity of pathways and the structures involved, as illustrated below.
Macromolecular structures, with hundreds to thousands of atoms, have the additional complexity of changes involving numerous possible conformations, and with some that are "active" and others "inactive" in the biological function. Such nonequilibrium structures on a complex energy landscape, if determined, can provide an understanding of the origin of reduced-coordinate space for the motion and the real enthalpic and entropic contribution to the free energy. Prime examples of these energy landscapes are those describing protein folding and molecular recognition. Remarkably, the nature and complexity of the transformation are controlled by the balance of weak forces, such as hydrogen bonding, electrostatic interactions, dispersion, and hydrophobic forces, all having energy on the order of a few kcal/mol.
It is perhaps useful to consider cases where the function and dynamics are strongly correlated. In our laboratory, we have studied the dynamics of the elementary processes involved in molecular recognition, protein hydration, and electron transfer (Figure 3 ). The timescales were directly established, but the transient structures at the critical stage of the function remained unknown. For example, the recognition of myoglobin to dioxygen, and similarly of a model picket fence to dioxygen (Figure 3 ), were studied on the femtosecond and up to the millisecond timescale. We were able to obtain the timescales for oxygen liberation, rebinding, and escape from the macromolecular structure. We also measured the diffusioncontrolled rates (k on ) and the dissociation rates (k off ) of the complexes. From the results, we inferred the global nature of the landscape (10-12). But we still know little about the active intermediate structure(s) critical to the different pathways in the protein. These structures cannot be optically resolved.
Similarly, for RNA recognition of proteins (Figure 3 ), the dynamics of the complex was found to be interfacial and is controlled by a single residue, the interface between tryptophan of polypeptides and bases of RNA (13, 14) . The recognition is critically dependent on conformational structures, stacked (active) or unstacked (inactive). The in vivo function (antitermination) experiments showed strong correlation with the femtosecond dynamics. The femtosecond timescale is unique to the active structures; the inactive structures have a nanosecond timescale. We do not know the precursor transient structures and the extent of conformational flexibility.
The final examples given here are those of the DNA structures involved in electron transport and protein structures involved in interfacial water hydration ( Figure 3) . The "mobility" of electron transport in DNA duplexes was found to be essentially controlled by the dynamics of stacked structures on the timescale of the transport (15 and references therein; 16). Protein structures in water were found to be dynamically hydrating (on the picosecond timescale) for them to reach the folded state, and hydration plays a significant role in the function (17 and references therein; 18). Neither structures were determined during the act.
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From these representative studies it is clear that for such complex structures, with complex free energy landscapes, an understanding of the function requires an integration of the trilogy:
Structure-Dynamics-Function.
Though time-averaged molecular structural determination is important, the static structures do not elucidate the nonequilibrium functional structures, and 4D determination in space and time can uncover the true nature of the landscape.
Before highlighting three related developments at Caltech, it is important to realize two concepts involved in structural dynamics-the time-energy uncertainty and the relevant timescales. First, there should be no concern about the uncertainty principle in limiting the information to be gained from femtosecond-to-picosecond time resolution, as all structures are prepared coherently (2 and references therein; 19, 20) . Second, for any dynamical process, the change with time is continuous, and although some global events may occur at longer times-so-called "relevant timescales"-these events are triggered by changes at early times. The primary events are an essential part of any complete description of the landscape and the dynamics. Thus the notion that "relevant" biological events occur only far beyond the ultrafast time domain gives an incomplete picture and may prove, as in early notions of chemical reactions (2) , to be inaccurate.
EVOLUTIONS AND REVOLUTIONS
As in the evolution (revolution) of any field, tools and concepts have been equally important in the developments of UED, UEC, and UEM. For studies with electrons, Young's interference (1801), J.J. Thomson's corpuscle (1897), de Broglie's postulate of the electron's wave nature (1924; Doctoral Thesis), and Debye's work on diffraction and structure of gases (1915, 1929) provided the foundation. Gas phase electron diffraction (GED) was observed first by Mark & Wierl in 1930 (21) , only three years after the discovery of electron diffraction by Davisson & Germer for a crystal of nickel (22) and by G.P. Thomson (the son of J.J.) & Reid for thin films of aluminum, celluloid, and other materials (23) . Methods and applications have progressed over the following decades, culminating in studies of (time-averaged) structures that were-since Pauling's days-and still are important for the understanding of the nature of the chemical bond (see, e.g., 24; 25 and references therein). Thousands of static structures were obtained using GED. For solids, progress has been made in many areas of studies (26 and references therein), including those of low-energy electron diffraction (LEED) and reflection high-energy electron diffraction (RHEED). For biological studies, as mentioned above, microscopy and diffraction are powerful tools in structural determination.
Determining transient molecular structures on the ultrafast timescale demands not only the marriage of ultrafast probing techniques with those of conventional diffraction, but also the development of new concepts for reaching simultaneously the temporal and spatial resolutions of atomic scale. Progress has been made in advancing X-ray diffraction and absorption methods [e.g., see 27 (and references therein), 28-33 and below] but here we focus on the developments involving ultrafast electrons in UED, UEC, and UEM, for reasons discussed below.
Following the development of femtochemistry in the mid-1980s, we embarked upon a new challenge, that of achieving time-resolved ultrafast electron diffraction for structural determination. In 1991, we proposed that replacing the "spectroscopic probes" of femtochemistry with ultrashort electron pulses would open up a new field for studying the nature of transient structures and their coherent atomic motions (34, 35) . A year later, we reported diffraction patterns with picosecond electron pulses (∼10 ps), but without recording the temporal evolution of the reaction in the gas phase (36) . Since those first images, the technical and theoretical machinery had to be developed, evolving from the first-generation apparatus (UED-1) (36) to the second (UED-2) (37), and culminating in the third-generation apparatus (UED-3). In UED-3, the spatial and temporal resolutions are 0.01Å and 1 ps, respectively (38) , for isolated molecular beams studies, and the sensitivity of detecting a chemical change is as low as 1%. We then constructed UED-4 for the sole purpose of UEC (39, 40) in reflection and transmission modes and reached in this apparatus the atomic-scale spatial (picometer) resolution and the femtosecond time (300-fs) resolution, as discussed below; Figure 4 portrays the apparatus schematic for both UED and UEC. In 2004, we embarked on the development (3 and references therein; 41) of UEM ( Figure 5 ), with capabilities for single-electron, femtosecond (≤100 fs) diffraction (UED-5), and microscopy.
For UED and UEC, the leap forward came from the integration of new 2D digital processing with CCD cameras, the generation of ultrashort electron packets using femtosecond lasers and high extraction fields, and the in situ pulse sequencing and clocking (4 and references therein)-all of which gave us unprecedented levels of sensitivity and spatiotemporal resolution to perform real experiments. Perhaps the most critical advance was the development of the frame-reference method; earlier we termed it the diffraction-difference method (4 and references therein; 42), but because of the development of UEC and UEM we find referring to it as the frame-reference method to be more general. When properly timed frame referencing is made, before and during the change, the evolving transient structures can be determined. Armed with these developments, we have studied a variety of complex molecular structures, resolved their temporal evolution, and studied phenomena both in the gas and condensed phases and on surfaces, as discussed below. For UEM, the paradigm shift, after many failed attempts to reach space-charge-free focusing and temporal broadening, was the development of timed, single-electron packets for imaging of materials structures and biological cells.
The earliest efforts at introducing time resolution into electron diffraction were not developed for the ultrashort time domain. As in flash photolysis (2 and references therein), studies of radicals with electron diffraction were made using
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Figure 4
Schematic of ultrafast electron diffraction and ultrafast electron crystallography apparatus, together with the in situ measured electron pulse streaks and width (see text for details).
Figure 5
Schematic of ultrafast electron microscopy apparatus, and a close-up of the design for femtosecond pulse interface to the microscope. ZEWAIL electronic circuitry ("shutters") on the milli-to-micro second timescale. The patterns, if properly deconvoluted from the contribution of the precursor, only give the structure of the radical, not its molecular history or the reaction dynamics. As such, studies of this type provide valuable information on the structures of radicals (stable or metastable), but both the approach and time resolutions are inadequate for obtaining direct information of the dynamics on the ultrashort timescale.
With submillisecond recording, Rood & Milledge (43) conducted studies of the radical ClO
• , from ClO 2 , by combining flash photolysis and gas-phase electron diffraction. A year earlier, using a different apparatus, Ischenko et al. (44) reported on studies of infrared multiphoton excitation of CF 3 I, but the time resolution of the processes involved was not provided; for a critique, see References 43 and 45. Bartell & Dibble (46) studied phase change in clusters produced in supersonic jets, with a time-of-flight resolution of ca. 1 μs. Ewbank et al. (47, 48) advanced the temporal resolution to nanoseconds (and later into the subns) by combining an intense-laser initiated electron source with a linear diode array detector, operating in the space-charge limit (∼10 10 electrons per pulse). The groups of Schäfer and Ewbank made careful investigation of the photofragments of small molecules (e.g., CS 2 ) and their internal energies. Recently, Weber's group (49) has succeeded in obtaining UED patterns, that of cyclohexadiene in the gas phase, a system we have studied both theoretically and experimentally, as referenced below.
In 1982, Mourou & Williamson (50) introduced the methodology of a modified Bradley-Sibbett streak camera to record diffraction from thin aluminum films in a transmission mode with 100-ps pulses; subsequently, 20-ps electron pulses were produced to study the films before and after irradiation with a laser (51). Elsayed-Ali and colleagues succeeded in using 200-ps (and later shorter) electron pulses to investigate surface melting with RHEED (52, 53) . More recently, the groups of Cao (54) and Miller (55) have focused their efforts on the shortening of the pulses (vide infra) and demonstrations also on solid films of aluminum. For microscopy, the developments are more recent and will be covered in the section on UEM.
ULTRAFAST ELECTRON DIFFRACTION The Frame-Reference Method and Clocking of Structures
The UED technique employs properly timed sequences of ultrafast pulses-a laser pulse to initiate the reaction and an electron pulse to probe the ensuing structural change in the molecular sample ( Figure 6 ). The resulting electron diffraction patterns are then recorded on a CCD camera. This sequence of pulses is repeated, timing the electron pulse to arrive before or after the laser pulse; in effect, a series of snapshots of the evolving molecular structure are taken in a continuous recording. Each time-resolved diffraction pattern can then, in principle, be inverted to reveal the 3D molecular structure that gave rise to the pattern at that specific time delay. 
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One of the most powerful features of electron diffraction is that the electrons scatter off all atoms and atom-atom pairs in the molecular sample. Thus, unlike spectroscopy wherein the probe is tuned to specific transitions, the electron probe is sensitive to all species in its path and can hence uncover structures that spectroscopy may be blind to. However, it is this strength of UED that also poses a tremendous challenge in retrieving information on molecular structure change. The recorded electron diffraction patterns contain contributions from incoherent atomic scattering as well as the coherent molecular interferences arising from atom-atom pairs. Because there is no long-range order in gases to enhance coherent interferences, the incoherent atomic scattering from gases is orders of magnitude higher. Also, because the fraction of molecules undergoing change is small (typically 10% or less), the recorded diffraction patterns contain large contributions from unreacted molecules.
A key advance in accessing this small population of changing structures embedded in the large background signal has been the application of the frame-reference method mentioned above. The method consists of timing the electron pulses so as to establish an in situ reference signal, usually the ground-state structure obtained at negative time, or one of the evolving structures at positive times. At different reference times (t ref ) we can isolate selective changes, as shown in Figure 7 . The nature of our digital processing methodology then allows us to obtain the difference of each time-resolved diffraction pattern from a particular reference signal. The methodology will be demonstrated below for a two-step chemical reaction.
The frame-reference method has several general advantages. First, the large (unwanted) background signal from atomic scattering is a common contribution to all images-regardless of the temporal delay and the nature of the reaction-and can, therefore, be practically eliminated in the difference. Thus, whereas the total diffraction signal is dominated by the background intensity, the frame-reference curve is dominated by the molecular scattering intensity. Second, any intrinsic systematic error of the detection system will effectively be eliminated or greatly reduced by the difference. Third, each frame-reference pattern reflects comparable contributions from the reactant and transient structures-in contrast, in the original raw data, only a relatively small fraction of the signal comes from transient structures, with the vast majority of the signal originating from the unreacted parent. Therefore, the significance of transient structure contribution is dramatically enhanced in the frame-reference patterns.
This development of the frame-reference methodology, combined with the high sensitivity achieved by the design of our CCD detection system, provides the impetus for investigating diverse molecular phenomena with UED. However, several other conceptual challenges had to be surmounted. First, there had not previously been a way to determine in situ the zero-of-time (clocking) in UED experiments. Second, for an ultrafast electron pulse, electron-electron repulsion takes place. These space-charge effects broaden the pulse duration over time, leading to a Figure 7 Frame-referencing methodology applied to the determination of structures in the elimination reaction of C 2 F 4 I 2 . Note the absence of the peak at ∼5Å as t ref was selected at +5 ps (instead of negative time). The structure of the intermediate is determined to be classical, as evidenced by the agreement between diffraction theory and experiment. ZEWAIL trade-off between temporal resolution and the electron pulse density. Third, the orders-of-magnitude lower density of gas-phase samples relative to solids and surfaces results in much weaker scattering intensities. Last, the limited extent of reaction requires unprecedented sensitivity in the number of molecules detected. These challenges in UED were major hurdles that had to be circumvented in order to reach the current state-of-the-art.
To clock the change on the picosecond/femtosecond timescale, we have developed an ion-induced "lensing method" (56) . Basically, in the same diffraction apparatus, we use a laser beam to induce gas ionization through femtosecond multiphoton processes. The generated photoelectrons escape this ionized region and leave behind positively charged ions whose transient electric field in the formed plasma acts as an effective lens and "focuses" the electron beam, only when both the laser and electron pulses temporally overlap. In this way we can identify the zero-of-time, or the threshold, for the purpose of clocking the change.
Finally, to limit space-charge-induced broadening, the electron density in the ultrashort electron packets is maintained low; 1 ps electron pulses typically contain 1000 electrons in the UED apparatus (38) . Consequently, the total scattering intensity is considerably lower when compared with conventional GED experiments. The orders-of-magnitude difference in the beam current of UED (pA) relative to conventional GED experiments (μA to mA) must be accounted for by the detector sensitivity and length of the exposure. The introduction of a sensitive CCD camera system capable of single-electron detection was the key to overcoming this problem. For UEC and UEM, we also invoke the frame-reference method, but the incoherent diffraction is much attenuated. As shown below, it is possible to reach the femtosecond timescale because of the increased sensitivity due to this longrange order in UEC and the single-electron imaging in UEM. We give examples of studies in UED below.
Prototype Example: Chemical Reactions
The temporally and spatially resolved transient structures elucidated by UED have now been studied in different reactions for excited states and for conformations at nonequilibrium geometries. A textbook case is that of the nonconcerted elimination reaction of dihaloethanes. It demonstrates the UED methodology of using different electron-pulse sequences to isolate the reactant, intermediates-in-transition, and product structures. The specific reaction studied involves the elimination of two iodine atoms from the reactant (ethanes) to give the product (ethylenes). The structures of all intermediates were unknown, and the challenge lay in determining the structural dynamics of the entire reaction. As detailed elsewhere (57, 58) , this was achieved by referencing the diffraction to different time frames (-95 ps and +5 ps); see Figures 7 and 8. The temporal evolution of the two steps of the reaction was also recorded, for the final step as a rise (25 ± 7 ps), and for the intermediate as a decay (26 ± 7 ps). The molecular structure of the C 2 F 4 I intermediate was determined from the frame referencing curves of sM (t; 5 ps; s). Both the bridged and classical C 2 F 4 I structures were considered in the analysis of the diffraction data. The theoretical curves for the classical structures reproduce the experimental data very well, whereas the fit provided by the theoretical bridged structure is vastly inferior (Figure 7) . Thus, we concluded that the structure of the C 2 F 4 I radical intermediate is, in fact, classical in nature-the iodine atom does not bridge the two carbons.
The structural parameters of the C 2 F 4 I intermediate are given in Figure 8 . The C-I and C-C distances of the C 2 F 4 I intermediate are, respectively, longer and shorter than those of the reactant, whereas the C-F internuclear distance in the radical site (-CF 2 ) is shorter than that of the -CF 2 I site. These results elucidate the increased C-C and decreased C-I bond order resulting from the formation of the transient C 2 F 4 I structure. Moreover, the ∠CCF and ∠F CF angles become larger than the corresponding angles of the reactant (by ∼9
• and ∼12
• , respectively), suggesting that the radical center (-CF 2 ) of the C 2 F 4 I intermediate relaxes following loss of the first I atom. The structures and dynamics reported for this reaction are vital in describing the retention of stereochemistry in this class of reactions (57, 58) , and this is the first example of resolving such complex structures during the transition to final products.
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Dark Structures: Bifurcations in Radiationless Transitions
Another example in the applications of UED is that of excited-state structures, bifurcating to undergo radiationless transitions and chemical reactions. For example, in a recent publication (59), four prototypical hetero-aromatic (pyridine, 2-methylpyridine and 2,6-dimethylpyridine) and aromatic-carbonyl (benzaldehyde) organic molecules have been studied. For these molecules and others studied (Table 1) , we determined the initial ground-state structure and followed upon excitation the changes in the diffraction pattern with time ( Figures 9 and 10 ). The depletion of old bonds and emergence of new bonds elucidate the structural origin of dark transitions in the hetero-aromatics and the quinoid-like excited-state structure of triplet benzaldehyde. Of significance is the understanding of the influence of parent structure on the dynamical evolution of relaxation pathways and their relative timescales, and the possible bifurcation into physical and chemical channels on the energy landscape.
For the studies of the pyridine series, we focused on the so-called channel three phenomenon, wherein, at a given internal energy threshold, the nonradiative decay rate increases abruptly with concomitant drop in the emission quantum yield. The channel three onset is much more pronounced for pyridine and picoline (2-methlypyridine) than for lutidine (2,6-dimethlypyridine). Two fundamental questions were unanswered: What is the origin of the abrupt change in the radiationless behavior of the pyridines above a certain input energy threshold? Furthermore, how are such radiationless processes influenced by subtle changes in the molecular structure?
On the basis of the determined transient structures, we concluded that upon excitation, pyridine and picoline undergo C-N bond scission to open the aromatic ring and form a diradical structure. Lutidine does not undergo ring opening, but instead gives vibrationally hot ground/electronic state species. The refined structures of ring-opened pyridine and picoline show alternating single-(near 1.45Å) and double-bond (near 1.35Å) character for the skeletal distances, indicating disruption of the aromaticity of the parent ring structure. Moreover the farthest C · · · N distances (reflected as positive contributions in Figure 10 ) are >4Å, which are absent in the f (r) of the parent ground-state structure. The refined hot lutidine structure(s) shows the retention of aromatic distances in the product. The populations of these transient structures gave the temporal growth with time constants of 17 ± 1 ps, 28 ± 7 ps, and 16 ± 2 ps, for pyridine, picoline, and lutidine, respectively. The disruption of the ring, or lack thereof, was elucidated in recent calculations of charge density maps by Shorokhov et al. in this laboratory and is fundamentally due to the nature of the nπ * versus ππ * excitation. Can we determine excited-state structures and their possible bifurcation? The study of the aromatic carbonyl benzaldehyde makes the answer affirmative. Upon light absorption, benzaldehyde undergoes efficient nonradiative intersystem crossing to the triplet state as evidenced by its high phosphorescence yield. Previous investigations revealed photochemical dissociation into benzene and carbon monoxide above an internal energy threshold (∼35,000 cm −1 ). We sought to 
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Figure 10
Structural dynamics for two reactive systems (top) and for the excited triplet state (quinoid structure) that resulted from radiationless transition of benzaldehyde. The calculated charge density map shows the quinoid structure in agreement with experiment (the calculated image to scale is in Reference 60).
determine the structures and pathways-whether the photophysical and photochemical processes occur consecutively or else competitively as a result of bifurcation. The diffraction data show the rupture of covalent C-C bonds (near 1.4 A), loss of next-nearest neighbor distances (near 2.5Å), and depletion of longer distances (>3.5Å)-a fragmentation and significant repositioning of the atomic nuclei must accompany the process. We determined a quinoid structure, which is optically dark, for the triplet excited-state (ππ * ) benzaldehyde formed as a result of intersystem crossing. This excited-state structure exhibits well-defined single and double bonds, indicating disruption of aromaticity in the ring (Figure 10 ). On the other hand, benzene formed in the dissociation pathway is in its ground electronic state, as indicated by the refined C-C bond distance. The simultaneous emergence of the photophysical and photochemical products in the diffraction data indicates a bifurcation on the excited singlet surface with apparent rise, through the intermediate, with time constants of 25 ± 4 ps and 38 ± 5 ps for excited triplet benzaldehyde and benzene, respectively. This observed bifurcation resolves long-standing issues. The quantum chemical calculations of charge density maps by Shorokhov et al. (60) (Figure 10 ) support the conclusion regarding the electronic distribution of the structures involved in the bifurcation.
Complex Landscapes and Light-Atom Structures
In order to extend these studies to systems of more complex energy landscapes and to structures with no heavy atoms, we studied organometallic structures, which react through multiple pathways and yield products of different spin multiplicity, and a series of hydrocarbons that undergo thermal/photochemical reactions. We determined the initial structures with high accuracy and those of the reaction intermediate(s). For the hydrocarbons, the sensitivity was still high even though there were no heavy atoms to scatter from. The landscape involves multiple conformations and we studied these nonequilibrium structures, both experimentally and theoretically. More recently, we reported our study of the nature of the hydrogen bond in acetylacetone and the structural dynamics of its elimination reactions. We also concerned ourselves with the theoretical treatment of diffraction on the ultrashort timescale with particular focus on the role of coherence and the effect of orientational order on diffraction of reacting populations. We do not cover these studies in this review, but reference to these and other studies is made in Table 1 .
ULTRAFAST ELECTRON CRYSTALLOGRAPHY
In UEC, the new features of the apparatus include three interconnected ultra high vacuum (UHV) chambers-the sample preparation, load-lock, and scattering chambers. To this apparatus we interfaced a femtosecond laser system. The crystal is mounted on a computer-controlled goniometer for high-precision (0.005
• ) angular rotation; it can be cooled to a temperature of 10 K and changed in five 84 ZEWAIL directions, three translations, and two rotations. The preparation chamber has sputtering and cleaning tools and is also equipped with LEED and Auger spectroscopy for characterization of the crystal surface. Molecules can be studied on the surface either as physisorbed or chemically functionalized entities, and thin crystals can be studied in the reflection mode. We have also used the apparatus in the transmission mode for studies of crystals and thin films.
Diffraction is recorded in the far field and analyzed using the observed Bragg spots, streaks, and Laue zones of Ewald's sphere (Figure 6 ). The electron and light pulses used in UEC were temporally and spatially characterized. For the 30 keV electron pulses, we used in situ streaking techniques and, for light, the now standard autocorrelation method. We have obtained the fastest streaking speed of 140 ± 2 fs/pixel in UED-4, thus approaching the state of the art in streak cameras (Figure 4 ). For the extraction field of 10 kV/mm, the spreading time is ∼20 fs. From the measured streaking, a pulse width of 322 ± 128 fs was obtained. Using the same electron gun design, Cao et al. (54) obtained ∼300 fs pulses, albeit with a streaking speed of 250 fs/pixel. Miller's group reported ∼600 fs resolution in transmission (55) . The initiation laser pulse duration is typically 100 fs, and the overall temporal resolution is determined by the geometry of the experiment and the relative widths (shapes) and speeds of the two pulses. We have treated in detail elsewhere (61) conditions for velocity mismatch and its angular dependence for optimum pulse width. In what follows we give examples of studies in UEC.
Surfaces and Crystals
A paradigm case study demonstrating the potential of UEC was reported by Vigliotti et al. (62) . Determination of surface structural dynamics, using frame referencing, was achieved for crystalline solids (GaAs), following the temperature rise of the crystal. From the change of Bragg diffraction (shift, width, and intensity), we showed by direct inversion of the diffraction data that "compression" and "expansion" occur on the -0.01Å to +0.02Å scale, and that the "transient temperature" reaches its maximum value (1565 K) in 7 ps (Figure 11 ). The onset of structural change lags behind the rise in the temperature, demonstrating the evolution of nonequilibrium structures. These results were compared with those of nonthermal femtosecond optical probing reported by Mazur's group (63) , and the agreement for the temperature response from the fluence dependence of the dielectric function is impressive, but we now have the dynamical structure.
The surface of GaAs was functionalized with a monolayer of chlorine atoms, chemically bonded. On the ultrashort timescale we observed, following the compression, the expansion that is due to the rise of phonon temperature. At longer time, the restructuring and the evolution toward the equilibrium state was clearly evident in the diffraction (intensity and shift). Structural dynamics can be divided into three regimes: potential driven change, which involves electronic redistribution with no motion of nuclei (femtoseconds to a few picoseconds); coherent nonequilibrium lattice expansion (rise time of 7 ps); and restructuring and heat diffusion (50 ps to nanoseconds). The latter agrees well with the expansion reported in the literature Figure 11 Ultrafast electron crystallography studies of GaAs single-crystal surfaces, terminated with chlorine atoms. Shown here is only the change (from equilibrium) of the lattice constant. The broadening and intensity of diffraction peaks were also monitored, and studies of this system are continuing in this laboratory (see text).
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Similarly, we studied surface and bulk crystals of silicon, with and without adsorbates. Frame referencing to the ground-state structure shows the changes in the structure caused by the initiating pulse, from ground-state pattern at negative time to the observed change at positive time ( Figure 12 ). The structural change is evident in the shift with time of the in-phase Bragg peak of the rocking curve, whereas the increase in vibrational amplitude is reflected in the broadening. The evolution takes place as a rise to a maximum shift and then a decay to the coordinates of the original structure. By gating on a Bragg spot, we followed the changes with time. As with GaAs, we observed the motion of surface and bulk atoms and their timescales (39) . Following the femtosecond rise in electron temperature, electron-phonon coupling results in the population of optical phonons, which then generate, after picoseconds delay, acoustic waves (lattice expansion and compression), and finally lattice heating. Such a two-temperature description of heating is well known. Using UEC, we now can observe the ultrafast surface and bulk structural dynamics and follow the restructuring and diffusion at longer times.
Because we can vary the fluence of the initiating pulse, we also studied the structural changes involved in phase transitions when the temperature of the lattice is sufficiently high to cause large amplitude disorder. Initiating an ultrashort temperature jump of the amorphous structure with the infrared femtosecond pulse gives new diffraction ring patterns, which we followed as a function of time by referencing to the ground-state frame (Figure 12 ). The structural change is a phase transition to the liquid-like state (39).
Interfacial Water: Hydrophilic and Hydrophobic Substrates
The directional molecular features of hydrogen bonding and the different structures possible, from amorphous to crystalline, make the interfacial collective assembly of water, on the mesoscopic scale, much less understood. Structurally, the nature of water on a substrate is determined by forces of orientation at the interface and by the net charge density, which establishes the hydrophilic or hydrophobic character of the substrate. However, the transformation from ordered to disordered structure and their coexistence critically depends on the timescales for the movements of atoms locally and at long range. Therefore, it is essential to elucidate the nature of these structures and the timescales for their equilibration.
In a recent publication by Ruan et al. (64), we reported UEC determination of the structural dynamics of interfacial water following substrate infrared temperature jump. Interfacial water was formed on a hydrophilic surface (silicon, chlorine-terminated) or hydrophobic surface (silicon, hydrogen-terminated) under controlled UHV conditions. We identified the interfacial and ordered (crystalline) Figure 12 Ultrafast electron crystallography of single-crystal silicon surfaces and nanometer crystals. The evolution of structures, using frame referencing, and the phase transition at higher temperatures (diffraction rings) are displayed. ZEWAIL structure from the Bragg diffraction and the layered and disordered (polycrystalline) structure from the Debye-Scherrer rings (Figures 13 and 14) . The temporal evolution of interfacial water and layered ice after the temperature jump was studied with monolayer sensitivity.
On the hydrophilic surface substrate the structure is cubic (I c ), not hexagonal (I h ), and structural dynamics are distinctive. The timescale for the breakage (largeamplitude motion) of long-range order of the interfacial layer (37 ps) is an order of magnitude longer than that for breaking hydrogen bonds in bulk liquid water, and the local OH · · O and O · · · O bond distances from diffraction are directly involved in the change but on different timescales. These results also indicate that the timescale for energy flow (in the 1 ps range) in the assembled water structure is much shorter than that of energy localization for desorption of individual molecules. Moreover, the restructuring time involving long-range order is longer than the time for amorphization, a process in which the O · · · O correlation is lost before the OH · · O correlation, defining the vibrational motion involved. Finally, there is the relevance to biological water-perhaps it is not accidental that the timescale for losing the hydrogen bond network (37 ps) is similar to that reported for interfacial water near hydrophilic protein surfaces (20 ps to 50 ps) and is very different from that of bulk water (700 fs to 1.5 ps); see Figure 3 and Reference 17 (and references therein).
On the hydrophobic surface, the structure is still cubic, but very different in order. The structural dynamics is also different. The interface is dominated by polycrystalline I c , but coexisting in this phase are crystallite structures, not adjacent to the surface of the substrate; see Figure 14 for rings and spots diffraction, and the comparison with theory. The change in the structure of I c has different temporal behaviors reflecting the distinct difference in the transfer of energy to polycrystalline and crystallite I c . We note that for the hydrophilic substrate studied, water adjacent to the surface is crystalline, or nearly so, whereas that away from the surface is polycrystalline. These studies were made recently in this laboratory by D.-S. Yang, N. Gedik & S. Habershon, and a full account of these and the earlier study (64) will be published in a series of papers. The issues of interest are the coexistence of these structures, their different dynamics, and the timescales for energy transfer and disruption of the hydrogen bond network.
Bilayers of Crystalline 2D Fatty Acids: Molecular Assemblies
For the studies of membrane-type structures, we decided to first investigate a bilayer of fatty acids deposited on a hydrophobic surface substrate, invoking the well-known Langmuir-Blodgett (LB) technique. It allows for a controlled layerby-layer deposition of ordered molecular films and has been used to create model biological membranes for studies under controlled conditions. Although biomembranes are more complicated by the presence of intercalaters, the LB bilayers represent the building blocks of lipid bilayers, in our case with the molecular chains extending up to ∼50Å. LB films themselves are of considerable interest in various areas of research involving self-assembly, self-organization, and protein immobilization, and in technology developments such as molecular electronics and nonlinear optics.
Previous static diffraction studies have provided patterns and analyses with focus on the distances between the ions (X ray) and in thick films of many layers. In these investigations, however, the structures were not time-resolved and were not directly reflective of the influence of the supporting surface. Femtosecond timeresolved studies (65) of biomembranes have examined the spectroscopy of local probes, and time-resolved X-ray diffraction studies have shown the laser-induced disorder above the damage threshold of the organic film (66) . In the former study the structure cannot be determined, and for the latter the film was 83 layers and it was not possible to solve for the structure of the fatty acid assembly. The laserheating resulted in a destructive change above the damage threshold.
Recently, Chen et al. (67) reported on UEC of one bilayer (two chains of C 19 H 39 COOH) of arachidic (eicosanoic) fatty acid. With UEC sensitivity and resolution, we determined the structure, thus establishing the orientation of the aliphatic chains and obtaining the subunit cell molecular -CH 2 -CH 2 -dimensions; Figure 15 displays the structure of the bilayer studied and the subunit cell in two directions. In the same publication we reported the observation of the coherent and anisotropic dynamical expansion in the bilayer structure and the restructuring toward equilibration at longer times. The timescales involved following the temperature jump were obtained from the diffraction frames taken every 1 ps (Figure 15) . From these studies a structural dynamics picture emerges for the bilayer on the substrate and for its atomic motions.
All diffraction patterns are composed of spots (and/or streaks), showing the high quality of the 2D crystalline structure of the arachidic acid bilayer and the underlying hydrogen terminated Si(111) surface. The diffraction patterns at negative times and at low incidence angle of the electrons, parallel and perpendicular to the dipping direction, give the tilt angle of the chains (nearly zero) and provide the subunit cell parameters of the bilayer: a 0 = 4.7Å, b 0 = 8.0Å, and c 0 = 2.54Å. The symmetry of the bilayer is an orthorhombic R(001) packing, with the (001) plane parallel to the Si(111) surface. At higher incidence angle, additional diffraction Bragg spots appear, resulting from the single crystal silicon substrate, which can easily be indexed (see above).
These experimental values for the lattice parameters within the plane differ from the predicted theoretical values of a 0 = 4.96Å and b 0 = 7.4Å (68) . The difference can be explained by the fact that the theoretical values were calculated for infinite aliphatic chains and do not take into account the carboxylic end group of fatty acids. Moreover, the bilayer consists only of two monolayers, so the substrate and the deposition conditions (e.g., the dipping pressure or the pHs of the solution) all have an important role in the order at the interface. The spacing c 0 between CH 2 planes agrees very well with the theoretical value of 2.54Å, as it represents separation between strong C-C bonds. The rocking curves, the changes of diffraction with incidence angle, were obtained and the ZEWAIL observations indicate a significant coherence length (nanometers) along the fatty acid chains.
With the frame-reference methodology invoked in these UEC studies, we obtained the structural dynamics selectively for the bilayer. As shown in Figure 15 , immediately after the heating pulse (0 ps and 1 ps frames), an intensity loss of the Bragg spots is observed, as dark (white) spots evolve in the different frames. The Figure 15 Ultrafast electron crystallography of 2D fatty-acid bilayers. Shown are the subunit cell structure determined and the dynamics from the frame referencing taken following the heat pulse to the substrate. The frames at 0 and 1 ps show the onset of structural changes, and the frames at longer times show the restructuring toward the equilibrium state. change in the Bragg spots becomes more prominent over time (10-100 ps). The lower part of the peaks becomes brighter while the upper part becomes darker, showing a downward shift of the Bragg spots. At longer times, the patterns get fainter again, indicating that the peaks are moving back to their original position. Remarkably, both the heating and electron pulses, because of their timed repetition, ultrashort durations, and fluxes, do not damage the bilayer, as we repeated these experiments many times without observing damage.
In the vertical direction for all diffractions of the bilayer (c-component of the momentum transfer s-vector) we observe structural change. The behavior represents an initial expansion ( c 0 = 0.1Å) of the subcell in the bilayer after impulsive heating of the substrate followed by a subsequent contraction due to the heat dissipation. The expansion takes place with a time constant of 25 ps, whereas the subsequent compression occurs with 55 ps time constant, and the much longer time compression is a restructuring on the nanosecond timescale. Within our resolution, no significant change in lattice spacing is observed in the plane perpendicular to the molecular chains.
Structural dynamics of the bilayer can now be pictured. Because there is no absorption resonance for the fatty acids at the wavelength of the heating pulse, the pulse is absorbed only by the substrate and the bilayer is practically transparent. The heating is through the phonon temperature described above in our studies of Si and GaAs crystals (here substrate). Although the energy is directly transferred into the bilayer from the substrate, the expansion in the bilayer is significant along the aliphatic chains of the molecules, indicating an efficient and "wire-like" energy transfer within the fatty acid assembly. The covalent bondings in the chains, as opposed to the weak interactions across chains, facilitate such directional motion, besides the 2D stacking interaction in the crystal-like structure. This apparent nonequilibrium behavior must be handled cautiously.
At the maximum extension of the fatty acids the effective temperature is above the melting point of the assembly (in the range of 100
• C), but the structure is far from equilibrium primarily in modes of the stretch and scissor (and twist) vibrations of the chains. Thus the motions along the chains should reflect the behavior of coupled oscillators-the forming of wave motion by local change in velocity and amplitude (or diffusion). If true, the behavior is that of a soliton-type motion. Molecular dynamics simulations (in collaboration with Professor T. Shoji's group) and theoretical modeling (Dr. J. Tang, this group) of anharmonically coupled bonds are works in progress to address the timescales involved, the nature of coherent structural dynamics, and the incoherent energy dissipation in the restructuring at long times. An anisotropic expansion of the bilayer may prove significant in explaining mechanisms of motion and transport, and for this reason we are also examining biological membranes. So far we have studied multiple-layered fatty acid systems and phospholipids and are continuing to explore the effect of layer thickness on diffraction changes, position, and intensity. There is another dimension to this work, namely the origin of self-assembly (69) and crystallization, and UEC is our method of choice for the reasons given above.
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ULTRAFAST ELECTRON MICROSCOPY
Transmission electron microscopy (TEM) with its wide-ranging arsenal of tools has long been a powerful method in many areas of research, allowing for subnanometer spatial resolution but lacking the ultrashort time resolution. Optical microscopy, using fluorescent probes, e.g., green fluorescent proteins, has provided the means to visualize events occurring in vitro and within cells (41 and references therein). However, despite possessing the capability for temporal resolution, optical methods are limited in their spatial resolution to the wavelengths employed, typically 200-800 nm. The ultimate techniques would be those that have the spatial resolution of electron microscopy and the time resolution of optical methods. As mentioned above, the atomic length scale can be studied with diffraction, but for biological and nanoscopic materials with characteristic length scales ranging from nanometers to micrometers, electron microscopy enjoys unique advantages.
Lobastov et al. (41), in a recent publication, reported the development of 4D UEM, which provides the ability to image complex structures with the spatial resolution of TEM, but as snapshots captured with ultrafast electron packets derived from a train of femtosecond pulses. The images and diffraction patterns were obtained at 120 keV for materials (single crystals of gold, amorphous carbon, and polycrystalline aluminum) and for biological cells of rat intestines. The strobing packets contain on average one electron per pulse and the specimen dose is a few electrons perÅ 2 , but the pulses are now fully controlled in space and time. Conceptually, we built on the machinery of UED and UEC, but with a fundamental difference, namely the realization of the significance of timed, single-electron pulses for imaging in UEM. The design of 4D UEM is shown in Figure 5 , which outlines the interfacing of the femtosecond optical system with the transmission electron microscope. Space-charge broadening and defocusing of electron pulses and stability of the electron flux during imaging are major issues that we had to resolve. To circumvent space-charge-induced broadening and the concomitant decrease in the ability of the microscope optics to focus these electrons, we have redesigned the transmission electron microscope by directly illuminating the photocathode with extremely weak femtosecond pulses, but as a high-frequency train of pulses separated by nanosecond or longer intervals. This crucial advance empowered us to successfully record images and diffraction patterns with the required sensitivity and dosage, but with new dimensions.
The approach is entirely different from the one used in the important work of Dömer & Bostanjoglo (70 and references therein). They utilized a single giant pulse with ∼10 8 electrons, and the pulses are photoelectrically generated as in UED and UEC. Their microscope utilizes a ∼20 ns electron-pulse duration and a current of ∼2 mA. Such pulses, which were used to study laser-induced melting in metals, pack within them the large number of electrons (∼10 8 ) that are detrimental to achieving ultrashort pulse imaging. Moreover, because the time window for imaging in those experiments is nanoseconds, the uncertainty in spatial resolution due to noise statistics is on the order of micrometers, as pointed out by Bostanjoglo (71) . In fact our attempt to use amplified femtosecond light pulses with much higher peak power density (on the order of 10 12 W/cm 2 ) resulted in electron bunches that were impervious to focusing by the microscope optics, and no doubt much broader pulses due to electron-electron repulsion.
Using our 4D UEM we obtained images of materials, polycrystalline and single crystals (Figure 16 ). For calibration, we also obtained "images" when the femtosecond pulses entering the microscope were blocked. The fact that no images were observed when the light pulses were blocked indicates that the electrons Figure 16 Ultrafast electron microscopy of biological cells from rat intestines at two magnifications (top and bottom right). Shown also are a typical image of gold crystals (top, left) and the diffraction pattern (bottom, left) (see text). ZEWAIL generated in the microscope were indeed those obtained optically and that thermal electrons were negligible. The microscope can operate in UEM and TEM modes, and for atomic-scale investigations, we operated UEM in the diffraction mode by adjusting the intermediate lens to select the back focal plane of the objective lens as its object (Figure 16 ). The novel attributes of UEM encouraged us to test the viability of imaging biological cells. UEM images of rat intestinal cells were obtained in a few seconds and both the microvilli as well as the subcellular vesicles of these epithelial cells were visualized in the UEM images. As in the case of UED and UEC, UEM is now poised for measurements of structural dynamics. For such time-resolved investigations, the time axis is defined by distance steps in the arrangement of Figure 5 , noting that one micron of path difference corresponds to a frame separation of 3.3 fs. Applications are numerous.
CONCLUDING REMARKS
Because of limitations of space, it was not possible to cover all studies made using UED, UEC, and UEM. In this review, we only highlighted the concepts, developments, and, by way of prototypical examples, the myriad of possible applications. In order to reliably introduce the fourth dimension (time) into structural determination and imaging in different phases we had to develop, through five generations of table-top instruments, the conceptual framework and methodology needed to reach the atomic-scale spatiotemporal resolution and to cover both Fourier space (diffraction) and real space (microscopy). Our current resolutions are: spatial, picometer to nanometer (UED and UEC to UEM) and temporal, 1 picosecond (UED), 300 femtosecond (UEC, transmission), and less than or equal to 100 femtosecond (UEM, single electrons). Only with frame-referencing at different times could we reach as low as 1% for the sensitivity of change and temporally isolate the transient structures. For convenience, we list the subjects studied and publications from this laboratory in Table 1 , covering nearly a decade of research.
In the same year (1991) we proposed UED as a method for structural dynamics, Thomas (72) wrote a "News and Views" piece entitled Femtosecond Diffraction. Toward the end of the piece he concluded with the following words: "If the experiment does indeed prove successful it will mark the dawn of an important new era. . . ." It took exactly a decade (2001), and the evolution from UED-1 to UED-3, to transform a dream into realization, from the exploration of the potential of the approach to the explosion of the applications in real experimental determination of isolated, transient molecular structures. The robustness of UED-3 made it possible to study a variety of systems, and here we discussed two classes, prototypical chemical reactions and excited-state dark structures that bifurcate through radiationless transitions. In this UED-3 laboratory, we are currently continuing studies of structures in reactions and of excited states. Also, using a new apparatus we plan to study structural dynamics of macromolecular systems with the aid of new theoretical formulation, including charge density maps (60), of diffraction from isolated proteins. Oriented reactions (73, 74) are also part of the new effort in UED.
In retrospect, what is remarkable about Thomas' piece was its broader vision for the significance of determining structures in the act of change irrespective of the phase they are in. Our development of UEC, in both reflection and transmission modes, was for the sole purpose of extending UED to the condensed phase. Because of long-range order, it was possible to study structural dynamics of nanometer-scale crystals, surfaces, and molecular assembles on substrates. Here, we discussed prototypical cases of surface-atom motion, surface phase transition, interfacial water on hydrophobic and hydrophilic substrates, and structural dynamics of bilayers of fatty acids on hydrophobic substrates. In 2004, Thomas overviewed (75) the significance of UEC, but equally important were his views on potential applications in heterogeneous catalysis (76) . Currently, our group is involved in extensions of UEC to studies of materials using transmission diffraction and biological assemblies using reflection diffraction. Transmission offers a better time resolution because of geometrical constraints in reflection, and for both we plan further improvement of the frame resolution in time by using composite-phase shaped optical pulses (77) .
From diffraction in Fourier space, both UED and UEC provide atomic-scale spatial resolution. An inversion to real space requires theoretical machinery and, for obtaining refined structures, dynamical theory may be invoked. So far we have obtained structures using kinematic theory, principally because of the high electron energy, the sample density, and the relatively low atomic number of atoms. Imaging in real space is the property of TEM. In 4D UEM, the sample sees timed singleelectron packets, thus removing the detrimental space-charge effects of defocusing and broadening of pulses in imaging. Here, it was shown that such a microscope can be applied to studies of materials and biological cells. In the same microscope, we obtained diffraction with atomic-scale spatial resolution, again using timed, single-electron packets.
Thomas, who has been following the trajectory of developments since its naissance, and who is a pioneer in the applications of microscopy to materials science (76, 78) , has written a highlight (79) describing the revolutionary aspect of 4D UEM and the prospects for branched applications. Harris & Thomas (80) explored some applications in domains of biological macromolecules and solid state chemistry. It did not escape our attention that 4D UEM should find applications in many fields, in particular in biological imaging. The new microscope allows facile operation in two modes-the UEM mode and the conventional TEM mode-offering a universal methodology for structural studies in space and time. Moreover, because UEM has been designed using femtosecond pulse trains from the oscillator alone, without the need for an ultrafast pulse amplifier, it has the added technological advantage of being beguilingly simple and easy to integrate. It may also prove unique (3) for limiting heat and blurring of images, and possibly radiation damage (9, 81) , points under study in this laboratory. Currently, we have one complete system operating at 120 keV, and shortly there will be three 4D UEMs, including single-pulse recordings at a higher number of electrons but with picosecond resolution. Applications involving higher spatial resolutions and microscopy-based advances (82) (83) (84) include studies of cryo and life cell imaging. Time-resolved X-ray spectroscopy and diffraction are developing in many laboratories (27 and references therein; [28] [29] [30] [31] [32] [33] [85] [86] [87] [88] . Ultrafast X-ray diffraction is still advancing to achieve the reliability and sensitivity required for experimental studies of molecular-scale phenomena; demonstrations in melting and phonon's coherence studies have been the prime examples. Pulsed X-ray sources can currently be produced from a synchrotron facility (pulse duration 30-100 ps), laser plasma generation (several 100 fs), high-harmonic (XUV) generation (hundreds of femtoseconds to hundreds of attoseconds), or the proposed free-electron laser. The issues involved are the brightness of the source, stability and detection sensitivity, and the wavelength to reach diffraction. Recently, multidimensional spectroscopy (89-92) was advanced to correlate frequencies of optical transitions with the temporal evolution, in analogy with NMR, thereby probing structural changes. Although structures are not resolved with atomic resolution it is possible with the aid of electronic structure calculations to elucidate ultrafast couplings and molecular changes in optical space. Electron dynamical changes are now becoming feasible to probe directly with spectroscopy on the subfemtosecond (attosecond) timescale (93 and references therein; 94, 95) .
Four-dimensional UED, UEC, and UEM are at a turning point for exploitation in applications in physics, chemistry, and biology. The major hurdle in the use 100 ZEWAIL of electron diffraction and imaging in microscopy was the space-charge problem, and with single-electron coherent packets, this problem no longer exists. Moreover, local structures of less than 10 5 unit cells, as opposed to an average over 10 15 unit cells, can be explored and their constituents imaged in real space. In our laboratory, the applications span both the physical and biological sciences. In 1937, Davisson & Thomson received the Nobel Prize in physics "for their experimental discovery of the diffraction of electrons by crystals." That discovery was for "static" diffraction. Only 70 years later could the fourth dimension of time be introduced to diffraction and microscopy, integrating the physics of space and time in structural dynamics.
