The design, development, and first measurements of a novel mesospheric temperature lidar are described. The lidar technique employs mesospheric Fe as a fluorescence tracer and relies on the temperature dependence of the population difference of two closely spaced Fe transitions. The principal advantage of this technique is that robust solid-state broadband laser source͑s͒ can be used that enables the lidar to be deployed at remote locations and aboard research aircraft. We describe the system design and present a detailed analysis of the measurement errors. Correlative temperature observations, made with the Colorado State University Na lidar at Fort Collins, Colorado, are also discussed. Last, we present the initial range-resolved temperature measurements in the mesosphere and lower thermosphere over both the North and the South Poles obtained with this system.
Introduction
The middle atmosphere contains a wealth of important geophysical phenomena including the coldest part of the atmosphere-the mesopause-which occurs near 90 km; noctilucent clouds and polar mesospheric clouds, which appear near 85 km 1 ; the meteoric metal layers of Na, K, Li, Ca, and Fe; the airglow layers of OH, O, and O 2 ; and large planetary, tidal, and gravity wave activity that plays a vital role in overall global circulation. Among remote sensing technologies employed to study the middle and upper atmosphere, lidar techniques are unique in their ability to provide high spatial and temporal resolution data on the temperature, wind, and constituent structure of this region. Currently, Na wind͞tem-perature lidars are one of the most accurate remotesensing instruments used to probe this region of the atmosphere. 2 Unfortunately, the demanding environmental requirements of these narrow-band Na systems generally preclude their use at remote sites or in research aircraft. For global-scale observations, the development of a robust temperature lidar is clearly attractive.
To help address this measurement need, the University of Illinois, in collaboration with The Aerospace Corporation and the National Center for Atmospheric Research ͑NCAR͒ Research Aviation Facility, has developed a robust new lidar system for measuring temperature profiles from the middle stratosphere to the lower thermosphere that can be deployed on research aircraft or operated at remote sites during both day and night. This Fe Boltzmann temperature lidar was initially deployed to the North Pole in June and July 1999 aboard the National Science Foundation ͑NSF͒͞NCAR Electra aircraft and to the South Pole in November 1999. During these campaigns the instrument made the first lidar measurements of middle-atmosphere temperatures, Fe densities, and polar mesospheric clouds over both poles during mid-summer. We describe the system design and present a detailed analysis of the measurement errors along with a comparison of temperature profiles measured by the Colorado State University Na lidar. We also present the first range-resolved temperature measurements obtained in the mesosphere and lower thermosphere over both the North and the South Poles with this new instrument.
Principle of Operation
The Fe Boltzmann temperature lidar relies on the unique energy-level distribution diagram of the ground-state manifold of Fe atoms 3 ͑see Fig. 1͒ that was first proposed by Gelbwachs for applications to lidar temperature measurements. 4 In thermal equilibrium, the ratio of the populations in the J ϭ 3 and J ϭ 4 sublevels in the ground-state manifold is given by the Maxwell-Boltzmann distribution law
where P 372 and P 374 are the populations in the two ground states with degeneracy factors g 1 ϭ 9 and g 2 ϭ 7, Fe ͑372͒ and Fe ͑374͒ are the associated Fe number densities, ⌬E is the energy difference between the two levels ͑ϳ416 cm Ϫ1 ͒, k B is the Boltzmann constant, and T is the atmospheric temperature. The subscripts 372 and 374 refer to the excitation wavelengths of two transitions in nanometers ͑actually, 372 ϭ 372.0993 nm and 374 ϭ 373.8194 nm͒. The line parameters for these two transitions are summarized in Table 1 . At 200 K, the ratio of the populations is approximately 26. The temperature is then given by
The Fe densities in these two states can be measured with resonance fluorescence lidar techniques. The densities are proportional to the number of backscattered photon counts from Fe atoms ͑N Fe ͒ detected for each wavelength probed by the lidar. The detected Fe photon count is given by the lidar equation 5
where z is the altitude; P L is power of the laser; ⌬t is the temporal resolution; ⌬z is the vertical resolution; T a is the one-way transmittance of the lower atmosphere; is the wavelength; c is the vacuum speed of light; h is Planck's constant; E͑, z͒ is the extinction coefficient of the signal associated with Fe absorption; eff ͑, T, L ͒ is the effective absorption cross section of the Fe transition, which is a function of temperature T, laser wavelength and laser linewidth L ; R B is the branching ratio ͑R B374 ϭ 0.9114, R B372 ϭ 1͒ 6 ; A R is the area of the receiving telescope; and is the overall optical efficiency of the system. The effect of the radial velocity on the absorption cross section has not been included, but it is negligible for zenith observations. 7 The total detected signal also includes the background noise count N B ͑, z͒, which must be added to the Fe signal count given by Eq. ͑3͒.
The current system uses two separate lasers and receivers because the two Fe lines are too far apart in wavelength for us to probe easily by tuning a single laser, yet they are too close to be separated in the receiving telescope by use of a dichroic beam splitter. To compensate for signal variations in each of these systems, we normalize the photon counts from the Fe layer at each wavelength by the Rayleigh counts ͑N R ͒ over a common lower altitude range, typically near 50 km,
where z R is the normalization altitude, atmos ͑z R ͒ is the atmospheric number density at the normalization altitude, and R ͑͒ is the effective atmospheric Rayleigh backscatter cross section that is 4 times of Rayleigh angular backscatter cross section R ͑ ϭ ͒, i.e., R ͑͒ ϭ 4 R ͑ ϭ ͒, where is the scattering angle. The product of the atmospheric number density and the effective Rayleigh backscatter cross section can be expressed as 5
where T͑z R ͒ is the atmospheric temperature in degrees Kelvin, P͑z R ͒ is the atmospheric pressure in millibars, and is the laser wavelength in meters. The Rayleigh normalized, background-corrected Fe signal count is defined as
where N B ͑͒ is the estimated background noise count. By use of Eq. ͑1͒, the ratio of the normalized Fe signal counts at the two wavelengths ͑R T ͒ can be related to temperature:
where
At 200 K the 372-nm Fe signal is approximately 30 times stronger than the 374-nm signal so that R T ϳ 1͞30. By solving Eq. ͑7͒ for temperature, we obtain the final result of
Thus, by measuring the Fe signal level at the two wavelengths and computing R T ͑z͒ using Eqs. ͑6͒ and ͑7͒, one can derive the temperature from Eq. ͑10͒, provided that the ratios of the extinction and the effective backscatter cross sections are known.
System Design
A schematic of the system is shown in Fig. 2 The wavelength is adjusted via a software control loop. The elliptical output of the external cavity laser is corrected by use of an anamorphic prism pair, and then the circularized output is fiber coupled for injection into the main laser cavity. The fiber coupling allows flexibility in locating the seeder lasers with respect to the alexandrite lasers. The frequency-doubled output of the alexandrite laser is expanded to decrease the divergence to approximately 350 rad to enable daytime operation. The pulsed output of the alexandrite laser is monitored with a commercial pulsed laser spectrum analyzer ͑Burleigh Instruments, Inc., Model RFP-3600͒. The pulsed output is not a single frequency but consists of 3-4 modes within a frequency range of approximately 800 MHz. The effective cross section of each Fe transition is determined by the scanning of the wavelength of each laser through the Fe transition with the atmospheric returns. This will be discussed in detail in Section 4.
Each optical receiver includes a commercial Meade 0.4-m LX200 Schmidt-Cassegrain telescope with custom coatings to enhance UV transmission. The field of view of the telescope is controlled via a pinhole at the focal plane and is set to match the outgoing divergence of the laser. A mechanical chopper is placed close to the focal plane to enable blanking of the low-altitude laser returns. The return signal is collimated and passed through an interference filter and a pressure-tuned, temperature-stabilized FabryPerot etalon before being detected by a photoncounting photomultiplier tube. The output signal from the photomultiplier tube is then thresholded by use of a discriminator, and the photon counts are integrated by use of a multichannel scaler. A list of the system parameters is given in Table 2 . Compared with narrow-band Na systems, the Fe density at 372 nm is, on average, approximately a factor of 2 higher than that of Na, 8 and the effective cross section is approximately an order of magnitude lower than that of Na. Thus the average power required to produce an Fe signal count at 372 nm that is comparable with the Na signal count is roughly a factor of 5 higher for Fe, assuming equal efficiencies for the rest of the system.
Error Analysis
There are two major sources of error, namely, fluctuations in the signal levels associated with photon noise and fluctuations in the effective backscatter cross sections associated with laser tuning errors and laser linewidth fluctuations. The extinction is calculated from the measured Fe densities and temperatures and also includes errors. However, the two-way extinction correction is typically no more than approximately 1%-2% at the top of the 372-nm Fe layer and much less than a percent for the 374-nm Fe layer. For this reason, extinction errors are small and can be neglected. Because the laser tuning errors and linewidth fluctuations are uncorrelated with signal photon noise, by use of ⌬T ϭ ͑‫ץ‬T͞ ‫ץ‬R T ͒⌬R T ϩ ͑‫ץ‬T͞‫ץ‬R ͒⌬R , the total rms temperature error can be derived from Eq. ͑10͒ as
. (11) Because ⌬E͞k B ϳ 600 K and T is in the range of 150 -250 K, the total relative error for both R T and R in Eq. ͑11͒ must be no larger than 1.5% for a Ϯ1 K accurate temperature measurement at T ϭ 200 K. We now consider each of these two error sources separately. The total effective backscatter cross section is proportional to the effective absorption cross section:
We have accounted for the decay of the excited state to multiple ground states by including the appropriate branching ratios in the lidar equation. The effective absorption cross section is the convolution of the atomic absorption cross section and laser line shape: where abs ͑Ј, 0 , T͒ is the intrinsic atomic absorption cross section centered at wavelength 0 , g L ͑Ј, , L ͒ is the normalized laser line shape centered at wavelength , Ј is the frequency, and ⌬ is the frequency difference between the Fe line center 0 and laser line center . Assuming a Gaussian functional form for both the laser line shape and the absorption cross section, the effective cross section is
where f is the oscillator strength of the transition ͑ f 372 ϭ 0.0414 and f 374 ϭ 0.0382͒, ⑀ 0 is the permitivity of free space, e is the charge of an electron, m e is the mass of the electron, c is the velocity of light, and
where D is the rms Doppler width of the intrinsic atomic absorption cross section, Although temperature is required to evaluate the Doppler linewidths, the cross-section ratio is insensitive to temperature so that errors in R associated with errors in assumed temperature are negligible. Because the lasers are identical and the wavelength difference is small, we assume the laser linewidths are similar so that 372 is approximately equal to 374 . In this case, the cross-section ratio can be simplified to
If both the laser linewidths and the squares of the tuning errors are identical, then 0.9227 Ͻ R Ͻ 0.9270. For identical lasers, the cross-section ratio varies less than 0.5% as the laser linewidth varies from zero to infinity. Because the cross-section ratio is insensitive to the absolute value of the laser linewidths when they are approximately equal, it is more important to know the linewidth difference rather than the absolute values of the individual linewidths. We can express the relative error in the cross-section ratio in terms of the laser tuning errors and uncertainties in the assumed values for the laser linewidths or in terms of the linewidth difference:
By combining expression ͑19͒ with Eq. ͑11͒, we obtain
To compute the effective cross sections from Eq. ͑14͒ or their ratio from Eq. ͑17͒, we need to determine for each line. This is done by scanning the lasers through the Fe fluorescence lines and recording the atmospheric returns as a function of frequency. A Gaussian function of frequency is fitted to the normalized signal counts to determine the total rms linewidths. The laser linewidths are computed from Eqs. ͑15͒ and ͑16͒. Plotted in Fig. 3 is an example fit to 372-nm data. The results for the cross section and laser parameters and the statistical errors of the fits are listed in Table 3 .
There are two ways to determine the cross-section ratio and the errors. The cross sections can be computed from the laser scans with Eq. ͑14͒. In this case the relative error in the cross-section ratio is given by
. (21) By use of the data in Table 3 , the cross-section ratio is 0.9325, and the relative error is 4.7%, which, according to Eq. ͑11͒, yields an error of approximately Ϯ3.1 K at T ϭ 200 K. Alternatively, we can assume the laser linewidths are identical and that both lasers are tuned to the peaks of the fluorescence lines. In this case the cross-section ratio is assumed to be 0.9270 when L Ͻ Ͻ D or 0.9227 when D Ͻ Ͻ L ͓see expression ͑18͔͒. In our case in which both laser linewidths are approximately 370 MHz and do not satisfy either extreme, the assumed value of the cross-section ratio would be 0.9252 ͓see Eq. ͑17͔͒. According to the linewidth scan data in Table 3 , tuning errors are comparable with the Ϯ80-MHz accuracy of the Burleigh wavemeter at the frequency-doubled UV lines. Tuning errors would introduce a relative error of less than 1% in the cross-section ratio, which corresponds to a temperature error of Ϯ0.7 K. Uncertainties in the laser linewidths ͑25 and 31 MHz͒ introduce a temperature error of Ϯ3.1 K. Alternatively, if the laser linewidths are similar, we can use the linewidth difference to compute the temperature error rather than the uncertainties of the measured values. The laser linewidths differ by 4.9 Ϯ 40 MHz. If we assume the laser linewidth difference is no larger than the uncertainty in the measured difference ͑40 MHz͒, then the relative cross-section error is less than 4.6%, which corresponds to a temperature error of Ϯ3.1 K.
If the actual linewidth difference were assumed to be the measured value of 4.9 MHz, then the temperature error would be approximately Ϯ0.4 K. The impact of photon noise is calculated by use of the same analysis for the Na lidar technique in which winds and temperatures are determined by computation of the ratio of normalized photon counts obtained at several frequencies within the Na D 2 fluorescence line. Because the Fe signals are normalized by the strong Rayleigh signal at lower altitudes near 50 km, the photon noise contributed by the Rayleigh signal is negligible. The dominant error source is photon noise contributed by the weaker 374-nm Fe channel. If we assume the Rayleigh normalizing signals for the 372-and 374-nm channels are comparable, the temperature ratio R T is given approximately by
The rms relative error in the temperature ratio associated with photon noise is easily calculated from expression ͑22͒ by recognition that the Fe signal and background counts are uncorrelated Poissondistributed random numbers. If we assume that the mean background counts on the 372-and 374-nm channels are approximately equal and T ϭ 200 K so that 1͞R T ϳ 30, the rms relative error is given by
where the signal-to-background ratio is
By substituting expression ͑23͒ into Eq. ͑11͒, the rms temperature error associated with photon noise at T ϭ 200 K is
At night when SBR 372 is large, approximately 140,000 Fe signal counts are required in each resolution cell of the stronger 372-nm channel to achieve a temperature accuracy of Ϯ1 K. This requirement drops to approximately 15,000 counts for an accuracy of Ϯ3 K. During daytime when SBR 372 can be much less than 1, the signal requirements increase substantially. For example if SBR 372 ϭ 1, the required signal level is 4 ϫ 10 6 counts for Ϯ1-K accuracy. Long averaging times, typically several hours, are required to obtain accurate temperature measurements during the daytime. The error budget for the Fe Boltzmann lidar is summarized in Table 4 .
Rayleigh Temperature Retrievals
Above the stratospheric aerosol layers and below the Fe layer, the received signal results from pure molecular scattering. Molecular scattering is proportional to the atmospheric density, and the temperature profile can be derived from the relative atmospheric density profile by use of the Rayleigh . The Fe Boltzmann lidar operates in the near UV in which Rayleigh scattering is more than four times stronger than at 532 nm. By combination of the molecular ͑Rayleigh͒ scattered signal from the 372-and 374-nm channels, temperatures can be derived from approximately 30 km to approximately 75 km with the Rayleigh technique. The Fe Boltzmann temperature at the bottom of the Fe layer near 80 km, rather than a model estimate, can be used as the starting temperature for the retrieval. For our system, which employs two 3-W lasers and two 0.4-m diameter telescopes, the equivalent power aperture product at 532 nm is approximately 3 Wm 2 . Thus the Fe system can derive temperature profiles with an accuracy and vertical resolution comparable with many existing Rayleigh lidars if the signals are integrated approximately three times longer.
Comparison with the Colorado State University Na Lidar
The physics that forms the basis of the Fe Boltzmann temperature lidar technique is well established. The spectroscopy of the Fe atom is well understood from quantum-mechanical principles and from laboratory measurements. There is no doubt that accurate temperature measurements can be made with this technique, provided that the lidar data are processed properly and the key system parameters are accurately characterized. The crucial parameters are the effective backscatter cross sections of the 372-and 374-nm Fe lines or, equivalently, the laser linewidths. Although the system includes a pulse spectrum analyzer to monitor the IR output spectra of the alexandrite lasers to ensure adequate seeding ͑see Fig. 2͒ , during routine operation the linewidths are calibrated by the scanning of both lasers through the Fe resonance lines and observation of the atmospheric returns. Because this process is time consuming, it is not done during every observation period. Airborne measurements present the most challenging operational environment for the instrument. Vibrations from the engines and from turbulence and temperature fluctuations in the cabin all have the potential for affecting the laser tuning and seeding. Our groundbased calibration measurements suggest that the laser linewidths are stable and nominally near 370 MHz when the lasers are properly adjusted. To determine if these values are also applicable to airborne observations, we compared airborne temperature measurements made near Fort Collins, Colorado, with similar measurements made with the Colorado State University ͑CSU͒ Na lidar.
The Fe lidar was first deployed on the NSF͞NCAR Electra aircraft to make observations of meteor trails over Okinawa during the 1998 Leonid meteor shower. 9 During this campaign, only Fe density data were collected. In June and July 1999 the lidar system was again deployed on the NSF͞NCAR Electra to make temperature and Fe density observations over the north polar cap during the Arctic Mesopause Temperature Study ͑AMTS͒. This study began on 16 June with a ferry flight from Broomfield, Colorado ͑40°N, 105°W͒ to Resolute Bay, Canada ͑75°N, 95°W͒, where the campaign was based. One roundtrip flight was made to Sondrestromfjord, Greenland ͑67°N, 50°W͒ on 19 June, and four flights were made to the geographic North Pole on 21 June, 1 July, 2 July, and 4 July. On 5 July the system was flown to Anchorage, Alaska ͑61°N, 150°W͒, and one additional flight was made on 8 July to probe noctilucent clouds ͑NLCs͒ over the Gulf of Alaska.
During the return ferry flight from Anchorage to Broomfield on 9 July, the flight path passed near Fort Collins, Colorado, where the CSU group was also making mesopause-region temperature measurements during that night with a narrow-band Na lidar. The flight path is illustrated in Fig. 4 . The weather at Fort Collins was partly cloudy, and so data collection was sporadic. The average temperature profile measured by the CSU Na lidar from 0600 to 0700 UT is plotted in Fig. 5͑a͒ along with The 8 We chose this period for comparison to avoid the aircraft descent into Broomfield. Although the observation periods are separated by 3 h and the Fe data were collected more than 400 km to the northwest of Fort Collins, the two data sets exhibit similar structure and comparable temperatures. The Fe temperature profile averages 2.2 K warmer than the Na profile between 83.3 and 96.8 km, and the rms difference between the two profiles is 14.8 K. Both profiles are consistent with the MSISE-00 model for this time of year and latitude. The 20-K differences between the Na and the Fe lidar measurements near 85 and 95 km are most likely due to tidal and gravity wave perturbations. Changes of 20 K or more over periods of a few hours are common at these altitudes. 10, 11 To determine if cross-section errors or, equivalently, laser linewidth errors, might be responsible for the differences between the Fe and the Na temperature profiles, the Fe data were reprocessed with different cross-section ratios. The minimum rms temperature difference is 14 K when the Fe data are processed with R ϭ 1. In this case the Fe temperature profile is 1.3 K colder than the Na profile. If we assume L374 ϭ 370 MHz, R ϭ 1 implies L372 ϭ 435 MHz. Although it is possible for the laser linewidths to differ by 65 MHz or approximately 18%, the minimum rms temperature difference is not significantly different from the result that uses the measured cross-section ratio ͑0.9325͒. For this reason, we believe that the differences in the Fe and Na temperature profiles are more likely due to the spatial separation and time difference of the observations rather than to lidar calibration errors.
North and South Pole Observations
The mesospheric Fe layer typically extends from approximately 80-to 100-km altitude with sporadic Fe ͑Fe s ͒ layers sometimes observed at altitudes as high as 115 km. The layer is created by meteoric ablation and depleted at its lower boundary by chemical processes. Fe chemistry is temperature dependent. The primary sink reaction FeO ϩ O 2 3 FeO 3 on the layer's bottom side proceeds most rapidly at low temperatures. 12 This reaction drives the seasonal variations in the Fe column abundance. 8, 13 Lidar observations at Urbana, Illinois, ͑40°N͒ have revealed that the Fe abundance varies from a summertime low of ϳ5 ϫ 10 9 cm Ϫ2 to a wintertime high of ϳ15 ϫ 10 9 cm Ϫ2 with an annual mean of ϳ11 ϫ 10 9 cm
Ϫ2
. Because mesopause temperatures are extremely low over the polar caps at mid-summer, the Fe densities are also expected to be quite low. Existing models predict peak densities of approximately 10 3 cm Ϫ3 compared with several times that value at mid-latitudes ͑J. Plane, School of Environmental Sciences, University of East Anglia, Norwich, NR4 7TJ, United Kindgom, personal communication, 1999͒. Thus summertime observations over the polar caps, Fig. 6͑a͒ . The corresponding Fe density profiles are plotted in Fig. 6͑b͒ . During midsummer over the polar caps, the Fe layer is thin, and the peak densities are typically quite low. The 21 June 1999 data over the North Pole are a notable exception. On this flight a sporadic Fe layer formed near 106 km in the lower thermosphere with peak densities exceeding 2 ϫ 10 5 cm
Ϫ3
. This prominent feature was observed on the three subsequent flights to the North Pole. However, the peak densities and abundances of the Fe s on these later flights were much smaller. This dense sporadic layer provided an exceptionally strong backscatter signal so that excellent temperature data were obtained between 102 and 109 km. The thin layers observed at the South Pole near 91 km on 24 December 2000 and 98 km on 29 December 2000 are also sporadic layers, but the lower densities just above them are more typical. The combination of low densities and high background noise make temperature observations difficult at mid-summer over either pole. Even so, these airborne and ground-based profiles demonstrate that the lidar is capable of making useful temperature measurements, even in the daytime, whenever Fe densities ͑at 372 nm͒ are at least a few thousand atoms per cubic centimeter 3 . The Fe column abundances at both the 372-and 374-nm ground states for all the observations reported here are summarized in Table 5 .
The polar regions are more sensitive than elsewhere to global change effects associated with greenhouse gas warming. Profiles of atmospheric parameters and constituents at the geographic poles can provide a convenient means of validating and calibrating global circulation models. However, measurements of key parameters, such as temperature profiles, have been conducted in only the troposphere and lower stratosphere at the geographic poles with balloon-borne sensors to altitudes less than 30 km. A major goal of the South Pole observations is to characterize the atmospheric temperature profile from the surface to the edge of space throughout the year. Plotted in Fig. 7͑a͒ is a 
Discussion
The Fe Boltzmann technique is one of four lidar techniques that have been developed to measure temperature profiles in the middle and upper atmosphere. The Rayleigh technique, which depends on the relatively weak molecular scattering, requires a power aperture product of several hundred Wm 2 to make useful temperature measurements at altitudes near 100 km. 17 This requires 4-m class telescopes and 10 -20-W lasers. Although achievable, it is unlikely these systems will be deployed to remote locations such as the South Pole any time soon, and they certainly cannot be deployed on aircraft. The narrowband Na technique currently provides the highest resolution and most accurate temperature measurements of any system. 18, 19 The combination of relatively high Na densities and large backscatter cross section yields strong signals even with a relatively modest telescope of a few tens of centimeters in diameter. Unfortunately, the sophisticated laser technology requires a laboratory environment to maintain proper operating conditions. Na systems cannot be easily deployed at remote sites and cannot be used for airborne observations. Because of the relatively low laser power ͑1-2 W͒, the molecular signal from Na lidars can be used to derive Rayleigh temperatures only to altitudes of 50 -60 km. Narrow-band K systems based on solid-state alexandrite lasers operating in a pulsed ring configuration have been shown to be rugged enough to be deployed on ships and to provide good nighttime temperature profiles. 20 It is likely that these systems could also be deployed at remote sites and on aircraft. However, typical K densities are only 50 -100 cm Ϫ3 so that the signal levels are weak, which makes daytime observations difficult. Because the K resonance line is in the near IR region of the spectrum, the molecular scattering is weak, and so the Rayleigh temperature capabilities of K lidars are limited to approximately 50 km.
As we have demonstrated, the Fe Boltzmann temperature lidar is rugged enough to be deployed at remote sites and provides exceptionally wide altitude coverage ͓see Fig. 7͑a͔͒ . The biggest drawback to the technique is the fact that the system is actually two complete lidar systems operating at 372 and 374 nm. The signal levels on the weak 374-nm channel limit the performance of the system. Typical Fe densities in this ground state at the peak of the layer vary from approximately 50 to 300 cm Ϫ3 so that daytime observations are doable but challenging and require long integration times. The observations presented in this paper, conducted near the summer solstice over the North and South Poles when the Fe densities are minimum and the background noise from the daytime sky is maximum, provided the toughest environmental tests of the instrument. In these first field campaigns, the impressive measurement capabilities of the Fe lidar have been demonstrated under the most extreme operating conditions. The lidar will remain until 1 November 2001 at the South Pole, where it is being used to characterize the seasonal variations of the temperature structure from 30 to 100 km, the Fe and Fe s layer structure in the mesopause region and lower thermosphere, and polar mesospheric clouds near 85 km.
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