ABSTRACT Acoustic source identification algorithms based on planar microphone array are widely used. In this paper, a novel total variation (TV) norm constrained deconvolution algorithm for acoustic source identification is proposed. The paper builds the model of deconvolution convex optimization problem, derives two deviation operation matrices and solves 2-D TV norm constrained deconvolution problem. Identification imaging and standard deviations of different algorithms are compared in the simulations. The results indicate that the proposed algorithm not only has good point source recognition performance, but also identifies extended sources accurately, and the standard deviation is minimum.
I. INTRODUCTION
Microphone array based beamforming has become a popular technique for noise source identification in the field of aerospace, vehicle, and other engineering, owing to the advantages of fast measurement, high computational efficiency, suitability for medium-and-long distance measurement and medium-and-high frequency, etc. [1] , [2] However, conventional delay and sum (DAS) algorithm has poor spatial resolution and serious sidelobe contaminations [3] , [4] . To suppress sidelobes, improve spatial resolution and demystify the identification results effectively, many deconvolution algorithms have been proposed. These algorithms set up a system of linear equations among conventional beamforming output, point spread function (PSF), and acoustic source distribution. The source distribution can be reconstructed by solving the equations.
Classical deconvolution algorithms can be divided into two kinds according to whether the source sparsity is considered. One kind doesn't consider source sparsity and solves the above linear equations with direct iteration, which includes Deconvolution Approach for the Mapping of Acoustic Sources (DAMAS) [5] and Fast Fourier Transform (FFT) based extended algorithm DAMAS2 [6] , Richardson-Lucy (RL) [7] , [8] and Fast Fourier Transform based Richardson-Lucy (FFT-RL) [9] , Nonnegative LeastSquares (NNLS) [10] and Fast Fourier Transform based Nonnegative Least-Squares (FFT-NNLS) [9] , Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [11] and Fast Fourier Transform based Fast Iterative ShrinkageThresholding Algorithm (FFT-FISTA) [12] . Another kind considers source sparsity and builds the model of sparsity constrained deconvolution based on system of linear equations. The typical algorithms include Sparsity Constrained Deconvolution Approaches (SC-DAMAS) [13] , robust super-resolution approach with sparsity constraint (SC-RDAMAS) [14] and Orthogonal Matching Pursuit Deconvolution Approach for the Mapping of Acoustic Sources (OMP-DAMAS) [15] . When the source has sparse characteristics, the algorithms further improve spatial resolution and have strong noise suppression ability. However, all the above deconvolution algorithms are not aim at spatially extended sources with block sparsity. Recently, Xenakia et al. [16] introduce one-dimensional TV norm to solve Direction-of-Arrival (DOA) for block-sparse spatially extended sources with Uniform Linear Array (ULA). To identify two-dimensional sparse extended sources precisely, the paper proposes a two-dimensional total variation norm constrained deconvolution beamforming algorithm. To be more specific, we build two-dimensional TV norm deconvolution model, propose two deviation operation matrices and solve the model. To the best of our knowledge, the proposed algorithm has never been reported previously, which benefits to two-dimensional sparse extended sources identification.
This paper is organized as follows: first, in Section II, the model of deconvolution convex optimization problem is built and two-dimensional TV norm constraint is introduced. Then, in Section III, simulation results acquired by different algorithms are compared respectively. Finally, Section IV gives the conclusions of this paper.
II. TWO-DIMENSIONAL TV NORM CONSTRAINED DECONVOLUTION
The layout of beamforming acoustic source identification is shown in Fig. 1 . The symbols ''•'' denote microphones which receive acoustic signal and r m is the position of mth microphone. The acoustic source calculation plane is discretized to form focus grid points, where r is the position of one focus point. When focusing on each grid point in the reversed direction, acoustic signal is processed by specific algorithms. The outputs of focus points of real acoustic source are strengthened to form ''mainlobe'' and the outputs of other focus points are attenuated to form ''sidelobe''. Thus, the acoustic source can be identified effectively. Cross-spectral Imaging Function is a typical conventional DAS algorithm and removing the diagonal auto-spectrum elements of multiple frames averaged cross-spectral matrix can suppress the microphone self-noise contamination and improve the source identification accuracy [5] , [13] . Therefore, the following output expression [4] is adopted in the paper.
where M is the number of microphones, C is the crossspectral matrix of sound pressure signal received by array microphones whose diagonal elements are set equal to zero and C ij denotes the cross spectrum of microphone i and j(i = j). U is the M × M matrix whose off-diagonal elements are equal to one and the diagonal elements are set equal to zero, and ''(·) H '' denotes conjugate transpose. Moreover,
is the steering row vector and
. The elements of v(r) are defined as v(r) = e −jk|r−r m | /|r − r m |, where j = √ −1, k = 2π f /c is wavenumber, f is frequency, and c is sound velocity.
Array PSF psf (r|r s ) is defined as the beamforming contribution at the focus point r generated by the point source at r s whose sound pressure contribution (sound pressure level at the array center generated by acoustic sources) is unit, namely
q(r s ) is defined as the source sound pressure contribution to the array center and the beamforming output can be written as
Based on the above, beamforming output, array PSF and sound pressure contribution distribution can be combined as the following linear equations.
where b is N × 1 column vector, N is the number of focus points, N r is the number of focus points in each row, and N c is the number of focus points in each column. A is N ×N matrix composed by PSF of source at each focus point and q is N ×1 non-negative column vector. A contains the information of all the focus points but only part of the focus points means the real source. So q contains few nonzero elements with respect to its size, namely, q is sufficiently sparse [17] , [18] . Considering the sparsity, the 1 norm sparsity constrained deconvolution can be derived as
where 2 is 2 norm, 1 is 1 norm, and µ 1 is the 1 norm sparsity constrained parameter. The vector q can be written as Eq. (6).
where q i,j denotes the element of the source plane at row i and column j. Taken the TV regularization in image processing [19] , [20] and one-dimensional TV norm DOA [16] as references, the differences between adjacent element in each row and column of the reconstituted matrix can be got through operations of elements in the vector q. The model of TV norm constrained deconvolution can be described as Eq. (8).
where µ TV is the TV norm sparsity constrained parameter. For convenience, Equation (8) can be derived in the form of matrix vector.
where D 1TV is a (N − N r ) × N column deviation operation matrix and D 2TV is a N × N row deviation operation matrix. Nonzero elements of the matrices are defined as
where n is an integer between 1 and N c .
III. SIMULATIONS
To study the acoustic source identification performance of TV norm constrained deconvolution, MATLAB programs are utilized to conduct simulations and CVX toolbox [21] is invoked. Independent sine signal is used [5] . The sparsity constrained parameter in SC-DAMAS is got according to the literature [13] . Figure 2 (a) shows the actual sources distribution. In Fig. 2 (b) to (d) , DAMAS, SC-DAMAS and 1 norm sparsity constrained deconvolution perform well to identify point sources, and all of them have narrow mainlobe width, good spatial resolution, and no sidelobe contaminations. From Fig.  2(e) , with the same parameter as 1 norm sparsity constrained deconvolution, TV norm has broad mainlobes but still close to the actual sources distribution. From Fig. 2(f) to (h) , when the parameter of TV norm constrained deconvolution is changed, the mainlobes become narrower and reach the same results as 1 norm. To summarize, TV norm constrained deconvolution can identify incoherent point sources and the identification results can be improved by changing the parameter.
B. EXTENDED SOURCES
To simulate extended sources, continuous point sources distribution is assumed. Figure 3 shows the identification imaging maps of different algorithms at 4 000 Hz for cross-type sources distribution. Point sources are uniformly distributed as Fig. 3(a) and the sources spacing is 0.025 m. Theoretical sound pressure contribution of each source is set to 93.98 dB. Figure 3(a) shows the actual sources distribution. In Fig. 3(b) , the mainlobes of DAMAS are broader than the actual sources and amplitudes have discontinuity. The error of its maximum is up to 3.52 dB. In Fig. 3(c) and (d) , the breakpoints or nearly breakpoints appear in the mainlobes of SC-DAMAS and 1 norm sparsity constrained deconvolution. The error of their maximum is up to 7.02 dB. In Fig. 3(e) , at the parameter of 0.01, TV norm constrained deconvolution identifies the cross well with only a little broad mainlobes in the crossing. The results of choosing different parameters are shown from Fig. 3(f) to (h) . At the parameter of 0.00001, the results of TV norm are excellent and the cross can be identified precisely. Figure 4 shows the identification imaging maps of different algorithms at 4 000 Hz for S-type continuous sources distribution. Point sources are uniformly distributed as Fig. 4(a) and the sources spacing is 0.025 m. The other parameters are the same as before. Figure 4 (a) shows the actual sources distribution. In Fig. 4(b) , the mainlobes of DAMAS are broader than the actual and amplitudes have discontinuity. The error of its maximum is up to 3.3 dB. From Fig. 4(c) and (d), the breakpoints or nearly breakpoints appear in the mainlobes of SC-DAMAS and 1 norm sparsity constrained deconvolution. The error of their maximum is up to 7.02 dB. In Fig. 4 (e) and (f), mainlobes of TV norm constrained deconvolution is broad without breakpoints. In Fig. 4 (g) and (h), TV norm constrained deconvolution has precise results. The above results show that TV norm constrained deconvolution perform well to identify extended sources and changing the parameter can get more exact results.
C. STANDARD DEVIATIONS
To measure identification accuracy of the proposed method, the standard deviation of sound pressure contribution is defined.
where q denotes the optimal solution calculated by different algorithms and q r denotes the actual sources distribution. Table 1 shows standard deviations of DAMAS, SC-DAMAS, 1 norm constrained deconvolution and TV norm constrained deconvolution at the sources distribution of point, cross and S.
In table 1, at point sources distribution, all deviations are small. At cross sources distribution and S sources distributions, standard deviations of SC-DAMAS and 1 norm are large, while that of TV norm and DAMAS are small. Furthermore, when the parameter is changed, the deviations of TV norm can be smaller than DAMAS. Considering the influence of SNR and taking S sources distribution as an example, standard deviations of DAMAS, SC-DAMAS, 1 norm constrained deconvolution and TV norm constrained deconvolution with different SNR are computed and depicted in Fig. 5 . The curves confirmed that the proposed method with proper parameter is more precise than the other algorithms and the sparsity parameter is advised between 0.0001 and 0.00001 under the simulation condition of this paper.
IV. SUMMARY
This paper proposes a novel total variation (TV) norm constrained deconvolution algorithm. The model of deconvolution convex optimization problem is built, two deviation operation matrices are derived and two-dimensional TV norm constrained deconvolution problem is solved. the following conclusions are obtained. 1) Two-dimensional TV norm constrained deconvolution is proposed and related formulas are derived in this paper. 2) Two-dimensional TV norm constrained deconvolution not only identifies point sources well but also has exact extended sources identification results.
3) The standard deviation of two-dimensional TV norm constrained deconvolution is smaller, namely, the proposed method is more precise.
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