The brain combines visual information from the two eyes and forms a coherent percept, even when inputs to the eyes are different. However, it is not clear how inputs from the two eyes are combined in visual cortex. We measured fMRI responses to single gratings presented monocularly, or pairs of gratings presented monocularly or dichoptically with several combinations of contrasts. Gratings had either the same orientation or orthogonal orientations (i.e., plaids). Observers performed a demanding task at fixation to minimize top-down modulation of the stimulus-evoked responses. Dichoptic presentation of compatible gratings (same orientation) evoked greater activity than monocular presentation of a single grating only when contrast was low (G10%). A model that assumes linear summation of activity from each eye failed to explain binocular responses at 10% contrast or higher. However, a model with binocular contrast normalization, such that activity from each eye reduced the gain for the other eye, fitted the results very well. Dichoptic presentation of orthogonal gratings evoked greater activity than monocular presentation of a single grating for all contrasts. However, activity evoked by dichoptic plaids was equal to that evoked by monocular plaids. Introducing an onset asynchrony (stimulating one eye 500 ms before the other, which under attentive vision results in flash suppression) had no impact on the results; the responses to dichoptic and monocular plaids were again equal. We conclude that when attention is diverted, inter-ocular suppression in V1 can be explained by a normalization model in which the mutual suppression between orthogonal orientations does not depend on the eye of origin, nor on the onset times, and cross-orientation suppression is weaker than inter-ocular (same orientation) suppression.
Introduction
Doubling of the input to the visual cortex in binocular vs. monocular viewing hardly results in a noticeable difference in our subjective perceptual experience. Only at low contrasts and/or for brief stimulus presentations does binocular stimulation affect psychophysical performance: visual acuity (Cagenello, Arditi, & Halpern, 1993; Zlatkova, Anderson, & Ennis, 2001) , contrast sensitivity (Legge, 1984) , orientation discrimination (Bearse & Freeman, 1994) , or perceived contrast (Baker, Meese, & Georgeson, 2007) . These effects are negligible at higher contrasts.
Pre-cortical pathways in the retina and lateral geniculate nucleus (LGN) are separate and independent for stimuli presented to the two eyes, such that any interaction between inputs from the two eyes must primarily reflect cortical mechanisms. Stimulating two eyes instead of one should theoretically double the LGN input to primary visual cortex (V1), and therefore, if unopposed, should increase the overall neural activity in V1 in two ways. First, compared to monocular stimulation, twice the number of monocular neurons (i.e., neurons that receive inputs exclusively from one eye) are activated by binocular stimulation. Second, binocular neurons receive double the excitatory synaptic input from LGN axons. Without a suppressive mechanism for balancing this larger excitatory drive, or other regulatory mechanisms, binocular stimuli would evoke considerably more synaptic and neural activity than monocular stimuli; that should be evident using any of a number of measures of population activity including functional magnetic resonance imaging (fMRI).
The response of a visual neuron to a preferred stimulus can be suppressed by the simultaneous presentation of other stimuli. There is an extensive literature on such suppressive phenomena in V1 (for a review of the early literature, see Heeger, 1992a Heeger, , 1992b . For example, the responses of a V1 neuron to an optimally oriented stimulus are diminished by superimposing an orthogonal stimulus that is ineffective in driving the cell when presented alone (Bauman & Bonds, 1991; Bonds, 1989; Carandini, Heeger, & Movshon, 1997; Morrone, Burr, & Maffei, 1982) . V1 neurons are likewise suppressed by stimuli at surrounding locations, i.e., beyond the classical receptive field (Allman, Miezin, & McGuinness, 1985; Bair, Cavanaugh, & Movshon, 2003; Blakemore & Tobin, 1972; Cavanaugh, Bair, & Movshon, 2002a , 2002b DeAngelis, Freeman, & Ohzawa, 1994; Levitt & Lund, 1997; Nelson & Frost, 1985) . Such suppressive effects have also been found to be dichoptic, e.g., with the preferred and orthogonal gratings presented to separate eyes (Truchard, Ohzawa, & Freeman, 2000; Walker, Ohzawa, & Freeman, 1998) .
The normalization model of visual cortical responses was introduced in the early 1990s to explain a variety of such suppressive phenomena evident in the response properties of V1 neurons (Albrecht & Geisler, 1991; Carandini & Heeger, 1994; Carandini et al., 1997; Heeger, 1991 Heeger, , 1992a Heeger, , 1992b Heeger, , 1993 Nestares & Heeger, 1997; Tolhurst & Heeger, 1997a , 1997b . The basic idea of the model is that each neuron's response is suppressed by a population of neurons. The suppression is pooled over a larger region of spatial locations and features (e.g., orientations) than the excitatory input. The suppression is divisive such that the excitatory drive from a preferred stimulus is normalized with respect to (divided by) the activity in other neurons that respond to the surrounding context.
Normalization has been proposed as a "canonical" cortical computation (Grossberg, 1973; Heeger, Simoncelli, & Movshon, 1996; Kouh & Poggio, 2008) . Analogous suppressive phenomena have been observed in dorsal stream visual cortical areas MT and MST (Britten & Heuer, 1999; Recanzone, Wurtz, & Schwarz, 1997; Snowden, Treue, Erickson, & Andersen, 1991; Treue, Hol & Rauber, 2000) , which have been simulated using a model with multiple stages (corresponding to V1 and MT) of summation and normalization Simoncelli & Heeger, 1998) . Similar effects have also been described in ventral stream areas V4 and IT (Miller, Gochin, & Gross, 1993; Missal, Vogels, & Orban, 1997; Reynolds, Chelazzi, & Desimone, 1999; Richmond, Wurtz, & Sato, 1983; Rolls & Tovee, 1995; Sato, 1989; Zoccolan, Cox, & DiCarlo, 2005) . Normalization of visual cortical responses is analogous to earlier models of retinal light adaptation (Sperling & Sondhi, 1968) and to models of contrast gain control in the retina and LGN (Baccus & Meister, 2002; Kaplan, Purpura, & Shapley, 1987; Mante, Frazor, Bonin, Geisler, & Carandini, 2005; Shapley & Victor, 1978 . Furthermore, contrast normalization models have been successfully used to characterize results from psychophysical (Boynton & Foley, 1999; Foley, 1994; Foley & Chen, 1997; Meese & Holmes, 2002) , visual-evoked potential (Burr & Morrone, 1987; Candy, Skoczenski, & Norcia, 2001; Zhang et al., 2008) , and fMRI studies (Boynton, Demb, Glover, & Heeger, 1999) of contrast and spatial vision.
We examined a particular case of cortical normalization in which the visual system is largely invariant to a factor of two change in the excitatory input from LGN, produced by simultaneous stimulation of the two eyes. We measured and compared blood oxygen level dependent (BOLD) fMRI responses evoked by stimulating one or both eyes. We found that V1 responses to binocular stimulation can be explained by a normalization model that assumes mutual suppression between the eyes. Suppression between orthogonal orientations did not depend on the eye of origin, nor on the stimulus onset times, and cross-orientation suppression was weaker than (same orientation) inter-ocular suppression.
Methods
Six volunteers (5 males, 1 female, aged 28-34) participated in the experiments. Observers had normal or corrected-to-normal visual acuity in both eyes and normal stereopsis. Experiments were conducted with the approval of the University Committee on Activities Involving Human Subjects at New York University and following the safety policies and procedures of the NYU Center for Brain Imaging.
Stimuli and visual apparatus
Visual stimuli comprised rings of spiral grating (2 cpd sinusoidal) spanning 1.5 to 2.8 deg eccentricity. The appearance of second order edges was minimized by linearly ramping the contrast from zero to maximum in the inner and outer edges (20 arcmin) of the ring. Stimuli were presented using VisionEgg software (www.visionegg. org). Images were projected onto a rear-projection screen in the bore of the MRI scanner (EIKI LG-XG110, Rancho Santa Margarita, CA). Observers viewed the screen through a mirror haploscope mounted inside the head coil. A septum was installed between the haploscope and the screen to ensure each eye received input only from its corresponding half of the screen.
At the beginning of each session, observers adjusted the haploscope and the position and orientation of the displayed images for each eye to achieve the maximum binocular field of view at their individual neutral vergence. The binocular field of view was slightly larger than 6.5 Â 6.5 deg. Observers were instructed to fixate a small square at the center of the binocular field during the whole experiment. A cross hair pattern was presented binocularly around the fixation and a background pattern of static random dots was presented binocularly near the edge of the field of view (6.1 Â 6.1 deg) throughout the experiment to facilitate fusion ( Figure 1A) . each run. A random sequence of digits was displayed at a rate of 2 Hz and the observer's task was to continuously monitor them for repetition and to press a key whenever the present digit was identical to the one before the previous one (2-back memory task). Visual feedback was given by briefly changing the color of the fixation point to red if they missed a repetition (no response within 1.5 s after the onset of repeated digit) and to yellow for false alarms. The interval between repetitions was drawn from a uniform random distribution (6-12 s), independent of the timing of the grating stimulus presentations.
Stimulus conditions
There were four stimulus configurations in the series of experiments ( Figures 1C-1F , Table 1 ).
1. Monocular gratings: only one grating was displayed to one eye.
2. Binocular gratings: one grating was shown to each eye; the two gratings had identical spatial frequency, orientation, and phase but could have different contrasts. 3. Dichoptic plaids: one grating was shown to each eye; the two gratings had identical spatial frequency, but locally they were orthogonal to each other. 4. Monocular plaids: two superimposed gratings were presented to one of the two eyes with the other eye blank; the gratings had identical spatial frequency, but they were locally orthogonal.
In the latter three conditions, in all except Experiment 6 (see below), both gratings were displayed simultaneously and for the same duration. Grating stimuli were presented for 1.5 s except in Experiment 3 in which we systematically varied the duration from 0.6 s to 2.4 s.
Trials were interleaved with inter-trial intervals (fixation, background pattern, and central task were present all the time). Trial onsets were distributed randomly (4-8.8 s apart in multiples of 800 ms) and independently from the order of the different stimulus conditions. Each run was balanced in terms of the number of trials for each stimulus condition, but the order of the trials was completely randomized. Trials started 10 s after the beginning of each run. fMRI data were acquired for at least 20 s after the last trial (È6.5 min run for 64 trials).
MRI acquisition
Data were acquired with a Siemens (Erlangen, Germany) 3 Tesla Allegra scanner equipped with a birdcage head coil and a four-channel phased-array surface coil positioned to cover the back of the observer's head (NM-011 transmit and NMSC-021 receive, NOVA Medical, Wakefield, MA).
Functional MRI data were acquired using a T2*-sensitive echo planar imaging (EPI) pulse sequence (repetition time TR = 800 ms, echo time TE = 30 ms, flip angle = 60 deg, 14 slices, voxel size = 3 Â 3 Â 3 mm).
At the beginning of each scanning session, T1-weighted images were acquired using the same slice prescription as the functional MRI volume using an MPRAGE sequence (slice selective inversion recovery, TR = 1400 ms, TI = 900 ms, TE = 3.79 ms, 18 slices, voxel size = 1.5 Â 1.5 Â 2.5 mm, 3-mm distance between centers of slices). This T1-weighted volume was used to co-register the fMRI data with a high-resolution structural volume of each observer's brain (Nestares & Heeger, 2000) .
The high-resolution T1-weigted images were acquired for each observer in a separate session. Three whole-head MPRAGE (TR = 1.5 s, TI = 900 ms, TE = 3 ms, flip angle = 10 deg, voxel size = 1 Â 1 Â 1 mm) scans were acquired using the birdcage coil, co-registered and averaged, and the resulting structural images were used for gray/white matter segmentation and cortical flattening.
Defining regions of interest in visual cortex
Retinotopic mapping data were acquired, for each observer, in a separate session. Borders between visual areas were identified based on reversals of the polar angle maps (DeYoe et al., 1996; Engel, Glover, & Wandell, 1997; Engel et al., 1994; Sereno et al., 1995) .
In addition, a localizer experiment was used to identify the subregions of each visual area corresponding to the stimulus annulus. Each scanning session began with a localizer run in which a flickering (10 Hz) square-wave grating (2 cpd) was displayed to the left eye and the right eye in alternating epochs. Each eye was stimulated for 10 s followed by 10-s fixation and background pattern. Five such epochs were collected for each eye after an initial delay of 6 s. Activation of voxels in the localizer run was used in conjunction with the borders from retinotopic mapping to define three regions of interest (V1, V2, and V3, Table 2 ). In a subset of sessions, we collected two localizer runs and averaged them to improve the selection of ROIs.
Data analysis

Preprocessing
The fMRI time series were motion corrected within and between scans assuming a rigid-body transformation (Jenkinson, Bannister, Brady, & Smith, 2002) . The time series of each voxel was high-pass filtered (cut off = 0.01 Hz) to remove drift and normalized by its mean intensity to compensate for variations in intensity with distance from the surface coil and to convert the data from arbitrary image intensity units to percentage signal change.
Localizer
The localizer data were analyzed by fitting the time course of each voxel with two sinusoids, with periods of 20 s (for eye-independent activation) and 40 s (for eyedependent activation). ROIs were restricted to include voxels with responses that correlated with the eyeindependent (20-s period) sinusoid. Voxels were included in the ROI if the correlation exceeded r 9 0.35 for one localizer run or r 9 0.5 if two localizer runs were collected and averaged, and if the response phase was between 0 and pi. We did not find any significant and reliable ocular bias, i.e., there was no significant correlation with the eye-dependent sinusoid (40-s period). Hence, there was no evidence that any voxels responded more or less strongly to one eye or the other and attempts to "read out" eye of origin using a classifier analysis (Haynes & Rees, 2005a , 2005b Kamitani & Tong, 2005) yielded chance performance.
Response time courses, response amplitudes, and total activity
The mean fMRI response time course, evoked by each stimulus condition in the main experiments, was estimated using deconvolution (Buracas & Boynton, 2002; Dale, 1999) . To estimate hemodynamic responses with maximum lengths of t Â TR from n measurements for each voxel, an n Â t design matrix M was constructed for each condition as follows: M i,j = 1 if a trial of the corresponding condition started during the (i j j + 1)th measurement, and M i,j = 0, otherwise. We then applied a high-pass filter (described above) to the columns of the design matrix and used the resulting matrices as regressors. The resulting (deconvolved) fMRI response time courses were corrected for baseline shifts by subtracting the mean of the first 3 time points (corresponding to the initial 2.4 s after stimulus onset) and were plotted and compared across conditions. For Experiment 3, "total activity" was computed as the integral, from 2.4 s after stimulus onset to 12 s after stimulus offset, of the deconvolved response time courses (comprising mostly the positive part of the response). Number of trials for each condition is shown in Table 3 .
In a complementary analysis of the data, response amplitudes were estimated using a general linear model (GLM), assuming a hemodynamic impulse response function (HRF) expressed as a difference of two gamma functions. For each condition, a regressor was constructed by convolving the HRF with a boxcar function describing the presence or absence of the stimulus as a function of time. The resulting function was downsampled to the sampling rate of measurements (TR = 800 ms) and then a high-pass filter was applied to the resulting regressor (as was done in preprocessing the data). For each observer, parameters determining the shape of the HRF were fitted to the mean response time course (computed with deconvolution), averaged across sessions, stimulus conditions, and ROIs. Response amplitudes and total activity were calculated for each stimulus condition by multiplying the estimated coefficient with the original regressor (corresponding to one trial of that condition, prior to highpass filtering) and taking the peak, or the area under the response curve, respectively.
Response time courses (from deconvolution), response amplitudes (from GLM), and total activity estimates (from both analyses) were averaged across voxels within each ROI and across observers. Variability across observers was quantified as the standard error of the mean. Only for the analysis pertaining to Figures 2 and 4 (Experiments 1 and 2), we scaled the responses from each observer, before averaging across observers, to minimize the inter-subject differences in the monocular responses. A scale factor for each observer was estimated using linear regression; specifically, the monocular responses were regressed against a sigmoid curve. Responses were then divided by this factor, so that the minimum and maximum monocular responses spanned zero to one for all observers. The same scale factors were then used for the binocular responses. Note that this scaling did not change the shape parameters of the contrast response functions (p and A in Equation 2) and it did not depend on the responses to binocular stimulus conditions. Statistical significance was determined by performing multi-way analysis of variance (observer Â condition or observer Â visual area Â condition with observer as random effect) followed by Fisher's least significant difference (LSD) test between conditions of interest.
Additivity index
An additivity index was defined to quantify the failure of additivity of the responses to pairs of gratings. Specifically, we computed
where r(c L , c R ) was the response evoked by left eye contrast c L and right eye contrast c R , and c ref denotes the reference contrast (e.g., 2% or 10% in Experiments 2a and 2b, respectively). We assumed that the monocular responses were equal for both eyes, that is, r(0, c) = r(c, 0). Averaging the monocular responses, therefore, minimized estimation error in the denominator. A value of 1 for the index implied additivity, such that the response to the sum of two gratings equaled the sum of the two responses to each grating individually.
Models
Monocular contrast normalization
The contrast normalization model posits that, for a single monocular grating stimulus, the response r as a function of grating contrast c is given by
where a determines the amplitude, and n and A determine the shape of the sigmoid contrast response curve. Equations of this form have been fitted previously to data from single-unit electrophysiology, psychophysics, fMRI, and visual-evoked potential experiments (see Introduction section for references). We used Equation 2 to fit the responses evoked by monocular gratings. The data from the binocular stimulus conditions were then used to distinguish between several alternative models of binocular interactions. Each of these models assumes that the fMRI responses reflect the pooled activity of a population of neurons, driven by inputs to one or the other or both eyes, and all different grating orientations. Adding a second grating will typically evoke more activity in one subpopulation of neurons even though it may strongly suppress activity in another subpopulation. Hence, the models predict that the fMRI response to a pair of gratings (whether presented to the same or different eyes, with the same or different orientations) will be greater than or equal to the response to a single monocular grating component.
Linear binocular summation
If inputs from the left and right eyes do not interact, then the responses evoked for left eye contrast c L and right eye contrast c R are
or alternatively,
i.e., the binocular responses are the sum of the monocular responses. This linear summation model assumes that any hemodynamic nonlinearity is negligible, and that the responses to left and right eye stimulations are about equal. This model predicts that the additivity index would always be equal to one.
Nonlinear binocular summation
There are several possible scenarios for how left and right eye inputs might interact nonlinearly. According to the nonlinear summation model, the fMRI response amplitudes are
where f describes how inputs from the left and right eyes are combined prior to normalization. To maintain the fit for monocular inputs f needs to satisfy the constraint f(c, 0) = f(0, c) = c. That is, if the contrast in one eye is zero, then Equation 5 reduces to Equation 2.
Reasonable choices for such a function are linear
. Note, however, that even if f is linear, the overall interaction is nonlinear. Equation 5 assumes that all cortical neurons are binocular, with no contribution from monocular neurons to the pooled activity as measured with fMRI.
Binocular normalization
Alternatively, the binocular normalization model assumes that inputs from each eye contribute equally to the normalization for both eyes, i.e.,
This model allows for contributions from monocular neurons (driven by one eye but suppressed by both, as in one or the other term in the top line of the equation) and/ or binocular neurons (driven by both eyes and suppressed by both, as in the bottom line of the equation).
Power law
Finally, power-law nonlinearity after linear binocular summation results in a sublinear summation of fMRI responses. According to this model, the fMRI response amplitude is a power-law function of the underlying neural activity. Thus, monocular response amplitudes are
where r(c) is the fMRI response to a monocular grating, R(c) is the underlying neural activity, pooled across the population of neurons corresponding to that eye, and k is the power-law exponent. Binocular response amplitudes are
One can describe the relationship between monocular and binocular response amplitudes directly as
This model was used to assess the possibility that the total activity in the underlying neural responses increased linearly with stimulus duration but that the hemodynamics exhibited a saturating nonlinearity (see Experiment 3: Contribution from hemodynamic nonlinearity section).
Results
Inter-ocular suppression from compatible stimuli We focus initially on the fMRI responses in V1 (a similar pattern was seen in V2 and V3, see Inter-ocular suppression in extrastriate visual areas section). To have a baseline of comparison for the responses to binocular gratings (Experiments 2a and 2b, below), we measured cortical activity as a function of contrast to single monocular gratings. Monocular responses were measured for six contrast levels (1.5, 3, 6, 12, 24, and 48%) presented separately to the right and left eyes (Figure 2) . We scaled the response amplitudes from each observer, before averaging across observers, to minimize the intersubject differences in the monocular responses (see Data analysis section); these same scale factors were then used for the binocular responses presented below (Figure 4 ).
The monocular contrast normalization model (Equation 2) was used to fit the monocular responses, with three free parameters (a, n, and A), by performing a numerical search to minimize squared error. The fit accounted for the responses well (R 2 = 0.93, Figure 2 ). The best-fit values of parameters were: a = 0.98 (because the data were rescaled to approximately span zero to one before fitting), A = 3.6% contrast, and n = 1.7. These parameters were hereafter fixed for the analysis of the data from subsequent experiments.
Experiment 2: Failure of additivity
The contrast of the grating presented to the right eye was varied (0, 2, 10, or 50%) while keeping the contrast of the grating presented to the left eye constant (0% in the monocular condition, and 2% or 10% in the binocular conditions).
The fMRI response to a pair of gratings (whether presented to the same or different eyes, with the same or different orientations) will generally be greater than or equal to the response to a single monocular grating component. fMRI responses reflect the pooled activity of cortical neurons, which are driven by inputs to one or the other or both eyes, and all different grating orientations. Adding a second grating will evoke more activity in one subpopulation of neurons even though it may strongly suppress activity in another subpopulation of neurons. The signature of suppression, therefore, was a failure of additivity rather than a net decrease in the fMRI responses.
The responses were not additive; the response to the sum of two gratings was generally less than the sum of the responses to each grating presented individually. For both monocular stimulation (0% left eye contrast) and binocular stimulation (2% or 10% left eye contrasts in Experiments 2a and 2b, respectively), fMRI responses increased with the contrast of the right eye grating ( Figure 3A ). In the binocular conditions, however, the responses for different right eye contrasts spanned a much smaller range than in the monocular condition. The maximum binocular response was not noticeably higher than the maximum monocular response ( Figure 3A , 50% right eye contrast, compare black curves in the left and right panels).
An additivity index was defined as the relative difference between binocular and monocular activities, to quantify the failure of additivity (see Additivity index section). A value of 1 for the index implied additivity, such that the response to the sum of two gratings equaled the sum of the two responses to each grating individually. For both left eye contrasts (2% and 10%), the responses were subadditive (additivity index G1); superimposing the left eye grating had a smaller effect on the responses when the right eye contrast was higher ( Figure 3B ). Indeed, the additivity index was inversely related to the right eye contrast, i.e., inversely related to the activity evoked by right eye stimulation on its own.
Model comparisons
The data were used to distinguish between several alternative models of binocular interactions (see Models section). The linear binocular summation model, the nonlinear binocular summation model, and the binocular normalization model (Equations 3-6) were without free parameters; the parameters were estimated from the monocular responses in Experiment 1 and were assumed to be observer-independent. For the power-law model (Equation 9), one additional parameter (k, the exponent of the power-law) was estimated independently from Experiment 3 (see below).
The linear binocular summation model (Equation 3) predicted that the additivity index would always be equal to one, which failed to explain why the response to a stimulus in one eye depended on the contrast of the stimulus in the other eye.
Binocular normalization (Equation 6) provided a better fit to the data than did linear binocular summation Binocular normalization also provided a better fit than did the power-law model (Equation 9). The power-law model was like the linear binocular summation model but allowed for a power-law hemodynamic nonlinearity. Even with the power-law nonlinearity (with k estimated from Experiment 3), the predicted binocular responses were still much larger than the observed responses (Figure 4 , right panel).
Good fits to the data were also obtained using the nonlinear binocular summation model (Equation 5 ). The best-fit curves using Equation 5 (using three different functions f: sum, root sum square, and maximum of input contrasts) were very similar to those obtained using the binocular normalization model (Equation 6 ). Hence, our data are compatible with the existence of suppressive inter-ocular interactions in V1 but do not clearly distinguish between these different functional forms for the interactions. 
Experiment 3: Contribution from hemodynamic nonlinearity
The aims of this experiment were twofold. First, we examined whether or not there was evidence for a nonlinearity in the hemodynamics underlying the fMRI responses (or equivalently, linear summation of the inputs from the two eyes followed by saturation of the underlying neural responses). Second, additivity of the responses was assessed for different response levels but at a fixed contrast. Experiment 3 was similar to Experiment 2 except that the gratings were presented for various durations (0.6, 1.2, 1.8, or 2.4 s), and the contrast presented to each eye was fixed at 50%. In the binocular condition, the two gratings were identical.
Increasing the duration of the stimulus resulted in larger and longer fMRI responses ( Figure 5 ). The peak amplitudes of the response time courses and the durations of the responses increased monotonically with stimulus duration ( Figure 5A ). The peak amplitudes did not differ by much for the longest two durations (1.8 s vs. 2.4 s), but this was qualitatively consistent with what one would expect of a linear system (low-pass filter or leaky integrator); consider by analogy the step response of an RC circuit as a function of the step duration. Importantly, response durations continued to increase with stimulus duration, even when the peak amplitude no longer did so.
Hence, the peak response amplitude was not an appropriate measure for assessing nonlinearities in the responses (nor would it be for an RC circuit). The linearity of the responses was, therefore, quantified using two complementary analyses (see Data analysis section) that assessed the total amount of activity (which depends on both peak and duration) for each duration. First, the total activity was computed as the integral of the mean response time courses ( Figure 5B ). Second, a general linear model assuming a canonical low-pass filter for the hemodynamics was used to estimate the underlying neural response amplitude for each stimulus duration. This underlying response amplitude was then multiplied by the stimulus durations to yield a measure of the total activity ( Figure 5C ). For both analyses, the total activity was well fit by a line ( Figure 5B : R 2 = 0.91; Figure 5C , monocular: R 2 = 0.99; Figure 5C , binocular: R 2 = 0.93). Both monocular and binocular conditions followed a very similar linear trend ( Figure 5C ). Although adding the left eye stimulus tended to increase the total activity, the overall difference between monocular and binocular responses was not quite statistically significant (three-way ANOVA, observer Â duration Â binocularity: F(1,9) = 8.29, p = 0.06), and this effect was not systematically reduced for longer stimulus presentations, i.e., the interaction between larger responses (due to longer stimulation duration) and binocularity was not significant (interaction between duration and binocularity: F(3,9) = 1.47, p = 0.29).
The increase in total activity as a function of stimulus duration was very well fit with a line. Nonetheless, the positive intercept of the line suggests a nonlinear response component for short stimulus durations (shorter than 0.6 s). One possible explanation for this behavior is that the underlying neural activity exhibited strong transient responses at stimulus onset followed by rapid adaptation of neural responses (Boynton, Engel, Glover, & Heeger, 1996) .
An alternative possibility, however, is that the total activity in the underlying neural responses increased linearly with stimulus duration but that the hemodynamics exhibited a nonlinearity. To assess this possibility, we fit the data from Experiment 3 with a power function of the form x k , where k was the exponent, and x was proportional to the duration of the stimulus. Nonlinear least squares was used to estimate k that best fit the results in Figure 5B (dashed curve, k = 0.65). The nonlinear fit was as good as the line fit (R 2 = 0.91 for both fits, where R 2 is the coefficient of determination). Good fits were also obtained to the total activity estimates from GLM analysis ( Figure 5C , monocular: k = 0.63, R 2 = 0.99; Figure 5C , binocular: k = 0.54, R 2 = 0.96). However, a simultaneous fit of the monocular and binocular responses did not fit as well. Assuming that the response to monocular stimuli is x k and the response to binocular stimuli is (2x) k , the best fit to the data was obtained with k = 0.47 (R 2 = 0.91). Regardless, the power-law model could not explain the failure of additivity in Experiment 2. The power-law nonlinearity predicts that the additivity index should have been 2 k j 1 when the contrasts of left eye and right eye were equal, regardless of the contrast, that is, between 0.46 and 0.57 depending on the estimate of k (0.47-0.65, see preceding paragraph). The measured additivity index (averaged across observers) in Experiment 2b for 10% contrast (both left and right eyes) was only 0.01 (95% confidence interval = j0.23 to 0.25). Moreover, a powerlaw nonlinearity when coupled with linear binocular summation failed to fit the data from Experiment 2 (Figure 4, right panel) . Thus, a power-law hemodynamic nonlinearity failed to account for the combined results of Experiments 1-3, and the alternative explanation must be accepted, that the failure of additivity reflected contrastdependent neural interactions, such as normalization.
Inter-ocular suppression from orthogonal gratings Experiment 4: Dichoptic plaids vs. binocular gratings
Experiment 4 was performed to determine if the suppression depended on orientation. fMRI responses were measured as a function of the contrast of the grating presented to the right eye (0, 2, 10, or 50%) in two conditions: monocular (0% left eye contrast) and binocular (10% left eye contrast). Unlike Experiment 2, the two gratings were locally orthogonal everywhere, forming a dichoptic plaid. Such plaids drive two subpopulations of orientation-selective neurons.
Figures 6A and 6B compare responses to single vs. two orthogonal gratings, respectively. The monocular condition ( Figure 6A ) was essentially identical to that in Experiment 2, and the monocular responses were the same as in Experiments 2a and 2b, as expected. Adding the left eye stimulus resulted in larger responses, especially for low (2%) right eye contrast (compare green curves in Figures 6A and 6B ), but also for higher (10%, 50%) right eye contrasts (compare blue and black curves, respectively, in Figures 6A and 6B ). In Experiment 2 (Figure 3) , by comparison, adding the left eye stimulus resulted in larger responses only when the right eye contrast was low (2%). Overall, responses to incompatible stimuli in Experiment 4 were larger (exhibiting less suppression) than those evoked by compatible stimuli in Experiment 2 ( Figure 6C ), that is, suppression from incompatible, dichoptic plaids was weaker than that observed for compatible gratings. This finding suggests that the mechanisms underlying response normalization for binocular inputs are orientation selective. There was, even so, a clear failure of additivity when orthogonal stimuli were presented to the two eyes. The additivity index of about 0.5 at high contrasts meant that the response increment evoked by presenting a left eye stimulus along with the right eye stimulus was only about one half the response evoked by the left eye stimulus on its own. A single static nonlinearity does not explain the difference between collinear and orthogonal gratings. One needs to introduce additional terms to Equation 5 or Equation 6 to account for such a difference. For example, the normalization model can be generalized to explain responses to incompatible stimuli by assuming unequal contributions from the same vs. different orientations in the normalization:
where w depends on the orientation difference between the two gratings. For collinear orientations, we assumed w = 1 (see Equation 6 ). For orthogonal orientations, a good fit to the data from Experiment 4 was obtained with w = 0.52 (R 2 = 0.83). This failure of additivity can be attributed to inter-ocular suppression, cross-orientation suppression, or a combination of the two. These possibilities were examined in Experiment 5. It should be noted, however, that the additivity index of about 0.5 could also be explained by a power-law hemodynamic nonlinearity (see Experiment 3: Contribution from hemodynamic nonlinearity section).
Experiment 5: Dichoptic vs. monocular plaids
We directly compared binocular and cross-orientation suppression by measuring responses to the following four stimulus conditions:
1. monocular gratings (one grating was presented to either the left or the right eye), 2. binocular gratings (identical gratings were presented to both eyes), 3. monocular plaids (two superimposed orthogonal gratings were presented to one eye), and 4. dichoptic plaids (two orthogonal gratings were presented to the two eyes).
The contrasts of the gratings were fixed at 10%. Results are depicted in Figure 7 . The responses to these four stimulus conditions differed significantly (F(3,15) = 8.27, p = 0.0018, 2-way ANOVA). Among the four conditions, a single grating (monocular grating) evoked the smallest responses, significantly smaller than the responses to two orthogonal gratings (monocular and dichoptic plaids, p G 0.05), and slightly (though not significantly) smaller than the responses to two identical gratings (binocular gratings). Binocular compatible gratings evoked responses that were smaller than those evoked by monocular plaids ( p G 0.05), and slightly (though not significantly) smaller than the responses to dichoptic plaids. Responses to dichoptic plaids were slightly (though not significantly) smaller than the responses to monocular plaids. The additivity indexes for the responses plotted in Figure 7B were 0.15 for binocular gratings, 0.31 for dichoptic plaids, and 0.47 for monocular plaids.
In sum, when a grating was presented to one eye, adding a compatible grating to the other eye only slightly increased the responses, whereas adding an orthogonal grating, to the same eye or to the other eye, significantly increased (although far short of doubling) the responses.
Experiment 6: Flash suppression of incompatible stimuli
Incompatible images presented to different eyes might be expected to evoke responses that compete and suppress each other particularly strongly. The trend seen in Figure 7 for responses to dichoptic plaids to be smaller than monocular plaids was not statistically significant, however, so we set out to maximize the interaction between the two eyes using a well-known psychophysical technique called flash suppression (Wolfe, 1984) . Introducing a short temporal delay between the onsets of incompatible stimuli presented to the two eyes results in a robust and conditions. Each trial began by presenting a grating to one eye. A second grating, locally orthogonal to the first one, was displayed after 500 ms. In monocular grating (MG) trials, the first grating was removed and the second grating was presented to the other eye. In monocular plaid (MP) trials, the first grating remained and the second grating was superimposed with it. In dichoptic plaid (DP) trials, the first grating remained while the second grating was displayed to the other eye. In this case, if attention had not been diverted by the central fixation task, observers would have experienced perceptual suppression of the first grating. (B) Average V1 response time courses evoked by these conditions. (C) Comparing the response amplitudes failed to reveal greater suppression for dichoptic plaids. Error bars represent SEM across observers. Brackets indicate statistically significant differences (p G 0.05).
controlled form of perceptual suppression, in which the first stimulus disappears and the second stimulus dominates the percept.
Three different conditions were compared ( Figure 8A ). In monocular grating trials, a grating was presented to one eye for 500 ms, and then a second grating was presented to the other eye for 1500 ms. Presentation of the two gratings did not overlap temporally and therefore there was no interaction or competition between responses to the gratings. In monocular and dichoptic plaid trials, the first grating was presented for 2 s, the last 1.5 s of which temporally overlapped with a second, orthogonal grating. In monocular plaid trials, the two gratings were presented to the same eye; therefore, there was no inter-ocular interaction between them although there could have been cross-orientation suppression. In dichoptic plaid trials, orthogonal gratings were presented to different eyes, possibly eliciting inter-ocular interactions, which might have resulted in stronger suppression of V1 responses. As in all of the preceding experiments, observers performed a demanding task at fixation, thereby diverting their attention from the grating and plaid stimuli. In terms of the physical stimulus contrasts, dichoptic plaid trials were similar to the monocular plaid trials. However, had observers been viewing the gratings (instead of doing the central fixation task), their perceptual experience in dichoptic plaid trials would have been similar to monocular grating trials because of flash suppression.
Consistent with Experiment 5, the responses were significantly different across conditions (F(2,8) = 8.29, p = 0.0112, 2-way ANOVA). Specifically, the responses to plaids (both dichoptic and monocular) were larger than the responses to monocular gratings. There was, however, no evidence of stronger suppression for dichoptic than monocular plaids. The responses to monocular and dichoptic plaids were almost equal, and the trend seen in Experiment 5 (greater responses to monocular than dichoptic plaids) was not replicated. We thus failed to find evidence for a neural correlate of flash suppression in the measured V1 activity.
Inter-ocular suppression in extrastriate visual areas
The profile of responses in V2 and V3 was in general similar to that in V1, for all of the experiments. Figure 9A compares the activity of V1-V3 for Experiment 2 (the effect of adding compatible left eye gratings) and Experiment 4 (the effect of adding incompatible left eye gratings) as a function of the contrast of the right eye gratings. The failure of additivity as a function of contrast was similar in all three visual areas, although the average suppression of incompatible gratings (Experiment 4) appeared to be more pronounced at high contrasts in V2 and V3 than in V1. A similar trend was found in Experiment 5, in which we directly compared monocular and binocular gratings with monocular and dichoptic plaids ( Figure 9B) . A three-way ANOVA (observer Â condition Â visual area) showed a significant effect of condition (F(3,30) = 7.21, p = 0.003) and a marginally significant effect of visual area (F(2,30) = 4.06, p = 0.051). Dichoptic plaids evoked V1 responses that were significantly larger than the responses to monocular gratings ( Figure 9B ), whereas the responses to dichoptic plaids in V2 were not robustly larger than the responses to single monocular gratings. The interaction between visual area and condition, however, was not significant (F(6,30) = 1.47, p = 0.22).
The overall similarity in the response profile of V2 and V3 to the profile of V1 is compatible with the hypothesis that the normalization in V2 and V3 may be inherited from V1. The slight differences between areas might be attributable to measurement noise (the responses in V2 and V3 were more variable than those in V1) rather than to a real difference in normalization mechanisms.
Discussion
We measured activity in early visual cortex (V1, V2, and V3) elicited by stimulating one eye vs. both eyes, while trying to minimize top-down attentional modulation of the stimulus-evoked responses. The findings can be summarized as follows:
1. If the stimulus contrast was low, then stimulating both eyes with compatible stimuli evoked a larger response than stimulating only one eye. 2. If the stimulus contrast was high, there was little difference in activity evoked by stimulating one eye vs. both eyes. 3. The response to two incompatible stimuli was larger than that evoked by a single stimulus, regardless of whether the two stimuli were superimposed and presented to just one eye or one stimulus was presented to each eye. 4. Additivity (assessed by measuring the response to binocular minus monocular stimulation), for both compatible and incompatible stimuli, depended on contrast, and the failure of additivity was more pronounced as contrast increased.
5. The failure of additivity was greater for stimuli that had the same orientation (additivity index of around zero for high-contrast stimuli) than for orthogonal stimuli (additivity index of around 0.5 for the same contrast level).
The implications of these findings are two-fold. First, our results clearly demonstrate the existence of suppressive inter-ocular interactions in visual cortex. This was evident in V1, V2, and V3, but the suppression in V2 and V3 may very well have been inherited from that in V1. The suppression between the two eyes was comparable to the suppression within one eye. Second, our results suggest that these suppressive inter-ocular interactions are stronger within channels tuned to the same orientation than orthogonal orientations (i.e., comprising a plaid), although there was some suppression for orthogonal orientations as well.
Inter-ocular suppression
Inter-ocular suppression occurs when the response to simultaneous stimulation of both eyes is less than the sum of the responses when each eye is stimulated individually. In other words, a failure of additivity, and particularly a failure that can not be explained by a static nonlinearity (e.g., Equation 9), indicates that activity evoked by one eye somehow suppresses the activity evoked by the other eye and vice versa. Inter-ocular suppression can occur in two contexts. First, it can occur between stimuli that are compatible. Such suppression presumably enables one to experience similar percepts when viewing with either one or both eyes. Second, suppression can occur between incompatible stimuli. In this context, suppression might enable us to resolve incompatibility by blocking one stimulus from perception.
Both types (between compatible stimuli and between incompatible stimuli) require inhibitory inter-ocular interactions. A novel aspect of our study is that we examined inter-ocular suppression (failure of additivity) in both contexts.
Previous psychophysical studies have shown that a discrepancy in contrast between two compatible images could degrade stereopsis (Cormack, Stevenson, & Landers, 1997; Halpern & Blake, 1988; Schor & Heckmann, 1989) . That is, inter-ocular interactions that occur within the same orientation channel (but between different contrast levels) could affect performance. Our results indicate that such interactions might also occur when the stimuli have the same contrast.
One previous study (Tse, Martinez-Conde, Schlegel, & Macknik, 2005) reported little evidence of inter-ocular suppression between high-contrast target and mask stimuli in V1. Mask and target presentations alternated in different eyes (dichoptic masking). Target visibility was manipulated by introducing a delay between alternations. V1 responses did not decrease when the target was made invisible compared to when it was visible. However, when the two stimuli were presented to the same eye, there was suppression of V1 activity associated with masking. Consequently, Tse et al. (2005) concluded that while monocular interactions underlying masking occur in V1, inter-ocular interactions occur only later in the visual pathways.
There were three important differences between our study and that of Tse et al. (2005) . First, they presented the target and mask stimuli in alternation and, hence, did not assess inter-ocular interactions between simultaneously presented stimuli. Second, the mask and target were incompatible, and hence the study did not assess interocular interactions between compatible stimuli. Third, their results should not be interpreted as evidence of the absence of inter-ocular interactions. Rather, they simply showed that interactions in their particular case did not correlate with visibility. Our experimental protocols allowed us to establish that inter-ocular suppression affects the activity in primary visual cortex. We found almost complete suppression of compatible gratings (Experiment 2) and about 50% suppression for incompatible gratings (dichoptic plaid, Experiments 4-6), with contrasts of 10% or higher.
Our results might seem at odds with single cell recordings that suggest contrast normalization and cross-orientation suppression are mainly monocular (Truchard et al., 2000; Walker et al., 1998) . Walker et al. (1998) reported that although inter-ocular suppression for orthogonal stimuli was present in almost all cells they recorded, such effects were generally weak. Based on this, we might have expected more suppression and smaller fMRI responses to monocular plaids than to dichoptic plaids. However, that is not what we observed (Figure 7) .
On the other hand, phenomenal suppression is stronger between the eyes (binocular rivalry) than within one eye (monocular rivalry; Andrews & Purves, 1997; Sindermann & Lüddeke, 1972; Wade, 1975) . Based on this, we might have expected more suppression and smaller fMRI responses to dichoptic plaids than to monocular plaids. However, we did not observe this either (Figures 7 and 8) , as discussed further in the following section. Thus, the fMRI results were qualitatively between what happens at the single neuron level and at the perceptual level. More studies are necessary to reconcile these differences and elucidate the effects of different stimulus properties and experimental protocols, along with the role of top-down influences (such as attention), on inter-ocular suppression.
Binocular rivalry and flash suppression
Binocular rivalry occurs when viewing a dichoptic plaid for an extended period of time; one of the two gratings becomes perceptually dominant while the other grating is perceptually suppressed, and the dominant and suppressed gratings alternate over time. However, if two incompatible gratings are superimposed and presented to the same eye (monocular plaid), rivalry and suppression are negligible or, at best, substantially weaker (Campbell & Howell, 1972; Sindermann & Lü ddeke, 1972; Wade, 1975) . Several previous fMRI studies have reported modulations in V1 activity concomitant with the perceptual alternations during binocular rivalry (Haynes & Rees, 2005a , 2005b Lee, Blake, & Heeger, 2005 Polonsky, Blake, Braun, & Heeger, 2000; Tong & Engel, 2001; Wunderlich, Schneider, & Kastner, 2005) . In some (but not all) of these studies, the amplitudes of the activity modulations during rivalry were nearly the same as those resulting from turning the stimuli physically on and off. This has been taken as evidence that V1 activity corresponding to one or the other stimulus was completely suppressed.
Our results were not consistent with this conclusion. Quite the opposite: To our surprise, the suppression for incompatible stimuli (dichoptic plaids) was only half of that observed for compatible stimuli (binocular gratings), and the responses to dichoptic plaids were significantly larger than the responses to monocular gratings. The input from the "would have been suppressed eye" (if observers were seeing the gratings) reached V1 and increased the V1 responses. Although our results showed suppression between orthogonal stimuli, the suppression was weaker (about half of the activity evoked by each eye's stimulus in isolation) than that from compatible (same orientation) stimuli and did not depend on the eye of origin.
This lack of complete suppression was consistent with a number of previously published results. Some of the human fMRI studies of rivalry have reported a lack of complete suppression (Lee et al., 2005 (Lee et al., , 2007 Polonsky et al., 2000) . The responses of only a subpopulation of V1 neurons recorded electrophysiologically have been found to correlate with perceptual fluctuations during rivalry (Leopold & Logothetis, 1996) . In addition, a number of psychophysical observations suggest that the neural events underlying phenomenal suppression of a stimulus are not the same as those accompanying physical removal of that stimulus (Alais & Parker, 2006; Andrews & Blakemore, 1999; Blake & Camisa, 1979; Blake & Fox, 1974; Blake & Overton, 1979; Blake, Tadin, Sobel, Raissian, & Chong, 2006; Lehmkuhle & Fox, 1975; Nguyen, Freeman, & Alais, 2003; O'Shea, 1987; O'Shea & Crassini, 1981; Smith, Levi, Harwerth, & White, 1982; Wade, 1976; Wiesenfelder & Blake, 1991) .
One caveat concerning our experimental protocol is that the observers' attention was focused on the central task, so there was, by design, no access to the observers' percepts of the gratings. For most of the experimental conditions, we do not know if subjects would have experienced complete suppression of one of the two gratings, patchy rivalry/suppression, or fusion. The two incompatible gratings, when presented simultaneously, might have required more time to develop stronger suppression leading to rivalry. One of the goals of Experiment 6 was to circumvent this ambiguity by using a flash suppression protocol to control the dynamics of phenomenal suppression. However, we still found inter-ocular suppression roughly equal to monocular cross-orientation suppression. That is, there was no evidence for the additional suppression that would be needed to account for the perceptual phenomenon offlash suppression. Hence, our results suggest that most, if not all, of the suppression could be attributed to general cross-orientation suppression (independent of eye of origin). A similar conclusion has been reached using visual evoked potentials (Lennerstrand, 1978) .
Might differences in the observer's attention state (i.e., whether or not the observer was monitoring the perception of the incompatible stimuli) contribute to why our results differed from previous studies showing almost complete suppression of the responses to one of two incompatible stimuli? Psychophysical Chong, Tadin, & Blake, 2005; Hancock & Andrews, 2007; Kanai, Moradi, Shimojo, & Verstraten, 2005; Mitchell, Stoner, & Reynolds, 2004; Ooi & He, 1999; Sasaki & Gyoba, 2002) , pharmacological (Carter et al., 2007) , and brain imaging (Lee et al., 2007; Lumer, Friston, & Rees, 1998 ) studies all suggest a link between rivalry and attention. Could it be that response modulations in V1 (or the LGN) correlating with observers' percepts during binocular rivalry (or flash suppression) are evident only when observers attend the incompatible stimuli? Competition and neural suppression corresponding to phenomenal awareness might originate in V1 or earlier (LGN) during normal viewing but might be turned off when attention is diverted.
Only one previous study (Lee et al., 2007) examined binocular rivalry with a diversion of attention comparable to that in the current experiments. During transitions in perceptual state, one typically perceives a traveling wave in which the perceptual dominance of one pattern emerges locally and expands progressively as it renders the other pattern invisible (Wilson, Blake, & Lee, 2001) . Lee et al. (2007) measured traveling waves of cortical activity propagating over subregions of V1 that corresponded topographically to perceptual waves, both when observers were attending and perceiving the waves and when their attention was diverted. Their traveling wave protocol utilized similar stimuli (dichoptic plaids made of spiral gratings, same eccentricity and spatial frequency) and the same experimental setup. However, we failed to find any evidence in the current experiments that inter-ocular suppression (with a dichoptic plaid) was stronger than monocular suppression (monocular plaid), even with a temporal delay between the onsets of incompatible stimuli presented to the two eyes, which, under normal viewing conditions, results in flash suppression. How can we reconcile these ostensibly contradictory results? One possibility is that the traveling waves of activity in V1 in the absence of attention, reported by Lee et al., reflect cross-orientation suppression rather than binocular rivalry. This could be tested by repeating the traveling wave experiments with monocular stimulation. A second possibility is that the mechanism of inter-ocular suppression underlying the traveling waves during rivalry is different from that underlying flash suppression. The traveling wave protocol utilized both flash suppression and a spatially localized and transient contrast increment to induce perceptual transitions; the combination of the two might lead to stronger suppression even when attention is diverted. A third possibility is that the traveling wave could reflect the emerging dominance of the grating that becomes visible rather than the suppression of the competing grating; perceptual dominance and suppression may not strictly be two sides of the same coin (Blake & Logothetis, 2002) .
Normalization of visual responses
The contrast normalization model provided a quantitative explanation for the responses to pairs of compatible and incompatible gratings presented monocularly and dichoptically. For compatible stimuli, we assumed that both eyes contributed equally to the normalization term. However, for incompatible stimuli (monocular plaids and dichoptic plaids), the best fit was obtained when orthogonal orientations contributed only about half as much suppression as compatible orientations. The nonlinear binocular summation model (Equation 5 ) and the binocular normalization model (Equation 6) provided comparable fits to the data. Even so, we prefer the binocular normalization model because the nonlinear binocular summation model assumes that all cortical neurons are binocular, with no contribution from monocular neurons to the pooled activity as measured with fMRI. In contrast, a model that assumed monocular normalization followed by linear binocular summation did not fit the data.
The binocular contrast normalization model that we used to fit our fMRI data is comparable to models inferred from psychophysical studies of binocular summation (Arditi, Anderson, & Movshon, 1981; Baker et al., 2007; Ding & Sperling, 2006; Legge, 1984; Meese, Georgeson, & Baker, 2006) . These models, some of which are conceptually very similar to our model whereas others are more complex, have been proposed to account for psychophysical measurements of contrast discrimination, for the improved performance in binocular vs. monocular viewing, and for the effect of dichoptic masks. Virtually all these models incorporate binocular normalization as opposed to monocular normalization followed by binocular linear summation.
There are some differences between our simple model and more sophisticated models that are needed to explain behavioral results. For example, not all of the psychophysical models predict sublinear responses for contrast levels larger than 10%, as was observed in our fMRI measurements. As another example, the model suggested by Ding and Sperling (2006) predicts that the response to a 10% contrast grating in one eye and a 50% contrast grating in the other eye should be smaller than the response to the 50% contrast grating presented monocularly (i.e., the additivity index would be negative). The normalization model described in Equation 6 predicts the opposite (the additivity index is a small but positive number). The quantitative difference in activity between these models, however, is too small (a few percent) to be resolved by our fMRI data.
Early saturation of monocular contrast response function
Our measurements of the V1 contrast response function began to saturate (reach a plateau) at È10% contrast, that is, at a lower contrast than that reported in some previous fMRI studies and lower than that inferred from some previous psychophysical studies. Saturation at such low contrasts is commonly reported in single-unit electrophysiology and visual-evoked potential studies (Albrecht & Hamilton, 1982; Carandini et al., 1997; Geisler & Albrecht, 1997; Park, Zhang, Ferrera, Hirsch, & Hood, 2008) . Another fMRI study (Li, Lu, Tjan, Dosher, & Chu, 2008 ) that used an event-related design also found contrast response curves that, similar to our current study, were steeper and saturated earlier than those reported in studies that used a block-alternation design Olman, Ugurbil, Schrater, & Kersten, 2004; Zenger-Landolt & Heeger, 2003) . The difference in shape of contrast response curves could be attributed to differences in stimulation (stationary stimuli vs. contrast reversing at 8 Hz), duration of stimulation and adaptation (1.5 s vs. 18 s; Gardner et al., 2005) , or (although less likely, cf. Murray & He, 2006) attention. This might seem at odds with previous studies reporting fMRI responses that were consistent with psychophysical contrast discrimination curves Zenger-Landolt & Heeger, 2003) . However, the earlier studies demonstrating a match between fMRI and psychophysics did so using the same protocol for both sets of measurements, so that these stimulation, attention and/or adaptation factors would have had the same effect on both the psychophysics and the fMRI, thereby leaving the comparison between them valid.
Neural mechanisms underlying normalization
Although contrast gain control has been shown to be evident in the retina and LGN, our results imply a cortical mechanism for binocular normalization. The inputs from the eyes are separate before reaching V1, and inter-ocular interactions in earlier stages are unlikely. We found that normalization depended on the similarity between the orientations of the stimuli presented to the eyes. Unlike V1 neurons, LGN neurons are not orientation selective so normalization at a level before V1 cannot explain why normalization between gratings with the same orientation was stronger than normalization between orthogonal gratings.
The complete failure of additivity for high-contrast stimuli with the same orientation suggests that the interocular suppression in V1 is ubiquitous. Inputs from the two eyes are, to some extent, segregated in V1 and this can be visualized with fMRI (Buchert et al., 2002; Cheng, Waggoner, & Tanaka, 2001; Haynes & Rees, 2005a , 2005b Menon, Ogawa, Strupp, & Uǧurbil, 1997) . The responses of purely monocular neurons, i.e., neurons unaffected by stimulation of the other eye (whether it is within or outside of their classical receptive field), would by definition exhibit responses that are independent of the contrast of the other eye. We thus expected to find residual additivity for high-contrast stimuli reflecting the activity of purely monocular neurons. However, the additivity reached zero as the contrast of the other eye increased to 10% or more.
A similar argument can be made concerning the suppressive interaction between orthogonal stimuli. If orthogonal orientation channels were independent of each other, then a dichoptic plaid would have evoked twice the activity evoked by a single grating. However, for highcontrast stimuli, the overall fMRI response to a plaid was considerably smaller (by 50% or more) than the linear summation of responses to the plaid's grating components.
Our results suggest that monocular synaptic inputs from LGN neurons are not dominant in fMRI measurements of V1 activity. It has been suggested that cortical oxygen concentration (and by inference, fMRI responses) reflects primarily input synaptic activity (Viswanathan & Freeman, 2007) . A similar conclusion has been made based on comparisons between electrophysiological and fMRI measurements (Goense & Logothetis, 2008; Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001) , and based on fMRI measurements while pharmacologically blocking cortical spiking activity (Rauch, Rainer, & Logothetis, 2008) . If fMRI responses were dominated by synaptic inputs from the LGN, however, then the linear binocular summation and/or the power<law model would have fit the data well. The strong inter-ocular and cross-orientation suppression evident in our data implies just the opposite, that the fMRI measurements are dominated by the activity of cortical neurons.
Overall, our results suggest that the activity in V1 is highly regulated by suppressive mechanisms that prevent excessive excitation in response to doubling the input. Normalization was able to explain quantitatively these suppressive interactions, as measured by fMRI. Our results are consistent with the idea that divisive normalization is ubiquitous in visual cortex and plays an important role in computations that underlie visual processing. 
