Path-integral Monte Carlo simulations have been used to determine the phase diagram of a two-dimensional 4 He film in a range of temperatures and coverages where it undergoes solidification, superfluidity, and a liquid-gas transition (0.25 KрTр1.5 K 0ϽϽ0.094 Å Ϫ2 ). We determine the phase-transition densities and
By means of calorimetric measurements [2] [3] [4] [5] several facts can be established about the 2D phase diagram of 4 He. There have been many experiments with the second and third layers of helium adsorbed on graphite, or first layers of He on a H 2 surface. These show a liquid-gas coexistence at low temperature ͑ϳ0.75-0.9 K and below͒. In the case of a second layer of He on graphite, they also agree in the high coverage stability limit of the liquid phase ( ϳ0.07 Å Ϫ2 ). A solid layer forms at a higher helium density. This region continues until the beginning of the formation of the third layer ͑ϳ0.08 Å Ϫ2 ). There is also a line of specific-heat maxima between 0.0425 and 0.07 Å Ϫ2 at temperatures lower than 1 K. [2] [3] [4] The origin of that line has not received a clear interpretation.
The location of the boundary that separates the superfluid and normal phases has been delineated by torsional oscillator experiments. 16, 7, 8, [10] [11] [12] The work of Crowell and Reppy [8] [9] [10] indicates a superfluid phase in a range of coverages between 0.05 and 0.07 Å Ϫ2 at temperatures below 1 K for a second layer of 4 He adsorbed on graphite. On the other hand, most of the theoretical work on 2D helium films has been made for Tϭ 0 K. Whitlock, Chester, and Kalos, 17 by means of Green-function Monte Carlo ͑GFMC͒ calculations, showed that there was a self-bound liquid at a coverage of approximately 0.04 Å Ϫ2 . For lower densities, there would be a gas-liquid coexistence. The intersection between the curves of the energy versus temperature of the solid and liquid phases gives a lower stability boundary for a 2D solid of about 0.067 Å Ϫ2 . The results given by Giorgini et al., 18 with a slightly different potential and obtained by a diffusion Monte Carlo ͑DMC͒, confirm the above conclusions. The same can be said of the hypernetted-chain calculations of Um et al. 19 There are also calculations with a 3D model at Tϭ0 K ͑Refs. 20,21͒ ͑substrateϩtwo frozen helium layers͒, but they produce phase limits very similar to pure 2D calculations. The path-integral Monte Carlo ͑PIMC͒ calculations of Ceperley and Pollock 1 take into account the thermal excitations. They show that at ϭ 0.0432 Å Ϫ2 and for zero pressure, the superfluid-normal fluid transitions occurs at Tϭ0.72Ϯ0.02 K. A recent article 22 describes the results of path-integral Monte Carlo calculations on a second layer of 4 He adsorbed on a flat structure modeling graphite. The authors model the first layer of helium atoms as a frozen hexagonal-packed structure. They show the boundaries of the phase diagram at low temperatures, indicating the phase transitions in the solid region, but neglecting the description of how the phase diagram evolves as the temperature increases.
Here, we present a set of PIMC calculations at Tр1.5 K and Ͻ0.094 Å Ϫ2 , to determine the equilibrium regions of the 2D solid, liquid, and gas and their coexistence regions.
METHOD
The PIMC method is a method which can calculate quantum properties by mapping the quantum system onto an equivalent classical model. The basic idea is to expand the density matrix ͑R,RЈ;␤ ͒ϭ͗R͉exp͑ Ϫ␤H ͉͒RЈ͘ ͑1͒
into a path integral
where several complete sets of 2D coordinates (R 1 , . . . , R NϪ1 ) have been introduced. Each of these RЈs represent the positions of all the particles in the system, in such a manner that each particle is described by Nϩ1 coordinates forming a path. The additional degree of freedom takes into account the quantum fluctuations. In Eqs. ͑1͒ and ͑2͒, ␤ is the inverse temperature (␤ϭ1/k B T), while ϭ␤/N. N is the number of additional coordinates introduced ͑also called time slices͒ and H is the system hamiltonian. The Bose statistics are accounted for by symmetrization of the density matrix:
M is the number of atoms, and P is a permutation of particle labels 1,2 . . . ,M. The average of any observable O, defined by
can be found by expanding in a similar way. Additional details about the method are given elsewhere. 24 Our aim in the present work is to calculate the boundaries and coexistence regions of the different phases of a pure 2D 4 He film: solid, normal liquid, superfluid, and gas. ͑We do not allow for the possibility of a hexatic phase, and cannot distinguish between commensurate and incommensurate solids, because we do not include a substrate.͒ We employed the canonical ensemble, i.e., in each simulation we kept fixed the temperature T, the number of particles M , and the dimensions of the simulation cell. The temperature was set between 0.25 and 1.5 K, with calculations every 0.25 K ͑with an additional set of points at 0.87 K͒, and the densities were taken in the interval 0ϽϽ0.094 Å
Ϫ2
. Most simulations contained 30 atoms. The coverage was varied by changing the cell size. Two types of cell were used: a square simulation cell, and a rectangular cell corresponding to a triangular solid at intermediate and high coverages ( Ͼ0.05 Å Ϫ2 ). The time step was fixed for all simulations at 0.025 K Ϫ1 , tests showing that this is sufficient for the range of densities considered. We used the Aziz 25 potential for the interaction between the helium atoms. To determine the finite-size effects in our calculations, we made two sets of simulations at Tϭ1.0 and 0.87 K with 100 atoms and densities around the critical point, finding very small differences with the results for fewer atoms.
RESULTS
In Tables I and II we show the calculated energies. Table  I indicates some results for the total energy and their dependence on the temperature and density when we use a square cell ͑''liquid''͒, while in Table II we can see the same, but for a rectangular cell ͑''solid''͒. The energy per atom and pressure were used to determine the free energy and thereby the phase lines as we discuss below. Figure 1 is a summary of how the phase depends on temperature and coverage. In general terms, we can say that there exists a liquid-gas coexistence for densities between 0 and 0.044 Å Ϫ2 for temperatures below 0.87 K. The location of the boundaries is very similar to the experimental ones, although there are several noticeable differences ͑see below͒. For this coverage range and at higher temperatures the stable phase is the normal 2D fluid. For greater densities ͑0.044 Å Ϫ2 ϽϽ0.068 Å
Ϫ2
) the ground state is a superfluid, with the transition to a normal fluid located in the temperature range from 0.72 to 0.90 K. Above the critical temperature, T c , we see a line of maxima in the specific heat ͑line at T ϳ1.15 -1.30 K in Fig. 1͒ as predicted by the KosterlitzThouless theory.
If the helium coverage is greater than ϳ0.068 Å Ϫ2 ͑de-pending on the temperature͒, we observe a narrow coexistence zone region between the liquid and the triangular solid phase. The slope of the boundaries changes with temperature; when the boundary is with the superfluid phase, the slope is slightly negative, being positive in the zone of the normal fluid. This is because the superfluid has fewer excitations and hence lower entropy than the solid. At the highest temperature of this study ͑1.5 K͒, we observe a 2D solid for coverages greater than 0.073 Å Ϫ2 . Next we will discuss in detail the features of the calculated phase diagram and how the results were obtained.
In order to obtain the coexistence, we fit the calculated energy and pressure to polynomials. For this purpose we partitioned our runs into gas, liquid, and solid and chose appropriate forms for each phase.
We consider as ''solid'' all the structures calculated by using the rectangular lattice and whose structure factors, S(k), are greater than 4. This means a coverage range 0.0677 рр0.0931 Å
. Conversely, we defined as ''liquid'' the structures obtained with the square simulation cell with S(k)Ͻ2 and whose densities are in the limit or outside the LϩG coexistence region, i.e., coverages in the interval 0.0423рр0.0592 Å
. We obtained the free energies in both ''phases'' by fitting the energies and pressures to a polynomial in both coverage and temperature. The assumed expression for the free energy is
Then, we can write the energy per He atom and the pressure as
We use our simulation data to fit simultaneously the values of the total energy and the pressure ͑obtained from the virial relation͒ to obtain the b i j coefficients. Using both constraints the fit is much better. The excitation spectra implies that at low temperature EϪE 0 ϰT 3 ; thus we set b i1 ϭb i2 ϭ0 for all i. We used the same values of m and n in the ''solid'' and ''liquid'' cases: mϭ3 and nϭ5 as was done at previous zero-temperature 17, 18 calculations. That allows reasonable values of 2 for both series of fits, as can be seen in Table III . For the purposes of calculating the specific heat, we also fit the energies below 2.5 K to a similar expression to that of Ref. 1, i.e., a ͑5,4͒ Padé with a low-temperature limit as above.
In the gas phase ͑coverages lower than 0.010 Å Ϫ2 ) we assumed a virial form for the free energy, expanding in powers of coverage and inverse temperature:
with nЈϭ5 and m He the mass of the 4 He atom. The first term of the right-hand side is the free energy for a 2D ideal gas. 23 The fitting coefficients are shown in Table III . Figure 2 shows the pressure versus coverage for the seven temperatures for which we carried out simulations ͑0.25-1.5 K͒. In this density range we verified that we do not have a solid phase by examining the structure factors as shown in Fig. 3 . A structure factor corresponding to a solid has one or several isolated peaks with S(k)Ͼ4. In the upper part of Fig.  3 , we show one such result at a temperature of 0.75 K and a density of 0.0761 Å Ϫ2 , well inside the solid region, as we can see in Fig. 1 . In Fig. 3 we show two other structure factors at the same temperature. The diagram in Fig. 1 indicates that this temperature is the only one in our study in which we have three different phases: 2D gas, liquid, and solid. For higher temperatures, there is not a distinction between a liquid and a gas, and for lower ones, the gas has an inconveniently low coverage. We can observe striking differences in the S(k)'s: instead of a sharp peak, a 2D liquid presents a round maximum for a reciprocal vector corresponding approximately to the first-neighbor distance. There is also a difference between a liquidlike and a gaslike structure factor. In a gas, we have that S(k) becomes practically constant for kϾ1 Å
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Ϫ1
, and that S(0) is much greater than in the liquid case. If instead of a pure liquid or gas phase, we are in the two-phase region zone or above the critical point, we have a mixture of the features of the pure liquid and gas structure factors.
The same information can be obtained by looking at the radial distribution functions, g(r)'s, but in a less quantitative way. In Fig. 4 , we can observe that a gas radial distribution function ͑solid line͒ shows only a maximum, and that, quite reasonably, the number of maxima and their height increases in the liquid g(r) ͑dashed line͒ and, over all, in the solid one ͑dotted curve͒. However, there is not a clear difference among the radial distribution functions for the three cases, as there is for the structure factors.
The behavior of the pressure isotherms can be divided into three groups. For TϾ1 K the pressure is a monotonically increasing function of the coverage. However, the isotherm at Tϭ 0.87 K is different; there is a flat zone between the densities 0.0338 and 0.0169 Å Ϫ2 . That means that there is a region (ϳ0.02 -0.03 Å Ϫ2 ) in which the second derivative of the pressure with respect to coverage (d 2 p/d 2 ) is zero. This implies that Tϭ0.87 K is the critical temperature for the liquid-gas phase transition. In accordance with that, for TϽ0.87 K, ͑0.75, 0.5, and 0.25 K͒, the pressure isotherms show instability zones ͑where dp/dϽ0), that correspond to a two-phase coexistence region, and whose range in increases as the temperature decreases.
To determine the limits of the liquid-gas coexistence zone, we matched the chemical potential of the liquid and gas phases. For constant number of particles and temperature, this implies
where G and L are the equilibrium coverages of the gas and liquid phases, respectively (A G and A L stand for the corresponding areas͒ and p is the pressure. To carry out the necessary integrations, we fit the isotherms to three different polynomials ͑one for each temperature below 0.87 K͒. Using the fits, we calculate the equilibrium densities G and L .
We also used them to obtain the spinodal curve defined by (dp/d)ϭ0. This is the limit of metastability of the given phase. The equilibrium and spinodal coverages are given in Table IV and displayed in Fig. 1 .
If we compare those results with the experimental data given in Refs. 2 and 4 for a second layer of helium in graphite, we can say that our coverage limits for the liquid-gas coexistence zone are very similar to the measurements at low temperatures. However, the calculated critical temperature (Tϳ0.87 K͒ is different from the experimental one (T ϳ0.75 K͒. On the other hand, the data of 4 He on top of molecular hydrogen 5 finds a critical temperature identical to that obtained in our simulations (Tϳ0.87 K͒. In addition, Ref. 10 reports a slightly greater T c for a third layer of helium adsorbed on graphite. Our results are strictly correct only for a mathematically two-dimensional 4 He film. This is a good model for some but not all real substrates. Figure 2 also displays the isotherm at Tϭ0 K obtained in the DMC calculations by Giorgini et al. 18 We observe that their data is very similar to the results for our lower temperature isotherm (Tϭ0.25 K͒, even if the potential is slightly different. Moreover, if we compare the energies at the minimum of the energy curves in both models, we obtain comparable values; Ϫ0.919 K versus Ϫ0.89706 of Ref. 18 , a discrepancy of about 2%.
Solid-liquid coexistence
To calculate the solid-liquid phase line, we estimated the free energies per He atom and performed the ''double tangent construction'' between the two phases. The slope of the tangent is the equilibrium pressure. In Fig. 5 , we display both the free energy and the tangent line for a temperature of 1 K ͑lines͒. The symbols represent the values of the total energy per atom in the rectangular ͑solid, diamonds͒ and square ͑liq-uid, pluses͒ simulation cells. As we can see, at Tϭ1 K, the total energy is slightly higher than the free energy because of the entropy. That difference increases with temperature, in such a manner that at Tϭ0.25 K, free and total energy are nearly identical, being appreciably different at Tϭ1.5 K.
The limits of the solid-liquid coexistence zone for all temperatures are given in Table V ͑and displayed in Fig. 1͒ . As we can see, the two-phase zone is rather narrow, which means there is a solid phase in a range of coverages greater than ϳ0.07 Å Ϫ2 . That limit would be low enough to allow the existence of a stable solid before the completion of the second and third layers of helium on graphite ͑0.08 and 0.076 Å Ϫ2 , respectively͒. However, while for the second layer there are experimental data that support the existence of a solid phase at high coverages ͑or at least of a solid-liquid coexistence͒, 2,4 for third and successive layers there is no such evidence. 10 The likely explanation is that one cannot ignore movement in the perpendicular direction for those higher layers. That limits the existence of the solid to the first few layers, unless the substrate has an unusually strong binding energy.
Normal fluid-superfluid
The density range between the fluid-gas and solid-liquid two-phase regions is the stability range of the liquid. For T ϳ0.72 -0.90 K, depending on the coverage, we found a superfluid, while for higher temperatures and densities lower than 0.06 Å Ϫ2 , we have a normal liquid. We define a superfluid phase by a nonzero superfluid fraction ͑not by momentum condensation, since that only exists in 2D in the ground state.͒ The fraction of helium atoms in the superfluid phase can be estimated from the mean squared winding number. 24 The winding number is the flux of paths around the periodic boundary conditions of the simulation cell.
However, size effects smear out the transition between the normal fluid and the superfluid ͑see Fig. 6͒ . To determine the critical temperature, we used the following relations from the Kosterlitz-Thouless theory: 16, 1 TABLE IV. Coexistence and spinodal coverages for three temperatures below the critical temperature for the liquid-gas phase transition. All values are in Å Ϫ2 and the uncertainty for all of them is 0.002 Å Ϫ2 . G and L stand for gas and liquid phases and s G and s L for the low and high coverages of the spinodal curve. Also shown is the equilibrium pressure ͑in K/Å 2 , its error bars are Ϯ0.0001K/Å 2 ). The integration limits are from l equal to zero to l ϭln͓L/2d͔, with L being the size of the simulation cell. The two free parameters, E c ͑''vortex core energy''͒ and d ͑''vortex core diameter''͒ are obtained by a least-squares fit to the simulation results. 1 We performed two sets of fits for coverages ϭ0.0508 Å Ϫ2 and ϭ0.0592 Å Ϫ2 . The third point displayed in Fig. 1 was taken Fig. 6 we show the temperature dependence of the s / ratio for ϭ0.0508 Å Ϫ2 . The solid line corresponds to the least-squares fit, and the dotted one indicates the limit for L→ϱ (T c ϭ0.86Ϯ0.02 K͒.
T ͑K͒
In the Kosterlitz-Thouless transition there is also a maximum in the specific heat at temperatures above T c . To determine the locus of those peaks shown in Fig. 1 , we took the derivative (dE/dT) and took note of the temperature at which a maximum exists. The temperature dependence of the energy is shown in Fig. 7 for a coverage ϭ0.0508 Å Ϫ2 . In Fig. 8 , we display the data for the specific heat for the same coverage. The solid line is the heat capacity determined by differentiating the ͑5,4͒ Padé we fit to the energy at this coverage. The dashed line are the results of Greywall 4 with a coverage of 0.1700 Å Ϫ2 ͑full monolayer of He on graphite ϩ 2 ϭ0.05 Å Ϫ2 on the second layer͒. The maximum of the experimental specific heat is located at a temperature slightly lower than the one obtained in our simulations. That probably could be attributed to the movement of the atoms in the . The diamonds are the simulation results, while the solid line is the result of a least-squares fitting procedure ͑see text͒. The dotted line is the result of the application of the KosterlitzThouless theory to a system with the same parameters, in the limit of infinite area. z direction, 14, 21 not taken into account here, since the contribution due to the first layer has been subtracted 4 out. The line of maxima was extended to join the critical point (Tϳ0.87 K͒. This line, together with the lower coverage LϩG coexistence zone, produces a boundary with a shape very similar to that in experimental phase diagrams obtained by heat-capacity experiments.
4,2 However, our results indicate that part of that boundary is not a coexistence zone, but the stability zone of a superfluid. Thus, the experimental line can be interpreted as the signature of the Kosterlitz-Thouless transition.
Once again, those results are compatible with the experimental data of Crowell and Reppy. 8, 10 By means of torsional oscillator experiments they found that for a second layer of helium on graphite, the coverage interval for a superfluid was between ϳ0.05 and 0.07 Å Ϫ2 ͑for temperatures lower than 0.75 K͒. The upper limit is very similar to the lower boundary of the solid-liquid coexistence region as it appears in our data. However, between the coverage at which our simulations ͑and those of Refs. 17,18͒ predict a self-bound fluid ͑0.044 Å Ϫ2 ) and the lower limit given above there is a discrepancy worth mentioning. That difference was attributed to the existence of ''patches'' of liquid due to the substrate inhomogeneity. 10, 26 One can see that to get a superfluid it is necessary to have a network of connecting patches, which may not be possible until greater coverages than 0.044 Å Ϫ2 . On the other hand, for the third layer, they found superfluidity near the beginning of layer completion. This may be due to multilayer effects not considered here, or to percolation between superfluid ''patches.''
p-T representation of the phase diagram
In Fig. 9 we display the same phase diagram in Fig. 1 , but this time in the pressure versus temperature plane. The symbols represent the simulation results, while the lines are guides-to-the-eye. The three crosses located in the lower right part of the figure indicate the location of the maxima of the specific heat given in Fig. 1 , and therefore, they do not signal a phase change. The solid square indicates the position of the critical point.
We observe that as in the bulk 4 He, there is no triple point between the solid, liquid, and gas phases. There are, however, two other triple points. One of them is among the gas, normal fluid, and superfluid phases at around 0.72 K, and the other between the two fluids and the solid region. The shape of the boundary of the stability zone of the solid permits, in some region of pressures, to liquefy a solid by reducing the temperature. In this, the behavior of the 2D phase diagram is similar to its 3D counterpart.
SUMMARY
We have calculated with path-integral Monte Carlo the energy of a 2D 4 He film for temperatures lower than 1.5 K and coverages in the range 0ϽϽ0.094 Å Ϫ2 . Our results are similar to those obtained with Tϭ0 methods, 20, 21, 17, 18 but take into account the influence of thermal excitations over a range of helium densities. We use this information to determine the region of stability of the gas, normal fluid, superfluid, and solid. By comparison with the available experimental data, we can say that the second layer of 4 He adsorbed on graphite is well described by a 2D model. For an accurate description of the third and successive layers, the motion of the atoms in the z direction is important.
