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1. Introduction
Consider the linear Hamiltonian system
Ly := Jy′ − Q (t)y = λW (t)y, t ∈ R+ = [0,∞), (1.1)
where λ is a complex parameter, y = (xT, uT)T, x = x(t), u = u(t) are n-vector functions, Q ∗(t) = Q (t),W ∗(t) = W (t) are
locally integrable complex-valued 2n× 2nmatrices on [0,∞),
J =
(
0 −In
In 0
)
, Q (t) =
(−C(t) A∗(t)
A(t) B(t)
)
, W (t) =
(
W0(t) 0
0 0
)
, (1.2)
andW0(t) is a positive-definite n× nmatrix on [0,∞), In is the identity n× nmatrix. Let L2W be the equivalence classes of
Lebesgue measurable 2n-vector functions f satisfying
∫∞
0 f
∗(s)W (s)f (s)ds <∞. It is known that L2W is a Hilbert space with
the semi-norm
‖f ‖2 = 〈f , f 〉 =
∫ ∞
0
f ∗(s)W (s)f (s)ds.
Let ACloc(R+) be the set of all locally, absolutely continuous functions from R+ into C2n. Let
AC0 = {y ∈ ACloc(R+) : supp y ⊂ (0,∞)}.
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Define a linear relation H on L2W × L2W as follows:
{y, f } ∈ H ⇔ y ∈ ACloc(R+), y, f ∈ L2W , Ly = Wf .
Generally speaking, if we write Hy = f ⇔ {y, f } ∈ H , then H is usually not a well-defined operator. To handle this type
of spectral problems with a singular weight matrix W , there have been several different ways to set up an appropriate
framework [1–8]. For simplicity, however, here we assume the following condition (cf. [7])
Jy′ − Qy = WF , Wy = 0, F ∈ L2W ⇒ y(t) ≡ 0, t ∈ R+. (1.3)
Under this condition, one easily verifies that H : L2W → L2W , Hy = f , is a well-defined operator for every y in the domain
D(H) = {y ∈ L2W : y ∈ ACloc(R+), ∃f ∈ L2W , Ly = Wf }. (1.4)
Besides, for future use in this paper, we assume that the strong definiteness condition (see, e.g. [1]) for (1.1) holds, namely,
for every nontrivial solution y(t, λ) of (1.1),∫ t2
t1
y∗(t, λ)W (t)y(t, λ)dt > 0, 0 ≤ t1 < t2. (1.5)
Let h be the restriction of H to AC0, i.e. D(h) = {y ∈ D(H) : y ∈ AC0}. We call H and h the maximal and pre-minimal
operators generated by (1.1), respectively. It can be shown [7,8] that h is densely defined and symmetric in L2W and h = H∗,
and h¯ is called theminimal operator.
Let H be a Hilbert space over C. Let T be a closed operator in H and I be the identity. Denote by σ(T ) the spectrum of T .
The set σe(T ) = {λ ∈ σ(T ) : Range (T − λI) is not closed} is called the essential spectrum of T . If T is a self-adjoint operator,
i.e. T = T ∗, then σ(T ) ⊂ R.
A symmetric operator T inH is called bounded below if there is a real number c such that 〈 Tx, x〉 ≥ c〈 x, x〉 for all x ∈ D(T )
and such a c is called a lower bound of T . The largest lower bound is called the lower bound of T . Let an operator S in
H be densely defined, symmetric and bounded below. The Friedrichs extension SF of S is a self-adjoint operator given by
y ∈ D(SF )⇔ ∃{yk} ⊂ D(S) such that
yk → y in H as k→∞, 〈S(yk − yj), yk − yj〉 → 0, as k, j→∞,
and SF is the restriction of S∗ to D(SF ) [2, Corollary 3, p. 1242]. For further results on semi-boundedness and the Friedrichs
extension of differential operators, see [9,10].
Now, denote by N+ and N− the numbers of linearly independent solutions of (1.1) in L2W with λ = ν + iµ for µ > 0
and µ < 0, respectively. It is well known [2, Theorem XII.4.19] that N+ (resp. N−) is a constant in the upper (resp. lower)
complex plane. We call (N+,N−) the deficiency indices of H .
If N+ = N− = n, we say system (1.1) is in the limit point case at∞. In this paper, we always assume that∞ is limit point
so that self-adjoint extensions of h exist and are defined by boundary conditions at 0. In fact, let α1 and α2 be n× nmatrices
satisfying
α1α
∗
1 + α2α∗2 = In, α1α∗2 = α2α∗1 . (1.6)
Let α = (α1, α2) and let Hα be the Hamiltonian operator generated by system (1.1) subjected to αy(0) = 0, i.e.
D(Hα) = {αy(0) = 0 : y = (xT, uT)T ∈ D(H)}, Hαy = Hy, y ∈ D(Hα). (1.7)
Then, it is well known that Hα is a self-adjoint extension of h and all such self-adjoint extensions have the same essential
spectrum which is therefore called the essential spectrum of h. However, the eigenvalues below the lower bound of h will
vary for different boundary conditions.
Themain purpose of this paper is to characterize the existence and find the exact number of the eigenvalues of Hα below
the lower bound of h in case h is bounded below. Taking it into account that the Friedrichs extension has the same lower
bound of the minimal operator, we will study the Friedrichs extension of h in Section 2 and give the explicit expression
of its boundary value condition for it. To prove this, we will modify a ‘‘patching’’ method (Lemma 2.2) to generalize a
non-oscillation result (Lemma 2.3), which are of independent interest in their own right. In Section 3, we will show the
dependence of the eigenvalues of Hα on the matrix α and theM(λ)matrix of the Friedrichs extension (Theorem 3.1).
2. The Friedrichs extension
Themain result in this section is the explicit description of boundary conditions of the Friedrichs extension of theminimal
Hamiltonian operator.
Theorem 2.1. Suppose system (1.1) is in the limit point case, B(t) ≥ 0, a.e. t ≥ 0 and the pre-minimal operator h is bounded
below. Then the Friedrichs extension of h is the self-adjoint extension H0 generated by the self-adjoint problem
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Jy′ = [Q (t)+ λW (t)]y, t ∈ [0,+∞),
x(0) = 0. (2.1)
The proof of Theorem 2.1 will proceed step by step. Here is the outline. We first deal with a special case where
the potential C(t) is bounded below with respect to the weight W (t). We then manage to find a way to transform the
general case into the simpler one. The desired transformation is obtained by using a non-oscillatory solution of the system
and so we must generalize a non-oscillation result due to Rellich and Rosenberger (cf. e.g. [11, Theorem 2.3]). A crucial
approach to constructing a non-oscillatory solution is the ‘‘patching’’ method in Lemma 2.2, which can be viewed as a
singular Hamiltonian system version of a result given by Niessen and Zettl [11, Lemma 2.3] for second-order differential
expressions.
Let us start with the case where the potential is bounded below.
Lemma 2.1. If, in addition to the assumptions in Theorem 2.1, there exists a c0 > −∞ such that C(t) ≥ c0W0(t), then the
conclusion of Theorem 2.1 holds.
Proof. Without loss of generality, we may assume C(t) ≥ 0. For otherwise, we may consider Q (t)+ c0W (t) instead. Let HF
be the Friedrichs extension of the operator h. For every y0 ∈ D(HF ), there exists a sequence {yk} ⊂ D(h) such that
yk → y0 in L2W and 〈h(yk − yj), yk − yj〉 → 0, as k, j→∞.
If we denote yk = (xTk, uTk)T ∈ D(h) and xkj = xk − xj and ukj = uk − uj, then
〈h(yk − yj), yk − yj〉 =
∫ ∞
0
[x∗kjCxkj + u∗kjBukj] → 0,
and hence, from C(t) ≥ 0 and B(t) ≥ 0,∫ ∞
0
u∗kjBukj → 0
as k, j→∞. Let X0(t) be a fundamental matrix of x′ = Ax. Since xkj and ukj satisfy x′ = Ax+ Bu and xkj(0) = 0, we have∣∣xkj(t)∣∣ = ∣∣∣∣X0(t) ∫ t
0
X−10 (s)B(s)ukj(s)ds
∣∣∣∣
≤ |X0(t)|
∥∥∥∥∫ t
0
(X−10 )
∗BX−10
∥∥∥∥1/2 ∣∣∣∣∫ ∞
0
u∗kjBukj
∣∣∣∣1/2 → 0
uniformly on [0, t] for every fixed t ≥ 0 as k, j → ∞. Since yk → y0 = (xT0, uT0)T in L2W , we have xk → x0 in L2W0 and
xk(t)→ x0(t) pointwise for t ≥ 0 as k→∞, and hence x0(0) = limk→∞ xk(0) = 0.
Note that H0 is the self-adjoint extension defined by (1.7) with α1 = In and α2 = 0. The above discussion gives H0 ⊂ HF ,
and hence H∗F ⊂ H∗0 = H0. But then HF = H0 since the Friedrichs extension is self-adjoint. The proof is complete. 
Next, we introduce the ‘‘patching’’ method for singular Hamiltonian systems.
Lemma 2.2. Assume that a, b > 0, a < b. For every A ∈ Cn and every ε > 0, there exist an F ∈ L2W [a, b] and a solution
y = (xT, uT)T of Jy′ = Qy+WF satisfying
y(a) =
(
0
A
)
, y(b) =
(
0
0
)
; or y(a) =
(
0
0
)
, y(b) =
(
0
A
)
(2.2)
such that
max{‖x(t)‖; t ∈ [a, b]} < ε,
∣∣∣∣∫ b
a
u∗Bu
∣∣∣∣ < ε. (2.3)
Proof. We only prove for the case where y satisfies the first set of boundary value conditions in (2.2). Let
Φ(t) =
(
X1(t) X2(t)
U1(t) U2(t)
)
, Φ(a) =
(
In
In
)
be the fundamental matrix solution of Jy′ = Qy. If F = (f T, 0T)T is a function to be determined later such that
y(t) = Φ(t)
∫ b
t
Φ−1(s)JW (s)F(s)ds (2.4)
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is defined, then y is a solution of Jy′ = Qy+WF satisfying y(b) = 0. Since Φ∗(t)JΦ(t) ≡ J andW = diag (W0, 0), we have
Φ−1(t)J = JΦ∗(t) and
Φ−1JWF = JΦ∗WF =
(−X∗2
X∗1
)
W0f .
Then (2.4) can be rewritten as
y(t) = Φ(t)
∫ b
t
(−X∗2 (s)
X∗1 (s)
)
W0(s)f (s)ds. (2.5)
Clearly, y(a) = (0T, AT)T if and only if∫ b
a
X∗1W0f = A,
∫ b
a
X∗2W0f = 0. (2.6)
Suppose that f is given piecewise in the form
f (t) =
{
X1(t)f1, a ≤ t ≤ τ ,
X2(t)f2, τ < t ≤ b, (2.7)
where f1 = f1(τ ), f2 = f2(τ ) are n-vectors independent of t , and τ ∈ (a, b) alone will be properly chosen. Then (2.6)
becomes
(
P11(τ ) P12(τ )
P21(τ ) P22(τ )
)(
f1
f2
)
:=

∫ τ
a
X∗1W0X1
∫ b
τ
X∗1W0X2∫ τ
a
X∗2W0X1
∫ b
τ
X∗2W0X2
(f1f2
)
=
(
A
0
)
. (2.8)
It is easy to verify P(τ ) := (Pij)i,j=1,2 is invertible if τ − a > 0 is sufficiently small by the strong definiteness condition (1.5).
Since X1(0) = In and X2(0) = 0, we see
P21(τ )P−111 (τ ) =
∫ τ
a
X∗2W0X1
(∫ τ
a
X∗1W0X1
)−1
→ 0 as τ → a.
Solving (2.8) for f1 and f2, we have that
f2(τ ) = −
[∫ b
τ
X∗2W0X2 − P21P−111
∫ b
τ
X∗1W0X2
]−1
P21P−111 A→ 0, τ → a, (2.9)
and
f1(τ ) =
(∫ τ
a
X∗1W0X1
)−1 [
A−
∫ b
τ
X∗1W0X2f2(τ )
]
⇒ ‖f1(τ )‖ ≤ 2‖A‖
τ − a (2.10)
for τ sufficiently close to a. Note that (2.5) and (2.7) give the expression of y(t) as
y(t) =
(
x(t)
u(t)
)
=

Φ(t)
−
∫ τ
t
X∗2W0X1f1 −
∫ b
τ
X∗2W0X2f2∫ τ
t
X∗1W0X1f1 +
∫ b
τ
X∗1W0X2f2
 , a ≤ t ≤ τ ,
Φ(t)
−
∫ b
t
X∗2W0X2f2∫ b
t
X∗1W0X2f2
 , τ < t ≤ b.
Then
x(t) =

[
X2(t)
∫ b
t
X∗1W0X2 − X1(t)
∫ b
t
X∗2W0X2
]
f2, τ < t ≤ b,
X2(t)
[∫ τ
t
X∗1W0X1f1 +
∫ b
τ
X∗1W0X2f2
]
− X1(t)
[∫ τ
t
X∗2W0X1f1 +
∫ b
τ
X∗2W0X2f2
]
, a ≤ t ≤ τ ,
(2.11)
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u(t) =

[
U2(t)
∫ b
t
X∗1W0X2 − U1(t)
∫ b
t
X∗2W0X2
]
f2, τ ≤ t ≤ b,
U2(t)
[∫ τ
t
X∗1W0X1f1 +
∫ b
τ
X∗1W0X2f2
]
− U1(t)
[∫ τ
t
X∗2W0X1f1 +
∫ b
τ
X∗2W0X2f2
]
, a ≤ t ≤ τ .
(2.12)
For τ < t ≤ b, x(t)→ 0 in (2.11) since f2(τ )→ 0 as τ → a. For a ≤ t ≤ τ note that∥∥∥∥∫ τ
t
X∗2W0X1f1
∥∥∥∥ = O(‖X2(a+ δ)‖), 0 < δ < τ − a,∥∥∥∥∫ τ
t
X∗1W0X1f1
∥∥∥∥ = O(1)
as τ → a by (2.10). Then x(t) → 0 in (2.11) as τ → a since X2(a + δ) → 0 and f2(τ ) → 0 as τ → a. This proves that
maxa≤t≤b ‖x(t)‖ < ε for every fixed ε > 0 provided that τ − a is sufficiently small. A similar argument gives
‖u(t)‖ ≤ K , a ≤ t ≤ τ ; ‖u(t)‖ ≤ ε, τ ≤ t ≤ b (2.13)
for sufficiently small τ − a by (2.12), where K is a constant. Then∣∣∣∣∫ b
a
u∗Bu
∣∣∣∣ ≤ ∣∣∣∣(∫ τ
a
+
∫ b
τ
)
u∗Bu
∣∣∣∣ ≤ B0K(τ − a)+ B0(b− τ)ε,
where B0 = maxa≤t≤b ‖B(t)‖. Therefore (2.3) is satisfied with y(t) given in (2.5) and (2.7) as long as τ − a > 0 is small
enough. The proof of Lemma 2.2 is complete. 
Now we establish a non-oscillation result for the Hamiltonian system (1.1).
Lemma 2.3. Suppose that the pre-minimal operator h is bounded below and σ0 is the lower bound, namely,
〈hy, y〉 ≥ σ0〈y, y〉, y ∈ D(h). (2.14)
Let (XT(t, λ),UT(t, λ))T be the 2n× n matrix-valued solution of (1.1) satisfying
X(1, λ) = 0, U(1, λ) = In. (2.15)
Then for every λ < σ0, X(t, λ) is invertible in (1,+∞).
Proof. Suppose on the contrary, there exist t1 > 1 and ξ ∈ Cn, ξ 6= 0 such that X(t1, λ)ξ = 0. Set x(t) = X(t, λ)ξ ,
u(t) = U(t, λ)ξ . Then y(t) = (x(t)T, u(t)T)T satisfies
Jy′(t) = [Q (t)+ λW (t)]y(t), t ≥ 0,
y(1) =
(
0
ξ
)
, y(t1) =
(
0
U(t1, λ)ξ
)
.
(2.16)
For every fixed λ < σ0, choose s1 ∈ (0, 1), s2 > t1 and ε > 0 so that
2ε + ε2
(∫ 1
s1
+
∫ s2
t1
)
‖C(t)‖dt < (σ0 − λ)
∫ t1
1
y∗Wy. (2.17)
By Lemma 2.2, for the above ε, we find an F1 ∈ L2W [s1, 1] and a solution y1 = (xT1, u1)T to Jy′ = Qy+WF1 on [s1, 1] such that
max
s1≤t≤1
‖x1(t)‖ < ε,
∣∣∣∣∫ 1
s1
u∗1Bu1
∣∣∣∣ < ε (2.18)
and an F2 ∈ L2W [t1, s2] and a solution y2 to Jy′ = Qy+WF2 on [t1, s2] such that
max
t1≤t≤s2
‖x2(t)‖ < ε,
∣∣∣∣∫ s2
t1
u∗2Bu2
∣∣∣∣ < ε. (2.19)
Define a function y0(t) piecewise as follows
y0(t) =

0, 0 ≤ t ≤ s1 or t > s2,
y1(t), s1 < t ≤ 1,
y(t), 1 < t ≤ t1,
y2(t), t1 < t ≤ s2.
(2.20)
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Clearly, y0 ∈ D(h), Ly0 = WF0 for some F0 ∈ L2W [0,∞) and, from (2.20) and (2.16),
〈hy0, y0〉 =
∫ ∞
0
y∗0W (hy0) =
∫ s2
s1
y∗0W (hy0)
=
∫ 1
s1
[x∗1Cx1 + u∗1Bu1] +
∫ s2
t1
[x∗2Cx2 + u∗2Bu2] + λ
∫ t1
1
y∗Wy.
Then, (2.18), (2.19) and (2.17) lead to
σ0〈y0, y0〉 ≤ 2ε + ε2
(∫ 1
s1
+
∫ s2
t1
)
‖C(t)‖dt + λ
∫ t1
1
y∗Wy < σ0〈y0, y0〉,
a desired contradiction which completes the proof of Lemma 2.3. 
The following non-oscillation result for self-adjoint extensions can be similarly handled and its proof is omitted.
Lemma 2.4. Suppose that the pre-minimal operator h is bounded below. Let α = (α1, α2) satisfy (1.6) and Hα be the self-
adjoint extension of h defined in (1.7). Let X(t, λ) and U(t, λ) form a 2n× n matrix solution of (1.1) with X(0, λ) = −α∗2 and
U(0, λ) = α∗1 . If σ(Hα) ⊂ (σα,∞) for some σα ∈ R, then for every λ < σα , X(t, λ) is invertible for t ∈ (0,+∞).
Now we are in a position to construct the transformation we mentioned before. Without loss of generality, we may
assume that h is bounded below by σ0 > 0. For λ = 0 < σ0, denote X(t) := X(t, 0) and U(t) := U(t, 0) satisfying (1.1) and
(2.15). Then X−1(t) exists for t > 1 by Lemma 2.3. Set TX : y 7→ yˆ := (zT, vT)T by{
z = X−1(2)x, v = −U∗(2)x+ X∗(2)u, 0 ≤ t < 2,
z = X−1(t)x, v = −U∗(t)x+ X∗(t)u, t ≥ 2. (2.21)
Noting that λ = 0 and X(t),U(t) satisfy{
X ′(t) = A(t)X(t)+ B(t)U(t), X(1) = 0,
U ′(t) = C(t)X(t)− A∗(t)U(t), U(1) = In, (2.22)
we see that X∗(t)U(t) is Hermitian since
X∗(t)U(t) =
∫ t
1
[X∗(t)C(t)X(t)+ U∗(t)B(t)U(t)]dt, t ≥ 0.
To save notations, we still denote the coefficients in (2.21) that are constant on [0, 2) by X(t) and U(t), and then (2.21)
becomes yˆ = TXy and
yˆ(t) =
(
X−1(t) 0
−U∗(t) X∗(t)
)
y(t) =: Ψ (t)y(t). (2.23)
It is easy to see that the matrix Ψ (t) in (2.21) is invertible for all t ≥ 0.
To derive the Hamiltonian system for yˆ, pick up a y ∈ D(H) and set yˆ = TXy. For t ∈ [0, 2), (1.1) together with (2.23)
gives
J yˆ′ = JΨ y′ = −JΨ J(Qy+Wf ) = −JΨ JQΨ−1yˆ− JΨ JWf .
For t ≥ 2, it follows from system (1.1), (2.22) and (2.23) that
J yˆ′ = JΨ ′y− JΨ J(Qy+Wf ) = J(Ψ ′Ψ−1 − Ψ JQΨ−1)yˆ− JΨ JWf .
Thus, if we write
L̂y := J yˆ′ − Q̂ ŷ = λŴ ŷ, Q̂ =
(−Ĉ Â∗
Â B̂
)
, Ŵ =
(
Ŵ0
0
)
, (2.24)
then, with some manipulation, we have
Â(t) =
{
X−1AX + X−1BU, t ∈ [0, 2),
0, t ≥ 2,
B̂(t) = X−1B(X−1)∗, Ŵ0 = X∗W0X,
Ĉ(t) =
{
X∗CX − U∗AX − X∗A∗U − U∗BU, t ∈ [0, 2),
0, t ≥ 2.
(2.25)
Let ĥ (resp. Ĥ) be the pre-minimal (resp. maximal) operator of (2.24) defined by
ĥ̂y = f̂ , ŷ ∈ D(̂h) = {̂y ∈ AC0 : ∃̂f ∈ L2Ŵ , L̂̂y = Ŵ f̂ },
Ĥŷ = f̂ , ŷ ∈ D(Ĥ) = {̂y ∈ L2Ŵ ∩ ACloc(R+) : ∃̂f ∈ L2Ŵ , L̂̂y = Ŵ f̂ }.
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Then the above discussion gives
Lemma 2.5. Suppose that h is bounded below by σ0 > 0 and TX is defined in (2.23). Then y ∈ D(h) ⇔ TXy ∈ D(̂h),
y ∈ D(H)⇔ TXy ∈ D(Ĥ), and
ĥTXy =
(
X−1 0
0 0
)
hy, ĤTXy =
(
X−1 0
0 0
)
Hy. (2.26)
Furthermore, we have the following relationships between these operators.
Lemma 2.6. Let y ∈ D(H), yk ∈ D(h) and ŷ = TXy, ŷk = TXyk. Then
(1) yk → y in L2W ⇔ ŷk → ŷ in L2Ŵ ;
(2) 〈h(yk − yj), yk − yj〉 → 0⇔ 〈h(̂yk − ŷj), ŷk − ŷj〉 → 0, k, j→∞;
(3) The deficiency indices of H and Ĥ equal to each other;
(4) The lower bound of the essential spectrum of ĥ is the same as that of h.
Proof. All the conclusions follow from
〈 ŷ, ŷ 〉 =
∫ ∞
0
ŷ∗Ŵ ŷ =
∫ ∞
0
y∗Wy = 〈y, y〉, y ∈ D(H), ŷ(= TXy) ∈ D(Ĥ)
and
〈 ĥ̂y, ŷ 〉 =
∫ ∞
0
ŷ∗Ŵ ĥ̂y =
∫ ∞
0
y∗T ∗X
(
X∗W0X 0
0 0
)(
X−1 0
0 0
)
hy
=
∫ ∞
0
y∗
(
W0 0
0 0
)
hy = 〈hy, y〉
by (2.23) and (2.26). This completes the proof of Lemma 2.6. 
Now we give the proof of Theorem 2.1.
The proof of Theorem 2.1. Let y = (xT, uT)T ∈ D(HF ). Then there exist a sequence {yk} ⊂ D(h) such that yj → y in L2W and
〈h(yj − yk), yj − yk〉 → 0 as j, k→∞. Set yˆ = TXy = (xˆT uˆT)T, yˆk = TXyk as in (2.23). By Lemma 2.6, yˆk ∈ D(hˆ), yˆk → yˆ in
L2
Ŵ
and 〈hˆ(yˆj − yˆk), yˆj − yˆk〉 → 0 as j, k→∞. The operator defined by ĤF yˆ = TXHFy is the Friedrichs extension of hˆ. Since
Ĉ has a compact support, it is bounded below with respect to Ŵ . Now Lemma 2.1 applies to this situation and gives that
ĤF = Ĥ0, i.e. xˆ(0) = 0, which implies x(0) = 0 in view of xˆ(0) = X−1(2)x(0). This completes the proof of Theorem 2.1. 
3. Eigenvalues below the lower bound of h
In this section, we always assume that (1.1) is in the limit point case, the pre-minimal operator h is bounded below by
the lower bound σ0, and the strong definiteness condition (1.5) holds. Let α1 and α2 be n × nmatrices satisfying (1.6) and
Hα be a self-adjoint extension defined in (1.7). Let θ(t, α, λ), φ(t, α, λ) be 2n× nmatrix solutions of system (1.1) satisfying
θ(0, α, λ) =
(
α∗1
α∗2
)
, φ(0, α, λ) =
(−α∗2
α∗1
)
. (3.1)
It is known [7, Theorem 5.1] that for λ ∈ C, Im λ 6= 0, there exists a unique n × n matrix M(α, λ) such that M(α, λ) =
M∗(α, λ¯) and
χ(t, α, λ) := θ(t, α, λ)+ φ(t, α, λ)M(α, λ) ∈ L2W . (3.2)
We have taken it for granted that by an L2W matrixwemean amatrix with L
2
W column vectors. Recall that by Theorem 2.1, the
Friedrichs extension HF = H0 of h corresponds to the boundary condition α = (In, 0) =: α0 andM0(λ) is the corresponding
Titchmarsh–WeylM(λ)matrix of H0.
In this section, we will characterize the eigenvalues of Hα to the left of σ0 and to do this, we need some lemmas on
asymptotic properties ofM0(λ).
The following result for singular Hamiltonian systems is due to Hinton and Shaw [5,6].
Lemma 3.1 ([5, Theorem 2.1]). Suppose that (1.1) is in the limit point case and M(α, λ) is defined in (3.2). Then µ 6∈ σ(Hα) if
and only if M(α, λ) is analytic at λ = µ.
To start with, we prove the monotonicity ofM0(λ) on (−∞, σ0).
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Lemma 3.2. For every µ ∈ (−∞, σ0), χ(·, α0, µ) ∈ D(H) and
M ′0(µ) =
∫ ∞
0
χ∗(s, α0, µ)W (s)χ(s, α0, µ)ds > 0. (3.3)
Proof. Since the Friedrichs extension HF = H0 and h have the same lower bound, we get σ(H0) ⊂ [σ0,∞). Then, by
Lemma 3.1,M0(λ) is analytic at µ for every µ ∈ (−∞, σ0). On the other hand, (1.1) is limit point at∞ if and only if
y∗1(t)Jy2(t)→ 0 as t →∞, y1, y2 ∈ D(H). (3.4)
Set λ = µ+ iν with µ < σ0 and ν 6= 0. Then by (3.2), χ(·, α0, µ) ∈ D(H) and, by (3.1), χ(t, α0, µ) satisfies (1.1) with the
initial value
χ(0, α0, λ) = α∗0 + Jα∗0M0(λ) =
(
In
M0(λ)
)
.
Then from (3.4) it follows that
χ∗(t, α0, λ)Jχ(t, α0, λ) = χ∗(0, α0, λ)Jχ(0, α0, λ)+ 2iν
∫ t
0
χ∗Wχ
= M∗0 (λ)−M0(λ)+ 2iν
∫ t
0
χ∗Wχ → 0, t →∞, (3.5)
and hence, in view ofM∗0 (λ) = M0(λ¯) and (3.5),
1
2iν
[M0(µ+ iν)−M0(µ− iν)] =
∫ ∞
0
χ∗Wχ. (3.6)
Noting that as ν → 0, the left-hand side of (3.6) tends to M ′0(µ) by the smoothness of M0(λ) and χ(t, α0, µ + iν) →
χ(t, α0, µ) uniformly for µ ∈ [0,N] as ν → 0, we have
M ′0(µ) ≥ lim
ν→0
∫ N
0
χ∗Wχ =
∫ N
0
χ∗(s, α0, µ)W (s)χ(s, α0, µ)ds.
Thus, χ(t, α0, µ) ∈ L2W and χ(·, α0, µ) ∈ D(H) since it is a matrix-valued solution of system (1.1). Letting ν → 0 in (3.6)
and using (1.5), we have (3.3). The proof of Lemma 3.2 is complete. 
The following two lemmas will indicate the semi-boundedness of the self-adjoint extension Hα and the dependence of
its eigenvalues that possibly occur in (−∞, σ0) on the matricesM0(λ) and α.
Lemma 3.3. A real number µ < σ0 is a k-multiple eigenvalue of Hα if and only if
rank(α1 + α2M0(µ)) = n− k.
Proof. Since (1.1) is limit point at∞, we see k ≤ n. From (3.2), the n columns of χ(t, α0, µ) are linearly independent L2W -
solutions of (1.1) at λ = µ < σ0 and every eigenfunction y of Hα at λ = µ is a linear combination of them. Then, at t = 0,
we get αy(0) = αχ(0, α0, µ)η for some 0 6= η ∈ Cn which is unique. Thus, µ is a k-multiple eigenvalue of Hα if and only
if the null space of αχ(0, α0, µ) = α1 + α2M0(µ), denoted by N(µ), is a k-dimensional subspace of Cn. This completes the
proof. 
Lemma 3.4. The self-adjoint extension Hα has at most n eigenvalues (multiplicity included) in (−∞, σ0). More accurately,
for µ < σ0, the number of eigenvalues of Hα in (−∞, µ) is less than or equal to the number of positive eigenvalues of
A(µ) := [α1 + α2M0(µ)]α∗2 .
Proof. If y is an eigenfunction corresponding to the eigenvalue µ0 < µ of Hα , then, from αy(0) = 0 and αJα∗ = 0, y(0) is
in the range of Jα∗, and hence there exists a unique 0 6= ξ ∈ Cn such that y(0) = Jα∗ξ in view of rank Jα∗ = n. On the other
hand, since y(0) = χ(0, α0, µ0)η for a unique η, we know Jα∗ξ = χ(0, α0, µ0)η. So, η = −α∗2ξ and α∗1ξ = M0(µ0)η, and
hence η 6= 0. For otherwise, α∗ξ = 0 would imply ξ = 0 since rankα = n. As a result, the mapping ξ 7→ η is one-to-one
from a subspace V of Range (Jα∗) toN(µ0). Clearly, themultiplicity ofµ0 is equal to k if and only if dim V = dimN(µ0) = k.
For ξ ∈ V , ξ 6= 0, let f (µ) = ξ ∗A(µ)ξ . From Lemmas 3.3 and 3.2, we know
f (µ0) = 0, f ′(µ) = ξ ∗α2M ′0(µ)α∗2ξ > 0, µ ∈ (µ0, σ0),
and hence, ξ ∗A(µ)ξ > 0 for all µ ∈ (µ0, σ0) and all 0 6= ξ ∈ V . Therefore, A(µ) has at least k positive eigenvalues for
σ0 > µ > µ0.
Since A(µ) has at most n positive eigenvalues, we know that Hα has at most finite eigenvalues (multiplicity counted) in
(−∞, µ) and, in addition, the number of these eigenvalues is bounded above by the number of positive eigenvalues of A(µ).
The proof of Lemma 3.4 is complete. 
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A closer examination of the asymptotic behavior of M0(λ) at −∞ gives the next result due to Gesztesy and
Tsekanovskii [3].
Lemma 3.5 ([3, Theorem 7.4]). Suppose that system (1.1) is in the limit point case, B(t) ≥ 0, a.e. t ≥ 0 and the pre-minimal
operator h is bounded below by the lower boundσ0. If the strong definiteness condition (1.5) holds, thenM0(λ) is strictly increasing
in λ ∈ (−∞, σ0) and M0(λ)→−∞ as λ→−∞.
We see that Lemma 3.4 only gives an upper bound of the number kα of eigenvalues of Hα in (−∞, σ0). However,
Lemma 3.5 enables us to obtain the exact number kα and this is our main result in this paper.
Theorem 3.1. Suppose that (1.1) is in the limit point case, B(t) ≥ 0, a.e. t ≥ 0 and the strong definiteness condition (1.5) is
fulfilled. Suppose the associated pre-minimal operator h is bounded below by the lower bound σ0. Let α = (α1, α2) satisfy (1.6)
and Hα be defined by (1.7). Then σ(Hα) ∩ (−∞, σ0) contains at most n points which are eigenvalues of Hα . Moreover,
(i) µ ∈ (−∞, σ0) is a k-multiple eigenvalue of Hα if and only if
rank(α1 + α2M0(µ)) = n− k,
(ii) For every µ < σ0, the number of eigenvalues of Hα in (−∞, µ) equals the number of positive eigenvalues of the matrix
A(µ) = [α1 + α2M0(µ)]α∗2 .
Proof. By Lemmas 3.3 and 3.4we need only to prove (ii). It suffices to show that if A(µ) has k positive eigenvalues atµ < σ0,
then Hα has at least k eigenvalues in (−∞, µ). As in the proof of Lemma 3.4, we need only to prove that there exists a k-
dimensional subspace V of Range (Jα∗) such that for every ξ ∈ V , there exists a λ ∈ (−∞, µ), A(λ)ξ = 0. This clearly
follows from ξ ∗A(s)ξ > 0 for µ < s < σ0 and M0(s) → −∞ as s → −∞ by Lemma 3.5. The proof of Theorem 3.1 is
complete. 
To illustrate the scope of our results, let us consider the second-order scalar differential equation
y′′ = (q(t)− λ)y, (3.7)
where q(t) is a real locally integrable function on [0,∞). The following result is due to H. Weyl.
Theorem 3.2 (cf. [4, Theorem 10.3.3]). Suppose q(t) ≥ q0, t ≥ 0. Let σ(θ) be the spectrum of (3.7) subject to sin θy(0) −
cos θy′(0) = 0. Then σ(θ) ∩ (−∞, q0) contains at most one point which is an eigenvalue. Moreover, if 0 < θ < pi/2 or
pi < θ < 3pi/2, then σ(θ) ∩ (−∞, q0) = ∅.
Theorem 3.1 provides more information of σ(θ) even in this special case. In fact, Theorem 3.2 is an immediate
consequence of the following corollary of Theorem 3.1.
Corollary 3.1. If the assumptions in Theorem 3.2 hold, then σ(θ)∩(−∞, q0) consists of atmost one point which is an eigenvalue.
Moreover, there is a θ0 ∈ (−pi/2, 0] such that σ(θ) has an eigenvalue in (−∞, q0) if and only if θ ∈ (−pi/2, θ0)(mod pi).
Proof. Eq. (3.7) is equivalent to the Hamiltonian system (1.1), where Q (t) = diag (−q(t), 0) andW (t) = diag (1, 0). Let H
be the associated maximal operator given in (1.4). By Theorem 2.1 in [12], (3.7) is in the strong limit point case, namely, for
every y ∈ D(H), y¯(t)y′(t)→ 0 as t →∞. Letm0(λ) be the correspondingm(λ) function for θ = pi/2. If for λ < q0 and y is
a solution of (3.7) satisfying y(0) = 1, y′(0) = m0(λ), then
m0(λ) = −
∫ ∞
0
[
(q− λ)|y|2 + |y′|2] < 0.
Lemma 3.2 guarantees the existence of the limitm(q0) = limµ→q0−0m0(µ) ≤ 0. Set θ0 = arctanm(q0). Clearly,−pi/2 <
θ0 ≤ 0. By Theorem 3.1, an eigenvalue falls in (−∞, q0)⇔ − cos θ(sin θ − m(q0) cos θ) > 0⇔ m(q0) > tan θ ⇔ θ < θ0
for θ ∈ (−pi/2, pi/2)(mod pi ). The proof is complete. 
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