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Kurzfassung
Schweißnahtfehler wie beispielsweise Spritzer, Bindefehler und Nahtunregelmäßigkeiten beim
Metall-Schutzgasschweißen resultieren aus einem nicht optimal eingestellten Prozess oder
aus Schwankungen der Prozessrandbedingungen, wie der Werkstoffzusammensetzung, der
Nahtvorbereitung, der Positionierung sowie aus Schwankungen der elektrischen Kenngrößen.
Die Folgen sind Ausschuss oder kostenintensive Nacharbeiten. Um dem entgegenzuwirken,
werden Systeme zur Prozessüberwachung und zur Prozessregelung eingesetzt, die über
Sensorsysteme maschinenlesbare Informationen über den aktuellen Prozesszustand zur
Verfügung stellen.
Bisherige Ansätze der Prozesskontrolle lassen sich nach ihrer Positionierung hinsichtlich
des eigentlichen Prozessgeschehens in Pre-, Post- und In-situ-Methoden unterteilen. Das Ziel
dieser Arbeit ist es, die bisherigen Möglichkeiten von In-situ-Sensorik-Systemen zu erweitern
und diese zur Prozessregelung nutzbar zu machen. Hierzu werden Verfahren betrachtet,
welche die Bildauswertung zur Informationsgewinnung beim Metall-Schutzgasschweißen
einsetzen.
Neben einleitenden und abschließenden Kapiteln gliedert sich die Arbeit in zwei Hauptteile:
In den Kapiteln 4 und 5 wird die Bildauswertung als Hilfsmittel der Inline-Sensorik benutzt,
indem Ereignisse des Prozessgeschehens (ofﬂine) detektiert und mit aufgenommenen tran-
sienten Daten verglichen werden. Dazu wird der Prozess mit einer Bilderfassungsrate von
bis zu 20000 Hertz aufgenommen und nachträglich analysiert. Dabei kann gezeigt werden,
dass die Tropfenablösung im Impulsprozess einer eindeutigen Signalcharakteristik des Span-
nungssignals zugeordnet werden kann; aber auch die Länge des freien Drahtendes kann in
Hochgeschwindigkeitsaufnahmen detektiert und auf die transienten Daten abgebildet werden.
Ebenso können mit diesen zeitlich hochaufgelösten Aufnahmen Tropfencharakteristiken, wie
der Umfang sowie die Flugbahn und -geschwindigkeit des Tropfens, ermittelt werden.
Im darauffolgenden Teil der Arbeit wird die Bildauswertung direkt als Komponente der
Inline-Sensorik behandelt. Hier ist das Ziel, aus dem Schmelzbad gewonnene Informationen
direkt zur Prozessüberwachung und -regelung zur Verfügung zu stellen. Dazu wird in den
Kapiteln 6 und 7 detailliert beschrieben, inwieweit und mit welchen Methoden Merkmale
aus Bildern erkannt und ausgewertet werden können. Die Algorithmen zur Auswertung sind
dabei so gewählt, dass eine praxistaugliche Bildaufnahme- und Bildauswerterate erreicht
werden kann. Bei den untersuchten Merkmalen handelt es sich um die Drahtelektrode, die
Fuge, den Lichtbogen und das Schmelzbad. Aus diesen Objekten können Informationen über
eine Brennerfehlpositionierung im Verhältnis zur Fuge, das Lichtbogenverhalten sowie die
Schmelzbadbreite gewonnen werden. Eine nachträgliche Daten- und Schweißnahtanalyse
gibt außerdem Aufschluss über die Auswirkungen von Fehlpositionierungen.
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Abstract
Weld defects, such as spatters, incomplete fusion and weld anomalies in gas-metal arc
welding result from a process which has not been optimally set or from variations of the
process boundary conditions, for example, from the material composition, the weld prepa-
ration, the positioning and also from variations of the electrical parameters. The consequences
are welding rejects or expensive weld ﬁnishing work. In order to counteract this, systems
for process monitoring and process control are applied which provide machine-readable
information about the actual state of the process via sensor systems.
Previous approaches of process control were differentiated with regard to their positioning
in the actual process into pre-, post- and in-situ methods. The aim of this work is to expand the
hitherto existing possibilities of in-situ sensor systems and to utilise them for process control.
In this work, methods are described which use image evaluation for information acquisition in
gas-metal arc welding.
To this end, the work is, besides introducing and concluding chapters, divided into two
main parts: In the chapters 4 and 5, image evaluation as a means of inline sensor systems
is used while events occurring during the process (ofﬂine) are detected and compared with
recorded transient data. In doing so, the process is recorded with an image acquisition rate of
up to 20000 Hertz and subsequently analysed. Here, it can be demonstrated that the droplet
detachment in the pulsed process can be assigned to a clear characteristic of the voltage
signal; but also the length of the wire stick-out can be detected in high-speed recordings
and mapped onto the transient data. It is also possible to determine drop characteristics,
such as the circumference or the trajectory and speed of the droplet, by means of these
high-resolution recordings.
In the next part of the work, image evaluation is treated directly as a component of inline
sensor systems. Here, it is the aim to provide information which has been acquired from the
molten pool directly for process monitoring and control. Chapters 6 and 7 give a detailed
description of the methods which are used for detecting and evaluating the characteristics
from images and also of the extent to which this is possible. The algorithms for the evaluation
have, at that, been chosen in a way that a practical image acquisition and image evaluation
rate can be obtained. The investigated characteristics are the wire electrode, the groove, the
arc and the molten pool. From these objects, information about incorrect positioning of the
torch in relation to the groove, the arc behaviour and the molten pool width can be obtained. A
subsequent data and weld seam analysis also gives information about the effects of incorrect
positioning.
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1 Motivation
Die Fügetechnik ist in nahezu allen Bereichen der metallverarbeitenden Industrie unverzicht-
bar, um aus Einzelteilen Produkte zu fertigen.
Aus einer vom Deutschen Verband für Schweißen und verwandte Verfahren e.V. (DVS)
im Jahr 2013 in Auftrag gegebenen Studie, basierend auf Zahlen aus dem Jahr 2011, geht
hervor, dass „sich der Gesamteffekt der Wertschöpfung aus der Produktion und Anwendung
von FTB-Technik1 in Deutschland auf knapp 23 Mrd. e“ belief. Zum Vergleich wird genannt,
dass dies immerhin „knapp 4 % der Wertschöpfung im Produzierenden Gewerbe (ohne
Bau)“ oder, bezogen auf die Anzahl der Beschäftigten, einem Anteil von 5 % entsprach [1].
Zu den stoffschlüssigen Fügeverbindungen gehört das Schweißen. Das Metall-Schutzgas-
schweißen (MSG-Schweißen) ist das in der Praxis am meisten eingesetzte Schweißverfah-
ren. In der schweißtechnischen Fertigung wird das MSG-Schweißverfahren aufgrund seiner
vielseitigen Einsatzmöglichkeiten, seiner Wirtschaftlichkeit und seines hohen Automatisie-
rungsgrades genutzt. Neben der Großserienfertigung, wie zum Beispiel im Automobilbau,
kommt das MSG-Schweißverfahren durch die geringen Investitionskosten auch in kleinen
und mittleren Unternehmen zum Einsatz.
Dabei spielt die Schweißnahtgüte in der Praxis eine große Rolle. Zur Klassiﬁkation und
Bewertung von Unregelmäßigkeiten an metallischen Werkstoffen beim Schmelzschweißen
gelten die DIN EN ISO 6520-1 [2] beziehungsweise die DIN EN ISO 5817 [3]. Von besonde-
rem Interesse bezüglich eines Einsatzes optischer Sensoren im Hinblick auf die Anwendung
analytischer Methoden der Bildauswertung zur Prozesskontrolle beim Schweißen ist hierbei
die unter [2] bezeichnete Gruppe Nr. 5 der Form- und Maßabweichungen. Bis auf wenige,
die Schweißnahtdicke betreffende Ausnahmen, können diese Unregelmäßigkeiten mit rein
visuellen Prüfverfahren erkannt werden. Im Folgenden verweist der Ausdruck „Nahtunre-
gelmäßigkeit“ auf eine Unregelmäßigkeit der oben genannten Gruppe, sofern nicht anders
angegeben.
Die Gründe für diese Arten von Nahtunregelmäßigkeiten können in den Prozesseinstel-
lungen liegen, wie im DVS-Merkblatt 0912 beschrieben wird [4]. Hier wird der Einﬂuss der
Schweißspannung, des Drahtelektrodenvorschubes und der Schweißgeschwindigkeit auf die
Nahtgeometrie aufgezeigt. Neben diesen Parametern müssen beim Impulslichtbogenschwei-
ßen die prozessspeziﬁschen Einstellungen des Pulsverlaufes vorgenommen werden. Eine
Zusammenfassung der genannten Zusammenhänge sowie Einstellhilfen von Prozessparame-
tern liefern beispielsweise die Unterlagen der Gesellschaft für Schweißtechnik international,
Schweißtechnische Lehr-und Versuchsanstalt (GSI SLV) [5]. Hier wird allerdings auch darauf
hingewiesen, dass Expertenwissen zur Einstellung eines guten Prozesses obligatorisch ist:
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„Der gut ausgebildete Schweißer stellt seinen Lichtbogen nach dem Gehör und
dem was er sieht ein. Der Werkstoffübergang muss stimmen und der Lichtbogen
muss die richtige Länge haben.“ [5]
Weiterhin wird geschrieben:
„Selbst wenn Messgeräte vorhanden sind, kann die Übertragung von Messwerten
[...] problematisch sein, wenn z.B. unterschiedlich lange Schlauchpakete und
Werkstückkabel verwendet werden.“ [5]
Diese Aussagen erklären die Problematik des zeit- und kostenintensiven Einrichtvorganges
eines automatisierten Schweißprozesses bei Produktwechsel. Hier müssen in der Regel
Versuchsreihen mit Schweißungen an Prototypen durchgeführt werden, bis der Prozess der
Aufgabe gemäß optimal eingestellt ist und die Serienfertigung beginnen kann.
Ein weiterer Grund für das Auftreten von Nahtunregelmäßigkeiten kann in der Positionie-
rung des Brenners zum Werkstück liegen. Diese Positionierung spielt beim automatisierten
MSG-Schweißen eine große Rolle, da sie einen direkten Einﬂuss auf den Massentransport
des eingebrachten Zusatzmaterials und die Wärmeeinbringung in das Werkstück hat. Eine
praxisnahe Lösung ist der Einsatz von Spannvorrichtungen und Positioniereinrichtungen.
Allerdings müssen auch diese bauteilspeziﬁsch angepasst werden, wodurch sich die gleichen
Probleme bei Einzel- oder Kleinserienfertigungen ergeben wie beim Einrichtvorgang.
Der Einsatz von Sensoren zur Überwachung des Schweißprozesses ist eine gängige Alter-
native, um beim Auftreten von Störungen regelungstechnisch einzugreifen. Dabei rücken die
optischen Sensoren aufgrund ihrer Flexibilität mehr und mehr in den Fokus der Entwicklungen.
Das leistungsfähigste optische Sensorsystem ist die Kombinationen von Augen und Gehirn.
Gegenfurtner et al. beschreiben, wie der Mensch Objekte anhand einer Vielzahl von Informa-
tionen wahrnehmen und kategorisieren kann. Neben Form und Farbe beurteilt der Mensch
beispielsweise anhand von Kontrasten, dem Kontext eines Objektes zum Gesamtbild und
aufgrund von Erfahrungen [6]. Auch wenn die spektrale Empﬁndlichkeit und die Auﬂösung
des menschlichen Auges nicht an moderne Sensorsysteme heranreichen, ist die menschliche
visuelle Wahrnehmung mit einer Informationsverarbeitungszeit für komplexe Aufgaben („Ist
auf diesem Bild ein Tier enthalten?“) von nur 70-100 ms optischen Sensorsystemen weit
voraus [6].
Nichtsdestotrotz gibt es viele Einsatzgebiete für optische Sensorsysteme, die der Mensch
nicht abdecken kann. Dazu gehören unzumutbare oder gesundheitlich belastende Tätigkei-
ten, solche, die eine schnelle Reaktion oder Interaktion mit anderen Systemkomponenten
erfordern sowie Einsatzgebiete, die außerhalb der menschlichen Wahrnehmung liegen. Diese
Gegebenheiten treten gerade beim Schweißen häuﬁg ein. Aus diesem Grund, und weil die
Technik in optischen Sensorsystemen es zulässt, rücken diese in der Schweißtechnik immer
3weiter ins Zentrum der Aufmerksamkeit. Einen Überblick über den aktuellen Stand der Technik
und Forschung sowie die Einordnung der Arbeiten bezüglich aktueller Forschungsprojekte
gibt das folgende Kapitel 2.
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2 Stand der Technik und Forschung
2.1 Metall-Schutzgasschweißen
Schweißverfahren lassen sich je nach Grundwerkstoff in das Schweißen von Metallen, das
Schweißen von Kunststoffen und das Schweißen von anderen Werkstoffen oder Werkstoff-
kombinationen einteilen. Diese Einteilung wird zwar lediglich in der zurückgezogenen DIN
1910-1 getroffen, hat aber für die weitere Gliederung von Schweißverfahren weiterhin Bestand
[7].
Die Einteilung von Metall-Schweißprozessen regelt die DIN 1910-100 [8]. Die Systematik
vom Metall-Schweißen bis zum Metall-Schutzgasschweißen ist in Abbildung 2.1 gezeigt. Beim
Metall-Schweißen wird zunächst zwischen Press- und Schmelzschweißen unterschieden. In
der Gruppe der Schmelzschweißverfahren wird dann nach Art des Energieträgers klassiﬁ-
ziert. Zu der Klasse der Schweißverfahren mit elektrischer Gasentladung gehört lediglich
das Lichtbogenschweißen. Die Anfänge des Lichtbogenschweißens machte Bernardos mit
seinem Patent zum Lichtbogenschweißen mit Kohleelektroden [9]. Es folgten Patente zum
Abbildung 2.1: Überbegriffe des Metall-Schutzgasschweißens nach DIN 1910-100 [8]
Figure 2.1: Hypernyms of gas metal arc welding in accordance with DIN 1910-100 [8]
Lichtbogenschweißen mit Metallstab (1891) sowie schließlich zum Schweißen mit einer Draht-
fördereinheit (1935) [10] [11]. Das Schutzgasschweißen ist aus dem Lichtbogenschweißen
durch das Zuführen eines Gases zum Schutz des Lichtbogens und des Schmelzbades vor
der Atmosphäre entstanden. Die im Jahr 1953 unter dem Namen Shielded Inert Gas Metal
Arc-Schweißen, kurz S.I.G.M.A.-Schweißen bekannt gewordene Variante ist der Vorläufer
des heutigen Metall-Inertgasschweißens (MIG-Schweißen); kurz darauf folgt das Schweißen
mit CO2 als Schutzgas, welches die erste Variante des Metall-Aktivgasschweißens (MAG-
Schweißen) darstellte. Zu den MSG-Schweißverfahren gehört außerdem noch das Elek-
trogasschweißen, was in dieser Arbeit nicht betrachtet wird. Zusammenfassend werden
MIG/MAG-Schweißverfahren hier daher häuﬁg auch als MSG-Schweißverfahren bezeichnet.
Das MSG-Schweißen hat bis heute an Bedeutung gewonnen. Laut Bericht Trends in der
Fügetechnik hielt das Lichtbogenschweißen im Jahr 2009 gegenüber anderen Schweißver-
fahren weiterhin einen Großteil der Marktanteile [12]. Innerhalb des Lichtbogenschweißens
haben sich MIG/MAG-Verfahren gegenüber allen anderen Verfahren weit abgesetzt, wie
die Recherche zum Forschungsprojekt Lichtbogenschweißen - Physik und Werkzeug zeigte
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[13]. Demnach hielt es 2003 einen Marktanteil innerhalb der Lichtbogenschweißanlagen von
über 50 % mit steigender Tendenz. Im folgenden Abschnitt wird das MSG-Schweißverfahren
genauer betrachtet.
2.1.1 Verfahrensprinzip und Varianten des Metall-Schutzgasschweißens
Beim MSG-Schweißen brennt ein Lichtbogen zwischen einer kontinuierlich geförderten
Drahtelektrode und dem Werkstück. Dies geschieht durch Stromkontaktierung des Drahtes
durch das Kontaktrohr im Brenner. Die Drahtelektrode ist dabei im Gegensatz zum Wolfram-
Inertgasschweißen (WIG-Schweißen) positiv gepolt, um das Aufschmelzen des Drahtes zu
fördern. In ﬂüssiger Form gelangt der aufgeschmolzene Draht dann in das werkstückseitige
Schmelzbad. Eine Schutzgasglocke verhindert, dass das ﬂüssige Material mit der Atmosphäre
reagiert. Der Schweißbrenner muss daher neben dem Kontaktrohr eine Gasdüse enthalten.
Zudem sind viele Brenner wassergekühlt, um Überhitzung zu vermeiden. Details zum MSG-
Schweißen sind bei Reisgen und Stein zu ﬁnden [14].
Schweißstromquellen für das vollmechanisierte Schweißen umfassen dementsprechend
neben dem Transformator eine Kühlwasserkontrolle sowie eine Schutzgassteuerung. Des-
weiteren sind sie mit einer Drahtvorschubeinheit verbunden. Die Steuerschaltung regelt
den Strom-, Gas- und Kühlwasserﬂuss sowie den Drahtvorschub während des Schweißens.
Abbildung 2.2 zeigt den schematischen Aufbau einer solchen Anlage.
Abbildung 2.2: Skizze einer vollmechanisierten MSG-Schweißanlage
Figure 2.2: Sketch of a fully mechanised gas metal arc welding machine
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Das MSG-Schweißen kann je nach Art des eingestellten Lichtbogens in verschiedene
Prozessvarianten eingeteilt werden [8]; diese sind in Tabelle 2.1 dargestellt.
Tabelle 2.1: Prozessvarianten des MSG-Schweißens nach DIN 1910-100 [8]
Table 2.1: Process variants of gas metal arc welding processes in accordance with DIN
1910-100 [8]
Benennung Werkstoffübergang und zeitliche Folge
Kurzlichtbogen nur im Kurzschluss, gleichmäßig, feintropﬁg
Übergangslichtbogen nur im Kurzschluss, teils kurzschlussfrei, fein- bis grob-
tropﬁg
Sprühlichtbogen praktisch kurzschlussfrei, gleichmäßig, fein- bis feinst-
tropﬁg
Langlichtbogen unregelmäßig im Kurzschluss, grobtropﬁg
Impulslichtbogen praktisch kurzschlussfrei, gleichmäßig im Takt der Im-
pulsfrequenz gesteuert, feintropﬁg
Die Ausbildung des Lichtbogens ist abhängig von den eingestellten Parametern (Schweiß-
strom beziehungsweise Schweißspannung und Drahtvorschub) sowie dem verwendeten
Schutzgas. Nicht aufgeführt ist der rotierende Lichtbogen, welcher aus dem Sprühlichtbogen
durch Erhöhung der Leistung entsteht. Ausführliche Beschreibungen der Lichtbogenausprä-
gungen sind bei Reisgen und Stein zu ﬁnden [14].
Aktuelle Forschungsaktivitäten im Bereich der Lichtbogenschweißprozesse zielen auf die
Verbesserung des Tropfenüberganges durch digitale Regelung. Ein Beispiel hierzu ist das
Cold Metal Transfer-Verfahren (CMT-Verfahren) der Firma Fronius. Hierbei handelt es sich
um einen modiﬁzierten Kurzlichtbogenprozess, bei welchem die Drahtelektrode im Kurz-
schluss zurückgezogen wird. Details zum Verfahren und zur Regelung sind bei Bruckner
und Himmelbauer zu ﬁnden [15]. Eine weitere bekannte Verfahrensvariante des Kurzlicht-
bogenprozesses ist der coldArc-Prozess der Firma EWM Hightec Welding GmbH, welcher
bei Goecke beschrieben wird [16]. Aber auch bei Sprühlichtbogen- oder Impulslichtbogen-
Prozessen hat die digitale Regelung zu immer neuen Modiﬁkationen geführt. Eine Übersicht
über diese Prozessvarianten gibt Cramer et al. [17].
2.1.2 Automatisierungsgrade, Überwachung und Regelung
Deﬁnitionen und Einordnung
Die Deﬁnitionen eines automatisierten Schweißprozesses sind nicht einheitlich. In DIN
1910-100 werden verschiedene Grade des mechanisierten Schweißens danach unterschie-
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den, inwieweit der Schweißer selbst in den Prozess eingreift. Abbildung 2.3 stellt die in DIN
1910-100 getroffene Kategorisierung zusammengefasst dar [8].
Abbildung 2.3: Automatisierungsgrade nach 1910-100 [8]
Figure 2.3: Automation levels in accordance with 1910-100 [8]
Demnach tritt automatisiertes Schweißen beziehungsweise Roboterschweißen nur bei
Serienfertigung im Sinne von Fertigungsstraßen auf. Die in dieser Arbeit benutzten Verfahren
gehören somit zum vollmechanisierten Schweißen, da Werkstücke manuell gehandhabt
werden.
Demgegenüber unterscheidet die DIN IEC 60050-351 Produktionsprozesse lediglich zwi-
schen manuell („erfordert unter festgelegten Bedingungen menschliches Eingreifen“) und
selbsttätig/automatisch („arbeitet unter festgelegten Bedingungen ohne menschliches Ein-
greifen“) [18]. Desweiteren wird hier der Begriff des Automatisierungsgrades als „Anteil der
selbsttätigen Funktionen an der Gesamtheit der Funktionen eines Systems oder einer techni-
schen Anlage“ deﬁniert [18]. Die einzelnen Funktionen des Systems sind dabei zu gewichten.
Nach dieser Deﬁnition handelt es sich in den folgenden Untersuchungen um teilautomatisierte
Prozesse.
Konkretere Automatisierungsgrade nach der Funktion eines Systems wurden durch She-
ridan festgelegt [19]. Hierbei handelt es sich um 10 Stufen der Automatisierung, die nach
absteigender Autonomie des Menschen im betrachteten System gestaffelt sind. Tabelle 2.2
fasst die Darstellung nach Sheridan so zusammen, wie sie bei Mayer zu ﬁnden ist [20].
Obwohl Tabelle 2.2 eine konkrete und nachvollziehbare Unterscheidung der Automatisie-
rungsgrade bietet, hat sie doch den Nachteil, dass das System als Ganzes kaum bewertet
werden kann, da es aus vielen Einzelaufgaben besteht. Bezogen auf das MSG-Schweißen
wäre die Einstellung von Spannung und Drahtvorschub entlang einer Kennlinie eine Level-3-
Automatisierung. Die internen Regelungen der Schweißstromquelle laufen jedoch komplett
ohne den Menschen ab, daher ist diese Aufgabe bereits eine Level-10-Automatisierung.
In dieser Arbeit soll Automatisierung als Erhöhung des Automatisierungsgrades nach DIN
IEC 60050-351 so verstanden werden, dass zuvor manuelle Bearbeitungsschritte nun ohne
menschliches Eingreifen ausgeführt werden können [18].
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Tabelle 2.2: Automatisierungsgrade nach Sheridan, zitiert nach Mayer [20]
Table 2.2: Automation levels according to Sheridan, quoted from Mayer [20]
Grad Voraussetzung
1 Keine Assistenz durch den Computer
2 Der Computer bietet alternative Handlungsmöglichkeiten an, und
3 bietet eine Vorabauswahl an, oder
4 schlägt eine Möglichkeit vor, und
5 führt die Auswahl bei Bestätigung des Menschen aus, oder
6 gibt dem Menschen eine beschränkte Vetozeit, oder
7 führt Auswahl aus und informiert anschließend darüber, oder
8 informiert den Menschen nur, falls er fragt, oder
9 informiert den Menschen nur, wenn der Computer es bestimmt.
10 Das System ignoriert den Menschen.
Stand der Forschung in der Prozessautomatisierung
Der Einsatz einer Drahtfördereinheit, patentiert im Jahr 1935 [11], legte den Grundstein
für das Metall-Schutzgasschweißen und war gleichzeitig ein wichtiger Meilenstein in der
Geschichte des Automatisierens von Lichtbogenschweißprozessen. Der Einsatz von Senso-
ren zur Prozessüberwachung, -steuerung oder -regelung trieb die Automatisierung weiter
voran; eine detaillierte Betrachtung der Entwicklung von Sensoren wird im nächsten Abschnitt
vorgenommen.
Heutige Forschungsaktivitäten haben nicht mehr nur die reine Prozessregelung im Fokus,
sondern die Selbstoptimierung von Prozessen. Selbstoptimierung wird dabei als Weiter-
entwicklung der Regelung verstanden, so dass Prozesse in der Lage sind, autonom auf
sich ändernde Bedingungen zu reagieren. Großangelegte Forschungscluster wie der Son-
derforschungsbereich (SFB) Selbstoptimierende Systeme des Maschinenbaus [21], das
Exzellenzcluster Integrative Produktionstechnik für Hochlohnländer [22] sowie das Zukunfts-
projekt Industrie 4.0 [23] widmen sich den Themen, Prozesse mit Intelligenz auszustatten.
Auf diese Forschungsprojekte und deren Deﬁnitionen von selbstoptimierenden Prozessen
soll im Folgenden näher eingegangen werden.
Der SFB 614 war ein elfjähriges Forschungsprojekt und hatte zum Ziel, Instrumente für
selbstoptimierende Systeme zur Verfügung zu stellen. Dazu wurden Methoden entwickelt, um
Systemelemente mit einer inhärenten Teilintelligenz zu versehen. Gausemeier et al. deﬁnieren
Selbstoptimierung für technische Systeme dabei wie folgt:
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„Unter Selbstoptimierung eines technischen Systems wird die endogene Anpas-
sung der Ziele des Systems auf veränderte Einﬂüsse und die daraus resultierende
zielkonforme autonome Anpassung der Parameter und ggf. der Struktur und somit
des Verhaltens dieses Systems verstanden. Damit geht Selbstoptimierung über
die bekannten Regel- und Adaptionsstrategien wesentlich hinaus; Selbstoptimie-
rung ermöglicht handlungsfähige Systeme mit inhärenter „Intelligenz“, die in der
Lage sind, selbstständig und ﬂexibel auf veränderte Betriebsbedingungen zu
reagieren.“ [24]
Kern der Deﬁnition ist die automatisierte Anpassung des Systems (Prozesses) auf Störun-
gen. Dazu benennen Gausemeier et al. drei Aktionen, die als Selbstoptimierungsprozess
bezeichnet werden [24]:
1. Analyse der Ist-Situation
2. Bestimmung der Systemziele
3. Anpassung des Systemverhaltens
Das Exzellenzcluster schließt sich der Deﬁnition des Selbstoptimierungsprozesses weitest-
gehend an. Brecher et al. konkretisieren:
„Gegenüber dieser klassischen Regelung ist ein selbstoptimierendes System in
der Lage, die einzelnen Teilziele auf Basis interner Entscheidungen ständig neu
zu bestimmen sowie die Regelstrecke dynamisch anzupassen.“ [22]
Anstelle von intelligenten Systemen wird bei Brecher et al. allerdings von kognitiven Systemen
als Kern eines selbstoptimierenden Produktionssystems gesprochen [22]. Vereinfacht ausge-
drückt sind kognititve Systeme „in der Lage, Informationen aus ihrer Umwelt aufzunehmen, in
einem zentralen Prozessor zu verarbeiten und in Verhalten umzusetzen, indem sie auf ihre
Umwelt einwirken können“ [22]. Eine genauere Übersicht über den Begriff der Kognition, die
Unterscheidung zu (künstlicher) Intelligenz und kognitive Architekturen liefert Mayer [20].
Aus der Deﬁnition kognitiver Systeme wird allerdings deutlich, dass der Einsatz von Sen-
soren, gemeinsam mit einer entsprechenden Datenverarbeitung, eine Grundvoraussetzung
für den Aufbau kognitiver Systeme ist. Der nächste Abschnitt widmet sich daher bekannten
Sensorsystemen des Lichtbogenschweißens und momentanen Forschungsprojekten auf
diesem Gebiet.
2.1.3 Einsatz von Sensoren
Zum Erreichen eines höheren Automatisierungsgrades und Verbesserung des Prozess-
ergebnisses ist der Einsatz von Sensoren beim Lichtbogenschweißen unabdingbar. Das
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Einsatzgebiet von Sensoren beim Lichtbogenschweißen ist allerdings enorm vielfältig und
würde den Rahmen dieser Arbeit sprengen. Die anschließende Aufzählung versucht, den
Einsatz von Sensoren nach Interessensgebiet zu kategorisieren und danach in Kürze zu
beschreiben. Ausführliche Informationen zu und Klassiﬁkationsmöglichkeiten von Sensoren
sind zum Beispiel bei Hesse et al. zu ﬁnden [25]. Sensoren beim Lichtbogenschweißen
können eingesetzt werden
• in der Anlagensteuerung zur Regelung der Prozessparameter während des Schweißens,
• zur Prüfung der Schweißnahtqualität nach dem Prozess,
• zur Positionierung des Brenners oder zum Detektieren der Fugenlage vor Prozessbeginn
oder während des Schweißens,
• zur Erforschung von Prozesscharakteristiken während des Schweißens oder im An-
schluss an den Prozess.
In der Gruppe der Anlagensteuerung ﬁnden sich eine Vielzahl Sensoren, die zur Steuerung
oder Regelung der eingestellten Prozessparameter dienen. Diese Sensoren sind in der Regel
unumgänglich: Zur Realisierung konstanter Drahtvorschub- und Schweißgeschwindigkeiten
werden Drehzahlregler und Antriebsregler benötigt, zur Einstellung von Schweißspannung
oder -strom entsprechende Spannungsmesser und Stromsensoren, etc. Ergänzend können
Schweißstromquellen Sensoren zur Fehlerdiagnose besitzen, wie Temperatursensoren zur
Vermeidung thermischer Überlastung. Wird ein Schweißroboter eingesetzt, sind zusätzliche
Sensoren wie etwa Resolver zur Positionsbestimmung der einzelnen Achsen oder Brenner-
halterungen mit Kraftschaltdosen als Nothaltschalter zur Vermeidung von Kollisionsschäden
ebenfalls sinnvoll.
Auf Sensoren zur Nahtprüfung soll hier im Detail nicht eingegangen werden, da diese
Prüfungen in der Regel vom Schweißprozess entkoppelt sind. Zwar existieren (voll- oder
teilautomatisierte) Anlagen, die beispielsweise Röntgenprüfungen direkt im Anschluss an die
Schweißungen durchführen können; trotzdem können Schweißen und Prüfen als unabhängige
Arbeitsschritte angesehen werden. Eine Übersicht über zerstörende und zerstörungsfreie
Prüfungen inklusive der zugehörigen Normen gibt das DIN/DVS Taschenbuch 369 [26].
Die automatisierte Fugendetektion und Positionierung des Brenners ist eine der wichtigsten
Aufgaben von Sensoren außerhalb der Anlagensteuerung, und wird schon seit den 1970er
Jahren kommerziell eingesetzt. Ein US-Patent mit einem Tastsensor zur Brennerführung
beim Kehlnahtschweißen reicht zurück ins Jahr 1969 [27]. Da vielfältige Messprinzipien in
der Lage sind, Geometrieinformationen eines Werkstücks zu liefern, wird hier auf die Kate-
gorisierung des DVS Merkblattes Sensoren für das vollmechanische Lichtbogenschweißen
zurückgegriffen (siehe Abbildung 2.4) [28].
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Abbildung 2.4: Sensoren zur Brennerpositionierung beim Lichtbogenschweißen nach DVS
Merkblatt Sensoren für das vollmechanische Lichtbogenschweißen [28]
Figure 2.4: Sensors for torch positioning in arc welding processes in accordance with DVS
leaﬂet Sensoren für das vollmechanische Lichtbogenschweißen (Sensors for
fully mechanised arc welding) [28]
Die Klasse der geometrieorientierten Sensoren betrachtet dabei „die Geometrie der Fuge
oder einer deﬁniert dazu verlaufenden Kante oder Fläche“ [28]. Hierunter fallen alle Sensor-
systeme, die ihre Informationen aus berührenden oder berührungslosen Elementen durch
direkte Untersuchung der Bauteilgeometrie erhalten. Bekannte Beispiele für taktile Senso-
ren sind mechanische Fühler oder der Gasdüsensensor. Berührungslos arbeitende Weg-
oder Abstandssensoren haben den taktilen Sensoren gegenüber den Vorteil, verschleißfreie
Messungen durchführen zu können, da die Sensor- und Bauteilelemente nicht in Kontakt mit-
einander kommen. Bekannte Beispiele im Bereich der optischen Sensoren zur Nahtdetektion
sind die auf Triangulation beruhenden Lichtschnittverfahren und Laserscanverfahren. Aber
auch Sensorsysteme, die optische anstelle von räumlichen Eigenschaften untersuchen, fallen
in diese Klasse. Im Gegensatz zum Lichtschnittverfahren, welches in der Schweißtechnik
bereits seit 1977 durch das Patent DE2711660-A1 bekannt ist [29] oder dem Laserscanver-
fahren (siehe Patent 4029339-A1) [30], sind diese häuﬁg Gegenstand aktueller Foschung.
Genauere Erläuterungen hierzu sind in Abschnitt 2.2 beschrieben.
Zu den prozessorientierten Sensoren gehören solche, die Fugenverläufe oder Brennerposi-
tionen nicht anhand der (Bauteil-)Geometrie, sondern anhand von Prozessgrößen erkennen.
Zu den auf primären Prozessgrößen arbeitenden Sensoren gehört der Lichtbogensensor.
Dieser misst den Strom bei verschiedenen Abständen des Brenners vom Werkstück. Die
Lichtbogenlänge bleibt durch die innere Regelung bei Abstandsänderung des Brenners
konstant, so dass der Abstand des Kontaktrohres proportional zum elektrischen Widerstand
der Drahtelektrode und somit zur freien Drahtelektrodenlänge ist. Da die Spannung konstant
gehalten wird, kann eine Änderung des Kontaktrohrabstandes daher durch Vergleich mit
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einem Strom-Sollwert des Soll-Abstandes ermittelt werden. In einer Kehlnaht kann dieses
Prinzip außerdem dazu genutzt werden, bei quer zur Fuge pendelndem Lichtbogen die
Abstände zwischen Kontaktrohr und Werkstück an den Umkehrpunkten der Pendelbewegung
zu vergleichen. So lässt sich der Nahtfußpunkt als mittlere Position zwischen den Umkehr-
punkten berechnet, wenn an beiden Umkehrpunkten derselbe Abstand des Kontaktrohrs
zum Werkstück ermittelt wird. Sekundäre Prozessgrößen umfassen die „optische Analyse
des Schmelzbadbereiches“ und die „Spektralanalyse der Schmelzbadabstrahlung“ [28]. Hier
ﬁnden sich optische Sensoren wie die Kameras, die in dieser Arbeit benutzt wurden.
Zur Untersuchung von Prozesscharakteristiken gehört eine Vielzahl von Sensoren zu
den unterschiedlichsten Anwendungen, die vor allem in der Forschung eingesetzt werden.
Sie werden beispielsweise als Diagnosewerkzeug oder zur Erklärung und Analyse von
bisher unbekannten Wirkzusammenhängen beim Schweißen benutzt. Die Komplexität der
eingesetzen Sensoren reicht von einfachen Thermoelementen zur Temperaturmessung am
Schweißgut bis hin zu Hochgeschwindigkeits-Kameras (HG-Kameras) zur Tropfendetektion.
Letztere sind auch Bestandteil dieser Arbeit.
Für diese Arbeit relevante Forschungsprojekte zum Thema Sensoren werden im Anschluss
an die nächsten beiden Abschnitte beschrieben.
Wichtige Begriffe zur Beschreibung von Sensoren
Zusätzlich zur oben genannten Einteilung von Sensoren werden in dieser Arbeit die Begriffe
Ofﬂine und Online beziehungsweise Inline benutzt, um das Einsatzgebiet eines Sensors
zu beschreiben. Wird hier von Ofﬂine-Sensoren gesprochen, bedeutet dies, dass die aufge-
nommenen Daten erst nach der abgeschlossenen Datenerfassung ausgewertet werden. Im
Gegensatz dazu wird der Begriff Inline oder Online (beide Begriffe werden in der Literatur
gleichbedeutend benutzt) hier so deﬁniert, dass die Daten noch während der Datenerfassung
ausgewertet werden. Bezogen auf den Einsatz optischer Sensoren bedeutet dies beispiels-
weise die Bildauswertung direkt im Anschluss an jede Aufnahme eines Einzelbildes aus
einer Filmaufnahme. Ist die Auswertung schnell genug, können die Ergebnisse einer solchen
Auswertung dann beispielsweise zur Prozessregelung herangezogen werden. Die notwen-
dige Auswertegeschwindigkeit richtet sich dabei nach Totzeit und Verzögerungszeit des zu
regelnden Aktors sowie dem Einﬂuss des detektierten Ereignisses auf den Prozess. Zur
besseren Unterscheidung wird in dieser Arbeit der Begriff Inline-Sensoren bevorzugt.
Prozessseitig kann ebenfalls eine Einteilung der Sensoren vorgenommen werden. Das
DVS Merkblatt Sensoren für das vollmechanische Lichtbogenschweißen erläutert den Begriff
vorlaufend mit „dadurch gekennzeichnet, dass Mess- und Fügestelle nicht ortsgleich sind.
Mess- und Fügevorgang laufen in diesem Fall meist sequenziell ab“ [28]. Analog zu diesem
Begriff werden für diese Arbeit zusätzlich nachlaufende Sensoren und In-situ-Sensoren
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unterschieden. Ausschlaggebend hierbei ist die Anordnung des Sensors im Bezug auf
das Prozessgeschehen. Übertragen auf das Lichtbogenschweißen wäre beispielsweise
eine Kamera zur Schmelzbadbeobachtung ein In-situ-Sensor und ein Laserscanner zur
Nahtvermessung ein nachlaufender Sensor.
Zusammenfassend lässt sich der in Kapitel 4 und 5 benutzte Sensoraufbau klassiﬁzieren als
Ofﬂine- und In-situ-Sensoren zur Erforschung von Prozesscharakteristiken im Anschluss an
den Prozess; in Kapitel 6 und 7 werden hingegen Inline- und In-situ-Sensoren auf sekundären
Prozessgrößen eingesetzt, welche zur Detektion der Fugenlage während des Schweißens
dienen.
2.2 Bilderfassung bei Schweißprozessen
Im Bereich der Bilderfassung gibt es verschiedene Verfahrensprinzipien; die erste Klassiﬁkati-
on nach Beyerer et al. unterscheidet zwischen Bilderfassung für optische Eigenschaften und
Bilderfassung für räumliche Gestalt eines zu untersuchenden Objektes [31]. Die folgenden
Abschnitte gehen auf diese Klassiﬁkation ein, betrachten die für die Schweißtechnik rele-
vanten Bilderfassungsmethoden sowie die zugrundeliegende Technik. Außer Acht gelassen
werden hierbei die Methoden zur Betrachtung des Inneren eines Werkstücks, da diese in den
für diese Arbeit nicht relevanten Bereich der Sensoren zur Schweißnahtqualitätserfassung
fallen (siehe Abschnitt 2.1).
Vollständigkeitshalber sind die direkten Untergruppen der optischen Eigenschaften bezie-
hungsweise dreidimensionalen (3D) Eigenschaften wie bei Beyerer et al. aufgeführt, auch
wenn diese Eigenschaften keine oder kaum Relevanz für die Schweißtechnik haben. Viele der
aufgeführten Verfahren sind zudem zwar relevant für den Bereich der Schweißtechnik, wie
etwa die Spektroskopie oder die Triangulation, werden allerdings im weiteren Verlauf dieser
Arbeit nicht weiter betrachtet, da hier im Speziellen auf die Potentiale der algorithmischen
Bildauswertung eingegangen werden soll. Die Beschreibung solcher Verfahren ist dann auf
wenige Sätze reduziert.
2.2.1 Messung optischer Eigenschaften
Die Messung zweidimensionaler, optischer Eigenschaften eines Objektes kann auf verschie-
dene Arten geschehen, wie in Abbildung 2.5 dargestellt ist. Die erste Gruppe stellt die
Messung nach der bidirektionalen Reﬂektanzverteilungsfunktion1, kurz BRDF dar. Die BRDF
beschreibt die Reﬂektanzeigenschaften in Abhängigkeit des Ein- und Ausfallswinkels des
Lichtes und anhand der Strahldichte, der Bestrahlungsstärke und der Oberﬂächennormalen
1englisch: bidirectional reﬂectance distribution function
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des bestrahlten Objektes. Da die Oberﬂächennormale für ein Objekt ortsabhängig variie-
ren kann, ist eine Berechnung der Reﬂektanzeigenschaften komplex. Hinzu kommt, dass
außerhalb von Laborumgebungen das einfallende Licht nicht (genau) bekannt ist [31].
Abbildung 2.5: Ausschnitt der Einteilung von Bilderfassungssystemen zur Erkennung opti-
scher Eigenschaften nach Beyerer et al. [31]
Figure 2.5: Part of the classiﬁcation of imaging systems for the detection of optical pro-
perties according to Beyerer et al. [31]
Anstelle der Berechnung von Reﬂektanzeigenschaften kann das Ergebnis der BRDF aber
auch beobachtet werden, indem die reﬂektierte Lichtstrahlung, welche auf einen lichtempf-
lindlichen Sensor trifft, auf einem Bild sichtbar gemacht wird; dies ist die Vorgehensweise
herkömmlicher Kameras. In diesem Abschnitt wird die BRDF nicht als Berechnungsgrundlage
verstanden, sondern als Erklärung zum Einsatz verschiedener Beleuchtungstechniken, auf
die im Folgenden eingegangen wird.
In der Untergruppe der Reﬂektanz wird nach diffuser Beleuchtung, dem Hellfeld-Verfahren,
dem Dunkelfeld-Verfahren und der inversen Beleuchtung unterschieden. Nicht in Abbildung
2.5 genannte Untergruppen der Reﬂektanz umfassen Flachbett- und Laserscanner.
Die diffuse Beleuchtung benutzt Licht ohne eine Vorzugsrichtung. Der Vorteil hierbei ist
das Fehlen extremer Glanzlichter, also im Bild überstrahlter Bereiche durch Reﬂexionen.
Bei der Auswertung von Bildern von metallischen Oberﬂächen ist dies häuﬁg von Vorteil,
da Glanzlichter harte Kontrastunterschiede mit sich führen. Beim Hellfeld-Verfahren „wird
der Lichtstrom [...] der Lichtquelle direkt in die Kamera gelenkt“ [31]. Dies kann über eine
Anordnung des Sensors im Reﬂexionswinkel zum einfallenden Licht geschehen oder über
Strahlablenkung durch Umlenkspiegel. Aber auch das Durchlichtverfahren, bei welchem die
Lichtquelle direkt auf den Sensor gerichtet ist, gehört zu den Hellfeld-Verfahren. Der Vorteil
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dieser Verfahren ist eine gute Lichtausnutzung. Im Gegensatz dazu arbeiten Dunkelfeld-
Verfahren nicht direkt mit dem einfallenden Licht, sondern mit Streustrahlung. Hier wird
der Schattenwurf von Oberﬂächen oder Defekten auf dem Objekt hervorgehoben. Einen
Sonderfall stellt die inverse Beleuchtung dar. Zur inversen Beleuchtung wird ein Referenzbild
ausgewertet und die Beleuchtung auf dieses Objekt angepasst. Treten Änderungen in der
aufgenommenen Szene auf, sind diese Änderungen deutlicher im Bild zu erkennen, als es
mit herkömmlicher Beleuchtung der Fall wäre. Dies erleichtert die Bildauswertung [31].
Die Untergruppe der Fluoreszenzmessungen macht sich zunutze, dass durch Beleuchtung
eines Objektes Elektronen angeregt werden, welche in manchen Materialien zu Emission
von Licht mit einem charakteristischen Spektrum führen. Anhand des emittierten Spektrums
können dann Materialeigenschaften ermittelt werden [31].
Der komplexe Brechungsindex beschreibt das Verhalten von elektromagnetischen Wellen
bei Kollision mit einem Medium. Er wird zur Klassiﬁkation elektrisch leitfähiger Materialien
herangezogen [31].
2.2.2 Messung räumlicher Eigenschaften
Methoden der Bilderfassung zur Messung räumlicher Eigenschaften eines Objektes lassen
sich nach ihren Messprinzipien unterteilen (siehe Abbildung 2.6) [31]. Die größte hier relevante
Gruppe umfasst diejenigen Bilderfassungssysteme, die auf Basis von Triangulation arbeiten.
Beim Triangulationsprinzip wird mittels einer Lichtquelle ein Objekt bestrahlt, welches durch
eine Linse mit einem Sensor in einer Kamera aufgenommen wird. Je nach Entfernung des
Bauteils fällt das von der Quelle ausgehende Licht dann in einem bestimmten Winkel auf die
Linse und somit auf den Sensor. Drei geometrische Größen (wie der Winkel des Sensors
zur Lichtquelle, der Winkel der Linse zur Lichtquelle und der Abstand zwischen Lichtquelle
und Linse) müssen bekannt sein, um daraus mittels Dreieckssätzen den Abstand zwischen
Lichtquelle und Sensor bestimmen zu können. Um den Winkel des einfallenden Lichtes genau
bestimmen zu können, wird für gewöhnlich eine Laserbeleuchtung eingesetzt [31].
In Untergruppen der Triangulation wird zwischen aktiven Systemen, die 3D-Informationen
aus einem aufgenommenen Bild extrahieren können, und passiven Systemen, die mehrere
Bilder benötigen, welche zur 3D-Informationsgewinnung korreliert werden, unterschieden.
Die Gruppe der aktiven Systeme ist wiederum unterteilt in diejenigen Systeme, die auf Basis
von Projektion, von Reﬂexion oder dem Moiré-Prinzip arbeiten. Auch wenn diese Unterteilung
anderes suggeriert, arbeiten alle Trianglulationsverfahren mit einer Projektion von Licht. Der
Unterschied besteht in der Auswertung des aufgenommenen Bildes [31].
In der Gruppe der Projektion wird im einfachsten Fall ein Lichtpunkt auf ein Objekt geworfen.
Dieser Punkt wird (unabhängig von seiner Umgebung) vom Sensor erfasst und die Entfer-
nung von Lichtquelle zum Objekt an diesem Punkt ermittelt. Als Sensor genügt dabei ein
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Abbildung 2.6: Ausschnitt der Einteilung von Bilderfassungssystemen zur 3D-Aufnahme nach
Beyerer et al. [31]
Figure 2.6: Part of the classiﬁcation of imaging systems for 3D-records according to
Beyerer et al. [31]
Zeilensensor. Nach diesem Prinzip arbeiten beispielsweise Laserscanner, welche Punkte auf
verschiedene Positionen entlang einer Achse projizieren und diese zu Entfernungsinformatio-
nen entlang dieser Achse verknüpfen [31]. Das gleiche Prinzip wird beim Lichtschnittsensor
verwendet: Anstelle eines Punktes wird eine Linie projiziert, welche (anstelle des Zeilen-
sensors) auf einen Flächensensor geworfen wird [31]. Aber auch sogenannte 3D-Kameras
machen sich das Triangulationprinzip zunutze. Die Kinect der Firma Microsoft, entwickelt zur
Steuerung einer Spielkonsole, projiziert ein pseudorandomisiertes Punktmuster mittels einer
Infrarot-Lichtquelle (IR-Lichtquelle) auf ihre Umgebung, welches zur Entfernungsbestimmung
herangezogen wird. Die Verteilung der Punkte ist deshalb inhomogen, um gerade Kanten
zuverlässig detektieren zu können, die andernfalls eventuell vom Punktraster nicht erfasst
werden. Details sind bei Steffen zu ﬁnden [32].
In den beiden anderen Untergruppen der aktiven Triangulation besteht der Unterschied
zur Projektion darin, dass nicht der einzelne Lichtpunkt oder Lichtstreifen betrachtet wird,
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sondern ein Muster auf dem gesamten Bild analysiert wird. Bei den auf Reﬂexion beruhen-
den Verfahren wird dieses Muster, zum Beispiel parallele Streifen, auf ein Objekt geworfen.
Anhand der Verzerrung der Streifen auf dem Bild kann die Form des Objektes rekonstruiert
werden. Im Gegensatz zur Projektion kann dieses Verfahren auch bei spiegelnden oder trans-
parenten Objekten eingesetzt werden, beispielsweise, um eine Verformung der Linse beim
Laserstrahlschweißen zu beobachten. Der Moiré-Effekt tritt bei Überlagerung zweier ähnlicher
(jedoch nicht exakt gleicher) Muster auf. Dazu wird ein Muster auf das Objekt projiziert und
zusammen mit einem Referenzmuster ausgewertet. Anhand der Überlagerungsstruktur kann
auch hier auf die Form des Objektes geschlossen werden [31].
Zu den passiven Triangulationsprinzipien gehören Stereoaufnahmen. Dabei werden entwe-
der mit zwei Kameras oder mit einer Kamera aus verschiedenen Positionen Bilder aufgenom-
men und miteinander korreliert. So werden Informationen über ein Objekt aus verschiedenen
Perspektiven gewonnen, aus welchen die Entfernung zur Kamera berechnet werden kann
[31].
Neben dem Triangulationsprinzip kann auch eine Auswertung der Helligkeitsintensität
eines Bildes erfolgen. Dabei wird anhand von Helligkeitswerten eine Berechnung der Form
durchgeführt. Im einfachsten Fall ist dies durch ein Binärbild möglich, welches im Durchlicht-
verfahren erstellt wurde. Weiße Flächen entsprechen dann Lichteinfall auf dem Sensor (kein
Objekt), schwarze Flächen entsprechen demnach dem Objekt. Andere Möglichkeiten der
Bildauswertung betrachten den Schattenwurf von Objekten oder die Schärfe der Objektkanten
[31].
Die letzte Gruppe der Bilderfassungssysteme zur optischen 3D-Vermessung arbeitet auf
Basis der Laufzeitvermessung. Dabei wird Licht aus einer Quelle auf ein Objekt gestrahlt und
die Zeit gemessen, die es benötigt, um den Sensor zu erreichen. Aus dieser Zeit und der
Lichtgeschwindigkeit wird die Distanz zwischen Kamera und Objekt berechnet. Dieses Prinzip
wird time of ﬂight (TOF) genannt. Wird anstelle der Lichtlaufzeit die Phasenverschiebung
des Lichtes gemessen, spricht man in der Regel von Interferometrie [31]. Dies kann in der
Schweißtechnik beispielsweise zur Messung von Gasströmungen eingesetzt werden, wie
beispielsweise bei Tammi et al. beschrieben [33]).
2.2.3 Kameratechnik
In dieser Arbeit wird vor allem die Bilderfassung nach BRDF zur Messung optischer Ei-
genschaften betrachtet. Dazu werden zur Bilderfassung aus der großen Auswahl optischer
Sensoren und Aufnahmeverfahren klassische (Digital-)Kameras ausgewählt. Der Begriff Ka-
mera ist dabei als „System zur Digitalisierung von Bildern“ zu verstehen [31]. Diese Kameras
werden hier anhand der folgenden Eigenschaften unterschieden:
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• Bildaufnahmerate
• Farbtiefe
• Bildaufnahmeverfahren
Neben diesen Eigenschaften sind für die Auswahl einer für eine speziﬁsche Aufgabe geeig-
neten Kamera noch wesentlich mehr Merkmale wichtig, auf die in Kapitel 4 und 6 genauer
eingegangen wird. Dazu gehören unter anderem Baugröße, Bildauﬂösung, Empﬁndlichkeit be-
züglich bestimmter Spektren, Datenübertragung und Gehäusestabilität. Nicht zuletzt spielen
die Anschaffungskosten von Kamera und Peripherie natürlich ebenfalls eine Rolle.
Die Bildaufnahmerate bestimmt, ob eine Kamera zu den HG-Kameras gehört. Der Über-
gang einer herkömmlichen Kamera zu einer HG-Kamera ist jedoch nicht klar abgegrenzt. Je
nach Quelle werden die minimalen Bildwiederholfrequenzen von HG-Kameras von circa 100
bis zu 1000 Bildern pro Sekunde2 (fps) angegeben. Dem zugrunde gelegt sind Deﬁnitionen
wie etwa, dass eine HG-Kamera Vorgänge aufnehmen können muss, die durch „herkömmli-
che Kameras nicht zu erfassen sind“ (Wikipedia-Artikel „Hochgeschwindigkeitskamera“ [34])
oder einfach, dass eine HG-Kamera mehr als 100 Bilder pro Sekunde aufnehmen kann (Li et
al. [35]).
Im Bereich des MSG-Schweißens werden HG-Kameras häuﬁg zur Prozessbeobachtung
und -analyse eingesetzt. Von Interesse sind hier vor allem der Materialtransfer von der
Drahtelektrode zum Schmelzbad, die Ausprägung des Lichtbogens sowie die Form und
Bewegung des Schmelzbades. Die Bildfrequenz liegt hierbei typischerweise über 10000
Hz, um die genannten Phänomene adäquat beobachten zu können. Weitere Beispiele von
beobachtbaren Prozesscharakteristiken beim MSG-Schweißen, wie etwa Spritzerbildung
beim Auftreten von Kurzschlüssen sind bei Ogawa zu ﬁnden [36].
Im Gegensatz dazu werden Kameras mit niedrigerer Bildaufnahmerate zur Online-Prozess-
steuerung eingesetzt. Je nach Datenvolumen des Bildes und Komplexität der Auswertung
können die Algorithmen direkt nach Aufnahme des Bildes angewendet werden. In diesem
Fall stehen die aus Bildern extrahierten Informationen (kontinuierlich) bereits während der
Aufnahme zur Verfügung. Die Rechenleistung und die Komplexität der Algorithmen sind
dann die beschränkenden Faktoren für die Bildaufnahmerate, worauf in Kapitel 7 detailliert
eingegangen wird.
Die Farbtiefe einer Kamera beschreibt die Anzahl ihrer Farbkanäle sowie die möglichen
Abstufungen innerhalb eines Farbkanals. Als monochrom wird eine Kamera dann bezeich-
net, wenn sie nur Intensitätswerte aufnimmt. Diese werden dann als Graustufenabbildung
2englisch: frames per second
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dargestellt. Der Abstufungsgrad des Bildes entspricht dann der Anzahl unterschiedlicher
Graustufenwerte. Diese werden als Zweierpotenzen angegeben. Dementsprechend besteht
ein Bild mit 21 = 2 Abstufungen nur aus schwarzen und weißen Pixeln. Diese Bilder wer-
den auch als Binärbilder bezeichnet, die Werte ihrer Pixel betragen entweder 0 (entspricht
schwarz) oder 1 (entspricht weiß).
Abbildung 2.7: Bilder mit verschiedener Farbtiefe
Figure 2.7: Images with different color depth
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Bei monochromen Bildern werden häuﬁg 28 = 256 (8 bit) Graustufen verwendet. Die Inten-
sitätswerte (auch Grauwerte) variieren hier von 0 (schwarz) bis 255 (weiß). Die Unterschiede
in der Wahrnehmung werden in Abbildung 2.7 deutlich: Bei der Konvertierung von Farb- zu
Graustufenbild gehen Informationen verloren: Verschiedene Farbwerte können, abhängig
vom Konvertierungsverfahren, den selben Grauwert ergeben.
Bei Farbbildern wird die Farbtiefe häuﬁg pro Kanal angegeben ist. Der RGB-Farbraum
beispielsweise besteht aus den Farbkanälen Rot, Grün und Blau. Bei einer 8-bit-Farbtiefe
entspricht dies 28 = 256 Farbwerten pro Kanal, also insgesamt 16777216 möglichen Farben.
Die Angaben sind allerdings nicht eindeutig, da Hersteller von Sensoren die Farbtiefe zum
Teil auch pro Pixel angeben. In den folgenden Kapiteln werden die Angaben der Hersteller
benutzt.
Kameras nach dem aktuellen Stand der Technik unterscheiden bis auf wenige Ausnahmen
nur zwei Bildaufnahmeverfahren: komplementäre Metalloxid-Halbleiter3, kurz CMOS oder
ladungsgekoppelte Bauteile4, kurz CCD, vergleiche Göhring [37]. Diese beiden Verfahren
variieren lediglich beim Auslesen der Daten; die Detektion der Photonen wird bei beiden
Kameratypen über Photodioden realisiert [31].
CCD-Sensoren bestehen aus exakt angeordneten Rastern von Photodioden, welche durch
Stege und Potenzialwälle voneinander getrennt sind. Das Auslesen der Pixel erfolgt dabei
durch gezieltes Aufheben der Potenzialwälle zunächst in vertikaler Richtung (Zeilen werden
synchron nach unten geschoben) und dann in der untersten Zeile in horizontaler Richtung
(Pixel werden synchron nach rechts geschoben). Die horizontale Verschiebung erfolgt ite-
rativ, bis alle Pixel der untersten Zeile ausgelesen sind. Dann wiederholt sich die vertikale
Verschiebung der Zeilen. Dieses Verfahren wird solange wiederholt, bis alle Pixel ausgelesen
sind [31].
Bei CMOS-Sensoren sind im Gegensatz zu CCD-Sensoren alle Pixel einzeln verdrahtet und
einzeln auslesbar. Der Vorteil gegenüber den CCD-Sensoren besteht daher hauptsächlich
darin, dass einzelne Bildelemente gezielt angesprochen werden können, ohne die vorherigen
Pixel auslesen zu müssen. Dies erlaubt auch Operationen der Bildverarbeitung direkt auf
dem Sensorchip [37].
Beide Sensortypen besitzen unterschiedliche Stärken und Schwächen hinsichtlich Bild-
qualität, Aufnahmerate, Baugröße, etc., welche allerdings durch die rasante Zunahme an
Einsatzgebieten von Digitalkameras und somit auch an technologischen Weiterentwicklungen
nur noch geringe Bedeutung haben. Im Bereich der schweißtechnischen Forschung beﬁnden
sich beide Kameratypen im Einsatz.
3englisch: complementary metal-oxide-semiconductor
4englisch: charge-coupled device
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2.2.4 Optische Filter
Soll ein Schweißprozess zur Prozessanalyse aufgenommen werden, muss in Betracht ge-
zogen werden, dass die Intensität des Lichtbogens die Aufnahmen überstrahlt. Um dies zu
vermeiden, werden in der Schweißtechnik häuﬁg Filter benutzt, die diese Lichtbogenintensität
dämpfen. Eine Möglichkeit dazu ist der Einsatz von Neutraldichteﬁltern (ND-Filtern), auch
Grauﬁlter genannt. Diese Filter sind so beschichtet, dass sie die einfallende Intensität im ge-
samten sichtbaren Spektrum (teilweise auch darüber hinaus, siehe Datenblatt „Digital Neutral
Density Filters“ von Jenoptik [38]) auf einen Bruchteil reduzieren, ohne dabei die Schär-
fentiefe oder die Farbwiedergabe zu ändern. In Kombination mit einer Beleuchtungseinheit
können diese Filter außerdem eine gleichmäßige, nicht zu hohe Helligkeit des Gesamtbildes
sicherstellen (vergleiche Haunert [39]).
Abbildung 2.8: Wellenlängenbereiche optischer Strahlung in [nm]
Figure 2.8: Wavelength ranges of optical radiation in [nm]
Eine andere Möglichkeit, die Intensität des Lichtbogens abzuschwächen, ist der Einsatz
von Interferenzﬁltern. Ein Interferenzﬁlter ist ein optisches Bauelement, welches Licht wellen-
längenabhängig reﬂektiert oder absorbiert beziehungsweise durchlässt. Interferenzﬁlter sind
häuﬁg Bandpassﬁlter, das heißt, sie lassen Wellenlängen in einem deﬁnierten Bereich durch.
Zur Veranschaulichung der Wellenlängenbereiche optischer Strahlung sind in Abbildung 2.8
Wellenlängen vom extremen Ultraviolett (UV) bis hin zum fernen Infrarot angegeben. Der für
Menschen sichtbare Bereich umfasst Wellenlängen im Bereich von etwa 380 nm bis 780 nm.
Die Auswahl eines geeigneten Interferenzﬁlters ist von der Aufgabenstellung abhängig;
für das hier betrachtete Lichtbogenschweißen sollten die folgende Fakten dabei in Betracht
gezogen werden und können die Auswahl beeinﬂussen.
Die atomare Emission eines Lichtbogens (mit Argon als Schutzgas) hat ihre Maxima in
den Spektren der Argon- und Metalllinien (vergleiche Heinz et al. [40]). Die Argongruppe
liegt dabei bei einer Zentralwellenlänge von etwa 780 nm mit einer Breite von 160 nm, die
Metalldampfstrahlung unterhalb von 550 nm [40].
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Abbildung 2.9: Plancksche Strahlungsspektren auf ausgewählten Temperaturen, doppeltlo-
garithmisch aufgetragen
Figure 2.9: Blackbody spectra on chosen temperatures, log-log plot
Der Zusammenhang zwischen Temperatur, Wellenlänge und Intensität wird durch das
Plancksche Strahlungsgesetz nach Max Planck beschrieben [41]. Es ist in Abbildung 2.9
am Beispiel verschiedener Temperaturen mittels des Programmes gnuplot dargestellt [42].
Normale Umgebungstemperatur ist hierbei um die gelbe Linie bei 300 K (26,85 ◦C) zu ﬁnden,
weshalb zur Detektion von Temperaturen oft spektralselektive Photodioden im Wellenlängen-
bereich von Infrarot benutzt und umgekehrt bei Infrarotstrahlung umgangssprachlich auch von
Wärmestrahlung gesprochen wird. Steigt die Temperatur jedoch, können Intensitätsmaxima
auch im sichtbaren (Vis) oder UV-Bereich liegen.
Die Spanne der relevanten Temperaturen beim Lichtbogenschweißen verläuft von etwa
1800 K bis hin zu 18000 K. Die Temperaturen im Schmelzbad liegen dabei um die 1800 K
(Liquidustemperatur von Stahl), siehe Dilthey [43]. Die Temperatur der Tropfen betragen
beispielsweise bei einem Impulslichtbogenprozess laut Siewert et al. im Durchschnitt bei
2500 K, beziehungsweise um die 2800 K auf der Tropfenoberﬂäche [44]. Die Lichtbogensäule
weist nach Schnick et al. Temperaturen von 2000 K bis zu 18000 K auf; sie sind abhängig
von den Prozesseinstellungen und Randbedingungen während des Schweißprozesses und
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können auch niedrigere oder höhere Temperaturen erreichen [45]. Die Strahlungsspektren
dieser Temperaturen sind in Abbildung 2.9 dargestellt. Wie in den Spektren zu sehen ist, liegt
die maximale Intensität bei der Schmelze immer noch im Infrarotbereich, das Spektrum reicht
aber auch in den sichtbaren Bereich. Der Spektralbereich für den Lichtbogen ist weitaus
größer und hat, je nach Temperatur, ein Intensitätsmaximum im starken UV-Bereich.
Die vorangegangenen Überlegungen bilden die Grundlage für die Auswahl von Interferenz-
ﬁltern sowie der Art der Prozessbeleuchtung, die in den Kapiteln 4 und 6 zur Aufnahme von
Prozessbildern getroffen wird.
2.3 Bildverarbeitung von Schweißprozessen
Nach Jähne besteht die Bildverarbeitung im Wesentlichen aus vier Schritten [46]: Zunächst
muss eine Aufnahme gemacht werden und als digitales Bild vorliegen. Diese Schritte umfas-
sen die Auswahl der Kamera und Beleuchtung, Überlegungen zu Filtern, etc. und schließlich
die Digitalisierung des Bildes. Sie spielen gerade im Bereich des Lichtbogenschweißens
eine große Rolle und waren Bestandteil des vorherigen Abschnittes 2.2. Nach der Digitali-
sierung folgt die Vorverarbeitung des Bildes. Hierzu gehören unter Anderem die Anpassung
von Helligkeit und Kontrast sowie elementare Operationen zur Bildkorrektur. Im Anschluss
kann eine Objekterkennung durchgeführt werden, die zu einem Merkmalsbild führt. Die
Objekterkennung ist Hauptbestandteil dieser Arbeit und wird in diesem Abschnitt genauer
erläutert. Typische Aufgaben der Bildverarbeitung sind hierbei eine Mittelung oder Bildglät-
tung, Kantendetektion und Nachbarschaftsanalyse. Schließlich kann es notwendig werden,
eine Bildsegmentierung durchzuführen oder bestimmte Regionen zu identiﬁzieren [46]. Jähne
fasst diese Schritte detailliert in einer Hierarchie der Bildverarbeitung zusammen. Eine stark
vereinfachte, in der Nomenklatur etwas geänderte Version ist in Abbildung 2.10 dargestellt.
Jähne beschreibt außerdem, dass ein iteratives Vorgehen oder Rückschritte zu vorange-
gangenen Arbeitspunkten notwendig sein können [46]. Diese Erfahrungen wurden in den
im Folgenden beschriebenen Forschungsarbeiten ebenfalls gemacht. Diese rückläuﬁgen
Arbeitsschritte bis hin zur Aufnahme des Bildes waren im Sinne der konstanten Verbesserung
der Algorihmen und Bildqualität allerdings fest in die Forschungstätigkeiten integriert und kein
optionaler Schritt. Sie sind in Abbildung 2.10 durch die schwarzen Pfeile gekennzeichnet.
Der Bereich der Bilddigitalisierung ist hierbei fester Bestandteil der Bildaufnahme. Die
für diese Arbeit verwendete Hardware wird im nächsten Kapitel erklärt. In diesem Kapitel
sollen aufgrund der Vielzahl möglicher Bildverarbeitungsoperationen nur Grundlagen zum
allgemeinen Verständnis der verwendeten Operationen angegeben werden [46].
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Abbildung 2.10: Hierarchische Darstellung von Arbeitsschritten der Bildverarbeitung nach
Jähne [46]
Figure 2.10: Hierarchical representation of working steps in image processing according
to Jähne [46]
2.3.1 Vorverarbeitung
Als Vorverarbeitungsschritte zur Objekterkennung dienen in dieser Arbeit vor allem Punktope-
rationen P , also Transformationen einzelner Bildpunkte zur Verbesserung der Bildqualität.
Dazu werden die folgenden Bilder immer als 8-bit-Graustufenbilder betrachtet, der Wertebe-
reich der Pixel p ist dementsprechend p ∈ {0, 1, . . . , 255}. Die Position des Pixels im Bild wird
bei einer Bildgröße von m× n mit i ∈ {0, 1, . . . ,m− 1} und j ∈ {0, 1, . . . , n− 1} angegeben.
Dabei entspricht m der Anzahl der Spalten und n der Anzahl der Zeilen des Bildes. Eine
Punktoperation ist dann analog zu Jähne deﬁniert als p˜i,j = P (pi,j) [46].
Anhand der Verteilung der Grauwerte in einem Bild können Schwellwerte für eine Binarisie-
rung des Bildes bestimmt, Hintergründe oder Objekte identiﬁziert und Kontraste verbessert
werden. Daher wird meist zunächst eine Histogrammanalyse vorgenommen. Ein Beispiel für
ein Bild und dessen Graustufen-Histogramm ist in Abbildung 2.11 gegeben. Im Histogramm
dieses Beispiels sind zwei ausgeprägte Bereiche zu erkennen, welche durch die lokalen
Maxima der roten Kurve quantiﬁziert werden können. Zur Separierung dieser beiden Bereiche
über eine Binarisierung kann dann beispielsweise ein Schwellwert S entsprechend dem loka-
len Minimum der Kurve bei S = 110 gewählt werden. Formal ist eine Schwellwertoperation
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eine Punktoperation mit
P (pi,j) =
{
1, falls pi,j ≥ S
0 sonst.
(2.1)
Weitere Fallunterscheidungen oder andere Bedingungen zur Binarisierung eines Bildes sind
ebenfalls denkbar und können analog deﬁniert werden [46].
Abbildung 2.11: 8-bit-Graustufenbild mit zugehörigem Histogramm und geglätteter Interpolati-
onskurve
Figure 2.11: 8-bit-greyscale image with corresponding histogram and smoothed interpola-
ted curve
Eine andere Möglichkeit zur Verbesserung der auswertbaren Informationen in einem Bild
sind Bildmittelung oder Bildglättung. Bei der Bildmittelung werden die Grauwerte jedes Pixels
aus den gemittelten Grauwerten mehrerer Bilder gleichen oder ähnlichen Inhaltes berechnet.
Die Bildglättung fällt nach Jähne bereits in die Klasse der Nachbarschaftsoperationen. Hierbei
wird der Grauwert jedes Pixels aus dem Mittelwert der Grauwerte seiner benachbarten Pixel
berechnet. Zu diesem Zweck können Filter eingesetzt werden, über welche im nächsten
Abschnitt referiert wird [46]. Hierbei wird unter dem Begriff Filter diesmal kein optisches
Bauelement, sondern eine mathematische Operation verstanden. Im weiteren Verlauf der
Arbeit ist die Bedeutung des Begriffes aus dem Kontext ersichtlich.
2.3.2 Objekterkennung
In diesem Abschnitt wird der Begriff der Nachbarschaft sowie der Einsatz von Filtern erklärt.
Dazu wird zunächst festgelegt, dass es sich im Folgenden um Bilder mit Pixeln in einem
quadratischen Gitter handelt; alternative Gitterdarstellungen bestehen beispielsweise aus
dreieckigen oder hexagonalen Gittern und werden bei Süße und Rodner erklärt, hier aber
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nicht weiter behandelt [47].
Abbildung 2.12: 4er- und 8er-Nachbarschaft eines Pixels
Figure 2.12: 4-connected and 8-connected neighborhood of a pixel
In einem zweidimensionalen Bild kann die Nachbarschaft eines Pixels als direkt benach-
barte Pixel oder als direkt und diagonal benachbarte Pixel deﬁniert werden [47]. In Abbildung
2.12 ist links die direkte Nachbarschaft (rote Pixel) zu einem Referenzpixel (blau) in einem
5×5-Bild dargestellt. Diese wird nach der Anzahl benachbarter Pixel auch 4er-Nachbar-
schaft genannt. Rechts ist dementsprechend eine 8er-Nachbarschaft direkt und diagonal
benachbarter Pixel gezeigt.
Eine Bildglättung kann nun beispielsweise anhand der 8er-Nachbarschaft eines Referenz-
pixels nach Schmitzek wie folgt erklärt werden [48]: Betrachtet wird ein Quadrat aus 9 Pixeln,
in dessen Mitte sich das Referenzpixel beﬁndet. Die Grauwerte jedes Pixels in dem Quadrat
werden gleichgewichtet summiert. Die Gleichgewichtung wird durch den Faktor 1/9 erreicht,
mit welchem die Werte eines jeden betrachteten Pixels multipliziert werden. Formal kann die
Bildglättung außerhalb der Bildränder wie folgt beschrieben werden [48]:
p˜i,j =
i+1∑
k=i−1
j+1∑
l=j−1
pk,l/9 (2.2)
Wird dieser Operation eine Wichtung hinzugefügt, erhält jeder der Grauwerte pk,l statt dem
Faktor 1/9 einen individuellen Vorfaktor hk,l. Diese Vorfaktoren h können anhand einer 3× 3-
Filtermaske dargestellt werden, das heißt einer Matrix, welche die Vorfaktoren der Elemente
pk,l enthält. Eine Filtermaske wird wie folgt angegeben [48]:
h =
⎡
⎢⎣
hi−1,j−1 hi,j−1 hi+1,j−1
hi−1,j hi,j hi+1,j
hi−1,j+1 hi,j+1 hi+1,j+1
⎤
⎥⎦ (2.3)
In einer Filtermaske zur einfachen Bildglättung aus Gleichung 2.2 haben alle Einträge den
Wert 1/9. Damit sind alle Einträge gleichgewichtet, obwohl die diagonalen Nachbarn einen
größeren Abstand zum Referenzpixel haben als die direkten Nachbarn. Der Binomialﬁlter
hingegen berücksichtigt diese Abstände in den Gewichten.
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Eine entsprechende 3× 3-Filtermaske lautet:
1/16
⎡
⎢⎣
1 2 1
2 4 2
1 2 1
⎤
⎥⎦ (2.4)
Diese Faltungsﬁlter sind neben ihrem Einsatz zur Bildglättung ein wichtiger Bestandteil von
Operatoren zur Kantendetektion [48]. Bei der Kantendetektion ist vor allem der Gradient
der Grauwerte entscheidend. Ein Kantendetektionsﬁlter in horizontaler Richtung könnte
entsprechend einer Approximation des Ableitungsoperators wie folgt aussehen [48]:
1/2
[
1 0 −1
]
(2.5)
Diese Filter sind die Grundlage für viele Kantendetektionsoperatoren wie dem Sobel-Operator,
der Canny-Kantendetektion, dem Roberts-Operator und dem Laplace-Filter.
2.3.3 Regionenidentiﬁkation
Zur Identiﬁkation von Objekten in einem Bild gehört zum einen die Segmentierung dieses
Objektes, beispielsweise durch Schwellwertoperationen, über welche bereits in Abschnitt
2.3.1 berichtet wurde. Ist ein Objekt gefunden worden, ist der nächste Schritt die Analyse der
Gestalt dieses Objektes [46].
Diese morphologischen Operationen werden wiederum mit Filtern, wie im vorherigen Ab-
schnitt gezeigt, realisiert. Bekannte Beispiele morphologischer Operationen sind die Erosion
und die Dilatation von Bildern. Bei der Erosion von Binärbildern werden anhand von Filter-
masken Bedingungen daran gestellt, ob ein Pixel weiterhin den Wert 1 behält. Es wird also
für jedes Pixel mit Wert 1 geprüft, ob die Pixel in der durch die Maske deﬁnierten Umgebung
ebenfalls den Wert 1 haben. In dem Fall behält das Pixel den Wert, andernfalls wird es auf 0
gesetzt [47]. Eine Erosion ist dann formal beschrieben durch:
p˜i,j =
⎧⎪⎨
⎪⎩
1, falls
i+r∑
k=i−r
j+s∑
l=j−s
hk,l · pk,l =
j+s∑
k=j−s
hk,l
0 sonst.
(2.6)
wobei p der Wert eines Pixels ist (hier nur noch 0 oder 1), i, j die Position des Pixels
darstellt und r, s die Größe der zu betrachtenden Nachbarschaft in horizontaler und vertikaler
Richtung ist (ohne Beschränkung der Allgemeinheit wird von einer Maske ungerader Größe
ausgegangen, so dass das zu betrachtende Pixel zentral in der Maske positioniert ist). Die
Einträge hk,l entsprechen den Einträgen 0 oder 1 in der Filtermaske.
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Bei der Dilatation verhält es sich umgekehrt: Ein Pixel erhält den Wert 1, wenn mindestens
einer seiner Nachbarn die Maskenbedingungen erfüllt [47]. Unter denselben Bedingungen
wie in Gleichung 2.6 bedeutet dies formal:
p˜i,j =
⎧⎪⎨
⎪⎩
1, falls
i+r∑
k=i−r
j+s∑
l=j−s
hk,l · pk,l ≥ 1
0 sonst.
(2.7)
Auf Basis dieser Methoden sind eine Vielzahl von Operationen aufgebaut, welche Objekte in
Binärbildern identiﬁzieren und kategorisieren, etwa nach vollständig gefüllten Objekten oder
Objekten mit Löchern, nach alleinstehenden oder umgebenen und umgebenden Objekten,
nach Größe, Höhen- zu Breitenverhältnis, etc.
Abbildung 2.13: Originalbild in Graustufen und binarisiert sowie nach den Verarbeitungsschrit-
ten Erosion, Dilatation und Konturensuche
Figure 2.13: Original image in greyscale and binarised as well as after the processing
steps of erosion, dilation and contour search
Häuﬁg führt eine Kombination verschiedener Operationen zum Ziel. Abbildung 2.13 zeigt ei-
ne Sequenz von Operationen auf dem bekannten Graustufenbild aus 2.11. Mit dem Programm
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MATLAB wurde zunächst eine Binarisierung über den Schwellwert 100 des invertierten Bildes
vorgenommen. Danach wurde das Bild mittels einer 9× 5-Filtermaske erodiert, welche etwa
einer 2 Pixel breiten, im 150° Winkel verlaufenden Linie entspricht. Im Anschluss wurde
eine Dilatation mit einer vertikalen Linie in einer 1×13-Filtermaske durchgeführt. Über die
MATLAB-Funktion bwboundaries wurden die Umrisse und die Adjazenzmatrix der Objekte
ermittelt und schließlich das größte Objekt, sowie die beiden größten beinhalteten Objekte,
welche annähernd rechteckige Form haben, gezeichnet. Die Ergebnisse der einzelnen Aus-
wertungsschritte sowie vergrößerte Bildausschnitte zur Verdeutlichung der Auswirkungen
dieser Schritte sind in Abbildung 2.13 dargestellt.
Für die Online-Bildauswertung in der Schweißtechnik werden dererlei Operationen bis-
her kaum genutzt, wie der nächste Abschnitt zeigt. Der Grund dafür liegt vermutlich im
Rechenaufwand aufgrund der Notwendigkeit, das gesamte Bild zu bearbeiten. In der Ofﬂine-
Bildauswertung spielt die Rechenzeit eine untergeordnete Rolle, so dass diese Methoden
zum Einsatz kommen können, wie in Kapitel 5 beschrieben wird.
2.4 Forschung im Bereich der Bildauswertung beim
Lichtbogenschweißen
In diesem Abschnitt werden aktuelle und vergangene Forschungsprojekte betrachtet, welche
in Bezug zum Thema dieser Arbeit stehen. Der Fokus liegt dabei auf dem MSG-Schweißen
oder auf hierauf übertragbare Anwendungen. Es wird jeweils ein kurzer Überblick über
Forschungsprojekte sowie die Ähnlichkeiten und Abgrenzungen zu dieser Arbeit angegeben.
Die erste Unterscheidung der Forschungsgebiete kann je nach Auswertezeitpunkt der
Bilder getroffen werden, da sich hier die Einsatzgebiete der optischen Sensoren stark von-
einander unterscheiden. Bei der Ofﬂine-Auswertung steht die Kameraperformance und die
Beleuchtungstechnik stark im Vordergrund, um Prozesscharakteristiken ausreichend genau
zu detektieren. Eine algorithmische Auswertung ist in bisherigen Forschungsarbeiten kaum
betrachtet worden. Bei der Inline-Auswertung steht demgegenüber genau diese Auswertung
im Fokus der Arbeiten, da hier die gewonnenen Informationen direkt weiterverarbeitet werden.
In dieser Arbeit wird beides - die algorithmische Auswertung sowie die Aufnahme- und Aus-
wertegeschwindigkeit - in beiden Aspekten der Ofﬂine- und Inline-Bildauswertung betrachtet,
um eine ganzheitliche Übersicht über die Möglichkeiten und Grenzen der Bildauswertung
beim MSG-Schweißen zu geben.
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2.4.1 Ofﬂine-Bildauswertung
Die Ofﬂine-Bildauswertung wird meist zur Prozesscharakterisierung oder zur Oberﬂächen-
analyse (beispielsweise zur nachträglichen Nahtgütebewertung) eingesetzt.
Chen beschreibt letzteren Fall am Beispiel eines Schiffsrumpfes, wo eine Schweißnaht
fotograﬁert und die Naht über Graustufenwerte extrahiert wird. Diese wiederum wird dann
manuell begutachtet [49].
Praveen et al. setzen unterdessen eine HG-Kamera und eine Xenon-Lampe ein, um die
Tropfenablösung beim Impulsschweißen mit Strom- und Spannungssignalen zu korrelieren
und daraus Informationen zum Materialübergang zu erhalten. Die Aufnahmen geschehen im
Durchlicht-Verfahren mit 10000 Hz [50]. Über eine algorithmische Bildauswertung wird nichts
berichtet.
Ebenfalls zur Tropfenanalyse, diesmal zur Recherche der Abhängigkeit des Materialtrans-
fers von der Drahtvorschubgeschwindigkeit, benutzen We˛glowski et al. eine HG-Kamera mit
einer Aufnahmerate von 3000 fps. Dazu werden der Tropfendurchmesser und die Flugbahn
des Tropfens betrachtet. Die Auswertung erfolgt manuell [51].
Yudodibroto et al. berichten über ein Bilderfassungssystem mit einer Aufnahmerate von
2000 fps, mit welchem Tropfen, Lichtbogen und Schmelzbad in einem Impulsschweißprozess
beobachtet werden. Die Schmelzbadbewegung wird dabei über Referenzpunkte als Funktion
über der Zeit betrachtet. Die Tropfenablösung wird über die Änderung der Länge des freien
Drahtendes unter Zuhilfenahme der eingestellten Pulsfrequenz beobachtet [52].
Zum Zweck der Klassiﬁzierung verschiedener MSG-Schweißverfahren hinsichtlich ihrer
Eignung für das Laser-Hybridschweißen haben sich Frostevarg et al. HG-Aufnahmen von
Prozessvarianten angeschaut. Sie analysieren Bilder hinsichtlich des Materialtransfers und
des Schmelzbades und in Bezug auf das Keyhole [53]. Auf die Aufnahmerate oder die
Analysemethoden gibt es keinen Hinweis.
Zusammenfassend kann festgestellt werden, dass der Einsatz von HG-Kameras zwar
weit verbreitet ist, die Bilder allerdings selten oder nur in geringem Umfang mit Hilfe von
Computertechnik ausgewertet werden. Die enthaltenen Informationen werden entweder gar
nicht oder manuell in quantiﬁzierbare Werte überführt.
2.4.2 Inline-Bildauswertung
Im Bereich der Inline-Bildauswertung kann zwischen den Zeitpunkten unterschieden werden,
zu welchen die ausgewerteten Bilder genutzt werden. So werden beispielsweise zur Detek-
tion des Nahtfußpunktes und Nahtanfangspunktes Sensorsysteme eingesetzt, welche die
aufgenommenen Bilder direkt auswerten und Bewegungen des Brenners steuern; allerdings
sind diese Bildauswertungen zeitunkritisch und die Bildaufnahme geschieht nicht unter den
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während des Schweißens üblichen und erschwerenden Randbedingungen.
Ein Beispiel für die Betrachtung verschiedener Bildoperationen zur Verbesserung der
Fugendetektion ohne störenden Schweißprozess ist Bestandteil der Paper von Ping et al.
[54] sowie Li et al. [55]. Bei Ping et al. werden, zwar zu einer konkreten, aber für das
Paper kaum relevanten Anwendung, die morphologischen Operationen des Öffnens und
Schließens von Bildern sowie eine abschließende Canny-Kantendetektion beschrieben [54].
Li et al. erklären, wie auf Basis der Canny-Kantendetektion, die hier zunächst keine nutzbaren
Informationen liefert, eine erweiterte Kantendetektion realisierbar ist, mit welcher schließlich
eine Fugendetektion durchführbar ist [55].
Wei et al. arbeiten mit einer CCD-Kamera zur Erfassung der initialen Schweißposition
über die Betrachtung zweier Bilder aus verschiedenen Kamerapositionen. Zur Bildverarbei-
tung und Objekterkennung werden adaptive Schwellwertbestimmung, Weichzeichnung und
Kantendetektion angewendet [56].
Die oben genannten Beispiele liefern Daten vor Beginn des Schweißprozesses. Diese
Anwendungen benötigen andere Anforderungen als die in dieser Arbeit betrachteten Fälle.
Zwar können die Anwendungen hinsichtlich Objekterkennung und Positionsdetektion kom-
plex und rechenaufwändig sein; die Herausforderungen der Bildauswertung bei laufendem
Schweißprozess liegen allerdings darin, qualitativ hochwertige und auswertbare Bilder unter
sich ständig ändernden Lichtverhältnissen und bewegenden Motiven zu erhalten.
Werden inlinefähige Bilderkennungsalgorithmen während des Schweißens eingesetzt, ist
die Objekterkennung durch Lichtbogenstrahlung und Bewegung des Brenners oder Werk-
stücks daher ungleich schwerer. Auf einen robusten Algorithmus zur Fugendetektion beim
MSG-Schweißen konzentrieren sich Ye et al. Sie setzen CCD-Kameras zur Aufnahme des
Schweißprozesses ein und beschreiben und vergleichen verschiedene Filter- und Kantende-
tektionsalgorithmen sowie deren Vor- und Nachteile [57]. Yuan et al. benutzen eine CMOS-
Kamera und eine im Feld programmierbare Gatteranordnung5 (FPGA-Recheneinheit), um die
Schweißfuge zu detektieren. Sie erreichen damit eine Auswerterate von 24 Bildern pro Sekun-
de [58]. Dang wählt einen mathematischen Abgleich von Ähnlichkeiten eines Referenzbildes
zu weiteren Bildern und detektiert Änderungen an der Schweißfuge mittels eines geneti-
schen Algorithmus. Dazu werden Bilder während des Schweißens mit einer CCD-Kamera
aufgenommen und die ausgewerteten Bilder zur Justierung des Brenners herangezogen [59].
Die genannten Forschungsarbeiten beschäftigen sich mit robusten Algorithmen, welche
sich auf die Detektion der Schweißfuge beschränken. Dementsprechend fokussieren die
aufgenommenen Bilder auf eine gut sichtbare, ausgeleuchtete Schweißfuge. Diese Aufnahme-
technik geht zu Lasten der Sichtbarkeit des Schmelzbades. In dieser Arbeit soll unterdessen
untersucht werden, inwieweit verschiedene Informationen parallel auswertbar sind.
5englisch: ﬁeld programmable gate array
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Im Bereich der Schmelzbadcharakterisierung beim Schweißen kann zwischen der zweidi-
mensionalen (2D) und der dreidimensionalen Erfassung des Schmelzbades unterschieden
werden. Liu und Zhao beschreiben in ihrer Arbeit die Herausforderungen bei der 2D-Kanten-
detektion eines Schmelzbades unter CO2-Schutzgas bezüglich der schwierigen Lichtverhält-
nisse beim Schweißen. Sie verwenden Methoden basierend auf Helligkeitsgradienten zur
Schwellwertbestimmung, können damit aber nur den Lichtbogen sicher detektieren [60].
Ebenfalls über die Charakterisierung des Lichtbogens berichten Li und Gao. Sie werten
die Position des Lichtbogens über eine Schwerpunktberechnung des Bildes aus. Dazu
nehmen sie Bilder mit einem Bandpassﬁlter bei 650 nm auf. Die Ergebnisse werden in
Beziehung zu den ausgewerteten Schweißnähten gesetzt und als Trainingsdatensätze für
ein neuronales Netz benutzt, welches unter Echtzeitbedingungen Abweichungen von einer
idealen Schweißung detektieren soll [61].
Vasudevan et al. benutzen einen IR-Sensor mit Bandpassﬁlter im Bereich von 4990 nm bis
5100 nm beim WIG-Schweißen. Mit 50 fps wurden Bilder der Auﬂösung 320×240 aufge-
nommen und anhand der Intensität in Temperaturbereiche umgerechnet. Die Kalibrierung
erfolgt dabei mit Hilfe von Thermoelementen. Über Makroschliffe wird im Nachhinein die
tatsächliche Breite der Naht mit der Breite der Temperaturbereiche in den Bildern sowie die
Einschweißtiefe mit dem Temperaturgradienten verglichen [62].
Mit einer CCD-Kamera, einem ND-Filter und einem Bandpassﬁlter um 1064 nm werden bei
Fujita et al. am WIG-Schweißprozess Bilder aufgenommen und hinsichtlich Elektroden- und
Zusatzdrahtposition, Schmelzbadform und Flankenposition ausgewertet [63]. Die benutzten
Algorithmen oder Auswertezeiten sind nicht angegeben, die dargestellten Messreihen lassen
allerdings eine Auswertungsgeschwindigkeit von weniger als 0,5 Hz vermuten.
Ebenfalls am WIG-Prozess betrachten Schein et al. im Forschungsprojekt Entwicklung einer
Online-Schmelzbaddiagnostik zur Schweißnahtqualitätsüberwachung und zur Vermeidung
von Schweißnahtfehlern beim Lichtbogenschweißen Nahtgeometrien anhand von aufge-
nommenen Konturen und statistischen Modellen sowie Parametrierung von Polynomen. Mit
letzteren wird eine Interpolation der Schmelzbadform vorgenommen [64]. Dieses Projekt war
ein Gemeinschaftsvorhaben des Instituts für Plasmatechnik und Mathematik der Universität
der Bundeswehr München und des Instituts für Schweißtechnik und Fügetechnik der RWTH
Aachen. Die Ergebnisse des Projektes bilden die Grundlage für die Kapitel 6 und 7 dieser
Arbeit.
Wu et al. analysieren die Bilder zweier CCD-Kameras, von denen eine vor und eine hinter
dem Brenner angeordnet ist. Die Kameras sind in unterschiedlichen Winkeln zum Brenner
angeordnet und mit Bandpassﬁltern um 1064 nm Wellenlänge ausgestattet. Über eine
Medianﬁlterung, eine Canny-Kantendetektion und polynomielle Kurvenanpassung werden die
Bilder beider Kameras separat voneinander ausgewertet und der Umriss des Schmelzbades
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berechnet [65].
Xiong und Zhang benutzen ebenfalls zwei CCD-Kameras, hier zur simultanen Erfassung
der Höhe und Breite des Schmelzbades beziehungsweise der Nahtgeometrie mit dem Ziel
der Prozessregelung. Die Kameras sind nachlaufend über der Schweißnaht beziehungsweise
seitlich der Schweißnaht angeordnet. Mit einem Bandpassﬁlter um 650 nm nehmen sie
Graustufenbilder auf, welche auf einem PC ausgewertet werden. Dazu bestimmen sie eine
interessierende Region6 (ROI), verwenden einen Gaußﬁlter zum Weichzeichnen gefolgt von
einer Kantensuche. Eine Bildaufnahmerate wurde nicht angegeben [66].
Im Bereich der 3D-Erfassung oder Rekonstruktion des Schmelzbades berichten Zhang et
al. über den Einsatz einer CCD-Kamera mit einem Biprisma vor der Linse. Mit diesem Aufbau
können sie mit einer Kamera aus einer Position zwei Bilder aus verschiedenen Winkeln
aufnehmen. Aus diesen zwei Bildern wird dann ein 3D-Modell des Schmelzbades erstellt. Zur
Aufnahme wird ein Bandpassﬁlter mit 832 nm Wellenlänge eingesetzt [67].
6englisch: region of interest
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Wie im vorangegangenen Kapitel aufgezeigt, gibt es in der Forschung kaum eine Anwendung,
in welcher Bilder eines Schweißprozesses während des oder nach dem Prozess automati-
siert ausgewertet werden. Bildsequenzen mit hoher Aufnahmerate dienen meist der reinen
Beobachtung; sollten Werte aus den Bildern benötigt werden, werden diese meist aufwändig
manuell gemessen. Eine Begründung dafür könnte sein, dass der langfristige Nutzen einer
algorithmischen Auswertung nicht bekannt ist oder dass eine interdisziplinäre Zusammenar-
beit erforderlich ist, welche für beide Seiten – Informatik und Maschinenbau – zunächst mit
intensiver Einarbeitung verbunden ist. Bildsequenzen, die zur Prozessregelung herangezo-
gen werden, beschränken sich auf eines oder wenige Kriterien und schöpfen das Potential
der Bildauswertung in keinster Weise aus. Zudem ist der zugehörige Versuchsaufbau meist
komplex und nicht praxistauglich, so dass eine Übertragbarkeit der Ergebnisse auf andere
Prozesse nur mit großem Aufwand möglich ist.
Das Ziel dieser Dissertation ist es daher, Wege aufzuzeigen, um mit Hilfe von optischen
Sensoren relevante Schweißprozessdaten zu erfassen und auszuwerten. Diese Daten können
je nach Versuchsaufbau zur nachträglichen Prozessanalyse und -überwachung (Ofﬂine) oder
als direkte Informationen beziehungsweise als Ersatzkriterien zur Prozessregelung eingesetzt
werden (Inline).
Im Fall der Ofﬂine-Nutzung der Daten soll zunächst dargestellt werden, wie die Bildauswer-
tung zur Charakterisierung eines Impulslichtbogenschweißprozesses genutzt werden kann.
Die Herausforderung besteht darin, möglichst viele Informationen über den Materialtransfer
von Drahtelektrode zum Werkstück zu erfassen und auszuwerten. Eine zentrale Anforderung
ist daher die Auswahl und der Aufbau der notwendigen Hardware, um eine hohe Aufnahmefre-
quenz sowie eine hohe Auﬂösung der Bilder erreichen zu können. Desweiteren soll erläutert
werden, inwiefern die Auswahl der Prozesseinstellungen, Untersuchungen zu Prozesseigen-
heiten und -einstellungen sowie die Auswahl von Kameratyp und Beleuchtungstechnik eine
Rolle für die Qualität der Informationsgewinnung spielen.
Im Fall der Nutzung als Basis für eine Prozessregelung soll zunächst ein Versuchsauf-
bau beschrieben werden, welcher die Zugänglichkeit des Brenners zum Werkstück nicht
behindert und gleichzeitig die Qualität der Bilder hinsichtlich ihrer Auswertbarkeit maximiert.
Eine Analyse verschiedener Prozessrandbedingungen und Bilderfassungsparameter soll das
Potential der Bildauswertung aufzeigen, eine anschließende Implementierung von Bildaus-
wertungsalgorithmen deren Umsetzbarkeit.
Mit dem praxistauglichen Einsatz von Kameras und der Nutzung der Bildauswertung über
bisherige Forschungsaktivitäten hinaus wird ein optisches Sensorsystem entworfen, welches
vielseitig einsetzbar ist und die Anpassung des Prozesses auf neue Gegebenheiten ver-
einfacht und verbessert. Störungen im Schweißprozess, Fehlpositionierungen, etc. können
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detektiert und anhand der Aufzeichnungen nachvollzogen werden, was neben der Prozes-
soptimierung zu einem besseren Verständnis des eingestellten Schweißprozesses führt.
Zudem legt diese Arbeit den Grundstein für den Einsatz solcher optischer Sensorsysteme zur
Prozessregelung sowie zur Erhöhung des Automatisierungsgrades von Schweißprozessen.
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Die Bilderfassung zur Charakterisierung des Schweißprozesses kann prinzipiell für alle
Prozessvarianten des MSG-Schweißens (Tabelle 2.1) eingesetzt werden. Von besonderem
Interesse sind allerdings die Fälle, in denen der Werkstofftransfer auch beobachtet und
quantiﬁziert werden kann. Dies ist vor allem beim Sprühlichtbogen und beim Impulslichtbogen
der Fall, da der Werkstoffübergang nicht im Kurzschluss stattﬁndet und der aufgeschmolzene
Zusatzwerkstoff in Form von Tropfen vom freien Drahtende unterscheidbar ist. In dieser Arbeit
wird ein Impulslichtbogenprozess untersucht, da er aufgrund der deﬁnierten Tropfenbildung
gut zu analysieren ist, aufgrund der Vielzahl einstellbarer Parameter allerdings auch ein
hohes Forschungs- und Optimierungspotenzial aufweist.
Ein Impulslichtbogenprozess besteht bei Stahl aus einer Grundphase mit einer Strom-
stärke, die typischerweise zwischen 30 A und 40 A liegt, sowie einer Pulsphase, in welcher
die Stromstärke auf einen Bereich von 480 A bis 550 A ansteigen kann (abhängig vom
Drahtdurchmesser, hier 1,2 mm) [5]. Die Frequenz der Pulsung liegt für gewöhnlich in einem
Bereich zwischen 40 Hz und 250 Hz [5].
Unter der Voraussetzung, dass sich ein Tropfen pro Puls ausbildet, wird zur Beobachtung
eines Tropfens daher eine Bildaufnahmerate benötigt, welche mindestens der doppelten
Pulsfrequenz entspricht. Soll die Tropfenﬂugbahn, der Moment der Tropfenablösung oder
eine wahrscheinliche Tropfengröße bestimmt werden, ist allerdings eine wesentlich höhere
zeitliche Auﬂösung nötig. In der Forschung üblicherweise genutzte Bildaufnahmeraten liegen
zwischen 2000 fps und 10000 fps, teilweise auch darüber (Abschnitt 2.4.1). Der Aufwand für
eine automatisierte Auswertung der Bilder wird dem kurzfristig zu erreichenden Informati-
onsmehrwert gegenübergestellt und führt in der Regel dazu, dass Ergebnisse eher auf die
Schnelle manuell ausgewertet werden. Dieses Vorgehen ist auch dem Umstand geschuldet,
dass die Bilderfassung eines Schweißprozesses meist als zusätzliches Feature zur Prozess-
charakterisierung aufgefasst wird, eine durchgängige, vergleichende Quantiﬁzierung von
Prozessen über eine Ofﬂine-Bildauswertung allerdings häuﬁg nicht im Fokus steht.
Dieses sowie das darauffolgende Kapitel sollen die Möglichkeiten der Ofﬂine-Bildauswer-
tung, die erforderlichen Aufbauten sowie den Informationsmehrwert herausstellen. Dazu wird
in diesem Kapitel der generelle Versuchsaufbau zur Prozessbeobachtung beschrieben, im
nächsten Kapitel dann auf die einzelnen Auswertemethoden, die Informationsgewinnung
sowie die Nutzung der Informationen zur Prozesssteuerung und -regelung eingegangen.
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4.1 Kamera und Beleuchtung
Da die Auswertezeit bei einer automatisierten Ofﬂine-Bildauswertung nur eine Nebenrolle
spielt, wurde bei der Auswahl der Kamera auf eine möglichst hohe Aufnahmerate bei gleich-
zeitiger hoher Auﬂösung Wert gelegt. Zur Verfügung stand die CMOS-Kamera FASTCAM
SA4 der Firma Photron. Die Kamera hat eine Auﬂösung von 1024× 1024 Pixel, bei der eine
Bildaufnahmerate von 3600 fps erreicht werden kann. Die Bildgröße verhält sich antipropor-
tional zu der möglichen Aufnahmerate, beispielsweise können bei 128× 16 Pixel 500000 fps
aufgenommen werden, siehe Datenblatt der Kamera [68]. Die Farbtiefe der Kamera beträgt
12-bit-RGB. Die Kamera ist mit einem kombinierten Makroobjektiv ausgestattet [68]. Weitere
Daten aus der Kamera sind auszugsweise in Tabelle 4.1 zusammengefasst.
Tabelle 4.1: Speziﬁkationen der Photron FASTCAM SA4 nach Datenblatt [68]
Table 4.1: Speciﬁcations of Photron FASTCAM SA4 in accordance with data sheet [68]
Speziﬁkation Wert
Shutterzeiten 1 μs - 16,7 ms
Sensortyp 12-bit ADC Bayer sensor
Pixelgröße 20 μm
Interface zum PC Gigabit Ethernet
Um den Materialübergang in einem Impulslichtbogenprozess sichtbar zu machen, wird
eine Beleuchtung benötigt, welche die Lichtbogenstrahlung relativiert. Dazu gibt es verschie-
dene Ansätze, beispielsweise die direkte Beleuchtung in Aufnahmerichtung durch gepulste
Diodenlaser oder Beleuchtung mittels Bogenlampen im Durchlichtverfahren. Für letzteres
stand eine 1000 W-Hg(Xe)-Lampe vom Typ LSB750 der Firma LOT Oriel zur Verfügung.
Die Lampe strahlt durch einen Lichtbogen zwischen Wolfram-Elektroden in einer Xenon-
Gasumgebung mit geringem Quecksilberanteil. Im Gegensatz zu reinen Xenon-Lampen
haben Quecksilber (Xenon)-Lampen einen hohen Output im UV-Bereich; ihr Spektralbereich
reicht laut den Produktinformationen der Forma LOT bis zu Wellenlängen kleiner 250 nm
[69]. Somit haben diese Lichtquellen das Potential, den Einﬂuss der Lichtbogenstrahlung des
Schweißprozesses zu verringern oder sogar zu annulieren (Abschnitt 2.2.4).
Die Lampe ist axial zur Kamera angeordnet. Abbildung 4.1 zeigt den Versuchsaufbau als
Skizze. Zusätzlich zur in der Skizze gezeigten Kamera ist im realen Versuchsaufbau ein
Makroobjektiv mit Filter und Schutzglas an der Kamera angebracht. Das Filter wird verwendet,
um das einfallende Licht zu reduzieren und wird in Abschnitt 4.3 im Detail beschrieben. Das
Glas schützt das Filter und die Linse vor Schweißspritzern.
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Abbildung 4.1: Skizze des experimentellen Aufbaus zur Erfassung von Aufnahmen im Durch-
lichtverfahren
Figure 4.1: Sketch of the experimental assembly for the acquisition of images with the
method of transmitted light
4.2 Prozesseinstellungen und Schweißstromquelle
Der feste Versuchsaufbau mit dem Durchlichtverfahren liefert, wie später beschrieben, zwar
sehr gute und auswertbare Bilder, hat allerdings den Nachteil, dass sich das zu beobachtende
Geschehen an einem festen Punkt zwischen Kamera und Beleuchtung beﬁnden muss. Dies
wurde durch den Einsatz eines Verfahrtisches gelöst, wodurch der Schweißbrenner während
des Prozesses unbeweglich war.
Desweiteren ist die Stoßform bei diesem Aufbau dahingehend eingeschränkt, dass die
Anordnung der Bleche die zu beobachteten Prozesscharakteristiken nicht verdecken. Daher
wurden bei diesen Aufnahmen Schweißungen an I-Stößen betrachtet.
Innerhalb dieser Einschränkungen ist eine breite Variation an Prozesseinstellungen mög-
lich. Für die in Kapitel 5 betrachteten Aufnahmen wurde ein Impulslichtbogenprozess in
I/I-Modulation (Regelung von Grundstrom und Pulsstrom) eingestellt. Als Drahtelektrode
wurde der Werkstoff G3Si1 mit 1,2 mm Durchmesser gewählt, als Grundwerkstoff ein S235JR
mit 10 mm Blechdicke. Das Schutzgas war ein Gemisch aus 92 % Argon und 8 % CO2. Der
Prozess wurde mit einer Schweißstromquelle vom Typ S5 Speed Pulse der Firma LORCH
ausgeführt. Die wichtigsten Prozesseinstellungen sind in Tabelle 4.2 angegeben.
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Tabelle 4.2: Prozesseinstellungen zu den Aufnahmen aus Kapitel 5
Table 4.2: Process settings to the image acquisition from chapter 5
Speziﬁkation Wert
Drahtvorschubgeschwindigkeit 7,8 m/min
Schweißgeschwindigkeit 0,5 m/min
Grundstrom 100 A
Pulsstrom 460 A
Pulszeit 3,2 ms
Pulsfrequenz 168 Hz
Kontaktrohrabstand 15 mm
4.3 Datenakquisition
Wie bereits zuvor erwähnt wird ein Filter benötigt, der das einfallende Licht auf einen Bruchteil
reduziert. Dazu wurde eine Kombination zweier ND-Filter vor der Linse angebracht, ein
Filter mit einer Lichtdurchlässigkeit von 25 % und ein variabel einstellbares Filter mit einer
Einstellung von etwa 0,4 % Lichtdurchlässigkeit. In Kombination wird von der Intensität des
einfallenden Lichtes etwa 99,9 % herausgeﬁltert. Trotzdem dürfen die Shutterzeiten lediglich
etwa 3 μs betragen, um die Helligkeit der resultierenden Bilder weiter einzuschränken.
Die Aufnahmerate verschiedener auszuwertender Bildsequenzen variierte von 1000 fps bis
20000 fps. Im Referenzversuch, der in dieser Arbeit hauptsächlich betrachtet wird, betrug sie
5000 fps. Das Ergebnis ist in Abbildung 4.2 zu sehen.
Weitere Kameraeinstellungen und Bildspeziﬁkationen sind in Tabelle 4.3 aufgelistet.
Tabelle 4.3: Kameraeinstellungen zu den Aufnahmen aus Kapitel 5
Table 4.3: Camera settings to the image acquisition from chapter 5
Speziﬁkation Wert
Anzahl aufgenommene Bilder 2001
Bildgröße 512× 512 Pixel
Farbtiefe 24-bit RGB
Dateiformat JPEG
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Abbildung 4.2: Ausgewählte Bildausschnitte eines Impulslichtbogenprozesses
Figure 4.2: Selected image section of a pulsed arc welding process
Synchron zu den Bildern sind Strom- und Spannungsdaten der Prozesse aufgezeichnet
worden. Dazu wurde über ein LabVIEW-Framework zur Aufnahme der transienten Daten
ein Trigger-Signal zum Aufnahmestart an die Kamera geschickt. Mit Hilfe dieses deﬁnierten
Aufnahmestartpunktes und der Bildaufnahmerate beziehungsweise Aufnahmedauer konnten
die transienten Daten und die Bilddaten nach dem Transfer via Gigabit Ethernet auf einen PC
über eine Software zur Messdatenanalyse (hier DIAdem von National Instruments) korreliert
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werden. Dies erlaubte eine ganzheitliche Betrachtung von auftretenden Prozesscharakteristi-
ken, auf deren Vorteile in Abschnitt 5.2 eingegangen wird. Die Messung des Stromes erfolgte
über einen Stromwandler der Firma LEM, die Spannung wurde zwischen Kontaktrohr und
Werkstück abgegriffen.
Eine tiefergehende Betrachtung von transienten Prozessdaten war Ziel des Projektes
Entwicklung einer ereignisorientierten Regelung auf Basis der inversen Modellierung zur
robusten Prozessführung komplexer MSG-Impulsschweißprozesse aus dem Forschungs-
cluster Lichtbogenschweißen - Physik und Werkzeug und steht nicht im Fokus dieser Arbeit.
Auf Details zum entsprechenden Versuchsaufbau und der Datenkorrelation wurde daher in
dieser Arbeit verzichtet; sie sind im Zwischenbericht von Reisgen et al. des oben genannten
Projektes zu ﬁnden [70].
4.3.1 Auswertbare Bildinformationen
In Abbildung 4.2 sind typische Bildausschnitte eines Impulsschweißprozesses dargestellt. Zu
erkennen sind das Kontaktrohr im oberen Bildbereich, das Schmelzbad im unteren Bereich
und die Drahtelektrode in der Bildmitte. In der Pulsphase ist außerdem das Plasma zu
erkennen. Da dieses in der Schweißtechnik üblicherweise mit dem Lichtbogen gleichgesetzt
wird, wird im Folgenden vereinfachend der Begriff Lichtbogen für den sichtbaren Plasmaanteil
benutzt. Zum Ende der Pulsphase löst sich ein Tropfen vom Drahtende und bewegt sich
Richtung Schmelzbad.
Auswertbar ist alles, was als Objekt charakterisierbar ist: Kontaktrohr, Schmelzbad, Draht,
Tropfen und Lichtbogen. Die ortsaufgelösten Daten, die für die Analyse eines Schweißpro-
zesses von Nutzen sein können, sind
• der Kontaktrohrabstand: die Distanz zwischen dem Kontaktrohrende und der Schmelz-
badoberﬂäche,
• das freie Drahtende: Die Länge des Drahtes vom Kontaktrohrende bis zur Drahtspitze,
• die Tropfengröße und die Lichtbogenform.
Bei letzterem Punkt ist zu beachten, dass die Lichtbogenform aufgrund der mangelnden 3D-
Informationen nur angenähert werden kann.
Neben den ortsaufgelösten Informationen sind allerdings auch zeitaufgelöste sowie orts-
und zeitaufgelöste Informationen erhältlich. Dazu gehören
• der Zeitpunkt der Tropfenablösung,
• die Tropfenﬂugbahn und die Tropfengeschwindigkeit sowie
• die Änderung der Länge des freien Drahtendes.
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Abbildung 4.3: Detektierbare Informationen aus der Ofﬂine-Bildauswertung eines Impulslicht-
bogenschweißprozesses
Figure 4.3: Detectable information from the ofﬂine-image analysis of a pulsed gas metal
arc welding process
Diese Charakteristiken sind in Abbildung 4.3 skizziert. Das folgende Kapitel beschreibt,
wie die einzelnen Kriterien ausgewertet werden können, welche Herausforderungen dabei
auftreten und welchen Nutzen für die Forschung und mögliche Prozessregelungen diese
Informationen liefern.
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5 Ofﬂine-Bildanalyse als Hilfsmittel der
Inline-Sensorik
Der Vorteil einer automatisierten Bildauswertung ist die Möglichkeit, ausgewertete Prozess-
charakteristiken objektiv, exakt und schnell zu Verfügung zu stellen. Der Nutzen dieser Daten
wird allerdings häuﬁg unterschätzt, so dass der Entwicklungsaufwand einer geeigneten Imple-
mentierung zu hoch erscheint. Die folgenden Kapitel sollen daher nicht nur die Detektion der
auszuwertenden Charakteristiken beschreiben, sondern gleichzeitig aufzeigen, welche Ein-
satzgebiete, Frage- oder Hilfestellungen eine computergestützte Ofﬂine-Auswertung liefern
kann.
5.1 Kontaktrohrabstand
Der Kontaktrohrabstand, genauer: Stromkontaktrohrabstand ist nach DIN 1910-100 deﬁniert
als „Abstand zwischen Stromkontaktrohrende und Lichtbogenansatzpunkt am Werkstück“ [8].
Letzterer entspricht beim I-Stoß ungefähr der oberen Blechkante.
Kontaktrohrende und Blechkante beziehungsweise Schmelzbad heben sich auf den Bildern,
wie beispielsweise in Abbildung 4.3 zu sehen, gut sichtbar vom Hintergrund ab und sind
somit leicht detektierbar. Zu beachten ist allerdings, dass einem benutzten Kontaktrohr
bereits Schweißspritzer anhaften können, die die Detektion verfälschen können. Zudem ist
das Schmelzbad des Schweißprozesses, gerade bei unruhigen Prozessen, Schwingungen
ausgesetzt.
Der exakte Abstand vom Kontaktrohrrand zur Schmelzbadoberﬂäche ist somit nicht detek-
tierbar. Werden allerdings die Annahmen getroffen, dass
1. der Schweißbrenner so ausgerichtet wurde, dass Blechkante und Kontaktrohr parallel
zueinander stehen,
2. das Kontaktrohr nicht durch die Schutzgasdüse verdeckt ist,
3. die Kamera so ausgerichtet wurde, dass beide Kanten (Blech und Kontaktrohr) horizon-
tal im Bild verlaufen,
4. Schmelzbadschwingungen und anhaftende Schweißspritzer nur dann einen Einﬂuss
haben, wenn sie mehr als die Hälfte der jeweiligen Kanten bedecken,
kann eine Detektion des Kontaktrohrabstandes auf die Prüfung der untersten (vom oberen
Bildrand angefangen) und obersten (vom unteren Bildrand angefangen) Linie reduziert
werden, welche zu mindestens 50 % aus Kontaktrohr beziehungsweise Schmelzbad besteht.
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Abbildung 5.1: Detektion des Kontaktrohrabstandes unter idealen Bedingungen (links) und
bei unruhigem Prozess und abgenutztem Kontaktrohr (rechts)
Figure 5.1: Detection of the contact tube distance under optimal conditions (left) and in
turbulent process and worn contact tube (right)
Diese Annahmen sind stark vereinfachend; nichtsdestotrotz führen sie zu nachvollziehbaren
Ergebnissen und lassen die Messung unbeeinﬂusst von Reﬂexionen, etc.
Zur Realisierung einer solchen Detektion genügt eine Betrachtung der Bilder in Graustufen.
Durch das Durchlichtverfahren werden die lichtundurchlässigen und vom Lichtbogen nicht
beleuchteten Objekte schwarz dargestellt. Es wird also eine zeilenweise Suche durchgeführt,
wann eine Anzahl von mehr als m/2 Pixel (bei einer Bildgröße von m × n Pixel) nicht
den Grauwert 0 haben. Der Fehler, der durch die Drahtelektrode, ebenfalls schwarz im Bild
dargestellt, entsteht, wird dabei vernachlässigt.
Das Ergebnis dieser Suche ist in Abbildung 5.1 skizziert. Die beiden hellblauen Linien
sind die gefundenen Ränder, die rote vertikale Linie markiert den Kontaktrohrabstand. Die
Bilder wurden in dieser Darstellung stark aufgehellt und der Kontrast verstärkt, damit Unre-
gelmäßigkeiten erkennbar sind. Links im Bild ist der Referenzversuch zu sehen. Am linken
Schmelzbadrand ist eine Wölbung des Schmelzbades zu erkennen. Auf die Randdetektion
hat diese allerdings genausowenig Einﬂuss wie der vom Lichtbogen überstrahlte Bereich.
Eine Einschränkung dafür ist allerdings, dass der Bildausschnitt nicht zu schmal ist.
Im rechten Bild ist ein Prozess mit stark verschmutztem Kontaktrohr und unruhigem
Schmelzbad zu sehen. Anhand dieses Bildes ist auch leicht zu begründen, warum die
automatische Messung des Kontaktrohrabstandes im Gegensatz zu manuellen Messungen
objektiv ist: Werden Schweißspritzer als Bestandteil des Kontaktrohres deﬁniert, müssen für
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eine exakte Messung bei einem 512×512 Pixel großen Bild 512 Messungen durchgeführt
werden. Sollen die Spritzer ignoriert werden, kann das Ergebnis nur eine Schätzung sein,
da Spritzer und Kontaktrohr nicht unterschieden werden können. Ähnliches gilt für das
Schmelzbad: Da die Blechkante, sofern von Schmelzbad und Schweißspritzern auf dem Blech
überhaupt unterscheidbar, eine unscharfe Kontur besitzt, ist die Detektion der Blechkante
Ermessenssache.
Dementgegen führt die Festlegung von Zahlenwerten, wie einem Schwarzanteil von 50 %,
zu deterministischen und vergleichbaren Ergebnissen. Abweichungen zum exakten Kontakt-
rohrabstand reduzieren sich auf Prozessstörungen oder Bildaufnahmefehler und schließen
Messfehler aus. Im Referenzversuch war ein Kontaktrohrabstand von 15 mm eingestellt.
Die durchschnittliche Messung über 2001 Bilder ergab einen Abstand von 361,4328 Pixel.
Als Basis für die Umrechnung von Pixel in mm kann der Drahtdurchesser genutzt werden
(siehe nächster Abschnitt). Demnach liegt der durchschnittliche, aus den Bildern ermittelte
Kontaktrohrabstand bei 14,9798 mm.
Anwendungen sind die zeitlich aufgelöste Bestimmung des Kontaktrohrabstandes wie in
Untersuchungen des Einﬂusses des Kontaktrohrabstandes auf den Prozess in automatisierten
Versuchsplänen sowie die Kontrolle von Prozesssteuerungen, die den Kontaktohrabstand
beeinﬂussen.
5.2 Länge des freien Drahtendes
Eine weitere, gut erkennbare Messgröße ist die Länge des freien Drahtendes. Die „freie
Drahtelektrodenlänge“ ist nach DIN 1910-100 der „Abstand zwischen Gasdüse und dem
Ende einer Drahtelektrode“ [8]. Die Angabe der Gasdüse als Messpunkt ist ungenau; da die
Länge des freien Drahtendes die Länge des Lichtbogens bedingt und beides aufgrund ihres
speziﬁschen Widerstandes für die Ermittlung der Lichtbogenleistung genutzt wird, sollte statt
der Gasdüse das Kontaktrohr als Anfangspunkt gewählt werden. Mit selbiger Argumentation
ist das Ende des freien Drahtendes durch den Lichtbogenansatzpunkt am Draht zu ersetzen.
Somit wäre eine genauere Beschreibung des freien Drahtendes durch den Abstand zwischen
Kontaktrohr und Lichtbogenansatzpunkt am Draht gegeben. Von dieser Deﬁnition wird im
Folgenden ausgegangen.
Da die Position des Kontaktrohrendes bereits aus den vorherigen Untersuchungen bekannt
ist, wird nun nach dem Lichtbogenansatzpunkt am Draht gesucht. Dazu wird zunächst eine
mittlere Drahtposition unter dem Kontaktrohrende lokalisiert. Bei dieser Aktion kann direkt die
Drahtbreite ermittelt werden, die für die Umrechnung von Pixel in mm gebraucht wird.
Dazu genügt es, in einem Sicherheitsabstand unter dem Kontaktrohrende eine Zeile
im Graustufenbild zu analysieren. Dieses Vorgehen wird im weiteren Verlauf der Arbeit
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Linescan genannt. Der Sicherheitsabstand beträgt entweder einen ﬁxen Wert, der aus der
Analyse vorhergehender Bilder oder dem Wissen über den Prozess festgelegt wird, oder
beispielsweise einem Prozentsatz der Bildgröße. Wird der Abstand zu klein gewählt, kann
die Detektion durch am Kontaktrohr anhaftende Schweißspritzer verfälscht werden. Wird er
zu groß gewählt, liegt das Drahtende bei kurzer freier Drahtelektrodenlänge bereits oberhalb
des ersten Linescans und der Draht kann nicht erfasst werden.
Hier wird der Wert auf 30 Pixel festgelegt, unter vorheriger Analyse der Drahtbreite und der
Annahme, das eventuelle Spritzer am Kontaktrohr nicht größer als der Drahtdurchmesser
sind. Eine sicherere, aber zeitaufwändigere Variante wäre die spaltenweise Suche nach
dem höchstgelegenen Grauwert ungleich 0 mit anschließender statistischer Auswertung von
Ausreißern.
Abbildung 5.2: Graustufenbild und zugehörige Grauwerte an der Position der im Bild blau
markierten Zeile
Figure 5.2: Greyscale image and corresponding grey values at the position of row marked
in blue
Abbildung 5.2 zeigt die Position und das Ergebnis des Linescans. Der Draht ist auf der
Linie sehr gut zu erkennen. Gesucht werden, wie beim Kontaktohr, die Positionen, an denen
die Grauwerte 0 sind. Da die Bilder an den Rändern sehr dunkel werden, werden die rechten
und linken 20 % des Bildes nicht untersucht, um die Detektion fehlerhafter Positionen zu
vermeiden.
Die Drahtbreite wwidth ergibt sich dann aus Differenz der letzten und der ersten detektier-
ten Position. Die Position der (horizontalen) Drahtmitte iwmiddle wird entsprechend aus dem
Mittelwert beider Randpositionen berechnet. Nachdem Drahtbreite und Drahtmitte ermittelt
wurden, kann der horizontale Suchbereich des Drahtendes auf eine ROI eingeschränkt
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werden. Dies hat den Vorteil, dass die Berechnungszeit für die Suche verkürzt und das Risiko
einer Fehldetektion durch im Bild sichtbare Prozessstörungen verringert wird. Hier kann
durch die Kenntnis der Drahtmitte und der Drahtbreite die ROI auf eine horizontale Strecke
von (iwmiddle − (wwidth/2 + x), iwmiddle + (wwidth/2 + x)) um den Draht eingeschränkt werden. Der
Wert x wird dabei als zusätzlicher Suchbereich festgelegt, um eventuelle, vom vertikalen
Verlauf abweichende Drahtpositionen zu berücksichtigen. Diese Abweichungen können durch
Drahtbiegungen oder Vibrationen des Drahtes auftreten.
In dieser Arbeit wird für die Breite des Suchbereiches wwidth/2 + x die dreifache Drahtbreite
angenommen. Bei einem Kontaktrohrabstand von 15 mm und einem Drahtdurchmesser
von 1 mm kann der Draht dann immer noch vollständig detektiert werden, wenn er eine
Abweichung von (unrealistischen) 9,462◦ vom idealen, vertikalen Verlauf hat. Diese Rechnung
ergibt sich aus dem Sinussatz
sin(α) = a/
√
a2 + b2 ≈ 0, 1644 (5.1)
mit a = 2, 5 als möglicher Abweichung der Drahtmitte, so dass der Draht vollständig im
Suchbereich ist und b = 15 als Kontaktrohrabstand. Alle Werte sind gerundet.
Vertikal wird von der Position des Linescans bis zum Schmelzbadrand gesucht. Falls in
diesem Bereich kein Drahtende gefunden wird, wird von einem Kurzschluss ausgegangen
und die Länge des freien Drahtendes dem Kontaktrohrabstand gleichgesetzt.
Gesucht wird innerhalb der ROI von oben nach unten nach derjenigen Zeile, in welcher als
erstes Grauwerte ungleich 0 auftreten. Die Position wird als Lichtbogenansatzpunkt am Draht
markiert. Die freie Drahtlänge ergibt sich aus der Differenz des Kontaktrohrabstandes zu
dieser Endposition. Abbildung 5.3 zeigt das Ergebnis an ausgewählten Bildern eines Pulses.
Die Zahlen in den linken unteren Ecken geben die Bildnummern an.
Die durchschnittliche Drahtbreite beträgt 28,9535 Pixel. Da der Durchmesser der Draht-
elektrode bekannt ist (hier 1,2 mm), kann mit Hilfe dieses Wertes ein Umrechnungsfaktor
von Pixel in mm von 0,0414 bestimmt werden. Mit Hilfe dieses Faktors und der Auswertung
aller Bilder wurde in diesem Versuch eine durchschnittliche Länge des freien Drahtendes von
11,3001 mm ermittelt.
5.2.1 Signalauswertung und Korrelation der Länge des freien Drahtendes mit
transienten Daten
Yudodibroto et al. untersuchten die Tropfenschwingung und stellten einen Zusammenhang
zwischen der Schwingungsfrequenz und der Tropfengröße fest. Der Begriff Tropfenschwin-
gung bezeichnet dabei die Schwingung des ﬂüssigen Metalls am Drahtelektrodenende. Für
die Untersuchungen wurden HG-Bilder mit einer Aufnahmerate von 2000 Hz ausgewertet
50 5 Ofﬂine-Bildanalyse als Hilfsmittel der Inline-Sensorik
Abbildung 5.3: Anzeige der Ergebnisse der Drahtdetektion. Gelbe vertikale Linie: Länge des
freien Drahtendes, gelbe horizontale Linie: Drahtdurchmesser zur Umrech-
nung.
Figure 5.3: Display of the results of the wire detection. Yellow vertical line: Length of the
stick-out, yellow horizontal line: wire diameter for the conversion of units
und mit der aufgezeichneten Spannung korreliert. Die Auswertung erfolgte rein visuell durch
eine Markierung des ersten detektierbaren Tropfens pro Puls [52].
Mit Hilfe der Bildauswertung kann die Analyse der Tropfenschwingung (entspricht der
Schwingung der Länge des freien Drahtendes) mit einer beliebig hohen Aufnahmerate
ausgeführt werden. Zudem können nicht nur die höchst- oder niedrigstgelegenen Tropfen
markiert werden, sondern die Länge für jedes einzelne Bild ermittelt werden, so dass ein
zeitlich hochaufgelöster Drahtlängenverlauf dargestellt werden kann.
Abbildung 5.4 aus dem Zwischenbericht des Forschungsprojektes Entwicklung einer ereig-
nisorientierten Regelung auf der Basis der inversen Modellierung zur robusten Prozessführung
komplexer MSG-Impulsschweißprozesse von Reisgen et al. zeigt oben einen Ausschnitt
eines solchen Verlaufs, welcher aus einer Auswertung von 20000 Einzelbildern entstanden ist,
skaliert auf den zugehörigen Spannungsverlauf [70]. Da mit zunehmender Drahtelektroden-
länge unter gleichem Kontaktrohrabstand der Gesamtwiderstand sinkt, sinkt die Spannung
ebenfalls; im unteren Bild wurde die Länge des freien Drahtendes daher invertiert dargestellt
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Abbildung 5.4: Korrelation von freier Drahtlänge und Spannung nach Reisgen et al. [70]
Figure 5.4: Correlation of stick-out and voltage according to Reisgen et al. [70]
und Länge und Spannung trendbereinigt [70].
Das Ergebnis ist eine zeitlich hochaufgelöste Korrelation der Schwingung der Drahtelek-
trode und der Schwingung der Spannung in der Grundphase, welche die Aussagen von
Yudodibroto et al. untermauert [52]. Somit können über eine Analyse des Signalverlaufs
der Spannung in der Grundphase Informationen über die Tropfenbewegung gewonnen wer-
den“ [70].
5.3 Tropfenerkennung
Eine der am häuﬁgsten referierten Prozesscharakteristiken bei HG-Aufnahmen ist die Tropfen-
erkennung. Dabei steht der Zeitpunkt der Tropfenablösung sowie die Tropfengröße im Fokus
der Untersuchungen. Wie schon bei der Tropfenschwingung beziehungsweise der Länge
des freien Drahtendes wird die Tropfenerkennung momentan manuell durchgeführt. Hier
soll gezeigt werden, wie mit einfachen Bildauswertungsalgorithmen Informationen über die
Tropfenablösung, -größe, -ﬂugbahn und -geschwindigkeit bei beliebigen Bildaufnahmeraten
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generiert werden können. Weiterführend wird dann gezeigt, wie diese Informationen bei der
Umsetzung einer neuen Prozessregelung genutzt werden konnten.
Im Gegensatz zu den vorhergehenden Detektionen ist die Detektion und Konturverfolgung
eines Tropfens sich ständig ändernden Randbedingungen ausgesetzt. Trotzdem können
Annahmen auf Basis bereits bestehender Ergebnisse getroffen werden, die die Detektion er-
leichtern. Die Einschränkungen sind abhängig von der genauen Aufgabe der Tropfendetektion.
Soll ein Tropfen hinsichtlich seiner Größe ausgewertet werden, machen Einschränkungen der
gesuchten Tropfengröße Sinn, damit Spritzer nicht in die Auswertung einbezogen werden.
Zudem kann eine Beschränkung der zulässigen Form beispielsweise dabei helfen, explodierte
Tropfen(reste) auszuklammern. Weitere Annahmen können hinsichtlich der Grauwerte, mögli-
cher Positionen oder auf Basis von Informationen aus Vorgängerbildern getroffen werden. Die
für den Referenzversuch gewählten Methoden und Einschränkungen werden im Folgenden
erläutert.
Vorab wurden anhand einer visuellen Bildbetrachtung folgende Tropfencharakteristiken
festgestellt:
• Die Tropfenﬂugbahn wurde auszugsweise betrachtet und die horizontale Ausdehnung
einer ROI um den Drahtmittelpunkt anhand der beobachteten Tropfenpositionen festge-
legt.
• Die Färbung des Tropfens entspricht in vielen Fällen aufgrund des Einﬂusses des
Lichtbogens nicht dem Grauwert 0 (schwarz). Der Tropfen ist zwar dunkler als seine
Umgebung, allerdings können Reﬂexionen im Tropfen auftreten, welche wiederum heller
als der Hintergrund sind.
• Berührt der Tropfen das Schmelzbad, ist dieser in Kontrast und Farbe nicht mehr vom
Schmelzbad unterscheidbar.
Nach diesen Beobachtungen wird zunächst eine ROI zwischen Kontaktrohr und Schmelz-
bad und um die horizontale Drahtmitte festgelegt. Da eine Schwellwertbetrachtung aufgrund
von Reﬂexionen nicht in Frage kommt, wird auf diese ROI eine Canny-Kantendetektion
angewendet. Dazu wird die ROI in ein Graustufenbild konvertiert.
Die Canny-Kantendetektion arbeitet auf Basis eines gaussverteilten Filters mit anschlie-
ßendem Ableitungsoperator. Durch die Angabe zweier Schwellwerte für starke Kanten und
schwache Kanten ist sie robust gegenüber Störungen und kann gut auf die jeweilige Auswer-
tungsaufgaben eingestellt werden. Die mathematischen Hintergründe sind in Cannys Artikel
A Computational Approach to Edge Detection beschrieben [71].
Abbildung 5.5 zeigt die Canny-Kantendetektion für ein Beispielbild des Referenzversuchs
mit verschiedenen Schwellwerteinstellungen S, die über dem jeweiligen Bild angegeben sind.
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Im ersten Fall wurde der obere Schwellwert zu niedrig eingestellt und somit zu viele schwache
Kanten erkannt. Im letzten Fall wurde der untere Schwellwert zu hoch angesetzt, so dass nur
noch sehr kontrastreiche Kanten gefunden wurden. Für die Auswertung wurden die Werte
0,07 und 0,35 (mittleres Bild) gewählt.
Abbildung 5.5: Canny-Kantendetektion mit verschiedenen Schwellwerten
Figure 5.5: Canny edge detection with different threshold values
Im Anschluss wurden zusammenhängende Umrisse über die MATLAB-Funktion bwboun-
daries separiert. Dies wird MATLAB-intern über eine 4er- oder 8er-Nachbarschaftssuche
realisiert. Diese Kriterien werden mit der Deﬁnition eines Tropfens verglichen. Dazu wird für
den Referenzversuch geprüft,
• ob die Ausdehnung des Umrisses ein ellipsenförmiges Gebilde sein kann. Dies wird
durch ein Höhen- zu Längenverhältnis ausgedrückt, berechnet über die Differenzen
des höchsten und tiefsten beziehungsweise linkesten und rechtesten Punktes, welches
maximal im Verhältnis 2 : 1 stehen darf. Dieses Kriterium ist einfach zu überprüfen und
hat sich als efﬁzient herausgestellt; allerdings würde auch eine diagonale Linie dem
Kriterium genügen;
• ob der gefundene Umriss in einem Bereich zwischen dem 0,5-fachen und dem 3-fachen
des Drahtumfanges liegt. Die untere Grenze schließt dabei Spritzer und Satellitentrop-
fen aus, die obere Grenze Teile des Lichtbogens oder des Drahtes selbst. Bei der
Wahl der oberen Grenze muss beachtet werden, dass der Umriss des Tropfens durch
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Verformungen deutlich größer sein kann als der Umfang einer Ellipse mit gleichem
Flächeninhalt;
• ob die Umrisse einen geschlossenen Kantenzug und Verzweigungen beinhalten. Exis-
tiert ein offener Kantenzug, aber keine weiteren Verzweigungen, können die beiden
Enden dieses offenen Kantenzuges durch Interpolation zu einem geschlossenen Kan-
tenzug verbunden werden. Dieses Vorgehen ist aber nur sinnvoll, wenn die Schwellwerte
des Canny-Filters zuverlässig angepasst werden können. Andernfalls können entweder
zu viele Verästelungen auftreten, wie in Bild 5.5 (links) zu sehen ist und es kann nicht
zuverlässig automatisiert identiﬁzert werden, welcher der Kantenzüge den Tropfen
umschließt, oder der Kantenzug umschließt nur einen Teil des Tropfen, wie in Bild 5.5
(rechts) dargestellt ist. Dann würde die Interpolation zwar auch zu einem geschlossenen
Kantenzug führen, die so ermittelte Fläche würde aber nur einen Teil des Tropfens
ausmachen und wäre für die Auswertung unbrauchbar;
• ob die Grauwerte innerhalb der Umrisse niedriger sind als außerhalb. Da trotz aller
Einschränkungen immer noch Teile des Lichtbogens gefunden wurden, wird hier an
einer Stichprobe getestet, ob es sich innerhalb der Umrisse um ein Objekt handelt,
welches dunkler ist als seine Umgebung. Dazu kann der Kantenzug geschlossen werden
und die beinhaltende Fläche genau analysiert werden, oder die konvexe Hülle um den
Kantenzug gebildet werden.
Die Auswahl der Kriterien für einen Tropfenumriss muss genau geprüft werden. Sind die
Bedingungen zu restrikitv, werden auch Umrisse, die Tropfen darstellen, gegebenenfalls nicht
gefunden. Sind sie zu schwach, werden Prozesscharakteristiken als Tropfen erkannt, die
keine sind.
Ist erstmalig nach der Grundphase ein Tropfen erkannt worden, kann anhand der Bildnum-
mer der Zeitpunkt der Ablösung des Tropfens ermittelt werden. Über den gefundenen Umriss
kann ein Ersatzvolumen des Tropfens berechnet werden. Zudem kann ein Zentroid dieses
Tropfens berechnet werden.
Der „Massenschwerpunkt“ des Bildes, auch Zentroid genannt, ist mathematisch beschrie-
ben durch die Koordinaten icent und jcent:
icent =
∑
i
∑
j
i · pi,j∑
i
∑
j
pi,j
jcent =
∑
i
∑
j
j · pi,j∑
i
∑
j
pi,j
(5.2)
Formel 5.2 ist allgemein für alle Graustufenbilder gültig, im Speziellen also auch für Schwarz-
Weiß-Bilder (SW-Bilder). Um den Zentroiden des Tropfens anstelle des Bildes oder eines
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Bildausschnittes zu betrachten, wird nur der gefundene Tropfen weiß, der Rest des Bildaus-
schnittes schwarz dargestellt.
Über den Zentroiden kann außerdem die Tropfenbewegung nachverfolgt werden. Zusam-
men mit der Kenntnis über der Bildnummer und der Aufnahmerate ist so eine Tropfenﬂugbahn
sowie eine Tropfenﬂuggeschwindigkeit ermittelbar. Abbildung 5.6 zeigt eine Sequenz aufeinan-
derfolgender ausgewerteter Bildausschnitte. Der rote Umriss ist der gefundene Tropfenumriss,
die roten Punkte markieren die Zentroiden der letzten 30 Bilder.
Abbildung 5.6: Bildsequenz mit Ergebnissen der Tropfendetektion
Figure 5.6: Image sequence with results of the droplet detection
Die Zuverlässigkeit der Auswertung schwankt mit der Prozesshomogenität. Bei ruhigem
Prozessverlauf wurden im Referenzversuch 433 von 466 Tropfenumrissen in 34 Pulsphasen
korrekt erkannt. Zusätzlich wurde auf 5 Bildern fälschlicherweise ein Teil des Lichtbogens und
auf einem Bild ein Spritzer als Tropfen identiﬁziert. Dies ergibt eine Quote richtiger Umrisse
von etwa 91,63 %.
Bei unruhigem Prozessverlauf fallen viele Bilder nicht mehr unter die getroffene Deﬁnition
eines Tropfens. So werden von 89 möglichen Tropfenumrissen nur noch 61 Tropfen korrekt
erkannt. Hinzu kommen 2 Lichtbogenumrisse und 5 Spritzer. In einem Puls hat sich der
Tropfen zudem geteilt; der obere Teil ist als Teiltropfen erkannt worden. Diese Detektion geht
nicht in die Fehlerbewertung ein, da unklar ist, was hier als Tropfen angesehen werden kann.
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Trotzdem liegt die Quote korrekter Detektionen bei sehr unruhigen Prozessen nur noch bei
60,67 %.
Abbildung 5.7: Ursachen für eine fehlerhafte Objekterkennung
Figure 5.7: Reasons for a faulty object identiﬁcation
Abbildung 5.7 zeigt Beispiele möglicher Fehler und ihrer Ursachen. Diese können folgen-
dermaßen erklärt werden:
• Schweißrauchüberlagerung: Der Tropfenumrisses ist durch Schweißrauch überlagert
oder verdeckt. Die Umrisse können nicht separiert werden und werden als ein Objekt
erkannt. Dann fallen sie durch das Größen- und Formraster.
• Deformation: Tropfen und Spritzer sind zu einem Objekt verbunden und erfüllen die
Formbedingungen nicht mehr.
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• Explosion: Im Tropfen eingeschlossene Gase dehnen sich aus und bringen den Tropfen
zum Platzen. Das Objekt ist nicht mehr als Tropfen zu erkennen. Zudem können dadurch
entstandene Spritzer eine Größe erreichen, die als Tropfen zulässig ist und fehlerhaft
als solcher erkannt werden.
• Lichtbogenränder: Es werden fehlerhaft Ränder des Lichtbogens als Tropfen identiﬁziert.
Die Ränder haben einen scharfen Kontrast. Je nach Ausdehnung werden Höhen-
und Breitenverhältnisse für gültig befunden. Die Abfrage, ob ein Punkt innerhalb des
Kontrastes dunkler ist als außerhalb führt je nach Wahl des Punktes ebenfalls zu
positivem Ergebnis, da ein Teil des Drahtes umschlossen wird.
Abbildung 5.8: Tropfengrößenverlauf als Liniendiagramm und vergrößerter Ausschnitt mit
gefüllter Fläche unter der Kurve
Figure 5.8: Progress of droplet sizes als line chart and scaled section with ﬁlled area
under the curve
Diese Fehler in der Detektion sind teils durch die Wahl der Kriterien für einen Tropfen
entstanden (Größe, Form, Farbe) und können eventuell vermieden werden, indem die über-
prüften Kriterien verbessert werden. Dazu sind allerdings weiterführende Versuche an ver-
schiedenen Prozessen notwendig, um allgemeingültige Kriterien zu identiﬁzieren, die nicht
zu restriktiv sind. Eine Verbesserung der Daten kann außerdem durch Elimination von Aus-
reißern in einem Post-Processing erreicht werden. Wenn Lichtbogen und Spritzer aufgrund
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ihrer Lage oder Größe oder ihres zeitlichen Auftretens als Ausreißer markiert werden, bleiben
ausschließlich korrekte Daten zur Auswertung übrig.
Die Auswertung bezüglich Größe und Zeitpunkt kann dabei über die Anzahl der Pixel eines
Umrisses und der zugehörigen Bildnummer geschehen. Ein daraus resultierender zeitlicher
Verlauf ist in Abbildung 5.8 zu sehen. In einer automatisierten Auswertung können hieraus
Tropfenintervalle segmentiert werden, fehlende Tropfen interpoliert werden und über die
Standardabweichung der Tropfengrößen pro Intervall Ausreißer identiﬁziert und eliminiert
werden. Entsprechendes kann für die Lage des Tropfens über die Werte des Zentroids
realisiert werden.
5.3.1 Umsetzung der Ergebnisse in einer Regelung
Im Rahmen des AiF/DFG-geförderten Verbundprojektes Lichtbogenschweißen – Physik und
Werkzeug wurde im Teilprojekt Entwicklung einer ereignisorientierten Regelung auf Basis der
inversen Modellierung zur robusten Prozessführung komplexer MSG-Impulsschweißprozesse
eine Prozessregelung für einen Impulsschweißprozess entwickelt, welche auf Basis des
Ereignisses Tropfenablösung den Impulsstrom modiﬁziert [70].
Für diese Inline-Prozessregelung wurden zunächst Ofﬂine-HG-Aufnahmen mit einer Auf-
nahmerate von 20000 fps sowie Spannungsaufzeichnungen mit einer digitalen Abtastfre-
quenz von 1 MHz aufgezeichnet. Die Bilder wurden über das Program DIAdem von National
Instruments mit den Spannungsaufzeichnungen zeitlich korreliert, so dass zu jedem Bild
der zugehörige Zeitpunkt im Spannungsschrieb angezeigt wurde und umgekehrt [70]. Im
Anschluss wurde untersucht, inwieweit „in den Bildaufnahmen erkennbare Ereignisse signiﬁ-
kante Änderungen in den Signalverläufen hervorrufen“, mit dem Ziel, transiente Strom- und
Spannungsdaten für eine Prozessregelung nutzbar zu machen [70].
Das Ergebnis der Untersuchungen war eine kurzzeitige Spannungserhöhung am Zeit-
punkt der Tropfenablösung, welche sich auf eine Widerstandserhöhung, induziert durch
die auftretende Drahtverkürzung und durch Verdampfungseffekte sowie auf die Ionisierung
der Wegstrecken zwischen Tropfen und Drahtende zurückführen lässt [70]. Dieses Ereignis
lässt sich durch die Differenzbildung zweier Tiefpassﬁlteroperationen mit einem Frequenz-
unterschied von einer Zehnerpotenz detektieren. Das Originalsignal und die Filterungen
sowie die Differenz der Filteroperationen sind in Abbildung 5.9 zu sehen [70]. Das Ereignis
Tropfenablösung ist als rote Linie markiert.
Anhand dieser Identiﬁkation einer Tropfenablösung konnte eine Regelung aufgebaut wer-
den, welche bei fehlender Tropfenablösung mit einer Stromerhöhung im anschließenden
Puls reagiert, um in diesem eine Tropfenablösung zu forcieren. Neben der Spannungserhö-
hung, welche wie oben beschrieben mit Hilfe der HG-Auswertung identiﬁziert wurde, werden
hier auch Ergebnisse aus Abschnitt 5.2 verwendet, um das Verhalten der Spannung in der
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Abbildung 5.9: Spannungssignal eines Pulses mit zwei Tiefpassﬁlteroperationen sowie die
resultierende Differenz dieser Operationen nach Reisgen et al. [70]
Figure 5.9: Voltage signal of one pulse, with two low-pass ﬁlter operations and the resul-
ting difference of the two operations according to Reisgen et al. [70]
Grundphase als zusätzlichen Indikator eines nicht abgelösten Tropfens zu analysieren. Diese
Regelung ist nach dem Ereignis der Tropfenablösung Droplet Detachment Control, kurz DDC
benannt worden [70].
Abbildung 5.10 zeigt einen Ausschnitt der Strom- und Spannungsverläufe eines Impulslicht-
bogenschweißprozesses mit aktiver DDC sowie zugehörigen Einzelbildern des Momentes
der Tropfenablösung (falls vorhanden). Im dritten Puls ist anhand des fehlenden lokalen
Maximums im Spannungsverlauf sowie anhand der größeren Schwankung des Verlaufs in
der Grundphase zu erkennen, dass sich der Tropfen nicht abgelöst hat. Das zugehörige Bild
zeigt, dass sich am Ende der Pulsphase zwar ein potenzieller Tropfen gebildet hat, dieses
schmelzﬂüssige Material jedoch noch mit dem freien Drahtende verbunden ist. Im nächsten
Puls wurde daher der Pulsstrom erhöht; im Bild ist die Ablösung eines im Verhältnis zu den
übrigen Pulsen größeren Tropfens zu beobachten, woraufhin sich der Prozess normalisiert.
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Abbildung 5.10: Strom- und Spannungssignale eines Prozesses mit aktiver DDC nach Reis-
gen et al. [70]
Figure 5.10: Voltage and current signals of a process with active DDC according to
Reisgen et al. [70]
5.4 Fazit zur Ofﬂine-Bildauswertung
Mit Hilfe der Bildauswertung von HG-Aufnahmen eines MSG-Schweißprozesses können
Charakteristika wie Kontaktrohrabstand, Länge der freien Drahtelektrode sowie Tropfen-
geometrien und -positionen bestimmt werden. Diese können zur Prozessbeobachtung und
Prozessanalyse herangezogen werden. Die Bildaufnahmerate und Bildauﬂösung spielen
dabei keine Rolle, da die Anwendung nicht zeitkritisch ist.
Im Gegensatz zur manuellen Auswertung stehen die ausgewerteten Charakteristika in
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höherer Genauigkeit zur Verfügung, da höhere Bildraten analysiert werden können sowie
objektive Kriterien herangezogen werden. Im untersuchten Fallbeispiel benötigte die Auswer-
tung auf einem Laptop der Marke acer Aspire V3-371 mit Intel® Core™ i5-5200U Prozessor,
2,20 GHz Taktfrequenz, 8,0 GB RAM und 2 Kernen mit Hyperthreading etwa 1 s pro Bild,
womit sie im Vergleich zu einer manuellen Auswertung deutlich schneller ist.
Die Bildauswertung hat außerdem erfolgreich dazu beigetragen, eine Prozessregelung
auf Basis der Tropfenablösung im Impulsschweißprozess zu realisieren und zu validieren.
Zusätzlich zu den aufgezählten Anwendungen können Modelle zur Tropfengröße, -ﬂug-
bahn und -geschwindigkeit außerdem helfen, die für die jeweiligen Anwendungen optimalen
Schweißparameter einzustellen [70].
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6 Versuchsaufbau und Vorversuche bei der Inline-
Bildauswertung
Im Gegensatz zur Ofﬂine-Bildauswertung geht es bei der Inline-Bildauswertung darum, die
Bilder während der Aufnahme auszuwerten, so dass die Auswertung eines Bildes abge-
schlossen ist, bevor das nächste Bild aufgenommen (und gegebenenfalls an einen Rechner
übertragen) wurde. Da die Bildinformationen zur Prozesssteuerung herangezogen werden
sollen, muss der Versuchsaufbau die Bewegungsfreiheit des Brenners so wenig wie möglich
einschränken. Gleichzeitig vereinfacht es die Bildauswertung enorm, wenn die Position der
Kamera in Bezug zum Brenner unverändert bleibt, also die Kamera den Bewegungen des
Brenners folgt. Hingegen ist es eher nebensächlich, dass die Kamera eine hohe Aufnahmera-
te besitzt, da der einschränkende Faktor hier die Bildauswertungsgeschwindigkeit ist. Wie
diese Bedingungen erfüllt wurden, wird im nächsten Abschnitt beschrieben.
Ziel der Untersuchungen war es, möglichst viele Prozesscharakteristiken möglichst schnell
auszuwerten. Im Fokus der Untersuchungen standen dabei die Lage und Form des Schmelz-
bades, die Fugenlage und die Position und Länge des freien Drahtendes. Charakteristiken
des Materialtransfers wurden hier nicht untersucht, da die Bildübertragung und -auswertung
mit dem zur Verfügung stehenden Equipment zu langsam war, um brauchbare Informationen
zu erhalten. Der gefundene Kompromiss besteht darin, die Breite des Schmelzbades sowie
die Lage des Schmelzbades in Bezug zum Draht beziehungsweise zur Fuge zu detektieren.
6.1 Kamera, Optik und Halterung
In dieser Arbeit wurde eine monochrome CMOS-Kamera der Firma Mikrotron, Typ MC1310
benutzt. Diese Kamera hat ohne Objektiv die Maße (in Millimeter) 63×63×47 und ein
Gewicht von circa 300 g (Angaben siehe Datenblatt der Kamera [72]). Durch diese geringe
Baugröße und das geringe Gewicht ist es möglich, die Kamera am Brenner zu befestigen.
Dadurch wird die Invarianz der Kameraposition im Bezug zur Brennerposition gewährleistet.
Dazu wurde eine Halterung gebaut, welche eine Höhen-, Winkel- und Abstandsänderung
der Kamera zulässt. So konnte in Vorversuchen die ideale Position der Kamera zum Brenner
ermittelt werden.
Zum Schutz der Kamera vor Schweißspritzern und zur Verringerung des Lichteinfalls wurde
ein Objektiv konstruiert, welches, neben einer Sammellinse, ein Schutzglas und eine Halte-
rung zum Einsatz von Filtern beinhaltet. Das Objektiv ist mit einer festen Apertur versehen, um
den Lichteinfall zusätzlich zu verringern. Da die Brennweite in diesem Versuchsaufbau nicht
variabel ist, ist ein Abstand von etwa 95 mm zwischen Objektivspitze und aufgenommenem
Gegenstand obligatorisch.
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Abbildung 6.1 zeigt links eine Skizze des Versuchsaufbaus mit durch Pfeilen angedeutete
Einstellmöglichkeiten der Kamera. In der Mitte der Abbildung ist der fertige Aufbau am Brenner
montiert. Zu sehen sind die Halterung, die Kamera mit speziell angefertigtem Objektiv sowie
die Verkabelung zur Datenübertragung. Der rechte Teil der Abbildung zeigt die Kamera im
Einsatz während des Schweißprozesses [64].
Abbildung 6.1: Skizze des Versuchsaufbaus und Aufbau am Versuchsstand vor und während
des Schweißens nach Schein et al. [64]
Figure 6.1: Sketch of the experimental setup and setup at test station before and during
welding according to Schein et al. [64]
Das Mitführen der Kamera am Brenner war durch das geringe Gewicht von Halterung und
Kamera problemlos möglich. Die Zugänglichkeit des Brenners konnte für die untersuchten
Anwendungsfälle von Stumpf- und Kehlnahtschweißungen in den Positionen PA und PB
gewährleistet werden.
Die Empﬁndlichkeit der Kamera über ihrer spektralen Bandbreite aus dem Handbuch der
MIKROTRON ist in Abbildung 6.2 dargestellt [73]. Die Kamera hat die höhste Empﬁndlichkeit
im sichtbaren Bereich (< 780 nm), besitzt aber auch noch bei 900 nm etwa 15 % ihrer
maximalen Empﬁndlichkeit. Um die Lichtbogenintensität zu dämpfen, wurde aus den zur
Verfügung stehenden Filtern ein Bandpassﬁlter bei 830 nm mit einer Halbwertsbreite von
± 30 nm und einem Transmissionsgrad von 60 % ausgewählt und in die Optik eingesetzt.
Diese Bandbreite war ein Kompromiss aus der Kameraempﬁndlichkeit und der spektralen
Emission des Schmelzbades, dessen Wellenlänge λmax der maximalen Intensität sich mit
dem Wienschen Verschiebungsgesetz abhängig von der Temperatur T nach Willy Wien wie
in Gleichung 6.1 berechnen lässt [74].
λmax · T = 2897, 8 · 10−6 m · K (6.1)
Demnach liegt die maximale Intensität des Schmelzbades bei einer angenommenen Schmelz-
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temperatur von Stahl von > 1770 K unterhalb einer Wellenlänge von
λmax =
2897, 8 · 0.000001
1770
m ≈ 1, 637 · 10−6 m = 1637 nm. (6.2)
Abbildung 6.2: Spektrale Empﬁndlichkeit der MIKROTRON nach Handbuch [73]
Figure 6.2: Spectral sensitivity of the MIKROTRON according to the manual [73]
Die Kamera ist über eine Camera Link®-Schnittstelle mit einer Framegrabber-Karte (Typ
PCIe-1433 von National Instruments) in einem handelsüblichen PC verbunden. Diese Schnitt-
stelle ermöglicht eine bidirektionale Kommunikation zwischen PC und Kamera, so dass
Konﬁgurationen der Kamera, wie die Einstellung von Shutterzeiten, Schwarzabgleich und
digitalem Signalverstärker über ein LabVIEW-Programm vorgenommen werden können. Auf
dieses Programm wird in den Use-Cases im nächsten Abschnitt genauer eingegangen.
Weitere ausgewählte Speziﬁkationen der Kamera gemäß des Datenblattes sind in Tabelle
6.1 angegeben [72].
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Tabelle 6.1: Speziﬁkationen der MIKROTRON MC1310 nach Datenblatt [72]
Table 6.1: Speciﬁcations of MIKROTRON MC1310 according to the data sheet [72]
Speziﬁkation Wert
Auﬂösung 1280× 1024 Pixel
maximale Aufnahmerate im Vollbildmodus 500 fps
Shutterzeiten 4 μs - 90 ms
Digitale Verstärkung 1, 2 oder 4
6.2 Use-Cases und Prozessbilder
In diesem Abschnitt werden Experimente erklärt, bei welchen mit Hilfe der oben beschriebe-
nen Kamera Prozessaufnahmen gemacht wurden. Ziel dieser Vorversuche war die Optimie-
rung der Bilderfassung für die Bildauswertung. Dabei wurden verschiedene Aufnahmerich-
tungen und -winkel, Kameraeinstellungen sowie Prozessvarianten betrachtet, auf die in den
folgenden Abschnitten eingegangen wird. Für alle Versuche gelten die Randbedingungen
und Einstellungen gemäß Tabelle 6.2.
Die folgenden kategorisierenden Abschnitte stellen keine zeitliche Reihenfolge der Ver-
suchsdurchführung dar. Vielmehr wurde bei jedem Versuch Einstellungen, Winkel und Ab-
stand der Kamera auf den jeweiligen Prozess iterativ eingestellt und getestet. Die Fälle, in
welchen jedoch ein signiﬁkanter Einﬂuss der Einstellungen, Kamerapositionen sowie des
Prozesses selber auf die Bilder beobachtet wurde, werden in den folgenden Abschnitten
genauer betrachtet.
Tabelle 6.2: Versuchsübergreifende Randbedingungen zur Inline-Prozessbeobachtung
Table 6.2: Boundary conditions for all experiments for the inline process monitoring
Bedingung/Einstellung Typ/Wert
Schweißstromquelle CLOOS Quinto GLC403
Material Werkstück S235
Blechdicke 10 mm
Material Drahtelektrode SG 3
Drahtdurchmesser 1 mm
Schutzgasklasse M21
Durchﬂuss Schutzgas 10,2 l/min
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6.2.1 Kameraeinstellungen und graphische Benutzeroberﬂäche
Die Kamera kann mit Hilfe der IMAQ-Bibliothek Vision von LabVIEW parametriert werden. Für
diese Arbeit stand ein im Institut für Schweißtechnik und Fügetechnik entwickeltes Framework
zur Verfügung, in welchem der Benutzer die Parameter der Kamera über Dialoge einstellen
kann. Zu diesen Parametern gehören
• die Bildaufnahmerate in fps und die Aufnahmedauer in ms,
• die Belichtungszeit in ms und Belichtungsart (synchron/asynchron),
• die Startmethode (über die Software/ einen Trigger-Eingang),
• der Schwarzpegel,
• die Empﬁndlichkeit und digitale Verstärkung.
Desweiteren konnte über eine Anzeige des gerade aufgenommenen Bildes ein Bildausschnitt
gewählt werden.
Die Bildaufnahmerate wurde anfangs auf etwa 200 fps gesetzt; bei der späteren Inline-
Bildauswertung wurde diese Rate auf 20 bis 50 fps beschränkt. Durch die direkte Bildüber-
tragung nach der Aufnahme wurde bei der so beschränkten Aufnahmerate eine beliebig
lange Aufnahmedauer möglich, den entsprechend benötigten Speicherplatz auf dem PC
vorausgesetzt.
Weiterhin von Belang für diese Untersuchungen waren Belichtungszeit und Bildausschnitt.
Die Wahl der Belichtungszeit wurde in Vorversuchen für jeden Prozess separat ermittelt, da je
nach Prozesstyp die durch den Lichtbogen eingebrachte Energie und somit die eingebrachte
Lichtintensität variiert. Der Winkel der Kamera sowie die geometrische Anordnung der Bleche
haben ebenfalls einen Einﬂuss auf den Lichteinfall in die Kamera. Abbildung 6.3 zeigt
vergleichend zwei Bilder einer Kehlnahtschweißung mit einem Sprühlichtbogenprozess.
Das linke Bild wurde mit einer niedrigen Belichtungszeit von 0,21 ms aufgenommen. Zu
erkennen ist die Schutzgasdüse im oberen Bilddrittel, die Drahtelektrode (mittig) sowie
aufgeschmolzenes Material, das Schmelzbad und die Fuge mittig im unteren Bildbereich.
Beim Vergleich mit dem rechten Bild, aufgenommen mit einer Belichtungszeit von 0,66 ms, ist
zu erkennen, dass das schmelzﬂüssige Material am Drahtende vom Lichtbogen überstrahlt
wird. Dafür sind die Schmelzbadränder deutlich kontrastreicher und somit besser detektierbar.
Da der Materialtransfer bei der Inline-Detektion aufgrund der niedrigen Bildaufnahmerate
für diese Arbeit keine Rolle spielt, wurden Bilder mit höherer Belichtungszeit präferiert. Zudem
kann durch die gleichmäßigere Ausleuchtung des Schmelzbades der Zentroid des Bildes als
Kriterium für die Lage des Schmelzbades herangezogen werden, worauf im nächsten Kapitel
noch genauer eingegangen wird.
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Abbildung 6.3: Einﬂuss der Belichtungszeiten beim Sprühlichtbogenprozess
Figure 6.3: Inﬂuence of the exposure time in a spray arc process
Zur Auswahl eines optimalen Bildausschnittes wurde vor der Aufnahme eine manuelle
Kalibration durchgeführt. Dies war notwendig, da durch die Einstellung der Kamerahöhe
und des Kamerawinkels (siehe Abschnitt 6.2.3) Toleranzen in der axialen Ausrichtung der
Kamera auftraten. Zudem wird durch einen kleineren Bildausschnitt die Übertragungs- und
Auswertegeschwindigkeit aufgrund der verringerten Datenmenge erhöht.
Die Justierung von Schwarzpegel, Empﬁndlichkeit und digitaler Verstärkung hatten keine
signiﬁkante Auswirkung auf die Ergebnisse der Bildauswertung und wurden deshalb auf
voreingestellten Werten belassen.
6.2.2 Prozessvarianten
Zunächst wurden verschiedene Prozessvarianten hinsichtlich der Auswertbarkeit der aufge-
nommenen Bilder gemacht. Betrachtet wurden die in Tabelle 6.3 angegebenen Use-Cases.
Der Impulslichtbogenprozess wurde in I/I-Modulation mit einer Pulsfrequenz von 95 Hz, einem
Grundstrom von 34 A und einem Pulsstrom von 385 A durchgeführt.
Die Versuche dienten der Analyse, welcher Prozess zu welchen Zeitpunkten nach welchen
Charakteristiken auswertbar ist. Zu jedem Versuch wurden außerdem verschiedene Kamera-
einstellungen getestet, um optimal ausgeleuchtete Bilder zu erhalten. In Abbildung 6.4 ist links
eine typische Aufnahme zu Use-Case 1 zu sehen. Das Schmelzbad hebt sich deutlich vom
Hintergrund ab. Die Fuge ist direkt unterhalt des Schmelzbades ebenfalls erkennbar. Störend
hier sind die Reﬂexionen im linken unteren Bildquadranten sowie die von der Lichtbogenmitte
ausgehenden Strahlen.
6.2 Use-Cases und Prozessbilder 69
Tabelle 6.3: Use-Cases zur Bildauswertung
Table 6.3: Use-Cases for image analysis
Use-Case 1 Use-Case 2 Use-Case 3
Prozessart Kurzlichtbogen Sprühlichtbogen Impulslichtbogen
Stoßform Überlappstoß Kehlnaht I-Stoß
Schweißposition PA stechend PB PA
Abstand der Gasdüse zum
Werkstück
13 mm 15 mm 15 mm
Drahtvorschubgeschwin-
digkeit
5 m/min 10,2 m/min 5 m/min
Schweißgeschwindigkeit 0,4 m/min 0,5 m/min 0,35 m/min
Spannung 19,8 V 28 V —
Auf der rechten Seite der Abbildung wurde ein Sprühlichtbogenprozess aufgenommen. Der
Kontrast der Schmelzbadränder ist geringer, Fuge, Draht und Lichtbogen jedoch gut erkennbar.
Problematisch hier sind die prozessbedingten Reﬂexionen an den Schmelzbadrändern.
Abbildung 6.4: Aufnahmen zu den Use-Cases 1 und 2 aus Tabelle 6.3
Figure 6.4: Images for the Use-Cases 1 and 2 from table 6.3
In Abbildung 6.5 ist eine Bildsequenz dreier aufeinanderfolgender Bilder zu Use-Case 3
gezeigt. Die Bilder wurden mit etwa 3,9-facher Pulsfrequenz aufgenommen. Es ist offensicht-
lich, dass bei gleichbleibender Belichtungszeit Grundphase (rechts und links) und Pulsphase
(mittig) sehr unterschiedliche Helligkeiten aufweisen. Zur Wahl der Belichtungszeit bleiben
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daher die Alternativen der gut ausgeleuteten Grundphase mit völlig überstrahlter Pulsphase
oder, im umgekehrten Fall, der schlecht ausgeleuchteten Grundphase mit moderatem Licht-
einfall in der Pulsphase, wie in Abbildung 6.5 zu sehen. Beide Phasen haben erkennbare Vor-
und Nachteile bezüglich der Deutlichkeit von Schmelzbad, Fuge und Lichtbogen. Daher sind
in diesem Fall verschiedene Vorgehensweisen zur Bildaufnahme und -auswertung möglich,
auf welche in Abschnitt 7.4 kurz eingegangen wird.
Abbildung 6.5: Aufnahmesequenz zum Use-Case 3 aus Tabelle 6.3
Figure 6.5: Image sequence for Use-Case 3 from table 6.3
6.2.3 Aufnahmerichtungen und -winkel
Der Winkel der Kamera entscheidet über den aufgenommenen Bereich, das heißt darüber,
welcher Anteil des Schmelzbades auf dem Bild sichtbar ist; dem entgegen beeinﬂusst der Auf-
nahmewinkel jedoch auch den Lichteinfall in die Kamera sowie die perspektivische Verzerrung
des Bildes. Der optimale Kamerawinkel wurde für jede Applikation einzeln ermittelt; zudem
lässt die Halterung der Kamera keine gezielten Änderungen des Winkels zu, sondern lediglich
eine komplette Neueinstellung, so dass vergleichende Untersuchungen kaum möglich waren.
Hingegen konnten durch eine simple Umstellung der Bewegungsrichtung des Verfahrti-
sches Bilder vor und hinter dem Schweißprozess gemacht werden. Diese Versuche dienten
zunächst der Analyse der Sichtbarkeit des Schmelzbades und der Qualität und Quantität der
gewonnene Informationen. Abbildung 6.6 zeigt links eine Aufnahme der Kamera hinter dem
Schweißprozess und rechts eine Aufnahme der Kamera vor dem Schweißprozess. Eingestellt
wurde in beiden Fällen ein wie in Use-Case 2 beschriebener Sprühlichtbogen. Im linken
Fall ist deutlich mehr vom Schmelzbad zu erkennen, es gibt einen weiten Bereich, in dem
die Schmelzbadbreite detektiert werden kann. Die Drahtelektrode ist allerdings kaum zu
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Abbildung 6.6: Ausrichtung der Kamera. Links: Aufnahme hinter dem Prozess, rechts: Auf-
nahme vor dem Prozess
Figure 6.6: Direction of the camera. Left: Image from behind the process, right: Image
from the front of the process
erkennen. Durch die bereits bekannte Anordnung der Kamera im rechten Bild ist zwar das
Schmelzbad selber schlechter zu erkennen, dafür ist die Lage des Schmelzbades bezüglich
Drahtelektrode und Fuge detektierbar. Für diese Arbeit wurde letzteres untersucht.
6.3 Oberﬂächenvorbehandlung und Auswahl des Use-Cases
Um die beschrieben Störungen an den Schmelzbadrändern beim Sprühlichtbogenprozess
zu minimieren, wurden unterschiedlich behandelte Oberﬂächen aufgenommen. Untersucht
wurden mit Aceton gereinigte und gebürstete Oberﬂächen, mittels Druckluftstrahlen mit Sand
beziehungsweise Glasperlen gereinigte Oberﬂächen und verzunderter Stahl.
Die ersten zwei Untersuchungen dienten dazu, Verschmutzungen, beispielsweise durch
Schmiermittel vom Walzen, als Ursache der Reﬂexionen auszuschließen. Dies führte beim
Startprozess zwar zunächst zu bessern Bildern, im Laufe der Schweißung war der Einﬂuss der
Reinigung allerdings gering. Daher wurde diese Art der Oberﬂächenvorbehandlung verworfen.
Beim Einsatz des verzunderten Bleches konnten die Reﬂexionen an den Schmelzbadrändern
zwar minimiert werden, allerdings störte vorlaufende Schlacke die Auswertung enorm, sodass
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auch diese Experimente nicht weiter verfolgt wurden.
Da die Optimierung der Bildaufnahme an dieser Stelle mit den zur Verfügung stehenden
Mitteln beendet war, bestand die Herausforderung nun darin, mit dem bestehenden Bildma-
terial möglichst viele und zuverlässige Informationen in möglichst geringer Zeit zu erhalten,
welche für eine Prozessregelung verwendbar sind.
Das folgende Kapitel beschreibt die Bildverarbeitung und die Auswertung und Nutzung der
gewonnenen Prozessinformationen anhand des Use-Cases 2. Diese Anwendung stellt, neben
dem Sonderfall des Impulslichtbogenschweißens, den komplexesten Fall der Bildauswertung
dar, da durch Reﬂexionen und Unregelmäßigkeiten an den Schmelzbadrändern inhomogene
Kontraste zwischen Schmelzbad und Blech auftreten können. Zugleich können von diesem
Fall abstrahierte Methoden der Bildauswertung für alle anderen Fälle angewendet werden.
Die Kamera wurde vor dem Prozess angeordnet, Winkel und Belichtungszeit den Prozess-
parametern gemäß so angepasst, dass der Kontrast zu den Schmelzbadrändern sowie die
Fuge erkennbar waren. Aufgabe der Bildauswertung war es nun, die Form des Schmelzbades
und dessen Lage bezüglich der Fuge zu detektieren.
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7 Bildanalyse als Komponente der Inline-Sensorik
7.1 Aufgaben der Bildauswertung
Nachdem die Randbedingungen zur Bilderfassung festgelegt wurden, ist es nun Aufgabe der
Bildauswertung, Informationen aus diesen Bildern zu extrahieren. Das übergeordnete Ziel ist
es hierbei, eine homogene, den Vorgaben entsprechende Nahtgeometrie zu erreichen. Die
Bezugsachse für das Koordinatensystem zur Bewertung der Nahtgeometrie ist die Lage der
Fuge. Abweichungen der Lage des Schmelzbadmittelpunktes von der Fuge sollen erkannt und
protokolliert werden, möglichst zeitnah zu deren Entstehung. Ist der Schmelzbadmittelpunkt
aufgrund des überstrahlenden Lichtbogens im Bild nicht erkennbar, kann die Schmelzbadlage
auch durch die Position des Lichtbogens bezüglich der Fuge angenähert werden.
Von Interesse für die Auswertung der Nahtgeometrie ist neben der Lage auch die Form
des Schmelzbades. Aufgrund der Zweidimensionalität der Aufnahmen beschränkt sich diese
Form auf die Breite des Schmelzbades. Es gibt zwar Untersuchungen zur Annäherung der
Schmelzbadform mittels Parametrierung polynomieller Funktionen, auf welche hier aber
nicht eingegangen werden soll [64]. Zusammenfassend werden in diesem Kapitel folgende
Prozesscharakteristiken betrachtet und miteinander in Beziehung gesetzt:
• Die Breite des Schmelzbades,
• der Lichtbogenschwerpunkt,
• die Position der Fuge und
• die Position des Drahtes.
Die Position des Drahtes hat dabei zwar keine direkte Aussage über die Schmelzbadposition,
kann aber einfach detektiert werden. Zudem ist die Drahtposition im Bild weitestgehend unver-
änderlich (siehe Kapitel 5), wodurch Ausgangswerte für die Bildung von ROIs ermittelt werden
können. Der Vorteil, dass die zu detektierenden Charakteristiken abhängig voneinander sind,
wird durchgehend genutzt, um den Suchraum einzuschränken. Dadurch kommt eine feste
Reihenfolge der Arbeitsschritte der Bildauswertung zustande, welche im nächsten Kapitel
schrittweise erläutert wird.
7.2 Vorgehensweise
Die Vorgehensweise der Bildauswertung wird in dieser Arbeit unter Nutzung des Programmes
MATLAB beschrieben. Die Umsetzung zur Inline-Bildauswertung erfolgte letztendlich aus
Kompatibilitätsgründen in LabVIEW. Die Vorgehensweise wurde dabei, wenn nötig, geändert
und die Algorithmen, wenn möglich, aus verfügbaren IMAQ-Toolboxen entnommen.
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7.2.1 Detektion des Lichtbogenschwerpunktes
Der Lichtbogen selber ist technisch gesehen auf den Bildern nicht erkennbar; sichtbar ist das
Plasma. Trotzdem wird der helle Bereich, wie in Abbildung 7.1, links, zu sehen, gemeinhin
als Lichtbogen bezeichnet. Dieser Ausdruck wird hier beibehalten.
In Vorversuchen ist eine Belichtungszeit ermittelt worden, welche den Lichtbogen als
Bereich mit maximaler Intensität darstellt. Die Daten liegen als 8-bit-Graustufenbilder vor. Die
einfachste Variante, diesen Bereich zu extrahieren ist die Binarisierung des Bildes mit:
P (pi,j) =
{
1, falls pi,j = 255
0 sonst
(7.1)
Das Ergebnis ist im mittleren Bild von Abbildung 7.1 zu sehen. Dabei kann es vorkommen,
dass durch Reﬂexionen Teile der Schmelzbadränder ebenfalls im Binärbild weiß dargestellt
werden. Um zu verhindern, dass diese Reﬂexionen einen nicht vernachlässigbaren Einﬂuss
auf die Charakterisierung des Lichtbogens haben, werden nicht zusammenhängende Be-
reiche durch eine 8er-Nachbarschaftssuche separiert, in MATLAB mit Hilfe der Funktion
bwconncomp.
Ist diese Separation durchgeführt, können mittels der MATLAB-Funktion regionprops
Bereiche analysiert werden. Da der Lichtbogen den größten zusammenhängenden Bereich
darstellt, kann dieser anhand der Pixelanzahl der separierten Bereiche identiﬁziert werden.
Die anderen Bereiche werden dementsprechend aus dem Bild eliminiert (Abbildung 7.1,
rechts).
Abbildung 7.1: Originalbild, binarisiert mit Schwellenwert 255 und größte zusammenhängen-
de Komponente mit Zentroid
Figure 7.1: Original image, binarised with threshold value 255 and biggest connected
componend with centroid
Nach der beschriebenen Separation des Lichtbogenbereiches können nun verschiedene
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Informationen aus dem Bild gewonnen werden. Dazu gehören
• die Lichtbogenform als Indikator für die Schmelzbadform,
• der Zentroid des Lichtbogens als Positionsanzeiger und
• der niedrigste und höchste Punkt des Lichtbogens, zur Bestimmung von ROIs zur Draht-
und Fugendetektion.
Um die Kontur des Lichtbogens zu erhalten, kann ein beliebiger, wie in Kapitel 2 beschrie-
bener Kantendetektionsoperator angewendet werden. Da die Schmelzbadform allerdings
nur bedingt der Kontur des Lichtbogens folgt, müssen daraufhin weitere Auswertungen
vorgenommen werden [64]. Darum wird die Lichtbogenform in dieser Arbeit nicht benutzt.
Eine Bestimmung des Zentroids des Lichtbogens kann analog zur Bestimmung des Trop-
fenschwerpunktes aus Kapitel 5 vorgenommen werden. Es ist zwar nicht auszuschließen,
und in Abbildung 7.1, rechts, auch sichtbar, dass Reﬂexionen und Lichtbogenbereich auf den
Bildern verschmelzen. Dies ist dem Versuchsaufbau, der Wahl der Kamera und der Belich-
tungszeit geschuldet. Dadurch kann die Position des berechneten Schwerpunktes von der
realen Position des Lichtbogenschwerpunktes abweichen; wie allerdings später dargestellt
wird, korrelieren die Ergebnisse der Zentroidberechnung mit der Geometrie der geschweißten
Naht, weswegen der Fehler hier vernachlässigt wird.
Im oben beschriebenen Fall erhalten wir nach Separation des Lichtbogenbereichs einen
Schwerpunkt mit den Koordinaten icent = 472, 5438 und jcent = 470, 8649 , welcher in Abbildung
7.1, rechts mit einer roten Raute markiert ist.
Die Auswertung wurde auf einem acer Aspire V3-371 mit Intel® Core™ i5-5200U Prozessor,
2,20 GHz Taktfrequenz, 8,0 GB RAM und 2 Kernen mit Hyperthreading getestet. Mit den
oben beschriebenen MATLAB-Funktionen benötigten die Arbeitsschritte ohne Einlesen des
Beispielbildes 16,1 ms. Davon entfallen 9,7 ms auf die Berechnung des Zentroids mit Hilfe
von MATLAB-eigenen Funktionen.
Eine Möglichkeit, diese Berechnungszeit zu optimieren, ist die Berechnung des Zentroids
des Ausgangsbildes ohne vorherige Separation des Lichtbogenbereichs. Dadurch entfal-
len die Schritte des Binarisierens des Bildes und des Separierens und Auswertens der
zusammenhängenden Komponenten. Dieses Vorgehen ist in der späteren LabVIEW-Version
angewandt worden. Diese Vereinfachung geht allerdings zu Lasten der Genauigkeit der
Koordinaten; da die Ausgangsbilder aber bis auf den Lichtbogenbereich generell sehr dunkel
sind, ist die Abweichung in den untersuchten Fällen gering. Abbildung 7.2 zeigt dies anhand
des Originalbildes, des binarisierten Bildes und des Lichtbogenbereichs. Die Unterschiede
in der Zentroid-Berechnung lassen sich nur im direkten Vergleich feststellen (Abbildung 7.2,
rechts). In horizontaler Richtung beträgt die Distanz zwischen dem Zentroid des Originalbildes
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und dem des Lichtbogenbereichs 3,9771 Pixel, in vertikaler Richtung 31,3209 Pixel. Bei der
Bildgröße von 852× 960 Pixel entspricht die vertikale Distanz 3,2626 % der Bildhöhe.
Abbildung 7.2: Vergleich der Zentroiden des Originalbildes, des Binärbildes und des separier-
ten Lichtbogenbereichs
Figure 7.2: Comparison of the centroids of the original image, of the binarised image and
of the separated arc region
Die Extrema des Lichtbogenbereiches, das heißt, die höchsten beziehungsweise niedrigs-
ten Punkte des Lichtbogens lassen sich durch
{(iarctop , jarctop)|jarctop = min(jarc)} und
{(iarcbottom , jarcbottom)|jarcbottom = max(jarc)}
(7.2)
berechnen, die am weitesten links beziehungsweise rechts liegenden Punkte durch
{(iarcleft , jarcleft)|iarcleft = min(iarc)} und
{(iarcright , jarcright)|iarcright = max(iarc)}
(7.3)
wobei (iarc, jarc) Koordinatenpaare auf der Lichtbogenkontur (oder auch des gesamten Lichtbo-
genbereichs) sind. Diese Koordinaten können für die Einschränkung der Suche nach weiteren
Charakteristiken hilfreich sein. So wird die Drahtelektrode im oberen Bereich des Lichtbo-
gens enden, eine ROI für die Fugensuche macht nur unterhalb des Lichtbogens Sinn. Das
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rechte oder linke Extremum des Lichtbogenbereichs gibt Auskunft über etwaige Positionen
der Schmelzbadränder. Wird, wie oben beschrieben, kein Lichtbogenbereich ermittelt, kann
die Suche nach dem höchsten beziehungsweise tiefsten Punkt beispielsweise vom oberen
beziehungsweise unteren Bildrand ausgehend zeilenweise durch eine Abfrage geschehen,
ob ein Pixel mit dem Wert 255 gefunden wurde. Mögliche Fehlerquellen entsprechen den
Reﬂexionen, wie bereits zuvor beschrieben.
Das Einschränken der Suchregionen verkürzt die Berechnungszeit wesentlich. Zudem
werden die Ergebnisse einer Suche nach bestimmten Charakteristiken in kleineren Bereichen
genauer, da die Wahrscheinlichkeit, dass abgefragte Kriterien öfter auftreten, in kleineren
Bildbereichen entsprechend geringer sind. Deutlich wird dies im Fall der Detektion der Fuge.
Zunächst soll aber auf den wesentlich unkomplizierteren Fall der Detektion der Drahtelektrode
eingegangen werden.
7.2.2 Detektion der Drahtelektrode
Die Detektion der Drahtelektrode, beziehungsweise des freien Drahtendes, wird durch die
Größen Länge, Breite und horizontale Position des Drahtes beschrieben, wobei die Länge
des freien Drahtendes durch die Strecke zwischen Gasdüse und Lichtbogen angenähert wird.
Abbildung 7.3: Positionswahl zur Drahtdetektion. Links: Originalbild und vertikale Positionen,
rechts: Grauwerte des Bildes entlang dieser Linien
Figure 7.3: Choice of position for wire detection. Left: original image with vertical positions,
right: grey values of the image along these lines
Die Breite des freien Drahtendes kann als Skala herangezogen werden, wie in Kapitel 5
beschrieben. Zur Positionskontrolle des Drahtes bezüglich des Lichtbogens beziehungsweise
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Schmelzbades und der Fuge genügt eine horizontale Position des Drahtes. Hierbei wird die
Annahme getroffen, dass der Draht vertikal im Bild verläuft.
Der Kontrast des Drahtes ist umso höher, je besser der Bereich ausgeleuchtet ist, ohne
überstrahlt zu sein. Abbildung 7.3 zeigt Linescans der Grauwerte an verschiedenen Positionen
des Bildes zwischen der Gasdüse und der höchsten Lichtbogenposition. Die Positionen sind
links im Bild eingezeichnet, die zugehörigen Grauwertverläufe (farbkodiert) rechts.
Abbildung 7.4: Grauwerte und deren Differenzen zur Drahtdetektion
Figure 7.4: Grey values and their differences for wire detection
Der Draht ist erkennbar durch den steilen Werteabstieg und folgenden Anstieg in der Mitte
der Linescans. Die farbkodierten Linien verdeutlichen, dass der Draht am deutlichsten direkt
oberhalb des Lichtbogens detektierbar ist (hellgrüne Linie), da hier der Kontrast zwischen
Draht und Umgebung am höchsten ist. Da die höchste Position des Lichtbogens aus dem
vorhergehenden Arbeitsschritt bekannt ist, wird diese zur Bestimmung der Drahtmitte in
horizontaler Richtung benutzt. Wird nun die Ableitung (beziehungsweise hier die Differenzen
zweier aufeinanderfolgender Werte) des Linescans entlang der hellgrünen Linie betrachtet,
fallen zwei lokale Maxima bei den x-Werten 495 und 582 und diesen vorausgehende lokale
Minima ins Auge (siehe Abbildung 7.4, rechts). Das erste Wertepaar aus Minimum und Maxi-
mum beschreibt die Drahtränder. Das zweite Wertepaar resultiert aus einer Unregelmäßigkeit
im Bild. Tatsächlich können Störungen wie Spritzer, Rauche, Reﬂexionen oder, wie in diesem
Fall, Schmutz auf dem Schutzglas zu höheren Kontrasten außerhalb der Drahtränder führen.
Mögliche Lösungswege für dieses Problem sind:
• Analyse des Originalsignals auf lokale Minima in deﬁniertem Mindestabstand zu lokalen
Maxima auf Basis von Informationen über die wahrscheinliche Drahtbreite,
• Einbinden der Informationen über die wahrscheinliche Lage des Drahtes auf Basis von
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Kalibrationseinstellungen.
• Vergleich mehrerer Linescans auf unterschiedlicher Höhe oder zu unterschiedlichen
Zeitpunkten zur Verbesserung des Kontrastes.
Für die ersten beiden Punkte müssen Kenntnisse über Lage oder Breite des Drahtes vorhan-
den sein. Diese können beispielsweise aus einer manuellen Auswertung der Bilder vor dem
Prozess oder aus physikalischen Gegebenheiten des Versuchsaufbaus stammen.
Dem letzten Punkt liegt die Überlegung zu Grunde, dass die Störungen örtlich oder zeitlich
sehr beschränkt auftreten. Die örtliche Begrenzung gilt insbesondere für Spritzer oder Staub
auf dem Schutzglas (meist nur wenige Pixel groß). Die zeitliche Begrenzung gilt für alle Arten
von Störungen aus dem Prozess.
Um ohne eine manuelle Bildauswertung auszukommen, wurde im Folgenden eine Kombi-
nation oben genannter Strategien gewählt:
1. Als erste Maßnahme wird das Signal des Linescans geglättet, um einzelne Ausreißer
zu eliminieren.
2. Durch den Versuchsaufbau ist gegeben, dass die Drahtelektrode um die Bildmitte
zu ﬁnden sein muss. Weiterhin wird die Annahme getroffen, dass die Drahtposition
kaum variiert. Daher wird bei mehrfachen, nicht eindeutigen Maxima in den Differenzen
dasjenige gewählt, welches den geringsten Abstand zum Bildmittelpunkt aufweist.
3. Zudem wird aus einer bestimmten Anzahl von Bildern ein gleitender Mittelwert der
gefundenen Drahtpositionen gebildet, welcher den Suchbereich für Maxima einschränkt.
Durch die prozessbedingte Variation der höchsten Lichtbogenposition wird die Höhe
des Linescans somit ebenfalls variiert. Somit sind ein Großteil der zeitlich oder örtlich
beschränkten Störungen als Ausreißer erkennbar.
Abbildung 7.5 zeigt eine Serie von 5 Bildern mit folgenden Umsetzungen für oben genannte
Strategien: Das Signal des Linescans wurde in MATLAB mit der Funktion smooth geglättet.
Die Funktion benutzte einen gleitenden Mittelwert über eine Spanne von 20 Werten. Die zwei
höchsten Peaks in den Differenzen wurden durch ﬁndpeaks ermittelt und über ihren Abstand
zum horizontalen Bildmittelpunkt ausgewählt. War einer der Peaks jedoch mindestens doppelt
so hoch wie der andere, wurde dieser als eindeutig markiert und ohne Differenzenvergleich
ausgewählt. Nach den ersten 10 Bildern wurde für jedes Bild ein gleitender Mittelwert über
die letzten 10 Drahtpositionen gebildet.
In den einzelnen Bildern in Abbildung 7.5 ist kaum ein Unterschied in der berechneten
Drahtposition zu erkennen. Werden die zur Mittelwertbildung benutzten Werte betrachtet (hier
am Beispiel des letzten Bildes aus Abbildung 7.5):
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(470,0 470,5 471,5 469,5 470,0 471,5 468,0 476,0 473,5 465,0)
ist zu erkennen, dass die detektierten Positionen kaum variieren; die Annahme, dass die
Drahtposition stabil ist, ist somit gerechtfertigt.
Abbildung 7.5: Bildsequenz mit Visualisierung des Lichtbogenzentroids (blau) und der hori-
zontalen Drahtposition (grün)
Figure 7.5: Image sequence with visualisation of the centroid of the arc (blue) and the
horizontal wire position (green)
Die durchschnittliche Berechnungszeit für die Drahtdetektion wie oben beschrieben auf
demselben System wie die Zentroidberechnung dauerte im Schnitt, gemessen an einer
Bildsequenz von 241 Bildern, 13 ms.
In Abbildung 7.5 ist zu erkennen, dass der Lichtbogenzentroid sich in der Region um die
horizontale Drahtposition beﬁndet. Die Fuge, hier mit dem bloßen Auge kaum erkennbar, liegt
deutlich weiter links im Bild. Derartige Fehlpositionierungen führen zu Qualitätseinbußen in der
späteren Naht bis hin zu Bindefehlern. Um dies zu vermeiden, ist es nötig, die Fugenposition
ebenfalls zu detektieren. Durch den geringen Kontrast in diesem Bildbereich stellt diese
Detektion eine größere Herausforderung dar als beispielsweise die Drahtdetektion, was ein
Grund dafür sein könnte, dass diese Möglichkeit in der Forschung kaum berücksichtigt wird
(vergleiche Abschnitt 2.4.2).
7.2.3 Detektion der Fuge
Zunächst wird die Tatsache ausgenutzt, dass die mögliche Lage der Fuge zu Beginn der
Bildauswertung in einen Bereich um die Drahtposition eingeschränkt ist – unter der Annahme,
dass eine Regelung nur dann sinnvoll ist, wenn der Prozess nicht bereits beim Start fehlerhaft
ist.
Abbildung 7.6 zeigt eine auswertbare Situation bei einer Kehlnahtschweißung sowie eine
ROI zur Spaltdetektion, festgelegt nach folgenden Kriterien: gewählt wurde ein Bereich von
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± 100 Pixel um die horizontale Drahtposition und von der untersten Position des Lichtbogens
bis zum Bildende. Zur Verdeutlichung wurde das Bild in der ROI vergrößert.
Abbildung 7.6: Originalbild und ausgewählte ROI zur Fugendetektion
Figure 7.6: Original image and chosen ROI for the joint detection
Die Fuge ist im linken Viertel der gewählten ROI trotz des geringen Kontrastes mit bloßem
Auge gut zu erkennen. Wird allerdings der Ansatz des Linescan wie bei der Drahtdetektion
verwendet wird schnell sichtbar, dass durch die inhomogene Oberﬂäche auf einer Linie
kein lokales Minimum eindeutig mit der Drahtposition in Verbindung gebracht werden kann
(Abbildung 7.7).
Da die Fuge allerdings nahezu vertikal im Bild verläuft, ist diese Stelle im Durchschnitt
verschiedener Linescans dunkler als ihre Umgebung. Der Mittelwert aller möglichen horizon-
talen Linescans ist in Abbildung 7.8, links, zu sehen. Hier fallen zwei lokale Minima um die
Werte 38 und 160 ins Auge. Das erste Minimum ist die gesuchte Fuge, das zweite kommt
zustande, da der helle Bildbereich im oberen Viertel der ROI einen wesentlichen Einﬂuss
auf die Mittelwertbildung hat. Wird dieser ausgeleuchtete, kontrastreiche Bildbereich nicht
in die Berechnung einbezogen, entspricht das Ergebnis der Darstellung in Abbildung 7.8,
rechts. Wird zusätzlich der Bildrand außer Acht gelassen, ist das ausgeprägte Minimum an
den Positionen 38 und 39 genau die gesuchte Fugenposition.
Von dieser Position ausgehend wird nun angenommen, dass die Fuge im nachfolgenden
Bild nicht mehr als 10 Pixel von der ersten Position abweicht. Diese Annahme kann getroffen
werden, da sprunghafte Änderungen der Fugenposition nur durch sprunghafte Änderungen
der Brennerposition oder durch erhebliche Fehler in der Nahtvorbereitung vorkommen können.
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Abbildung 7.7: Linescans an den farbkodierten horizontalen Positionen in der ROI
Figure 7.7: Linescans at the color-coded horizontal positions within the ROI
Beide Fälle hätten fatale Auswirkungen auf den Prozess, so dass deren Betrachtung hier
ausgeschlossen wird. Gleichzeitig kann durch diese Annahme die ROI verkleinert werden,
was die Wahrscheinlichkeit von Störungen erheblich verringert und die Berechnungszeit
senkt.
Bei einer Bildsequenz von 241 Einzelbildern liegt die Berechnungszeit auf benanntem
System im Durchschnitt < 1 ms. Allerdings ist der Erfolg der Fugendetektion mit dieser Vorge-
hensweise von der richtigen Detektion im ersten Bild abhängig. In der LabVIEW-Realisierung
ist daher eine Kalibrationsphase eingebaut worden, auf die später noch eingegangen wird.
Reproduzierbarkeit, Übertragbarkeit, Statistik
Die Sichtbarkeit der Fuge ist stark von Prozess- und Kameraeinstellungen abhängig. Mit
oben angegebenen Methoden und Annahmen wurden in vielen Fällen gute Ergebnisse
erzielt. Trotzdem genügen bereits geringe Prozessänderungen, um fehlerhafte Detektionen
zu erhalten. Auch hardwareseitige Störungen wie Verunreinigungen auf dem Schutzglas,
Sensor- oder Datenübertragungsfehler können die Spaltdetektion verfälschen. Dadurch,
dass keine Aufnahme eines Schweißprozesses einer anderen gleicht, konnten viele dieser
Störungen nicht reproduziert werden. Und obwohl nach Auswertung etlicher Bildsequenzen
die eingebauten Bedingungen und Schwellenwerte immer weiter optimiert wurden, sollte
diese Optimierung Fokus weiterer Forschungsaktivitäten sein.
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Abbildung 7.8: Mittelwert aller Linescans und derjenigen Linescans unterhalb des hellen
Bereichs
Figure 7.8: Mean of all linescans and the ones below the bright section
Verbesserungen des Algorithmus sind natürlich möglich, bedingen in vielen Fällen aller-
dings Fallunterscheidungen, denen eine Prüfung der vorliegenden Bedingungen vorausgeht.
So wurde, wie oben beschrieben, der helle Bildbereich in der ROI nicht durch Prüfung der
Grauwerte ausgeschlossen, sondern eine feste Länge unter dem Lichtbogenbereich (hier 70
Pixel), basierend auf Erfahrungswissen, als Suchbereich ausgeschlossen. In den untersuch-
ten Fällen ist dieses Vorgehen ebenso effektiv wie eine Grauwertprüfung, zeittechnisch aber
efﬁzienter. Allerdings geht es zu Lasten der Übertragbarkeit auf Anwendungen, in welchen,
beispielsweise durch Änderung der Spannung, ein anderer Lichteinfall vorherrscht.
Bei der Realisierung der Inline-Bildauswertung via LabVIEW wurden zwei wesentliche
Änderungen vorgenommen, um die Fugendetektion stabiler zu gestalten: Statt der oben be-
schriebenen Mittelwertbildung wurde die IMAQ-interne Funktion Find Straight Edges benutzt.
Diese Funktion sucht ebenfalls Kontrastunterschiede entlang horizontaler Linien in einer
ROI, passt dann aber nach deﬁnierten Kriterien eine Gerade an die gefundenen Punkte an
[75]. Sie wurde gewählt, da sie sehr gute Ergebnisse nach geringer Berechnungszeit liefert
und den Programmieraufwand verringerte. Zusätzlich wurde zu Beginn der Aufnahmen eine
Kalibration durchgeführt, in welcher die aufgenommenen Bilder unabhängig voneinander
bewertet und verglichen werden, um die wahrscheinlichste Fugenstartposition zu erhalten.
Um allerdings verlässliche Angaben über die Stabilität des Algorithmus machen zu können,
müssen weitere Experimente mit variierenden Prozess- und Aufnahmerandbedingungen
durchgeführt werden.
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7.2.4 Detektion der Schmelzbadbreite
Die Detektion der Schmelzbadränder und daraus resultierende Berechnung der Schmelzbad-
breite stellt eine Herausforderung aufgrund auftretender Reﬂexionen, inhomogener Oberﬂä-
chen und Prozessnebenprodukten (Rauche, Spritzer, Schlacke) dar. Dies führt, abhängig von
der Fügeaufgabe, zu starken Streuungen in den Grauwerten im Bereich um die Schmelzbad-
ränder. Zu erkennen ist dies beispielsweise anhand der Falschfarben-Darstellungen einer
Auftragsschweißung sowie einer Kehlnahtschweißung wie in Abbildung 7.9. Während bei der
Auftragschweißung die Schmelzbadränder klar umrissen sind (dunkelblauer Bereich), ist der
entsprechende Grauwert und Kontrastunterschied in der Kehlnahtschweißung weitestgehend
um den Lichtbogen herum zu ﬁnden; die wirkliche Form des Schmelzbades ist nur auf der
rechten Seite zu erahnen.
Abbildung 7.9: Originalaufnahmen und Falschfarbendarstellungen einer Kehlnahtschweißung
(links) und einer Auftragschweißung (rechts)
Figure 7.9: Original images and pseudocolour images of a ﬁllet welding (left) and a
deposition welding (right)
Bei den manuellen Analysen der Bilder hat sich herausgestellt, dass die beste Position zur
initialen Detektion der Schmelzbadränder kurz unterhalb der Drahtelektrode liegt. Da aus den
Rändern die Breite des Schmelzbades berechnet werden soll, ist es zwecklos, wesentlich
tiefer zu suchen, da hier durch den parabelförmige Verlauf der Naht von den Rändern auf eine
zu geringe Breite geschlossen werden würde – zudem häufen sich bei Kehlnahtschweißungen
im unteren Bereich des Schmelzbades Reﬂexionen. Würde an höherer Position gesucht, reicht
die Beleuchtung durch den Lichtbogen nicht mehr aus und detektierbare Kontrastunterschiede
fehlen.
Die Detektion der Schmelzbadbreite folgt dem Prinzip der Fugendetektion: Nachdem initiale
Positionen gefunden wurden, wird der Suchbereich des Folgebildes auf eine ROI um diese
Positionen herum beschränkt. Die Position des Drahtendes dient als initiale Suche für einen
Linescan. Abbildung 7.10 zeigt das zugrundeliegende Bild (links) und das Ergebnis des
Linescans sowie dessen Ableitung (rechts). Mehrere lokale Maxima fallen dabei ins Auge
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Abbildung 7.10: Originalaufnahme mit Positionsmarkern und Grauwerte des Linescans sowie
dessen Ableitung
Figure 7.10: Original image with position markers and grey values of the linescan and its
derivation
– da das Schmelzbad allerdings durch einen gleichmäßigen, hohen Helligkeitsanstieg zur
Mitte hin gekennzeichnet ist, kann davon ausgegangen werden, dass die äußersten Maxima
den Schmelzbadrändern entsprechen. Natürlich können auch hierbei Störungen auftreten,
sodass wie bei der Fugendetektion eine vorangestellte Kalibrationsphase sinnvoll ist.
Die Berechnungszeit für die Schmelzbadränder wurde analog zu den vorhergehenden
Performance-Messungen erfasst und beträgt durchschnittlich 1,8 ms.
7.3 Implementierung und Funktionstest in LabVIEW
Wie bereits im Abschnitt 6.2 beschrieben, wurde am ISF ein Framework zur Parametrierung
der Kameraeinstellungen und Übertragung der aufgenommenen Bilder erstellt, sodass die
Bilddaten nach der Aufnahme direkt zur Auswertung zur Verfügung stehen.
Die Detektion der einzelnen Bildcharakteristiken wurde dann auf Basis der oben angege-
benen Methoden und Ergebnisse ebenfalls in LabVIEW übertragen. Sie verläuft sequentiell
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Abbildung 7.11: Reihenfolge und Abhängigkeiten der Detektion der Bildcharakteristiken im
LabVIEW-Programm
Figure 7.11: Sequence and dependencies of the detection of image characteristics in the
LabVIEW program
in der in Abbildung 7.11 dargestellten Reihenfolge. Die Bezeichnungen der Variablen in
Abbildung 7.11 setzt sich wie folgt zusammen: iChar beschreibt eine Koordinate in horizontaler
Richtung, jChar eine Koordinate in vertikaler Richtung. Char beschreibt die zu untersuchende
Charakteristik, also Bildmitte, Fuge (selbsterklärend), BadLinks und BadRechts (linker und
rechter Schmelzbadrand), Draht, welches das sichtbare Drahtelektrodenende meint und
Zentroid, den Zentroiden des gesamten Graustufenbildes.
Die Darstellung in 7.11 zeigt die zur sequentiellen Ausführungen nötigen Abhängigkeiten.
Das Programm wurde iterativ entwickelt und getestet. Dabei stand vor allem die benötigte
Berechnungszeit im Fokus der Tests. Für einen praxistauglichen Einsatz lag die Vorgabe
bei einer Aufnahmerate von mindestens 20 fps, da diese Rate bei einer praxisnah ange-
nommenen Schweißgeschwindigkeit von 60 cm/min einem Bild pro 0,5 mm Schweißnaht
entsprechen würde.
Die linke Graﬁk in Abbildung 7.12 zeigt mittlere Berechnungszeiten sowie die durch Fehler-
balken markierte minimal und maximal benötigte Rechenzeit für verschiedene Anwendungen.
Auf der rechten Seite sind die Berechnungszeiten für die einzelnen Versuche bei Sprüh-
lichtbogenprozessen an einer Kehlnaht dargestellt. Die Fehlerbalken beziehen sich hier auf
die Auswertungszeiten der Bilder pro Versuch. Die Zeiten sind logarithmisch aufgetragen.
Getestet wurde auf einem Desktop PC mit Intel® Core™ i5-3470 CPU, 3,20 GHz Taktfrequenz,
4 GB RAM auf einem 64-bit System.
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Abbildung 7.12: Durchschnittliche Berechnungszeiten für verschiedene Anwendungen (links)
und Versuche der Anwendung Sprühlichtbogen/Kehlnaht nach Schein et al.
[64]
Figure 7.12: Mean calculation time for different applications (left) and experiments from
spray arc/ﬁllet weld according to Schein et al. [64]
Es ist zu erkennen (und durch die Einschränkungen in den Suchregionen auch zu erwarten),
dass alle Prozessvarianten und Versuche ähnliche Berechnungszeiten von durchschnittlich
<32 ms aufweisen. Dies entspricht einer möglichen Bildrate von 31 fps und liegt somit
oberhalb der Vorgabe.
Abbildung 7.13: Berechnungszeiten der einzelnen Detektionen bei verschiedenen Anwen-
dungen nach Schein et al. [64]
Figure 7.13: Calculation times of the individual detection steps at different applications
according to Schein et al. [64]
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Die Zeiten für die Übertragung des Bildes von der Kamera zum PC waren vernachlässigbar.
Da Abbildung 7.12 allerdings zeigt, dass Ausreißer wie in Versuchsnummer 16 vorkom-
men können, wurden die folgenden Test mit einer Rate von 20 fps durchgeführt, um eine
kontinuierliche Auswertung zu garantieren.
Werden die Berechnungszeiten der einzelnen Auswertungsschritte betrachtet (Abbildung
7.13) fällt auf, dass die Berechnung des Zentroids über 90 % der Gesamtzeit ausmachen.
Die Gründe hierfür liegen in der Auswertung des gesamten Bildes, während die übrigen
Auswertungen nur einen Bruchteil des Bildes betreffen. Wie vorher bereits beobachtet,
variieren die Berechnungszeiten zwischen verschiedenen Anwendungen kaum.
Zusätzlich zu den Berechnungszeiten wurden zu verschiedenen Versuchen die Ergebnisse
der algorithmischen Auswertung überprüft. Dazu wurden die horizontale Fugenposition, die
Schmelzbadränder sowie die horizontale Position der Drahtmitte mit manuell ermittelten
Werten verglichen. Zu diesem Zweck wurde wie folgt vorgegangen:
Es wurde je ein Versuch zu den Anwendungen Sprühlichtbogen Kehlnaht, Sprühlichtbogen
I-Stoß und Kurzlichtbogen Überlappstoß betrachtet. Alle zu diesen Versuchen aufgenomme-
nen Bilder wurden „manuell“ , also von einem Menschen auf Basis der von ihm erkennbaren
Kontraste und getroffenen Annahmen zu den Bildcharakteristiken, ausgewertet. Dies waren
255 Bilder zur Kehlnaht, 228 Bilder zum I-Stoß und 180 Bilder zum Überlappstoß.
Die horizontale Fugenposition wurde für jedes der Bilder an einer beliebigen Stelle auf
der sichtbaren Fuge ermittelt. Die Schmelzbadränder wurden für jedes der Bilder an den
gleichen vertikalen Positionen ermittelt, die auch im Algorithmus benutzt wurden. Durch
dieses Vorgehen ist eine Vergleichbarkeit zwischen manuell und algorithmisch ermitteltem
Wert gewährleistet, da die Schmelzbadbreite zwischen Draht und Fuge stark variiert. Zur
horizontalen Position der Drahtmitte wurden pro Bild an beliebiger vertikaler Position auf
dem sichtbaren Teil des Drahtes die jeweils rechte und linke Kanten des Drahtes ermittelt
und aus diesen Rändern die Drahtmitte berechnet. Nicht ausgewertet wurde der Bild- oder
Lichtbogenzentroid, da eine manuelle Auswertung zu großer Willkür unterliegt und eine
Aussage über die Güte des Algorithmus unmöglich macht.
Zu den ausgewerteten Charakteristiken wurden pro Versuch das arithmetische Mittel
und die Standardabweichung der Differenzen gebildet. Mittels der Drahtbreite wurde ein
Umrechnungsfaktor von Pixel in Millimeter ermittelt und angewendet.
Wie zu erwarten war, betragen die Abweichungen zur Fugenposition und zur Drahtposi-
tion in allen Versuchen nur wenige Pixel. Sowohl Mittelwert als auch Standardabweichung
liegen in allen betrachteten Versuchen unterhalb von 0,1 mm (siehe Abbildung 7.14). Die
geringen Differenzen können auf Unsicherheiten bei den Bildinterpretationen der manuellen
Auswertung zurückgeführt werden.
Die Abweichungen beim linken und rechten Schmelzbadrand müssen allerdings auf Feh-
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Abbildung 7.14: Arithmetischer Mittelwert und Standardabweichung der Differenzen zwischen
manueller und algorithmischer Bildauswertung
Figure 7.14: Arithmetic mean value and standard deviation of the differences of manual
and algorithmic image analysis
ler in der algorithmischen Bilderkennung zurückgeführt werden. Dafür spricht, dass die
Schwankungsbreite der algorithmischen Auswertung im Vergleich zur manuellen Auswertung
deutlich größer war, was prozesstechnisch unwahrscheinlich ist. Zudem lässt die Differenz
der Mittelwerte zum Nullpunkt in den betrachteten Versuchen Sprühlichtbogen Kehlnaht und
Sprühlichtbogen I-Stoß im linken Schmelzbadrand auf systematische Fehler schließen, die
vermutlich durch Reﬂexionen erzeugt werden (vergleiche hierzu auch Abschnitt 7.2.4). Da
Mittelwerte und Standardabweichungen jedoch in allen Fällen unterhalb von 0,5 mm (und in
den meisten Fällen deutlich niedriger) liegen, sind die Ergebnisse dennoch zufriedenstellend.
Ergänzend zu den Tests auf Berechnungszeiten und der Prüfung der Abweichungen zwi-
schen algorithmisch und manuell ermittelten Werten wurde das Programm in Laborexperimen-
ten anhand von Fehlpositionierungen auf Praktikabilität getestet. Bei Kehlnahtschweißungen
wurden Bleche so angeordnet, dass sich die Distanz von Brenner und vertikalem Blech im
Laufe der Schweißung verringert. Ein Ausschnitt einer diesen Experimenten zugehörigen,
ausgewerteten Bildsequenz ist in Abbildung 7.15 dargestellt.
Zu sehen sind Bilder über einen Zeitraum von etwa 10 s. Die vertikale blaue Linie gibt die
horizontale Position der Drahtmitte an, die vertikale lilafarbene Linie die Position der Fuge.
Die horizontale rote Linie markiert den Abstand zwischen den gefundenen Schmelzbadrän-
dern. Der grüne Punkt ist der Bildzentroid, die von diesem ausgehende grüne Linie zeigt
die Strecke zwischen der Drahtspitze und dem Zentroiden an. Die oben links angegebenen
Nummern entsprechen den Bildnummern und leiten sich aus dem Aufnahmezeitpunkt ab.
Zur vereinfachten Darstellung wurden aus der Aufnahmesequenz nur acht Bilder ausgewählt.
Die zugehörige Schweißung ist in Abbildung 7.16 zu sehen. Die Nummern im Bild geben An-
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Abbildung 7.15: Ergebnisse der Bildauswertung eines Laborexperiments nach Schein et al.
[64]
Figure 7.15: Results of the image processing in a laboratory experiment according to
Schein et al. [64]
haltspunkte, an welchen Positionen die Bilder aus Abbildung 7.15 aufgenommen wurden. Die
Positionen stellen Schätzungen dar, da Aufnahme und Schweißprozess nicht synchronisiert
waren, sondern manuell gestartet und gestoppt wurden.
Die Verschiebung des Brenners hin zum vertikalen Blech hat vor allem Auswirkungen auf
den Lichtbogen. Während die Distanz von Draht und Fuge nur zu Beginn und zum Ende
des Versuchs deutliche Unterschiede aufweist, lässt sich die Lichtbogenregion anhand des
Zentroids und dessen Lage zur Drahtspitze leicht mitverfolgen. Zudem ist auf den Bildern 67
bis 126 zu erkennen, dass die Distanz zwischen Zentroid und Fuge deutlich mehr Variation
aufweist als zwischen Draht und Fuge, was auch an der Lichtbogenform erkennbar ist.
Im Extremfall, dem Bild 203 ist außerdem zu sehen, dass die freie Drahtelektrodenlänge
aufgrund der Annäherung an das vertikale Blech kürzer wird.
All diese Charakteristiken sind Indikatoren für eine Fehlpositionierung des Brenners zur
Fuge und geben Anhaltspunkte, wie die Position des Brenners korrigiert werden kann. Da, wie
oben beschrieben, die Lage des Schmelzbades in Relation zur Fuge durch die Fugen- und
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Abbildung 7.16: Schweißnaht eines Laborexperiments mit Fehlpositionierung des Brenners
Figure 7.16: Weld seam of a laboratory experiment with mispositioning of the welding
torch
Lichtbogenposition deutlicher zu erkennen ist als durch die Fugen- und Drahtposition, sollten
diese Detektionen zur Prozessregelung herangezogen werden. Der nächste Schritt wäre
hier, Schweißergebnisse mit detektierten Abweichungen zu korrelieren, um Regelbereiche zu
identiﬁzieren. Im Anschluss können dann Signale an die Positioniereinheit weitergegeben
werden, die den Brenner während des Schweißens entsprechend der Abweichung versetzt.
Die detektierte Schmelzbadbreite verhält sich zu den manuell ausgewerteten Schweiß-
nähten proportional – waren die Abstände der gefundene Schmelzbadränder im Bild weiter
auseinander, resultierte dies auch in einer breiteren Schweißnaht. Durch den variierenden
Versuchsaufbau und die winklige Anordnung der Kamera zum Schmelzbad konnte allerdings
kein funktionaler Zusammenhang zwischen detektierter Schmelzbadbreite und resultierender
Schweißnahtbreite gefunden werden. Um hier eine statistisch abgesicherte Korrelation zwi-
schen Bild und Ergebnis in Abhängigkeit von der Kameraposition herstellen zu können, sind
deutlich mehr Versuche nötig.
7.4 Fazit zur Inline-Bildauswertung
Die Inline-Bildauswertung verschiedener MSG-Schweißprozesse ist erfolgreich realisiert und
validiert worden. Mit Hilfe der Software LabVIEW konnten Bilder aufgezeichnet, an einen PC
übertragen, ausgewertet und visualisiert werden.
Die Auswertung umfasst den Zentroid des Bildes, die horizontale Drahtelektrodenposition,
die Schmelzbadbreite sowie die horizontale Fugenposition, was einen Rückschluss auf die
Schmelzbadposition bezüglich der Fuge zulässt.
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Die durchschnittliche Zeit zur Auswertung eines Bildes beträgt etwa 32 ms in allen unter-
suchten Fällen. Dies entspricht einer möglichen Bildauswerterate ohne Verzögerungen von
31 fps. Damit liegt die mögliche Bildauswerterate über der Vorgabe von 20 fps.
Die Bildauswerterate, das Einhalten der Randbedingungen hinsichtlich Baugröße und Posi-
tionierung der Kamera sowie die Realisierung der Bildauswertung ohne Zusatzbeleuchtung
gewährleisten die Praxistauglichkeit des Gesamtsystems. Tests mit deﬁnierter Fehlpositio-
nierung validieren ihre Einsatzfähigkeit. Dem Aufbau einer Prozessregelung auf Basis der
Bildauswertung steht nichts im Wege.
Die Auswertung von Bildern des Impulslichtbogenschweißprozesses ist mit den in diesem
Kapitel beschriebenen Vorgehensweisen ebenfalls möglich, ist aber im Rahmen dieser Arbeit
nicht weiter verfolgt worden. Da der Lichteinfall in Puls- und Grundphase stark unterschiedlich
ist, müssen diese Bilder unterschiedlich behandelt werden. Dazu sind verschiedene Strate-
gien denkbar: Eine Möglichkeit ist die softwareseitige Unterscheidung der Bilder über eine
Vorabauswertung der Gesamthelligkeit des Bildes. Nachteilig hieran ist die zusätzlich benö-
tigte Berechnungszeit sowie die Aufnahme der Bilder zu gleichen, eventuell suboptimalen
Bedingungen. Hardwareseitig ist eine gezielte Ansteuerung der Kamera über das Span-
nungssignal der Schweißstromquelle denkbar. So können Bilder in Grund- und Pulsphase
eingeordnet und über eine Fallunterscheidung in der Auswertung unterschiedlich behandelt
werden. Letztere Strategie sollte in kommenden Forschungsaktivitäten zur Bildauswertung
beim Impulslichtbogenschweißen verfolgt werden.
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8 Zusammenfassung, Optimierungspotenzial
und Ausblick
Im Rahmen dieser Arbeit ist die These aufgestellt worden, dass die Bildauswertung von
Prozessaufnahmen ein wesentliches Potenzial in der Schweißtechnik darstellt, welches zur
Prozessbeobachtung, -analyse und -regelung genutzt werden kann.
Dazu gliedert sich die Arbeit entlang der Unterscheidung zwischen einer inline-fähigen
Bildauswertung, deﬁniert durch den zeitlich sequentiellen Ablauf der Aufnahme und direkt
anschließender, vor der Aufnahme des nächsten Bildes abgeschlossener Auswertung von
Bildern und der Ofﬂine-Bildauswertung, welche aus den physikalisch getrennten Arbeitsschrit-
ten Aufnahme und Auswertung besteht.
Die Herausforderungen der Ofﬂine-Auswertung bestehen darin, eine hohe Bildqualität zu
erzielen, die große Anzahl auszuwertender Bilder zu handhaben sowie darin, die auszuwer-
tenden Charakteristika mit hoher Genauigkeit zu erfassen. Dementgegen stehen die Vorteile
der (nahezu) beliebig langen Berechnungszeit und somit auch einer (nahezu) beliebigen
Wahl der Auswerteverfahren.
Die Fallstudie, die in dieser Arbeit für die Ofﬂine-Auswertung betrachtet wurde, behan-
delt einen Impulslichtbogenschweißprozess an einem I-Stoß. Dazu wurden mittels einer
Quecksilber-Xenon-Lampe und einer CMOS-Kamera Aufnahmen im Durchlichtverfahren
realisiert, welche im Anschluss nach folgenden Kriterien ausgewertet wurden: Länge des
freien Drahtendes, Kontaktrohrabstand, Tropfenform und Tropfenzentroid. Zusätzlich zu den
Bildauswertungen wurden synchronisierte Strom- und Spannungsdaten aufgezeichnet.
Die Auswertungsalgorithmen reichten von einfachen Linescans mit Detektion des höchsten
Kontrastunterschiedes bis zu Filtermasken zur Kantendetektion. Statistische Auswertun-
gen belegten die hinreichende Genauigkeit der Ergebnisse. Die größte Herausforderung
im Bereich der Bildauswertung lag auf der Vielzahl möglicher Prozessunregelmäßigkeiten.
So wurden an vielen Stellen auf Basis von Beobachtungen und Expertenwissen applikati-
onsspeziﬁsche Annahmen getroffen. Hier ist großes Optimierungspotenzial hinsichtlich der
verwendeten Algorithmen durch eine genauere Deﬁnition der Charakteristik eines Tropfens,
detailliertere Fallunterscheidungen und besseres Fehlerhandling vorhanden; eine automati-
sierte Kalibration, Möglichkeiten zur Benutzereingabe (beispielsweise bei Schwellwerten) und
eine graphische Benutzeroberﬂäche würden die Auswertung benutzerfreundlicher machen
und zu höherer Akzeptanz beitragen.
Die Ergebnisse der Untersuchungen waren zuverlässige Informationen über Charakteristi-
ken der Drahtelektrode, des Tropfens und des Kontaktrohres. Mit diesen Informationen können
Prozesse objektiv verglichen und Änderungen in den Prozessrandbedingungen nachvollzieh-
bar dargestellt werden. Prozessstörungen können detektiert und veranschaulicht werden; dies
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ist vor allem für eine Nachbearbeitung der Schweißnaht von Interesse, da Art und Position
der Störung kenntlich gemacht werden können. Informationen über die Tropfengröße sowie
Flugbahn und Fluggeschwindigkeit des Tropfens geben Hilfestellungen zur Optimierung der
Prozesseinstellungen. Zudem wurden aus der Korrelation der Bildauswertungen mit den
Spannungsaufzeichungen Erkenntnisse hinsichtlich des Zeitpunktes der Tropfenablösung
gewonnen, welche schlussendlich zu einer ereignisorientierten Prozessregelung auf Basis
von Spannungsmessungen führten.
Bei der Inline-Auswertung muss vor allem auf die Berechnungszeit der Auswertung ge-
achtet werden. Ziel ist es hier, eine ausreichende Bildqualität zu erreichen, die eine Analyse
deﬁnierter Kriterien in vorgegebener Zeit möglich macht. Im Gegenzug zur Ofﬂine-Auswertung
ist die Inline-Auswertung nicht nur auf eine Momentaufnahme ausgelegt, sondern muss in der
Lage sein, einen Prozess über seine komplette Lichtbogenbrennzeit aufzunehmen und direkt
zu analysieren. Dementsprechend ist die Berechnungszeit für eine Bildauswertung einge-
schränkt, so dass lediglich bestimmte Kritierien nur eingeschränkt beobachtet und quantiﬁziert
werden können. Ein Schwerpunkt dieser Arbeit war daher die Untersuchung der Einﬂüsse
detektierbarer Prozesscharakteristiken auf das Schweißergebnis und die Gegenüberstellung
von Berechnungszeit und Nutzen der Detektionen.
In dieser Arbeit wurde im Rahmen der Inline-Auswertung beispielhaft ein Sprühlichtbogen
in PB-Position betrachtet. Dazu wurde eine CMOS-Kamera geringer Baugröße über eine
verstellbare Halterung am Brenner angebracht. Eine eigens für diese Anwendung entwickelte
Optik beinhaltet eine Lochblende, ein Filter und ein Schutzglas. Die Verbindung mittels einer
Framegrabber-Karte zu einem PC ermöglichte die iterative Aufnahme und Auswertung der
Bilder.
Ausgewertet wurden der Bildzentroid, die Position der Drahtelektrode, die Position der
Fuge und die Lage der Schmelzbadränder auf Höhe des Drahtelektrodenendes mit dem
Ziel der Bestimmung von Fehlpositionierungen des Brenners bezogen auf die Fugenposition.
Der Fokus der Auswertung lag dabei auf der Festlegung und Einschränkung der auszu-
wertenden Region sowie der Nutzung LabVIEW-eigener Funktionen und Methoden, um die
Berechnungszeit so gering wie möglich zu halten.
Die durchschnittlichen Berechnungszeiten der Auswertungen liegen unter 32 ms. Anhand
von Laborexperimenten wurde die Auswirkung der detektierten Brennerposition auf das reale
Schweißergebnis überprüft. Alle vorab ermittelten Bedingungen wurden eingehalten, einer
Inline-Positionsregelung auf Basis der Bildauswertung steht nichts im Wege.
Im Gegensatz zur Ofﬂine-Auswertung, in welcher die ersten Bilder überprüft und Schwel-
lenwerte und Randbedingungen angepasst werden können, ist bei der Inline-Auswertung
eine wiederholte Bildverarbeitung an ein und demselben Schweißprozess nicht möglich; vor
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allem das Aussehen der Fuge und der Schmelzbadränder kann von Prozess zu Prozess
stark variieren. Ein Fokus weiterführender Arbeiten sollte es daher sein, die Algorithmen
zur Detektion von Fugenlage und Schmelzbadrändern robuster gegenüber Prozessverän-
derungen zu gestalten. Dies bedingt allerdings eine intensive Analyse und Klassiﬁzierung
der Eigenschaften dieser Kriterien hinsichtlich Gemeinsamkeiten und Unterschieden bei
variierenden Prozessen. Eine weitere Optimierung der Bildauswertung kann durch schnellere
Auswertungen erreicht werden. Zu diesem Zweck sollten Alternativen zu LabVIEW sowie die
Möglichkeit der Parallelisierung der Auswertung betrachtet werden. Hardwareseitig werden
schnellere Rechner und Datenübertragungswege sowie hochauﬂösendere Kameras dazu
beitragen, die Auswerterate und Bildqualität zu verbessern.
Die Realisierung der Inline-Bildanalyse rückt ein optisches Sensorsystem in greifbare Nähe,
welches zur Positionierung sowie zur Überwachung von Prozesseigenschaften einsetzbar ist
und nicht, wie etwa der Lichtbogensensor, von der Werkstoffzusammensetzung abhängig
ist. Damit kann das Sensorsystem gleichzeitig verschiedene Aufgaben einzelner Sensoren
übernehmen, die dann obsolet werden. Durch die schnelle und verständliche Informations-
bereitstellung ist es bereits jetzt möglich, auf Störungen im laufenden Prozess zu reagieren,
ohne sich in direkter Nähe des Prozesses zu beﬁnden. Zudem wurde durch die Korrelation
der ausgewerteten Charakteristiken zu realen Schweißergebnissen eine Basis für den Aufbau
einer Prozessregelung geschaffen.
Mit steigender Rechnerkapazität und besserer Kameratechnik wird es bald möglich sein, mit
vergleichbarem ﬁnanziellen Aufwand und vergleichbaren Ressourcen eine bessere Bildquali-
tät zu erreichen und mit niedrigerer Berechnungszeit auswerten zu können. Entwicklungen
in diese Richtung lassen sich bereits im Einsatz von hochauﬂösenden und empﬁndlicheren
Hochgeschwindigkeitskameras beobachten. Die Datenmenge vergrößert sich dadurch zwar;
zusammen mit schnelleren Prozessoren, schnellerer Datenübertragung und gegebenenfalls
Parallelisierung der Algorithmen wird dies aber vermutlich nur eine untergeordnete Rolle spie-
len. Auch der Einsatz mehrerer Kameras zur 3D-Datenerfassung ist denkbar; erste Ansätze
dazu gibt es bereits. Gerade die Inline-Auswertung birgt dann das Potenzial, Prozesse so zu
analysieren und zu visualisieren, dass das Prozessgeschehen beispielsweise anhand von
Live-Projektionen in einer virtuellen Umgebung oder einer erweiterten Realität dargestellt
werden kann.
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