Abstract. This paper examines anomalies that arise in the transport properties of a disordered solid. The anomalies are associated with the period-r * 2 marginally stable cycles of a keyphase recurrence relation. Their presence is signalled by divergences in standard nondegenerate perturbation theory. A 'degenerate' perturbation theory is developed within which anomalies can be computed by expanding about the cycles of interest. The low-order anomalies at energies corresponding to r = 2 and 3 are evaluated and a possible extension to a system with an incommensurate potential is discussed.
Introduction
During the past few years, theoretical interest in the electronic and spectral properties of disordered chains has been increasing (Thouless 1974, Erdos and Henderson 1982) . In part this is due to possible experimental applications to disordered polymers (Dean 1972) and to ultra-thin wires formed by lithographic techniques (Giordano et all979) . It is also due to the discovery of interesting statistical properties (Landauer 1970 , Anderson et al 1980 , Abrahams and Stephen 1980 and to the attraction of a mathematically tractable problem. In addition, there is the possibility that given a formulation that is independent of the particular one-dimensional Hamiltonian employed, the general results might be extended to higher dimensions. Such a formulation is provided by the random-transfer-matrix approach, which has been employed on many occasions (Goda 1979 , Sak and Kramer 1981 , Stone and Joannopoulos 1981 , Ziman 1982 to investigate the electronic properties of particular models. In the present paper this approach is employed to discuss the existence of anomalies in the transport properties of a 1D disordered solid.
The occurrence of anomalies at the band centres of several models is well known (Gorkov and Dorokhov 1976 , Eggarter and Riedinger 1978 , Kappus and Wegner 1981 . In what follows it is shown that anomalies can also occur elsewhere within an energy band. The anomalies take the form of sharp resonances in such quantities as the density of states and inverse localisation length. Their presence is signalled by divergences in a non-degenerate perturbation theory, which are shown to arise from cyclic behaviour in a non-linear map for the phase q of a solution of the Schrodinger equation. These divergences have been discussed by Pendry (1982) and Halperin (1967) and are expected to be a general feature of 1D disorderedsolids. To compute the anomalies a 'degenerate' perturbation theory that avoids the divergences is constructed. Although the formal solution is easily written down, it is difficult to handle analytically unless an expansion about the periodic cycles is carried out. This novel technique is illustrated by evaluating the inverse localisation length and density of states close to cycles of periods 1 , 2 and 3.
The random-T-matrix approach
A simple and direct method of determining the spectral and localisation properties of a disordered one-dimensional system is to examine the spatial behaviour of a real solution q ( x ) of the Schrodinger equation. To this end an arbitrary potential is divided into a sequence of n segments and at the boundary xj between the ( j + 1)th and jth segments we have V(x,) = A, cos(q,/2).
(1) 
where the angle brackets are defined by A transfer matrix Ti can now be defined; this connects Aj and qj to Ai-and qj-:
The elements of i'j have the form (Landauer 1970) (Tj)ll = (Tj)?2 = (1 + pj)v2 exp(iBj)
where pi is a dimensionless electrical resistance and €Ij and e, ! are phases associated with the jth segment. These random quantities are presumed known within a given model. For the moment it is convenient to proceed without specifying them further. Adopting the usual definition of the inverse localisation length aassociated with the decay of I q ( x ) 1 '
one obtains from equation (2.4) the general result where and e = (ej> el = (ln(1
Equation (7) is a realisation of a result due to Thouless (1972) and Herbert and Jones (1971) that the inverse localisation length and integrated density of states are real and imaginary parts of the same complex number. The above analysis is essentially a prescription for constructing this number. It also forms an alternative approach to dispersion relations, since a Hilbert transform pair can be constructed by subtracting the corresponding zero-noise expression from equation (7).
The contributions al and 8 on the right-hand side of (7) are readily evaluated, because they involve the known quantities {pi, e,, q} only. The problem of computing a and D ( E ) is reduced to that of evaluating the remaining contribution a2, which involves the cumulative quantity q.
In general an exact evaluation of a2 is not possible and in the literature a variety of approximations have been invoked. The simplest of these is a random-phase hypothesis (Anderson et a1 1980) in which 9 is assumed to be a random variable uniformly distributed over 2n. This is expected to be valid in the large-disorder limit and yields the result a2 = 0. Another approximation, valid in the limit where all the pi are large, is obtained by writing (Lambert and Thorpe 1982, equation 
With this replacement a 2 can immediately be evaluated, because it now involves averages over local quantities only. However, the anomalies arise in the weak-scattering weak-disorder limit, where for allj, pj = S,? 1. In this limit equation (9) may be expanded to yield
where the following notation has been employed:
and it has been noted that 9-is independent of the nature of the jth scatterer. In the weak-scattering limit the problem of computing the quantities clp may be approached through perturbation theory. The presence of anomalies is signalled by the breakdown of non-degenerate perturbation theory, which is briefly discussed in the following section.
Non-degenerate perturbation theory
From equations (4) and ( 5 ) one obtains the following non-linear finite difference equation for 9:
The standard approach (Schmidt 1957 ) to computing averages involving QI , has been first to determine the distribution of qj and then to evaluate the averages. However, it is much simpler to compute the moments / . + , directly from the above equation by noting that
whatever the values of j and r.
equation (13) with r = 1 yields to first order in S Expanding the right-hand side of equation (12), averaging both sides and employing
Similarly, squaring and averaging yields Hence in the limit S+ 0, provided one obtains
and equation (10) yields to lowest order
This approach to perturbation theory is very general and may be applied to any model of a one-dimensional solid. It is straightforward to extend the analysis to evaluate higher-order terms. However, more conditions of the form aOrr # 1 are thereby generated. Indeed if is computed to order S2'using the above technique, the condition for the validity of the result is Uorr# 1 f o r r = 1 , 2 , , . , , P + I .
For a given energy as P + C O , one or more of these conditions will be violated and at some high order in S the perturbation series will diverge.
To illustrate this, consider a system of equal strength &functions with potential
For an electron of energy E = h2K8/2m one obtains for the elements of the transfer matrix T,
6; = -2KoAx, + irrelevant phase.
For a system in which the deviation Ax, of thejth scatterer from the lattice position j a is distributed uniformly over the interval +Ax, the definition (11) yields 
In the limit of large disorder this yields the random-phase result of a 2 = 0. For small disorder Re q-, -al yielding the expected result within a band of a+ 0. However, beyond lowest order ais less well behaved. For fixed disorder and S , figure 1 shows the variation of a with 6, obtained by evaluating a2 to order (a) S2, ( b ) S 4 and (c) S6. Divergences now appear at those values of 6 for which conditions (15) are violated. As higher-order terms are computed an increasing number of divergences arise, which eventually populate the whole range of 6. Such divergences are clearly unphysical. Their appearance can be attributed to the presence of cyclic behaviour in the map (12). This connection is illustrated by the following argument.
Consider first the zero-disorder limit, where for allj, 6, = 6, e,l = e', Si = S. If S, 6
and 6' are chosen such that (12) exhibits a period-r cycle, then exp(iqj) = exp(iq,,.-l).
Similarly, close to a period-r cycle, one can write
where the functions E, and E,! vanish on the cycle. In the presence of noise a further term must be added to the right-hand side of equation (23), whose average (denoted F ) will vanish as S or the noise tends to zero. Hence upon averaging and in view of equation (13) close to a given cycle an alternative approach is required, that avoids these divergences.
The following sections show how this may be achieved by expanding about the cycles Before proceeding to this, the present section will be concluded by comparing equation (22) with the results of a numerical simulation. Figure 2 shows the results of a simulation carried out along the lines discussed by Lambert and Thorpe (1982) (12). In this region the numerical results increase by an order of magnitude (cf figure 3) . At 6 = I C /~ and 3n/2 corresponding to a period-2 cycle of (12) a sharp resonance can be seen.
(O), 1 (0) and 1.5 (H). The full line shows the value predicted for afrom (22) and except in the regions 8 = mq'2, where aOll = 1 or a022 1, it is in good agreement with the numerical results. Agreement is poor in the region of the divergences of figure 1. At 8 = J-C ? p1i2 the numerical results show an order-of-magnitude increase and at 8 = n/2 and 3n/2 sharp resonances are found. In what follows it will be shown that the former corresponds to a period-1 attractor which coincides with an energy gap, while the latter occurs at a band centre and corresponds to a period-2 cycle. In addition it will be shown that higher-order resonances are present, which cannot be seen on the scale of figure 2.
Computation of the anomalies
The previous analysis suggests that to each periodic cycle of the zero-noise map for q there exists an anomaly in a 2 . Therefore we being by locating these cycles. Writing qj = qj-= qin equation (12) The condition 1 e'vl = 1 implies s2 3 sin28 (26) which is just the Kronig-Penney condition for the band edges. Equations (25) and (26) show that for crystal, a stable fixed point exists within an energy gap, but not within a band. From equation (3) this is not too surprising, because in a gap the integrated density of states per scatterer D( E ) is not only an integer (suggesting a fixed point for exp(iq)), but is also flat (indicating stability). The locations 8, of the period-r 3 2 cycles can be obtained directly from the eigenvalues of a T-matrix. Since the r 3 2 cycles can only occur within a band, setting exp(iq,) = exp(iq-,) yields from equations (4) and ( 5 )
Unlike the fixed point, which occupies a finite interval, the period-r 3 2 cycles occur on a dense set of point values of 8. An infinitesimal change in 8 from 8, will cause q k + j ( k = r , 2r,. . .) to drift slowly (Lambert et a1 1983) . The r 2 cycles are therefore marginally stable.
To compute the anomalies associated with these cycles we must return to the analysis of 0 3. In quantum mechanics, when non-degenerate perturbation theory diverges, the standard approach is to examine the secular equation of the corresponding degenerate perturbation theory. An analogous approach will now be adopted. Raising both sides of equation (12) (28) can be cut off at some large value of p (= P, say) to yield a simple matrix equation for the moments. In practice cu2 can be computed for a given choice of P, and then recomputed for a larger choice until convergence is achieved. Figure 3 shows the solution close to a period-1 cycle, obtained by inverting equation (28) and the results compared with a simulation. The vertical broken lines locate the crystalline band edges, while the chain curve shows the zero-noise behaviour of a. For the two largest disorders, equation (28) was cut-off at P, = 8. However, for Ax = 0.5 a larger value of P, = 16 was required to achieve convergence. This increase of P, as the noice is reduced is a reflection of the stability of the fixed point.
The above example illustrates that although equations (28) and (29) represent the complete solution, the resulting matrices can only be handled by a machine. To avoid this ignominy one must expand about the cycles of interest. The following analysis demonstrates how this is achieved. To simplify the notation the detailed arguments will be restricted to the &function model (18), but it is emphasised that these are readily generalised to an arbitrary 1D potential.
First consider the period-one cycle, which in view of its stability represents a special case. In the absence of noise, when (26) is satisfied, q, is 'attracted' to q, so apart from an end effect, which is negligible in the thermodynamic limit, a2 can be computed by substituting (25) into (9). This yields the bounding chain curve within a gap in figure 3 . In the presence of weak disorder one may proceed by expanding exp(iq,) about exp(iq). The stability of the fixed point guarantees that the difference
will be small. For &functions equation (9) 
To compute A and Z2, we substitute equation (30) 
Note that no matter how small p2, A and X 2 diverge when R = 0; i.e. at a band edge of the ordered solid where the fixed point becomes marginally stable. In the zero-noise limit a 2 is given by the first term on the right-hand side of equation (32). When combined with the fixed-point equation, this yields the chain curve within the gap of figure 3. The remaining terms on the right-hand side of (32) show how amoves off this bounding curve when a small amount of disorder is introduced.
Expansion about the period-r L 2 cycles
To expand about the period-r 2 2 cycles it is convenient to write 8 = 0, + Er and to introduce the parameter vr = &/S2(1 -at). This parameter embodies the non-commutability of the limits S + 0, Ax 4 0 and Er + 0, which is evident in equation (24). To illustrate the method, a2 will be computed to lowest order in S close to a band centre where 8 == e2. Equation (14) remains valid so the problem is that of computing p2. To this end it is convenient to write down a recursion relation for the moments p,,, with m even. For n odd, equation ( 
Equations ( 
and Equation (36) exemplifies the origin of the anomaly. If 8 is not too close to 6 , D, is of order unity, whereas for 1 v2/ 1, Dm is of order S2. Hence to a first approximation p2
will exhibit a narrow lorentzian resonance, with width and height of order S 2 . In the absence of special symmetries this behaviour will be typical. Combining equations ( Equation (37) can be iterated to yield a sequence of approximations corresponding to different choices of P, in equation (28). Ignoring , LL, (i.e. choosing P, = 2) yields
Similarly choosing P, = 4 yields etc. Equation (40) contains the essential features of the exact result obtained by inverting equation (28) numerically. This is given in figure 4, which shows both aand the 'partial density of states' dD( E)/d8. The figure also shows a comparison with the results of a numerical simulation.
The analysis close to a period-3 cycle follows a similar pattern. The anomaly arises via the moment p3 and affects cu;? at order S4. For example choosing P, = 4 yields after This result can be obtained by examining the determinant of the matrix W on the right-hand side of equation (28). The exact result is shown in figure 5 . The anomaly takes the form of a sharp resonance in aaccompanied by a shoulder in the 'density of states'.
Note that the vertical axes of figures 4 and 5 differ by an order of magnitude. To understand the scaling behaviour of successive anomalies it is noted that the rth anomaly affects a 2 through the moment H . As vr+ CC this quantity is of order S', whereas when I++ 0, h i s of order S -* . Hence from the expansion (10) one obtains
where the notation a 2 = ai( vr) has been employed.
This shows that the magnitude of higher-order anomalies decreases exponentially with r. However, this does not imply that the contribution to such quantities as the electrical resistance R of a long chain is negligible. According to Landauer (1970) and Anderson et a1 (1980) R -exp(m) -1 so in the thermodynamic limit n + ~4 when the Fermi energy is such that 8 = e,, a period-r anomaly no matter how weak will have a pronounced effect on the value of R.
The general nature of the formalism leading to the above results suggests that period-r 2 2 anomalies should be a general feature of 1D disordered systems. Furthermore in the absence of special symmetries, the same qualitative shape of the anomalies is expected to arise within different models. To emphasise these points we end this section with a brief application of equation ( Similarly the general equation (33) reduces to
where the parameters v: = E,./{ S) have been introduced. This is remarkably similar to equation (37) despite the very different natures of the two models and results in an anomaly of essentially the same shape as figure 4.
Conclusions
In this present paper it has been shown that non-degenerate perturbation theory contains spurious divergences, which signal the presence of anomalies in the transport properties of a 1D disordered solid, The anomalies are associated with the presence of periodic cycles in a non-linear finite-difference equation and can be computed by expanding about the cycles of interest. It should be noted that for a 1D liquid the resonances are much less pronounced, This is evident from the fact that for the &function solid considered in § 3, laorrl = 1, so conditions of the form (15) can be violated. On the other hand a corresponding model of a 1D liquid (Lambert and Thorpe 1983) yields I aOrr I S 1, where the equality is satisfied only in the zero-disorder limit.
The period-1 cycle is a special case for several reasons. First the fixed point is stable, whereas the higher-order cycles are marginally stable. Second the period-1 cycle occupies an energy gap. The appearance of divergences as a band edge is crossed is not unexpected and a corresponding resonance in the transport properties can hardly be regarded as anomalous. Nevertheless it is of interest to develop a technique for avoiding the period-1 divergence and this was carried out in D 4. The anomalies that arise within an energy band are more remarkable. The Anderson model with off-diagonal disorder only (Eggarter and Riedinger 1978) provides an early example of a system in which a band-centre anomaly is found. However, this is known to be a consequence of a symmetry of the Hamiltonian. The present analysis shows that rather than particular symmetries, it is the presence of resonance effects associated with period-r 2 2 cycles that are fundamental to the appearance of such anomalies. Furthermore, the band-centre anomalies are simply the strongest of an infinite sequence of resonances arising within a band.
One can envisage several extensions of the present work, the most desirable of these being an extension to higher dimensions. A tight-binding model such as the Anderson Hamiltonian can always be mapped onto one dimension, by using a projection operator technique such as the decimation method Weaire 1980, Aoki 1980) . On the localised side of the transition, where long-range interactions in the renormalised Hamiltonian should be negligible, one can define a phase cp as in 9 2. This will obey the recurrence relation (12) and the general results of the present paper should be valid. A band-centre period-2 anomaly is known to arise in at least one model of a 2D disordered solid (Grzonka and Moore 1982) . Perhaps by employing, for example, a strip-scaling technique (Mackinnon and Kramer 1981, Pichard and Sarma 1981 ) the period-3 anomaly could also be found.
Another extension is related to the connection between localisation and the theory of non-linear maps provided by the present paper. To lowest order in S equation (3) can be written in a form that is identical to the equation studied recently by Shenker (1982) , where the analogue of D ( E ) is the 'winding number' of q. However, there are several interesting differences between the cyclic behaviour of the two maps. The period-r a 2 cycles of Shenker are stable over a finite interval of the parameter cp, whereas the r 3 2 cycles of equation (12) 
D( E )
it is clear that astable cycle at a given energy is accompanied by a gap in the density of states. Hence for example the application of a symmetry-breaking term, which displaces every second scatterer and effectively doubles the lattice constant, should stabilise the band-centre cycle. Similarly a system in which an infinite number of cycles are stabilised will be described by an incommensurate potential. Such systems have received a great deal of attention recently (Azbell979, Soukoulis and Economou 1982 , Sokoloff 1980 , Sokoloff and Jos6 1982 . A notable feature of these systems is the existence of fine structure in the transport properties, which can be viewed as arising from the phase resonances discussed in the present paper. The 'degenerate' perturbation theory discussed above and the technique of expanding about a given cycle should provide a useful approach to resolving this structure in more detail.
