In this paper we demonstrate, how p -regularized univariate quadratic loss function can be effectively optimized (for 0 p 1) without approximation of penalty term and provide analytical solution for p = 1 2
Introduction
In the supervised learning there are two (usually numeric) matrices: X n×d and y n×1 , where n stands for number of observations and d represents number of attributes. The goal is to build such a model, that for unseen examples it would predict correct answers. Therefore final model should contain only relevant features, that were selected at training stage. One of the way to do this is to include regularization term in the loss function, which penalizes coefficients in the model. 2 + λ · |x| p for various exponent p and λ.
Related Work
Historically regularization was used for the first time to solve ill-posed problems [1] . The so called Tikhonov regularization (also known as ridge regression) penalizes squared 2 -norm of coefficients. It is known that this type of regularization shrinks correlated features, but it also produces dense solutions (all coefficients in the model are non-zero). The same situation is observed for bridge regression ( p for p ∈ (1, 2)) [2] , because regularization term is strictly convex.
Next,
1 -norm was tried and it drew a big attention, because it produces sparse solutions [3, 4] .
1 -regularized problem with convex loss function is still convex, but its derivative has discontinuity at origin, which causes certain coefficients to be set exactly to zero. In the Figure 1 it can be seen that solution is shifted from the true coefficient (dashed line), what results in biased models. When 0 p < 1, p -regularized problem with convex loss function becomes nonconvex, making optimization more difficult due to many local minima. On the other hand, resulting model has smaller bias. Work by [5] treated non-convex regularization, but local quadratic approximation was used to approximate concavity -this approach is sensitive to initialization, as it can give different solutions for different initial points (once a coefficient is set to zero, it will stay at zero).
p -"norm" was also mentioned in [6] , but authors abandoned using coordinate descent procedure in this case, because they encountered some instability (caused by discontinuity in path of solutions, what is depicted in the Figure 1 ) and impossibility of converging to the global minimum (using Multi-stage Local Linear Approximation), even for some univariate case. Some non-convex regularizers were also studied in [7] and p quasi-norm was considered in [8] .
The Algorithm for Univariate Case
Consider a function (also known as proximal operator [9] ):
where p ∈ [0, 1], c ∈ R is a true coefficient, x ∈ R is its estimate, µ > 0 controls strength of squared error and λ ≥ 0 controls strength of regularization. One may note that µ can be fused with λ and equation (1) can be written in a different way:
but this form was deliberately omitted for better clarification. For p = 1 equation (1) is still convex and its unique global minimum is given by a soft-thresholding formula [10] :
The case p = 0 is known as hard-thresholding [10] , as it minimizes number of non-zero coefficients. Minimum of equation (1) 
whose roots (and extrema) can be calculated analytically. Subtracting
Now we need to find such λ critical for which equation (5) has double root (that coincides with minimum). Using ideas presented in [11] it can be shown that: If λ > λ critical , then equation (4) has global minimum at zero. Otherwise its stationary points need to be found. Differentiating with respect to t yields cubic equation:
In this case equation (7) has 3 real roots (see [11] ):
where
α is a local minimum of equation (4), γ is a local maximum and β is ignored, because it is negative. Since t = x 1 2 , α need to be squared to obtain x * . Negative case is handled similarly.
Algorithm for General Case of p ∈ (0, 1)
In general case Newton's method [12] can be used to find minimum of equation (1), because it is differentiable for x = 0:
If c = 0, then x = 0 is a global minimum. λ critical in general case was found in a similar way to case p =
2 has 2 minima that coincide with roots when λ = λ critical . To find λ critical , the following system of equations has to be solved:
It can be solved via substitution -the solution is:
Now minimization of (1) is much easier: firstly, value λ critical is computed and then condition λ critical ≤ λ is checked -if it is met, then there is nothing to do, because global minimum is at zero (we select x = 0 even when λ critical = λ, though global minimum is not unique in that case). Otherwise Newton's method is launched for a starting point x 0 = c (it is very close to the minimum, so only a few iterations are needed).
The algorithm for multivariate case
In this section it is shown how Coordinate Descent method is applied to minimize p -regularized residual sum of squares (RSS). Then this approach is used to estimate coefficients of the logistic regression model via iteratively reweighted least squares.
Basic Algorithm for Linear Regression
Coefficients w j of the linear regression model are estimated by minimization of residual sum of squares (RSS).
p -regularized loss function has a form (intercept w 0 is not regularized):
where y i is the i -th value of the variable to be predicted and x i is the i -th row of the explanatory matrix X. Differentiating equation (14) with respect to w j yields following formulae:
From equations (15) and (16) it can be seen that
Now it is clear that equations (17) and (18) have the same form as equations (10) and (11) respectively. Hence Coordinate Descent procedure can be constructed:
c) end if end for end while
The algorithm is stopped when it exceeds maximum number of iterations or maximum relative difference between w (k) j and w (k+1) j falls below = 10 −5 (or some other value specified by user).
Basic Algorithm for Logistic Regression
A similar approach can be adapted for fitting the logistic regression model. Here we consider the case where y is a binary variable (y i ∈ {0, 1}):
A common way of estimation of model's coefficients is minimization of the negative log-likelihood function (or, equivalently, maximization of the likelihood function). The p -regularized negative log-likelihood function has a form:
where p(x i ) = P (y i = 1|x i , w). Equation (21) does not have closed-form solution, but it can be locally approximated by quadratic function [13] . Introduction of weights:
allows us to rewrite equation (21) to the form:
Now minimization of equation (21) is changed to the successive minimization of equation (24) -for w (k) update weights and compute w (k+1) until convergence. Finally a similar algorithm to the Algorithm 1 of fitting logistic regression model is presented below:
Algorithm 2 Coordinate Descent for
p -regularized Logistic Regression. while has not converged do Update α and z using current w. while not converged do
, c) end if end for end while end while
Improvements to the Basic Algorithms
Ad hoc implementation of above algorithms is not efficient for large datasets. To improve it, ideas described in [14] were used -i.e. naive updates, pathwise coordinate descent and computation over active set of features.
Experiments
Experimental part was written in Python. Procedures for estimation of coefficients of p -regularized linear and logistic regression were implemented in C++ and called from Python script via ctypes package. Vectorized matrices using column-major order were passed to the C++ routines to speed-up computation. Some parts of glmnet [14] were used during implementation of our solution. In each experiment tolerance was set to 10 −5 . We use three test data sets:
1. DataSet#1 is artificial set of size 100 × 1000(4) (consisting of 100 samples with 1000 attributes drawn from multivariate normal distribution and only 4 significant attributes), output is a linear combination of 4 significant variables (in case of logistic regression it was sign of this linear combination);
2. DataSet#2 is artifical set of size 100 × 1000(32) generated similarly;
3. DataSet#3 is a Golub's Leukemia dataset [15] , preprocessed by [16] . This dataset has 38 training samples and 34 test samples.
Impact of p on coefficients' paths
The first experiment shows the coefficients' path for linear and logistic regression models for p = 0, 0.333, 0.667, 1. The results are presented in the Figures 3 and 4 . The vertical dashed line shows value of λ that yields optimal model (with the highest accuracy). The accuracy measure in the case of linear regression is RSS, and for logistic regression it is the accuracy of classification. As one can see, in both cases 1 -regularized regressions include some number of random attributes in the optimal model. In the case p < 1 the optimal model selects 4 significant attributes correctly -this shows a qualitative difference between 1 and p , p < 1 penalty terms. The second observation is that for smaller exponents p coefficients' path is more robust with respect to λ (for p = 0 coefficients' paths are piecewise constant).
It can also be noted that in case d n when λ is close to 0, coefficients of logistic regression wander off to ±∞ in order to achieve probabilities of 0 or 1, but this is natural.
Sample complexity of Logistic Regression
In the next experiment we compared influence of exponent p on sample complexity of the model. We varied number of samples in the train set, next we tested each classifier using test set, we took coefficients from the solution's path (computed for 65 values of λ, λ min = 0.01 · λ max ) and we computed prediction for each solution on the path. This process was repeated 50 times and the accuracy was averaged. Best results for each sample size are presented in the Figure 5 for DataSet#1 and in the Figure 6 for DataSet#2. As the number of training samples rises, accuracies of all models grows. It can be seen that accuracies of 1 -and 0.75 -regularized models are roughly the same in the beginning, but later 0.75 is superior to 1 . Surprisingly, models for p 0.5 gave almost the same accuracies. Generally results show that models with smaller exponent p achieve the desired accuracy earlier.
Test on Leukemia dataset
Logistic regression model was trained on preprocessed Leukemia dataset using leaveone-out cross-validation for 100 values of λ and λ min = 0.001 · λ max . Table 1 presents results of the experiment.
It can be seen that all models for p < 1 gave sparser solution than 1 -regularized model. Also models for p 0.5 are more accurate (higher area under ROC curve). Although 0.5 -regularized model seems to be superior, it is hard to select the best model in this case, because dataset is relatively small. 
Conclusions
In the paper we have shown that p -regularized regressions can be effectively fitted via adapted version of pathwise coordinate descent algorithm. The results show that in some cases models with penalty function for smaller exponent p can lead to models with some attractive features like: smaller exponents p, close to p = 0, have a better selecting properties in the case of independent attributes.
The case of correlated variables, which was in fact omitted in the paper, needs further research, because all considered models should be corrected in the similar way to elastic-net model [17] .
