In this paper, we present a problem solving environment (PSE) 
Introduction
Computer simulations as well as experiments have come to be regarded as the important approaches for the research and development in industrial fields. At the same time, the computation environment has been advanced and parallel computations have become common. Since the 1970s, various methods to calculate the electronic structure of materials have been developed and simulations of systems involving a few hundred atoms have been performed. Now, the simulation to clarify nano-scale phenomena is called nano-scale simulation. Recently, nano-scale simulations for the research of materials have attracted great attention assisted by the development of calculation techniques and computers. The applicable scope of nano-scale simulations has been extended from physics and chemistry to pharmaceutical sciences and biology. The demands for expandability and ability to perform large scale calculations increase in various fields. So, a lot of developments have been done regarding the problem solving environment for nano-scale simulations.
All materials are made of electrons and nuclei. The properties of materials are decided by nuclei arrangements and electron distributions. The aim of nano-scale simulations is to clarify the properties of materials by solving basic equations. In order to investigate behaviors of electrons and/or nuclei, several methods have been proposed, i.e., the first-principles calculations, the tight binding method, the classical molecular dynamics, and so on. The examples of calculation methods are shown Table 1 . In the second column, computable numbers of atoms within several weeks are shown. The transferability in the third column means whether parameters or functions of a atomic species can be adopted well in different types of compounds or not. The tight binding method is the most remarkable to perform large-scale simulations with quantum effects.
The tight binding method is used with empirical parameters which are obtained from experiments or the first-principles calculations, so that the transferability to different kinds of materials is lower. But the development of O(N) methods allows us to perform the simulations for nanostructures with tennanometer size involving more than millions of atoms [1] : The usual tight binding method requires the number of computational operations scaling as N 3 with respect to N, but the O(N) method requires the operations scaling linearly, where N is the number of atoms. So, the O(N) tight binding method is regarded as one of the promising boosters for nano-scale simulations. Using O(N) tight binding method, we can obtain the electronic structure excepting the wave function. Simulators for the first-principles and the classical molecular dynamics calculations include the parameter sets for various atomic species. However, programs for the tight binding calculations are mainly developed by each researcher in order to calculate their target materials. Although there are some program packages for the tight binding calculation including several atomic species, the range of application is narrower than those for the first-principles and the classical molecular dynamics calculations [11, 12] . Moreover, the tight binding simulators for systems including over a million atoms with several atomic species are rare.
The problems of the tight binding simulators are as follows: (1) If we want to simulate large scale materials with new atomic species, we have to entirely review the code. (2) Formats of input and output files are different by each code. These are disadvantage from a usability viewpoint. Thus, we have developed a problem solving environment for the tight binding simulators to perform the large scale electronic structure calculations and implement new atomic species easily. The developed simulator is named Fujitsu Tight binding simulator (FuTiS). In our FuTiS, we have implemented the O(N) method [17] [18] [19] . Additionally, we have prepared a common interface in the tight binding method, and unified formats. We can perform the large scale simulations and implement a routine for a new atomic species easily using FuTiS. This paper is organized as follows. In section 2, we describe FuTiS and explains the O(N) tight binding calculation method. In section 3, we show one of the examples of simulations using FuTiS. Section 4 concludes the paper.
PSE for the Large Scale Electronic Structure Calculations
Fujitsu Tight binding Simulator (FuTiS) is a problem solving environment for the tight binding simulations to perform the large scale electronic structure calculations and implement new atomic species easily. Figure 1 shows the workflow of FuTiS. First, users set an input file and an initial atomic configuration file on the terminal unit. After sending these two files to the main computer, the optimization of the atomic configuration or the molecular dynamics simulation starts based on the tight binding method. In the optimization, the energetically most stable atomic configuration is calculated. In the molecular dynamics simulation, atoms are moved by solving the equation of motion. Next, users analyze the most stable or a series of atomic configurations and the electronic structures. In this analysis, users need to input parameters from command-lines. Finally, users are able to make figures using EXCEL and VMD [20] .
The flow of the O(N) tight binding calculation method is as follows. First, search of neighborhood atoms starts. Next matrix elements of Hamiltonian are calculated taking account of the neighborhood atoms, and the Schrödinger equation expressed by the form of an eigenvalue equation should be solved. Finally, forces acting on atoms are calculated. 
Calculation of Density Matrix using O(N) Tight Binding Method
There are many different approaches to the construction of the O(N) methods, i.e., the divide-andconquer method [17] [18] [19] , the Fermi operator expansion method [21, 22] , the kernel polynomial method [23] , the density matrix method [24, 25] , the orbital minimization method [26] [27] [28] [29] , and so on. In order to perform the calculations on distributed memory parallel computers efficiently, a method which requires less communications traffic is preferred. From this point of view, the divide-and-conquer (DC) method is the best, because this method does not have to calculate the product of large matrices which needs frequent data communications.
In the DC method, the whole initial atomic configuration file is divided into several files. We can easily set the proper division numbers to perform the large-scale calculation on the large scale parallel computer (Fig. 2) . These divided files are communicated to each server (Fig. 3) . After that, an electronic structure calculation is independently performed on each server. These independent calculations are coupled only when the Fermi energy, which is the energy of the highest occupied electron state, is calculated. Finally, calculated atomic configurations on each server are gathered (Fig.  3) . The DC method gives excellent performance on distributed memory parallel computers. This method shows the potential for the large-scale simulations involving more than a few million atoms (Fig. 4) . 
Common Interface on Calculations of Matrix Elements of Hamiltonian
It is essential in the tight binding method that the electronic state is expressed by atomic orbitals on each atomic site, and the number of atomic orbitals is fewer than that of bases in the first-principles calculations. The effect of electrons is described in the matrix elements of Hamiltonian which consist of the overlaps of atomic orbitals on two atomic sites. Thus, the matrix elements depend on the atomic species. The tight binding method is used in various fields. Many functions and parameters have been proposed for several atomic species [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] . Functions and parameters depend on the phases of materials and atomic species, respectively. Unifying the formats of several functions and parameters, we prepared the common interface for calculations of the matrix elements (Fig. 5) . In the tight binding method, the overlap of two atomic orbitals consists of basic components. For example, the basic components of the overlaps are ssσ, spσ, ppσ, and ppπ when we consider s and p orbitals. We prepared a common alignment corresponding to those basic components. The values of those basic components are obtained from functions of the relative coordinate and parameters corresponding to the kinds of two atoms. Putting those values into the alignment, we can obtain the matrix elements. Using the alignment, we can easily add new functions and parameters corresponding to the materials to be investigated. 
Example
Si-based optoelectronic devices have attracted great attention due to the observation of the lightemitting property in the silicon quantum dot [44] . Light-emitting materials are used in the traffic light, the large display, and so on. The color of light depends on the electronic property (i.e. energy gap) of materials. Although silicon crystals do not have the light-emitting property, silicon quantum dots have it due to quantum mechanical effect. Thus silicon is regarded as a promising candidate for advanced optoelectronic devices [45] . It is known that the energy gap of silicon crystals depends on temperature. That temperature dependence is also likely in silicon quantum dots. The energy gap directly contributes to the color of light. So, we focus on temperature dependencies of the energy gap in silicon quantum dots with several diameters.
In order to simulate silicon quantum dots, we have prepared spherical silicon clusters, and terminated by hydrogen atoms to delete effects of surface electron states (Fig. 6) . Figure 7 shows temperature dependencies of the energy gap in silicon quantum dots with several diameters. We found that the silicon quantum dots with diameters from 1 nm to 2 nm have the band gaps corresponding to the visible light. It is found that temperature dependencies of the energy gap in silicon quantum dots are almost the same compared with that of the crystal, when diameters of quantum dots are more than about 2 nm. We also found that the dependencies in quantum dots with about 1 nm diameters are larger than that in the crystal. We investigated temperature dependencies of the electronic structures in silicon quantum dots in detail. Figure 8 shows the results of temperature dependencies of the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) energy levels of silicon quantum dots with 0.9 nm and 2.7 nm diameters. It is found that the HOMO and LUMO energy levels are three-folded at 0 K in both silicon quantum dots. However, it is found that the split of the threefolded HOMO levels in the silicon quantum dot with 0.9 nm diameter (about 0.5 eV) is larger than that with 2.7 nm diameter (less than 0.1 eV). This tendency is the same for the LUMO levels. The energy gap is defined as the difference between the HOMO and the LUMO levels after the splitting. The large splitting of the HOMO and LUMO levels causes the increasing of the temperature dependency of the energy gap in the silicon quantum dots with 0.9 nm diameter.
We have studied atomic configurations of silicon quantum dots in order to clarify the physical origin of larger splits of the HOMO and LUMO levels. Figure 9 shows the pair correlation functions, which express the distribution of distances between atoms, in silicon quantum dots with several diameters. It is found that the distances of the nearest neighbors are almost the same, but those of the next nearest neighbors are different. We have also examined the bond angle distributions in silicon quantum dots with several diameters (Fig. 10) . We found that the bond angle distribution in the silicon quantum dots with 0.9 nm diameter becomes broad. This indicates that the disordered atomic configuration with broad bond angle distribution in smaller dots causes larger split of the HOMO and LUMO levels. The reason why smaller clusters have the broad bond angle distribution is that the disordered distortion of atoms near the surface takes a larger volume and affects all atoms in the silicon quantum dots when the size is small. This result indicates that silicon clusters with about 1 nm diameter can be used as the visible light-emitting materials with the corresponding energy gap, when the surface atoms are fixed.
Using developed FuTiS, we easily implemented not only silicon parameters but also hydrogen parameters. We calculated electronic structures of silicon quantum dots consisting of over 10,000 atoms on distributed memory parallel computers. FuTiS has additional availability to be of help in material designs. 
Conclusion
In this paper, we presented Fujitsu Tight binding Simulator (FuTiS). In this FuTiS, we employed the divide-and-conquer method, which is the O(N) method, in order to apply this simulator to the large scale electronic structure calculations on distributed memory parallel computers. Introducing a common interface not depending on atomic species in the tight binding routine, we developed the simulator that implementers easily expand the range of application. As an example, we showed the simulations of silicon quantum dots, in which we calculated the electronic structures of silicon quantum dots consisting of over 10,000 atoms and easily added not only silicon parameters but also hydrogen parameters. We showed that the developed problem solving environment of the electronic structure calculations has a potential for large-scale electronic structure simulations involving more than a few million atoms on distributed memory parallel computers.
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