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Abstract
Modern codes for the numerical solution of Initial Value Problems (IVPs) in ODEs are based in adaptive methods that, for a user
supplied tolerance , attempt to advance the integration selecting the size of each step so that some measure of the local error is
 . Although this policy does not ensure that the global errors are under the prescribed tolerance, after the early studies of Stetter
[Considerations concerning a theory for ODE-solvers, in: R. Burlisch, R.D. Grigorieff, J. Schröder (Eds.), Numerical Treatment
of Differential Equations, Proceedings of Oberwolfach, 1976, Lecture Notes in Mathematics, vol. 631, Springer, Berlin, 1978, pp.
188–200; Tolerance proportionality in ODE codes, in: R.März (Ed.), Proceedings of the SecondConference onNumerical Treatment
of Ordinary Differential Equations, Humbold University, Berlin, 1980, pp. 109–123] and the extensions of Higham [Global error
versus tolerance for explicit Runge–Kutta methods, IMA J. Numer. Anal. 11 (1991) 457–480; The tolerance proportionality of
adaptive ODE solvers, J. Comput. Appl. Math. 45 (1993) 227–236; The reliability of standard local error control algorithms for
initial value ordinary differential equations, in: Proceedings: The Quality of Numerical Software: Assessment and Enhancement,
IFIP Series, Springer, Berlin, 1997], it has been proved that in many existing explicit Runge–Kutta codes the global errors behave
asymptotically as some rational power of . This step-size policy, for a given IVP, determines at each grid point tn a new step-size
hn+1 = h(tn; ) so that h(t; ) is a continuous function of t .
In this paper a study of the tolerance proportionality property under a discontinuous step-size policy that does not allow to change
the size of the step if the step-size ratio between two consecutive steps is close to unity is carried out. This theory is applied to
obtain global error estimations in a few problems that have been solved with the code Gauss2 [S. Gonzalez-Pinto, R. Rojas-Bello,
Gauss2, a Fortran 90 code for second order initial value problems, 〈http://www.netlib.org/ode/〉], based on an adaptive two stage
Runge–Kutta–Gauss method with this discontinuous step-size policy.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the initial value problem (IVP) for a general differential system
y′(t) = f (y(t)), y(0) = y0 ∈ Rm, t ∈ [0, tend] ≡ J , (1.1)
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which is assumed to possess a unique solution y(t) on J . For simplicity, we will restrict our study to autonomous
systems with f sufﬁciently differentiable in a neighborhood of the trajectory Vy = {y = y(t), t ∈ J }. Further, for the
derivation of the tolerance proportionality (TP) property, it will be supposed that the product of the length of J by the
Lipschitz constant of f in Vy is not too large.
For the numerical solution of (1.1) we consider adaptive Runge–Kutta (RK) methods. That means that for every
small tolerance > 0, a non-uniform grid {tn}Nn=0 ∈ J , t0 = 0, tN = tend, together with approximations yn  y(tn),
n = 1, 2, . . . , N , both depending on , are dynamically generated. In this process the grid is determined so that an
estimate of the local errors is maintained under the prescribed tolerance . A crucial and natural question is to know
how the global errors gen =yn −y(tn) depend on the given tolerance. It was established by Stetter [19,20] that for some
adaptive RK methods and sufﬁciently smooth problems the global error has an asymptotically linear dependence on
the tolerance in the sense that gen =v(tn)+o(),  → 0+, n=1, 2, . . . , holds for someC1 function v(t) independent
of . This property is known in the literature as TP. Later investigations by Higham [10,11] extended Stetter’s results
to more general adaptive methods that possess a TP dependence of type gen = v(tn)r + o(r ),  → 0+, n= 1, 2, . . . ,
with a real exponent r > 0. A requirement of the Stetter–Higham analysis is the non-vanishing leading term in the local
error estimate along the integration interval. When the leading term in the local error estimate vanishes at some isolated
points, a modiﬁed step-size change technique (regarding the standard one) has been considered in [3] to preserve TP.
In the above-mentioned TP theory developed by Higham [10–12,2] a continuous variation of the step-size along the
integration interval was assumed in the sense that the step-size hn+1 in advancing from tn to tn+1= tn+hn+1 satisﬁes an
asymptotic relation hn+1=(tn)1/q +o(1/q) with a ﬁxed integer q1 and a continuous problem-depending function
(t)∗ > 0. Such a relation implies that, in general, the step-size will vary from step to step but this does not affect
negatively the performance of explicit RK codes in which the computational cost is independent of the size of the step.
However, for adaptive codes based on implicit RK formulas, such as Gauss formulas (that may be convenient for special
problems which require the preservation of quadratic invariants, simplecticness or some special stability requirements)
if the implicit equations of stages are solved by using a simpliﬁed Newton iteration, each step-size variation requires
a new LU decomposition of the iteration matrix and it increases signiﬁcantly the computational cost. A way to reduce
the number of step-size changes would be to retain the step-size unchanged if hn+1/hn is close to the unity and this
amounts to use a step-size hn+1 = ˆ(tn)1/q + o(1/q) with a piecewise continuous ˆ(t)∗ > 0. This technique was
already used by Shampine and Gordon in the code DSTEP [17] based on variable coefﬁcient multistep Adams methods
to reduce the computational cost. A similar discontinuous strategy have been used in LSODE [13] to improve the
stability. Thus, the TP theory of Higham developed under the assumption of a continuous step-size variation cannot be
directly applied to those adaptive methods allowing a piecewise constant step-size variation.
On the other hand, in convergent adaptive ODE solvers an integration with tolerance  does not imply that the global
errors are smaller than . A desirable practical feature of a numerical integration code is the possibility to provide to
the interested user, information on the magnitude of the global errors. As remarked in [1] one may wish to improve the
numerical solution when the global error estimation is not good enough. In such a case the technique must be reliable,
in the sense that the estimation has some signiﬁcant digits or it is in the size of the true global errors. An overview about
most of global error estimations considered in the literature can be seen in [1,18] and the references therein. In general,
these estimations are costly, fail in problems with stability difﬁculties or when the numerical method is near the limit
of accuracy and they are not included in standard integrators. An alternative less demanding is to make use of the TP
property exhibited for many adaptive codes, in which case the existence of an asymptotic expansion on the tolerance
(), allows to derive an estimate of the global error [10,11,16,19,20]. This estimation is based on global extrapolation
when considering two independent integrations for different tolerances. Observe that since this technique is based on
asymptotic expansions on , it may fail at crude tolerances because the asymptotic expansion may not be present and
also for very stringent tolerances because of the effects of ﬁnite precision. In any case it is important to remark that this
technique can be easily applied to any standard integrator.
The aim of this paper is two-fold: ﬁrstly, to study the TP property for adaptive codes with the abovementioned
discontinuous step-size changing policy and secondly, to apply it to estimate the global error in the code [6,7], which
is based on the fully implicit two stage RK Gauss method, intended to integrate second order problems. The paper is
organized as follows: in Section 2 we collect a number of deﬁnitions and results following the ideas of Higham [10,11]
that will be used in the rest of the paper. In Section 3 we study the effect of a discontinuous step-size policy on the
numerical integration and a suitable modiﬁcation of the TP theory of Higham is given. In Section 4 we present a global
error estimation based on TP. Finally, in Section 5, the results of some numerical experiments with the code [6] for
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several test problems are presented to show that this global error estimation can be easily incorporated into the code
and provide reliable estimates.
2. Deﬁnitions and basic results
By an adaptive RK method we mean an algorithm that, for all IVP (1.1) and for all sufﬁciently small tolerance > 0,
deﬁnes a discrete approximation {(tn, yn)}Nn=0, with N =N(), tn = tn() to the solution of (1.1). The adaptive method
is speciﬁed by the following elements:
• An s-stage RK formula h = h,f with order p. Thus, for every (tn, yn) and step-size h the approximation h(yn)
must satisfy
h(yn) − zn+1(tn + h) = (yn)hp+1 + O(hp+2) (h → 0), (2.1)
where zn+1(t) represents the local solution given by
z′n+1(t) = f (zn+1(t)), zn+1(tn) = yn, t ∈ (tn, tn + h]. (2.2)
The left-hand side of (2.1), denoted by le(yn;h), is the local error of h at (tn, yn) with step-size h.
• A (scalar) continuous local error estimate e(yn;h) having the form
e(yn;h) = ̂(yn)hq + O(hq+1). (2.3)
It will be assumed to have a leading part, ̂(y) Lipschitz continuous on y and positive
̂(y(t))> 0, t ∈ J , (2.4)
for some constant .
• A step-size changing policy that includes a predictor for the ﬁrst step-size h1, a criterion of acceptance of each
step and a prediction for the next step-size hn+1 to be used at (tn, yn) to advance the numerical solution from
(tn, yn) → (tn+1 = tn + hn+1, yn+1).
Concerning the local error control function many adaptive RK methods employed in practical codes (see e.g., [4,10,
11,15]) take a norm of the difference between two embedded RK formulas h and ̂h with orders p and (q − 1)<p,
respectively, so that e(yn;h)=‖h(yn)− ̂h(yn)‖=O(hq). In this case the computation of the local error control has
a low computational cost. Most of local error estimates in the literature satisfy (2.3), see e.g., those in [5,9,11].
Next, we recall the main features of the standard step-size policy that are relevant to our study. Firstly, for a given
tolerance , the initial step-size h1 is chosen so that e(y0, h1)  q where  is a ﬁxed constant 0< < 1. Secondly,
we take e(yn−1;hn) as acceptance criterion of the step (tn−1, yn−1) → (tn = tn−1 + hn, yn =hn(yn−1)). After an
accepted step from tn−1 → tn = tn−1 + hn the step-size hn+1 for the next step is predicted by
hn+1 = rnhn ≡ 
(

en
)1/q
hn, en ≡ e(yn−1;hn). (2.5)
It is important to notice that with this step-size policy it has been proved in [11] that en =q+O((q+1)/q), as  → 0+
and, due to the safety factor , no step failures will arise for  sufﬁciently small. From (2.3)–(2.5) it follows that all
step-sizes behave as O(1/q) as  → 0+.
Next, we recall a restricted version of the TP property introduced by Stetter [19] and later reﬁned by Higham [11] to
study the relationship between the global error and the tolerance in the numerical solutions generated by adaptive RK
methods. To compare discrete solutions obtained with different tolerances and deﬁned on different grids we need an
interpolation process that extends a discrete solution to J . Then, for a discrete solution {(tn, yn)}Nn=0 computed with an
adaptive method with tolerance  (here N =N() and tn = tn(), but the dependence on  has been omitted to simplify
the notations), we deﬁne the “ideal interpolant” (t), t ∈ J of this discrete solution as
(t) =
⎧⎨
⎩
y0 for t = t0 = 0,
zn(t) + (t − tn−1)
hn
len for t ∈ (tn−1, tn], n = 1, . . . , N,
(2.6)
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where len = le(yn−1;hn) = hn(yn−1) − zn(tn) is the local error of the advancing RK formula h in the step from
tn−1 → tn. This interpolant is a piecewise C1 function in J because the left and right derivatives at grid points may be
different. Moreover, (t) is not explicitly computed in practice, but it is merely a tool to deﬁne the TP property and to
establish some basic results. It must be also observed that according to the step-size change policy (2.5), the end-point
tend = tN , will not be in general a natural grid-point.
Deﬁnition 1. An adaptive method is said to possess the TP property if for all sufﬁciently smooth IVP (1.1) and small
, the ideal interpolant (2.6) of the discrete solution generated with tolerance  satisﬁes
(t) − y(t) = v(t)p/q + g(t; )(p+1)/q ,  → 0+, t ∈ J , (2.7)
with some v ∈ C1(J ;Rm) independent of  and some g piecewise C1 with respect to t and uniformly bounded as
 → 0+.
A main result to assess the TP property of some adaptive RK methods proved by Higham in [11] is the following:
Theorem 1. (1) If there exist 	 ∈ C(J,Rm) independent of  and s(t, ) piecewise continuous such that
′(t) − f ((t)) = 	(t)p/q + (p+1)/qs(t, ) (2.8)
holds, then the adaptive RK method possess the TP property with v(t) deﬁned as the unique solution of the variational
equation of (1.1)
v′(t) − fy(y(t))v(t) = 	(t), v(0) = 0. (2.9)
(2) For the standard step-size policy given above, condition (2.7) holds with the C1(J,Rm) function v(t) given by
(2.9) with
	(t) = (y(t))
p
̂(y(t))p/q
. (2.10)
Remark 1. The function v(t) of the TP property (2.7) only depends on the continuous function (2.10). This means
that, apart of (y(t)), only the leading term of e(y;h) along the exact solution of (1.1) contributes to v(t). In other
words, two adaptive methods with the same h and different local error estimates e and e˜ of order q, such that
e(yn−1;h) − e˜(yn−1;h) = O(hq+1) have the same asymptotic TP behavior.
In particular, if an adaptive RK method with local error estimate e(yn−1;h) = ̂(yn−1)hq + O(hq+1) has the TP
property, then it also has the TP property with respect to e˜(yn−1;h)= ̂(y(tn))hq . Now the new step-size prediction is
hn+1 = 
(

̂(y(tn))h
q
n
)1/q
hn = 
(

̂(y(tn))
)1/q
.
This clearly represents a continuous step-size selection of the form hn+1 = 
(tn)1/q with 
(t) = /̂(y(t))1/q, t ∈ J .
As remarked in [12] the results of Theorem 1 are relevant to explain the global error behavior in non-stiff problems.
For some stiff problems a possible order reduction on the basic method and the error estimate might occur. Thus, by
assuming orders p˜ and q˜ for the method and the estimate, respectively, it can be expected to achieve a TP behavior
with a different exponent r = p˜/q˜.
3. The TP property for adaptive RK methods with the new step-size changing technique
Since adaptive RK methods with the standard step-size predictor (2.5) change continuously the size of the step along
the integration interval they deteriorate the efﬁciency of implicit RK solvers that use modiﬁed Newton iterations to
solve the implicit equations of stages, because theLU -decomposition of (Im−h	Jacob)must be updated after changing
the step-size h (Im is the identity matrix, 	 some constant and Jacob is the Jacobian matrix f/y evaluated at some
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previous point ym). Then let us consider instead of (2.5) the following (discontinuous) step-size changing predictor
hn+1 = r̂nhn with r̂n =
{1 if rn ∈ (r ′, r ′′),
rn otherwise,
(3.1)
with rn = (/en)1/q as in (2.5), and 0<r ′ < 1<r ′′ are ﬁxed numbers.
Note that, in contrast with the continuous step-size predictor (2.5), with the technique (3.1) the step-size is modiﬁed
only when either rnr ′′ > 1 or rnr ′ < 1.
As a ﬁrst remark observe that
en = e(yn−1;hn) = ̂(yn−1)hqn + O(hq+1n ) = ̂(yn−2)̂rqn−1hqn−1 + O(hq+1n )
= (̂rn−1/rn−1)q ̂(yn−2)rqn−1hqn−1 + O(hq+1n )
= (̂rn−1/rn−1)qq+ O((q+1)/q).
Hence, for r̂n−1 >rn−1 since r̂n−1/rn−11/r ′, we will assume /r ′ < 1 to ensure that for  small there will be no
rejected steps.
In order to analyze the TP property of an adaptive RK method with the new step-size control (3.1), we start deﬁning
the strictly positive scalar function w(t) := ̂(y(t))−1/q, t ∈ J. Then, the local error estimation (2.3) satisﬁes
en = ̂(y(tn−1))hqn + O(hq+1n ) = w(tn−1)−qhqn + O(hq+1n ), hn → 0+. (3.2)
Also assume that e1 = q+ O((q+1)/q) is satisﬁed for the ﬁrst step-size, i.e.,
h1 = w(t0)1/q + O(2/q),  → 0+. (3.3)
Then, from (3.2) and (3.3), we deduce that
r1 = 
(

e1
)1/q
= w(t0)
1/q
h1(1 + O(h1)) =
w(t0)
w(t0)
+ O(1/q) = 1 + O(1/q).
Consequently, rˆ1 = 1 and h2 = h1, for  → 0+. Next, proceeding as before and taking into account that h2 = h1, we
get that
r2 = 
(

e2
)1/q
= w(t1)
1/q
h2(1 + O(h2)) =
w(t1)
w(t0)
+ O(1/q) = 1 + O(1/q).
Again for  → 0+, we have that rˆ2 = 1 and h3 = h2 = h1. Proceeding in the same way for the next step-size ratios, we
can set
rn = 
(

en
)1/q
= w(tn−1)
w(t0)
+ O(1/q) and hn = h1 for n = 1, 2, 3, . . . , n1, (3.4)
where n1 is the ﬁrst positive integer such that rn1 /∈ (r ′, r ′′). Since the step-sizes are O(1/q), we get that
(a) rn1 = r ′ + O(1/q) or (b) rn1 = r ′′ + O(1/q). (3.5)
By denoting t¯1() ≡ tn1 , it is expectable in view of (3.4) and (3.5) that,
|t¯1() − 1| = O(1/q),  → 0+, (3.6)
where 1 > t0 is the ﬁrst t-point satisfying
either (a) w(1) = r ′w(t0) or (b) w(1) = r ′′w(t0). (3.7)
Then, for the next step-size we would have that
hn1+1 = r̂n1hn1 = rn1hn1 = rn1h1 = w(tn1−1)1/q + O(2/q)
= w(tn1)1/q + O(2/q) = w(t¯1())1/q + O(2/q) = w(1)1/q + O(2/q). (3.8)
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Since the situation for hn1+1 in (3.8) is the same as for h1 in (3.3), the process from (3.3) to (3.7) can be practically
repeated. Now, instead of (3.4) we have
rn = 
(

en
)1/q
= w(tn−1)
w(t¯1())
+ O(1/q) and hn = hn1+1 for n = n1 + 1, . . . , n2, (3.9)
where n2 is the ﬁrst positive integer such that rn2 /∈ (r ′, r ′′). Proceeding as before and denoting t¯2() ≡ tn2 , it can be
expected that |t¯2()− 2|=O(1/q),  → 0+, where 2 > 1 is the ﬁrst t-point satisfying either (a) w(2)= r ′w(1) or
(b) w(2)= r ′′w(1). This process can be only repeated a ﬁnite number of times in the interval [t0, tend], independently
of , since as we next prove
1 − t0L−1w w(t0)min{r ′′ − 1, 1 − r ′}, (3.10)
where Lw is a Lipschitz constant for the function w(t), which can be calculated from a Lipschitz constant for ˆ(y(t)),
denoted by Lˆ. Below, the constant  is that one given in (2.4).
|w(t + ) − w(t)| = |(̂(y(t + ))−1/q − ̂(y(t))−1/q)|
q−1−1−q−1 |̂(y(t + )) − ̂(y(t))|q−1−1−q−1L̂|| = Lw||.
Then, if w(1) = r ′′w(t0), it follows that w(1) − w(t0) = (r ′′ − 1)w(t0)Lw(1 − t0).
This implies that 1 − t0L−1w (r ′′ − 1)w(t0). For the case, w(1)= r ′w(t0), a similar reasoning can be made. From
here, we get (3.10).
Remark 2. The j -points can be deﬁned recursively as: j is the ﬁrst point on the right of j−1 satisfying
w(j )/w(j−1) /∈ (r ′, r ′′), j = 1, 2, . . . , 0 = t0. (3.11)
In a similar way, t¯j () is the ﬁrst point on the right of t¯j−1() satisfying
w(t¯j ())/w(t¯j−1()) + ()1/q /∈ (r ′, r ′′), j = 1, 2, . . . , t¯0() = t0, (3.12)
for a certain uniform bounded function ().Moreover as explained before, in the interval [t¯j−1(), t¯j ()), the step-sizes
remain constant with length, h = w(t¯j−1())1/q + O(2/q).
Under the step-size policy (3.1), the code will advance with constant step-sizes except at an (asymptotically ﬁnite)
number of grid points t¯1(), . . . , t¯l() such that t¯j ()−j =O(1/q).A sufﬁcient condition to guarantee the last equality
is given next.
Theorem 2. Suppose that function w(t) is strictly monotone at the points j and that the inverse function w−1(t) is
Lipschitz continuous in some neighborhood of w(j ), for j = 1, 2, . . . . If the initial step satisﬁes (3.3) then t¯j () → j
as  → 0+. Moreover |t¯j () − j | = O(1/q).
Proof. The proof follows from the following lemma. 
Lemma 1. (i) Suppose that (t) is a Lipschitz continuous function on [a, b], and that s∗ >s (as < s∗ <b) is the
ﬁrst point on the right of s such that (s∗) = r(s), for some positive constant r = 1. Assume that (t) is strictly
monotone at s∗ (i.e., in some neighborhood of s∗) and that the inverse function −1(t) is Lipschitz continuous in some
neighborhood of t∗ = (s∗). Then the equation (below, j ≡ j () denotes a uniformly bounded function)
(x)
(s + 11/q)
+ 21/q = r,  → 0+ (q > 0 is a constant) (3.13)
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has a solution x = x(), satisfying x() − s∗ = O(1/q) as  → 0+. This solution is unique in some subinterval of the
form [s, s∗ + ], where > 0 is a constant.
(ii) If there does not exist s∗ ∈ [s, b] such that (s∗) = r(s), then Eq. (3.13) has no solution for  → 0+.
Proof. (i) By solving for x in (3.13), it follows that |x − s∗| = |−1((r + O(1/q))(s + O(1/q))) − −1(r(s))| =
|−1(r(s) + O(1/q)) − −1(r(s))| = L−1O(1/q) = O(1/q). To see the uniqueness of solution, assume for
simplicity that (s)> 0 and r > 1. Consider some interval [s∗ − , s∗ + ] where  is strictly increasing, there exists
the inverse function −1 (on I =([s∗ − , s∗ + ])) and (t)(s∗ − ), t ∈ [s, t∗ − ]. It follows that, for  → 0+,
Eq. (3.13) cannot have any solution x ∈ [s, s∗ − ], since maxt∈[s,s∗−](t)< r(s) = (s∗). On the other hand,
Eq. (3.13) can only admit a solution in the interval [s∗ − , s∗ + ], by virtue of the existence of −1. Part (ii) is
straightforward to prove. 
Theorem 3. For an adaptive RK method with step-size control (3.1) assume that:
• the problem is sufﬁciently smooth for the expansions (2.1), (2.3) and (2.4) to hold;
• the initial step-size satisﬁes (3.3);
• the function w(t) satisﬁes the assumptions in Theorem 2.
Then, the adaptive method has the TP property, more precisely the global error satisﬁes
y(t) − y(t) = v(t)p/q + O((p+1)/q),  → 0+, t ∈ J , (3.14)
where v(t) is piecewise C1(J ) and fulﬁls
v(t) =(t)
∫ t
0
(s)p(s)−1(y(s)) ds, t ∈ J (3.15)
being (t) the piecewise constant function: (t)=w(j ), whenever t ∈ [j , j+1), j =0, 1, . . . , l−1; (t)=w(l )
for t ∈ [l , tend], and (t) is the solution of ′(t) = fy(t, y(t))(t), (0) = Im.
Proof. Take > 0. From Remark 2, it is clear that the step-sizes are constant on subintervals [t¯j−1(), t¯j ()),
j = 1, 2, . . . . Thus, they satisfy
hn+1 = ˜(tn, )1/q ∀tn ∈ [t0, tend), (3.16)
where ˜(t, ) is piecewise continuous in [t0, tend]. By virtue of Theorem 2 we deduce that
|˜(t, ) − (t)| = O(1/q) ∀t ∈ J\I , (3.17)
where
I =
l⋃
j=1
Ij (), Ij () = [min{t¯j (), j },max{t¯j (), j }].
On the other hand, the ideal interpolant (2.6) satisﬁes for any t ∈ (tn−1, tn) that (take into account (3.16) for the latest
equality below)
′I (t) − f (I (t)) = z′n−1(t) + len/hn − f (zn−1(t) + h−1n (t − tn)len) = len/hn + O(len)
=(yn−1)hpn + O(hn)p+1 = (y(t))hpn + O(hn)p+1 = ˜(t, )p(y(t))p/q + O((p+1)/q).
From here, taking into account that y′(t)−f (y(t))=0 and that I (t0)=y(t0)=y0, it follows from the standard theory
for inhomogeneous linear differential systems that
I (t) − y(t) = v˜(t, )p/q + O((p+1)/q), t ∈ J ,
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Fig. 1. Global error ratios for Dufﬁng’s problem for = 10−k , k = 8, 10, 12, 13.
with
v˜(t, ) =(t)
∫ t
t0
˜(s, )p(s)−1(y(s)) ds, t ∈ J .
Now, the proof is completed after using (3.17). 
It must be observed that the end-pointmight require an especial adjustment, since it might not be a naturalmesh-point.
But, this does not represent any problem because the length of latest step-size, namely tend − tN−1 is O(1/q).
To assess the above results on the TP theory, wewill present some experiments that illustrate numerically the function
v(t). We have considered as test problem Dufﬁng’s equation
y′′ + (2 + k2)y = 2k2y3, t ∈ [0, 20],
with particular values  = 5, k = 0.03 and initial conditions y(0) = 0, y′(0) =  which correspond to the periodic
solution y(t)= sn(t, k/). This problem has been integrated with the code Gauss2 [6], described in [7], that uses the
discontinuous step-size policy (3.1) with p=4 and q =5. In Fig. 1 we display the global error ratios (yn −y(tn))/p/q ,
that approximate asymptotically v(t) at each mesh point, for the tolerances =10−j , j =8, 10, 12, 13. From this ﬁgure
it follows that for all tolerances the linear interpolant of the global error ratios display the same shape, and for  → 0
appears to converge to a limit as predicted by Theorem 3. In addition, to make clear this convergence we present in
Fig. 2 the interpolants in a smaller interval. Note that, even for larger tolerances not included in the ﬁgures, the interpolant
of the global error ratios is close to the limit function.
4. Estimating global errors by TP
Under the assumptions of either Theorem 1 or else Theorem 3, the global errors of the numerical solution y(t¯),
obtained from the integration with tolerance  at some point t¯ , can be computed just by making another second
integration with tolerance , where  = 1 is some constant. Thus, denoting by y(t¯) the numerical solution obtained
for the second integration, from the above theorems we can write
y(t¯) − y(t¯) = v(t¯)p/q + O((p+1)/q), y(t¯) − y(t¯) = v(t¯)()p/q + O(()(p+1)/q). (4.1)
The standard extrapolation process leads to
y(t¯) − y(t¯) = (1 − p/q)−1(y(t¯) − y(t¯)) + O((p+1)/q).
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Fig. 2. Zoom of Fig. 1 in a smaller interval.
From here, a computable asymptotically correct global error estimation is obtained by means of
y(t¯) − y(t¯)  (1 − p/q)−1(y(t¯) − y(t¯)). (4.2)
There is some freedom to choose the value for the constant . For practical reasons, it is advisable to take > 1, since
in this way the second integration carried out with tolerance , only for global error estimation purposes, will be in
general cheaper than the integration with tolerance . It is not advisable to set ?1, since in that case the estimation in
(4.2) becomes meaningless, because the estimates in the previous theorems are only signiﬁcant for  → 0+. We will
discuss more about these topics in next section.
For the numerical experiments presented in the next section, we have applied this technique to estimate the global
errors in the code Gauss2 [6]. This code is described in [7] and it is a second order IVP solver. The advancing formula
is the two-stage Gauss method in version RK Nyström, which has order four (p = 4). In this case, the local error on
the (y, y′) components can be represented as
le(t, y, y′, h) = h5(1(t, y, y′),2(t, y, y′))T + O(h6), h → 0. (4.3)
Since the local error estimate considered in Gauss2 is asymptotically correct on the y-component and there is no
estimation for the y′-component, then the local error estimate reads
e(t, y, y′, h) = h5(1(t, y, y′), 0)T + O(h6), h → 0, (4.4)
hence, q = 5.
The step-size change in the code is made according to formula (3.1), by taking
= 0.8, r ′ = 0.9, r ′′ = 1.5, rmax = 2,
where rmax is the maximum step-size ratio allowed. Thus, assuming that Theorem 3 holds, it is expected that the global
errors in Gauss2 can be estimated by formula (4.2). In practice, this fact will come true especially when the number
of rejected steps by the estimator (or by divergence in the iteration) is small compared with the number of successful
steps taken by the code to complete the integrations. Observe that from the previous theory, it should not have rejected
steps provided that  → 0+.
5. Numerical experiments
We have incorporated the global error estimation (4.2) to the code Gauss2 and it has been tested on several second
order problems, commonly appearing in the related literature. The estimation supplied by (4.2) seems to be reliable,
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in the sense that it provides a reasonable approximation of the exact global errors, and it is easily implemented (both
integrations are totally independent).
Problem 1. The Fermi–Pasta–Ulam problem [8, pp. 17–18], given by the nonlinear second order equations
y′′1 = (y2 − y5 − y1 − y4)3 − (y1 − y4)3, y1(0) = 1, y′1(0) = 1,
y′′2 = −(y2 − y5 − y1 − y4)3 + (y3 − y6 − y2 − y5)3, y2(0) = 0, y′2(0) = 0,
y′′3 = −(y3 − y6 − y2 − y5)3 − (y3 + y6)3, y3(0) = 0, y′3(0) = 0,
y′′4 = (y2 − y5 − y1 − y4)3 + (y1 − y4)3 − 2y4, y4(0) = −1, y′4(0) = 1,
y′′5 = (y2 − y5 − y1 − y4)3 + (y3 − y6 − y2 − y5)3 − 2y5, y5(0) = 0, y′5(0) = 0,
y′′6 = (y3 − y6 − y2 − y5)3 − (y3 + y6)3 − 2y6, y6(0) = 0, y′6(0) = 0,
where we have taken  = 50 as recommended in [8, pp. 17–18]. The weighted Euclidean norm of the exact solution
at tend = 100 is ‖y(100)‖ = 0.344 . . . .
Problem 2. A slight modiﬁcation of the second order partial differential equation (PDE) in [14, pp. 426–427], which
describes the vibration in a cantilever bar. The modiﬁcation below consists of introducing a non-homogeneous term
r(t) = (ri(t))Ni=1 in the resulting ODE, after discretizing in space the original PDE (yxxxx(x, t) is approximated by
using second order centered differences of ﬁve points), in such a way that the new ordinary differential system has the
same solution as the original PDE [14, pp. 426–427]. The ODE is [14, p. 427]⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y′′1
y′′2
y′′3
...
y′′N−2
y′′N−1
y′′N
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= − 200
(x)4
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
7 −4 1
−4 6 −4 1 0
1 −4 6 −4 1
. . .
. . .
. . .
. . .
. . .
1 −4 6 −4 1
0 1 −4 5 −2
2 −4 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
·
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y1
y2
y3
...
yN−2
yN−1
yN
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
r1(t)
r2(t)
r3(t)
...
rN−2(t)
rN−1(t)
rN(t)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (5.1)
where x = 22/N , N being the number of mesh-points on the x-interval [0,22], and the initial conditions are given by
yi(0)= f (xi), y′i (0)= 0, i = 1, . . . , N . For our experiments, we have taken N = 90 and t ∈ [0, 104]. With this choice
all eigenvalues of its Jacobian matrix are negative, and it is an oscillatory problem.
The exact solution of the problem is given by
yi(t) = f (xi) cos(t), = 0.102735464 . . . , l = 22, xi = il/N, i = 1, 2, . . . , N ,
where
f (x) = 0.1(cosh(x) − cos(x)) − K(sinh(x) − sin(x)),
K = (sinh(l) + sin(l))−1(cosh(l) + cos(l)) and = 0.08523200128726258.
Problem 3. A ﬁnite difference discretization of the nonlinear partial differential equation [7]
ytt (x, t) + (1 + y(x, t)2)yxxxx(x, t) = 4y(x, t)3, −/<x/, t > 0,
y(x, 0) = cos x, yt (x, 0) = 0, = 1/4, (5.2)
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Table 1
Global errors (GE_y) and global errors estimated (GEest_y) with Gauss2 on the y-component for Problem 1 at tend = 100, for different tolerances
 and factors 
TOL () 10−5 10−6 10−7 10−8 10−9
CPU-time 0.11 0.16 0.25 0.36 0.52
GE_y 2.3 · 10−2 3.4 · 10−3 8.3 · 10−4 8.3 · 10−5 2.1 · 10−5
= 1.5, GEest_y
Extra-cost = 92% 3.5 · 10−2 4.3 · 10−3 9.1 · 10−4 2.4 · 10−4 2.0 · 10−5
= 2.0, GEest_y
Extra-cost = 82% 2.7 · 10−2 7.5 · 10−3 1.0 · 10−3 2.3 · 10−4 1.9 · 10−5
= 5.0, GEest_y
Extra-cost = 73% 1.7 · 10−2 3.5 · 10−3 7.5 · 10−4 1.3 · 10−4 2.8 · 10−5
= 10, GEest_y
Extra-cost = 62% 1.9 · 10−2 4.3 · 10−3 5.9 · 10−4 1.4 · 10−4 1.2 · 10−5
Also the average of the extra-costs for the integration with tolerance  are displayed. The average of failed-steps versus accepted steps was 0.22%.
Table 2
Global errors (GE_y) and global errors estimated (GEest_y) with Gauss2 on the y-component for Problem 2 at tend =10 000, for different tolerances
 and factors 
TOL () 10−4 10−5 10−6 10−7 10−8
CPU-time 0.77 1.36 1.89 2.84 4.59
GE_y 2.3 · 10−2 6.0 · 10−4 1.6 · 10−5 5.5 · 10−7 1.5 · 10−8
= 1.5, GEest_y
Extra-cost = 92% 4.6 · 10−2 1.2 · 10−3 2.1 · 10−5 2.0 · 10−6 4.4 · 10−7
= 2.0, GEest_y
Extra-cost = 86% 5.6 · 10−2 9.0 · 10−3 5.2 · 10−5 1.2 · 10−6 2.4 · 10−7
= 5.0, GEest_y
Extra-cost = 74% 6.2 · 10−2 2.9 · 10−3 6.3 · 10−5 1.8 · 10−6 3.1 · 10−8
= 10, GEest_y
Extra-cost = 65% 1.4 · 10−2 4.3 · 10−3 1.1 · 10−4 2.9 · 10−6 1.0 · 10−7
Also the average of the extra-costs for the integration with tolerance  are displayed. The average of failed-steps versus accepted steps was 4.3%.
with 2/-periodic solutions in space. The exact solution is given by y(x, t) = cos(x/4) cos(t/16). By using spatial
second order centered differences of ﬁve points, and adding a residual term ((ri(t))Ni=1) in order to have the same
solution for both, the ODE and the PDE, we get the nonlinear ordinary differential system
y′′i (t) + (x)−4(1 + y2i )(yi−2 − 4yi−1 + 6yi − 4yi+1 + yi+2) = 4y3i + ri(t),
x = 2−1N−1, yi(0) = cos(xi), y′i (0) = 0, xi = −−1+ ix,
i = 1, 2, . . . , N,
⎫⎪⎬
⎪⎭ (5.3)
where by periodicity of the solution in space, it holds that
y0(t) = yN(t), y−1(t) = yN−1(t), yN+1(t) = y1(t), yN+2(t) = y2(t), (5.4)
and the residual terms are given by
ri(t) = (1 + i (t)2)i (t), i (t) = cos(xi) cos(2t), i = 1, 2, . . . , N ,
 := 1
8
∞∑
k=1
(1 − 4−k−1)
(−4)k
(x)2k
(2k + 4)! . (5.5)
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Table 3
Global errors (GE_y) and global errors estimated (GEest_y) with Gauss2 on the y-component for Problem 3 at tend = 200, for different tolerances
 and factors 
TOL () 10−3 10−4 10−5 10−6 10−7 10−8
CPU-time 0.05 0.06 0.08 0.09 0.19 0.31
GE_y 4.7 · 10−4 6.2 · 10−5 1.5 · 10−5 2.9 · 10−6 4.6 · 10−7 7.8 · 10−8
= 1.5, GEest_y
Extra-cost = 90% 1.1 · 10−3 1.5 · 10−4 1.5 · 10−5 4.8 · 10−6 5.5 · 10−7 8.8 · 10−8
= 2.0, GEest_y
Extra-cost = 87% 8.3 · 10−4 9.2 · 10−5 2.5 · 10−5 2.7 · 10−6 4.0 · 10−7 8.8 · 10−8
= 5.0,GEest_y
Extra-cost = 69% 8.5 · 10−4 9.1 · 10−5 1.4 · 10−5 2.6 · 10−6 4.8 · 10−7 8.9 · 10−8
= 10, GEest_y
Extra-cost = 62% 1.1 · 10−3 7.7 · 10−5 8.9 · 10−6 2.3 · 10−6 4.5 · 10−7 7.2 · 10−8
Also the average of the extra-costs for the integration with tolerance  are displayed. The average of failed-steps versus accepted steps was 2.6%.
Table 4
Global errors and estimated global errors at the y′-component with Gauss2, for Problems 1–3 and = 5
TOL () 10−5 10−6 10−7 10−8
(Prob.1) GEest_y′ 1.4 · 100 1.4 · 10−1 4.7 · 10−2 5.9 · 10−3
GE_y′ 7.4 · 10−1 1.8 · 10−1 3.1 · 10−2 4.7 · 10−3
(Prob.2) GEest_y′ 1.1 · 10−3 1.7 · 10−4 2.8 · 10−5 5.6 · 10−6
GE_y′ 1.1 · 10−3 1.9 · 10−4 3.1 · 10−5 5.5 · 10−6
(Prob.3) GEest_y′ 1.2 · 10−5 2.3 · 10−6 4.2 · 10−7 9.0 · 10−8
GE_y′ 1.4 · 10−5 2.5 · 10−6 4.4 · 10−7 7.8 · 10−8
For our experiments we have taken N = 100. For this problem the eigenvalues of the Jacobian matrix at t = 0 are real
and negative.
In Tables 1–3 we have displayed a few results obtained with Gauss2 for the three problems abovementioned. The
tolerance for the step tn → tn+1 for local error control is computed as toln = (1 + ‖yn‖). Hence, the relative and
absolute tolerances are the same. GE_y and GEest_y, respectively, denote the global error and the global error estimate
on the y-component at the end-point. CPU-time is the time in seconds taken for the main integrations (tolerances ). 
is the factor considered for the tolerance in subsidiary integrations (tolerances ). Extra-cost measures the additional
CPU-time (in average) for the subsidiary integrations. In Table 4, GE_y′ and GEest_y′, respectively, denote the global
error and the global error estimate on the y′-component at the end-point.
From our numerical experiments we conclude that:
• The global error estimations provided by the tolerance-based global extrapolation technique, provides reliable esti-
mates of the magnitude of the global errors, even for -values of moderate size.
• Although the cost of the subsidiary integration decreaseswhen  increases, the estimates are only reliable formoderate
-values. A value of  = 5 can be suggested because there are no signiﬁcant changes in the accuracy for smaller
values of .
• The process can be easily parallelized without requiring additional cost.
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