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 近年，システムの大規模化・複雑化，システムの設計・運用・制御や工業製
品の性能に対する要求の高度化などを踏まえた，高い実用性を有する新たな最
適化問題および最適化手法の構築が重要な課題となっている。 
例えば，単一目的最適化の実応用としての最短経路探索問題においては，最
短経路を与える最適解のみならず，事故や渋滞などの不測の事態を考慮した複
数の代替案の提示を要求される場合がある。しかし，従来の単一目的最適化で
は，唯一の大域的最適解，あるいは準最適解の探索を目標とするため，複数の
代替案を提示することは困難である。また，多目的最適化の実応用では，最適
設計における設計者の主観的な評価，例えばデザインの評価など，定式化や客
観的評価が困難な目的の考慮が要求される場合がある。しかし，従来の多目的
最適化では，客観的評価が可能な目的を主として扱っており，定式化や客観的
評価が困難な目的の考慮は難しい。このように最適化の実応用に対する要求の
高度化から，従来の最適化では十分な対応が困難な要求が発生している。 
これらの要求を満足するには，使用者の希求水準を満たす，多様な解集合の
獲得が有効な手段であると考える。上記の解集合は，例えば不測の事態におけ
る代替案となり，従来の単一目的最適化で考慮することが困難な要求を満たす
ことが期待される。また，使用者の希求水準を満たす，多様な解集合から，定
式化や客観的評価が困難な目的も考慮した解を与えることは，従来の多目的最
適化で考慮することが困難な要求を満たすことが期待される。 
ところで，最適化における希求水準は評価値，解相互の性質の違いは決定変
数空間上の距離に基づいて評価できる。多峰性の問題には，評価値が優れ，決
定変数空間上の距離が離れた複数の局所的最適解を有するケースの存在が経験
的に知られており，前段落で述べた解集合との類似性が高い。このような多峰
性の問題は，複雑な実システムのモデリングにおいて現れるが，モデリングに
制約を与える最適化アルゴリズムの適用を前提とすると，実システムの複雑さ
を十分に考慮できない。一方，メタヒューリスティクスは直接探索型の最適化
アルゴリズムの枠組みであり，実システムをモデリングする際に与える制約が
少ないため，実システムのモデリングと最適化アルゴリズムの連携の観点から，
メタヒューリスティクスの適用を前提とすることが重要となる。 
ここで，単一目的最適化問題を対象とした一般的なメタヒューリスティクス
は，唯一の大域的最適解，あるいは準最適解を探索することを目標に開発され
ているため，複数の優れた解集合を探索することには適していない。一方，メ
タヒューリスティクスの一手法であり，蛍（Firefly）の求愛行動を模擬した
Firefly Algorithmは，探索点群が複数に分かれるため，複数の優れた解集合を
探索できる。従って， Firefly Algorithm は優良解集合探索問題に対する基本的
な性質を有すると考え，着目した。 
以上を踏まえ，本論文では，単一目的最適化における多峰性の問題をベース
とし，評価値が一定以上優れ，かつ解相互の距離が一定以上離れた局所的最適
解の集合である優良解集合の探索を目標とした，(1) 優良解集合探索問題の提案
を行った。さらに，メタヒューリスティクスの一手法であり，優良解集合探索
問題に対して基本的な性質を有する Firefly Algorithm に着目し，(2) Firefly 
Algorithmに基づく優良解集合探索手法の構築を行った。 
本論文の要点は以下の通りである。 
(1) 優良解集合探索問題の提案 
最適化において，使用者の希求水準は評価値，解相互の性質の違いは決定変
数空間上の距離に基づいて評価できると考える。本論文では，単一目的最適
化問題をベースに，評価値が一定以上優れ，かつ解相互の距離が一定以上離
れた局所的最適解の集合として優良解集合を数学的に定義し，この優良解集
合の探索を目標とする優良解集合探索問題を提案した。優良解集合探索問題
は，単一目的最適化問題において，解を集合として求める点で新規性を有し，
従来の最適化では考慮が困難な要求を満たすことが期待される点に有用性
を有している。 
(2) Firefly Algorithmに基づく優良解集合探索手法の構築 
本論文では， Firefly Algorithmが有する蛍の求愛行動を模擬した探索機構
が，優良解集合の探索に適していることを明らかにした。さらに，Firefly 
Algorithmをベースに，(a) 蛍のアナロジーに立脚した優良解集合探索手法，
(b) 群情報を活用した優良解集合探索手法を提案した。(a)では，Firefly 
Algorithm が有する蛍のアナロジーを模擬した機構が優良解集合の探索に
有効であることを明らかにし，蛍のアナロジーをより強めた優良解集合探索
手法を提案した。(b)では，優良解集合を探索する際に複数の群に分かれる
Firefly Algorithm の特徴に着目し，群情報の活用により Firefly Algorithm
が優良解集合を探索する上で重要となるパラメータを調整する手法を提案
した。さらに，数値実験により，両手法をオリジナルの Firefly Algorithm
と比較することで評価した。提案した優良解集合探索問題に対して，(a)は
アナロジーに立脚している点，(b)はクラスタに立脚している点が異なり，
両手法とも新規性を有する。また，オリジナルの Firefly Algorithm よりも
優良解集合を探索する性能が高い点において両手法とも有用性を有する。 
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1 序論
1.1 背景と研究概要
近年，システムの大規模化・複雑化，システムの設計・運用・制御や工業製品の性能に
対する要求の高度化などを踏まえ［1］，実応用を強く意識した新たな最適化問題および最適
化手法の構築が重要な課題となっている。例えば単一目的最適化の実応用としての最短経
路探索問題では，最短経路を与える最適解のみならず事故や渋滞などの不測の事態を考慮
した複数の代替案の提示を要求される場合があり［2］，単一目的最適化の実応用としての生
産計画問題では，操業環境の変化が起きた場合に迅速に対応できるよう，複数の工程の組
合せ（代替案の提示）が要求される場合がある［3］。しかしながら従来の単一目的最適化で
は，唯一の大域的最適解，あるいは準最適解の探索を目標とするため［4］，複数の代替案を
提示することは困難である。また，多目的最適化の実応用では，例えば最適設計における
設計者の主観的な評価であるデザインの評価［5］や最短経路探索問題における運転者の好
みの評価［6］など，定式化や客観的評価が困難な目的の考慮が要求される場合がある。しか
しながら従来の多目的最適化では客観的に評価できる目的を主として扱っており，定式化
や客観的評価が困難な目的の考慮は難しい。例えば航空機最適設計［7］では空気抵抗や捻り
モーメントなど，ジェットエンジン最適化［8］ではファン断面積当たりの推力やファンの拡
散係数など，いずれも客観的評価が可能な物理特性を主な目的として扱っており定式化や
客観的評価が困難な目的は考慮していない。このような最適化の実応用に対する要求の高
度化から，従来の最適化では十分に対応することが困難な要求が発生している。
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これらの要求を考慮するためには，使用者の希求水準を満たす多様な解集合の獲得が有
効な手段であると考える。上記の解集合は例えば不測の事態における代替案となり，従来
の単一目的最適化で十分に考慮することが困難な要求を満たすことが期待される。また，
使用者の希求水準を満たす多様な解集合から定式化や客観的評価が困難な目的も考慮した
解を与えることにより，従来の多目的最適化で考慮することが困難な要求を満たすことが
期待される。最適化における希求水準は目的関数値，解相互の性質の違いは決定変数空間
上の距離に基づいて評価できることから，使用者の希求水準を満たす多様な解集合は，例
えば単一目的最適化問題を基本として目的関数値が優れかつ解相互の距離が離れた解から
構成される集合として定義できる。
これまでも単一目的最適化問題を基本として目的に対する評価が優れた複数の解を獲得
するための試みがなされてきた［9，10，11，12］。文献［9］では，ノートPCのモジュール
最適配置問題において使用者が複数の選択肢から最終的な解を選択するために目的に対す
る評価が優れた複数の解を求めている。文献［10］では，工学分野の設計問題においては仕
様を満たす解が一意に定まらないことを指摘した上で，LSIのモジュール配置問題におい
て複数の代替案を設計者に提示するために，複数の最適解を探索するGenetic Algorithm
［13］に基づく最適化手法を提案している。文献［11］および文献［12］では，単一目的最適化
における複数の最適解を有するベンチマーク関数を対象に，複数の最適解を効率的に探索
するためのParticle Swarm Optimization［14］に基づく最適化手法が提案されている。し
かしながらいずれの文献においても，要求される解集合についての定義には曖昧さが残さ
れており，数式による数学的に厳密な定義はなされていない。また，企業における最適化
の実応用の観点からも複数の解を求めることのニーズについて述べられているが，解決策
の詳細や具体的な定義については示されていない［15］。
ところで多峰性の問題には，目的関数値が優れ，決定変数空間上の距離が離れた複数の局
所的最適解を有するケースの存在が経験的に知られており，目的関数値が優れ，かつ解相互
の距離が離れた解から構成される集合との類似性が高い。このような多峰性の問題は複雑
な実システムのモデリングにおいて現れるが，モデリングに制約を与える最適化アルゴリズ
ムの適用を前提とすると実システムの複雑さを十分に考慮できない［1］。一方，メタヒュー
リスティクス［17，18］は決定変数と目的関数値のみを探索に用いる直接探索型の最適化ア
ルゴリズムの枠組みであり，勾配情報などを用いないことから実システムをモデリングす
る際に与える制約が少ないため［1，19，20，21，22，23］，実システムの複雑さを十分に考
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慮できる。このような実システムのモデリングと最適化アルゴリズムの連携の観点から，
メタヒューリスティクスの適用を前提とすることが重要となる。しかし，単一目的最適化
問題を対象とした一般的なメタヒューリスティクスである Particle Swarm Optimization
［14］やDiﬀerential Evolution［24］などは，唯一の大域的最適解，あるいは準最適解の探索
を目標に開発されているため，複数の優れた解集合の探索には適していない。一方，メタ
ヒューリスティクスの一手法であり，蛍（Fireﬂy）の求愛行動を模擬したFireﬂy Algorithm
［25，26，27］は探索点群が複数に分かれるため，複数の優れた解集合を探索できる。従っ
て， Fireﬂy Algorithmは優良解集合探索問題に対する基本的な性質を有すると考える。
以上を踏まえ，本論文では単一目的最適化における多峰性の問題を基本として，目的関数
値が一定以上優れかつ解相互の距離が一定以上離れた局所的最適解の集合である，優良解集
合の探索を目標とした優良解集合探索問題を提案する。多目的最適化では２つ以上の目的
関数に対して非劣な解の集合であるパレート最適解集合を求めるが［16］，多目的最適化を
基本としている点，決定変数空間ではなく目的関数空間における多様性を考慮する点が本
論文で提案する優良解集合とは異なる。さらに，メタヒューリスティクスの一手法であり，
優良解集合探索問題に対して基本的な性質を有する Fireﬂy Algorithmに着目し，Fireﬂy
Algorithmに基づく優良解集合探索手法を構築する。
優良解集合探索問題では単一目的最適化問題を基本として，目的関数値が一定以上優れ，
かつ解相互の距離が一定以上離れた局所的最適解の集合として優良解集合を数学的に定義
し，優良解集合の探索を目標とする。また，Fireﬂy Algorithmが有する蛍の求愛行動を模
擬した探索機構が優良解集合の探索に適していることを明らかにし，Fireﬂy Algorithmを
基本とした (a) 距離を考慮した光強度に基づく優良解集合探索手法，(b) クラスタ情報の
活用に基づく優良解集合探索手法を提案する。(a)では優良解集合の探索において Fireﬂy
Algorithmの各探索点の移動方向に大きな影響を与える光強度に改良を加え，距離を考慮し
た光強度に基づく優良解集合探索手法を提案する。(b)では優良解集合を探索する際に複数
の群に分かれるFireﬂy Algorithmの特徴に着目し，群情報の活用によりFireﬂy Algorithm
が優良解集合を探索する上で重要となるパラメータを調整する手法を提案する。さらに，
数値実験により両手法をオリジナルのFireﬂy Algorithmと比較することで評価する。
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1.2 本論文の構成
本論文は全 6章から構成されている。各章の概要を以下に示す。
² 第 1章の “序論”では，本研究における提案内容が必要される背景・本研究の目的・
概要・本論文の構成について述べる。
² 第 2章の “優良解集合探索問題”では，従来の最適化問題・最適化手法において十分
に考慮することが困難な要求が最適化の実応用において存在することを述べる。さ
らに，上述の要求を満たすことが期待される，目的関数値が優れかつ決定変数空間上
の距離が離れた優良解集合の探索を目標とする “優良解集合探索問題”を提案する。
² 第 3章の “Fireﬂy Algorithmに基づく優良解集合探索手法”では，Particle Swarm
OptimizationやDiﬀerential Evolutionなどの代表的なメタヒューリスティクスと
は異なり，探索点群が複数に分かれるFireﬂy Algorithmに着目する。さらに，解の
参照の観点と優良解集合探索問題にFireﬂy Algorithmを適用した際の特徴の観点か
ら，Fireﬂy Algorithmに基づく優良解集合探索手法を提案する。
² 第 4章の “数値実験”では，優良解集合探索問題における基本的なケースを想定し，
決定変数空間上の距離が離れた複数の大域的最適解を有するベンチマーク関数を対
象とした数値実験を行うことで，提案手法の有用性を評価する。
² 第 5章の “結論”では，本研究の成果と今後の展望について述べる。
2 優良解集合探索問題
本章では，最適化の実応用において従来の最適化によるアプローチでは十分に
考慮することが難しい要求の存在について指摘する。さらに，このような要求を
満たすための優良解集合探索問題を提案・定式化する。最後に，提案した優良解
集合探索問題のための最適化アルゴリズムに要求される性質について考察する。
2.1 最適化の実応用における要求
最適化の実応用において，一般的な単一目的最適化では十分に考慮することが困難な「不
測の事態を想定した複数の代替案の提示」や，一般的な多目的最適化では十分に考慮する
ことが困難な「定式化や客観的評価が困難な目的の考慮」などが要求される。
不測の事態を想定した代替案の提示が必要になる例として，À 最短経路探索問題におけ
る事故や渋滞の考慮［2］，Á 生産計画問題における操業環境の変化に対する対応［3］，Â 形
状設計最適化問題における技術的課題発生の考慮などが挙げられる。À 単一目的最適化の
実応用としての最短経路探索問題では，事故や渋滞の影響を避けるために複数の経路（候
補）が必要となる場合がある。しかしながら従来の単一目的最適化では，出発地点から目
標地点までに無数の経路が存在する中で距離が最短となる唯一の経路の組合せを探索する
ため，複数の代替案を提示することは困難である。Á 単一目的最適化の実応用としての生
産計画問題では，操業環境の変化が起きた場合に迅速に対応できるよう，工程の組合せが
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複数必要となる場合がある。しかしながら従来の単一目的最適化では，生産にかかるコス
トを最も低減できる唯一の工程の組合せを探索するため，複数の代替案を提示することは
困難である。Â 単一目的最適化の実応用としての形状設計最適化問題の例では，設計の段
階において技術的な課題が発生した場合，代替となる設計案が必要になる。しかしながら
従来の単一目的最適化では，物理特性を最適化する唯一の寸法の組合せを探索するために，
複数の代替案を提示することは困難である。このように従来の単一目的最適化では，唯一
の大域的最適解，あるいは準最適解の探索を目標とするため，実応用において要求される
代替案となりうる複数の解を提示することは困難である。
また，定式化や客観的評価が困難な目的の考慮が必要な例として，Ã 形状設計最適化問
題におけるデザインの考慮［5］や，Ä 最短経路探索問題における運転者の好みの考慮［6］な
どが挙げられる。Ã 形状設計最適化問題の例として自由曲面シェル構造の形態最適化を考
えると，このような自由曲面シェル構造の形態最適化においてはデザインと構造的な合理
性を同時に考慮できることが望ましい。Ä 最短経路探索問題においては，目的地までの距
離と移動する人の好み（道幅が広い経路，直進が多い経路など）を同時に考慮できること
が望ましい。しかし，従来の多目的最適化では，客観的評価が可能な目的を主として扱う
ため，デザインと構造的な合理性を同時に考慮することや目的地までの距離と移動する人
の好みを同時に考慮することは難しい。従って，従来の多目的最適化では定式化や客観的
評価が困難な目的の考慮は困難であるといえよう。以上のように最適化の実応用において
は，従来の最適化によるアプローチで満たすことが困難な要求が複数存在する。
2.2 優良解集合探索問題の概要
前節で述べたように，最適化の実応用では従来の最適化で十分に考慮することが困難な
要求が存在する。このような要求を満たすためには，使用者の希求水準を満たし，かつ多
様な解の集合を求めることが有効な手段であると考える。本論文ではこのような解集合を，
「優良解集合」と呼ぶこととする。一定以上の性能を持ち，かつ解相互の性質が大きく異な
る複数の解をあらかじめ探索しておくことで，前節で述べた「不測の事態」に応じること
が期待される。また，優良解集合の中から使用者の選好に応じて解を選択することで，「定
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式化や客観的評価が困難な目的」を考慮することが期待される。
そこで，使用者の希求水準を満たし，かつ解相互の性質が大きく異なる多様な解から構
成される優良解集合の探索を目標とした優良解集合探索問題を提案・定式化する。最適化
における希求水準は目的関数値が一定以上優れることであり，解の性質の違いは決定変数
の相違の程度（解空間における距離）で評価できると著者らは考える。
上述のことを踏まえ，使用者が定めた基準よりも目的関数値が優れ，かつ解相互の距離
が遠く離れた解から優良解集合が構成されるように，概念の提案とそれに基づく定義を行
う。この優良解集合から最終的な解を与えることで，実応用における要求も考慮すること
が期待される。また，優良解集合には使用者が任意に定めることのできるパラメータが存
在する。パラメータにより優良解集合に含まれる解の目的関数値と解相互の距離を調整で
きるため，使用者によって異なる要求に応えることが期待される。一方，本論文は基礎的
検討の段階にあるため，優良解集合探索問題のパラメータに関する詳細な検討は行わない。
2.3 優良解集合探索問題の提案
前節に基づいて本論文で提案する優良解集合を定義する。ただし，本論文では目的関数
f(x) (x 2 Rn)の最小化問題を扱う。図 2.1に 1次元 (n = 1)の多峰性関数における優良解
集合の例を示す。横軸は決定変数，縦軸は目的関数値を表す。まず，目的関数値を考慮し
た解集合L(±)を定義する。大域的最適解の目的関数値 f(x¤)を基準とする目的関数値の
制約 ± ¸ 0を満たす解 x 2 X のレベル集合L(±) µ X を式 (2.1)で定義する。ここでX
は実行可能領域を表す。
L(±) = fx 2X j f(x) · f(x¤) + ±g (2.1)
式 (2.1)と図 2.1(a)より，L(±)は大域的最適解x¤と使用者が定めるパラメータ ±により定
まる，目的関数値を考慮した解集合である。さらに，距離を考慮した解集合B (y; ")を定
義する。任意の解y 2 Rnに対する "-近傍（yを中心とする半径 " > 0の開球）B (y; ")を
式 (2.2)で定義する。
B(y; ") = fx 2 Rn j kx¡ yk < "g (2.2)
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式 (2.2)と図 2.1(b)より，B(y; ")は任意の解yと使用者が定めるパラメータ "により定ま
る，解空間上の距離を考慮した解集合である。最後に，L(±)とB(y; ")より，優良解集合
を定義する。f(y) · f(x) (8x 2 L(x¤; ±)\B(y; "))を満たす優良解y 2 L(x¤; ±)の集合
として，優良解集合S(±; ")を式 (2.3)で定義する。
S(±; ") = fy 2 L(±) j f(y) · f(x) (8x 2 L(±) \B(y; "))g (2.3)
優良解はL(±)\B(y; ")に属するが，L(±)\B(y; ")は "-近傍の中心となるyにより異
なる。図 2.1(c)に示すように，y 2 L(x¤; ±)が式 (2.3)における f(y) · f(x)の条件を満
たす場合，yは優良解となる。これに対し，図 2.1(d)に示すように yが局所的最適解でな
い場合には，式 (2.3)における f(y) · f(x)の条件を満たさず優良解とはならない。また，
図 2.1(e)のようにyが局所的最適解であってもL(±)に属さない場合には，式 (2.3)におけ
る y 2 L(±)を満たさず，優良解とはならない。従って，図 2.1(f)のように，優良解集合
S(±; ")は大域的最適解の目的関数値からの差が ±以内に収まる目的関数値を有し，かつ解
相互の距離が "以上離れた，多様な局所的最適解の集合となる。優良解集合の探索を目標
とする最適化問題を，優良解集合探索問題として提案する。以上より，使用者がパラメー
タ ±と "を適切に設定することで，本章の冒頭で述べた希求水準を満たす多様な解集合を
定義することが実現できる。
2.4 優良解集合の探索に適したアルゴリズムの性質
これまで述べたように，優良解集合は目的関数値が優れ，かつ解相互の距離が離れた複
数の局所的最適解から構成される。このような特徴を有する優良解集合を探索するために
は，目的関数値が優れ，かつ解相互の距離が離れた複数の局所的最適解の付近（有望領域）
を並行して探索できるアルゴリズムが要求される。複数の有望領域を並行して探索するた
めには，(a) クラスタ間の多様性を保ちつつ，(b) クラスタ内では従来の単一目的最適化手
法のように多様化・集中化を行う性質を有することが望ましい。また，モデリングの際に
実システムの複雑さを保持できることが望ましいため，直接探索型であることからモデリ
ングに与える制約が少ないメタヒューリスティクスを使用することが望ましい。一方，こ
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れまでに提案されてきた多くのメタヒューリスティクスは唯一の大域的最適解・準最適解
を探索することを目的としており，各探索点が大域的な探索を行うため，複数の有望領域
を並行して探索することが困難である。次章では代表的なメタヒューリスティクスを複数
挙げ，上述の観点からメタヒューリスティクスの各手法について考察する。
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(a) L(±) (b) B(y; ")
(c) L(±)
T
B(y; ") of case I (d) L(±)
T
B(y; ") of case II
(e) L(±)
T
B(y; ") of case III (f) S(±; ")
図 2.1: 1次元 (n = 1)の多峰性関数における優良解集合の例
3 Fireﬂy Algorithmに基づく優良解集合探索手法
本章では，代表的なメタヒューリスティクスであるParticle Swarm Optimization
やDiﬀerential Evolutionなどとの比較を行いながら，単一目的最適化問題におけ
る多峰性関数に適用した際に探索点群が複数に分かれる Fireﬂy Algorithmにつ
いて，優良解集合探索問題のための優れた基本的性質を有することを明らかにす
る。さらに，決定変数空間上を効率的に探索できる優れた最適化手法の観点から
は移動方向の決定が重要であることを指摘し，Fireﬂy Algorithmにおける移動方
向の決定に大きな影響を与える光強度に改良を加えた優良解集合探索手法を提案
する。また，優良解集合探索問題にFireﬂy Algorithmを適用した際の特徴，およ
び重要となるパラメータについて考察し，探索点群が複数に分かれる特徴を活か
して重要なパラメータを計算する優良解集合探索手法を提案する。
3.1 代表的なメタヒューリスティクス
3.1.1 Particle Swarm Optimization
Particle Swarm Optimizationは鳥や魚の群れの採餌行動の研究から導かれた「群全体
で情報を共有している」という仮定に基づいており，J. KennedyとR. Eberhartにより
1995年に発表されたメタヒューリスティクスの一手法である［14］。群を構成する各探索点
は，各自が有する独自の情報と群全体で共有している情報を基に移動を行う。
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n次元における，ある探索点の位置ベクトルを以下の式で表す。ここで iは探索点の番
号，jは位置ベクトルの j次元成分を表す。
xi = (xi1; xi2; xi3; ¢ ¢ ¢ ; xij; ¢ ¢ ¢ ; xin)
次に，各探索点の速度ベクトルを以下の式で表す。
vi = (vi1; vi2; vi3; ¢ ¢ ¢ ; vij; ¢ ¢ ¢ ; vin)
さらに，各自が探索の過程で発見した最良解の情報 pbest，群全体で共有している最良解
の情報 gbestを以下の式で表す。
pbest = (pbesti1; pbesti2; ¢ ¢ ¢ ; pbestij; ¢ ¢ ¢ ; pbestin)
gbest = (gbest1; gbest2; ¢ ¢ ¢ ; gbest3; ¢ ¢ ¢ ; gbestn)
各探索点は上記の情報を全て保持している。さらに，各探索点は k反復目の位置xki から，
各探索点が有する最良解の情報 pbestへ向かう差分ベクトル (pbestki ¡ xki )，群全体で共
有している最良解の情報 gbestへ向かう差分ベクトル (gbestki ¡ xki )，前回の移動ベクト
ル vki の 3つのベクトルの重み付きの線形結合として新たな移動ベクトル vki を生成し，次
の位置xk+1i へ移動する。Particle Swarm Optimizationのアルゴリズムを以下に示す。
【Particle Swarm Optimization】
Step 0:[準備]
探索点数m，各パラメータw，c1，c2，および最大反復回数 kmaxを与える。k := 1
とする。
Step 1:[初期化]
各探索点の初期位置xi1(i = 1; 2; ¢ ¢ ¢ ;m)を，乱数に従い実行可能領域X内にラン
ダムに与える。さらに，初期速度 vi1(i = 1; 2; ¢ ¢ ¢ ; m)を乱数に従いランダムに
与える。pbest; gbestの初期値を与える。
pbesti
1 = xi
1(i = 1; 2; ¢ ¢ ¢ ; m)
gbest1 = arg min
pbesti
1
f(pbesti
1)
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Step 2:[xi;viの更新]
xiと viを更新する。ただし，rand1と rand2は一様乱数を表す。
xij
k+1 = xij
k + vij
k+1
vij
k+1 = w ¢ vijk + c1 ¢ rand1 ¢ (pbestijk ¡ xkij) + c2 ¢ rand2 ¢ (gbestjk ¡ xkij)
Step 3:[pbesti; gbestの更新]
pbestiと gbestを更新する。
pbesti
k+1 =
(
xi
k+1 (f(xi
k+1) < f(pbesti
k))
pbesti
k (otherwise)
gbestk+1 = arg min
pbesti
k+1
f(pbesti
k+1)
Step 4:[終了判定]
k = kmaxならば終了する。さもなければ，k := k + 1として Step 2へ戻る。
図 3.1に，多峰性関数である 2nminima関数にParticle Swarm Optimizationを適用した
際の探索の推移を示す。図中では£が各探索点を表す。Particle Swarm Optimizationの
探索点群が一箇所の有望領域に集中することを確認できる。Particle Swarm Optimization
の特徴は，鳥や魚の群れの採餌行動を模擬した，群全体で共有している最良解情報gbestと
各個体が有する最良解情報 pbestの活用にある。Particle Swarm Optimizationによる決
定変数空間の探索においては，群全体で共有している最良解情報 gbestへ向かう差分ベク
トルの影響が大きく，各探索点は gbestへ強く引き寄せられる。従って，Particle Swarm
Optimizationの探索点群は最終的に一箇所の有望領域を集中的に探索することになる。
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図 3.1: Particle Swarm Optimization による探索の推移 (w = 0:729; c1 = 1:50; c2 = 1:50)
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3.1.2 Diﬀerential Evolution
Diﬀerential Evolutionは a) 微分不可能な非線形の多峰性関数を扱うこと，b) 並列計
算ができること，c) パラメータが扱いやすい（環境の変化に対してロバストであったり，
調整しやすい）こと，d) 収束性が良いことなどの実応用における要求に応えるため，R.
StornとK. Priceにより1995年に発表されたメタヒューリスティクスの一手法である［24］。
Diﬀerential Evolution（差分進化法）はParticle Swarm Optimizationなどに用いられる
差分ベクトルとGenetic Algorithmなどの進化論的アルゴリズムに用いられる交叉と選択
則を活用して探索を行う。Diﬀerential Evolution のアルゴリズムを以下に示す。
【Diﬀerential Evolution】
Step 0:[準備]
解ベクトルの次元数 n，探索点数m，膨張率F，交叉率CR，最大反復回数 kmaxを
与える。k = 1とする。
Step 1:[初期化]
乱数を用いて実行可能領域X内に各探索点xi1(i = 1; 2; ¢ ¢ ¢ ; m)をランダムに生
成する。
Step 2:[突然変異]
全操作ベクトルxikに対して，互いに異なるようランダムに選出されたxr1k; xr2k; xr3k
と膨張率F を用いて，次式の変異ベクトル vik 2 Rnを生成する。
vi
k = xr1
k + F ¢ (xr2k ¡ xr3k)
Step 3:[交叉（一様交叉）]
全操作ベクトルxki に対して，交差開始点 aを決定し，操作ベクトルの要素 xi;j毎に
交叉率CRを用いて交叉判定を行う。xi;jkと vi;jkの要素を次式のように置換し，試
験ベクトルuki 2 Rnを生成する。
ui;j
k =
(
vi;j
k (rj · CR or j = a)
xi;j
k (otherwise)
Step 4:[選択]
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全操作ベクトルxki に対して，次式のようにuki との比較を行い，優れた目的関数値
を持つ解ベクトルをxk+1i とする。
xk+1i =
(
uki f(u
k
i ) · f(xki )
xki (otherwise)
Step 5:[終了判定]
k := k + 1とし，k = kmaxであれば終了する。さもなければ，Step 2へ戻る。
図 3.2に，多峰性である 2nminima関数にDiﬀerential Evolutionを適用した際の探索の
推移を示す。図中では£が各探索点を表す。Diﬀerential Evolutionの探索点群が一箇所の
有望領域に集中することがわかる。Diﬀerential Evolution（差分進化法）の特徴は，差分
ベクトルの使用と生物の進化を模擬した交叉と選択則にあり，これらは手法の名称として
も用いられている。ただし，以下では交叉について考えない。Diﬀerential Evolutionはラ
ンダムに選出された探索点から他のランダムに選出された探索点へ向かう差分ベクトルを
生成し，その差分ベクトルに従った変異ベクトルvki の生成を行う。探索点が決定変数空間
全域に広がっていることを前提とすると，各探索点は大域的な探索を行うことになる。さ
らに，Diﬀerential Evolutionの各探索点は良い目的関数値を有する解を探索すると必ず更
新するため，各探索点は現時点よりも良い目的関数値を有する解が存在する領域を探索す
る。従って，Diﬀerential Evolutionの探索点群は最終的に一箇所の有望領域に集中する。
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図 3.2: Diﬀerential Evolution による探索の推移 (F = 0:5; CR = 0:5)
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3.1.3 Cuckoo Search
Cuckoo SearchはXin-She Yangらによって 2008年に提案されたメタヒューリスティク
スの１つであり，カッコウが他の鳥の巣に卵を産み，その巣の主である仮親に自身の卵を育
てさせる托卵行動を模擬した手法である［26］［28］。Cuckoo Searchのアルゴリズムを以下
に示す。ここで，乱数L(b)はMantegna’s Algorithmにより生成されるレヴィ乱数とする。
【Cuckoo Search】
Step 0:[準備]
探索点数m，各パラメータa，b，Pa，最大反復回数kmaxを定める。反復回数k = 1
とする。
Step 1:[初期化]
乱数を用いて実行可能領域X内に各探索点x1i (i = 1; 2; ¢ ¢ ¢ ; m)をランダムに
生成する。探索点群をÂ = fxi j i = 1; 2; ¢ ¢ ¢ ;mgとする。
Step 2:[レヴィフライト]
探索点群からランダムに 1つ選択した探索点xp 2 Âの近傍解 xˆpを，要素ごとに
生成する。
xˆpj := xpj + aL(b) (j = 1; 2; ¢ ¢ ¢ ; n)
Step 3:[更新]
探索点群からランダムに 1つ選択した探索点を xq 2 Âとする。以下の操作に従
い，探索点を更新する。
xq :=
(
xˆ (f(xˆ) < f(xq))
xq (otherwise)
Step 4:[排斥]
排斥確率 Pa に従い，最悪解 xw 2 Âを要素 j 毎に更新する。ただし，w =
arg max
i
©
f(xi)ji = 1; 2; ¢ ¢ ¢ ;m
ª
とする。
xwj := xwj + aL(b) (j = 1; 2; ¢ ¢ ¢ ; n)
反復回数を k := k + 1とする。
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Step 5:[終了判定]
k = kmaxならば終了する。さもなければ k := k + 1としてStep 2に戻る。
Cuckoo Searchの特徴は，カッコウの托卵行動を模擬した Step 2の移動する探索点で
はない他の探索点の位置を基準に近傍生成を行う点にある。いずれの探索点も参照される
可能性があるため，探索点が解空間全体に広がっていることを前提とすると大域的な探索
を行うことになり，選択則を取り入れていることも考慮するとCuckoo Searchの探索点群
は一箇所の有望領域を最終的に探索することとなる。図 3.3に，多峰性である 2nminima
関数にCuckoo Searchを適用した際の探索の推移を示す。図中では£が各探索点を表す。
Cuckoo Searchの探索点群が一箇所の有望領域に集中することを確認できる。
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図 3.3: Cuckoo Search による探索の推移 (a = 0:1; b = 1:0; Pa = 0)
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3.1.4 Fireﬂy Algorithm
Fireﬂy AlgorithmはXin-She Yangらによって 2008年に提案されたメタヒューリスティ
クスの一手法であり，蛍の各個体が移動する際に他の個体が発する光に影響されるアナロ
ジーに基づいた手法である［25，26］。Fireﬂy Algorithmの実応用と改良案に関しては，様々
な検討がなされている［27］。以下ではFireﬂy Algorithmの概要について簡単に述べる。
Fireﬂy Algorithmは以下のルールに基づいて蛍の求愛行動を模擬している。
1) 全ての個体は性別に関係なく他の個体に魅かれる。
2) 魅力は各個体の明るさ（光強度）に比例する。各個体は自身よりも魅力が高い，明
るい個体の方向へ向かって移動する。
3) 光源となっている個体から，観測点となる個体までの距離の増加に応じて明るさは
減衰する。
4) 探索点群中の最も明るい個体はランダムに移動する。
5) 明るさは目的関数値の影響を受ける。最大化問題であれば，明るさは目的関数値に
比例する。
探索点数をm，反復回数 k における各探索点を xik(i = 1; 2; ¢ ¢ ¢ ;m)とする。Fireﬂy
Algprithmでは，各探索点xikの光強度 Iiが式 (3.1)により定義される。ここで fminは，反
復回数 kにおける各探索点の目的関数値の中で最も良い目的関数値を表す。
Ii = (jfmin ¡ f(xik)j+ 1)¡1 (3.1)
式 (3.1)より，探索点xikの目的関数値が優れるほど光強度は強まる。各探索点xikは，移
動の際に光強度 Iiが自身よりも強い探索点を参照する。さらに，探索点 xikは式 (3.2)に
従って移動する。ここで，xˆskは参照した解，rは [¡0:5; 0:5]nの範囲を取り得る一様乱数
ベクトルを表す。
xi
k := xi
k + ¯ki (xˆ
k
s ¡ xik) + ®r (3.2)
また，¯ki と ®は以下に示す式 (3.3)，式 (3.4)でそれぞれ表される。ここで，¯0（推奨値
は 1.0）は ¯ki の最大値を定めるパラメータ，°は ¯ki が従うガウス分布の形状を定めるパラ
メータを表す。また，®0は ®の最大値を定めるパラメータ，´ 2 [0; 1]は ®が従う減少ス
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ケジュールを定めるパラメータを表す。
¯ki = ¯0e
¡°kxˆks¡xikk2 (3.3)
® = ®0´
k (3.4)
なお®は元々固定値で提案されているが［25］，後にFireﬂy Algorihmの提案者らにより式
(3.4)の指数関数スケジューリングが提案されている［26］。各探索点xikは参照する解 xˆsk
が無くなるまで上記の移動を繰り返す。また，光強度が最も強い探索点 xikは式 (3.5)に
従ってランダムに移動する。
xi
k := xi
k + ®r (3.5)
全ての探索点が移動を終えたら，評価して次の反復に移る。Fireﬂy Algorithmのアルゴリ
ズムを以下に示す。
【Fireﬂy Algorithm】
Step 0 : [ 準備 ]
最大反復回数kmax，探索点数m，各パラメータ¯0; °; ®0; ´を定める。反復回数k = 1
とする。
Step 1 : [ 初期化 ]
乱数を用いて，実行可能領域X内に各探索点xi1(i = 1; 2; ¢ ¢ ¢ ; m)をランダム
に生成する。また，xˆ1i = xi1とし，探索点情報を保存する。
Step 2 : [ 光強度に基づく探索点のランキング]
光強度 Ii(i = 1; 2; ¢ ¢ ¢ ;m)を更新する。
fmin = minff(xjk)jj = 1; 2; ¢ ¢ ¢ ;mg
Ii = (jfmin ¡ f(xik)j+ 1)¡1 (3.6)
各探索点を Ii の非減少順に並び替え，xˆki = xik(i = 1; 2; ¢ ¢ ¢ ;m)とおく。また，
i = 1; s = 1とおく。
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Step 3 : [ 探索点の移動 ]
Ii < Isならばxikを移動し，s := s+ 1とする。
xi
k := xi
k + ¯ki (xˆ
k
s ¡ xik) + ®r (3.7)
¯ki = ¯0e
¡°jjxˆks¡xikjj2 ; ® = ®0´k (3.8)
また，r 2 [¡0:5; 0:5]n は一様乱数ベクトルを表す。さもなければ移動を行わず，
s := s+ 1とする。以上の操作を s = m¡ 1まで繰り返す。
Step 4 : [ 光強度の最も強い探索点の移動 ]
i := i + 1とする。i < mならば s = 1として Step 3へ戻る。さもなければ，光
強度の最も強い探索点を移動する。
xi
k := xi
k + ®r
Step 5 : [ 探索点の更新 ]
全ての探索点xikを評価し，更新する。
xi
k+1 = xi
k; xˆk+1i = xi
k
Step 6 : [ 終了判定 ]
k = kmaxならば終了する。さもなければ k := k + 1としてStep 2に戻る。
図 3.4に，多峰性である 2nminima関数にFireﬂy Algorithmを適用した際の探索の推移
を示す。図中では£が各探索点を表す。Fireﬂy Algorithmの探索点群は複数に分かれ，複
数の有望領域を並行して探索できることがわかる。Fireﬂy Algorithmの特徴は，蛍を模擬
した光強度に基づく解の参照，参照した解へ向かう差分ベクトルによる移動，移動する探
索点と参照した解までの距離の増加に従ったパラメータ¯ki の減少にあり，これらの相互作
用により探索点群が複数に分かれる。詳細については次節で考察する。
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図 3.4: Fireﬂy Algorithm による探索の推移 (¯0 = 1:0; ° = 1:0; ®0 = 0:1; ´ = 1:0)
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3.2 優良解集合探索問題に対するFireﬂy Algorithmの
探索機構解析
多峰性関数に対して代表的なメタヒューリスティクスを適用した際の探索の推移を示し
た図 3.1～図 3.4より，Fireﬂy Algorithmのみが複数の有望領域を並行して探索できるこ
とが分かる。従って，Fireﬂy Algorithmは優良解集合探索問題に対する基本的な性質を有
すると考える。そこで，提案する優良解集合探索問題にFireﬂy Algorithmを適用した場合
を想定し，探索機構を解析する。本論文ではFireﬂy Algorithmの近傍生成を以下のように
捉える。解析が困難になることから，乱数の影響は極めて小さいと仮定して考えない。
(1) 移動する探索点よりも光強度の強い解，つまり目的関数値の優れた解の参照
(2) 移動する探索点から参照した解へ向かう差分ベクトルの生成
(3) 移動する探索点と参照した解までの距離の増加に従った ¯の減少
(1)より，移動する探索点は自身よりも目的関数値の優れた解を参照する。さらに (2)と (3)
により，移動する探索点と参照した解までの距離が遠い場合にはその方向に小さく移動し，
距離が近い場合にはその方向に大きく移動する。上記の移動を繰り返し行うことでクラス
タ間の多様性を自然に維持することとなり，Fireﬂy Algorithmの探索点群は最終的に複数
の有望領域に分かれる。以上の探索機構により，Fireﬂy Algorithmは相互の距離が離れた
複数の有望領域を並行して探索できると考える。
一方で，決定変数空間を効率良く探索できる最適化手法の観点からは，移動方向の決定
が極めて重要となる。例えば共役勾配法やニュートン法などは同じ降下法の枠組みである
最急降下法よりも探索性能が高いが，各手法の違いは降下方向（移動方向）の決定にある。
Fireﬂy Algorithmによる移動方向の決定は解の参照の影響を強く受けるが，距離を考慮せ
ず目的関数値のみに基づいている。これは探索点群が複数に分かれることを妨げ，複数の
有望領域を並行して探索することを妨げるため，優良解集合を探索する上で非効率的であ
る。従って，目的関数値のみならず探索点間の距離も考慮した光強度に基づいた解の参照
により移動方向を決定することで，Fireﬂy Algorithmの優良解集合を探索するための性能
向上が期待される。
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また，蛍のアナロジーの観点から Fireﬂy Algorithmの探索機構について考察すると，
Fireﬂy Algorithmの (1)～(3)は蛍の求愛行動における
(1) 明るい個体を発見するアナロジー
(2) 発見した明るい個体へ向かうアナロジー
(3) その明るさが光源から観測点までの距離増加に応じて減少するアナロジー
をそれぞれ表現しているが，距離を考慮した光強度に基づいた解の参照は (1)と (3)を同時
に考慮することになる。蛍が求愛行動の際に明るい個体へ向かうことと，その明るさが光
源から観測点までの距離増加に応じて減少することは，本来，光強度に基づく解の参照で
同時に考慮されるため，上述は蛍のアナロジーを強めたと捉えることもできる。
3.3 距離を考慮した光強度に基づく優良解集合探索手法
前節の解析から，Fireﬂy Algorithmよりも効率的に優良解集合を探索することを狙う，
距離を考慮した光強度に基づく優良解集合探索手法（LIIFA：Light Intensity Improved
Fireﬂy Algorithm）を提案する。距離を考慮した光強度に基づく優良解集合探索手法では，
Fireﬂy Algorithmによる優良解集合の探索性能を向上させるために，目的関数値のみなら
ず移動する探索点（移動点）から参照された探索点（参照点）までの距離も考慮した光強
度を新たに定義し，その光強度に基づいて探索点を参照する。提案手法における移動点の
光強度 Iiおよび参照点の光強度Lsを，式 (3.9)と式 (3.10)によりそれぞれ表す。
Ii = (jfmin ¡ f(xˆ ki )j+ 1)¡1 (3.9)
Ls = e
¡°0jjxˆ ks ¡xˆ ki jj
2
(jfmin ¡ f(xˆ ks )j+ 1)¡1 (3.10)
Fireﬂy Algorithmでは光強度が目的関数値のみで定義される。これに対し，距離を考慮し
た光強度に基づく優良解集合探索手法では，光強度が移動する探索点から参照された解ま
での距離の増加に従って減少されるように定義した。上述の定義では距離を考慮した光強
度により蛍のアナロジーを強めつつ，移動方向を調整することで優良解集合探索問題に対
する性能向上を狙っている。提案する光強度に基づいて解を参照することで，提案手法の
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各探索点は参照点を選択する際に目的関数値のみならず距離も考慮するため，遠い探索点
を参照しなくなる。さらに，目的関数値が良く距離が近い探索点を主に参照することから，
優良解集合の探索に対する性能の向上が期待される。
図 3.5に，2次元の 2nminima関数の等高線上に探索点をプロットした，距離を考慮した
光強度に基づく優良解集合探索手法の探索の推移を示す。図 3.5より，距離を考慮した光
強度に基づく優良解集合探索手法ではFireﬂy Algorithmと同様に複数の有望領域を並行し
て探索できることが読み取れる。一方で，図 3.4と図 3.5の比較からは性能の違いが読み取
れないため，後の数値実験で検証する。距離を考慮した光強度に基づく優良解集合探索手
法のアルゴリズムを以下に示す。
【距離を考慮した光強度に基づく優良解集合探索手法】
Step 0 : [ 準備 ]
最大反復回数 kmax，探索点数m，各パラメータ¯0; °; °0; ®0; ´を定める。反復回数
k = 1とする。
Step 1 : [ 初期化 ]
実行可能領域X内に乱数を用いて各探索点xi1(i = 1; 2; ¢ ¢ ¢ ; m)をランダムに
生成する。xˆ 1i = xi1として，解を保存する。i = 1とする。
Step 2 : [ 光強度に基づく解のランキング]
解 xˆ ki の光強度 Ii，xˆ ki を基準とする他の解 xˆ ks (s = 1; 2; ¢ ¢ ¢ ;m)の光強度Lsを計
算する。
fmin = minff(xˆ kj ) j j = 1; 2; ¢ ¢ ¢ ;mg
Ii = (jfmin ¡ f(xˆ ki )j+ 1)¡1
Ls = e
¡°0jjxˆ ks ¡xˆ ki jj
2
(jfmin ¡ f(xˆ ks )j+ 1)¡1
解 xˆ ks を光強度Lsの非減少順に並び替える。
Step 3 : [ 探索点の移動 ]
Ii < Lsを満たす xˆ ks が存在する場合，s = 1とおく。Ii < Lsならば，探索点xik
第 3章 Fireﬂy Algorithmに基づく優良解集合探索手法 28
を移動する。
xi
k := xi
k + ¯ki (xˆ
k
s ¡ xik) + ®r
¯ki = ¯0e
¡°jjxˆks¡xikjj2 ; ® = ®0´k
また，r 2 [¡0:5; 0:5]nは一様乱数ベクトルを表す。s := s+ 1とする。以上の操作
を s = mまで繰り返す。
Ii < Lsを満たす xˆ ks が存在しない場合，以下の式に従い，探索点xikを移動する。
xi
k := xi
k + ®r
Step 4 : [ 探索点の更新 ]
i = mならば，全ての探索点xikを評価し，更新する。さらに，解 xˆ k+1i を保存す
る。さもなければ，i := i+ 1とし，Step 2へ戻る。
xi
k+1 = xi
k; xˆ k+1i = xi
k (i = 1; 2; ¢ ¢ ¢ ;m)
Step 5 : [ 終了判定 ]
k = kmaxならば，終了する。さもなければ，k := k + 1; i = 1として Step 2へ
戻る。
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図 3.5: 距離を考慮した光強度に基づく優良解集合探索手法による探索の推移
(¯0 = 1:0; ° = 0:3; ®0 = 0:1; ´ = 1:0)
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3.4 優良解集合探索問題に対するFireﬂy Algorithmの
特徴とパラメータ
これまでの解析から，Fireﬂy Algorithmを優良解集合探索問題に適用すると探索点群
が複数のクラスタに分かれることを明らかにした。この特徴を活用し，所属するクラスタ
の情報を参考にした移動を各探索点が行うことで，優良解集合探索問題に対する Fireﬂy
Algorithmの性能向上が期待される。
次に，Fireﬂy Algorithmによる優良解集合の探索に対して大きな影響を及ぼすパラメー
タについて考察する。式 (3.11)，式 (3.13)より，Fireﬂy Algorithmの移動する探索点 xki
は目的関数値の良い解 xks を参照し，参照された解 xks へ向かう差分ベクトルを生成する。
さらに，式 (3.14)の ¯ki は探索点間の距離 kxks ¡ xki kに応じて変化して移動量を調整する。
図 3.6に，kxks ¡xki kに応じた ¯ki の分布を示す。図 3.6より kxks ¡xki kの増加に応じて ¯ki
は減少することから，移動する探索点から参照された解までの距離が遠くなるに従い，各探
索点の移動量は小さくなる。上記の移動を繰り返すことで，Fireﬂy Algorithmの探索点群
は複数に分かれる［34］。従って，Fireﬂy Algorithmによる優良解集合の探索において，各
探索点の移動量を変化させる ¯ki が重要になると考える。Fireﬂy Algorithmを最初に提案
した文献［26］によれば，式 (3.14)において¯0 = 1:0が推奨値とされているため，¯ki に影響
する唯一のパラメータとなる °が重要であるといえよう。さらに，kxks ¡ xki kに応じた ¯ki
の分布の形状が °の値により大きく変化することが図 3.6よりわかる。従って，各探索点
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図 3.6: ¯ki の分布
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の移動量に大きく影響するパラメータ ¯ki の分布を生成する °の調整が Fireﬂy Algorithm
による優良解集合の探索において極めて重要になる。
3.5 クラスタ情報の活用に基づく優良解集合探索手法
前節の考察から，クラスタ情報の活用とパラメータ °の調整が優良解集合の探索性能向
上に寄与すると考える。さらに 2.4節より，各探索点が所属するクラスタ内の良い目的関
数値を有する探索点に近づくことでクラスタ内における探索の効率が良くなり，優良解集
合探索問題に対する性能が向上すると考える。そこで，探索点に対して一様に与えていた
°を，各クラスタにおける最も目的関数値の良い探索点Lbestとの距離に応じた °ki として
探索点毎に与えることで，クラスタ間の多様性を維持しつつ，クラスタ内の各探索点は良
い目的関数値を有する探索点に近づくことを狙う。クラスタ情報の活用に基づく優良解集
合探索手法のアルゴリズムを以下に示す。
【クラスタ情報の活用に基づく優良解集合探索手法】
Step 0 : [ 準備 ]
最大反復回数 kmax，探索点数m，各パラメータ ¯0; °; ®0; ´;K; cを定める。反復回
数 k = 1とする。
Step 1 : [ 初期化 ]
実行可能領域X内に乱数を用いて各探索点xi1(i = 1; 2; ¢ ¢ ¢ ; m)をランダムに
生成する。また，xˆ1i = xi1とし，探索点情報を保存する。
Step 2 : [ 光強度に基づく探索点のランキング]
光強度 Ii(i = 1; 2; ¢ ¢ ¢ ;m)を更新する。
fmin = minff(xjk)jj = 1; 2; ¢ ¢ ¢ ;mg
Ii = (jfmin ¡ f(xik)j+ 1)¡1 (3.11)
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各探索点を Ii の非減少順に並び替え，xˆki = xik(i = 1; 2; ¢ ¢ ¢ ;m)とおく。また，
i = 1; s = 1とおく。
Step 3 : [ クラスタ情報を活用した °ki の計算 ]
k-means法により，K個のクラスタに各探索点 xki を割り当て，各クラスタの中で
最も良い目的関数値を有するLkbestを検出する。ここで，`はxki が所属するクラス
タの番号を表す。さらに，°ki を計算する。
°ki = c=jjLkbest ¡ xki jj2 (3.12)
Step 4 : [ 探索点の移動 ]
Ii < Isならばxikを移動し，s := s+ 1とする。
xi
k := xi
k + ¯ki (xˆ
k
s ¡ xik) + ®r (3.13)
¯ki = ¯0e
¡°ki jjxˆks¡xikjj
2
; ® = ®0´
k (3.14)
また，r 2 [¡0:5; 0:5]nは一様乱数ベクトルを表す。さもなければ，移動を行わず
s := s+ 1とする。以上の操作を s = m¡ 1まで繰り返す。
Step 5 : [ 光強度の最も強い探索点の移動 ]
i := i + 1とする。i < mならば s = 1として Step 3へ戻る。さもなければ，光
強度の最も強い探索点を移動する。
xi
k := xi
k + ®r
Step 6 : [ 探索点の更新 ]
全ての探索点xikを評価し，更新する。
xi
k+1 = xi
k; xˆk+1i = xi
k
Step 7 : [ 終了判定 ]
k = kmaxならば終了する。さもなければ k := k + 1としてStep 2に戻る。
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提案手法では各クラスタを検出するために，代表的なクラスタリング手法の１つである
k-means法［29］を用いる。式 (3.16)より，jjLbest ¡ xki jjが小さいならば °ki を大きくする
ことで，kxˆks ¡xki kに対する ¯ki の変化を急峻にする。また，jjLbest¡xki jjが大きいならば
°ki を小さくすることで，kxˆks ¡xki kに対する¯ki の変化を緩やかにする。従って，クラスタ
内のLbestから遠い探索点は広い範囲を探索することでクラスタ間の多様性を維持しつつ，
クラスタ内のLbestに近い探索点は狭い範囲を探索することで各探索点が所属するクラス
タ内では良い目的関数値を有する解の活用が強まると考える。以上より，クラスタ情報を
活用したFireﬂy Algorithmに基づく優良解集合探索手法では，優良解集合探索問題に対す
る性能がオリジナルのFIreﬂy Algorithmの性能を上回ることが期待される。
3.6 距離を考慮した光強度とクラスタ情報の活用に基づく
優良解集合探索手法
これまでに提案した，距離を考慮した光強度に基づく優良解集合探索手法とクラスタ情
報の活用に基づく優良解集合探索手法は，優良解集合を効率良く探索するために探索点群
が複数に分かれる性質を強めた点が共通している。一方で，距離を考慮した光強度に基づ
く優良解集合探索手法では「移動方向の決定（解の参照）」に改良を加えており，クラスタ
情報の活用に基づく優良解集合探索手法では「パラメータ（°）」に改良を加えている。つ
まり両手法の目的は同じであるが，オリジナルのFireﬂy Algorithmから変更を加えた箇所
が異なる。従って，距離を考慮した光強度による解の参照とクラスタ情報を活用したパラ
メータ °の調整の双方を取り入れた手法は，優良解集合探索問題に対して高い性能を発揮
する可能性がある。さらに，両手法の機構を１つの手法に取り入れることは，2.4節で述べ
た (a)と (b)を強めることが期待される。以上の考えに基づき，距離を考慮した光強度とパ
ラメータ °の調整の双方を取り入れた手法を提案する。距離を考慮した光強度とクラスタ
情報の活用に基づく優良解集合探索手法のアルゴリズムを以下に示す。
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【距離を考慮した光強度とクラスタ情報の活用に基づく優良解集合探索手法】
Step 0 : [ 準備 ]
最大反復回数 kmax，探索点数m，各パラメータ ¯0; ®0; ´;K; c0; cを定める。反復
回数 k = 1とする。
Step 1 : [ 初期化 ]
実行可能領域X内に乱数を用いて各探索点xi1(i = 1; 2; ¢ ¢ ¢ ; m)をランダムに
生成する。xˆ 1i = xi1として，解を保存する。i = 1とする。
Step 2 : [ クラスタ情報を活用した °k0 ; °ki の計算 ]
k-means法により，K個のクラスタに各探索点 xki を割り当て，各クラスタの中で
最も良い目的関数値を有するLkbestを計算する。ここで，`はxki が所属するクラス
タの番号を表す。さらに，°ki を計算する。
°k0i = c0=jjLkbest ¡ xki jj2 (3.15)
°ki = c=jjLkbest ¡ xki jj2 (3.16)
Step 3 : [ 光強度に基づく解のランキング]
解 xˆ ki の光強度 Ii，xˆ ki を基準とする他の解 xˆ ks (s = 1; 2; ¢ ¢ ¢ ;m)の光強度Lsを計
算する。
fmin = minff(xˆ kj ) j j = 1; 2; ¢ ¢ ¢ ;mg
Ii = (jfmin ¡ f(xˆ ki )j+ 1)¡1
Ls = e
¡°ki0jjxˆ ks ¡xˆ ki jj
2
(jfmin ¡ f(xˆ ks )j+ 1)¡1
解 xˆ ks を光強度Lsの非減少順に並び替える。
Step 4 : [ 探索点の移動 ]
Ii < Lsを満たす xˆ ks が存在する場合，s = 1とおく。Ii < Lsならば，探索点xik
を移動する。
xi
k := xi
k + ¯ki (xˆ
k
s ¡ xik) + ®r
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¯ki = ¯0e
¡°ki jjxˆks¡xikjj
2
; ® = ®0´
k
また，r 2 [¡0:5; 0:5]nは一様乱数ベクトルを表す。s := s+ 1とする。以上の操作
を s = mまで繰り返す。
Ii < Lsを満たす xˆ ks が存在しない場合，以下の式に従い，探索点xikを移動する。
xi
k := xi
k + ®r
Step 5 : [ 探索点の更新 ]
i = mならば，全ての探索点xikを評価し，更新する。さらに，解 xˆ k+1i を保存す
る。さもなければ，i := i+ 1とし，Step 2へ戻る。
xi
k+1 = xi
k; xˆ k+1i = xi
k (i = 1; 2; ¢ ¢ ¢ ;m)
Step 6 : [ 終了判定 ]
k = kmaxならば，終了する。さもなければ，k := k + 1; i = 1として Step 2へ
戻る。
4 数値実験
本章では，優良解集合探索問題における基礎的なケースを想定し，解相互の距
離が離れた複数の大域的最適解を有するベンチマーク関数を対象とした数値実験
を行う。それぞれの提案手法とオリジナルのFireﬂy Algorithmを比較し，優良解
集合探索問題の基礎的なケースに対する提案手法の性能を評価する。
4.1 共通の実験条件
それぞれの手法について十分な反復回数を設定し，より多くの優良解y 2 S(±; ")を探索す
る性能を評価する。ただし，優良解の厳密な探索は不可能であることから，kxikmax¡yk · th
を満たすxikmaxが存在するならばyを探索したこととする。thは使用者が定めるパラメー
タであり，実験前に設定する。本論文で行う数値実験は基礎的検討であることから，±; "
に依らず優良解集合S(±; ")が定まるように条件を設定する。このため，解相互の距離が離
れた複数の大域的最適解x¤を有するTable 4.1に示す関数を対象とする。上記の関数は実
行可能領域内にx¤以外の局所的最適解を含まず，y = x¤(8± ¸ 0^8" > 0)となる。また，
表 4.1におけるいずれのベンチマーク関数も，実行可能領域はX = [¡5 5]nである。
ここでMを 1試行で各手法が探索した優良解の数とする。評価指標は，Best（全試行に
おけるM の最良値），Worst（全試行におけるM の最悪値），Mean（全試行におけるM
の平均値），S.D.（全試行におけるM の標準偏差）とする。また，試行数は 50回とする。
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表 4.1: 実験に用いたベンチマーク関数
Functions Deﬁnitions
Double-Sphere min(fsph1; fsph2)
Triple-Sphere min(fsph0; fsph1; fsph2)
Quadruple-Sphere min(fsph1; fsph2; fsph3; fsph4)
Quintuple-Sphere min(fsph0; fsph1; fsph2; fsph3; fsph4)
fsph0
Pn
i=1 x
2
i
fsph1
Pn
i=1(xi ¡ Ai)2
fsph2
Pn
i=1(xi + Ai)
2
fsph3
Pn
i=1(xi ¡Bi)2
fsph4
Pn
i=1(xi +Bi)
2
Vectors Deﬁnitions
A [2:5; 2:5; ¢ ¢ ¢ ; 2:5; 2:5]
B [2:5;¡2:5; ¢ ¢ ¢ ; 2:5;¡2:5]
4.2 Fireﬂy Algorithmの評価
4.2.1 実験条件
実験条件として，最大反復回数 kmax = 500，探索点数m = 200とした。パラメータ ¯0
については推奨値である ¯0 = 1:0とし，パラメータ °については 0:01 » 0:10の範囲で
0.01ずつ，0:10 » 1:0の範囲で 0.10ずつ，計 20通りに変化させた。また，th = 0:1とし
た。上述の条件の下，´ = 1:00，®0 = 0:10の場合および ´ = 0:99，®0 = 0:50の場合につ
いて実験を行った。最も優れたMeanを与えた条件および結果については太字で示す。
4.2.2 実験結果
表 4.2～表 4.5に，®固定の場合（´ = 1:0）の実験結果を示す。実験結果から，Fireﬂy
Algorithmにより優良解集合（本実験では相互の距離が離れた複数の大域的最適解）を獲得
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できることを確認できる。一方，優良解の数と性能の観点から，対象とするベンチマーク
関数が有する優良解の数が多くなるほどFireﬂy Algorithmの性能が低下することを確認で
きる。次元数の観点からは，対象とするベンチマーク関数の次元数の増加に応じてFireﬂy
Algorithmの性能が著しく低下することを確認できる。これはFireﬂy Algorithmの更新式
におけるパラメータ ¯ki が，ユークリッド距離を用いることが原因であると考える。
表 4.6～表 4.9に，®をスケジューリング減少させた場合（´ = 0:99）の数値実験結果を
示す。パラメータ固定の場合と同様に，対象とするベンチマーク関数が有する優良解の数
の増加と次元数の増加に応じて性能が低下することを確認できる。一方，パラメータ固定
の場合と探索性能を比較すると，全体的に探索性能が向上していることが読み取れる。®
固定の場合よりも®をスケジューリング減少させた場合の方が，各探索点群が広い範囲を
探索できること，収束性が高くなることなどが要因であると考える。
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4.3 距離を考慮した光強度に基づく優良解集合探索手法の評価
4.3.1 実験条件
オリジナルの Fireﬂy Algorithmと距離を考慮した光強度に基づく優良解集合探索手法
（LIIFA: Light Intensity Improved Fireﬂy Algorithm）について，より多くの優良解集合
を探索する性能を比較する。共通の実験条件として，最大反復回数 kmax = 500，探索点数
m = 200とした。さらに，パラメータ ¯0は共通の値を使用し，推奨値である ¯0 = 1:0と
した。パラメータ °については，0:01 » 0:10の範囲で 0.01ずつ，0:10 » 1:0の範囲で 0.10
ずつの計 20通りに変化させ，最も優れたMeanを与えた結果を比較した。LIIFAにおける
固有のパラメータ °0については °と同じ値（°0 = °）とした。また，th = 0:1とした。こ
れら共通の実験条件の下，´ = 1:00，®0 = 0:10の場合，および ´ = 0:99，®0 = 0:50の場
合について実験を行った。
4.3.2 事前実験
オリジナル Fireﬂy Algorithm（FA）と Light Intensity Improved Fireﬂy Algorithm
（LIIFA）の最も優れたMeanを与えた結果を比較するために事前実験を行った。FAの最
も優れたMeanを与えた結果は 4.2節で明らかにしており，これが事前実験にあたること
から本節では記述しない。表 4.10～表 4.17に実験結果を示す。最も優れたMeanを与えた
条件および結果は太字で示す。実験結果に対する詳細な考察については次節で述べる。
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4.3.3 実験結果
表 4.18～表 4.21にFAとLIIFAを比較した数値実験結果を示す。ベストパラメータ，各
ベンチマーク関数が有する優良解の数N も併せて示す。表 4.18，表 4.19から ®が固定の
場合には，いずれの条件でも LIIFAがFAと同等，もしくはより多くの優良解を探索して
いることがわかる。表 4.20，表 4.21から®を減少スケジューリングさせる場合には，多く
の条件で LIIFAが FAと同等，もしくは FAよりも多くの優良解を探索できている。以上
の実験結果から，提案する LIIFAはFAと比べて同等以上の性能を有しているといえる。
実験結果をより詳細に読み取るために，ベンチマーク関数の次元数および優良解の数と
実験結果の関係に着目する。2次元のベンチマーク関数を対象とした場合，ベンチマーク関
数が有する優良解の数の増加に伴い，FAは性能が低下する傾向にあることに対し，LIIFA
はいずれの条件においても全ての優良解を探索できている。5次元のベンチマーク関数を
対象とした場合にも，2次元のベンチマーク関数を対象とした場合と同じく，LIIFAはいず
れの条件においても全ての優良解を探索できている。一方，FAは 5次元において全ての優
良解を探索できない場合があり，2次元のベンチマーク関数を対象とした場合よりも性能
が低下している。また，10次元のベンチマーク関数を対象とした場合には，いずれの条件
においても，FAと LIIFAの性能が大きく低下しているが，多くの条件で LIIFAが FAの
性能を上回ることが読み取れる。以上より，ベンチマーク関数の次元数の増加に伴い，FA
と LIIFAのいずれも性能が低下するが，FAよりも提案する LIIFAの方が次元数の増加に
伴う性能の低下が起こりづらいといえる。
以下では実験結果について考察する。まず，LIIFAの優良解集合の探索性能が FAより
も優れていることに対する考察を述べる。両手法とも移動点は参照点へ向けた移動を行う
が，移動点と参照点の間の距離の増加に従って ¯は減少するため，比較的距離が近い参照
点に近づく性質を有する。従って，どの探索点を参照するかが探索点群が複数に分かれる
ことにおいて重要な要素の一つとなる。FAでは光強度が目的関数値のみに基づくため，距
離とは無関係に目的関数値の優れた探索点を参照し，それに向かって移動する。これに対
し，LIIFAでは光強度が目的関数値と探索点間の距離の双方に基づくため，比較的近くの
優れた探索点を主に参照し，それに向かって移動する。このように，LIIFAは探索点間の
距離に応じて移動量を調整するだけではなく，参照する探索点を限定する。LIIFAの距離
に基づく参照点の限定がFAと異なり優良解集合探索に寄与しているため，FAよりも優れ
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た探索性能を示したと考える。
次に，FAとLIIFAの優良解集合の探索性能が 10次元において著しく悪化することに対
する考察を述べる。次元数が増加すると多くのメタヒューリスティクスの探索性能は悪化
するがFAでは特に悪化する。これは更新式でユークリッド距離を用いることに起因する。
どちらの手法も移動点と参照点の距離が比較的遠い場合，¯ki の値はほぼ 0になる。このと
き，差分ベクトルの影響がほぼ無くなるため，乱数による移動が支配的となる。つまり，こ
の現象が頻繁に起きた場合には探索点間の相互作用はほぼ無く，各探索点が独立してラン
ダムに移動するため，この現象は探索点群が複数に分かれることを妨げる。特に，解空間の
次元の増加に従ってユークリッド距離はスケールが大きくなるが，¯ki の形状はパラメータ
°に依存するため，高次元では差分ベクトルの影響がほぼ無くなる。従って，FAとLIIFA
では高次元においてこの現象が頻繁に発生したため，優良解集合の探索性能が悪化したと
考えられる。このようにFAは優良解集合探索のための基本的な性質を有するが，高次元化
に対するロバスト性の低さが課題であった。しかし，上述のようにLIIFAは比較的近くの
探索点のみを参照し，それに向かって近づくことから FAよりも乱数が支配的な移動が少
なくなった結果，FAよりも高次元における優良解集合の探索性能の悪化を抑えたと考えら
れる。従って，LIIFAはFAの優良解集合探索における課題を改善できているといえる。
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表 4.18: 数値実験結果（Double-Sphere，Triple-Sphere，´ = 1:00，®0 = 0:10）
Functions n
Best Results Best Parameters (°)
FA LIIFA FA LIIFA
2
Best 2.00 2.00
0:40 » 1:00
Worst 2.00 2.00 0:01 » 0:09
Mean 2.00 2.00 0:10 » 1:00
S.D. 0.00 0.00
5
Best 2.00 2.00
0:60
Double-Sphere Worst 1.00 2.00
0:03 » 0:10
N = 2 Mean 1.26 2.00
S.D. 0.44 0.00
10
Best 2.00 2.00
0:30
Worst 1.00 1.00
0.03
Mean 1.04 1.90
S.D. 0.20 0.30
2
Best 3.00 3.00
1.00
Worst 3.00 3.00 0:06 » 0:09
Mean 3.00 3.00 0:10 » 1:00
S.D. 0.00 0.00
5
Best 2.00 3.00
0:80; 0:90
Triple-Sphere Worst 1.00 3.00
0:06 » 0:10
N = 3 Mean 1.14 3.00
S.D. 0.35 0.00
10
Best 2.00 3.00
0.30
Worst 1.00 1.00
0.05
Mean 1.02 1.48
S.D. 0.14 0.68
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表 4.19: 数値実験結果（Quadruple-Sphere，Quintruple-Sphere，´ = 1:00，®0 = 0:10）
Functions n
Best Results Best Parameters (°)
FA LIIFA FA LIIFA
2
Best 4.00 4.00
0:80
Worst 4.00 4.00 0:03 » 0:09
Mean 4.00 4.00 0:10 » 1:00
S.D. 0.00 0.00
5
Best 4.00 4.00
1:00
Quadruple-Sphere Worst 1.00 4.00
0:06 » 0:10
N = 4 Mean 1.96 4.00
S.D. 0.75 0.00
10
Best 2.00 4.00
0:20
Worst 1.00 1.00
0.03
Mean 1.02 2.38
S.D. 0.14 0.85
2
Best 5.00 5.00
1.00
Worst 4.00 5.00
0:20 » 1:00
Mean 4.84 5.00
S.D. 0.37 0.00
5
Best 4.00 5.00
0.80
Quintruple-Sphere Worst 1.00 5.00
0.10
N = 5 Mean 1.52 5.00
S.D. 0.71 0.00
10
Best 1.00 4.00
Worst 1.00 1.00 0:01 » 0:09
0.05
Mean 1.00 1.84 0:10 » 0:30
S.D. 0.00 0.89
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表 4.20: 数値実験結果（Double-Sphere，Triple-Sphere，´ = 0:99，®0 = 0:50）
Functions n
Best Results Best Parameters (°)
FA LIIFA FA LIIFA
2
Best 2.00 2.00
0:40 » 1:00
Worst 2.00 2.00 0:01 » 0:09
Mean 2.00 2.00 0:10 » 1:00
S.D. 0.00 0.00
5
Best 2.00 2.00
0:20 » 0:60
Double-Sphere Worst 2.00 2.00
0:02 » 0:10
N = 2 Mean 2.00 2.00
S.D. 0.00 0.00
10
Best 2.00 2.00
0:10
Worst 1.00 1.00
0.03
Mean 1.80 1.92
S.D. 0.40 0.27
2
Best 3.00 3.00
1.00
Worst 1.00 3.00 0:06 » 0:09
Mean 2.16 3.00 0:10 » 1:00
S.D. 0.58 0.00
5
Best 3.00 3.00
0:50
Triple-Sphere Worst 1.00 3.00
0:10
N = 3 Mean 2.44 3.00
S.D. 0.64 0.00
10
Best 3.00 3.00
0.20
Worst 0.00 1.00
0.04
Mean 1.08 1.42
S.D. 0.44 0.67
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表 4.21: 数値実験結果（Quadruple-Sphere，Quintruple-Sphere，´ = 0:99，®0 = 0:50）
Functions n
Best Results Best Parameters (°)
FA LIIFA FA LIIFA
2
Best 4.00 4.00
1:00
Worst 2.00 4.00 0:03 » 0:09
Mean 3.50 4.00 0:10 » 1:00
S.D. 0.61 0.00
5
Best 4.00 4.00
0:60
Quadruple-Sphere Worst 2.00 4.00
0:06 » 0:10
N = 4 Mean 3.30 4.00
S.D. 0.68 0.00
10
Best 4.00 4.00
0:10
Worst 1.00 1.00
0.04
Mean 2.60 2.56
S.D. 0.67 0.91
2
Best 5.00 5.00
1.00
Worst 1.00 5.00
0:20 » 1:00
Mean 3.02 5.00
S.D. 0.87 0.00
5
Best 5.00 5.00
0.40
Quintruple-Sphere Worst 1.00 5.00
0.10
N = 5 Mean 2.94 5.00
S.D. 0.84 0.00
10
Best 3.00 4.00
0.20
Worst 0.00 1.00
0.04
Mean 1.26 1.78
S.D. 0.72 0.82
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4.4 クラスタ情報の活用に基づく優良解集合探索手法の評価
4.4.1 実験条件
オリジナルの Fireﬂy Algorithm（FA）とクラスタ情報を活用した手法（CFA: Cluster
Fireﬂy Algorithm）に共通する実験条件として，探索点数m = 50，最大反復回数kmax = 500，
th = 0:5とする。FAとCFAのパラメータは，¯0 = 1:0，®0 = 0:05，´ = 1:0とした。さ
らに，FAにおける °は 0:01 » 1:0の範囲で 20通りに変化させ，最も優れたMeanを与え
た結果を比較する。また，CFA固有のパラメータはK = 4，c = 10とした。
4.4.2 実験結果
表4.22に，オリジナルのFireﬂy Algorithm（FA）とクラスタ情報を活用した手法（CFA）
の実験結果を示す。5次元ではFAの性能がわずかに優れるが，10次元・20次元ではCFA
の性能が優れる。図 4.1に，オリジナルのFAとクラスタ情報を活用したCFAにおけるク
ラスタ間の分散（BGSS：Between-Group Sum of Squares）とクラスタ内の分散（WGSS：
Within-Group Sum of Squares）の推移を示す。ここで，C`を `番目のクラスタ，S`は
C`に属する探索点の数，G`はC`の重心，M は探索点群全体の重心をそれぞれ表す。
BGSS =
kX
`=1
S`jjG` ¡M jj2; WGSS =
kX
`=1
X
x2C`
jjG` ¡ xjj2
図 4.1より，° = 0:01ではBGSSとWGSSが減少し，その後大きな変化がないことから
探索点群が一点に集中する。° = 1:0ではBGSSとWGSSに大きな変化がないことから探
索点群が収束せず，決定変数空間全体に分布する。° = 0:1ではBGSSに大きな変化がな
く，WGSSが減少することから探索点群が複数の箇所に収束する。このように °がFAに
よる優良解集合の探索に大きな影響を与える。またCFAでは，BGSSが増加しWGSSが
FAよりも徐々に減少することから，クラスタ間の多様性を維持しつつクラスタ内の探索
点群は集中している。これはパラメータ °が固定かつ全ての探索点に同じ値で与えられる
FAに対し，CFAでは移動する探索点からクラスタの重心までの距離に応じた °ki を反復毎
に計算することに起因する。以上より，CFAはFAよりも探索性能が向上したと考える。
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表 4.22: 数値実験結果（Quadruple-Sphere）
Functions n
Best Results Best Parameters (°)
FA CFA FA
5
Best 4.00 4.00
1:00
Worst 4.00 2.00
Mean 4.00 3.70
S.D. 0.00 0.51
10
Best 4.00 4.00
0:60
Quadruple-Sphere Worst 1.00 2.00
N = 4 Mean 2.44 3.10
S.D. 0.73 0.71
15
Best 3.00 4.00
0:10
Worst 1.00 1.00
Mean 2.08 2.38
S.D. 0.72 0.70
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図 4.1: BGSSとWGSSの推移（Quadruple-Sphere, n = 10）
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4.5 距離情報を考慮した光強度とクラスタ情報の活用に
基づく優良解集合探索手法の評価
4.5.1 実験条件
オリジナルのFireﬂy Algorithm（FA）・クラスタ情報を活用した手法（CFA）・本章で提案
する手法（LIICFA）を比較する。探索点数m = 200，最大反復回数 kmax = 500，th = 0:5
を共通の条件とした。FA・CFA・LIICFAのパラメータは¯0 = 1:0，®0 = 0:1，´ = 1:0と
した。さらに，FAにおける °は 0:01 » 1:0の範囲で 20通りに変化させ，最も優れたMean
を与えた結果を比較する。また，CFA固有のパラメータはK = 4，c = 10とし，LIICFA
のパラメータは c = 10; c0 = 1とした。ベンチマーク関数はQuadruple-Sphereを用いた。
4.5.2 実験結果
表 4.23に数値実験結果を示す。表 4.23より，ベンチマーク関数の次元数が 2と 5の場合
には各手法のMeanにほとんど差がないが，次元数 10・15の場合にはLIICFAのMeanが
他の手法よりも大幅に良くなる。従って，LIIFAで提案した目的関数値と距離を考慮した
光強度およびCFAで提案した各クラスタにおける最良解情報であるLbest と各探索点の位
置との距離に基づいた °の調整の双方を取り入れた提案手法である LIICFAが，優良解集
合探索問題に対して高い性能を発揮することを確認できた。
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表 4.23: 数値実験結果（Quadruple-Sphere）
Functions n
Best Results
FA CFA LIICFA
2
Best 4.00 4.00 4.00
Worst 4.00 4.00 4.00
Mean 4.00 4.00 4.00
S.D. 0.00 0.00 0.00
5
Best 4.00 4.00 4.00
Worst 4.00 3.00 4.00
Mean 4.00 3.78 4.00
Quadruple-Sphere S.D. 0.00 0.42 0.00
N = 4
10
Best 4.00 4.00 4.00
Worst 1.00 2.00 3.00
Mean 2.44 2.86 3.96
S.D. 0.73 0.76 0.20
15
Best 3.00 4.00 4.00
Worst 1.00 1.00 3.00
Mean 2.08 2.32 3.94
S.D. 0.72 0.62 0.24
5 結論
本章では，本研究の成果と今後の展望について述べる。
5.1 本研究の成果
本研究の成果を以下に示す。
² 従来のアプローチでは十分に考慮することが困難である，不測の事態を考慮した代
替案の提示や客観と主観が混在する目的の考慮などに対する要求が実応用において
存在することを指摘した。さらに，このような要求を満たすために，使用者の希求
水準を満たし，かつ解相互の性質が大きく異なる解から構成される解集合として，
単一目的最適化問題を基本に目的関数値が一定以上良く，かつ解相互の距離が一定
以上離れた優良解集合を数学的に定義し，優良解集合探索問題を新たに提案した。
² メタヒューリスティクスの一手法であるFireﬂy Algorithmが，代表的なメタヒュー
リスティクスであるParticle Swarm Optimizationなどと異なり，複数の有望領域
を同時に探索することができることから優良解集合探索問題に対して基本的な性質
を有することを明らかにした。
² Fireﬂy Algorithmの各探索点が参照した解との距離の増加に応じて移動量を減少さ
せることで，探索点群が複数の群に分かれることを明らかにした。さらに，決定変数
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空間上を効率良く探索できる最適化手法の観点からは移動方向の決定が重要であるこ
とに着目し，距離を考慮した光強度に基づくことでオリジナルのFireﬂy Algorithm
の移動方向の決定に改良を加えた優良解集合探索手法を提案した。
² 優良解集合探索問題に対してクラスタ情報を活用することが有効であると考え，各ク
ラスタにおける最も優れた目的関数値を有する解Lbestを活用したFireﬂy Algorithm
に基づく優良解集合探索手法を提案した。
² 提案した２つの優良解集合探索手法の目的が同じである一方で，オリジナルのFireﬂy
Algorithmから改良した操作が異なることに着目し，双方の改良を取り入れた優良
解集合探索手法を提案した。
² 距離を考慮した光強度に基づく優良解集合探索手法と，群の情報を活用したFireﬂy
Algorithmに基づく優良解集合探索手法とそれら２つを統合した手法について，数
値実験による比較を行うことでそれらの有用性を評価した。
5.2 今後の展望
今後の展望は以下のとおりである。
² 優良解集合の探索において，クラスタ間の多様性を維持する機構，クラスタ内では
多様化・集中化を維持する機構の双方を陽に取り入れた手法の構築。
² 提案した優良解集合探索問題において使用者が定めるパラメータ ±; "に関する検討。
² 本論文で取り扱った問題の次元よりも高い次元の優良解集合探索問題に対して，優
良解集合を効率良く探索できる優良解集合探索手法の提案。
² 優良解集合探索問題に対する手法の性能を評価するための指標の提案。
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A 多峰性のベンチマーク関数
本章では，本研究を進めるにあたって参考にしてきた多峰性のベンチマーク関
数について，本文中で掲載出来なかったものも含めて掲載する。
本文中で用いた図A.6～図A.9の関数は Sphere関数を並べたものであるが，他の関数
を並べることにより多峰性の様々なベンチマーク関数を定義することができる。例えば図
A.10のAckley関数を並べることで Sphere関数を並べた問題よりも複雑な構造を有する問
題を作ることができ，アルゴリズムの性能をより詳細に評価できると考える。また，すでに
提案されている多峰性のベンチマーク関数に関しては文献［31］などを参照されたい。
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図A.3: Shuberts関数
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図A.4: Six-hump関数
f(x) =
³
4¡ 2:1x21 +
x41
3
x21
´
+ x1x2 + (¡4 + 4x22)x22
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図A.5: Himmelblau関数
f(x) = (x21 + x2 ¡ 11)2 + (x1 + x22 ¡ 7)2
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図A.6: Double-Sphere関数
（式については表 4.1を参照）
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図A.7: Triple-Sphere関数
（式については表 4.1を参照）
0
5
5f
(
x
)
x2
0
10
5
15
x1
0
-5
-5
(a) 概形
-5 0 5
x1
-5
0
5
x
2
(b) 等高線
図A.8: Quadruple-Sphere関数
（式については表 4.1を参照）
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図A.9: Quintruple-Sphere関数
（式については表 4.1を参照）
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図A.10: Ackley関数
f(x) = ¡20
Ã
¡0:2
r
1
n
nX
j=1
xj
!
¡ exp
Ã
1
n
nX
j=1
cos(2¼xj)
!
+ 20 + e
B k-means法のアルゴリズム
本章では，クラスタ情報を活用したFireﬂy Algorithmに基づく優良解集合探索
手法で用いた k-means法について述べる。
k-means法は類似したデータをまとめるクラスタリングを行うための手法の1つで，ハード
クラスタリング手法に属する［29］。ハードクラスタリングの定義は，m個のオブジェクトか
ら構成されるデータベースDが与えられたとき，それをK個のクラスタC`(` = 1; 2; ¢ ¢ ¢ ; K)
に分割することを指し，各クラスタは以下の条件を満たす［32］。
² すべてのオブジェクトは必ず 1つのクラスタに属する。
² 1つのオブジェクトが 2つ以上のクラスタに属する事はない。
² オブジェクトを 1つも含まないクラスタは存在しない。
さらに，ハードクラスタリングは以下のように記述できる。
D = C1 [C2 [ ¢ ¢ ¢ [CK ; Ci \Cj = Á (i 6= j)
k-means法によるクラスタリングも上の条件を満たす。以下に k-means法のアルゴリズム
を示す。
【k-means法】
Step 0 : [ 準備 ]
クラスタ数Kと終了条件 tを定める。反復回数 k = 1とする。
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Step 1 : [ 初期配置 ]
探索点群からK個の探索点をランダムに選択し，各クラスタC1` (` = 1; 2; ¢ ¢ ¢ ; K)
の重心Gk` とする。
Step 2 : [ クラスタへの割り当て ]
各探索点 xi(i = 1; 2; ¢ ¢ ¢ ;m)を，それと最も近い重心Gk` を持つクラスタCk` に割
り当てる。
Step 3 : [ クラスタ重心の再計算 ]
各クラスタの重心Gk` (` = 1; 2; ¢ ¢ ¢ ; K)を再計算する。ここで，S`をCk` に所属す
る探索点の数，jを各ベクトルの要素の番号とする。
Gk`j =
1
S`
X
x2Ck`
xij
Step 4 : [ 終了判定 ]
クラスタ重心の二乗誤差Eroorを以下の式で定義する。
Error =
KX
`=1
X
xi2Ck`
jjGk` ¡ xijj2
Error · tならば終了する。さもなければ，k := k + 1としてStep2へ戻る。
本論文では，tの値を 10¡6として数値実験を行った。また，k-means法では使用者がク
ラスタ数をあらかじめ設定する必要があるが，これが必要ない x-means法［33］が提案され
ているため，研究を進めるにあたりクラスタリング手法を用いる際には参考にされたい。
