The sign uncertainty principle of Bourgain, Clozel & Kahane asserts that if a function f : R d → R and its Fourier transform f are nonpositive at the origin and not identically zero, then they cannot both be nonnegative outside an arbitrarily small neighborhood of the origin. In this article, we establish some equivalent formulations of the sign uncertainty principle, and in particular prove that minimizing sequences exist within the Schwartz class when d = 1. We further address a complementary sign uncertainty principle, and show that corresponding near-minimizers concentrate a universal proportion of their positive mass near the origin in all dimensions.
Introduction
Motivated by a problem in the theory of zeta functions over algebraic number fields, Bourgain, Clozel & Kahane [1] investigated the class of functions A + (d), defined as follows. Given d ≥ 1, a function f : R d → R is said to be eventually nonnegative if f (x) ≥ 0 for all sufficiently large |x|. Normalize the Fourier transform,
where ·, · represents the usual inner product in R d . Let A + (d) denote the set of functions f : R d → R which satisfy the following conditions:
, and f is real-valued (i.e. f is even); • f is eventually nonnegative while f (0) ≤ 0;
• f is eventually nonnegative while f (0) ≤ 0.
Note that any function f ∈ A + (d) is uniformly continuous. Consider the quantity
which corresponds to the radius of the last sign change of f . The product r(f )r( f ) is unchanged if we replace f with x → f (λx) for some λ > 0, and thus becomes a natural object to consider. One of the initial observations in [1] is that the quantity
is uniformly bounded from below away from zero. In fact, the following two-sided inequality is established in [1, §3] :
In particular, the radii r(f ), r( f ) of the last sign change of f, f , respectively, cannot both be made arbitrarily small, unless f ∈ A + (d) is identically zero. Consequently, the aforementioned results can be regarded as manifestations of a sign uncertainty principle.
The sign uncertainty principle of Bourgain, Clozel & Kahane inspired a number of subsequent works [4, 6, 7] ; see also [2, 8] . Gonçalves , Oliveira e Silva & Steinerberger [7] proved that radial minimizers for (1.2) exist. More precisely, in each dimension d ≥ 1, they showed that there exists a radial function f ∈ A + (d), satisfying f = f, f (0) = 0, and r(f ) = A + (d), and that such a minimizer must necessarily vanish at infinitely many radii greater than A + (d). The precise shape of minimizers remained a mystery in all dimensions d ≥ 1, until Cohn & Gonçalves [4] exhibited an explicit minimizer in twelve dimensions. In particular, they relied on the following ingredients in order to show that A + (12) = √ 2:
• A Poisson-type summation formula for radial Schwartz functions f : R 12 → C based on the modular form E 6 ; • An explicit construction via a remarkable integral transform discovered by Viazosvska [16] which turns modular forms into radial eigenfunctions of the Fourier transform.
The first ingredient leads to the lower bound A + (12) ≥ √ 2. The second ingredient produces the explicit minimizer, and in particular leads to the upper bound A + (12) ≤ √ 2. Moreover, the minimizer is shown to belong to the Schwartz class S(R 12 ), and to be a +1 eigenfunction of the Fourier transform. It then becomes natural to consider a complementary problem, associated to −1 eigenfunctions of the Fourier transform, which we now describe.
Let A − (d) denote the set of integrable functions f : R d → R, with integrable, realvalued Fourier transform f , such that f (0) ≤ 0 while f is eventually nonnegative, and f (0) ≥ 0 while − f is eventually nonnegative. Define the quantity (1.4) belong to the Schwartz class, and modulo symmetries are unique within this class. However, no such refined regularity properties can be asserted a priori in any other dimension.
1.1. Main results. In this article, we investigate regularity properties and mass concentration phenomena exhibited by minimizing sequences of (1.2) and (1.4) .
We use the letter s to denote a sign from {+, −}, and shall sometimes identify the signs
where the infima are taken over nonzero functions in A s (d) which are bandlimited and belong to the Schwartz space, S(R d ), respectively. It then seems natural to pose the following conjecture.
24), and A + (12) = A S + (12) are known, simply because the corresponding minimizers in S(R d ) have been explicitly constructed. If (s, d) = (−, 1), then uniqueness of minimizers (modulo symmetries) in S(R) fails, but from knowledge of the corresponding minimizers one can likewise infer that A − (1) = A S − (1). For other combinations of signs and dimensions, barely nothing is known about regularity properties of near-minimizers for A s (d), and Conjecture 1 remains wide open in its full generality.
According to [1, Théorème 3.2], the two-sided inequality
holds when s = +1, and the argument presented there can be easily adapted to the case s = −1. As remarked in [1] , it is not at all clear that the first inequality in (1.5) should be an equality, 1 as predicted by Conjecture 1. Our first main result settles this question for (s, d) = (+, 1), where all three aforementioned sign uncertainty principles are seen to be equivalent.
. The proof of Theorem 1 builds upon a few observations from [1] :
Convolving with the sum of Dirac measures δ x 0 + δ −x 0 + 2δ 0 yields a new function g ∈ A + (d), satisfying g(0) < 0 and r(g) ≤ 2r(f ). This provides additional room for a further convolution with an appropriate smooth function, and ultimately enables selected minimizing sequences to be found within a smoother function space. To improve on this in the one-dimensional setting, we show that any minimizer of (1.2) is strictly negative on a punctured neighborhood of the origin; in particular, the point x 0 can be taken arbitrarily close to the origin if d = 1.
The previous paragraph and the explicit minimizer found in [4] together imply the existence of minimizers which are nonpositive in a neighbourhood of the origin in dimensions d ∈ {1, 12}. In fact, the minimizer in twelve dimensions is nonpositive on the open ball B 12 √ 2 ⊆ R 12 centered at the origin of radius √ 2 = A + (12), which makes it tempting to conjecture that such a property holds in arbitrary dimensions. The numerical examples from [4, 6, 7] provide further evidence for this possibility.
An adaptation of the proof of Theorem 1 yields the following improvement over (1.5) in higher dimensions d > 1: There exist constants δ d ∈ (0, 1), satisfying
In fact, if d > 1, then we are able to identify small, but not arbitrarily small, values of |x 0 | for which a given minimizer f satisfies f (x 0 ) < 0. This is the main reason why our methods do not seem sufficient to establish Conjecture 1 for the Schwartz class if (s, d) = (+, 1). For further details, see §5.1 below.
Even though our current techniques do not seem fit to establish any non-trivial equivalence for the −1 sign uncertainty principle, one might still hope to identify other regularity properties exhibited by near-minimizers. As previously mentioned, problem (1.4) has been solved if d ∈ {1, 8, 24}. Moreover, if d ∈ {8, 24}, then the minimizer is unique modulo symmetries, belongs to the Schwartz class, and is nonnegative in a neighborhood of the origin. If d = 1, then uniqueness fails, but the nonnegative property still holds in all known examples; see Figure 1 . In particular, one may expect every suitable function which is sufficiently close to a minimizer to concentrate a universal proportion of its positive mass on the smallest ball centered at the origin that contains all of its negative mass. Our second main result confirms these heuristics in all dimensions. Before stating it, recall (as shown in [1, 4] ) that the quantity A s (d) coincides with the minimal value of r(g) in the following optimization problem.
• g(0) = 0 and g is eventually nonnegative.
Given r > 0, let B d r ⊆ R d denote the open ball of radius r centered at the origin, and g + := max{g, 0}.
whenever g ∈ A − (d) is a radial function such that g = −g, g(0) = 0, and satisfies
1.2. Outline. We prove Theorem 1 in §2, and Theorem 2 in §3. The arguments rely on several lemmata which we choose to formulate in general dimensions whenever possible, and prove in §4. We dedicate the final §5 to further remarks, comments, and questions. 2. Proof of Theorem 1 1) . It suffices to show that A + (1) ≥ A B + (1), and we proceed in four steps.
Step
The proof of Step 1 hinges on two distinct observations, the first of which is inspired by work of Logan [11, 12] on various extremal problems concerning the behavior of positivedefinite bandlimited functions. The following result holds for any sign s ∈ {+, −} in arbitrary dimensions d ≥ 1, and should be compared with [11, Lemma] .
The second observation is that a chain of rearrangement-type inequalities can be set up in such a way as to contradict estimate (2.1). A similar approach already proved fruitful in [7, §4] . To implement it in the present context, let f ∈ A + (1) be a minimizer for (1.2), which we suppose to be L 1 -normalized, f L 1 = 1, and to satisfy f = f , f (0) = 0; see [7, §3] . If f fails to be strictly negative on any punctured neighborhood of the origin, then the hypotheses of Lemma 1 for s = +1 are verified. Writing f = f + −f − , we then have that
Setting σ(f ) := f + L 1 (0,r(f )) , and appealing to [7, Lemma 12] , we can bound each of the integrals on the right-hand side of (2.2) as follows:
To see why this is the case, note that
and thus R f + = R f − = 1 2 ; moreover, the functions f, f ± are even, and so their masses are equally spread over the positive and negative half-lines. Estimates (2.2)-(2.5) immediately imply that
which can be equivalently rewritten as
We seek for a sufficiently good upper bound for σ(f ) which will then force the desired contradiction. With this purpose in mind, observe that the left-hand side of (2.6) defines an increasing function of σ(f ), provided σ(f ) < 1 4 . The next result provides a slight improvement over [7, Lemma 14] .
. Then the following inequality holds:
for every x ∈ [0, r(f )].
With the two observations in place, we may now finish the proof of Step 1. Since
, the following superlevel set estimate holds:
Since f is a minimizer for (1.2), and f = f , it follows from [7,
As a consequence, we may appeal to (2.8) in order to estimate
where from the first to the second line we invoked Lemma 2 and [7, Lemma 11], using the fact that the integrand on the right-hand side defines an increasing function of x.
We are thus reduced to a straightforward analysis of the function Φ. It is easy to check that r → Φ(r) defines a nondecreasing function of r on the interval [0, 3 5 ]. It follows that Φ(r(f )) ≤ Φ(0.595) < 3 25 and therefore the chain of inequalities (2.
25 and 0.45 ≤ r(f ) ≤ 0.595, then (2.6) does not hold. This yields the desired contradiction, and concludes the proof of Step 1.
Step 2. There exists a minimizing sequence {f n } n∈N ⊆ A + (1) for (1.2), such that the following conditions hold, for every n:
(a) f n (0) < 0;
(b) f n (x) > 0, for every |x| ≥ r(f n );
(c) f n = f n ; (d) x 2 f n (x) ≥ c n , for some c n > 0 and all sufficiently large |x|. Let f ∈ A + (1) be a minimizer for Problem 1. By Step 1, there must exist a sequence {x n } n∈N ⊆ (0, ∞) such that x n → 0, as n → ∞, and f (x n ) < 0, for every n. Define an associated sequence {T n } n∈N of tempered distributions via
Setting g n := T n * f , one easily checks that {g n } n∈N ⊆ A + (1) is a minimizing sequence for (1.2). Indeed, the quantity
is nonnegative if x ≥ r(f ) + x n , and satisfies g n (0) = 2f (x n ) < 0 (in particular, g n does not vanish identically). On the other hand, T n (ξ) = 2 cos(2πx n ξ) + 2 ≥ 0, and so g n (0) = 4 f (0) ≤ 0. By the scaling argument detailed in [7, §3.3] , we lose no generality in assuming that r( g n ) = r(g n ). In this case, {g n + g n } n∈N ⊆ A + (1) is a minimizing sequence for (1.2) satisfying conditions (a) and (c). Condition (b) can be achieved by further adding a suitable Gaussian function: Setting h n := g n + g n − g n (0) + g n (0) 2 exp(−π· 2 ), one again checks that {h n } n∈N ⊆ A + (1) is a minimizing sequence for (1.2) which satisfies conditions (a)-(c). In order to further ensure condition (d), we make use of the following simple observation. Let η ∈ A + (1) be given by Lemma 3, and pick the smallest r 0 > 0 such that x 2 η(x) ≥ 1, for every |x| ≥ r 0 . Given n ∈ N, set β n = 1 whenever r(h n ) ≥ r 0 . Otherwise, given δ > 0 which is sufficiently small so that r(h n ) + δ n < r 0 , set β n = β n (δ) > 0 in such a way that
That such a choice of β n is possible follows from the fact that each function h n is eventually (strictly) positive. Then the sequence {f n := h n + β n η} n∈N ⊆ A + (1) is minimizing for (1.2), and satisfies properties (a), (c), and (d). Letting δ → 0 + , we ensure that condition (b) is fulfilled as well. This concludes the verification of Step 2.
Step 3. Let f ∈ A + (1) be such that f L 1 = 1, f = f , f (0) < 0. Suppose that there exist constants c, R > 0, such that
Then, given ε > 0, there exists a bandlimited function g ∈ A + (1), such that g(x) > 0, for every |x| ≥ r(f ) + ε. Fix a nonnegative, even, compactly supported, smooth function ψ ∈ C ∞ 0 (R), such that ψ L 2 = 1. Set ϕ := ψ * ψ and ϕ δ (x) := ϕ(δx). As δ → 0 + , the family { ϕ δ } δ>0 constitutes an approximation to the identity. Therefore the bandlimited function g δ := f * ϕ δ should provide a good approximation for f , for small enough values of δ. We turn to the details.
Let f, c, R be as above, and let ε > 0 be arbitrary but given. We show that δ = δ(f, c, R, ε) can be chosen sufficiently small, so that g = g δ belongs to A + (1), and satisfies g(x) > 0, for every |x| ≥ r(f ) + ε. Let R 1 ≥ R be such that This is certainly possible since ϕ is rapidly decreasing. By letting δ → 0 + , the difference f − g δ can be made uniformly close to 0 in the interval [r(f ) + ε, 2R 1 ]. Thus it suffices to consider |x| > 2R 1 , in which case the following chain of inequalities holds, as long as δ > 0 is sufficiently small:
In the first inequality, we used hypothesis (i) to ensure that f (x − ξ) ≥ 0 unless ξ ∈ [x − r(f ), x + r(f )], and the fact that f L ∞ ≤ 1; the second inequality holds for sufficiently small δ > 0, in view of hypothesis (ii); and the third inequality holds for sufficiently small δ > 0 since { ϕ δ } δ>0 is an approximation to the identity. Invoking (2.10), we have that
for every |ξ| ≥ δR 1 . Since |x| > 2R 1 , it follows that |x − r(f )| ≥ δR 1 , and therefore the last integral on the right-hand side of (2.11) can be estimated as follows:
provided 2δ 2 < 10 2 . Estimates (2.11), (2.12) together imply that g δ (x) > 0, for every |x| > 2R 1 , as long as δ > 0 is sufficiently small. Finally, one easily checks that g δ ∈ A + (1), provided δ > 0 is sufficiently small. For instance, g δ (0) ≤ 0 since f (0) < 0 (the strict inequality is crucial here) and f is continuous. Step 3 follows.
Step 4. Conclude. Consider a minimizing sequence {f n } n∈N ⊆ A + (1) for (1.2), satisfying f n L 1 = 1, f n (0) < 0, f n (x) > 0 if |x| ≥ r(f n ), f n = f n , and x 2 f n (x) ≥ c n if |x| is sufficiently large. The existence of such a sequence follows from Step 2. Running the proof of Step 3 on each f n individually, we find that there exists a bandlimited function g n = f n * ϕ δ ∈ A + (1), such that r(g n ) ≤ r(f n ) + 1 n . Since g n = f n ϕ δ has pointwise the same sign as f n , we may let n → ∞ and conclude that {g n } n∈N ⊆ A + (1) is a minimizing sequence for (1.2) consisting of bandlimited functions, as desired.
Proof of
A + (1) = A S + (1). Following [1, §1], consider the restricted classes A + (d) := {f ∈ A + (d) : f = f, f (0) < 0}; A S + (d) := {f ∈ A + (d) ∩ S(R d ) : f = f, f (0) < 0},
and define the corresponding optimal constants
Our next result reveals that these constants coincide in all dimensions.
Proof of Proposition 1. It suffices to show thatÃ + (d) ≥Ã S + (d). With this goal in mind, let f ∈Ã + (d). Given δ > 0, consider a nonnegative, radial, compactly supported, smooth function ψ δ ∈ C ∞ 0 (R d ), such that supp(ψ δ ) ⊆ B d δ ; further assume ψ δ to be L 1 -normalized, ψ δ L 1 = 1. Define ϕ δ := ψ δ * ψ δ , g := f * ϕ δ , and (2.13) h := g * ϕ δ + g ϕ δ .
The following lemma lists the key properties of the function h. 
14)
A
. The first two inequalities in (2.14) are trivial, and the third one follows from Proposition 1. Our next result addresses the last inequality in (2.14) .
Proof of Proposition 2. Let f ∈ A + (1) be a minimizer for (1.2) satisfying f = f , f (0) = 0; in particular, r(f ) = A + (1). Given ε > 0, we can invoke Step 1 of §2.1 in order to ensure that there exists x 0 ∈ (−ε, ε), such that f (x 0 ) < 0. Similarly to Step 2 of §2.1, consider the measure T := δ x 0 + δ −x 0 + 2δ 0 , which is positive-definite in the sense that (2.15) T (ξ) = 2 cos(2πx 0 ξ) + 2 ≥ 0, for every ξ, and define g := T * f . Since
it follows that g is real-valued, integrable, and even. Moreover, g(0) = 2f (x 0 ) < 0.
Since |x 0 | ≤ ε, it follows from (2.16) that
In light of (2.15), we have that g(ξ) = T 
Proof of Theorem 2
The proof of Theorem 2 proceeds by contradiction. We start by establishing the following claim. If Theorem 2 does not hold, then there exists a radial minimizer f ∈
. To see why this is necessarily the case, start by observing that, if Theorem 2 does not hold, then there exists a minimizing sequence {f n } n∈N ⊆ A − (d) for (1.4) consisting of radial functions, satisfying f n = −f n , f n (0) = 0, f n L 1 = 1, |r(f n ) − A − (d)| ≤ 1 n , and
No generality is lost in assuming that the sequence {r(f n )} n∈N is strictly decreasing. By Jaming's higher dimensional version of Nazarov's uncertainty principle [9] , there exists a constant K d > 0 such that, for every n ∈ N,
In fact, this amounts to a straightforward modification of [7, Lemma 23], as was already observed in [4, §3.2]. Since f n = −f n and f n L 1 = 1, it follows that
The Banach-Alaoglu Theorem then implies, possibly after extraction of a subsequence, that the sequence {f n } n∈N converges weakly to some function f ∈ L 2 . Since A − (d) is convex, we can then apply Mazur's Lemma to produce a sequence {g n } n∈N which converges strongly to f in L 2 , with each g n being a finite convex combination of elements from {f m } m≥n . For each n ∈ N, g n is radial, g n = −g n , g n (0) = 0, g n L 2 ≤ 1, and, possibly after passing to a further subsequence, the following additional properties hold:
g n → f almost everywhere, as n → ∞. ) and deduce that f ∈ L 1 , and that
In particular,
, it follows that f (0) = 0. This concludes the verification of the claim.
We will need a higher dimensional version of the rearrangement inequalities used in §2.1. The following elementary result from [10, §1.14] suffices for our application.
Lemma 5 (Bathtub Principle, [10] ). Let h : R d → R be a measurable function, such that that |{x ∈ R d : h(x) < t}| is finite for all t ∈ R. Let the number G > 0 be given, and define a class of measurable functions on R d by
Then the minimization problem
If Theorem 2 does not hold, then we have already verified the existence of a radial minimizer f ∈ A − (d) of (1.4), satisfying f = −f , f (0) = 0, such that f ≤ 0 on B d r(f ) . Normalizing f L 1 = 1, so that f L ∞ ≤ 1, we then have that
It then follows from (4.1), (4.2) that
sup (1 − cos(2πxy)) dy 
where J d/2 denotes the Bessel function of the first kind. One easily checks that ϕ, ϕ ∈ L 1 . Moreover, the function ϕ is bandlimited, and standard decay properties of the Bessel functions imply the existence of a constant A > 0, such that
provided |x| is sufficiently large. Let ψ := ϕ + ϕ. Then ψ = ψ, and |x| d+1 ψ(x) ≥ A, for all sufficiently large values of |x|. This is still not the desired function since ψ(0) > 0, but one can simply add an appropriate Gaussian function. For instance, the function x → η(x) := A −1 (ψ(x) − 2ψ(0) exp(−π|x| 2 )) ∈ A + (d) satisfies all the required properties.
Proof of Lemma 4. If δ > 0 is small enough, then (4.5)
since the function f is continuous and f (0) < 0. Moreover, g(0) = f (0)( ψ δ (0)) 2 < 0. Further note that g(x) ≥ 0, provided f ≥ 0 on the ball x + B d 2δ , and so it suffices to take δ ≤ ε 2 in order to ensure that r(g) ≤ r(f ) + ε. With these preliminary observations in place, we are now ready for the proof of the lemma.
For part (a), one easily checks that h is a Schwartz function which coincides with its own Fourier transform. Moreover,
where both summands are negative. For the first summand, note that ( g * ϕ δ )(0) =
gϕ δ is negative if δ > 0 is small enough, since the function g is continuous and g(0) < 0. For the second summand, this is clear in light of (4.5) and the real-valuedness of ψ δ .
For part (b), we seek to verify that h(x) ≥ 0, if |x| ≥ r(f ) + ε, which will follow from
The lower bound for g ϕ δ follows immediately from r(g)
But r(f · ϕ δ ) ≤ r(f ) since ϕ δ = ( ψ δ ) 2 ≥ 0, and so the lower bound for g * ϕ δ follows as before. This concludes the verification of part (b), and the proof of the lemma.
Concluding remarks
5.1. A short proof of the higher dimensional improvement (1.6). Let f ∈ A + (d) be a nonzero function, for which the product r(f )r( f ) is sufficiently close to A + (d) 2 . By the usual reductions, we may assume that the function f is radial, and satisfies f = f , f (0) = 0, and f L 1 = 1. In particular,
This implies the following superlevel set estimate:
r . Trivially, r < r(f ). In order to improve on this, we simply note that (5.1) implies
The rest of the argument follows very similar ideas to those in §2.2. In particular, we obtain the following inequality:
Since the function f does not change signs at the zeros ±3, ±5, . . ., we also have that (5.7) f (2n + 1) = 0, for every n ∈ Z \ {−1, 0}.
Set g(x) := f (2x + 1). Then g ∈ L 2 (R), and g is supported on [−1, 1]. By the Paley-Wiener-Schwarz Theorem [14] , the function g coincides with the restriction to R of a complex-valued entire function of exponential type 2π. It follows from Vaaler's interpolation formula [15, Theorem 9] that
where the expression on the right-hand side converges uniformly on compact subsets of the real line. Conditions (5.6), (5.7) then translate into
which can be rewritten in terms of the original function f as f (2x + 1) = sin πx π 2 2f (−1)
x + 1 + 2f (1) x .
Since f is even, f (−1) = −f (1) . Consequently, f (2x + 1) = 2f (1) sin πx π 2 1 x(x + 1) .
A change of variables yields (5.8) f (x) = 8f (1) π 2 sin 2 (π x−1 2 ) x 2 − 1 , which belongs to the class A + (1) if and only if f (1) ≥ 0. For the converse direction, note that the Fourier transform of the function f given by (5.8 ) is easy to calculate:
,0] − 1 [0, 1 2 ] )(ξ) sin(2πξ). In particular, this shows that f is a bandlimited function with Fourier support [− 1 2 , 1 2 ]; see Figure 2 . It is easy to check that f ∈ A + (1), and that r(f ) = 1.
5.3.
From continuous to discrete. Very recently, the authors [6] established new and very general sign uncertainty principles which apply to certain classes of bounded linear operators and metric measure spaces. As a corollary, we obtained a sign uncertainty principle for Fourier series on the d-torus T d = R d /Z d , which we proceed to describe.
Given s ∈ {+, −} and d ≥ 1, let P s (T d ) denote the class of continuous, even functions g : T d → R, such that g ∈ 1 , g(0) ≤ 0, and s g is eventually nonnegative while sg(0) ≤ 0. Given g ∈ P s (T d ), define the quantities 2 r(g; T d ) := inf{r > 0 : g(x) ≥ 0 if .
Identity A + (1) = A B + (1) from Theorem 1 leads to the following connection between the continuous and discrete versions of the one-dimensional +1 sign uncertainty principle. Since f ∈ A s (d) was an arbitrary nonzero bandlimited function, this finishes the proof of the proposition.
