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The generalizeddefectD(U) of a unitaryN×NmatrixUwithno zero
entries is the dimension of the real space of directions, moving into
which fromUwedo not disturb themoduli
∣∣Ui,j∣∣ aswell as the Gram
matrixU∗U in thefirst order. Then thedefectd(U) is equal toD(U)−
(2N−1), that is the generalized defect diminished by the dimension
of the manifold {DrUDc : Dr,Dc unitary diagonal}. Calculation of
d(U) involves calculating the dimension of the space inRN
2
spanned
by a certain set of vectors associated with U. We split this space
into a direct sum, assuming that U is a Kronecker product of unitary
matrices, thus making it easier to perform calculations numerically.
Basing on this, we give a lower bound on D(U) (equivalently d(U)),
supposing it is achieved for most unitaries with a fixed Kronecker
product structure. Also supermultiplicativity of D(U) with respect
to Kronecker subproducts of U is shown.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The paper is a sequel to [1] where the defect of a unitary matrix was introduced and investigated
in a general case.
Let U ∈ U , where by U we shall denote the set of all unitaries N × N. Consider the problem: find
all directions (complex matrices) guaranteeing no first order change of |Ui,j| for all i, j when moving
from U in such a direction, and at the same time no first order disturbance of unitarity of U. The first
requirement implies that these directions are of the form iR ◦U where ◦ is the Hadamard product and
R is a real matrix. The second means that the directions in question must belong to the space tangent,
at U, to the N2 dimensional manifold U . This tangent space is the set {EU : E antihermitian} or, if one
likes, {UF : F antihermitian}.
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Note that the set of directions in question forms a real linear space and it is overparameterized by
R in the case of U having zeros among its entries. If Ui,j = 0 then the equality i(R + αei(ej)T ) ◦ U =
iR ◦ U, with ek being the standard basis column vectors, exposes the fact that two different R’s can
be used to parameterize any single direction. Having this in mind we concentrate on the space of R′s
parameterizing the space of directions in question:
{R : iR ◦ U = EU for some antihermitian E} (1)
and ask about its dimension. We define the defect of U as this dimension diminished by 2N − 1.
If U has no zero entries, the defect plus 2N − 1 is precisely the dimension of the space of directions
in question. The reduction by 2N − 1 is motivated by applications of the notion of defect. For most
unitaries, especially those with no zero entries, the 2N directions:
i ei(e)
T ◦ U = i diag(ei) · U for i = 1 . . .N,
i e
(
ej
)T ◦ U = U · i diag(ej) for j = 1 . . .N,
where e = ([1 1 1 . . . 1])T (2)
which are also directions in question, span the 2N − 1 dimensional real space tangent to the phasing
manifold {DrUDc : Dr,Dc unitary diagonal} generated by left and rightmultiplication ofU by unitary
diagonals. The manifold consists of what we regard as unitaries equivalent to U, with the property of
having moduli of entries identical with those of U. Usually the directions (2), leading from U to these
equivalent unitaries, are uninteresting.
Other directions in question may lead to unitaries inequivalent to U, but with the same pattern of
moduli, provided they exist in a neighborhood of U. A special case of this property is the existence of a
smooth familyof inequivalent complexHadamardmatrices stemming fromagivencomplexHadamard
matrix H. Here by a complex Hadamard matrix we understand, unlike in combinatorics community,
a unitary with all moduli equal to 1/
√
N, although matrices rescaled to have unimodular entries are
more often considered in this context. As far as such complex Hadamard matrices are concerned,
they have many applications especially in quantum information theory. We recommend the reader to
consult the online catalogue of complex Hadamard matrices available at [3].
Our research on the defect and the ways to calculate it is motivated, among the other, by the fact
that its value for H is an upper bound for the dimension of a smooth family of inequivalent complex
Hadamard matrices stemming from H, see [1]. In particular, the value 4 of the defect for the 6 × 6
Fouriermatrix F6 partly inspired the search for otherHadamard families than the 2 dimensional ’affine’
families F6(a, b), F
T
6 (a, b) reported in [7,3], earlier constructed in [5,6]. For the list of relevant results
see the works [? ? ? 11–14].
In this article we give a lower bound on the defect of a Kronecker product of unitary matrices:
U = U(1) ⊗ U(2) ⊗ · · · ⊗ U(r), (3)
where the unitaries are of size n1 × n1, n2 × n2, . . . , nr × nr , respectively. If U is treated as a single
factor Kronecker product, the above bound is equal to zero. Karabegov showed it in [2] that this value
is attained by almost all unitaries of a given size. That is to say, everywhere on the unitary N × N
manifold U , except for some set of the Haar measure zero, the defect is equal to zero. Our numerical
experiments convince us that a similar situation takes place in the case of themany factor product (3).
If one draws U(k) according to the probability distribution proportional to the Haar measure on the
nk × nk unitary manifold, and forms U as in (3), the resulting defect of U is equal to our lower bound.
Note that the above Kronecker product structure is a key tool in studying quantum composite
systems. For instance, any local unitary operation acting on a system composed of r particles has the
form(3). Thusour results on thedefect describe algebraicproperties of generic local unitaryoperations,
which are also called quantum gates.
This paper has fourmain sections. In Section 2wedevelop a characterization of the defect ofU, to be
used in Section 3. The defect is related to the dimension of a real space spanned bymatrices depending
on U. This space is expressed as a direct sum in Section 3, on condition that U has a Kronecker product
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structure. In Section 4 the splitting of the space in the previous section is used to build a formula
leading directly to the defect of a Kronecker product of unitary matrices. The formula allows us to
bring a lower bound on the defect of such a matrix in Section 5. We also show an alternative way of
estimating the defect in this section, applicable in some cases.
2. Characterizing the defect
In the following we employ another, more expedient characterization of the defect. To this end let
us start with rewriting the definition (1),
iR ◦ U = EU for some antihermitian E ⇐⇒
(iR ◦ U)(U)∗ is antihermitian ⇐⇒
U(R ◦ U)∗ = (R ◦ U)(U)∗, (4)
where ∗ denotes the Hermitian conjugate.
This further leads to
∀ 1  i  j  N [U]i,:
[
diag([R]j,:)
] (
[U]j,:
)∗ = [U]i,: [diag([R]i,:)] ([U]j,:)∗
 (5)
∀ 1  i < j  N [U]i,:
[
diag([R]j,:)
] (
[U]j,:
)∗ = [U]i,: [diag([R]i,:)] ([U]j,:)∗,
where by [X]k,: the kth row of X is denoted, we adopt MATLAB notation for rows and columns.
The above can be rewritten as
∀ 1  i < j  N trR
(
M
(i,j)
U
)T = 0, (6)
where
M
(i,j)
U =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· · · 0 · · ·
...
[U]i,: ◦ [U]j,: i
...
· · · 0 · · ·
...
− [U]i,: ◦ [U]j,: j
...
· · · 0 · · ·
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= A(i,j)U + i · S(i,j)U (7)
has only its ith and jth rows potentially filled with nonzeros. Here A
(i,j)
U and S
(i,j)
U denote the real and
imaginary part ofM
(i,j)
U .
Let us convert (6) into purely real conditions:
∀ 1  i < j  N trR
(
A
(i,j)
U
)T = 0 and trR(S(i,j)U )T = 0, (8)
The form trA(B)T is a Hilbert–Schmidt type inner product on the space of real N × N matrices, hence
(8) amounts to orthogonality conditions in this space. Consequently, and in accordancewith our initial
definition the defect of U can be calculated as
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dim ({R : iR ◦ U = EU for some antihermitian E}) − (2N − 1)
= dim
((
span
({
A
(i,j)
U , S
(i,j)
U : 1  i < j  N
}))⊥) − (2N − 1) (9)
where ()⊥ is used to indicate the orthogonal complement of the spaceMU spanned by matrices A(i,j)U ,
S
(i,j)
U , i.e.
MU
def= span (MU) , (10)
where
MU
def=
{
A
(i,j)
U : 1  i < j  N
}
∪
{
S
(i,j)
U : 1  i < j  N
}
. (11)
The properties of orthogonal complements allow now for the following alternative definition of the
defect:
Definition 2.1. The defect of a unitary N × N matrix U is the number
d(U) = dim
(
(MU)
⊥)− (2N − 1)
= (N − 1)2 − dim (MU) . (12)
3. DecomposingMU into independent subspaces
Let us introduce vector indices into Kronecker product (3),
[U][i1...ir ],[j1...jr ]
def= Ui,j, (13)
where
i = (i1 − 1)
r∏
k=2
nk + (i2 − 1)
r∏
k=3
nk + · · · (ir−1 − 1)nr + ir (14)
j = (j1 − 1)
r∏
k=2
nk + (j2 − 1)
r∏
k=3
nk + · · · (jr−1 − 1)nr + jr (15)
and
[U][i1...ir ],[j1...jr ] =
[
U(1)
]
i1,j1
·
[
U(2)
]
i2,j2
· · ·
[
U(r)
]
ir ,jr
. (16)
In the following, if not stated otherwise, i, j will correspond to the vector indices [i1 . . . ir], [j1 . . . jr].
Let us try for a while to understand vector indices better. The relation between ordinary and vector
indices could be defined in a different, but completely equivalent way. For two distinct elements in
{1 . . . n1} × · · · × {1 . . . nr} let us introduce a relation ordering these objects lexicographically:
[i1 . . . ir] < [j1 . . . jr] ⇐⇒ i1 = j1, . . . , ip = jp, ip+1 < jp+1 for some p ∈ {1, . . . , r−1}.
(17)
Then the relation between ordinary indices and vector indices we choose to be the only bijection φ
from {1, . . . ,∏rl=1 nl} into {1 . . . n1}×· · ·×{1 . . . nr} (for whichwewriteφ(i) = [i1 . . . ir]), which
satisfies: i < j ⇒ φ(i) < φ(j). In other words, φ numbers the lexicographically ordered vector
indices.
Later in this article we talk about subrows and submatrices, built from elementary objects (entries
of a row for a subrow, rows or columns of a matrix for a submatrix) indexed by those i, whose kth
subindex ik is fixed at some value: i ∈ A = {i : ik = α}. Any i ∈ A is therefore determined by
an element of {1 . . . n1} × · · · × {1 . . . nk−1} × {1 . . . nk+1} × · · · × {1 . . . nr}, namely the reduced
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vector index [i1 . . . ik−1, ik+1 . . . ir] being a subvector of [i1 . . . ik−1, α, ik+1 . . . ir] corresponding to i.
We can introduce the relation < for the reduced vector indices, and then we note that:
[i1 . . . ik−1, ik+1 . . . ir] < [j1 . . . jk−1, jk+1 . . . jr]
⇐⇒ [i1 . . . ik−1, α, ik+1 . . . ir] < [j1 . . . jk−1, α, jk+1 . . . jr] . (18)
Ordering the reduced vector indices induces, again, their relationwith reduced ordinary indices i′, j′ ∈
{1, . . . ,∏rl=1,l =k nl} uniquely, that is it is the same as if we used appropriate versions of formulas
(14), (15).
Let us analyze, as an example, the case of a submatrix A′ of matrix A of size N × N, N = ∏rl=1 nl .
Let A′ be built from rows of A indexed by i ∈ A, with the order of rows preserved as is the habit when
taking submatrices. Because for i, j indexing rows of A used to build A′ and for i′, j′ corresponding to
reduced vector indices for i and j there holds:
i < j ⇐⇒ [i1 . . . ik−1, α, ik+1 . . . ir] < [j1 . . . jk−1, α, jk+1 . . . jr]
⇐⇒ [i1 . . . ik−1, ik+1 . . . ir] < [j1 . . . jk−1, jk+1 . . . jr]
⇐⇒ i′ < j′
where i′, j′ ∈ {1, . . . ,∏rl=1,l =k nl} (19)
it is justified to say that themth row of A forming A′ is them′th row of A′. Herem′ is obtained fromm in
the composition of relations:m −→ [m1 . . .mk−1, α,mk+1 . . .mr] −→ [m1 . . .mk−1,mk+1 . . .mr]−→ m′. Equivalently we could say that the [m1 . . .mk−1, α,mk+1 . . .mr]th row of matrix A is the
[m1 . . .mk−1,mk+1 . . .mr]th row of its submatrix A′.
Example 3.1. In this example we depict matrix U = U(1) ⊗ U(2) ⊗ U(3) in Fig. 1, where the sizes of
factors are n1 = 3, n2 = 2, n3 = 4. The black square marks the position of Ui,j for i, j = 15, 20 and
[i1, i2, i3] , [j1, j2, j3] = [2, 2, 3] , [3, 1, 4]. LetU′ be a submatrix of U formed by entries Uk,l such that
k2 = 2, l2 = 1. In Fig. 1 blocks forming U′ are marked with a thicker line. Then the marked element
U15,20 has position [i1, i3] , [j1, j3] = [2, 3] , [3, 4], that is i′, j′ = 7, 12 inside U′. For U′ vector
indexing identical with that for U(1) ⊗ U(3) is used, besides U′ = U(2)2,1 ·
(
U(1) ⊗ U(3)
)
.
Now we return to the main course of this paper. Further we assume that all Kronecker factors in
(3) are of size at least 2. The case of 1 × 1 factors will be discussed in the next section, following
Theorem 4.2.
Using the introduced vector indices, we will split set MU defined in (11) into disjoint subsets
(MU)(k1,k2,...,kp),(v1,v2,...,vp),
Definition 3.2
(MU)(k1,k2,...,kp),(v1,v2,...,vp)
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
A
(i,j)
U , S
(i,j)
U :
ik1 = jk1 = v1 ∈ {1 . . . nk1}
ik2 = jk2 = v2 ∈ {1 . . . nk2}
. . .
ikp = jkp = vp ∈ {1 . . . nkp}
and ik = jk for k ∈ {1 . . . r} \ {k1, k2, . . . , kp}
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
,
(20)
where we assume that 1  k1 < · · · < kp  r, 1  p  r − 1, and
(MU)(),() =
{
A
(i,j)
U , S
(i,j)
U : i1 = j1, i2 = j2, . . . , ir = jr
}
, (21)
where () means the empty sequence of indices.
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Fig. 1. A submatrix defined using vector indices.
The corresponding subspaces will be denoted according to the following.
Definition 3.3
(MU)(),()
def= span
(
(MU)(),()
)
(22)
(MU)(k1,...,kp),(v1,...,vp)
def= span
(
(MU)(k1,...,kp),(v1,...,vp)
)
. (23)
Example 3.4. Let U = U(1) ⊗ U(2) ⊗ U(3), with n1 = n2 = 3 and n3 = 2. The top square in Fig.
2 symbolizes the space (MU)(1),(2). The space contains matrices with potentially nonzero rows at
positions [i1, i2, i3] such that i1 = 2, which are marked by the light grey belt. (MU)(1),(2) is spanned
by the 12 elements sitting in (MU)(1),(2). Each pair A
(i,j)
U , S
(i,j)
U ∈ (MU)(1),(2) is represented by one
of the remaining 6 squares in Fig. 2. Dark grey areas in these indicate where the potentially nonzero
rows are located.
Note that in both of the above definitions the notation refers to the assumed Kronecker product
structure of U. Later we will meet U deprived of one or more of its Kronecker factors. Accordingly, the
resulting U′ will be assumed to be built from a fewer number of factors, and this will be reflected in
the notation used for subsets ofMU′ and subspaces ofMU′ .
Any vector inMU (see (10)) can be written as a linear combination of components each of which
belongs to one of the above defined subspaces, henceMU is the algebraic sum of all of them,
MU = (MU)(),() +
∑
k∈{1...r}
∑
v∈{1...nk}
(MU)(k),(v)
+ ∑
k1<k2∈{1...r}
∑
(v1,v2)∈{1...nk1 }×{1...nk2 }
(MU)(k1,k2),(v1,v2)
+ . . . + ∑
k1<···<kr−1∈{1...r}
∑
(v1,...,vr−1)∈{1...nk1 }×···×{1...nkr−1 }
(MU)(k1,...,kr−1),(v1,...,vr−1) (24)
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Fig. 2.
(
MU
)
(1),(2) spanned by the elements of (MU)(1),(2) .
Example 3.5. LetU = U(1)⊗U(2)⊗U(3) with n1 = 3, n2 = n3 = 2. In Fig. 3we depict the subspaces
(MU)(k1,...),(v1,...) formingMU in a (direct, to be shown later) sum. The subspaces are represented by
squares according to the convention adopted in Fig. 2. The squares represent consecutive components
in the sum:
MU = (MU)(),() + (MU)(1),(1) + (MU)(1),(2) + (MU)(1),(3) + (MU)(2),(1)
+ (MU)(2),(2) + (MU)(3),(1) + (MU)(3),(2) + (MU)(1,2),(1,1) + (MU)(1,2),(1,2)
+ (MU)(1,2),(2,1) + (MU)(1,2),(2,2) + (MU)(1,2),(3,1) + (MU)(1,2),(3,2) + (MU)(1,3),(1,1)
+ (MU)(1,3),(1,2) + (MU)(1,3),(2,1) + (MU)(1,3),(2,2) + (MU)(1,3),(3,1) + (MU)(1,3),(3,2)
+ (MU)(2,3),(1,1) + (MU)(2,3),(1,2) + (MU)(2,3),(2,1) + (MU)(2,3),(2,2) . (25)
Our aim is to show that (24) is in fact a direct sum, which will allow to estimate its dimension. In
the meantime a little preparation is needed.
Using notation similar to that of MATLAB, let, with y at the lth position,
[X][i1,...,ir ],[:,...,:,y,:,...,:] =
[
[X][i1,...,ir ],[1,...,1,y,1,...,1,1],
[X][i1,...,ir ],[1,...,1,y,1,...,1,2], . . . , [X][i1,...,ir ],[n1,...,nl−1,y,nl+1,...,nr−1,nr]
]
(26)
be a subrow of the [i1, . . . , ir]th row of matrix X of the size identical with the size of the Kronecker
product (3). The subrow is composed of entries of [j1, . . . , jr]th columns for which jl = y. The hori-
zontal order of entries is preserved.
Lemma 3.6. Let [i1, . . . , ir], [j1, . . . , jr] be vector indices of the Kronecker product (3) corresponding to
ordinary indices i,j.
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Fig. 3.MU as an algebraic sum of subspaces
(
MU
)
(k1,...,kp),(v1,...,vp) .
(a) If ik = jk then any [b1, . . . , br]th row of A(i,j)U , S(i,j)U satisfies:
nk∑
ck=1
[
A
(i,j)
U
]
[b1,...,br ],[:,...,:,ck,:,...,:] = 0 (27)
nk∑
ck=1
[
S
(i,j)
U
]
[b1,...,br ],[:,...,:,ck,:,...,:] = 0 (28)
where ck is at the kth position.
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(b) If ik = jk then
nk∑
ck=1
[
A
(i,j)
U
]
[b1,...,br ],[:,...,:,ck,:,...,:] =
[
A
(i′,j′)
U′
]
[b1,...,bk−1,bk+1,...,br],:
(29)
nk∑
ck=1
[
S
(i,j)
U
]
[b1,...,br ],[:,...,:,ck,:,...,:] =
[
S
(i′,j′)
U′
]
[b1,...,bk−1,bk+1,...,br],:
(30)
for any [b1, . . . , br]th row such that bk = ik = jk, ck as above. On the right hand sides of (29) and (30)
stand [b1, . . . , bk−1, bk+1, . . . , br]th rows of matrices A(i
′,j′)
U′ , S
(i′,j′)
U′ constructed from the Kronecker
product (3) deprived of its kth factor:
U′ = U(1) ⊗ · · · ⊗ U(k−1) ⊗ U(k+1) ⊗ · · · ⊗ U(r). (31)
Ordinary indices i′, j′ correspond to the accordingly reduced vector indices
[i1, . . . , ik−1, ik+1, . . . , ir], [j1, . . . , jk−1, jk+1, . . . , jr].
Proof. (a) is of course true for any row of A
(i,j)
U , S
(i,j)
U indexed by a number different from i, j, which
is in fact a zero row. As the ith and jth rows of A
(i,j)
U , S
(i,j)
U are of opposite signs, we show (a) only for
the ith row. We do it by proving that every element of the left hand side of (27) and (28) is equal to 0.
Indeed forM
(i,j)
U defined in (7) we have
nk∑
ck=1
[
M
(i,j)
U
]
[i1,...,ir ],[c1,...,cr ]
=
nk∑
ck=1
(
[U][i1,...,ir ],[c1,...,cr ] · [U][j1,...,jr ],[c1,...,cr ]
)
=
nk∑
ck=1
([
U(1)
]
i1,c1
· . . . ·
[
U(r)
]
ir ,cr
)
·
([
U(1)
]
j1,c1
· . . . ·
[
U(r)
]
jr ,cr
)
=
([
U(k)
]
ik,1
[
U(k)
]
jk,1
+ . . . +
[
U(k)
]
ik,nk
[
U(k)
]
jk,nk
)
·
r∏
l=1, l =k
([
U(l)
]
il,cl
[
U(l)
]
jl,cl
)
= 0 + 0i, (32)
so its real and imaginary parts satisfy (27) and (28), respectively.
Now part (b). If [b1, . . . , br] satisfying bk = ik = jk is different from [i1, . . . , ir], [j1, . . . , jr],
then the ordinary index b′ corresponding to the reduced vector index [b1, . . . , bk−1, bk+1, . . . , br] is
different from i′, j′. In this situation both sides of (29), (30) are zero rows.
Next we consider the ith row, [b1, . . . , br] = [i1, . . . , ir]. Again, we investigate the sums (29) and
(30) entrywise. As above, we have:
nk∑
ck=1
[
M
(i,j)
U
]
[i1,...,ir ],[c1,...,cr ]
=
(∣∣∣∣[U(k)]ik,1
∣∣∣∣2 + . . . +
∣∣∣∣[U(k)]ik,nk
∣∣∣∣2
)
·
r∏
l=1, l =k
([
U(l)
]
il,cl
[
U(l)
]
jl,cl
)
=
⎛
⎝ r∏
l=1, l =k
[
U(l)
]
il,cl
⎞
⎠ ·
⎛
⎝ r∏
l=1, l =k
[
U(l)
]
jl,cl
⎞
⎠
=
[
U′
]
[i1,...,ik−1,ik+1,...,ir],[c1,...,ck−1,ck+1,...,cr]
· [U′][j1,...,jk−1,jk+1,...,jr],[c1,...,ck−1,ck+1,...,cr]
=
[
M
(i′,j′)
U′
]
i′,c′
, (33)
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where the ordinary indices i′, j′, c′ correspond to the vectors indices [i1, . . . , ik−1, ik+1, . . . , ir],
[j1, . . . , jk−1, jk+1, . . . , jr], [c1, . . . , ck−1, ck+1, . . . , cr], respectively. Now, by taking the real and
imaginary part we get equalities (29) and (30). Calculations for the jth row are completely analogous
with the sign changed. 
The properties stated in the above lemma extend to linear combinations of matrices A
(i,j)
U , S
(i,j)
U .
Lemma 3.7. Let B ∈ (MU)(k1,...,kp),(v1,...,vp). Then:
(a) For any ks ∈ {k1, . . . , kp}, any cks ∈ {1 . . . nks}, and any [b1, . . . , br]th row in B:
[B][b1,...,br ],[:,...,:,cks ,:,...,:] =
∣∣∣∣[U(ks)]vs,cks
∣∣∣∣2 ·
nks∑
dks=1
[B][b1,...,br ],[:,...,:,dks ,:,...,:], (34)
where cks , dks both at ksth position designate subrows of row [B][b1,...,br ],:.
In other words: the cks th subrow is a multiple of the sum of all subrows designated by all the values of
the ksth subindex.
(b) For any k′ /∈ {k1 . . . kp} and any bth row in B:
nk′∑
ck′=1
[B]b,[:,...,:,ck′ ,:,...,:] = 0 where ck′ is at k′th position. (35)
Proof. The part (a) of the lemma is of course true for all rows indexed by [b1, . . . , br] such that
bk1 = v1 or bk2 = v2 or . . . or bkp = vp, since these are zero rows coming from zero rows in A(i,j)U , S(i,j)U
spanning (MU)(k1,...,kp),(v1,...,vp).
Let us thus consider the [b1, . . . , br]th row of B with bk1 = v1, bk2 = v2, . . . , bkp = vp. Since
B ∈ (MU)(k1,...,kp),(v1,...,vp) for the [b1, . . . , br]th row we have,
[B][b1,...,br ],: =
∑
A
(i,j)
U ∈(MU)(k1,...,kp),(v1,...,vp)
α(i,j)
[
A
(i,j)
U
]
[b1,...,br ],:
+ ∑
S
(i,j)
U ∈(MU)(k1,...,kp),(v1,...,vp)
σ (i,j)
[
S
(i,j)
U
]
[b1,...,br ],:, (36)
and analogously for the cks th subrow designated by the value of the ksth index, where we omit the
ranges for α(i,j) and σ (i,j):
[B][b1,...,br ],[:,...,:,cks ,:,...,:]
= ∑
......
α(i,j)
[
A
(i,j)
U
]
[b1,...,br ],[:,...,:,cks ,:,...,:]
+∑
......
σ (i,j)
[
S
(i,j)
U
]
[b1,...,br ],[:,...,:,cks ,:,...,:]
. (37)
Hence, on the one hand:
nks∑
dks=1
[B][b1,...,br ],[:,...,:,dks ,:,...,:]
= ∑
......
α(i,j)
nks∑
dks=1
[
A
(i,j)
U
]
[b1,...,br ],[:,...,:,dks ,:,...,:]
+∑
......
σ (i,j)
nks∑
dks=1
[
S
(i,j)
U
]
[b1,...,br ],[:,...,:,dks ,:,...,:]
= ∑
......
α(i,j)
[
A
(i′,j′)
U′
]
[b1,...,bks−1,bks+1,...,br],:
+∑
......
σ (i,j)
[
S
(i′,j′)
U′
]
[b1,...,bks−1,bks+1,...,br],:
(38)
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where we used Lemma 3.6 (b), which can be employed since the indices i,j in the sums satisfy
ik1 = jk1 = v1, . . . , ikp = jkp = vp, and in particular iks = jks , as well as bks = vs = iks = jks .
As previously, the ordinary indices i′, j′ correspond to vector indices
[
i1, . . . , iks−1, iks+1, . . . , ir
]
,[
j1, . . . , jks−1, jks+1, . . . , jr
]
and designate nonzero rows in matrices A
(i′,j′)
U′ , S
(i′,j′)
U′ constructed from
the reduced Kronecker product U(1) ⊗ . . . ⊗ U(ks−1) ⊗ U(ks+1) ⊗ . . . ⊗ U(r).
On the other hand the expression (37) translates into
[B][b1,...,br ],[:,...,:,cks ,:,...,:]
= ∑
......
α(i,j)
∣∣∣∣[U(ks)]vs,cks
∣∣∣∣2
[
A
(i′,j′)
U′
]
[b1,...,bks−1,bks+1,...,br],:
+ ∑
......
σ (i,j)
∣∣∣∣[U(ks)]vs,cks
∣∣∣∣2
[
S
(i′,j′)
U′
]
[b1,...,bks−1,bks+1,...,br],:
, (39)
with U′, i′, j′ described above. Combining (38) and (39) we obtain (a).
To prove the part (b) we use again (36) and rewrite it for the subrows corresponding to k′ /∈
{k1 . . . kp}:
[B][b1,...,br ],[:,...,:,ck′ ,:,...,:]
= ∑
......
α(i,j)
[
A
(i,j)
U
]
[b1,...,br ],[:,...,:,ck′ ,:,...,:]
+∑
......
σ (i,j)
[
S
(i,j)
U
]
[b1,...,br ],[:,...,:,ck′ ,:,...,:]
. (40)
Here i, j are such that ik′ = jk′ . We may thus use Lemma 3.6 (a) to find that summation of subrows
(40) produces a zero vector:
nk′∑
ck′=1
[B][b1,...,br ],[:,...,:,ck′ ,:,...,:]
= ∑
......
α(i,j)
nk′∑
ck′=1
[
A
(i,j)
U
]
[b1,...,br ],[:,...,:,ck′ ,:,...,:]
+∑
......
σ (i,j)
nk′∑
ck′=1
[
S
(i,j)
U
]
[b1,...,br ],[:,...,:,ck′ ,:,...,:]
= ∑
......
α(i,j) · 0 +∑
......
σ (i,j) · 0 = 0.  (41)
Example 3.8. We discuss Lemma 3.7 (a). Let U = U(1) ⊗ U(2) ⊗ U(3), with n1 = 3, n2 = n3 = 2.
Consider (MU)(1),(2) and B belonging to it, on the left of Fig. 4. Thus {k1, . . . , kp} = {1}, so let
ks ∈ {k1, . . . , kp} of Lemma 3.7 (a) be equal to 1 (s = 1). Let cks = c1 = 3. Subrow Bb,[3,:,:], where
b = 5, is depicted as black, the remaining Bb,[d1,:,:] for d1 = 1, 2 as grey of two shades.
Subrow Bb,[3,:,:] is equal to
∣∣∣U(1)2,3
∣∣∣2 · (Bb,[1,:,:] + Bb,[2,:,:] + Bb,[3,:,:]), where 2, 3 at U(1) is the vs, cks
pair. 2 designates thepotentially nonzero region ofB (light grey, including the bth row), 3 is theposition
of Bb,[3,:,:].
The reason for this property lies in the structure of A
(i,j)
U , S
(i,j)
U spanning B. Let one such, say A
(i,j)
U ,
be depicted on the right of Fig. 4. The three consecutive blocks forming the central belt of A
(i,j)
U are
copies of A
(i′,j′)
U′ multiplied by (from left to right) μ1 =
∣∣∣U(1)2,1
∣∣∣2, μ2 = ∣∣∣U(1)2,2
∣∣∣2, μ3 = ∣∣∣U(1)2,3
∣∣∣2, which
are considered in the proof of the next lemma. Since μ1 + μ2 + μ3 = 1, the rightmost block is the
sum of all the blocks multiplied by μ3. In other words, the three blocks add up to A
(i′,j′)
U′ , which is also
expressed by Lemma 3.6 (b) applied to this A
(i,j)
U .
Here A
(i′,j′)
U′ is constructed for U
′ = U(2) ⊗ U(3), and while i, j = 5, 8 correspond to the vector
indices [2, 1, 1] , [2, 2, 2], i′, j′ = 1, 4 correspond to the reduced vector indices [1, 1] , [2, 2].
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Fig. 4. Lemma 3.7 (a): the sum of subrows in B ∈ (MU )(1),(2) is proportional to any of the added subrows.
Fig. 5. Lemma 3.7 (b): the sum of subrows in B ∈ (MU )(1),(2) is equal to a zero row.
Example 3.9. We illustrate Lemma 3.7 (b). Let U be as in Example 3.8 above. We again consider
B ∈ (MU)(1),(2) and its bth row for b = 5, lying within the potentially nonzero belt of B (light grey),
on the left of Fig. 5. Let k′ = 2 /∈ {k1, . . . , kp} = {1}, therefore the subrows of interest will
be designated by the 2-nd subindex. Subrow Bb,[:,1,:] is composed of black parts, subrow Bb,[:,2,:] is
composed of dark grey parts. Both these subrows add up to a zero row, Bb,[:,1,:] + Bb,[:,2,:] = 0. The
reason behind this property lies in the structure of the A
(i,j)
U (or S
(i,j)
U ) spanning B.
Let one such A
(i,j)
U , for i, j = 5, 8 as in the previous example, be depicted on the right of Fig. 5.
As it was pointed out earlier, the central belt of A
(i,j)
U can be split into three copies of A
(i′,j′)
U′ (where
U′ = U(2) ⊗ U(3) and i′, j′ = 1, 4) multiplied by nonnegative numbers. In A(i′,j′)
U′ the black and the
darkgrey subrowof apotentiallynonzero rowaddup toazero row,
[
A
(i′,j′)
U′
]
b′,[1,:]
+
[
A
(i′,j′)
U′
]
b′,[2,:]
= 0,
where b′ = 1 or b′ = 4, corresponding to vector indices [1, 1] and [2, 2]. This property is implied
by Lemma 3.6 (a), applied to A
(i′,j′)
U′ , which states in this case that the subrows of any row of A
(i′,j′)
U′
designated by all the possible values of the 1st column subindex add up to a zero row since i′, j′ are
such that i′1 = j′1, as
[
i′1, i′2
] = [1, 1], [j′1, j′2] = [2, 2].
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Note also that
[
i′1, i′2
]
, corresponding to i′ = 1, results from reducing [2, 1, 1], corresponding to
b = 5.
Related is the following result which we will also need to prove the theorem on a direct sum that
comes next.
Lemma 3.10. Let
(
M˜U
)
k,v
be the space spanned by matrices A
(i,j)
U , S
(i,j)
U such that ik = jk = v,
where v ∈ {1 . . . nk}. There exists an isomorphism mapping
(
M˜U
)
k,v
onto MU′ , where U′ = U(1) ⊗
· · ·⊗U(k−1)⊗U(k+1)⊗· · ·⊗U(r). It canbe chosen in suchaway that any subspace (MU)(k1,...,kp),(v1,...,vp)
of
(
M˜U
)
k,v
with kq = k and vq = v for some q ∈ {1 . . . p}, is mapped onto the subspace
(MU′)(k′1,...,k′p−1),(v1,...,vq−1,vq+1,...vp) of MU′ , where k
′
1, . . . , k
′
p−1 are positions of k1, . . . , kq−1,
kq+1, . . . , kp in the sequence (1, 2, . . . , k − 1, k + 1, . . . , r). (Note that k′g indicate positions of fac-
tors U(k1), . . . ,U(kq−1), U(kq+1), . . . ,U(kp) in the product U′.) In particular the chosen isomorphism maps
(MU)(k),(v) onto (MU′)(),().
Proof. We will show that matrices A
(i,j)
U , S
(i,j)
U spanning
(
M˜U
)
k,v
remain in a simple relation with
matrices A
(i′,j′)
U′ , S
(i′,j′)
U′ . Here i
′, j′ correspond to vector indices [i1, . . . , ik−1, ik+1, . . . , ir],
[j1, . . . , jk−1, jk+1, . . . , jr] of the reduced Kronecker product U′ (31), i.e. are given by the appropriate
versions of (14) and (15).
Wewill bemore precise about the abovementioned relation later, but at first let us state it without
too many details. Any A
(i,j)
U spanning
(
M˜U
)
k,v
contains, as its only nonzero and disjoint submatrices,
nk copies of the corresponding A
(i′,j′)
U′ , where each copy is multiplied by one of nk multipliers. Column
positions of the copies do not depend on i, j. The multipliers, of which at least one is nonzero, depend
only on the column positions of the copies they act on. The same applies to S
(i,j)
U and S
(i′,j′)
U′ , with the
pattern of submatrices and values of the multipliers identical with that for A
(i,j)
U and A
(i′,j′)
U′ .
For a more detailed explanation let us consider the ith row of A
(i,j)
U . The
[d1, . . . , dk−1, dk+1, . . . , dr]th element of the dkth subrow of it, dk ∈ {1 . . . nk}, reads:[
A
(i,j)
U
]
i,[d1,...,dk,...,dr ]
= Re
([
M
(i,j)
U
]
i,[d1,...,dk,...,dr ]
)
= Re
(
[U]i,[d1,...,dk,...,dr ] ·
[
U
]
j,[d1,...,dk,...,dr ]
)
, (42)
which is equal to
Re
([
U(1)
]
i1,d1
[
U(1)
]
j1,d1
· . . . ·
[
U(k)
]
ik,dk
[
U(k)
]
jk,dk
· . . . ·
[
U(r)
]
ir ,dr
[
U(r)
]
jr ,dr
)
, (43)
where
[
U(k)
]
ik,dk
[
U(k)
]
jk,dk
can also be written as
[
U(k)
]
v,dk
[
U(k)
]
v,dk
=
∣∣∣∣[U(k)]v,dk
∣∣∣∣2. As a result we
get
∣∣∣∣[U(k)]v,dk
∣∣∣∣2 · Re
⎛
⎝ ∏
s∈{1...r}\k
[
U(s)
]
is,ds
[
U(s)
]
js,ds
⎞
⎠
=
∣∣∣∣[U(k)]v,dk
∣∣∣∣2 · Re
([
U′
]
[i1,...,ik−1,ik+1,...,ir],[d1,...,dk−1,dk+1,...,dr]
·
[
U′
]
[j1,...,jk−1,jk+1,...,jr],[d1,...,dk−1,dk+1,...,dr]
)
W. Tadej / Linear Algebra and its Applications 436 (2012) 1924–1959 1937
=
∣∣∣∣[U(k)]v,dk
∣∣∣∣2 · Re
([
M
(i′,j′)
U′
]
i′,[d1,...,dk−1,dk+1,...,dr]
)
=
∣∣∣∣[U(k)]v,dk
∣∣∣∣2 ·
[
A
(i′,j′)
U′
]
i′,[d1,...,dk−1,dk+1,...,dr]
. (44)
The equality of the far left hand side of (42) and the far right hand side of (44) is an entry by entry
equality between two rows. Now, if we change the sign of Re in the expressions in (42), (43) and (44)
we will obtain a relation between the dkth subrow of the jth row in A
(i,j)
U and the j
′th row of A(i
′,j′)
U′ . If
we used Im instead of Re, we would get a relation between the dkth subrow of the ith or jth row of
S
(i,j)
U and, correspondingly, the i
′th or j′th row of S(i
′,j′)
U′ . This is summarized below:[
A
(i,j)
U
]
i,[:,...,:,dk,:,...,:] = μk ·
[
A
(i′,j′)
U′
]
i′,:
,
[
A
(i,j)
U
]
j,[:,...,:,dk,:,...,:] = μk ·
[
A
(i′,j′)
U′
]
j′,:
,
[
S
(i,j)
U
]
i,[:,...,:,dk,:,...,:] = μk ·
[
S
(i′,j′)
U′
]
i′,:
,
[
S
(i,j)
U
]
j,[:,...,:,dk,:,...,:] = μk ·
[
S
(i′,j′)
U′
]
j′,:
, (45)
where μk =
∣∣∣∣[U(k)]v,dk
∣∣∣∣2. One of the nk numbers μk is nonzero since U(k) is unitary.
Now let us use [X][:,...,:,bk,:,...,:],[:,...,:,ck,:,...,:] to denote a submatrix of X built of those xth rows and
yth columns of X for which xk = bk and yk = ck . As a consequence of relations (45) we see that A(i,j)U ,
S
(i,j)
U spanning
(
M˜U
)
k,v
are all zero matrices except for their submatrices:
[
A
(i,j)
U
]
[:,...,:,v,:,...,:],[:,...,:,ck,:,...,:] = μk · A
(i′,j′)
U′ ck ∈ {1, . . . , nk}, (46)[
S
(i,j)
U
]
[:,...,:,v,:,...,:],[:,...,:,ck,:,...,:] = μk · S
(i′,j′)
U′ ck ∈ {1, . . . , nk}, (47)
whereμk =
∣∣∣∣[U(k)]v,ck
∣∣∣∣2 (where v is at kth position), with one ofμk being nonzero. Analogous equal-
ities we could write for linear combinations on both sides. ((46) and (47) can be checked entrywise,
in which one uses that the [b1, . . . , bk−1, bk+1, . . . , br] , [c1, . . . , ck−1, ck+1, . . . , cr]th element of
[X][:,...,:,bk,:,...,:],[:,...,:,ck,:,...,:] is equal to [X][b1,...,br ],[c1,...,cr ]. Here of course we identify, for example,
[b1, . . . , bk−1, bk+1, . . . , br] with ordinary index b′. See also the comment that follows the introduc-
tion of vector indices.)
Since all μk add up to 1 , i.e. the norm of the vth row of U
(k), we can choose an isomorphism 
between
(
M˜U
)
k,v
andMU′ to be defined as (again assuming that v stands at kth position):

(
X ∈
(
M˜U
)
k,v
)
=
nk∑
ck=1
[X][:,...,:,v,:,...,:],[:,...,:,ck,:,...,:] (48)
so that

(
A
(i,j)
U
)
= A(i′,j′)
U′ ,

(
S
(i,j)
U
)
= S(i′,j′)
U′ . (49)
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Consider now (MU)(k1,...,kp),(v1,...,vp) ⊂
(
M˜U
)
k,v
with kq = k and vq = v for some q ∈ {1, . . . , p}.
Matrices A
(i,j)
U , S
(i,j)
U spanning this space are indexed by i, j for which ik1 = jk1 = v1, . . . , ikq = jkq =
v, . . . , ikp = jkp = vp, and finally il = jl for l /∈ {k1, . . . , kp}. Note that according to (49) the isomor-
phism  maps these matrices into all matrices spanning (MU′)(k′1,...,k′p−1),(v1,...,vq−1,vq+1,...,vp), where
k′1, . . . , k′p−1 are defined in the lemma. This is because if we take any pair i, j designating A
(i,j)
U , S
(i,j)
U
spanning (MU)(k1,...,kp),(v1,...,vp), in the reduced vector index [i1, . . . , ik−1, ik+1, . . . , ir] at positions
k′1, . . . , k′p−1 we have subindices ik1 , . . . , ikq−1 , ikq+1 , . . . ikp that are equal in pairs with subindices
jk1 , . . . , jkq−1 , jkq+1 , . . . jkp at the same positions in the vector index [j1, . . . , jk−1, jk+1, . . . , jr]. Their
values are v1, . . . , vq−1, vq+1, . . . , vp, respectively. The only other pair of equal subindices, namely
ikq = jkq = v, is absent from the reduced vector indices corresponding to i′, j′. At other positions we
get any possible pair of different values as we take any pair i, j allowed here, that is indexing A
(i,j)
U , S
(i,j)
U
spanning (MU)(k1,...,kp),(v1,...,vp). 
Example 3.11. Consider U = U(1) ⊗ U(2) ⊗ U(3) ⊗ U(4), with n1, n2, n3 taking values 3, 3, 2,
respectively, and (MU)(1,2,3),(3,2,1) symbolized by the largest square in Fig. 6. Here {k1, . . . , kp} =
{k1, k2, k3} = {1, 2, 3}. Let k, designating U(k) to be thrown out, be equal to k1 = 1. The positions
of the remaining k2 = 2, k3 = 3 in sequence (2, 3, 4) (sequence of positions (1, 2, 3, 4) deprived of
k) are 1, 2, respectively. Hence (MU)(1,2,3),(3,2,1) is isomorphic to (MU′)(1,2),(2,1) symbolized by the
second largest square in Fig. 6, where U′ = U(2) ⊗ U(3) ⊗ U(4).
Next, considering (MU′)(1,2),(2,1), we have to change the notation. Now {k1, . . . , kp} = {k1, k2} =
{1, 2}. Let again k = k1 = 1, the position of the factor U(2) (in product U′) to be thrown out. The
position of the remaining k2 = 2 in (2, 3) (sequence of positions (1, 2, 3) deprived of k) is 1, so
Fig. 6. Isomorphic spaces
(
MU
)
(1,2,3),(3,2,1) ,
(
MU′
)
(1,2),(2,1) ,
(
MU′′
)
(1),(1) ,
(
MU(4)
)
(),() .
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(MU′)(1,2),(2,1) is isomorphic to (MU′′)(1),(1) symbolized by the third largest square in the figure. Here
U′′ = U(3) ⊗ U(4).
Finally, (MU′′)(1),(1) is isomorphic to
(
MU(4)
)
(),(), represented by the smallest square in the figure.
The sizes of matrices contained in the spaces (MU)(1,2,3),(3,2,1), (MU′)(1,2),(2,1), (MU′′)(1),(1),(
MU(4)
)
(),() are, respectively, n1n2n3n4, n2n3n4, n3n4 and n4.
Our most important result in this section is the following.
Theorem 3.12. The algebraic sum of subspaces in (24) is a direct sum.
Proof. We will prove the following statement equivalent to the above theorem.
Let X(),() ∈ (MU)(),(), X(k1,...,kp),(v1,...,vp) ∈ (MU)(k1,...,kp),(v1,...,vp) for all possible choices of
(k1, . . . , kp) and (v1, . . . , vp) be matrices whose sum is equal to a zero matrix. Then all these ma-
trices (we will call them X-matrices) are zero matrices.
The proof will be by induction with respect to r, the number of factors in Kronecker product (3).
If we have only one factor, U = U(1), then (MU)(),() = MU is a direct sum of one component, namely
(MU)(),().
Assume now that the theorem is true for any (r − 1) factor Kronecker product (3). In particular
that what we stated above as equivalent to our theorem is true for such a product.
Let our X-matrices add up to a zero matrix and let one of the summands, X(k1,...,kp),(v1,...,vp) be
nonzero. Let −X(k1,...,kp),(v1,...,vp) be simply denoted by X . Thus X is the sum of the remaining X-
matrices.We also need to introduce k′1 < k′2 < · · · < k′r−p such that {k1, . . . , kp}∪{k′1, . . . , k′r−p} ={1, . . . , r}.
The remaining X-matrices, forming X in a sum, can be split into two groups:
• Into one group we put these belonging to subspaces (MU)(l1,...,lq),(w1,...,wq) such that k′1 /∈{l1, . . . , lq}. (An X-matrix belonging to (MU)(),() is in this group, if {k1, . . . , kp} is nonempty.
The other situation we consider at the end of the proof.) Thanks to that choice we can apply
Lemma 3.7 (b) to all of them, as well as to their sum, which will be denoted by Y :
n
k′1∑
c
k′1=1
[Y]
b,
[
:,...,:,c
k′1 ,:,...,:
] = 0 for any bth row. (50)
• Into the second group we put all the X-matrices which belong to (MU)(l1,...,lq),(w1,...,wq) such
that k′1 ∈ {l1, . . . , lq}, that is ls = k′1 for some s ∈ {1, . . . , q}, and then ws = v ∈ {1, . . . , nk′1}.
The group can further be split into subgroups corresponding to different values of v. When
we add all the matrices in the whole group to form their sum Z , the bth rows of Z , where the
corresponding [b1, . . . , br] satisfy bk′1 = v, are sums of the bth rows of matrices belonging only
to the subgroup associated with value v. Matrices from other subgroups have at these positions
zero rows.
We can apply Lemma 3.7 (a) to each matrix in a subgroup, as well as to their sum Zv:
[Zv]
b,
[
:,...,:,c
k′1 ,:,...,:
] =
∣∣∣∣∣
[
U(k
′
1)
]
v,c
k′1
∣∣∣∣∣
2
·
n
k′1∑
d
k′1=1
[Zv]
b,
[
:,...,:,d
k′1 ,:,...,:
]. (51)
Since, as we have just said, matrices forming Zv in a sum are responsible for formation of only
those bth rows for which bk′1 = v, we can write for the sum Z of all Zv :
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[Z][
b1,...,bk′1 ,...,br
]
,
[
:,...,:,c
k′1 ,:,...,:
]
=
∣∣∣∣∣
[
U(k
′
1)
]
b
k′1 ,ck′1
∣∣∣∣∣
2
·
n
k′1∑
d
k′1=1
[Z][
b1,...,bk′1 ,...,br
]
,
[
:,...,:,d
k′1 ,:,...,:
]. (52)
At this moment recall that, using our symbols, X = Y + Z. Also note that if one had to, one would
classify X as belonging to the first group since X ∈ (MU)(k1,...,kp),(v1,...,vp) and k′1 /∈ {k1, . . . , kp}. So X
satisfies (50) with Y replaced by X and analogous property holds for Z through the linear combination
Z = X − Y . The last statement implies that the sums on the left hand side of (52) are zero rows, which
in effect gives Z = 0. Further, let us return to component Zv of Z. As Z is a zero matrix and Zv have
nonzero rows in disjoint regions, all Zv must be zero matrices.
Recall that Zv are formed by X-matrices belonging to all possible (MU)(l1,...,lq),(w1,...,wq) being
subspaces of the larger space
(
M˜U
)
k′1,v
introduced in Lemma3.10 and spanned byA
(i,j)
U , S
(i,j)
U with ik′1 =
jk′1 = v. Lemma3.10 tell us that this larger space is isomorphic toMU′ whereU′ = U(1)⊗· · ·⊗U(k
′
1−1)⊗
U(k
′
1+1) ⊗ U(r). We denote this isomorphism by  , that is 
((
M˜U
)
k′1,v
)
= MU′ . In accordance
with Lemma 3.10 we choose isomorphism  such that it maps any space (MU)(l1,...,lq),(w1,...,wq)
under consideration onto space (MU′)(l′1,...,l′q−1),(w1,...,ws−1,ws+1,...,wq) where, as above, ls = k
′
1, ws =
v, s ∈ {1, . . . , q}, and where l′1, . . . , l′q−1 are positions of l1, . . . , ls−1, ls+1, . . . , lq in the sequence
(1, 2, . . . , k′1−1, k′1+1, . . . , r). In particular, (MU)(ls),(ws) = (MU)(k′1),(v) ismapped onto (MU′)(),().
The images under  of X-matrices forming Zv are contained in the above mentioned image spaces
(MU′)(l′1,...,l′q−1),(w1,...,ws−1,ws+1,...,wq), which in turn are contained inMU′ . The images add up to a zero
matrix since the very X-matrices forming Zv add up to a zero matrix.
On the other hand, and this is our induction assumption, MU′ is a direct sum of
(MU′)(l′1,...,l′q−1),(w1,...,ws−1,ws+1,...,wq), forwe have all possible parameterizing pairs of sequences com-
ing fromall possible pairs (l1, . . . , lq), (w1, . . . ,wq) such that ls = k′1,ws = v for some s ∈ {1, . . . , q}.
(According to Definition 3.2, sequences (l1, . . . , lq) aswell as (l
′
1, . . . , l
′
q−1) are ordered. Let sequences
(l′1, . . . , l′q−1) and (w1, . . . ,ws−1,ws+1, . . . ,wq) be given, with entries in
appropriate ranges. Here s is defined to be such that l′1 < · · · < l′s−1 < k′1. Then for (l1, . . . , lq) =
(l′1, . . . , l′s−1, k′1, l′s + 1, . . . , l′q−1 + 1) and (w1, . . . ,ws−1, v,ws+1, . . . ,wq) space
(MU)(l1,...,lq),(w1,...,wq) is mapped onto (MU′)
(
l′1,...,l′q−1
)
,(w1,...,ws−1,ws+1,...,wq).)
Thus all the images of X-matrices forming Zv are zeromatrices and the samemust hold for the very
X matrices. As v is taken to be an arbitrary element from the set {1, . . . , nk′1}, all matrices forming Z ,
that is belonging to the second group, are zero matrices. So X is formed only bymatrices from the first
group.
Analogous reasoning can be repeated with k′2, . . . , k′r−p instead of k′1. As a result we obtain that
X is formed only by X-matrices belonging to (MU)(l1,...,lq),(w1,...,wq) such that k
′
1, . . . , k
′
r−p do not
belong to {l1, . . . , lq} or, in other words, by X-matrices belonging to (MU)(kg1 ,...,kgt ),(w1,...,wt), where{kg1 , . . . , kgt } ⊂ {k1, . . . , kp}.
If one of these , call it X′, is nonzero and belongs to (MU)(kg1 ,...,kgt ),(w1,...,wt) with t < p, that
is {kg1 , . . . , kgt } = {k1, . . . , kp}, it can be expressed with the use of the remaining ones and X .
We can repeat the whole reasoning with X′ playing the role of X and k′1 being replaced by some
k′ ∈ {1, . . . , r} \ {kg1 , . . . , kgt } and simultaneously k′ ∈ {k1, . . . , kp}. We then classify summand X
as belonging to the second group ofmatrices, since X ∈ (MU)(k1,...,kp),(v1,...,vp) and k′ ∈ {k1, . . . , kp}.
We show as above that this second group of matrices consists of zero matrices which contradicts our
assumption that X = 0.
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Note that at this stage (MU)(),() could appear as (MU)(kg1 ,...,kgt ),(w1,...,wt)
. The short version of our
reasoning for X (the role of X′ at this stage) belonging to (MU)(),() is provided at the end of the proof.
Also, precise repetition of our reasoning is always possible because no components inmatrix sums are
missing – even if we write that a matrix is formed only by some other matrices this means that the
remaining ones are there as zero matrices.
Having X ∈ (MU)(k1,...,kp),(v1,...,vp) on the left, on the right we can only have nonzero components
belonging to (MU)(k1,...,kp),(w1,...,wp) with (w1, . . . ,wp) = (v1, . . . , vp). Obviously (w1, . . . ,wp) are
also distinct, since any component (MU)(k1,...,kp),(w1,...,wp) inwhatwe aim to prove to be a direct sum,
occurs only once. Collecting both sides together we get that the sum of X-matrices (−X is one of them)
belonging to (MU)(k1,...,kp),(w1,...,wp), for sequence (k1, . . . , kp) fixed by the choice of X and for all
possible sequences of values (w1, . . . ,wp), is a zeromatrix. Since regions where these last candidates
for nonzero X-matrices have nonzero rows do not overlap, also they must be zero matrices. This is
exactly what we wanted to prove, hence (24) is indeed a direct sum.
Now, as promised twice in this proof, we consider the case of X ∈ (MU)(),(), that is the case of{k1, . . . kp} being empty. Splitting the remaining summands into two groups, as previously, for any
k′ ∈ {k′1, . . . , k′r} = {1, . . . , r}, we conclude that any X-matrix belonging to (MU)(l1,...,lq),(w1,...,wq)
such that k′ ∈ {l1, . . . , lq} is a zeromatrix. Taking all k′ under considerationwefind that all X-matrices
forming X must be zero matrices. So X must be a zero matrix too. 
Let us rewrite (24) in a direct sum fashion:
MU = (MU)(),() ⊕
⊕
k∈{1...r}
⊕
v∈{1...nk}
(MU)(k),(v)
⊕ ⊕
k1<k2∈{1...r}
⊕
(v1,v2)∈{1...nk1 }×{1...nk2 }
(MU)(k1,k2),(v1,v2)
⊕ · · · ⊕ ⊕
k1<···<kr−1∈{1...r}
⊕
(v1,...,vr−1)∈{1...nk1 }×···×{1...nkr−1 }
(MU)(k1,...,kr−1),(v1,...,vr−1) .
(53)
Calculation of the defect of U requires calculation of the dimension of the MU , which luckily can be
decomposed into the dimensions of the direct sum components. We will make this decomposition
more informative in a moment.
4. Calculating the defect of U with a Kronecker product structure
Calculation of all the dimensions of the direct sum components in (53) can be reduced to calcula-
tion of dimensions of subspaces like (MU)(),() considered for subproducts of the Kronecker product
U in (3).
Lemma 4.1. There holds:
dim
(
(MU)(k1,...,kp),(v1,...,vp)
)
= dim
(
(MUp)(),()
)
, (54)
where
Up = ⊗
k∈{1...r}\{k1,...,kp}
U(k) (55)
is the original Kronecker product (3) deprived of its k1th, . . . , kpth factors.
Proof. In the proof we use Lemma 3.10 repeatedly, assigning appropriate values toU, k and v. We have
the following relations:
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• Let U = U, the initial Kronecker product (3), and let k = kp, v = vp. Then by Lemma 3.10
(MU)(k1,...,kp),(v1,...,vp) is isomorphic to (MU′)(k1,...,kp−1),(v1,...,vp−1), where U
′ =⊗
l∈{1...r}\{kp} U(l). In this case k′1, . . . , k′p−1 mentioned in Lemma 3.10 have values k′1 =
k1, . . . , k
′
p−1 = kp−1, as they are the positions of k1, . . . , kp−1 in the sequence (1, 2, . . . , kp −
1, kp + 1, . . . , r).• Let U = U′, k = kp−1 and v = vp−1. Then (MU′)(k1,...,kp−1),(v1,...,vp−1) is isomorphic to
(MU′′)(k1,...,kp−2),(v1,...,vp−2), where U
′′ = ⊗l∈{1...r}\{kp−1,kp} U(l).• …
• Let U = Up-1 = ⊗l∈{1...r}\{k2...kp} U(l), and let k = k1 and v = v1. Then (MUp-1)(k1),(v1) is
isomorphic to (MUp)(),(), where U
p = ⊗l∈{1...r}\{k1...kp} U(l).
Thus both subspaces mentioned in the lemma are isomorphic through the composition of the above
listed isomorphisms, so they are of equal dimension. 
Let us simplify our notation by introducing, for U being the product (3):
dU{k1,...,kp}
def= dim
(
(MU′)(),()
)
for U′ = ⊗
k∈{1...r}\{k1...kp}
U(k), (56)
dU{}
def= dim
(
(MU)(),()
)
. (57)
Using the fact that MU is the direct sum (53) and that the dimension of any component space
(MU)(k1,...,kp),(v1,...,vp) can be calculated by Lemma 4.1 to be d
U{k1,...,kp}, the dimension of MU can
be expressed as in the Theorem 4.2 below.
At this point note also, that for a (r − 1)-element set {k1, . . . , kr−1} = {1 . . . r} \ {s} there holds
dU{k1,...,kr−1} = dim
((
MU(s)
)
(),()
)
= dim (MU(s) ). We do not assume any Kronecker product structure
for U(s), that is vector indices are identical with ordinary indices here. Using such vector indices we
cannot fix their only component,
(MU(s) )(1),(v) would be empty.
Theorem 4.2. Let U be a Kronecker product of unitary matrices (3). Then the dimension of the spaceMU
constructed for U according to (10) reads:
dim (MU) = dU{} +
∑
k1∈{1...r}
nk1 · dU{k1} +
∑
k1<k2∈{1...r}
nk1nk2 · dU{k1,k2}
+ · · · + ∑
k1<···<kr−1∈{1...r}
nk1 . . . nkr−1 · dU{k1,...,kr−1}. (58)
Accordingly (see Definition 2.1), the defect of U equals to (N − 1)2 − dim (MU).
Example 4.3. In Example 3.5 we decomposed MU , for U = U(1) ⊗ U(2) ⊗ U(3) with n1 = 3 and
n2 = n3 = 2, into the direct sum (25) of spaces (MU)(...),(...). We represented the components by the
squares in Fig. 3, using our convention of painting in light grey the region where nonzero rows can
occur.
Now, when calculating the dimension of this direct sum, we can replace any component space by
the appropriate space (M...)(),() isomorphic to it, according to Lemma 4.1. In Fig. 7 we represent these
spaces (M...)(),() by the light grey squares, in accordance with the convention used, preserving the
order in which (MU)(...),(...), their isomorphic counterparts, are arranged in (25) and in Fig. 3. In the
list below, naming the objects in Fig. 7, in the same order, we indicate those counterparts using ≡
to denote isomorphisms. We used two shades of light grey to distinguish between different spaces
containing matrices of the same size.
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Fig. 7. Spaces
(
M...
)
(),() isomorphic to those represented in Fig. 3.
(MU)(),() ≡ (MU)(),() ,
(
MU(2)⊗U(3)
)
(),()
≡ (MU)(1),(1) , (MU)(1),(2) , (MU)(1),(3)(
MU(1)⊗U(3)
)
(),()
≡ (MU)(2),(1) , (MU)(2),(2)
(
MU(1)⊗U(2)
)
(),()
≡ (MU)(3),(1) , (MU)(3),(2)(
MU(3)
)
(),() ≡ (MU)(1,2),(1,1) , (MU)(1,2),(1,2) , (MU)(1,2),(2,1) , (MU)(1,2),(2,2) , (MU)(1,2),(3,1) ,
(MU)(1,2),(3,2)
(
MU(2)
)
(),() ≡ (MU)(1,3),(1,1) , (MU)(1,3),(1,2) , (MU)(1,3),(2,1) , (MU)(1,3),(2,2) ,
(MU)(1,3),(3,1) , (MU)(1,3),(3,2)
(
MU(1)
)
(),() ≡ (MU)(2,3),(1,1) , (MU)(2,3),(1,2) , (MU)(2,3),(2,1) ,
(MU)(2,3),(2,2) . (59)
Note that
(
MU(k)
)
(),() = MU(k) for k = 1, 2, 3.
Replacing spaces (M...)(),() fromFig. 7 by their dimensionswe get this expression for the dimension
ofMU , a special case of (58) in the theorem above:
dim (MU) = dU{} + n1 · dU{1} + n2 · dU{2} + n3 · dU{3} + n1n2 · dU{1,2} + n1n3 · dU{1,3} + n2n3 · dU{2,3}
= dU{} + 3 · dU{1} + 2 · dU{2} + 2 · dU{3} + 6 · dU{1,2} + 6 · dU{1,3} + 4 · dU{2,3}. (60)
Maybe it is a good moment to wonder about applicability of our formulas when there are 1 ×
1 Kronecker factors in product (3) forming U. This has been promised in the paragraph preceding
Definition 3.2.
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First, recalling this definition, consider subset (MU)(k1,k2,...,kp),(v1,v2,...,vp) of set MU . If k ∈{1, . . . , r} \ {k1, . . . , kp} and nk = 1, this subset is empty. The reason is that you cannot find any
A
(i,j)
U , S
(i,j)
U belonging to it, that is indexed by i, j satisfying ik = jk , because ik, jk ∈ {1, . . . , nk} = {1} .
In this case let the corresponding subspace (MU)(k1,k2,...,kp),(v1,v2,...,vp) of spaceMU be defined as the
zero space {0}, which is a space of dimension 0. In particular, when there are 1 × 1 factors in product
(3), (MU)(),() is empty and (MU)(),() we define as the zero space. Consequently, dU{k1,...,kp} has value 0,
if for some k ∈ {1, . . . , r} \ {k1, . . . , kp} there holds nk = 1. In other words U′, used in the definition
(56) of dU{k1,...,kp}, must not contain any 1× 1 Kronecker factors, if this dU{k1,...,kp} is to be considered as
a potentially nonzero number. (It still can be zero if for example U′ is a permutation matrix, in which
case all A
(i,j)
U′ , S
(i,j)
U′ are zero matrices, so (MU′)(),() is the zero space.)
Now, let us remove in sum (58) all components dU{k1,...,kp} that must be zero due to the presence
of 1 × 1 factors. What is left are only those dU{k1,...,kp}, for which there are no 1’s left in sequence
(n1, . . . , nr) after removing the k1th, . . . , kpth entries. The sum (58) truncated in this way looks as if
it were written for U deprived of its 1 × 1 Kronecker factors, in which case we accept the validity of
formula (58). This new U differs from the original one by a unimodular factor, so the spaceMU and the
defect d(U) remain the same, as one easily finds noting that first of all A
(i,j)
U , S
(i,j)
U do not change with
multiplication of U by a unimodular number. The answer to our question is thus: yes, we can use (58)
in presence of 1 × 1 factors, provided that appropriate dU{k1,...,kp} are assigned 0’s.
This has some practical importance. For example, if we wanted to calculate defects for a large
number of Kronecker products of at most r factors, we could store the sequences of sizes as rows of a
matrix with r columns, filling rows with a certain number of 1’s where the number of factors would
be less than r. These rows would then be the input data for a procedure calculating the defect of an r
factor Kronecker product of unitaries.
We can go even further. Let us also, in this context, return to the direct sum formula (53). We have
adopted above a convention, according to which (MU)(k1,k2,...,kp),(v1,v2,...,vp) is the zero space if there
are 1’s in sequence (n1, . . . , nr) after removing from it the k1th, . . . , kpth entries. Let us throw out
these zero spaces from (53). We are left with (MU)(k1,k2,...,kp),(v1,v2,...,vp) where all k associated with
nk = 1 sit in {k1, . . . , kp}. But every such (MU)(k1,k2,...,kp),(v1,v2,...,vp) can be replaced by an equal
space (MU′)(k′1,k′2,...,k′p′
)
,
(
v′1,v′2,...,v′p′
), where:
• U′ isU deprived of its 1×1 Kronecker factors, with the order of the remaining factors preserved,
• (k′1, k′2, . . . , k′p′) contains the positions, of subsequent entries of the subsequence obtained
from (k1, . . . , kp) by throwing out all k’s such that nk = 1, in the subsequence obtained from
(1, 2, . . . , r) in the same way (This is cumbersome, being a consequence of our notation, and
we met such formulation in Lemma 3.10.).
• (v′1, v′2, . . . , v′p′) is the result of throwing out the entries (of the only possible value 1) out of
(v1, v2, . . . , vp) corresponding to entries k of (k1, . . . , kp) for which nk = 1.
(Both spaces are equal because they are spanned by the same matrices. In general, A
(i,j)
U = A(i
′,j′)
U′
and S
(i,j)
U = S(i
′,j′)
U′ , where i
′, j′ correspond to the reduced vector indices obtained from the vector
indices corresponding to i, j, respectively, by removing thosek’th entries of thesevector indices (entries
necessarily equal to 1), for which k satisfies nk = 1.)
After this truncation and replacement (53) looks as if it were written for U′, in which case we
accept the validity of the direct sum formula because U′ does not contain 1 × 1 Kronecker factors.
SinceMU = MU′ , the only difference between U and U′ being a unimodular factor, the starting point
direct sum with all those zero spaces appears to lead to the correct direct sum we would write if we
first removed the 1× 1 Kronecker factors. So, we can go either way, removing or leaving these factors.
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5. Estimating the defect
It is interesting to give the lower bound for the defect of U being a Kronecker product, because,
as it was pointed in Section 1, for most unitaries the defect is zero. The lower bound we give here is
associatedwith upper bounds on the dimensions dU{k1,...,kp} of (MU′)(),() for the Kronecker subproducts
U′ as defined in (56), all of which are in fact bounds on dU{} with U replaced by an appropriate U′. All
we need to know about these bounds is contained in the next lemma. Note that although we assume
that the sizes of Kronecker factors are greater than 1, any factor of size 1 – a unimodular number – can
be absorbed into one of the factors of size greater than 1.
Lemma 5.1. Let U of size N × N be the Kronecker product (3) with r  1 and factors U(1), . . . ,U(r) of
size n1 × n1, . . . , nr × nr , where all nk > 1.
Then the dimension of the space (MU)(),() constructed for U (Definition 3.3) is bounded in one of the
following ways:
• If nk > 2 for any k ∈ {1 . . . r}, then
dU{}  (N − 1)(n1 − 1) · . . . · (nr − 1). (61)
• If nk1 = · · · = nkp = 2 for some distinct values ks ∈ {1 . . . r}, and for k /∈ {k1 . . . kp} there holds
nk > 2, then
dU{}  (N − 2p−1)(n1 − 1) · . . . · (nr − 1). (62)
Proof. From Lemma 3.7 (b), if B ∈ (MU)(),() the subrows of any of its rows satisfy, for any k ∈ {1 . . . r}
(where ck is at kth position):
nk∑
ck=1
[B]b,[:,...,:,ck,:,...,:] = 0, (63)
as in this case the role of the set {k1, . . . , kp} from Lemma 3.7 is played by an empty set. Wewill show
that the bth row of B can be parametrized by at most (n1 − 1) · . . . · (nr − 1) independent parameters.
For example, let [B]b,[c1,...,cr ] be known for c1 ∈ {1, . . . , (n1 − 1)}, . . . , cr ∈ {1, . . . , (nr − 1)}. (63)
determines the remaining entries in the following order:
• [B]b,[n1,c2,...,cr ] = −
∑(n1−1)
c1=1 [B]b,[c1,c2,...,cr ] tomakeall [B]b,[c1,...,cr ] knownfor c1 ∈ {1, . . . , n1},
c2 ∈ {1, . . . , (n2 − 1)}, . . . , cr ∈ {1, . . . , (nr − 1)}.
• [B]b,[c1,n2,c3,...,cr ] = −
∑(n2−1)
c2=1 [B]b,[c1,c2,...,cr ] to make all [B]b,[c1,...,cr ] known for
c1 ∈ {1, . . . , n1}, c2 ∈ {1, . . . , n2}, c3 ∈ {1, . . . , (n3 − 1)}, . . . , cr ∈ {1, . . . , (nr − 1)}.• …
• [B]b,[c1,c2,c3,...,cr−1,nr] = −
∑(nr−1)
cr=1 [B]b,[c1,c2,...,cr−1,cr] to have all the entries of [B]b,: known.
Nextwe show that the bth rowof Bfilled using the above algorithm, starting from those initially known
(n1 − 1) · . . . · (nr − 1) entries, satisfies (63) for any k ∈ {1 . . . r}. That is, that the following equality
holds for any k ∈ {1 . . . r} and cs ∈ {1 . . . ns} for any s ∈ {1 . . . r} \ {k}:
[B]b,[c1,...,ck−1,nk,ck+1,...,cr] = −
nk−1∑
dk=1
[B]b,[c1,...,ck−1,dk,ck+1,...,cr]. (64)
Let in the above expression ck1 = nk1 , . . . , ckp = nkp and cs = ns for s ∈ {1 . . . r} \ {k1, . . . , kp}
with k1 < k2 < · · · < kp. By this we mean that nk = ck = ckq = nkq for some q ∈ {1 . . . p}. (Do
not mistake k1, . . . , kp for those from the second item of the lemma.) Then the left hand side of (64),
where some of the entries are obtained using the algorithm from the dotted list above, reads:
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[B]b,[c1,...,cr ]
= −
(nkp−1)∑
dkp=1
[B]
b,
[
c1,...,dkp ,...,cr
] = −
(nkp−1)∑
dkp=1
⎛
⎜⎝−
(nkp−1−1)∑
dkp−1=1
[B]
b,
[
c1,...,dkp−1 ,...,dkp ,...,cr
]
⎞
⎟⎠
= · · · = −
(nkp−1)∑
dkp=1
⎛
⎜⎝−
(nkp−1−1)∑
dkp−1=1
⎛
⎜⎝. . .
⎛
⎜⎝−
(nk2−1)∑
dk2=1
⎛
⎜⎝−
(nk1−1)∑
dk1=1
[B]
b,
[
c1,...,dk1 ,...,dkp ,...,cr
]
⎞
⎟⎠
⎞
⎟⎠ . . .
⎞
⎟⎠
⎞
⎟⎠
= −
(nkq−1)∑
dkq=1
⎛
⎜⎝−
(nkp−1)∑
dkp=1
⎛
⎜⎝. . .
⎛
⎜⎝−
(nkq+1−1)∑
dkq+1=1
⎛
⎜⎝−
(nkq−1−1)∑
dkq−1=1⎛
⎜⎝. . .
⎛
⎜⎝−
(nk1−1)∑
dk1=1
[B]
b,
[
c1,...,dk1 ,...,dkp ,...,cr
]
⎞
⎟⎠ . . .
⎞
⎟⎠
⎞
⎟⎠
⎞
⎟⎠ . . .
⎞
⎟⎠
⎞
⎟⎠
= −
nkq−1∑
dkq=1
[B]
b,
[
c1,...,nk1 ,...,nkq−1 ,...,dkq ,...,nkq+1 ,...,nkp ,...,cr
]
= −
nkq−1∑
dkq=1
[B]
b,
[
c1,...,ck1 ,...,ckq−1 ,...,dkq ,...,ckq+1 ,...,ckp ,...,cr
]
= −
nk−1∑
dk=1
[B]b,[c1,...,dk,...,cr ] (65)
and equals thus to the right hand side of (64).
In this way each row of B ∈ (MU)(),() could be potentially parametrized by no more than (n1 −
1) · . . . · (nr − 1) parameters – if there were no other restrictions caused by the structure of U(s) – but
we need to parameterize only N − 1 rows in general. This is caused by the property that all column
sums in B are zeros, just as is the case with the spanning matrices A
(i,j)
U , S
(i,j)
U . Hence, in general, we
have no more than (N − 1) · (n1 − 1) · . . . · (nr − 1) free parameters to determine B. In other words:
all B ∈ (MU)(),() belong to a single space of dimension (N − 1)(n1 − 1) · . . . · (nr − 1).
The case when some nk are equal to 2 is a separate one, but what really counts is when there are
more than one nk equal to 2.
In this case let again B ∈ (MU)(),() and let nk1 = 2, . . . , nkp = 2. The [b1, . . . , br]th row of
B is a linear combination of [b1, . . . , br]th rows of A
(i,j)
U , S
(i,j)
U such that, among other conditions,
ik1 = 2/jk1 , . . . , ikp = 2/jkp , where of course ikq , jkq ∈ {1, 2}.
Consider the group of rows in B indexed by such [b1, . . . , br] that for some chosen values s1, . . . ,
sp ∈ {1, 2} the vector index satisfies(
bk1 = s1 , . . . , bkp = sp
)
or
(
bk1 = 2/s1, . . . , bkp = 2/sp
)
. (66)
Observe now that the rows of B from this group are linear combinations of respective nonzero rows
of only those A
(i,j)
U , S
(i,j)
U (from the collection of those spanning (MU)(),()) which are indexed by i, j
satisfying:[
ik1 , . . . , ikp
]
,
[
jk1 , . . . , jkp
]
∈ { [s1, . . . , sp] , [2/s1, . . . , 2/sp] }. (67)
Since subsets of (i, j)’s (of the set of all (i, j)’s indexing A
(i,j)
U , S
(i,j)
U spanning (MU)(),()) fulfilling
condition (67) for fixed s1, . . . , sp are disjoint, also disjoint are the subsets of (MU)(),() of those
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corresponding A
(i,j)
U , S
(i,j)
U which are nonzero matrices. Within each such subset, associated with (67),
the nonzero rows of its members hit the index area defined in (66). Therefore the matrices A
(i,j)
U , S
(i,j)
U
belonging to it not only have the property that their rows add up to a zero row, but also that all the
rows of such a matrix indexed by [b1, . . . , br] satisfying (66) add up to a zero row.
Thus, through a linear combination, in the considered group of rows in B one of the rows depends
on others. We have 2p/2 = 2p−1 possible choices of [s1, . . . , sp], hence 2p−1 groups (of the specified
type) of rows in Bwith 2p−1 dependent rows altogether. Using the previousmethod of parameterizing
rows, we can parameterize no more than (N − 2p−1) rows, introducing no more than (n1 − 1) ·
. . . · (nr − 1) parameters into each row. In other words: B being contained in the described above
(N − 2p−1)(n1 − 1) · . . . · (nr − 1) dimensional space is a necessary condition for B being a member
of (MU)(),().
Our final remark will concern the case when we deal with a one factor Kronecker product, r = 1,
U = U(1), N = n1. The bound, either formula (61) or formula (62), takes then the form (N − 1)2. This
agrees with these facts:
• dim((MU)(),()) = dim(MU), no Kronecker product structure assumed for U.• MU is contained in the space tangent to the set of all N × N doubly stochastic matrices, that is
the space of all real N × N matrices in which entries in any row or column add up to 0. This
space is of dimension (N − 1)2. 
Example 5.2. This example concerns Lemma 5.1 and its proof. Let U = U(1) ⊗ U(2) ⊗ U(3) with
n1 = 4, n2 = 3, n3 = 2, so N = 24 is the total size of U.
The rows of an element of (MU)(),() must at least satisfy the constraints of Lemma 3.7 (b) for
k′ = 1, . . . , r. Assuming for this U, as well as for the one considered later in this example, that there
are no other constraints on these rows, we will construct an element B of (MU)(),().
To do it, we can freely set the values of Bi,[j1,j2,j3] in the first N − 1 rows, i ∈ {1 . . . (N − 1)}, and
in columns indexed by [j1, j2, j3] such that j1 ∈ {1 . . . (4 − 1)}, j2 ∈ {1 . . . (3 − 1)}, j1 = (2 − 1).
In Fig. 8 we have marked the positions of these elements with black dots. The dependent regions are
painted in light grey, for example the last row, which is the minus sum of the remaining ones. We get
(N − 1)(4 − 1)(3 − 1)(2 − 1) = 138 free parameters.
In Fig. 9 we have depicted an element of (MU)(),() for U of the same total size, but of different
structure. Here U = U(1) ⊗ U(2) ⊗ U(3) ⊗ U(4), where n1 = n2 = n3 = 2 and n4 = 3. This case is
special in that there are p = 3 > 1 2’s among numbers n1, n2, n3, n4. This time we have used various
shades of grey to paint four regions, in each of which all the rows add up to a zero row. They are:
• rows indexed by [1, 1, 1, i4], [2, 2, 2, i4], where i4 = 1, 2, 3,• rows indexed by [1, 1, 2, i4], [2, 2, 1, i4], where i4 = 1, 2, 3,• rows indexed by [1, 2, 1, i4], [2, 1, 2, i4], where i4 = 1, 2, 3,• rows indexed by [1, 2, 2, i4], [2, 1, 1, i4], where i4 = 1, 2, 3.
Therefore, insteadofprovidingparameters into (N−1) rows,weareallowedtodo itonly forN−2p−1 =
N − 4 rows. The parameters are introduced according to a scheme similar to that for the previously
considered U. We thus end with (N − 2p−1)(2 − 1)(2 − 1)(2 − 1)(3 − 1) = 40 parameters.
In what follows Theorem 4.2 there are arguments behind defining (MU)(),() as the zero space if
there are 1×1 Kronecker factors in (3) not absorbed into larger factors, and that dU{} has to be assigned
0 then. In this case we can also use the bound (61) or (62) which produces the correct dimension 0.
Having the above result of Lemma 5.1 let us replace the values dU{k1,...,kp} in Theorem 4.2 by their
upper bounds being the appropriate right hand sides of (61) and (62). We will get an upper bound on
dim (MU), equivalently a lower bound on the defect d(U) = (N − 1)2 − dim (MU).
What is more, this can be done successfully also in the presence of unabsorbed 1 × 1 Kronecker
factors. Since the bounds (61), (62) yield 0 for dU{k1,...,kp} corresponding to zero spaces in the direct sum
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Fig. 8. Parametrizing
(
MU
)
(),() for U = U(1) ⊗ U(2) ⊗ U(3) , where n1 = 4, n2 = 3, n3 = 2.
Fig. 9. Parametrizing
(
MU
)
(),() for U = U(1) ⊗ U(2) ⊗ U(3) ⊗ U(4) , where n1 = n2 = n3 = 2 and n4 = 3.
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(53), whose presence is associated with the 1 × 1 factors, bounding the dimensions of these spaces
does not affect the total upper bound on dim (MU) at all, that is we obtain the value we would get if
the 1× 1 factors were first absorbed into larger factors. This can be better understood if one carefully
follows the reasoning following Theorem 4.2. A practical consequence is this: if one had some other
bounds on dU{k1,...,kp}, yielding zeros for spaces that are necessarily zero spaces because of 1×1 factors,
one could leave the 1 × 1 factors unabsorbed.
To better expose properties of our bound, it is convenient to introduce another notion, the general-
ized defect D(U) of a unitary U, defined as
D(U) = d(U) + (2N − 1) = N2 − dim (MU) = dim
(
(MU)
⊥) (68)
Whenwe recall expressions in (9) and thepreceding formulas itwill be clear thatD(U) is thedimension
of the space (1), that is the space:
VU = {R : iR ◦ U = EU for some antihermitian E} . (69)
We use in our new definition the word generalized because the definition of d(U) is suited for the class
of unitarymatriceswhich have the dimension ofmanifold {Dr ·U ·Dc : Dr,Dc unitary diagonal} equal
to 2N − 1. Because of some applications of the defect mentioned in Section 1 it is more convenient to
subtract the dimension of thismanifold fromD(U) to define the defect associatedwith other type ofU.
The corresponding lower bound on D(U) will be, thanks to Theorem 4.2 and Lemma 5.1 and defi-
nitions (56), (57):
(n1 · . . . · nr)2
−
⎛
⎝
⎛
⎝ ∏
l∈{1...r}
nl − 2(2{1...r})−1
⎞
⎠ · ∏
l∈{1...r}
(nl − 1)
+ ∑
k1∈{1...r}
⎛
⎝nk1
⎛
⎝ ∏
l∈{1...r}\{k1}
nl − 2(2{1...r}\{k1})−1
⎞
⎠ · ∏
l∈{1...r}\{k1}
(nl − 1)
⎞
⎠
+ ∑
k1<k2∈{1...r}
⎛
⎝nk1nk2
⎛
⎝ ∏
l∈{1...r}\{k1,k2}
nl − 2(2{1...r}\{k1,k2})−1
⎞
⎠ · ∏
l∈{1...r}\{k1,k2}
(nl − 1)
⎞
⎠
+ · · · + ∑
k1<···<kr−1∈{1...r}
⎛
⎝nk1 . . . nkr−1
⎛
⎝ ∏
l∈{1...r}\{k1...kr−1}
nl − 2(2{1...r}\{k1...kr−1})−1
⎞
⎠
· ∏
l∈{1...r}\{k1...kr−1}
(nl − 1)
⎞
⎠
⎞
⎠ , (70)
where for a nonempty subset A = {l1, . . . , ls} of {1, . . . , r} expression 2A denotes
• the number of 2’s in sequence (nl1 , . . . , nls ), if there are any,• 1 otherwise.
Although the above expression looks very complicated, below we show that it is, almost, a mere
product of trivial functions of the sizes n1, . . . , nr of factors of the considered Kronecker product.
Example 5.3. We return here to U = U(1) ⊗ U(2) ⊗ U(3) with n1 = 3, n2 = n3 = 2, of Example 3.5
and 4.3.
The generalized defectD(U) is equal toN2 − dim(MU), as in (68), whereN = n1n2n3 is the size of
U and dim(MU) is given by (60). To obtain the lower bound (70) in this case we use the upper bounds
of Lemma 5.1 applied to the components of (60). The order of the bounding expressions reflects the
order of the bounded ones in (60):
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D(U) = N2 − dim (MU)
 (n1n2n3)2 −
((
n1n2n3 − 22{1,2,3}−1
)
(n1 − 1) (n2 − 1) (n3 − 1)
+ n1
(
n2n3 − 22{2,3} − 1
)
(n2 − 1) (n3 − 1)
+ n2
(
n1n3 − 22{1,3} − 1
)
(n1 − 1) (n3 − 1)
+ n3
(
n1n2 − 22{1,2} − 1
)
(n1 − 1) (n2 − 1)
+ n1n2
(
n3 − 22{3} − 1
)
(n3 − 1) + n1n3
(
n2 − 22{2} − 1
)
(n2 − 1)
+ n2n3
(
n1 − 22{1} − 1
)
(n1 − 1)
)
. (71)
Now with concrete numbers:
D(U)  122 − ((12 − 2) · 2 + 3(4 − 2) · 1 + 2(6 − 1) · 2 + 2(6 − 1) · 2
+ 6(2 − 1) · 1 + 6(2 − 1) · 1 + 4(3 − 1) · 2)
= 144 − 94 = 50 (72)
The summands in (60) are dimensions of the spaces represented in Fig. 7. As it is shown in the proof of
Lemma 5.1, each of these spaces is contained in a potentially larger space parametrized according to
the scheme proposed in the proof, which was also used in Example 5.2. In Fig. 10 we represent these
encompassing spaces in a way similar to what we did in Example 5.2 and Fig. 9. Black dots mark the
positionsof parameters, shadesof grey areused todistinguish regions inwhich the rowsumis zero. The
encompassing spaces in Fig. 10 and the spaces being encompassed, in Fig. 7, have the same positions in
the figures. Identical squares represent identical encompassing spaces. The total number of black dots,
the sumof dimensions of all the encompassing spaces, is thenumber subtracted fromN2 = (n1n2n3)2
in expressions (71), (72). It is the upper bound on dim(MU) resulting from the bounds of Lemma 5.1.
Each summand in the bracket subtracted from N2 in the above expressions can be viewed as a three
factor product. The first factor is the number of identical spaces in a group of identical ones in Fig.
7 (or their encompassing counterparts in Fig. 10), associated with a Kronecker subproduct of U. The
second factor indicates the number of rows containing parameters of the encompassing space for the
space from a given group (rowswith black dots in Fig. 10). The third factor is the number of parameters
(black dots) in a row. So the product of the second and third factor is the number of parameters, the
dimension, of the encompassing space for the space from a group. In other words, it is the number of
black dots in a square symbolizing this encompassing space.
Because in Lemma 5.1 it was assumed that all Kronecker factors are of size greater than 1, formally
(70) is a valid lower bound only in this situation, therefore we confine ourselves in the formulation
of the theorem below. But, in the paragraph preceding the one containing the definition (68) of the
generalized defect, we argued that even in the presence of 1×1 Kronecker factors the total bound (70),
obtained by substituting (61, 62) into (58), will be equal to the value (70) obtained for the Kronecker
product with absorbed 1× 1 factors (this can be also guessed purely by analyzing (70) as a function of
sequence of sizes (n1, . . . , nr)). Let us leave it as a comment that (70) must, in the presence of 1 × 1
factors, lead to (73) or (74) deprived of its factors (2nl − 1) corresponding to nl = 1, but since then
2nl − 1 = 1, in Theorem 5.4 one does not need to assume that all nk > 1.
Theorem 5.4. The lower bound (70) on the generalized defect (definition (68)) of U being the Kronecker
product (3) with factors U(1), . . . ,U(r) of size n1 × n1, . . . , nr × nr , respectively, where all nk > 1, is
equal to
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Fig. 10. Encompassing spaces for those represented in Fig. 7.
(a) ∏
l∈{1...r}
(2 · nl − 1) , (73)
if all nk > 2,
(b) ⎛
⎝ ∏
l∈{1...r}, nl>2
(2 · nl − 1)
⎞
⎠ · 2(2{1...r})−1 (2(2{1...r}) + 1) , (74)
if there is at least one 2 in the sequence (n1, . . . , nr), where 2{1 . . . r} is the number of 2’s in this
sequence.
Proof. Weneed to show that there holds an equality between two values, one being a relatively simple
polynomial expression:
(a) ⎛
⎝ ∏
l∈{1...r}
nl
⎞
⎠ ·
⎛
⎝ ∏
l∈{1...r}
((nl − 1) + 1)
⎞
⎠ − ∏
l∈{1...r}
(nl + (nl − 1)) (75)
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if all nk > 2,
(b) ⎛
⎝ ∏
l∈{1...r}
nl
⎞
⎠ ·
⎛
⎝ ∏
l∈{1...r}
((nl − 1) + 1)
⎞
⎠−
⎛
⎝ ∏
l∈{1...r}, nl>2
(nl + (nl − 1))
⎞
⎠
· 2(2{1...r})−1
(
2(2{1...r}) + 1
)
, (76)
if nk = 2 for some k ∈ {1, . . . , r}
and the other being the long expression in themost outer bracket in (70). This last expressionwill
be simply referred to as (70)’. We will compare the above mentioned two quantities component
by component.
We start from the pth component of (70)’, by which we mean:
∑
k1<···<kp∈{1...r}
⎛
⎝nk1 . . . nkp
⎛
⎝ ∏
l∈{1...r}\{k1...kp}
nl − 2(2{1...r}\{k1...kp})−1
⎞
⎠
· ∏
l∈{1...r}\{k1...kp}
(nl − 1)
⎞
⎠ . (77)
Step 1. The, call it, left part being the result of taking only the left product from the inner bracket
in (77) is equal to:
∑
k1<···<kp∈{1...r}
⎛
⎝ ∏
l∈{1...r}
nl ·
∏
l∈{1...r}\{k1...kp}
(nl − 1)
⎞
⎠ . (78)
Theabovesumcanalsobe found in theexpansionof the leftproductof (75)or (76).Anycomponent
of the above sum is the result of choosing, in the right subproduct of the left product of (75, 76), p
brackets at positions k1, . . . , kp fromwhich 1’s will be taken to bemultipliedwith (nl−1)’s from
the remaining r − p brackets. Thus every left part (78) for p = 1 . . . (r − 1) has its counterpart
in the left product of (75, 76).
On the other hand, in the expansion of this product there are two components, namely (n1 ·
. . . · nr)(n1 − 1) · . . . · (nr − 1) and (n1 · . . . · nr) so far unexplained. We easily see that the first
one is the left part of the 0th component of (70)’:⎛
⎝ ∏
l∈{1...r}
nl − 2(2{1...r})−1
⎞
⎠ · ∏
l∈{1...r}
(nl − 1) . (79)
The second one still have to be found.
Step 2. The, call it, right part of (77) looks like this:
− ∑
k1<···<kp∈{1...r}
⎛
⎝nk1 . . . nkp · 2(2{1...r}\{k1...kp})−1 · ∏
l∈{1...r}\{k1...kp}
(nl − 1)
⎞
⎠ . (80)
The expression under the sum, given for some k1, . . . , kp, can be further transformed into:
• ⎛
⎜⎝ ∏
{q: nkq =2}
nkq
⎞
⎟⎠ · 2(2{1...r})−1 · ∏
l∈{1...r}\{k1...kp}, nl =2
(nl − 1) (81)
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if there are no 2’s in (n1, . . . , nr) or if there are 2’s in (nl1 , . . . , nlr−p) where {l1, . . . , lr−p} ={1, . . . , r} \ {k1, . . . , kp}.• ⎛
⎜⎝ ∏
{q: nkq =2}
nkq
⎞
⎟⎠ · 2(2{1...r})−1 ·
⎛
⎝ ∏
l∈{1...r}\{k1...kp}, nl =2
(nl − 1)
⎞
⎠ · 2 (82)
if there are no 2’s in (nl1 , . . . , nlr−p) and there are some in (nk1 , . . . , nkp), where {l1, . . . , lr−p}
is as above. Note that in this situation the additional 2 at the end is caused by the fact that
2{l1, . . . , lr−p} = 1 due to the definition of 2.
So, in the sum (80)we add expressions like (81) or (82) depending on how2’s are scattered among
the considered subsequences of (n1, . . . , nr). And we do this over all p = 1 . . . (r − 1) in the
total sum in (70)’.
Next we will add only those summands in the sum of all right parts (80) over p = 1 . . . (r −
1), which are associated with sequences (k1, . . . , kp) containing a given fixed subsequence
(kq1 , . . . , kqt ) = (s1, . . . , st) such that ns1 , . . . , nst are all greater than 2, and which (these
(k1, . . . , kp)’s) are such that for any kj not belonging to this subsequence nkj = 2. The sizes
ns1 , . . . , nst play the role nkq of (81) and (82). All sequences are assumed to be increasing ones.
• For p = t we add nothing to build (k1, . . . , kp) out of (kq1 , . . . , kqt ), therefore we have only
one such summand, here q1 = 1, . . . , qt = p. The number of summands is equal to
(
2{1...r}
0
)
.
Formula (81) is used for a summand.
• For p = t + 1, the number of summands is equal to 0 if there are no 2’s in (n1, . . . , nr), or(
2{1...r}
1
)
, that is the number of ways in which we can extend (kq1 , . . . , kqt ) to (k1, . . . , kp)
by such k that nk = 2. For a summand the formula (81) is used if there are at least two 2’s in
(n1, . . . , nr), that is if there is at least one 2 outside (nk1 , . . . , nkp). Otherwise formula (82) is
used for a summand.
• For p = t + 2 the number of summands is 0 if there is only one 2 in (n1, . . . , nr), or
(
2{1...r}
2
)
if there are at least two. If there are more than two 2’s in (n1, . . . , nr) formula (81) is used for
a summand, otherwise we use (82).
• …
• If p = t + 2{1 . . . r} and p  r − 1 the number of summands is either 0 or
(
2{1...r}
2{1...r}
)
. In this
case there are no more 2’s in (n1, . . . , nr) outside (nk1 , . . . , nkp), therefore we use formula
(82) for this single summand. (This all applies if there are 2’s in (n1, . . . , nr). If there are no 2’s,
we end with p = t.)
• If p = r − 1 and 2{1 . . . r} = r − t, then p = t + 2{1 . . . r} − 1, the number of summands
is either zero or it is equal to
(
2{1...r}
2{1...r}−1
)
. Since there is one 2 left in (n1, . . . , nr) outside
(nk1 , . . . , nkp) we use (81) for all summands considered here. (This again applies if there are
2’s in (n1, . . . , nr).)
Having calculated the number of summands in each particular case, the sum of all of them, with
sign − inherited from (80):
−
r−1∑
p=1
∑
(k1, . . . , kp) s.t.
(kq1 , . . . , kqt ) = (s1, . . . , st)
for some q1, . . . , qt
⎛
⎝nk1 . . . nkp · 2(2{1...r}\{k1...kp})−1 · ∏
l∈{1...r}\{k1...kp}
(nl − 1)
⎞
⎠
(83)
takes the following forms.
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• If there are no 2’s in the sequence (n1, . . . , nr)
−
⎛
⎝ t∏
i=1
nsi
⎞
⎠ · 2(2{1...r})−1 ·
⎛
⎝ ∏
l∈{1...r}\{s1...st}, nl =2
(nl − 1)
⎞
⎠ · 1, (84)
(83) equals to
−
⎛
⎝ t∏
i=1
nsi
⎞
⎠ · ∏
l∈{1...r}\{s1...st}
(nl − 1) . (85)
In fact, in this case it is better to analyze directly (80), where, by taking p = 1, . . . , r − 1,
one finds that any summand has its counterpart in the right product of (75). Namely, (85) for
(s1, . . . , st) = (k1, . . . , kp) is the result of choosing nl from brackets at positions k1, . . . , kp
in the right product of (75), to be multiplied by (nl − 1) from the remaining brackets. The
additional summands in an expansion of the right product of (75) are the product of all nk ’s,
n1 · . . . · nr , which compensates for an identical product in an expansion of the left product of
(75), we searched for this earlier at Step 1, and finally the product of all (nk − 1)’s which in
turn can be found in the 0’th component (79) of (70)’, on the other side of the equality between
(75) and (70)’ being proved. Thus we are completely done with the case when there are no 2’s
in (n1, . . . , nr).• If the are some 2’s in the sequence (n1, . . . , nr):
Case 1. If t + 2{1, . . . , r}  r − 1 then (83) equals to
−
⎛
⎝ t∏
i=1
nsi
⎞
⎠ · 2(2{1...r})−1 · ∏
l∈{1...r}\{s1...st}, nl =2
(nl − 1)
·
((
2{1 . . . r}
0
)
+
(
2{1 . . . r}
1
)
+
(
2{1 . . . r}
2
)
+ · · · +
(
2{1 . . . r}
2{1 . . . r}
)
+ 1
)
.
(86)
In this case we can extend (s1, . . . , st) to (k1, . . . , kp) in such a way that (nk1 , . . . , nkp) con-
tains all 2’s from (n1, . . . , nr). The summand associated with such (k1, . . . , kp) is expressed
with the use of (82), in which we have an additional factor 2. That is why expression of type
(81) standing in the toppart of (86)has tobeadded twice, andhence the last 1 in the rightmost
bracket of (86). This expression finally takes the form:
−
⎛
⎝ t∏
i=1
nsi
⎞
⎠ · 2(2{1...r})−1 ·
⎛
⎝ ∏
l∈{1...r}\{s1...st}, nl =2
(nl − 1)
⎞
⎠ · (2(2{1...r}) + 1) . (87)
Case 2. If t + 2{1, . . . , r} = r, that is t = r − 2{1, . . . , r} we get for (83)
−
⎛
⎝ t∏
i=1
nsi
⎞
⎠ · 2(2{1...r})−1 · ∏
l∈{1...r}\{s1...st}, nl =2
(nl − 1)
·
((
2{1 . . . r}
0
)
+
(
2{1 . . . r}
1
)
+
(
2{1 . . . r}
2
)
+ · · · +
(
2{1 . . . r}
2{1 . . . r} − 1
))
.
(88)
In other words, outside the subsequence (ns1 , . . . , nst ) there are only 2’s in the sequence
(n1, . . . , nr). Every summand associatedwith (k1, . . . , kp) produced out of such (s1, . . . , st)
is expressed with the use of (81). Note that in the case of only one 2 in (n1, . . . , nr) the sum
of binomials contains only
(
1
0
)
. The sum (88) takes the final form:
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−
⎛
⎝ t∏
i=1
nsi
⎞
⎠ · 2(2{1...r})−1 ·
⎛
⎝ ∏
l∈{1...r}\{s1...st}, nl =2
(nl − 1)
⎞
⎠ · (2(2{1...r}) − 1)
= −
⎛
⎝ t∏
i=1
nsi
⎞
⎠ · 2(2{1...r})−1 ·
⎛
⎝ ∏
l∈{1...r}\{s1...st}, nl =2
(nl − 1)
⎞
⎠ · (2(2{1...r}) + 1)
+
⎛
⎝ t∏
i=1
nsi
⎞
⎠ · 2(2{1...r}) ·
⎛
⎝ ∏
l∈{1...r}\{s1...st}, nl =2
(nl − 1)
⎞
⎠ (89)
The reader should realize, that the Case 2 occurs only once, when (s1, . . . , st) is of maximal
length. Then we get an additional component, the second part of (89). In general we add ex-
pressions like (87), over all possible nonempty sequences (s1, . . . , st), that is over all t ranging
from 1 to r − (2{1 . . . r}). So let us first concentrate on them.
As in the case without 2’s in (n1, . . . , nr) we note that any expression like (87) has its coun-
terpart in the right product of (76). Again it is amatter of choosing brackets fromwhichwe take
nl ’s, at the positions corresponding to the positions of s1, . . . , st in the increasing subsequence
(k : nk > 2) of (1, . . . , r). Note that in this process we also deal with the situation when all
nk > 2 are used in (87), in fact in the ’standard’ part of (89) ((s1, . . . , st) of maximum length,
Case 2 above), which corresponds to taking only nl ’s from brackets in (76).
What remains in an expansion of (76) are the values:
−
⎛
⎝ ∏
l∈{1...r}, nl>2
(nl − 1)
⎞
⎠ · 2(2{1...r})−1 (2(2{1...r}) + 1) and (90)
∏
l∈{1...r}
nl, (91)
where the last product was mentioned as unexplained at the end of Step 1.
On the other side, in (70)’, we have still left the right part of the 0th component (79) of (70)’,
which can be written as:
−
⎛
⎝ ∏
l∈{1...r}, nl>2
(nl − 1)
⎞
⎠ · 2(2{1...r})−1, (92)
the additional component in (89) occurring only for (s1, . . . , st) ofmaximum length, therefore
written as⎛
⎝ ∏
{l: nl>2}
nl
⎞
⎠ · 2(2{1...r}), (93)
and finally all summands in the left parts (80) for p = 1, . . . , r − 1 which are associated with
sequences (k1, . . . , kp) such that there are only 2’s in (nk1 , . . . , nkp). We add these summands
in Step 3which completes the proof.
Step 3. The expression under the sum in (80), in case of (k1, . . . , kp) such that (nk1 , . . . , nkp) =
(2, . . . , 2), takes the form
•
2(2{1...r})−1 · ∏
{l: nl>2}
(nl − 1) (94)
if the number of 2’s in (n1, . . . , nr) is greater than p,•
2(2{1...r})−1 ·
⎛
⎝ ∏
{l: nl>2}
(nl − 1)
⎞
⎠ · 2 (95)
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if the number of 2’s in (n1, . . . , nr) is equal to p, p = (2{1 . . . r}). This is again caused by
the definition of 2. In this case 2
(2{1...r}\{k1...kp}) is equal to 2 while there are no 2’s among nk
indexed by k ∈ {1 . . . r} \ {k1 . . . kp}.
Now we calculate how many summands of this type can be found in the sum of all the right
parts (80). It is assumed that at least one 2 can be found in (n1, . . . , nr). The other case has been
completely resolved in the paragraph following formula (85).
• For p = 1 the number of summands is equal to
(
2{1...r}
1
)
, the number of ways we choose a
one element subsequence, containing only 2’s, from (n1, . . . , nr). We use (95) for a summand
if there is only one 2 in (n1, . . . , nr), otherwise we use (94).
• For p = 2 the number of summands is either 0 if there is only one 2 in (n1, . . . , nr), or
(
2{1...r}
2
)
,
we choose a two element subsequence this time. We use (95) for each summand if there are
only two 2’s in (n1, . . . , nr), or we use (94) if there are at least three.• …
• For p = 2{1 . . . r} the number of summands is
(
2{1...r}
2{1...r}
)
and we of course use formula (95)
for this single summand.
We add all the considered summands below, where the negative sign is inherited from (80). In
the first sum we still use the form of a summand originating from (80):
−
r−1∑
p=1
∑
(k1,...,kp) s.t.
(nk1
,...,nkp )=(2,2,...,2)
⎛
⎝nk1 . . . nkp · 2(2{1...r}\{k1...kp})−1 · ∏
l∈{1...r}\{k1...kp}
(nl − 1)
⎞
⎠
= − 2(2{1...r})−1 · ∏
{l: nl>2}
(nl − 1) ·
((
2{1 . . . r}
1
)
+
(
2{1 . . . r}
2
)
+ . . . +
(
2{1 . . . r}
2{1 . . . r}
)
+ 1
)
(96)
where the last 1 is the result of applying formula (95), with that additional multiplication by 2,
to the single summand for p = 2{1 . . . r}. The final result is thus:
−
⎛
⎝ ∏
{l: nl>2}
(nl − 1)
⎞
⎠ · 2(2{1...r})−1 · 2(2{1...r}). (97)
This is the end. What is left for us to say is that:
• (97) together with (92), both within (70)’, compensate for (90) being part of (76).
• (93), a part of (70)’, is equal to (91) coming from (76). 
Our calculation of the bound (73, 74) on the generalized defectD(U) ofU given by (3) is based on the
formula for the dimension ofMU given by Theorem4.2, which in turn is based on the decomposition of
MU intodirect sumcomponentsprovidedbyTheorem3.12.As far as the casewithno2’s in the sequence
of sizes (n1, . . . , nr) is concerned, we can use a simpler reasoning leading to the corresponding bound
(73). To this end let us consider the following lemma, in which we use spaces defined in (69).
Lemma 5.5. Let U and V be unitary matrices of size N × N and M × M, respectively. Let R ∈ VU and
S ∈ VV , where R, S are real matrices of the size identical with that of U, V, respectively.
Then R ⊗ S ∈ VU⊗V .
Proof. From the assumptions there holds
iR ◦ U = EU and iS ◦ V = FV (98)
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for some antihermitian matrices E, F . Then
(iR ◦ U) ⊗ (iS ◦ V) = −(R ⊗ S) ◦ (U ⊗ V) = EU ⊗ FV = (E ⊗ F)(U ⊗ V) (99)
from which we get
i(R ⊗ S) ◦ (U ⊗ V) = (−iE ⊗ F)(U ⊗ V), (100)
where (−iE ⊗ F) is antihermitian because E ⊗ F is hermitian. So R ⊗ S ∈ VU⊗V . 
Therefore, if
(
R
(k)
i
)
i=1...D(U(k)) are bases for VU(k) , k = 1 . . . r, then R
(1)
i1
⊗ · · · ⊗ R(r)ir form a set of
D(U(1)) · . . . · D(U(r)) independent vectors within VU(1)⊗···⊗U(r) . Hence:
Corollary 5.6. For a Kronecker product of unitaries (3) the generalized defect is supermultiplicative:
D
(
U(1) ⊗ · · · ⊗ U(r)
)
 D(U(1)) · . . . · D(U(r)). (101)
The abovementioned set of R
(1)
i1
⊗· · ·⊗ R(r)ir needs not to be a basis forVU(1)⊗···⊗U(r) . For example,
for the 2 × 2 unitary Fourier matrix:
F2 = 1√
2
⎡
⎣ 1 1
1 −1
⎤
⎦ (102)
we have that D(F2 ⊗ F2) > D(F2) · D(F2), as D(F2 ⊗ F2) = 10 and D(F2) = 3.
The space VU(k) constructed for a unitary U
(k) of size nk × nk contains at least 2nk − 1 independent
real matrices, denoted further by R
(k)
i , i = 1 . . . (2nk − 1), which are all zero matrices except for the
lth row or mth column filled all with ones, where l = 1 . . . nk and m = 2 . . . nk . The corresponding
directions iR
(k)
i ◦ U(k) were mentioned at (2) . Thus
D
(
U(k)
)
 2nk − 1, (103)
and consequently, by Corollary 5.6,
D
(
U(1) ⊗ · · · ⊗ U(r)
)
 (2n1 − 1) · . . . · (2nr − 1) . (104)
This is equal to (73), which is also valid if there is only one 2 in the sequence of sizes (n1, . . . , nr).
If there is more than one matrix of size 2 × 2 among U(k), in (104) we get a lower bound which is
smaller than the lower bound (74). This is caused by the fact that, for x denoting the number of 2’s in
(n1, . . . , nr), there holds an equality for natural x > 1:
2x−1 · (2x + 1) > (2 · 2 − 1)x, (105)
which is equivalent to
4x − 3x > 3x − 2x, (106)
which in turn is true because, after dividing both sides by (4 − 3) = (3 − 2) = 1, on the left the
summands are greater then on the right. So, in this situation, unsplitting the 2×2matrices one by one
from U(1) ⊗ · · · ⊗ U(r) is not a good strategy and it is better to write (by Corollary 5.6 and by (103)):
D
(
U(1) ⊗ · · · ⊗ U(r)
)

⎛
⎝ ∏
nk>2
D
(
U(k)
)⎞⎠ · D
⎛
⎝⊗
nk=2
U(k)
⎞
⎠

⎛
⎝ ∏
nk>2
(2nk − 1)
⎞
⎠ · D
⎛
⎝⊗
nk=2
U(k)
⎞
⎠ . (107)
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Itwouldbe interesting to conceive a set of 2x−1(2x+1) independentmatrices of someelegant structure
within V⊗
nk=2 U(k)
, where x is the number of 2’s in (n1, . . . , nr), so that we could write (we can, but
basing on Theorem 5.4):
D
⎛
⎝⊗
nk=2
U(k)
⎞
⎠  2x−1 (2x + 1) . (108)
(We mean here a guess similar to the above choice of (2nk − 1) matrices R(k)i inVU(k) .) This, together
with (107), would provide the bound (74) of Theorem 5.4, probably more directly than with the use of
Theorems 4.2 and 3.12. Definitely, taking the 3x matrices
⊗
nk=2 R
(k)
ik
, where factors come from the set⎧⎨
⎩
⎡
⎣ 1 1
0 0
⎤
⎦ ,
⎡
⎣ 0 0
1 1
⎤
⎦ ,
⎡
⎣ 0 1
0 1
⎤
⎦
⎫⎬
⎭ (109)
is, due to (105), not enough.
6. Conclusions
In this article we have achieved two things.
The first seems to be of great importance in numerical calculation of the defect (Definition 2.1) for
large unitary N × N matrices U with a Kronecker product structure. This involves calculation of the
dimension of a certain spaceMU (defined in (10)), effectively in R
N2 , spanned by the setMU (defined
in (11)), associated with U. It amounts to calculating the column rank of a certain matrix, call itM(U),
built on the entries of U, and can be performed for example by using rank/svd of MATLAB.When U has
a Kronecker product structure,MU can be split into a direct sum with a large number of components
(see Theorem 3.12). So, instead of applying the procedure to M(U) we can apply it to a number of its
submatrices. This will make the whole calculation more reliable and may prevent divergence in svd
used in calculation of the rank.
The second thing we have achieved in this work is the calculation, based on the above result, of
the lower bound on the generalized defect D(U) (defined in (68), being the defect plus 2N − 1) when
U is a Kronecker product. The generalized defect is supermultiplicative with respect to Kronecker
subproducts of U (Corollary 5.6) and this allows us to trivially retrieve the lower bound of Theorem 5.4
when the number of 2 × 2 Kronecker factors does not exceed 1. In the other case Theorem 5.4 gives
a better bound than that obtained using supermultiplicativity of D(U). We conjecture that, in either
case, the lower bound is attained bymost matrices with a fixed Kronecker product structure (fixed, up
to an order, sequence of sizes of Kronecker factors).
All the formulas, the one expressing the direct sum forming MU (see (53)), the resulting one ex-
pressing the dimension of MU (see (58)), and the one expressing the lower bound (see (70), in a
compact form (73) or (74)) are valid also when there are 1×1 Kronecker factors among those forming
U, yielding the correct values we would get if the 1 × 1 factors were absorbed into larger factors.
This property allows, in calculation of dim(MU) or its bound, the use of a procedure requiring a fixed
number of factors, where the 1×1 [1]’s can be taken as potentiallymissing factors to extend a shorter
Kronecker product.
The author believes that the first of the abovementioned achievements will open the way to easier
calculation of the defect for largematricesUwith aKronecker product structure. Such calculationsmay
beperformed inorder to assesswhether a givenU gives rise to a smooth family of inequivalentunitaries
(i.e. not obtained one from another by multiplying rows and columns by unimodular numbers) with
the moduli of entries fixed at the values sitting in
[∣∣Ui,j∣∣]i,j=1...N , and how large its dimension can be.
This is a part of a question about unitary preimagies V to a doubly stochastic matrix
[∣∣Ui,j∣∣2]
i,j=1...N ,
that is about V such that
∣∣Vi,j∣∣ = ∣∣Ui,j∣∣ for all i, j. This motivation is wider described in a prequel
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[1] to this paper. A special case,
[∣∣Ui,j∣∣2]
i,j=1...N = [1/N]i,j=1...N , the search for complex Hadamard
matrices, attracts even more interest, and it was discussed in Section 1.
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