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A B ST R A C T
We conduct an investigation into the  role th a t turbulence plays in the  form ation of stars. 
In small clouds, with masses of ~  30 M© and where the turbulence is only injected a t the 
s tart, we find th a t the turbulence does not trigger star formation. Instead, the  dissipation 
of the kinetic energy allows the mean Jeans mass of the cloud to control the formation of 
stars. The equipartition of the  kinetic and therm al energies in the final stages before star 
formation, allows the pre-protostellar clumps to fragment. Binary and multiple systems 
are thus a  natural product of star formation in a turbulent environment. We find tha t 
globally unbound clouds can be the sites of star formation. Furtherm ore the star formation 
efficiency is naturally less than  100%, thus in part providing an explanation for the  low 
efficiency in star forming regions. Globally unbound CMCs not only form stars, and 
naturally  disperse, w ithin a few crossing times, but also provide a mechanism for the 
formation of OB associations.
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C H A P T E R  1
Introduction
1.1 Overview
In the last 20 years or so, the field of star formation has greatly benefited from the advent 
of new technology, such as advances in instrum entation, larger telescopes, and the arrival 
of space based observatories. Radio and millimetre, and infra-red wavelength astronomy 
now perm it astronomers to probe the massive clouds of molecular gas where stars form. 
These regions, due to the high gas and dust densities arc opaque at optical wavelengths. 
W ith these new instrum ents, we are gradually building up a picture of how stars form, 
and the typical conditions th a t surround their birth. We now have a wealth of information 
th a t covers three main stages th a t appear to  be im portant in the star formation process: 
the  formation of dense cores; the fragmentation of these cores into small groups, such as 
binary and multiple systems; and the formation of clusters (say roughly > 1 0  stars). It 
has become clear from these observations th a t star formation occurs in groups, and thus 
the clustered environment is likely to play an im portant role in a  young s ta r’s life.
It is however unfair to say tha t star formation has only recently received obs('rva- 
tional motivation. Two features of the adult stellar population th a t have been known for 
some time, namely the high field star binary fraction (Heintz, 1969; Abt, 1983; Duquennoy 
& Mayor, 1991) and the distribution of stellar masses (Salpeter, 1955), have provided star 
formation with perhaps its most taxing benchmark for potential theories. It appears th a t 
roughly 50% of all stellar systems are actually (at least) binary systems, thus some two 
thirds of all stars exist as part of a binary, or higher order, system. It also appears th a t 
the  mass distribution of stars is well defined. In any given sample, there will always be 
a certain fraction which are IM© stars, a certain fraction which are lOM© stars, and so 
on. Although derived from field star observations, this distribution of stellar masses (the 
initial mass function, or IMF) is also observed to exist in very young protostellar clusters, 
while there is evidence to suggest (which we will discuss in section 1.3) th a t the  binary 
fraction is even higher in protostellar systems than  it is in the  field stai’ population.
Unfortunately, the most complete star formation theory th a t has been presented 
to date (Shu et ah, 1987), completely fails to explain, or even address, the  origin of 
stellar masses and the observed binary fraction. The singular isothermal sphere (SIS) 
around which this theory is based, first presented by Shu (1977), prevents the formation 
of multiple systems, since the density profile of the collapsing gas makes fragm entation
very difficult. Explaining the existence of short period binaries, i.e. those with periods of 
less than  a few days, also appears to be a problem. A IM© star starts  life as a region of gas 
with a  radius of 0.04pc, assuming a typical gas tem perature of lOK (see the ‘Jeans m ass’ 
and ‘Jeans radius’ in chapter 4.2). If the SIS model can only form one stellar object from a 
region of this size, then binaries must be formed via some sort of capture mechanism. Pure 
N body simulations show th a t this mechanism delivers too small a  binary fraction and the 
properties of the biiiaiy systems are not consistent with those observed by Duquennoy & 
Mayor (1991).
The SIS model of Shu and co-workers actually appears to  be flawed in a number of 
ways (for a  discussion of these problems see W hitworth et al. (1996)), and thus we must 
now abandon at least some aspects of the theory. More recently, there has been a move 
away from trying to  explain star formation in terms of a set of ecpiations, and to instead 
try  and describe star formation in terms of statistical processes th a t are governed by a 
few underlying physical mechanisms. Numerical simulations have provided a means of 
testing these ideas, and some promising results are already emerging. In particular, the 
binary and IMF problems are being quite naturally explained in term s of the  accretion 
and interaction processes th a t occur in small clusters.
The work in this thesis will concentrate on the numerical simulation approach to  
star formation. The regions where stars form are known to include supersonic turbulent 
motions. The first part of this thesis will be to examine the role this ‘turbulence’ plays in 
the  star formation process. We will then go on to use numerical simulations to  study the 
star formation in clouds which are globally unbound.
In the discussion tha t follows, we describe the properties of the clouds th a t play host 
to star formation (section 1.2), and the properties of the young clusters th a t are known 
to form within these clouds (section 1.3). We then go on in section 1.4 to discuss the 
m ajor findings th a t numerical simulations have brought to the star formation theory. In 
the final section (1.5) we give a plan of the  thesis, describing how we plan to  build upon 
the numerical work to  date.
1.2 Giant molecular clouds
Giant molecular clouds (GMCs), vast regions of molecular hydrogen, are the sites of almost 
all star formation in the Galaxy (e.g. Blitz & Williams 1999). From a point of view of 
constructing a star formation theory, the GMC can thus be thought to  represent the initial 
conditions from which star and cluster formation can proceed. As a result, they have 
received considerable attention from extensive observational surveys a t many wavelengths 
in an attem pt to  probe the physical conditions th a t characterise these clouds. Here, we 
give an overview of GMCs, including their typical properties, structure, formation and 
lifetimes.
1.2.1 G eneral p roperties  and  in ternal s tru c tu re
There has always been a problem when it comes to  the definition of a GMC, mainly 
because star formation is known to occur in molecular clouds th a t come in a vast array 
of shapes and sizes (see Blitz 1991). In term s of mass, the values can range from a few 
10^M© for the smaller GMCs, to  as high as 10®M© (Cernicliaro, 1991).
The tem perature of the gas in a GMC, especially in regions far away from patches of 
s tar formation is generally very low, with typical values of 10-15K. The gas is also thought 
to behave isothermally, since this tem perature is maintained over at least 5 orders of 
m agnitude in density within the cloud. The reason for the low tem perature is tha t the inner 
regions of the cloud are shielded from the interstellar UV field, which acts to dissociate 
molecules, leaving cosmic rays and local star formation as the only heating sources. Until 
the star formation starts, the molecular species of H2 and CO are able to prevent the 
cosmic rays from the heating the clouds above 20K, keeping the GMCs cool (see Genzel 
1991 for a discussion of the  heating and cooling processes in GMCs).
Observations of the  line-widths from surveys of the molecular tracers, such as ^^CO 
and ^^CO, reveal th a t GMCs have considerable non-thermal internal motions (Larson. 
1981; Dame et ah, 1986; Myers & Goodman, 1988; Blitz & Williams, 1999), which at 
m ost scales are highly supersonic. In what has become a landm ark paper, Larson (1981) 
compared the line-widths of the clouds to  their size-scale and came up with the relation.
Au oc (1.1)
where A v  is the velocity dispersion of the cloud, L  its length, and a- a power which 
is found to  be 0.38. The similarity of this relation to  th a t of Kolmogorov (1941) for 
incompressible turbulence, which has a power of a  =  0.33, has lead to  the suggestion tha t 
the  internal motions of molecular clouds are ‘turbu len t’. While the motions are clearly 
not from system atic rotation or in-fall (Blitz, 1991), it is still unclear as to whether they 
represent true turbulence. More recent studies of the velocity dispersion inside a single 
cloud have yielded an a  of 0.5 (e.g. Heyer & Brunt 2004).
The origin of these motions is still unknown but have been a ttribu ted  to  Alfvén 
waves, feedback from young stars, therm al instabilities to  name but few. The Alfvén wave 
origin has received some support. Crutcher (1999) reports th a t the magnetic and kinetic 
energies are roughly equal, suggesting th a t the turbulent motions are the  result of Alfvén 
waves. However, one also expects bulk motions to produce a magnetic field with an energy 
roughly equal to  th a t of the turbulence. Thus is is not clear from these observations alone 
whether the magnetic field results in turbulence or the turbulence results in the  magnetic 
field. This highlights a frequent problem in star formation, in th a t it is not always possible 
to  identify what is the cause and what is the effect.
As well as having random  internal hierarchical motions, the density inside a GMG 
is also extremely non-uniform, with most of the mass being contained in dense regions, 
generally referred to as ‘clum ps’, with number densities of ni-ia ~  10^ — 10^ cm “ '^ . W ithin 
these clumps can be found star forming ‘cores’, with densities nug >  10'^  — 10^ cm"'^. The 
term  ‘core’ is generally used to refer to a region of dense gas in which a small group of
stars is being formed, or a region where collapse looks inevitable (the m agnitude of the 
gravitational energy is much larger than  the sum of the supporting energies).
The mass spectrum  of the  clumps within GMCs also appears to be similar to  the 
mass spectrum  of molecular clouds as a whole. The cloud mass spectrum  for the outer and 
inner galaxy are remarkably similar, both  having a rough relationship of d N /û m  oam  
(Sanders et ah, 1985; Heyer & Terebey, 1998). Williams et al. (1994) compare the Rosette 
star forming GMG to the non-star forming cloud of G216-2.5 (M addalena & Thaddeus, 
1985). The clump mass spectrum  for the  two clouds are both very similar, and also 
comparable to the mass spectrum  for GMGs and molecular clouds in general. W hat 
distinguishes the clumps in the non-star forming GMC is th a t they are generally larger 
(i.e. for the same mass, less dense) and have greater line-widths such th a t they are all 
unbound. Since the unbound clumps in G216-2.5 have the same mass spectrum  as the 
more bound clumps in the Rosette cloud, it appears unlikely th a t gravity plays a dom inant 
role in determining the large-scale internal structure of GMCs. Neither does the presence 
of star formation appear to  be im portant in controlling the GMC morphology, since the 
Rosette cloud has extensive star formation while G216-2.5 has none.
The picture of clumps and cores has existed since the early molecular cloud surveys 
(Blitz & Thaddeus, 1980; Myers & Benson, 1983; Blitz & Stark, 1986) and remains the 
preferred description of the  inhomogeneous structure of GMGs. There has been another 
description however, which draws on the idea of structure within structure th a t is suggested 
by the clump-core description. The alternate view is to  regard molecular clouds as scale- 
free, or fractal (Bazell & Desert, 1988; Scalo, 1990; Falgarone et ah, 1991). From this view 
point, the clumps and cores description is merely a product of the observational procedure, 
such as the survey resolution, the need to trace different densities with different species 
and the hum an tendency to categorise objects by shape, such as filaments and shells.
The hierarchical nature of fractal clouds has been argued to  be the result of shock 
density enhancement from the turbulent motions th a t are known to  be inside the GMCs 
(Larson, 1992; Henriksen, 1986, 1991; Elmegreen, 1993, 1997, 1999, 2000b). The scale free 
nature of the turbulence is thus the cause of scale free density structure in the clouds. 
Elmegreen (2000b) suggests th a t this leads to not only a hierarchical distribution of stars 
in clusters (e.g. NGG 1333 Lada et al. 1996) but provides a possible explanation for the 
the shape of the IMF, since the locations of star forming cores are viewed as the bottom  
of the structure hierarchy (see also Padoan & Nordlund 2002). Certainly, this is a much 
more complex description of GMGs than  the simple clump and core description.
For a cloud to be tru ly  fractal it has to have the same degree of self-similarity, 
as measured by its fractal dimension, over all scales. In more recent years there has 
been evidence th a t there may be a break in the self-similar nature of clouds, both  in their 
density and velocity structure. Goodman et al. (1998) show th a t there is generally a break 
in the Larson relation (equation 1.1) a t small scales, of roughly O.lpc. By plotting the 
mean surface density of companions against angular separation for young stars in Taurus. 
Larson (1995) finds th a t there is a break in the clustering at 0.04pc, which corresponds to 
the  distinction between the binary regime and th a t of the  general clustering. The study 
of Blitz & Williams (1997) supports the  ideas of Larson by showing th a t the gas too has a 
departure from self similarity as one approaches smaller scales. It would therefore appear 
th a t at the scale of star formation, where the final stages of cloud fragm entation occur.
the  scale tree nature of the gas is destroyed by the existence of a characteristic scale on 
which structure is ordered. Larson (1995) and Blitz & Williams (1997) suggest th a t this 
is simply the Jeans mass of the  cloud controlling the fragmentation. Thus the cores in 
which star formation occurs might well represent the end of the self-similar regime.
Over the past 10 or so years, there has been an effort to  examine the properties 
of star forming cores in an a ttem pt to try  and build up a picture of how and why star 
formation occurs. One study th a t has received considerable attention is the ol)servations 
of M otte et al. (1998), who present the results of a submillimetre continuum m apping of 
the cores in p Ophiuchus. They find th a t the mass spectrum  of these cores is consistent 
with the IMF, since they are well fitted by d N /d m  oc for m >  0.5M© . Testi &
Sargent (1998) find a similar result in their comparable study of the Serpens molecular 
cloud.
These studies imply th a t there exists a one-to-one m apping between the mass of 
a core and the mass of a star, even if the  star formation efficiency of the core is not 
100%. These observations support the idea th a t fragmentation of the  clumps into a core 
population can produce an IMF. The fact th a t the slope of the  mass spectrum  at the 
high mass end is steeper than  tha t found for clumps, as was discussed above, is again 
suggestive of a break in self-similarity on small scales in GMCs. However it is not certain 
th a t gravity, via the process of fragmentation, is the cause of the  core mass spectrum. 
W hile the  continuum emission from the dust is thought to  provide accurate estim ates for 
the mass, it contains no information as to the dynamical sta te  of the  cores. Many of the 
objects th a t are observed by M otte et al. (1998) and Testi & Sargent (1998) could well be 
transient features produced from turbulent flows.
1.2.2 Form ation  m echanism s
The formation of GMCs is an im portant area of research, since the m anner in which GMGs 
form relates to the very first stage of star formation. The theories for the  appearance of 
GMCs from the ISM fall into three groups:
1. Collisional agglomeration of smaller ‘cloudlets’ (Oort, 1954; Field & Saslaw, 1965; 
Kwaii, 1979; Scoville & Hersh, 1979; Gowie, 1980; Kwan & Valdes, 1983).
2. G ravitational and therm al instabilities (Parker, 1966; Mouschovias et al., 1974; Shu, 
1974; Elmegreen, 1982b,a)
3. Shock accumulation theories. (Opik, 1953; Herbst &: Assousa, 1977; Kim ura & Tosa, 
1993; Franco et al., 1988).
It is still unclear which of these theories might represent the  dom inant process. 
Partly  this is due to  difficulties in defining a clear separation between the models. Although 
pure therm al instabilities models exist, with local therm al cooling providing a means by 
which condensation can occur, the  main ‘therm al’ instability models actually refer to 
macroscopic motions. The cooling in such a model is the result of kinetic dissipation from 
collisions between ‘cloudlets’. The fact th a t both the therm al instability and collisional 
agglomeration models rely on interactions between smaller clouds to produce the GMGs,
is a source of confusion when trying to identify the dominant formation mechanism. This 
dissipation of kinetic energy also helps large scale gravitational instabilities to set in, which 
in tu rn  results in further coagulation once the collapse starts. The shock accumulation 
model also has problems in th a t it too results in conditions th a t increase the chance of 
cloud-cloud collisions.
The existence of low surface density gas in the inter-arm  regions, suggest th a t gravity 
alone may not be the controlling factor in GMC formation (Heyer et ah, 1998). These 
inter-arm  clouds or, ‘chaff’ as they are referred to  by Blitz & Williams (1999), appear to 
have similar properties to  the high latitude clouds (HLCs) which have been discovered to  
lie well above the Galactic plane (Blitz et al., 1984). These clouds are known to be unbound 
by their internal motions. Gravity clearly cannot have played a role in their formation. 
Interestingly, there is evidence to suggest th a t they are part of the  same population as 
the strongly self-gravitating GMCs (Heyer & Terebey, 1998), since they have essentially 
the  same mass spectrum. The existence of these clouds would suggest th a t there is one 
mechanism responsible for the formation of all clouds, and it is unlikely to be dom inated 
by self-gravity, at least locally on the scale of the cloud.
1.2.3 Lifetim es and  dynam ical s ta te s
Until the last decade or so GMCs were generally believed to be long-lived structures, with 
some estimates of ages reaching as high as 10^ Myr (Solomon, Sanders, & Scoville, 1979; 
Scoville, Solomon, & Sanders, 1979; Scoville &: Hersh, 1979). It was generally believed 
th a t the chemistry of turning atomic species into molecules would require millions of years 
before an object like a GMC would be detectable via its CO abundance (Jura, 1975). One 
also had the problem th a t the CO mass in the galaxy, coupled with estimates of the  star 
formation rate, suggested th a t GMGs had to  live for tens of millions of years if the star 
form ation efficiency was to remain at the observed level of a  few percent (Zuckerman & 
Evans, 1974; Zuckerman & Palmer, 1974).
One piece of observational evidence th a t is generally used to support the  long life­
tim e model for GMCs it the fact th a t molecular clouds are seen in the  inter-arm  regions 
of the Galaxy. The implication here is tha t the clouds must last for a very long tim e if 
they are to  only be formed in the spiral arms yet manage to survive well after the  arm  
passage. Elmegreen (1991) objects to  this argument in two ways. Firstly, he points out 
th a t the  inter-arm  regions do have sites of star formation, although both the clouds and 
the sites are much smaller than  one finds in the spiral arms. These could ju st be bursts 
of secondary star formation th a t follow from the original burst th a t occurred in the spiral 
arms, via triggering by winds or supernovae events. The second point th a t he makes is 
th a t the tim e between successive spiral arm passages is not really th a t long. The arm 
to arm  transit tim e in the  inner Galaxy is only lOOMyrs and he notes th a t the inter-arm  
tim e is shorter yet. Also he notes th a t the arm to arm transit tim e at our location in the 
Galaxy is 200 Myrs and very few inter-arm  clouds are seen at our Galactic radius.
A short lifetime model would thus appear to be more consistent with the way in 
which clouds are located in the  Galaxy. Recent observations of embedded clusters tend to 
suggest th a t the whole process of star formation, including GMG formation and dispersal,
occurs on roughly the crossing tim e tor the region (Elmegreen. 2000a). Not only do most 
molecular clouds in the solar neighbourhood contain signs of star formation in the form 
of clusters, but the age determ ination of these clusters suggests they are very young, 
typically less than  lOMyr (Hartm ann, 2000). This suggests th a t star formation occurs 
quickly in GMCs after their formation. The fact th a t clusters with ages greater than  5 
Myr are seldom associated with molecular gas, suggests th a t clouds in which they form 
are dispersed quickly (Leisawitz, Bash, & Thaddeus, 1989).
In the original cloud lifetime proposition, it was assumed th a t all of the CO observed 
in the galaxy was associated with molecular hydrogen involved in star formation. We now 
realise th a t the vast m ajority of the  gas th a t comprises a GMC is never involved in the star 
formation process. In fact the star formation efficiency in GMCs is only a few percent. 
The reason behind this lies with the fact th a t little of the cloud is actually dense and 
bound enough to tu rn  into stars in the cloud’s lifetime (Padoan, 1995; H artm ann, 1998; 
Zinnecker, 2002). Also, if GMCs are short-lived features then there is little tim e for the  
more tenuous parts of the cloud to get involved in the star formation via accretion.
The old GMG model also required the cloud to be supported and in virial equilib­
rium, since th a t would perm it them  to remain as coherent structures for as long as was 
necessary. This support pressure had to be in the form of non-therm al kinetic energy, such 
as turbulence (Larson, 1981), since the therm al energy component of these clouds is typ­
ically very small. To counteract the gravity on the large scales however requires motions 
which are supersonic, and it is known that these quickly dam p in shocks (Mac Low et al. 
1998; Stone, Ostriker, & Gammie 1998), even in the presence of magnetic fields. Thus 
the  bound GMC model requires some m ethod of continually driving the turbulence on the 
large scale. These driving mechanisms are not necessary in the  short cloud lifetime model, 
and there also is no need to assume th a t the clouds are in virial equilibrium. GMCs can 
therefore exist in a variety of dynamical states.
Heyer, Carpenter, & Snell (2001) have examined the stability of molecular clouds in 
the  outer galaxy and come to  the conclusion th a t most clouds are indeed globally unbound 
by their internal motions. They also point out the difficulty in producing mass estimates 
(which a great number of papers on the subject of GMCs pass over) and note th a t even 
mass estimates determined via GO measurements (both ^^CO and ^^CO) assumes at some 
stage the cloud is bound. Although they do find the clouds approach dynamical stability 
a t large masses (>  lO^M©), there is still considerable scatter in the data, suggesting th a t 
there is no typical dynamic state  for GMGs.
Pringle, Allen, & Lubow (2001) have argued th a t it might also be possible to  build 
GMCs by accumulating very low density hydrogen gas, already in a molecular state. Their 
study came in response to the ideas presented by Elmegreen (2000a), in an a ttem pt to 
provide a new mechanism for GMC formation th a t can occur quickly. They point out th a t 
it is quite possible th a t a large fraction of the interstellar medium may be in molecular 
form, but either simply too low a density to  be detectable by current methods or too far 
away from illuminating sources. The GMCs are then formed from large scale shocks, from 
spiral arm passage or feedback from high mass stars, such as winds and supernovae. This 
cloud formation can occur within a few million years. Pringle et al. (2001) also point 
out th a t GMCs are probably not in virial equilibrium, and note th a t their wind-swept 
appearance suggests th a t they are anything but.
1.3 Clustered star formation
W hen star formation occurs in GMCs, it would appear from observations th a t it generally 
occurs in the form of clusters, i.e. groups of about 10 or more stars (Lada & Lada, 2003). 
These groups are referred to as ‘embedded’, since they are still enshrouded by the gaseous 
reservoir out of which they condensed. A survey of L1630 in Orion concluded th a t between 
60 to  100% of all the star formation in the cloud is occurring in ju st 3 rich clusters (Lada 
et ah, 1991). Similarly, Carpenter (2000), who examined the young stellar content of 4 
nearby molecular clouds, found th a t 50 - 100 % of the star formation was confined to  
embedded clusters.
If most star formation occurs in GMCs and most star formation in GMCs occurs in 
embedded clusters, can we say practically all star formation occurs in groups rather than  
in isolation? In the review of embedded clusters by Lada & Lada (2003), they combine the 
results of many observational surveys in an attem pt to  examine the properties of young 
stellar clusters. For the  known stars within 500pc of the  sun, they get an estim ate of the  
local star formation rate  to  be 3 x 10~® M© yr“  ^ pc“ .^ This is comparable to  the value 
of 3 — 7 X 10~^ M© yr"”  ^ pc“  ^ derived by Miller & Scalo (1979) for the  field stars in the 
solar neighbourhood. This result suggests th a t embedded clusters account for practically 
all the star formation in the Galaxy.
This embedded phase of star formation is not thought to last for long. Although 
age determ inations of young clusters is notoriously difficult (Tout, Livio, & Bonnell, 1999; 
Siess, 2001), due to the choice of pre-maiii-sequence tracks (PMS), age spreads are much 
b etter constrained by the use of single set of PMS tracks (Haisch et al., 2001). Embedded 
clusters would seem to have age spreads of less than  a few Myr (e.g. the Trapezium  
Hillenbrand et al. 2001a), and ages of up to roughly 5 Myr. Clusters with ages older than  
5Myr are rarely associated with molecular gas, suggesting th a t there is a dispersal tim e 
of <  5 Myr which sets a  tim e frame for the embedded phase of star formation (Lada & 
Lada, 2003). Typical star formation efficiencies in clusters are thought to be 10 - 30% 
(Carpenter et ah, 1996; Phelps & Lada, 1997). All this evidence suggests th a t cluster 
formation occurs quickly and the accretion and emergence process is also fairly rapid.
The clustered environment is therefore likely to play an im portant role in the evolu­
tion of the  young stars. Two im portant features of the field star population in particular 
are likely to be influenced by the grouping of young stellar objects: the  mass distribution, 
or IMF, and the frequency of binary stars. Theories where stars form in isolation and have 
masses determined by purely local conditions may not be relevant as a general theory of 
s tar formation.
The best determ ination of the  IMF for a young embedded cluster is th a t of the 
Ti’apezium cluster in Orion, containing roughly 700 stars (Hillenbrand & Carpenter, 2000; 
Muench et ah, 2002), which is situated in front of a molecular cloud, which helps to 
distinguish cluster members from the background stars. The similarities between the IM F 
of the Trapezium and th a t of the stars in the held are remarlcable, suggesting th a t the 
IM F of a cluster is consistent with th a t of the  field (Muench et ah, 2002). It has also been 
shown th a t there is a good agreement between the IMFs for the  Trapezium, IC 348, and 
Ophiuchi (Luhman et ah, 2000). It would therefore seem th a t nearly all star formation is
governed by a process th a t results in the distribution of masses th a t are described by the 
IMF.
There is also evidence to suggest th a t the  binary fraction in embedded clusters 
matches th a t found for the  field stars (e.g. Simon et al. 1999, Duchêne et al. 1999 and 
Simon et al. 1995 for the Trapezium, IC 348 and Rlio Ophiuchi respectively). The low 
mass star forming region of the Taurus-Auriga association is unusual in th a t nearly all 
the stars arc in binaries, a  factor of 2 higher than  the binary fraction in the Galactic field 
(Ghez, Neugebauer, & M atthews, 1993). There has been the suggestion th a t the binary 
fraction found in Taurus-Auriga represents the primordial result of gravitational collapse 
and fragmentation, such th a t all protostars initially appear in a binary system. The binary 
fraction can then be reduced via interactions with other such systems (Kroupa, 1995a,b), 
as one would expect in an embedded cluster. Time scales for this process in a cluster the 
size of the Ti’apezium are thought to be as little as 1 Myr or less (Kroupa et ah, 1999, 
2001).
The fact th a t both  the mass spectrum  of stellar objects and the binary fraction in 
embedded clusters are practically identical to their counterparts in the field star popula­
tion, suggests th a t the clustering environment may play an im portant role in the evolution 
of young stellar objects. As we will discuss below, the clustering environment may actually 
be responsible for the form of the IMF (Bonnell et ah, 2001a,b).
1.4 Numerical modelling of star formation
The fact th a t binaries and clusters make up so much of the stellar, and even protostel­
lar, population suggests tha t the isolated star formation model is too simplistic. A full 
analytical model for star formation is probably out of reach. Numerical studies however 
can get round the difficulties of peculiar geometries, complex interactions, and non lineai- 
evolution th a t is associated with the formation of multiple protostars. Here we review the 
m ajor advances made in numerical studies of star formation th a t are most relevant to  the 
work presented in this thesis.
Most of the early numerical work focused on the fragm entation of small clouds which 
were close to  stability (Larson, 1978). This was an attem pt to  find conditions under which 
fragm entation occurs, and results in binary formation (e.g. Boss & Bodenheinier 1979; 
Boss 1986, 1993). The geometries of the clouds in these studies were chosen to bo close to 
those expected/observed for pre-protostellar cores, in th a t they are roughly in equilibrium 
and contain some form of rotation. These studies can be characterised by the param eters 
a  =  Ethermal/\Egrav\y the ratio of therm al to gravitational energy and j3 =  Erot/\Egrav\^ 
the  ratio of rotational to  gravitational energy. The general results are th a t in order to 
form a binary system, the cloud (or core) must have an a  < 0.4. The dependence on (3 
is less clear. Analytic results suggest th a t a p  <  0.12, suggesting th a t fi < 0.3. However 
the high resolution simulations of Tsuribe & Inutsulca (1999), suggest th a t the value of fj 
is less im portant, w ith the only real constraint th a t the cloud be bound (i.e. a + (3 < 1).
Since the dense structure of molecular clouds is also know to contain filaments, they 
have also been extensively studied as a source of binary and multiple system formation
(Bonnell et a l ,  1991; Monaghan, 1994; Inutsuka & Miyania, 1992). The results of these 
studies is th a t cylinders can fragment only into as many Jeans masses as they initially 
contain. This appears to  be true for pressure bounded slabs as well (Doroshkevich, 1980; 
Lubow & Pringle, 1993; Clarke, 1999). A simple criterion is thus beginning to emerge: a 
cloud will only fragment into as many objects as it has Jeans masses initially. Furthermore, 
is appears th a t this criterion holds for a wide variety of geometries.
The internal motions and clumpy structure of GMCs has inspired the idea th a t star 
formation in molecular clouds may be triggered by collisions between clumps (e.g. Kwan 
1979). Simulations of collisions between identical clumps reveal th a t this process can lead 
to the formation of binary and multiple systems, especially when the clumps are slightly 
offset from one another during the collision (Chapman et a l ,  1992; B hattal et a l ,  1998). 
The results of these simulations suggest th a t it should be possible to  form a wide range 
of binary separations and component masses via random collisions by clumps of varying 
size/mass etc. G ittins et a l  (2003) took this process a stage further, evolving an ensemble 
of such clumps with random  motions, the aim being to investigate the idea of building an 
IM F via the collisions. I t  was found th a t the m ajority of collisions occurred at too high 
a Mach number, which did not generally result in a merging of the clumps. Although it 
would therefore appear th a t this process would not be useful in building an IMF, it must 
be noted here th a t the  clumps are all the same size in the simulations of G ittins et al. 
(2003), and thus have similar cross-sections. I t  is still unclear how the interaction between 
an ensemble of clumps of different sizes might effect these results.
In the simulations mentioned so far, the evolution is generally term inated soon 
after the  formation of the  ’protostars’, however such objects are defined in the  study. 
The properties of binaries however can evolve fairly rapidly, due to  accretion from the 
surrounding gas such as circumbinary or circumstellar discs (Bonnell & Bastien, 1992). 
This process has been studied in detail by Bate & Bonnell (1997) and Bate (2000), who 
studied the effects on the mass ratio and separation of accretion onto an initially circular 
binary. The results generally concluded th a t accretion of low specific angular momentum 
gas both  enhances the difference in the mass of the stars and decreases their separation. 
The opposite was found to be true for high momentum gas, in tha t the mass ratio  is 
driven toward unity and the separation of the protostars is increased. This highlights th a t 
numerical simulations must be allowed to evolve the star formation for at least several 
crossing times if one is to establish the form of the binary/cluster properties.
In recent years, with advances in computing power, there has been a move away 
from the study of forming individual and binary stars toward simulations th a t follow the 
evolution of clusters of stars (e.g. Boss 1996 Klessen, Burkert, & Bate 1998 Bonnell et al. 
1997, B hattal et al. 1998) These have come to include some form of turbulent motions, in 
an attem pt to  mimic the conditions in star forming regions. The work of Klessen (2001) 
studied the effects of driven turbulence on tlie star forming ability of a region of gas. 
Since turbulence decays on the local crossing time (e.g. Mac Low et al. 1998) , Klessen 
(2001) constantly replenished the turbulence in his simulations, injecting the energy at 
specific wavelengths. He found th a t when the energy is injected a t large wavelengths, 
the star formation occurs in clusters throughout the com putational volume, while driving 
the turbulence at small scales results in a more isolated, spatially sporadic, mode of star 
formation. The large scale driving also results in a range of protostellar masses th a t is more 
consistent with the field IM F than  is found in the  simulations with small scale driving.
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The highest resolution simulations conducted so far, and also those which are left to 
follow the evolution of the star formation the longest (at the local crossing tim e), are those 
of Bate et al. (2003a); Bate & Bonnell (2005). These simulations started  from uniform 
spheres in which the gravitational energy was initially balanced by turbulence. Unlike 
the study of Klessen (2001) however the turbulence was free to  decay on the crossing 
time, rather than  being driven. The simulations form a small cluster with the protostars 
fragmenting out from filaments and discs. The studies showed th a t binary formation, 
including the formation of short period systems, can occur rapidly, <  2tn-, resulting from 
a combination of the accretion process discussed by Bate & Bonnell (1997) and the removal 
of angular momentum via interactions. Encounters between protostars were frequent in 
these simulations. Most notably this gave rise to the ejection of small objects from their 
gaseous reservoir, thus starving them  of further accretion. Practically all the  sub-stellar 
objects formed in these simulations were ejected in this manner, suggesting th a t ejection 
may be the main method of creating brown dwarfs. The IMF in the studies was found to  
have a shape consistent with th a t for the field stars. Bate & Bonnell (2005) also concluded 
th a t the  median, or characteristic, stellar mass is related to the mean Jeans mass in the 
cloud. The number of substellar objects is also higher when the Jeans mass is lower, but 
note th a t neither of the simulations form more stars than the initial number of Jeans 
masses they contain.
Although the main motivation behind many of the simulations conducted is to 
investigate the  origin of stellar masses, this is not always as simple as one might expect. 
Despite the results from Bate & Bonnell (2005) th a t the Jeans mass effects the mass of the 
stars th a t form, is it not straight forward to  prove this. The lack of ideal geometry th a t 
arises from the turbulent motions prevents one constructing simple analytical expressions 
for the energy of the structure in which the stars form. Essentially the  complexity of the 
dynamics in the simulation masks the physical mechanism behind the star formation.
Recent papers have also tried to pu t the form of the IM F in the context of turbulent 
compression, suggesting th a t the random  flows can generate the core mass spectrum  which 
then directly maps onto the stellar IMF (Larson, 1992; Henriksen, 1986, 1991; Elmegreen, 
1993, 1997, 1999, 2000b; Padoan, Nordlund, & Jones, 1997). The Jeans mass, the mass 
required for gravity to overcome internal therm al support, is dependent on the tem perature 
and density, such th a t n ij oc for a spherical cloud of constant density. Since the
gas in molecular regions is essentially isothermal, the local Jeans mass is almost completely 
controlled by the density. The velocity dispersion at a given length scale can thus be taken 
to be responsible for a range of density enhancements and in tu rn  a series of associated 
Jeans masses (see section 4.2 for more details). This spectrum  of Jeans masses is argued 
to be similar to th a t of the IM F (e.g. Padoan & Nordlund 2002). The IMF is then simply 
an extension of the same self-similar structure th a t is observed to  characterise GMCs.
The main observational m otivation for the link between turbulence and the IMF 
comes from the study of M otte et al. (1998) who showed th a t the  mass spectrum  of 
‘pre-protostellar’ cores is consistent with th a t for stars in the same mass range. This 
is also similar to the density structure created by turbulence (Padoan et ah, 2001). In 
this picture the IMF is primordial, with the final stellar mass having a close relationship 
with the mass of the condensation in which the star forms. However, as is noted above, 
the  dynamical state  of cores in M otte et al. (1998) is unknown. It could well be th a t 
many of these objects are simply transient density features produced by the turbulence
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(Vàzquez-Semadeiii, Passot, &: Pouquet, 1995; Bailesteros-Paiedes, Vàzquez-Semadeni, &:
Scalo, 1999b) since it is now well known th a t the mass spectrum  of transient cores formed 
via turbulence can closely resemble the IM F (Padoan et ah, 2001). However a recent paper 
by Greaves et al. (2003), which shows th a t there are a population of bound planetary mass 
clumps in p Oph B, suggests th a t further work should be done in th is area.
A starkly conflicting theory, ‘competitive accretion’ has also been forwarded as 
a possible origin for the  IMF (Zinnecker, 1982), in which stellar ‘seeds’ compete for a 
common gaseous reservoir. Bonnell et al. (2001a) constructed a model for the  IM F based 
on competitive accretion which was motivated by the results of numerical studies (Bonnell 
et al., 1997, 2001b). In this theory, the IMF is not primordial, but has to dynamically 
evolve to its final state. Also, the  mass of any one star depends on the influence of its 
neighbours. The model can produce an IM F consistent with observations, for objects with 
masses >  0.5 M© . An added feature of the model is tha t it naturally results in a mass 
segregated cluster within a few crossing times.
A problem with the simulations which include turbulence is th a t it is not really 
clear whether turbulence or competitive accretion is controlling the final mass of the stars. 
Obviously accretion plays some role, but the  importance here is whether the  gas reservoir 
for the  stellar ‘seed’ is the core in which it forms, or some larger region which may contain 
many such cores. If many objects form in a single core (e.g. Goodwin, W hitworth, 
& W ard-Thompson 2004), then some local competition between the protostars may be 
im portant before the objects s ta rt to accrete from a larger region.
1.5 Outline of this thesis
As was discussed above, the exact cause and details surrounding the onset of star formation 
has not been identified from the simulations of Klessen (2001), Bate et al. (2003a) and 
Bate & Bonnell (2005). These simulations were concerned with the end states of clusters 
and evolving detailed interactions between young protostars. In particular, it is not clear 
how the structure produced by the turbulence is linked to the protostar formation.
The main aim of this thesis is to  examine the origins of the star formation in 
small clouds, such as those studied by Bate et al. (2003a), Bate & Bonnell (2005) and 
Delgado-Donate et al. (2004). Consistent with these studies, we will use a  Smoothed 
Particle Hydrodynamics (SPH) code to  model the evolution of the clouds in a series of 
simulations. The turbulent velocity fields will also be inserted as initial conditions, ju st 
as they are in the studies above. We will then use a clump finding algorithm to  identify 
the structure created by the turbulence, and to examine this struc tu re’s energy.
A review of the  SPH technique used here can be found in chapter 2, and a descrip­
tion of the random velocity field generation is given in chapter 3.1. Chapter 3.2 gives a 
description of the clump finding algorithm that we use to examine the density structure. 
We also give a brief overview of some of the  physical concepts, such as the Jeans mass and 
shock density enhancements, th a t will be used in much of the  discussion in this thesis. 
This can be found in chapter 4.
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We sta rt our examination of the star formation in turbulent clouds in chapter 5 by 
looking at the effect of the strength of the  turbulence on how the star formation proceeds. 
The clouds used in this study are fairly small, with masses and sizes of ~  30 M© and 0.13 
pc, respectively. We include in this discussion: an examination of the clump mass spectra; 
a  brief look at the masses of bound clumps; and the accretion histories ol the protostars 
(point masses) th a t form in the simulations. We also show th a t the accretion process 
can reveal im portant information as to how the star formation occurs. The next chapter 
(6) builds on the findings of chapter 5. Here we look more closely at the energy of the 
clumps as the simulations progress toward protostar formation. We use the Lagrangian 
nature of SPH to examine the energy state  of the gas th a t is eventually involved in the 
star formation in a variety of ways. This allows us to  construct a picture of how the  star 
form ation proceeds in such a turbulent environment. The motivation for this chapter is to 
examine the transition from unbound to bound clumps, and how this relates to the star 
formation. In particular, we are interested in the mass required for clumps to be bound. 
We also address the  role th a t the  turbulence plays in creating this bound structure.
In the last two chapters of this thesis, we explore the possibility of stars forming from 
unbound molecular clouds (e.g. Heyer, Carpenter, & Snell 2001). This work has been mo­
tivated by the work of Vazquez-Semadeni, Passot, & Pouquet (1995); Ballesteros-Paredes, 
Vazquez-Semadeni, & Scalo (1999b); Ballesteros-Paredes (2004), Vazquez-Semadeni et al. 
(2005), who have suggested th a t molecular clouds of all sizes, including GMCs, may ju st be 
transient density features in a larger scale turbulent flow. Molecular clouds may therefore 
exist in a variety of dynamical states.
In chapter 7, we study the nature of star formation in a small unbound cloud of 
~  30 M©. Clouds of this size are comparable to the star forming cores th a t have been 
observed in Chamaeleon (Mizuno et al., 1999) and it would also appear th a t some of these 
objects are unbound by their internal motions. We concentrate our discussion on two 
im portant param eters of the clouds: the energy evolution of the cloud, and the resulting 
star formation efficiency. We argue th a t clouds (or cores) of this type may possibly be 
the root of the  low star formation efficiency th a t has been observed for CMCs. The last 
section of the  thesis, chapter 8, takes the work in the previous chapter to the size and 
mass scales of a typical CMC. We model a cloud of mass 1 x 10^ M© and size 20pc where 
the internal kinetic energy in the turbulent field is twice th a t of the GMCs self-gravity. To 
get a rough idea of the  star formation efficiency in this cloud, we make some assum ptions 
about the form of the star formation in small bound regions. We also suggest th a t such 
CMCs can be the origin of OB associations, since the star forming regions in the  unbound 
cloud, are naturally expanding away from one another.
Although magnetic fields are known to be present in star forming regions, and there 
is the suggestion th a t they are comparable in terms of energy to the turbulent motions, 
we do not include their effects in this PhD. It is evident from the discussion above th a t 
we do not yet properly understand the role th a t turbulence plays in the star formation of 
the mentioned simulations. Adding magnetic fields to this problem will only add to the 
confusion.
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C H A P T E R  2
Overview of Smoothed Particle Hydrodynamics
For this PhD, we use the m ethod of Smoothed Particle Hydrodynamics, or SPH, to  model 
the  fluid in the star formation simulations. In SPH the fluid is modelled as a population of 
particles which are free to move with respect to one another. The particles represent the  
local properties of the fluid at their location, obtaining physical param eters by sampling the 
properties of the  particles in their immediate region. This is the origin of the ‘Sm oothed’ in 
SPH, since the fluid properties are evaluated by smoothing the properties of neighbouring 
particles.
This m ethod was discovered independently by Lucy (1977) and Gingold & Mon­
aghan (1977). Although SPH has come a long way since the basic prescription outlined by 
these first studies, it still remains a fairly rough method of integrating the fluid equations. 
In particular, the m ethod is not good for problems where the details of a shock front are 
needed, or when one wishes to  follow complex instabilities. In these problems, the grid 
based techniques of finite-difference schemes and PPM  (Piece-wise Ptirabolic M ethod) give 
m easurably better results.
However there are situations when SPH becomes the only m ethod that can achieve 
useful results. One of its m ajor strengths is the fact that SPH is inherently Lagrangian 
in nature. This by-passes the need for grids and all the associated problems, such as 
mesh tangling, distortion and the spurious transportation of angular momentum. Another 
feature of SPH is th a t an increase in density involves particles getting closer together, 
naturally  providing increased resolution (provided variable smoothing lengths are involved, 
as is discussed below). SPH is therefore naturally suited to problems such as star form ation 
modelling, due to the range of densities and lack of geometry associated with the gas as 
it evolves to form stars.
We give an overview of the SPH method in this chapter, w ith emphasis on the 
implementation of Benz (Benz et al., 1986; Benz & Hills, 1987; Benz et ah, 1990) used for 
the  simulations in this thesis. More general discussions of the SPH m ethod can be found 
in Benz (1990), Monaghan (1992) and Morris (1994).
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2.1 The basic formalism
Consider a physical param eter A, which varies in space such th a t A  =  A (r ). The value 
of A{y' )  at a point r ' =  r  can thus be given by,
A(r) =  J  A (rb J(r  -  r ')d r ' (2.1)
If we replace the delta function with a one which is more spread out in space, an 
interpolating kernel, lT (r ',h ) ,  we have,
Ai(r) =  /A ( r ') W '{ r - r ' , / i ) d r '  (2.2)
where h  is measure of the linear extent of W .  A%(r) now denotes the interpolated value 
of A  a t the point r. I t is thus a ‘sm oothed’ version of A{r). For the  above to  be true, the 
kernel must satisfy,
J  W { y  — F , h)dF  — 1 (2.3)
and
lim W (r — F , h) — ô'(r — F) (2.4)h—>^0
In SPH, the fluid is represented as a  discrete population of particles. The properties 
of the  fluid are evaluated by integrating the contributions of the  neighbouring particles, 
each weighted by the interpolating function W .  Since we are dealing with a series of 
discrete points rather than  a full spectrum , we replace the integral in the above analysis 
with a summ ation over the particles, a t positions r^:
2li(r) =  Ç ^ ^ M / ( r - r t , / i )  (2.5)
where and pb are the mass and density, respectively, of particle b . We see from 2.5 
th a t the  kernel has physical units of inverse volume.
2.2 Gradients
One m ethod of evaluating the gradient of a field can be given simply by,
V A dr) =  ^  Ab— V W (r -  r&, h) (2.6)
6
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bu t one tends to use,
V A i(r) =  - W { p A ) - A V p \  (2-7)
=  — X ;m 6 (^ ,,-2 l„ )V V K (r - r6 .f t)  (2.8)
b
where the gradient in A  is used explicitly since this is more accurate. This m ethod is less 
susceptible to particle disorder.
From here on we will use
=  (2.9)
and let WaWab denote the gradient of Wab taken with respect to  r^. We will use a similar 
notation for other quantities, such as Vab =  W  — v^. We will also drop the i subscript, 
and assume th a t our interpolated values are equivalent to the actual value at position Fq.
2.3 Fluid Properties
Using 2.5, the density a t a point r  can be given by,
p{r) = mbW {r  -  r^, h) (2.10)
b
Each SPH particle has its mass smoothed out in space, and to find the density a t the point 
r , one simply adds the contributions from the surrounding particles. Provided the number 
and masses of the particles remains constant in the simulation, the continuity eciuation 
is explicitly satisfied. Obviously edge effects will be present, and a particle near a free 
boundary will always have its density underestim ated by the use of 2.10. For situations 
where free boundaries are im portant or the particle mass needs to  change, it is possible 
to  introduce a d p (r) /d t term  (see Morris 1994 for a discussion) but for our purposes this 
will not be necessary.
The pressure of the fluid is defined via an equation of state. The equation of sta te  
used in this these is the simple case of an isothermal fluid,
p = c^p (2.11)
where c is the sound speed.
In our simulations the to tal energy is not conserved since p d V  energy is assumed 
to be perfectly radiated away rather than  converted into heat. As a result the particle 
energy, and thus sound speed, is always constant. The energy equation is thus redundant 
for the work in this thesis bu t we include it below for completeness.
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2.4 The momentum equation 
The particles are moved by,
(2 . 12)
and
(U S)
The obvious m ethod of evaluating the pressure gradient is to use 2.7 to obtain,
(Vp)a =  — ^  rUbipb -  Pa)ValUa6. (2.14)Po b
However this does not conserve linear and angular m omentum exactly. Instead, the 
preferred m ethod (and th a t used here) is to use,
—  =  v ( r ) + 4 v p  (2.15)p \ p j
which when used in 2.13 gives.
Since this ecpiatioii is symmetric when swapping the dummy indices, the m omentum is 
explicitly conserved. There are two other features of the code, namely the use of multiple 
particle time-steps and tree node gravity, th a t cause the momentum equation to  lose its 
symmetry. In practice however, these do not tend to be a major problem.
2.5 The energy equation
The equation for the evolution of the energy per unit mass in an inviscid, ideal, fluid is 
given by the first law of thermodynamics,
~  =  - - V - v  (2.17)dt p
which can be translated into the SPH form by using 2.7 to get.
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^  ^  E  (2-18)*  Po V
Benz (1990) and Morris (1994) show th a t the above form conserves energy explicitly by
showing th a t the total energy of the ensemble is given by a function which is symmetric
in a and b.
2.6 Capturing shocks with artificial viscosity
All the equations derived thus far were for an inviscid fluid. As a result, they are not 
capable of evolving the fluid accurately when shocks are present, since there is no m ethod of 
converting the kinetic energy th a t would be dissipated in shocks into heat. The mechanism 
th a t takes care of kinetic energy dissipation in a real fluid is viscosity, and we therefore 
need to  add something similar to our fluid equations if shocks axe to  be treated  in the 
simulations. In astrophysical fluids, this viscosity is very small such th a t the fluids are 
essentially inviscid and only really becomes im portant in shocks. We thus need a form of 
viscosity for our fluid th a t is zero except in the presence of shocks.
This is done in SPH with ‘artificial viscosity’, which is ‘artificial in the  sense th a t 
it is invoked only when it is needed. The most commonly used form of artificial viscosity, 
and the one implemented in this code, is the viscous pressure,
H ( , b = (  v^b r o b < 0
[ 0 Yab- Yab > 0
where
and p^b — ^{pa +  Pb) and Cab =  ^(cg +  Cb). The factor 0.01/?.  ^ is included to prevent pab 
from diverging when r^b is very small.
The viscosity tensor H^b in the code is actually the combination of two viscous 
pressures, which have the form.
Pa = Hap^ = -OtplcV • V  (2.21)
and
Pp =  =  ~(ipl^{V ' w f  (2.22)
where a  and p  are free pai'ameters which control the strengths of the viscous pressure. 
The param eter I is the length scale over which the shock is spread. In SPH this is given
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the  value of the smoothing length /?., such th a t shocks will always be ~  h in size. The 
first a  pressure provides bulk and shear viscosity. The second, involving the p  param eter, 
is required to provide sufhcient damping in shocks and is a standard second-order, von 
Neumann-Richtmyer-type, viscosity. The p  viscosity is required for preventing particle 
inter-penetration in the  shocked region. Bate (1995) showed th a t a  =  1 and P = 2 
gives good all round performance, since it provides a compromise between particle inter­
penetration and shock size and we therefore use these values for the work in this thesis. 
T he fact th a t the  viscosity is only non zero for colliding flows (i.e. Vab • r^b <  0 ensures 
th a t it only appears in shocks and is zero for the rest of the fluid.
Since the viscosity converts kinetic energy into heat, we need to modify both the 
momentum and the energy equations accordingly. The momentum eciuation (2.16) be­
comes.
dv. =  V .K .&  (2.23),  \ P i  Pb !dt
and the energy equation (2.18) becomes,
^  3  E  ^  E  • VaW„i, (2.24)d t pg ^  ^ b
For the  case when the polytropic equation of state is used, the entropy is evolved 
instead of the  internal energy. The internal energy is then given explicitly by,
pT-l (2.25)7  ~  1
The expression for the  tim e evolution of the entropy is then.
^  = f T  E  . WaWai (2.26)dt 2pZ %
2.7 The form of the interpolating kernel
Provided th a t the expressions 2.3 and 2.4 are satisfied, the SPH kernel can take many 
different forms. The original kernel (Gingold & Monaghan) in three-dimensions had the 
form of a spherical Gaussian,
=== (2.27)
where r  =  |r  —r' |  and v = r /h .  Unfortunately, all the particles in the  simulation contribute 
to the fluid properties at r  and this results in a poor use of com putational resources.
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In this code, we use a spline kernel developed by M onaghan & Lattanzio (1985). 
The kernel has ‘compact support’, meaning th a t it becomes zero at a finite radius, and so 
the evaluation of the fluid properties a t r  only requires sum m ation over a sub-set of the 
simulation particles. The kernel has the form,
1 -  -I- if 0 <  V <  1,(7 ' ‘=  i f l < v < 2 ,  (2.28)
0 otherwise
where d is the number of spatial dimensions and <j  is the normalisation constant, w ith 
values of 2/3, 1 0 / ( 77t) and I / t t  in one, two and three dimensions respectively. All the 
simulations in this thesis have three spatial dimensions.
A consequence of the  compact support is th a t the summations in the SPH equations 
above are only performed over a  sub-set of the particle population: those within 2h for 
the  spline kernel above. These particles (the 5’s in the notation used here) are term ed the 
‘neighbours’ of particle a. We shall come to see how the neighbour lists are worked out in
2 . 10 .
2.8 Variable smoothing lengths
In the SPH technique, the smoothing length h is the scale by which the  fluid properties 
can be resolved. Allowing each particle to vary its smoothing length in time perm its the 
code to autom atically adjust its resolution. For example, SPH provides a density increase 
by increasing the number of particles inside a fixed volume. By allowing the particles to 
reduce their smoothing lengths as they enter regions of increasing density, the code is then 
able to m aintain resolution inside the dense regions. Similarly, in regions of low density, 
the code can increase the  smoothing lengths to  prevent particles from becoming isolated 
and having no neighbours. Since regions of low density have few particles, it makes sense 
th a t the resolution length in these regions is larger than in regions of high density, as 
there are fewer points (the particles) providing a description of the  fluid. W ith variable 
smoothing lengths, SPH becomes mass limited in resolution, whereas grid based codes are 
spatially limited in resolution.
To introduce the variable smoothing length into the SPH formalism, we simply 
replace the h with h = h{Va, r^). This takes the form of a new averaged /?„b =  0.5(/?a -hh/,), 
where the subscript denotes the intrinsic h  of each particle. The fact th a t hab is symmetric 
for each pair of particles, ensures th a t momentum and energy are explicitly conserved.
Since the smoothing length is now dependent on both position and time, new term s 
should appear in the SPH equations, since,
1 d W  d WVaW),b =  — (2. 29)u on oh
where u  =  -  r^. The new terms involving the gradient of the smoothing length should
ideally be included in the SPH equations, and similar term s should appear when consider-
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iiig time derivatives. These term s however are difficult to estimate and are generally not 
included in SPH codes. It has been shown th a t provided h varies on a scale similar to th a t 
of the other variables, the  errors are of O(h^) (Evrard, 1998).
We now need some m ethod by which to decide upon and evolve the smoothing 
lengths. The most common m ethod is to adjust the smoothing length such th a t the num ­
ber of particles is roughly constant. In 3-dimensions, the number of desired neighbour is 
generally 50 particles. This provides a compromise between sufficient accuracy in evalu­
ating the fluid param eters and com putational efficiency. For our spline kernel (2.28) this 
means th a t within 2h, we desire each particle to have 50 neighbours.
The obvious way to determine the smoothing length is use the density,
=  (2.3U)
where po and ho are the  initial particle density and smoothing length respectively. This 
however requires knowledge of the density, which is a problem since we need the smoothing 
length to  find the local density. Using the density from the previous time-step is fine for 
situations where the density is not varying quickly, but not a good approxim ation in 
shocks.
In this code we instead adopt the alternative method given by Benz (1990). First, 
we take the derivative of 2.30,
and make use of the  continuity equation to  replace the tim e derivative of the density, ■
^  =  (2.32)
This equation is then added to the other time derivatives to be updated at each 
time-step. This equation is used to  keep the smoothing length such th a t the  num ber of 
neighbours is in the range of 30 to 70. Generally, 2.32 evolves the smoothing length very 
well. If however the m ethod does begin to  fail, and the number of neighbours s ta rts  to 
stray to  close to the upper or lower limits, then we replace 2.32 with,
dhg ^  exp(x)(hV • v J /O  T  exp(-x)2ha 
d^ exp(x )-fiexp(-x ) ^
where +  is chosen if the smoothing length is to increase and -  is chosen if tlie smoothing 
length is to  decrease. The exponent is
{ .^ iip p e r  I ( d ’^ f^ ra n g e)  H (H upper N n )  m ange;
(An ^lower)/ (d"^'l^range) h  (Ug Ulower) ^  l r^aiige; (2,34)
oo otherwise
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where Nupper and Niower are the upper and lower bounds on the number of neighbours 
th a t we wish a particle to  have (70 and 30 respectively, from above), and n^ange is 12 in 
3-dimensions.
We discuss how the neighbours for each particle are found in section 2.10.
2.9 Gravitational forces
To study star formation, our fluid code must include a m ethod of evaluating self-gravity. 
In this code, it is the m ethod described by Benz (1990) th a t is used. This m ethod uses
th a t fact th a t the  kernel can be interpreted as a particle’s density distribution, which in
this case is spherical. We s ta rt with Poisson’s equation,
i  A  (2.35)dr \  dr J
The usual solution of this equation for a pair of particles has the  form,
=  (2.36)
'^ ab
Normally, for a pair of point masses the term  with the mass in the  num erator is simply the 
mass of particle b. In the SPH formalism however the mass of a particle is smoothed out, 
w ith the density distribution controlled by the kernel. This means th a t the mass term  is 
a function of position, such that,
rrab rrab
M{rab) = ‘^T^  /  u p{u)du = dir / u W {u ,h a b )d u  (2.37)Jo Jo
To evaluate the to tal gravitational force on a particle a, we therefore have,
-V 0 „  =  - G  V  —  (2.38)
W  '»<>
where N  in the summation denotes the sum over all other particles in the simulation. Note 
th a t this term  is different to all the other SPH terms, where summations are performed 
only over the neighbouring particles. We thus have a problem th a t the gravitational term  
requires a process th a t computationally scales as jV^/2, where N  is the number of particles 
th a t represent the com putational volume.
The code gets around the problem by using an hierarchical tree to evaluate the 
gravitational forces. A binary tree is used here, which was w ritten by Press (e.g. see 
Benz et al. 1990). The idea behind a binary tree is very simple. It takes all the ijart ic.les 
and sorts them into paiirs of m utual nearest neighbours (i.e. it pairs each particle with 
its closest companion). It then creates a ‘node’ at the position of the centre of mass of
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the  two particles. Once this is done for all the particles, the process is repeated for the 
nodes themselves, again creating new larger nodes from pairs ol the smaller nodes. This 
is repeated until eventually the simulation contains only one node, which contains the 
combined information of all the particles in the simulation. Note th a t the binary tree is 
inverted, such th a t it is constructed from the particle level up to the whole simulation. 
An octal tree in contrast, starts  by breaking the whole simulation into eight equal zones, 
then keeps splitting each zone into eight new zones until each particle has a zone to  itself.
The nodes in the binary tree have mass M^ode =  Ma+Mb  and are given a smoothing 
length, hnode =  M AX(ha,hb), where a and b denote the constituent nodes or particles th a t 
make up the new node. The nodes are also given a radius which is set by ensuring th a t 
all constituent nodes are contained within this radius, measured from the centre of mass 
of the  node. This is defined in our code by,
%  =  MAX (2.39)
The node structure can now be used to assist the gravitational forces calculation. 
Nodes th a t are sufficiently far away from the particle under evaluation, can be incorporated 
into the calculation as a  full object, rather than  broken up into its constituent particles. 
Since the node is not a  point mass bu t rather an extended object, the contribution of the 
node to the particle's gravitational force must be calculated using the node’s quadrupole 
moment. This moment is calculated while the  node is being created.
The code decides whether or not a node should be expanded by the relation,
Pnode
’^a node < 6^ (2.40)
where a is the particle, node is the distance between the particle a and the node in 
question and 0 is some opening angle. In the limit th a t 6 / ^ 0 ,  all the nodes are opem'd. 
and the tree reverts to  the usual N ‘^ /2  operation. As 6 is increased, then nodes increasingly 
closer to  the particle are left unopened and contribute to the force calculation via the 
quadrupole moment approximation. A value of 0 = 0.5 is used for the work in this thesis, 
and has been found to give negligible errors (e.g. Bate 1995). Obviously the criterion of 
2.40 may not necessarily apply to  the whole node, in th a t while a  node may need to  be 
opened, its constituent node may satisfy 2.40 and can thus remain closed. In this m anner, 
the  code only opens the required nodes.
The use of the smoothing length to determine the mass distribution of the  particles 
is desirable for the SPH self-gravity, since it provides a natural softening of the potential 
which prevents divergence of the  force for small particle separations. However, since our 
smoothing length is also variable in time and space, we have the problem th a t 2.36 no 
longer conserves energy, and changes the zero point of the gravitational energy of the 
system. Benz (1990) showed th a t this can be given by,
d H  = - G Y ]  r n a m ^ ^ d h a b  (2.41)
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where 0 is the smoothed potential found from 2.35. This difterence in the gravitational 
energy is included in the  code we use.
2.10 Finding neighbour lists
The use of a tree to sort the particle distribution for the  gravity calculation can also be 
used to  evaluate the neighbour lists. The neighbour lists can therefore be evaluated while 
the  code is working out the  gravitational forces. This introduces a new condition for the 
opening of a node (along with 2.40), since constituent particles may be neighbours of 
particle a if,
P -node  T  hg, T  h n o d e  ^  node  ( 2 .4 2 )
T he particles in the expanded node are then checked to see if they satisfy r'ab < =
ha +  hb-
2.11 Time integration and individual particle time-steps
The code uses a second order Runge-Kutta-Fehlberg method (Fehlberg, 1968) which was 
first suggested for SPH integration by Benz (1984). The Felhberg modification to the 
original scheme was the inclusion of a tolerance param eter which can be used to let the 
integrator control the  time-step. The code examines the difference in several fluid proper­
ties in order to assess the time-step th a t governs the evolution of the fluid. The properties 
used for the  error determ ination are the particle’s velocities, acceleration, internal energy 
and smoothing lengths. The global tim e-step is then given by.
where Q is each of the  physical quantities mentioned, A is the tolerance pai'amcter and 
iRKF and toid  ^ are the new and old time-steps respectively. This is evaluated for all 
particles in the simulation and the minimum value is used to  evolve the entire particle 
population.
For simulations where all the particles are involved in similar m agnitudes of inter­
action, this m ethod allows the gas to be evolved efficiently. In a typical star formation 
simulation this is unfortunately not the case. The process of gravitational collapse en­
sures th a t some particles are not only much denser than  others bu t are experiencing much 
stronger forces. The minority of particles directly involved in the star formation thus 
control the time-step for which all particles are advanced. Considerable com putational re­
sources are thus wasted, on evolving most particles with time-steps th a t are much smaller 
than  necessary.
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The code we use gets around this problem by integrating each particle with its own 
tim e-step (Bate, 1995). In this manner, no particles are integrated with more accuracy 
th an  is needed, resulting in a considerable saving in calculation time. Rather than  letting 
every particle have whatever tim e-step it likes, the code has a fixed set of possible time- 
steps, into which the particles are binned. This ensures th a t there are as many particles as 
possible being evolved at once. The spectrum  of possible time-steps is given in this code 
by integer multiples of 2, in the  m anner 5t = sync/2” , where Gync is the synchronisation 
time, or the  largest time-step possible, and n  is the integer power defining the required 
tim e-step. This use of integers in defining the time-step overcomes the problem of rounding 
errors. For standard  FORTRAN integers, the code then has a to tal tim e-step range of 2^ ®.
In order to  ensure the correct integration of the system, two more tim e-step con­
straints are necessary. The first is the Courant Condition,
Ti _  ______________ 0-Sh___________ __  /n
"  c, + h|V . v| -k 1.2(ac, + V . v|)  ^ ^
where a  and p  are the two artificial viscosity parameters. The last term  in the denominator 
is only included if V • v  <  0. The term  V • v  can be evaluated from 2.7. The Courant 
condition ensures th a t numerical transportation of information is faster than  the physical 
rate, i.e. the sound speed.
The individual particle tim e-step system does not always react quickly enough to 
rapidly changing fluid properties, such as those involved in shocks. M onaghan suggests a 
new force constraint to the time-step where.
force — 0.3^/ — (2.45)
and f  is the net acceleration on the particle. W hen this is added to the tim e-step evalua­
tion, the individual and common particle time-step m ethods converge.
2.12 The inclusion of ‘Sink’ particles
W hen gravitational collapse occurs, SPH particles move toward the focus of the collapse. 
Obviously this results in high densities and thus small separations between neiglibouriiig 
particles. The forces in such a densely packed environment are much larger than  in the 
rest of the cloud and eventually the time-steps for the particles at the centre of the dense 
region become so small th a t the code spends all its time evolving the very dense region. 
The rest of the  cloud is not evolved at all and the simulation grinds to  a halt.
In order to  simulate s ta r formation we must therefore find a way round this problem. 
As it happens, the details of the very dense inner regions, such as the structure of the 
protostar, are not generally of interest to current star formation work, which instead 
focuses more on how and where the collapse occurs, and what gives rise to collapse in the 
first place, i.e. the initial conditions for star formation. The equation of state  governing the
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dynamics in the protostar/d isc system are also unknown. Also one is generally interested 
in how much mass, or momentum, ends up in a particular star. These are very rough 
details of the collapsing object and do not require a detailed evolution of their internal 
workings. We can thus neglect the evolution of a protostar beyond a certain density, and 
trea t it as essentially a spherical region tha t can accrete gas and interact with other such 
spheres via gravity.
This code includes the modification by Bate et al. (1995) which does ju st that: 
dense, bound, regions of gas are replaced by point masses, or ‘sink particles’. The sinks 
interact only via gravity but are able to accrete gas particles within their accretion radius, 
race. These sinks allow the code to  model the dynamical evolution of accreting protostars, 
w ithout integration times becoming prohibitively small.
Sink particles are not really added to  the code in the  sense tha t a new particle is 
introduced, but instead a normal SPH particle is turned into a sink particle once certain 
criteria have been met. The particle undergoes as series of tests once it has reached a 
threshold density. Once this density is reached, two preliminary tests are conducted. The 
first is to  see whether the  smoothing length of the particle is less than  half the accretion 
radius of the sink particle th a t it will become. This ensures th a t when the sink particle 
forms it can instantly accrete a t least ~  50 neighbouring particles. The second test is to  
make sure th a t the  potential sink particle and its neighbours are on the same integration 
time-step.
Once these two conditions are met, the dynamical state of the possible sink particle 
and its neighbours are assessed to ensure th a t the particles are indeed undergoing grav­
itational collapse and are not about to  re-expand from their dense state. This takes the 
form of a further four tests. Firstly,
(2.46)
where a  is the ratio of the therm al energy to the magnitude of the gravitational energy of 
the particles. Secondly,
a  +  <  1 (2.47)
where p  is the ratio of rotational energy to  the magnitude of the  gravitational energy. 
The th ird  condition is th a t the  to tal energy of the pai’ticles must be negative, and finally 
the forth test is th a t the divergence of the accelerations must be less than  zero. The final 
check ensures th a t the  group of particles is not in the process of being tidally disrupted 
or bouncing. If all these tests are passed, the particle becomes a sink and the mass, 
momentum (both linear and angular) of the  neighbours is added to  the sink particle.
accThe accretion onto the sink particles is controlled by the accretion radius, r 
mentioned above. This is chosen before the s tart of the simulation and depends on the 
resolution required. Any gas (SPH) particle th a t passes through the volume about a sink 
particle defined by this radius is checked to  see whether is should be accreted by the sink. 
First, the  gas particle must be bound to the sink. Second, the specific angular momentum
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of the gas particle must be less than  than th a t required to lorni a circular orbit at race 
about the sink particle. These tests ensure th a t particles on highly eccentric, parabolic 
or hyperbolic orbits, th a t would normally leave the accretion volume are not accreted 
by mistake. Finally, the gas particle must be more tightly bound to  the candidate sink 
particle than  any other for which it meets the above criteria. Care must also be taken to 
ensure th a t the accretion occurs when both  the sink particle and the gas particle are on 
the same time-step. W hen the particle is finally accreted, its mass and linear m omentum 
are added to  the sink particle, and the sink particle’s position is shifted to the centre of 
mass of the  two particles. Finally the ‘spin’ of the sink is updated to take into account of 
the angular momentum of the orbiting gas particle. This ‘spin' is never used in any of the 
calculations and is only kept for studying momentum transport and ensuring the code is 
keeping track of angular momentum sufficiently well.
An im portant feature of the  sink particles, and one which makes them  fairly easy 
to implement into an SPH code, is th a t they only interact with other particles, th a t is 
both  gas and other sink particles, via the force of gravity. Also, gas particles on one side 
of a  sink do not interact with the  gas particles on the other side. The sharp boundary 
caused by the removal of gas particles inside the accretion radius can have an adverse effect 
on the accretion rates when one is studying discs etc. Since this is not really a relevant 
problem for this thesis we will not mention this any further bu t simply point the reader 
to Bate et al. (1995) for a discussion of the necessary boundary corrections. The sink-sink 
interactions in this thesis are smoothed with a standard gravitational smoothing term ,
where e is set to some small value and defines the minimum separation for a binary system. 
In this thesis, e is generally set to equal the accretion radius {race) of the sinks.
2.13 Resolution requirements
Using the kernel 2.28 to  provide the gravitational softening in 2.36, Bate & Burkert (1997) 
found th a t SPH can accurately handle fragmentation if the local Jeans mass is always 
resolved by roughly 2Nneigh particles, where Nneigh is the number of neighbouring particles 
inside a smoothing length. If this condition is not met, there is a concern th a t numerically 
artificial fragmentation may arise from the collapse of spurious substructure. While this 
was shown to be a problem for highly idealised geometries, such as those studied in Bate 
& Burkert (1997), failure to resolve the Jeans mass properly is generally regarded as 
merely preventing possible fragmentation (Whitworth, 1998). This has been confirmed 
by Klessen and Bonnell (2004, both private communications) who confirm th a t higher 
resolution generally results in more aggressive fragmentation. This is simply a result of the 
increased ability to resolve substructure and perhaps even angular momentum transport.
It is generally desirable for fragmentation calculations to  have a resolution down to 
the ‘opacity lim it’ (Low & Lynden-Bell, 1976; Rees, 1976), the  minimum mass for frag­
m entation. This requires resolving self-gravitating objects down to a mass of ~  10“ ^M© .
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The simulations presented in this thesis do not however achieve this resolution, since we 
feel th a t high resolution is not particularly im portant for the work th a t we wish to  do 
here. In  this thesis we are interested in the effect tha t the turbulent field has on producing 
the seeds for fragmentation.
Our investigation of the effects of turbulence on the star formation does however 
introduce a certain constraint on the resolution. Our simulations all contain some form of 
turbulent motions (see chapter 3.1 for a discussion), which are present in a gas th a t has 
an isotherm al equation of state. The shocks th a t occur from the supersonic motions are 
therefore responsible for density enhancements that follow the standard  isothermal jum p 
conditions, such th a t p = PoAd^t where po is the pre-shock density and M  is the Mach 
number of the turbulence. We therefore m ust ensure th a t we resolve the Jeans mass in 
the  density enhancements induced by the turbulence. This Jeans mass will be referred to 
in this thesis as iiij^turb- W ith the exception of tha t modelling a GMC, all our simulations 
are able to resolve this Jeans mass, typically by at least an order of magnitude.
To ensure th a t we do not attem pt to resolve beyond our resolution limit, we intro­
duce sink particles at the point where the mass resolution for the  simulation is reached. 
The mass resolution is used as a  Jeans mass, and from that a density and Jeans radius 
is evaluated. These are used for the sink particle creation density threshold and sink 
accretion radius respectively. Details of these param eters are given in the  thesis where 
necessary.
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C H A P T E R  3
Generating turbulence and examining the density structure
3.1 The inclusion of turbulent velocity fields
As was discussed in the opening chapter of the thesis, the molecular clouds in which 
stars form are know to contain a significant amount of energy in the  form of random , or 
turbulent, motions. One of the main focuses of this PhD is to identify the role th a t these 
motions play in the  star formation, so we require some m ethod by which to  include them  
in our simulations.
Observations of line widths are usually expressed in the  form,
(7 DC (3.1)
where a  denotes the velocity dispersion and A the size scale to which the velocity dispersion 
relates. The value of ^ is not th a t well constrained, and can vary from region to  region. 
Larson found a value of ^ =  0.37 for a range of scales 1 <  A <  lOOOpc, while looking at 
smaller scales, Myers (1983) found ^ =  0.5 for 0.04 <  A <  lOpc. Goodman et al. (1998) 
dem onstrated th a t the  value of ^ can even change when one uses a  different tracer species 
to measure the line-widths, and th a t for a single cloud, a single value of ^ may not hold 
over all scales.
In this PhD we will generally assume a value of (  =  0.5 for the velocity dispersion, 
since we are generally dealing with smaller structures than  those included in the original 
Larson relation study. W hen dealing with turbulence, it has become normal practice 
to  express the  velocity-scaling relation in the language of spectra analysis, in which the 
velocity field corresponds to  a Gaussian random  field with a power spectrum  given by,
A(/c) =  (|vfc|^) oc hP (3.2)
Unfortunately there is no linear relationship between ^ and a. However the work 
of Myers & Gammie (1999) show th a t an a  of -4 in the power spectrum  corresponds to 
a  ^ of 0.5. This value of a  is consistent with the observations and so is adopted for the 
turbulence in our simulations. We also use a larger a  of -6 in one simulation, to  provide
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a comparison of the nature of the turbulent held. According to Myers & Gammie (1999) 
this simulation has an effective ^ of 0.95.
To obtain a random realisation of a turbulent velocity held th a t conforms to ex­
pression 3.2, we use a code developed by Bromm th a t is based on a m ethod to provide 
Gaussian random density structures. The details below follow from the studies of Dubinski 
et al. (1995) and Myers & Gammie (1999) as well as details from the actual code.
The first stage is to  assume a divergence-free incompressible gas, such th a t V 'V  =  0. 
It follows from this th a t the velocity can now be expressed in term s of a velocity potential 
vector, A;
V x A  = v (3.3)
The components of A  can also be described in terms of a Gaussian random  field. By 
comparing the expressions 3.2 and 3.3, one can show th a t the power spectrum  of the  
vector potential A  is,
74(fc) =  ( |A fc 7 « fc " -2  (3.4)
The code samples the components of the Fourier transform  of the vector potential at 
equally spaced points on a lattice of size where A  is a power of 2. In Fourier space. A t 
is described in term s of its am plitude a t  and phase 0 t and has the form A t =  atF^^^, where 
k  — k"^ . Amplitudes are randomly sampled from a Rayleigh distribution:
D(a.k) =  (3.5)
where s is the dispersion given by the power spectrum  Pa(^)- The phases are drawn from a 
uniform distribution between - t t  and tt. This is equivalent to sampling from a cylindrical
bivariate Gaussian. The Fourier transform  of the velocity can then be obtained from the
curl of A t  in the Fourier domain.
v t  =  ik  X A t (3.6)
The real component to  the velocity field is then obtained by taking the inverse Fourier 
transform  of v t ,
X (Ikz8?hr(k.r-t-0tj - /c. x ut^,sm.(k r - |-0 t j ]  (3.7)
k
This is done at each of the node points to obtain grids of velocities for the x, y and z 
components of the velocity field. These are then super-imposed onto the SPH particle 
distribution and the velocities for the particles are linearly interpolated between the  grid 
points. Different realisations are obtained by altering the values of the seeds th a t are used
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to  control the random sampling of the  amplitude and phase distributions for the vector 
potential.
In this PhD we tend to use velocity fields from a 16^ lattice. If one injects energy 
at a scale smaller than  the smoothing length, the SPH formalism results in the energy 
being quickly smoothed and dissipated. To ensure tha t this unphysical feature of SPH 
does not effect the natural dissipation of kinetic energy in colliding flows, we require th a t 
there be ~  50 SPH particles in every grid cell of the turbulent field distribution. For the 
com putation power available to us during the course of this PhD it was only practical to 
keep the  number of particles in the simulation under 1 million. As a result, the largest grid 
th a t was practical to use was 16^, since a 32^ grid requires ^  1.6 million particles, while 
the  16^ grid only requires ~  200,000 particles, for the shocks to  be accurately captured.
Also note th a t the  initial conditions of the simulations in this PhD are not cubes 
but spheres. Thus we only use the central cores of the velocity cubes when we set up 
the runs. As a result, the  velocities in the spheres are not in practise strictly divergence 
free, and some net expansion/ contraction of the particles is generally present, due to  their 
appointed velocities. Lastly, we include no mechanism for driving this turbulence. The 
kinetic energy is left to freely decay in the shocks tha t it produces. For particular motions 
a t a particular length-scale, this occurs on the associated crossing time, ter = 2A /a (Mac 
Low et ah, 1998; Stone et ah, 1998).
3.2 A clump finding algorithm
Supersonic motions produce density enhancements in the gas, and a general assum ption 
by much of the star formation community is th a t these structures are the origin of the 
clumps and cores in molecular clouds. Since one of the prim ary goals of this PhD is to  
examine what role turbulence plays in star formation, it is vital th a t we can analyse these 
density features, or clumps, in the gas. This requires being able to  autom atically pick out 
structure  from the simulations.
The m ethod used here is similar to th a t of Klessen & Burkert (2000) for finding 
clumps in SPH data, which in tu rn  was based on the m ethod used by Williams et al. 
(1994) who developed a routine for finding clumps in observational x-y-v da ta  cubes. One 
of the  m ajor advantages of this m ethod is th a t it doesn’t assume a density profile for 
the structures, unlike previous routines which tried to fit Gaussian profiles to tlie density 
structure as a m ethod of defining and identifying clumps.
The clump finding algorithm used here works in the  following way:
1. Neighbour lists are found for each particle using the binary tree described in section
2 .10.
2. Particles are sorted into descending density
3. The first particle in list (i.e. the densest particle in the simulation) is selected, and 
assigned to ‘clump 1’, along with all its neighbours. All these particles are flagged 
as having been assigned to a clump, in this case ‘clump 1’
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Figure 3.1: Shown here are two different m ethods by which a clumps can be defined from 
a density distribution. The contour plots on the left show the m ethod commonly used in 
observational studies, by which a clump is defined to be only th a t m aterial which is more 
dense than  its surroundings. The m ethod of defining the clumps shown on the right is 
th a t of Klessen & Burkert 2000 and is also the method used here. This m ethod introduces 
an interface between the clumps, allowing them  to be associated with more of the low 
density gas.
4. The code then works down the list of particles in decreasing density until it comes 
to  the next most dense particle th a t has yet to be assigned to  a clump. The code 
now has to select one of 2 options:
(a) If the particle’s neighbours do not belong to any clump, then it is deemed to 
be the peak particle of a new clump and labelled as belonging to a new clump 
(e.g. ‘clump 2’).
(b) If the particle has neighbours which already belong to  other clumps, then the 
particle is assigned to whichever clump the largest fraction of its neighbours 
belong. Note th a t only this particle is assigned to the clump. Neighbours of 
this particle th a t are not yet assigned to a clump are left to be assigned by the 
same process, rather than  being forced at this point.
5. This process (i.e. step 4) is repeated until all the particles in the simulation have 
been assigned to a clump.
6. Clumps which have less than  100 particles are then deleted from the clump popula­
tion. These are comprised entirely of low density noise in the under-resolved regions 
of the simulation, and are not real features.
One advantage of this technique is th a t it makes use of the SPH smoothing length 
in finding the clumps. In regions of high density, the smoothing lengths are small and thus 
so too is the local resolution. In regions of low density, the smoothing lengths are large 
and thus the resolution is poor. By using the smoothing lengths (or, equivalently, the 
neighbour lists) to determ ine clump memberships of the particles, the algorithm ensures 
th a t no clumps are identified th a t cannot be resolved by SPH.
The m ethod used here does differ slightly from th a t of Klessen & Burkert (2000) in 
th a t the densities of their particles are first binned into equally spaced logarithmic density 
steps. This allows them  to autom atically provide core populations above a certain density
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threshold, and quickly produce density contour plots. Both of these are not required by 
our investigation.
There is however one difference in the definition of the clumps in Klessen & Burkert 
(2000), and those used here, compared to th a t commonly used in observational studies. 
Consider the  density distribution shown by the contour plots in figure 3.1. We see th a t 
a region of high density has split into 2 smaller sub-regions. This is the kind of sifuation 
th a t may be expected to  arise in the fragmentation of a star forming core. We show two 
ways in which the region can be divided up into ‘clumps’.
The left image shows the m ethod frequently used by observers. Clumps are defined 
only down to the lowest contour th a t is uniquely associated with the peak m aterial. In 
term s of the  contour plot shown in the middle panel of figure 3.1, we see tlia t the green 
and red ‘clum ps’ have been defined down to the third most dense contour line. If they go 
any lower down the contours, they would have to share the material. The clumps in this 
definition are therefore only the features th a t rise above the local normal.
The right image shows the m ethod of clump definition used by Klessen & Burkert 
(2000), which we also adopt for this thesis. Rather than the clumps being defined as just 
the peaks on an underlying density distribution, an interface between the two objects is 
introduced and the objects are allowed to  be associated with the mass down to  the lowest 
contour. This division of the  common m aterial and its association to  the  density peaks 
occurs naturally from the process outlined in step 4 above.
There are certain situations when both  these techniques for defining clumps are 
useful. For observations of GMCs, the observer’s method allows one to usefully examine 
the density features on a particular length scale, since it detaches the features from the 
hierarchical structure with which they may be associated. The m ethod is also useful for 
studying hierarchical fragmentation, for the  same reason. However, for trying to examine 
the cause of star formation, and the scale at which things become bound, this m ethod is 
no longer useful. If, for example, a  bound region fragments during collapse, this m ethod 
will only concentrate on the new features. The original clump, the bound region th a t 
caused the collapse in the  first place, will not be defined any more.
By adopting the approach used by Klessen & Burkert (2000) which is shown in the 
right hand image in figure 3.1, we ensure th a t the densest points are, at least to some 
degree, associated with the mass tha t was responsible for their formation. Considering 
the aim of this thesis is to  examine the onset of gravitational collapse, this is an im portant 
point.
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C H A P T E R  4
Fragmentation concepts
4.1 Overview
In this section we briefly discuss the necessary conditions for gravitational collapse, and 
how this relates to  the density of the gas. We then examine how turbulence can affect 
the ability of the gas to  fragment into a stellar population. We do this by assuming the 
idealised case th a t all turbulent motions results in a head on collision between two similar 
flows.
4.2 Basic fragmentation concepts
The minimum requirement for a body of gas to undergo fragm entation and collapse is 
th a t the  gravitational energy is greater than  the internal therm al energy. This is known 
as the  Jeans condition (Jeans, 1902) and for a sphere of uniform density and constant 
tem perature there is a characteristic mass and radius given by,
and '-(?)""(IS)'" (-)
which can be simply obtained by setting |Egi-av| =  Etherm, where
(4.3)
and
34
E th e rm  =
and using the relation, rn - (4/3)7rr'^/y, for a uniform density sphere. On re a body of gas 
has a mass and radius greater than  or equal to those given in 4.1 and 4.2, the  body will 
collapse on the free-fall time,
=  (6 )
For a cloud containing more than  one Jeans mass, it can be shown th a t the  number 
of Jeans masses present is given by
== j 3 / 2  Q)
T Y l j  \  E ^ f i e r m  '
where the ratio of gravitational to  therm al energy, J, is commonly referred to as the  Jeans 
number. This is an im portant number in fragmentation theory since A j  =  the num­
ber of Jeans masses, is the number of individual objects th a t can collapse independently 
from one another .
From equation 4.1 we see th a t the  Jeans mass is controlled by the density and 
tem perature of the gas. Taking the usual assumption th a t the molecular gas in star 
forming regions behaves isothermally, the Jeans mass is then only responsive to local 
fluctuations in the density. A known source of density enhancement arises from supersonic 
turbulent flows. In an isothermal gas, colliding supersonic flows can produce shocks with 
an associated increase in the density of
^  (4.7)
where p is the mean pre-shock density and A4 is the Mach number of the flows, given by 
Vfiowl(^si w ith Cg denoting the isothermal sound speed.
The idea behind ‘turbulent fragm entation’, as we will refer to it from now on, is
th a t supersonic shocks produce an increase in the local density which results in a decrease
in the local Jeans mass. Or more quantitatively.
R^J,turb — TÏIj A4 (4.8)
where ihj is the Jeans mass in the pre-shocked cloud gas of density p. The local Jeans 
mass is then controlled by the strength of the turbulence in the cloud.
We note here however th a t the definition of Jeans mass given in equation 4.1 is only 
really applicable to spherical geometry and not to the dense sheets produced by shocks. 
This is generally overlooked in turbulent fragmentation theory. If one takes a Jeans mass 
and squashes it in one direction, the  resulting object still has a similar potential energy
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to  w hat it had initially (e.g. see Clarke 1999), thus the shocks must exist on scales larger 
th an  the initial Jeans mass, m j. A number of authors have studied the fragm entation 
of layers produced by flows, in which the spherical assumptions for the Jeans mass are 
relaxed and more realistic fragmentation masses are calculated (Elmegreen & Elmegreen 
1978; Doroshkevich 1980; Vishniac 1983; Bertschinger 1986; Nishi 1992; Yoshida & Habe 
1992; Lubow & Pringle 1993; W hitworth et al. 1994; Clarke 1999). However as W hitworth 
et al. (1994) point out, there are considerable differences in the boundary conditions used 
by these studies, such th a t it is not clear when one au thor’s dispersion relation should 
be used over another. Only Elmegreen (1993) has gone on to use the results of the 
layer fragmentation to describe the formation of hierarchical structure in a turbulent 
environment.
Since turbulence is regarded as being a hierarchical phenomenon, most generally 
described in observational studies as following a Larson type relation a  oc L^ (Larson, 
1981), one can envision from equation 4.8 th a t a range of Mach numbers acting on different 
scales produce local variations in the Jeans mass. It is these local variations th a t are 
postulated to be responsible for the shape of the IMF (e.g. Padoan & Nordlund 2002), 
such th a t there is a  one-to-one mapping between bound clumps formed by turbulence 
and protostars. One of the  goals of this thesis is to examine whether this mechanism for 
forming a range of stellar masses is indeed viable.
4.3 Colliding Flows
W hitworth et al. (1994) studied the fragmentation of a gaseous layer which has been 
created, and still confined by, head-on colliding flows. For an isotherm al gas, it was found 
th a t the mass and size of the  fastest growing gravitational instability in the  layer are given 
by,
{ G p X y / ^
where po is the density of the gas in the flows, Cs is the sound speed of the gas and M  is 
the Mach number of the gas in the flows given by A4 =  vjiow/cs, where Vfioy, is the flow 
velocity. Note th a t all constants of order unity are neglected from these relations. The 
tim e taken for these objects to fragment out of the layer is given by,
t/rag ~  ( G p .A I ) - '/ ' (4.11)
This time is simply the tim e taken by the flows to collect the required Mfrag iii the 
layer. W liitworth et al (1994) show th a t the fragmentation of the layer occurs while the 
confinement is dom inated by the external pressure provided by the flows th a t create the 
layer.
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Figure 4.1: Shown here is the layout of the colliding flows 
The length of flow required to instigate this collapse can therefore be determined
from,
I flow ~  ^flow^frag ~   ^ ^s^ff (4.12)
where t / /  is roughly equal to (Gpo) Note th a t Cgtfj is roughly the Jeans length in 
the unshocked gas.
4.3.1 N um ber of Jeans m asses in  th e  layer
The minimal requirement for gravitational collapse is th a t the gas must contain one ther­
mal Jeans mass. This assumes the only supporting mechanism is the therm al energy of 
the gas and thus neglects other sources of support such as rotation, random  motions or 
magnetic fields. Thus the minimal requirement for fragm entation to  occur, is th a t there 
m ust be two or more therm al Jeans masses present in the gas. The num ber of Jeans 
masses is related to the therm al and gravitational energies by
\E,
^  J V ^ therm
3 /2grav\ \ _  j 3/2 (4.13)
where M  is the to tal mass present and J  is the Jeans number, the ratio of the m agnitude 
of the gravitational energy to therm al energy. The Jeans number gives us a convenient
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m ethod of measuring the ability of a body of gas to fragment.
For our purpose, we will imagine a cube of gas, with constant density po and side 
length L, and th a t this cube has a velocity distribution along the x-axis such th a t there 
is a shock running down the middle in the  m anner shown in figure 4.1. We thus have a 
cube with colliding flows which can generate a shocked layer in which the relations from 
W hitworth et al (1994) will apply.
The mass contained in the layer at a time t will thus be given by,
Mi{t) = L^poVfiowt (4.14)
At the point of fragmentation, th a t is t  = tf^ag which is given by equation 4.11, the  
mass in the layer will then be given by,
M l . f r a ,  -  ( 4 - 1 5 )
The number of Jeans masses in the layer (again, at the  point of fragmentation) will 
be given by.
^3/2  ^  ^ ^ I J r a g  ^  L ? 'p p G J ^ i
Mfrag
Prior to this, the number of Jeans masses in the original unshocked cloud is given
Nj.i -  ~  (4.16)
by
Thus we can determine the ratio of the number of Jeans masses in the layer to  th a t 
in the preshocked gas,
eg ^
Since the free-fall tim e of the cloud is roughly t f f  ~  (Gpo)“ ^/^ and CsM =  Vfiow, 
the velocity of the colliding flows, then we can express the above ratio as,
(4.19)
This simple result shows th a t the ratio of the number of Jeans masses in the layer to 
th a t in the original cloud is given by the ratio of the cloud’s free fall tim e to the  crossing 
tim e for the flows in the cloud.
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For a uniform density spherical cloud, the free fall time in the  cloud is given by i f f  = 
(37r/32Gp)^Z^ =  (7r^i?^/8 MG)^Z^ and the crossing time is in- =  2 R /v  =  {2R^/ a G M Ÿ s 
where a  is the ratio of kinetic to  gravitational energy (or our e"^). Thus if we ignore the 
constants of order unity, i f f / t e r  ^
If we thus apply our idealised case of colliding flows to the turbulence in clouds, we 
see th a t if the  clouds are close to dynamical stability, even to within an order of m agnitude, 
the turbulent motions are incapable of significantly increasing the number of Jeans masses 
ill the  shocked regions at the point of fragmentation. Since turbulence is actually much 
less idealised than  the above description of colliding hows, it is unlikely th a t we will see 
any increase in the number of Jeans masses in our simulations.
An interesting consequence of this is th a t if one does not have a flow comprising a 
Jeans mass to begin with, then the layer will not have a Jeans mass either. This result 
can be seen in the  study of G ittins, Clarke & Bate 2003 which investigated clump-clump 
collisions using SPH to model the evolution of a population of Bonner-Ebert spheres (the 
‘clum ps’) moving with supersonic random  motions. They find th a t collisions between 
spheres only result in collapse if the spheres each contain half a Jeans mass to  begin with, 
regardless of the Mach number of the  collision.
An easier way of thinking about the  lack of increase in the  Jeans number is just 
the  idea mentioned above th a t by squashing a Jeans mass, the  potential energy of the 
new mass distribution is practically the  same as it was when it was perfectly spherical. 
Unless one has cooling, it is therefore not possible to get more Jeans masses out than  one 
originally puts in.
4.3.2 H ierarchical fragm en ta tio n
W hitworth et al. (1994) point out th a t the first instabilities to form in shocked layers are 
not self-gravitating, like the one discussed above. Instead, the first instabilities lead to the 
generation of motions inside the layer. In the derivation of the layer fragmentation, these 
are assumed to be small enough to  ignore. If it were possible to  quantify the m agnitude 
of these motions, then they could be included into the layer fragm entation discussion as 
an effective contribution to the sound speed, providing of course th a t they are sufficiently 
isotropic.
The question may arise as to  whether these motions inside the layer may be able to 
instigate further collapse, thus resulting in hierarchical fragm entation of the  gas. Is the 
hierarchical structure observed for some clusters ( e.g. NGC1333 Lada et al. 1996), simply 
a result of hierai'chical layer-type fragmentation?
Fi’om the discussion above regarding the number of Jeans masses in the layer, it 
would appear th a t this type of triggered hierarchical fragmentation is impossible. One 
needs a Jeans mass before the shock to produce a Jeans mass after the shock. Thus the 
motions inside a region with size Lfrag and mass Mf^ag, could only produce one new 
object. While this could potentially continue down the size scales, the region of size 
Lfrag will never be able to harbour any more than  one object. R ather than producing a 
hierarchically structured cluster, one would get individual stars th a t were separated by a
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distance ~  Lfrag- Depending of the original size over which the largest scale flows occur, 
this could potentially result in isolated rather than  clustered star formation.
C H A P T E R  5
Dynamical cloud support
5.1 Introduction
The aim of this thesis is to examine the onset of star formation in environments where 
the energy in bulk motions, or ‘turbulence’, is at least as dom inant as the  gravitational 
energy. We s ta rt our investigation in this chapter, by looking at the star formation process 
in clouds th a t contain different levels of dynamical support. This support will be provided 
in the  form of a random  Gaussian velocity field, as is described in chapter 3.1, and the 
amount of support will be varied.
The motivation for the work presented in this chapter is two-fold. Firstly, we wish 
to  provide a comparison to  previous work. The simulations of Bate et al. (2003b) and 
Delgado-Donate et al. (2004) have modelled the fragmentation and protostellar accretion 
in small clouds (m <  50M@ ) supported by turbulence, where the region has initially 
been in dynamical balance. If these regions are formed from large scale turbulent flows 
in a giant molecular cloud they could have a range of dynamical states, depending on the 
efficiency of the large scale shock in removing the internal kinetic support. Indeed, clumps 
with masses from ~  few M@ to ~  100 M© , in Chameleon have been observed to  exhibit 
a  wide range of dynamical states (Mizuno et ah, 1999).
Our second reason for this study, and perhaps the most im portant given the cur­
rent theoretical work in star formation, relates to the  role of the supporting turbulence. 
There has been considerable interest in the last 10 years or so in the subject of ‘tu rbulent 
fragm entation’ (Larson, 1992; Henriksen, 1986, 1991; Elmegreen, 1993, 1997, 1999, 2000b; 
Padoan, Nordlund, & Jones, 1997; Padoan & Nordlund, 2 0 0 2 ). The main concept in this 
theory is th a t the shocks produced by the observed turbulent flows are responsible for 
density enhancements in the gas, which become the sites of star formation. It has been 
suggested th a t the  density enhancements are able to locally alter the Jeans mass, the 
minimum mass required for gravity to overcome therm al support, in such a m anner th a t 
the Jeans mass distribution resembles the IMF. Each Jeans mass represents a star forming 
core, such th a t the mass function of the cores is the same as the  mass function of the  stars. 
This implies th a t there is a one-to-one m apping between cores and stars. The turbulence 
is hence proposed to be directly responsible for triggering star formation and controlling 
the form of the IMF (see chapter 4 for details).
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Sim e Av
km s~^
M cloud
M©
Ro
pc
P
g cm~^ M©
1 &: 2 10 0.36 1 .8 3Z6 0.132 2.23 xlO-^^ 1 .0
3 1 1.13 5.5 3&6 0.132 2.23 xlO-^^ 1 .0
4 1 1.13 5.5 6.3 om26 5.55 xlQ-^^ 0 .2
5 &: 6 0.5 1.60 7.8 3Z6 0T32 2.23 xlO-^^ 1.0
Table 5.1: This table contains the  details of the initial conditions for each of the siiiiiila- 
tions. All simulations are given a unique Gaussian random velocity field which is scaled 
such th a t the ratio of gravitational to kinetic energy is some value e, which is shown in 
column 2 of the table. This results in a velocity dispersion for the turbulence, Av, which 
is used to  calculate a turbulent Mach number A4 ~  Av /  Cs, where Cg is the sound speed. 
The density in column 7 is simply the mean density of the  spherical cloud, defined from 
a uniform sphere of mass Mdoud and radius Rq. Prom this density, and the tem perature 
of the cloud (all of which have a tem perature of lOK), the mean initial Jeans mass of the 
cloud, mj^i, can be found from equation 4.1.
In this chapter, altering the dynamical state of a simulation results in changing the 
m agnitude of the supporting energy provided by the turbulence. The regions therefore 
have different mean Mach numbers and thus the role of turbulence in creating structure 
can be explored. In the turbulent fragmentation theory, the mass of protostars is controlled 
by the Mach number, thus we can provide an environment which tests this theory.
Goodwin, W hitworth, & W ard-Tlioinpson (2004) have recently performed calcula­
tions investigating how low levels of turbulence affect the fragm entation of small clumps. 
They performed a series of simulations in which the supporting turbulent energy of clumps 
with masses 5.4M@ was varied. They found th a t the clumps with stronger turbulence were 
generally able to fragment more easily. However, we note th a t in all the clumps in the 
study, the gravitational energy was much larger than the kinetic energy in the  turbulence. 
The resulting Mach number of these clouds was, as a result, very much less than  1 , such 
th a t the  turbulence was comprised of sub-sonic flows. The fragm entation in these simu­
lations is probably ju st a result of local pockets of angular momentum providing support 
against collapse, rather than  the ‘turbulent fragm entation’ process detailed by Padoan & 
Nordlund (2002). The main mechanism for the formation of the multiple systems in their 
study is thus disc fragmentation.
We describe the details of our simulation setup in 5.2 and the general evolution of 
the  clouds in section 5.3. In section 5.4 we discuss the evolution of the clumps th a t form 
within these clouds, and examine their energy states as the clouds progress toward star 
formation. Section 5.5 examines the role th a t accretion plays in each of the dynamical 
cloud models. General discussion and conclusions are given in sections 5 .6  and 5 .7 .
5.2 The Simulations
Details of the simulations are given in table 5.1. All the simulations presented here s ta rt 
from a uniform density sphere at lOK, with the gas modelled isothermally. W ith the
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exception of simulation 4, they have a mass of 32.GM© and an initial Jeans mass oi 
IM© (initial density po =  2.23 g cm” ^). Simulation 4 has a mass of 6.3M© and
an initial Jeans mass of 0.2M© . These conditions are such th a t all the  simulations have 
a Jeans number (equation 4.6) of 10, and thus have ^  32 Jeans masses initially. We use 
4 X 10^ particles to  model the clouds in these simulations, which for all the simulations 
except simulation 4, give a mass resolution (i.e. ~  100 SPH particles) of 0.0082M© (Bate 
& Burkert, 1997; W hitworth, 1998). For simulation 4, the corresponding mass resolution 
is 0.0016, which is close to the value thought to  be the limit of fragmentation (Low k  
Lynden-Bell, 1976; Rees, 1976).
The clouds are given a turbulent velocity field to provide support against collapse, 
although the amount of support given is varied in this chapter. The support is parame- 
terised by e =  ^grav! E^m with values of 10, 1 and 0.5 being used here. We have defined e 
in this manner such th a t it can be thought of as a kinetic version of the Jeans number. The 
initial velocities are taken from a Gaussian random field with power spectrum  P{k)  oc 
which corresponds to a Larson type relation of a  oc (see chapter 3.1 for details). Each 
of the simulations presented in this chapter have a different random  velocity field. We 
stress here th a t the  turbulent field in this study is left to  freely decay. We do not include 
any driving mechanisms.
To ensure th a t we do not attem pt to resolve beyond our resolution limit, we in­
troduce sink particles at the  point where the limiting mass resolution is reached. In 
simulations 1, 2, 3, 5 & 6 , the sinks are created at 3.312 x 10“ ^^g cm“  ^ with an accretion 
radius of 1.1 x lO^^cm, while in the higher density run, simulation 4, the  density and ac­
cretion radius are 8.700 x 10“ '^^ g cm~^ and 2.1 x lO^^cm respectively. We also sm ooth the 
gravitational forces between sink particle pairs to  the same size as their accretion radius 
(see equation 2.48). This prevents binaries with separations smaller than  the accretion 
radius from forming and slowing the evolution of the code, since these objects are not of 
prim ary interest to this study.
5.3 General evolution of the clouds
In this section we concentrate on differences in the star formation for clouds of different 
e. We sta rt by giving an overview of the  evolution of each of the  e param eter cloud pairs. 
We then go on to  compare the features in the different simulations, such as the num ber of 
stars formed and the basic cluster properties.
5.3.1 T h e  e =  10 clouds
Column density images for simulations 1 & 2 , with e =  1 0 , are shown in figure 5.1. The 
cloud’s evolution is shown a t t  =  O.Stg, at the onset of star formation (tsp) and the point 
where the stellar population has accreted 10 percent of the cloud mass, which is also the 
point at which the simulations are term inated (tend)-
At t — 0.5tfr, both simulations 1 & 2  show a centrally condensed cloud, with some 
mild filamentary structure. The central concentration is simply a result of the cloud’s
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Figure 5.1:
Shown here are the logarithmic column density images for simulations 1 (top row) and 2 
(bottom  row) with e =  10. The images are taken at three points during the evolution of 
the  simulations: half a free-fall time, the onset of star formation and the point a t which 
the protostars have accreted 10  % of the cloud’s gas (which is also the term ination point). 
For these clouds, a free-fall time, tff, is 1.4 x 10^ years. The left hand, middle and right 
hand panels have show a maximum column density of 1 ,40  and 500 g cm“  ^ respectively. 
All the images have a minimum column density of 0.001 g cm “ .^
global collapse. At the onset of star formation, tgp (middle panels), the gas is still centrally 
condensed but we see now th a t the extremely dense regions are confined to very distinctive 
filaments. It is in these filaments th a t the star formation occurs, ju st before the free fall 
time in both  clouds. At t =  tend we see the the star formation has occurred in one elongated 
cluster, which is a t the centre of the cloud. The filamentary structure  is still present and 
in fact has actually become more distinct. The stellar population has managed to accrete 
10  percent of the gas by roughly t =  tff.
5.3.2 T he e =  1 clouds
The column density images from simulations 3 & 4 can be found in figure 5.2. Both the 
simulations show distinct filamentary structure at t =  0.5tff, and it would appear th a t 
the clouds have become irregularly shaped by their supersonic internal motions. This 
point in the evolution is actually the half crossing time for the turbulence in these clouds, 
and is generally when turbulently  formed structure is at its highest. The onset of star 
formation occurs at roughly the free-fall time, and at this point in the evolution we see
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Figure 5.2:
Shown here are the logarithmic column density images for simulations 3 and 4 with e =  1. 
For clouds 3 and 4, a free-fall time, tff, is 1.4 x 10  ^ years and 2 .8  x 10^ respectively. For 
simulation 3 (top row), the left hand, middle and right hand panels show a maximum 
column density of 1, 40 and 500 g cm~^. In the bottom  row depicting the evolution of 
simulation 4, the left hand image has a maximum column density of 15 g cm “  ^ and the 
the middle and right hand images have the same maximum column density as is shown 
in the panels above, for simulation 3. All the images have a minimum column density of 
0 .0 0 1  g cm~^.
th a t the gas has lost some of its chaotic appearance, with the density features now much 
more rounded, rather than  the sharp filaments th a t dom inated a t t  =  0.5tff. Looking 
at the column density images a t the end of the simulations, t =  tend, we see th a t star 
formation has occurred in two distinct groups. These star forming regions have some 
filamentary structure once more, presum ably caused by the gravitational collapse th a t 
forms the individual stars.
5.3.3 T he  e =  0.5 clouds
The column density images from simulations 5 & 6 can be found in figure 5.3. At t =  
0.5tff we see th a t the cloud structure  is dom inated by the supersonic turbulent motions. 
S tar formation in these simulations doesn’t  occur until relatively late: l.Ttff for simulation 
5 and 2.4tff for simulation 6 . At the point of star formation, the density distribution 
of the gas is very smooth and no filamentary structure is present. There is thus now 
little indication th a t the gas has passed through a turbulently dom inated phase. The
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Figure 5.3:
Shown here are the logarithmic column density images for simulations 5 (top row) and 6 
(bottom  row) with e =  0.5. For these clouds, a free-fall time, tff, is 1.4 x 10® years. The 
left hand, middle and right hand panels show a maximum column density of 1 ,40 and 500 
g cm"®. All the images have a minimum column density of 0.001 g cm"®.
star formation occurs in two distinct groups, with the stellar population not accreting 10 
percent of the gas until 2.2tff for simulation 5 and 3tff for simulation 6 .
5.3.4 C om parisons an d  c luster p roperties
Some basic details of the stellar populations can be found in table 5.2. The first point we 
note here, is th a t increasing the level of turbulent support in the cloud does not decrease 
the tim e taken for star formation to set in. In fact the stronger the turbulent motions, the 
later the star formation occurs. The e =  10 clouds form stars at roughly a free-fall tim e 
(tff), whereas the e =  0.5 clouds take over 2tff before stars (sink particles) s ta rt to form. 
Also, higher levels of turbulence result in the formation of fewer stars. Again, comparing 
the e =  10 & 0.5 clouds, we see th a t the average number of stars formed is 22.5 and 8 
respectively.
The clouds with lower support have more concentrated regions of star formation. 
It is possible th a t two effects, the number of stars and the concentrations of star forming 
locations, are linked. Figure 5.4 shows how the mean Jeans mass in the cloud evolves as 
the gas proceeds toward star formation. This mean Jeans mass is defined from a volume 
averaged density, pdoudi which is defined by the half mass volume. The value of pdoud
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used to  calculate m j is also shown on the right hand axis of figure 5.4.
We see from the figure th a t the average density of the  inner have of the cloud is 
only really constant for the  e — 1 simulations. For the clouds with e =  10 & 0.5 however, 
we see th a t there is considerable evolution of the average density. This in tu rn  causes the 
mean Jeans mass, m j  to  evolve accordingly. If the param eter i fij  is connected to  the star 
formation, then one would expect the clouds with higher mean Jeans masses to  form fewer 
stars, and to  form them  further apart, than  the clouds with smaller mean Jeans masses. 
This is exactly what we see in the simulations, suggesting th a t the mean Jeans mass is 
linked to the star formation process.
Although the general appearance and formation of the clusters is dependent on the 
dynamical sta te  of the cloud, the energy properties of the final cluster do not appear to  be 
th a t sensitive to the cloud environment. The ratio of gravitational to kinetic energy, edusu 
does not appear to be related to  the initial value of e for the cloud. The velocity dispersion 
of the cluster is also not a function of e, and as a result, neither is the gravitational radius. 
Also the fact th a t the star formation sometimes occurs in distinctly separate locations, 
especially in the e — 1 simulations, may render the gravitational radius less effective at 
describing the cluster.
The mean stellar mass is however a clear function of the e param eter of the  cloud. 
The clouds with less support have a lower mean stellar mass than  those with the higher 
support. This is shown in figure 5.5. This is actually in stark contrast to the theory of 
turbulent fragmentation, which predicts th a t high Mach number flows are responsible for 
small objects. It is consistent though with the idea th a t the star formation is regulated 
by the mean Jeans mass.
The last point we wish to  note in this section is the remarkably similar behaviour 
of simulations 3 and 4. Although these two simulations involve very different sizes and 
densities of clouds, they appear to have very similar evolutions. These clouds do however 
have exactly the  same dynamical and therm al balance with respect to  gravity (i.e. they 
both  have e =  1 and Jo =  10). While the mean stellar mass in simulation 4 is smaller 
than  simulation 3, when we compensate for the difference in mass scales by dividing the 
mean stellar mass by the initial Jeans mass in both simulations, we see th a t the two values 
are comparable (as is shown in table 5.2). Even the velocity dispersions for the resulting 
clusters are similar.
5.4 Evolution of structure and cloud fragmentation
5.4.1 clum p m ass d istr ib u tio n
In this section we examine the clumps th a t are produced by the turbulence. To determine 
these clumps we use the clump finding algorithm described in section 3 .2 . Figure 5.6 
contains the clump distributions sampled a t 0.5tff and tgp. At the point of star formation, 
tsF, we also plot the  clump population th a t is therm ally bound, i.e. has a therm al Jeans 
mass or more, and the clumps th a t arc completely bound with gravity overcoming kinetic 
and therm al support.
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Sim tSF
(Rr)
fend N , ^ clu st L^'^dust 
(km s" i)
R g r a v
% )
R m /2
(Rc)
1 0.91 0.97 22 2.58 1.87 0.014 OTGO 0.14
2 0.92 1 .0 0 23 3.33 1.79 0 .0 1 2 0.015 0.16
3 1 .1 2 1.33 12 2.08 ITW 0.063 0.258 0.26
4 0.96 1.51 12 3.44 0.97 0.192 0.292 0 .2 0
5 1.73 2T9 5 2.38 0.41 0.303 0.379 Oh4
6 2.48 2.99 11 1.99 1.31 0.038 0.030 0.30
Table 5.2; Contained in the table are details of the protostellar clusters, as sampled at the  
end of the simulation when 10% of the mass of the cloud is in the  form of protostars. The 
num ber of stars a t the end of the simulation is TV*. The kinetic energy of the cluster is 
calculated from velocities measured with respect to the group velocity of the protostellar 
system. This is used to  work out the  e and Avdust lor the cluster. The value of Av is 
then  used to determine a gravitational radius, Rdust -  i/^GMdust)/ wer e we point 
out th a t Mdust =  O.lMcfottd (see table 5.1) since th a t is our condition for term inating the 
simulation. R m /2 is the ‘half mass radius’ of the cluster and is the average stellar
mass, normalised into units of the initial Jeans mass of the cloud, w ,jf  (again see table 
5T).
The clump mass spectra look quite different for each of the e cloud sets, although
there is a  general trend that connects the spectra since they all contain a peak in the
distribution toward the lower masses. There is also a slope at the high mass end, which in 
some of the distributions appears to  be roughly similar to the Salpeter (1955) slope. Note 
th a t the sharp cut-off in the low mass population is simply the result of our resolution. 
We also see th a t at 0.5tg, the clump mass distributions get progressively narrower as we 
move to  higher levels of turbulence. This is probably as feature of our clump finding 
algorithm. Higher levels of turbulence produce more resolvable features, and the clump 
finding algorithm always selects the dense, smallest, features first.
The clump mass spectrum  is not constant in time. The e =  1 and 0.5 simulations
lose some of their small scale structure, and gain some larger structure, as the cloud
evolves. This implies th a t there is a coagulation process at work (which we will discuss 
in more depth in chapter 6 ). There are three potential reasons for why the slope of the 
distributions get shallower. First, we do not drive our turbulence, so after the field has lost 
its energy by structuring the gas, there is no more energy to keep this structure confined. 
The clumps simply re-expand, and the sound speed acts to smooth everything back to a 
more uniform state. The second process is coagulation, where the random  motions of the 
clumps result in collisions which produces larger objects. The th ird  process may simply 
be th a t the  collapse of self gravitating regions are just pushing the clumps together.
M otte et al. (1998) have suggested th a t the clump mass spectrum  may be similar in 
form to the stellar IM F, leading to the idea th a t the mass spectrum  of stars and clumps 
have the same origin (Padoan et ah, 1997; Padoan k  Nordlund, 2 0 0 2 ). In figure 5.6 
we see th a t while some of the simulations have clump mass spectra th a t look similar 
in shape to  the IMF, this is only true for the unshaded distribution, representing all 
the  clumps in the simulation. The vast m ajority of these clumps are unbound and thus 
transient. They are hence not representative of the protostellar population th a t appears
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Figure 5.4:
Shows the evolution of the mean effective Jeans mass in each of the simulations and the 
associated mean density from which it is calculated. The mean density is defined from 
the spherical volume th a t contains half the mass of the cloud, as viewed from the cloud’s 
centre of mass. This is then used in the standard  equation for a  spherical Jeans mass to 
obtain the mean Jeans mass. Simulations 1 and 2 (with e = 10) denoted by the solid and 
dotted lines respectively. Simulations 3 and 4 (e =  1) have the short and long dashed lines 
respectively. Lastly, simulation 5 is shown by the dot-short dash line and simulation 6 is 
given by the dot-long dashed line, and both  have e = 0.5.
in the simulation. The shaded distributions in the clump spectra show the populations 
of therm ally bound (hashed) and totally bound (black) clumps. We now go on to  discuss 
these shaded distributions.
The most distinct population of therm ally bound clumps is found in the e =  10 
simulations. The distribution of these clumps is quite similar for both  simulations. Since 
this distribution is absent from the other e cases, it suggests th a t the origin of this clump 
population is connected to the dynamical state  of these clouds. The distribution of the 
therm ally bound clumps is broadly similar in shape to the Miller-Scalo IMF. It also appears 
to be centred around 0.2M@ in both simulations. We see from figure 5.4, th a t this is 
roughly the mean Jeans mass in the region of star formation at t =  tgp. It is therefore likely 
th a t the properties of the clumps in the e =  10  clouds are controlled by the global properties 
of the region. The decrease in the Jeans mass caused by the spherical contraction of the 
cloud under its self gravity, allows the formation of a population of cores th a t become 
therm ally bound at a mass lower than  the original Jeans mass of the cloud.
While the therm ally bound clumps are a stage closer to forming stars than  their 
completely unbound companions, a lot will depend on whether they can rid themselves of 
their excess internal kinetic energy. The therm ally bound population does not autom ati­
cally represent the initial stellar population. We do see however th a t the clumps which are
49
iz;
10
G101
31
o. 1
c l o u d .
Figure 5.5; This plot shows how cluster properties vary with e. The hexagonal points 
(connected by the dashed line) show how the mean number of stars varies with the cloud’s 
support (e). The mean is calculated from the two simulations with the same e value. The 
solid line connecting the starred points shows how the mean mass from the simulations 
varies with e. The star masses are given in term s of the initial Jeans mass in the cloud.
totally bound (i.e. those in which the therm al and the kinetic energies are overcome by 
gravity) lie a t the centre of the  therm ally bound clump distribution. These bound clumps 
are thus also similar in mass to the mean Jeans mass, suggesting th a t the therm ally bound 
clumps are more likely to get involved with star formation. Note th a t only one or two 
fully bound cores exist at the  point of star formation.
The € =  1 and 0.5 clouds show a different picture. The therm al and fully Iround 
population at the point of star formation is much smaller and also tends to be confined 
to the larger clumps in the  clouds. These simulations do not show a specific distribution 
for therm ally bound clumps like th a t presented for simulations 1 and 2. In simulation
3 however we note th a t there appears to be a few thermally bound clumps with masses 
IM©. Since at the point of star formation in the cloud, the mean Jeans mass is roughly 
IM©, it thus appears th a t there has been a decrease in the local Jeans mass. This decrease 
is consistent with th a t expected from the turbulent compression, outlined in chapter 4, so 
there is some evidence to suggest th a t the turbulence may be responsible for controlling 
the mass a t which clumps with \Eg .^av\ >  Eiherm can form, although local gravitational 
collapse can also produce the same effect, as we discussed for the e =  10  simulations above. 
Note however th a t the  clumps with \Egrav\ > Etherm are still unbound. We see a similar 
result in simulation 6 .
The clumps which are bound however, appear to be the largest of those present in 
the distribution. They are also consistent with the mass of the mean Jeans mass in the 
region (as we can see in figure 5.4), and not th a t produced by the turbulence. Simulation
4 is a bit of an anomaly in th a t the star forming clump is not totally ‘bound’, although 
it is therm ally bound. Obviously to  form a star there must be some bound m aterial, and
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Figure 5.6:
Shown here is the clump mass distributions as recovered by our clump finding algorithm. 
The red dotted line distribution denotes the clump population at 0.5tff. The three black 
distributions show clump spectra ju st before the formation of the first protostar. The black 
line (unfilled) shows the whole clump population, the hashed region denotes the clumps 
th a t are therm ally bound (i.e. possess 1 or more therm al Jeans masses) and the solid black 
distribution is the clumps th a t are completely gravitationally bound (i.e. taking kinetic 
and therm al energy into account). The long-dashed line shows the slope of the Salpeter 
IM F (i.e. -2.35). 51
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Figure 5.7:
P lotted  here are the masses of clumps, a t each instant, th a t have |Egrav| >  Etherm- Thus 
the points represent the mass of a clump th a t at any instant has a Jeans mass or more. 
The tim e is plotted in units of the ‘star formation tim e’, tgp. This allows us to compare 
the evolution of the clumps for simulations where the onset of star formation occurs at 
quite different times.
this m aterial needs to be in a bound sta te  for a while in order to have tim e to collapse, 
thus somewhere in this clump a fully bound region must exist. The fact th a t this clump 
still forms a star therefore shows th a t what is defined as a ‘clum p’ may not have much to 
do with the star formation process.
5.4.2 E volu tion  of b ound  s tru c tu re
In the above discussion of the clump population we noted th a t the clumps which are 
bound at the point of star formation always have a mass similar to  the mean Jeans 
mass in the cloud. In this section we take a look at how the Jeans mass of the clumps 
develops with time. Figure 5.7 plots the mass of those clumps th a t are therm ally bound 
{\Egrav\ >  Ethermi ^nd thus by definition contain a therm al Jeans mass or more) before 
the point of star formation.
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The e =  10 simulation again produces the most striking results. The masses of the 
clumps th a t contain a Jeans mass decreases with time, up the point of star formation. The 
number of clumps with a Jeans mass increases with time and the spread of masses of these 
clumps increases as the simulations progress toward star formation. The clumps plotted 
in this figure at the point of star formation are the same as those denoted by the hashed 
distribution in figure 5.6. The spread of clump masses follows the evolution of the mean 
Jeans mass. This shows th a t the global gravitational collapse of the cloud is reflected in 
the  structure th a t forms. The conditions for star formation are therefore linked to the 
conditions in the collapsing cloud.
In contrast to  the  results of the e =  10 simulations, the simulations with e =1 
and 0.5 show a different evolution in figure 5.7. In these simulations, the mass at which 
clumps achieve \Egmv\ >  Etherm s ta rts  lower than  the mean Jeans mass in the cloud, then 
increases as the cloud evolves toward star formation. At the point where the condition 
\Egrav\ >  Ether,V Is hrst Satisfied, the associated clump mass is roughly wliat would be 
expected from turbulent fragmentation, i.e. the clumps have a mass of ~  mj^turb? which 
for simulations 3 & 4 is ~  0.2m jand for simulations 5 & 6  is ~  O.lSmj(see equation 4.8). 
Gradually the clumps th a t are therm ally bound (i.e. containing a Jeans mass or more) 
become more massive for a  period, before a wider spread of masses develops (probably 
due to  fragm entation). The largest of these clumps are also the ones which are shown as 
the black region in figure 5.6. Thus for the simulations with e =  1 or less, there seems to 
be a period of growth before the clumps can be the sites of star formation. We note here 
again th a t the mass of the clumps at the onset of star formation is roughly equal to the 
mean Jeans mass in the cloud.
5.5 Protostellar Accretion
The main aim of this study is to assess the m anner by which stars form and how turbulence 
and the level of dynamical support can affect the origin of the stellar masses, the possible 
origin of the IMF. In particular, we wish to distinguish between two conflicting theories 
which have been proposed for how stars gain mass. In the picture outlined by M otte et al. 
(1998), there is an implied one-to-one mapping between the clumps and stars. Each clump 
is assumed to form one star and the mass of the star is directly related to the mass of the 
clump. This model supports the idea the turbulence is responsible for the star formation 
by creating the population of clumps in which the protostars evolve (Padoan & Nordlund, 
2002). In the contrasting view, stars form in groups from a large region of gas, w ith the 
fragm entation controlled by the mean Jeans mass. The young protostars then compete 
for the gas reservoir (Bonnell et ah, 2001a,b).
As we shall show, these two conflicting theories for the IM F involve quite different 
modes of accretion. We can thus use the accretion rate to determine whether stars arc 
forming from individual clumps, such as is suggested by M otte et al. (1998), or if the stars 
are fragmenting out of a larger structure. Thus we can reveal whether accretion is a local 
feature, dictated by the star forming clump, or is a global phenomenon th a t is controlled 
by the larger region in which the stars are are embedded. In the latter case, we should 
point out tha t the final mass of a star depends on the behaviour of its siblings.
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Figure 5.8; The left hand plot shows the mean accretion rate  of each protostar, plotted 
against its final mass. The right hand panel plots the maximum accretion rate  for each 
protostar against its mass. The black points are for the protostars in the clouds with 
e =  10, the blue points for e =  1 and the red points for e =  0.5. The open circles are 
the first simulation and the closed circles the second simulation in th a t energy state, e.g. 
black-open circle is simulation 1 and red closed circle is simulation 6 . The long-dashed 
line shows a slope of 2/3, as one would expect from the competitive accretion model.
We s ta rt with the simple case, where the single protostar forms in a gravitationally 
unstable clump, with this clump being responsible for the evolution of the protostar since 
it provides the sole reservoir for the subsequent accretion. Since the clump collapses, it 
has by definition a Jeans mass. For a uniform density and tem perature sphere this is.
/47T/9\- 1 / 2 / 5  k T \
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which is the same as the clump mass Mdump T we assume th a t the only form of support 
is the internal therm al energy of the gas. For an isothermal gas we can remove the 
tem perature dependency and simply say th a t
m j  oc p - 1/2 (5.2)
The accretion rate  in such a clump will simply be the mass of the clump divided by the 
free-fall time of the cloud, where the free fall time is given by
/  37T (5.3)
or simply t f f  oc p So the accretion rate  for a star forming from a collapsing clump in 
isolation is simply.
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Thus for a protostar forming and evolving in individual star forming clumps, the accretion 
ra te  is always the same, regardless of the  size of the forming protostar or its pre-protostellar 
clump, provided the sound speed of the gas is constant. This is essentially the result th a t 
Shu (1977) arrives a t in his model of the singular isothermal sphere.
We now take the opposing view, whereby protostellar seeds are competing for the 
accretion of gas in a common reservoir. The derivation given here is just a small part of 
the  original work by Bonnell ct al. (2001b). The accretion rate of a  star moving through 
a t velocity Vrei with respect to a background gas is given by,
Th* =  (5 5)
where p is the density of the gas and Race is the accretion radius of the  star. Normally one 
would assume assume Bondi-Hoyle type accretion and thus use the corresponding radius 
as the accretion radius. The Bondi-Hoyle radius is given by
=  ^ 2— T 3  ( j-6 )^rel '
where Cg is the sound speed of the  gas. However for clusters at a  similar stage in their 
evolution as those we present here, the  protostars do not dom inate the potential since 
they have very little of the mass. It is the gaseous reservoir th a t provides the dom inant 
potential and thus controls the  velocities of the protostars. The result of such a potential 
is th a t the protostars do not move significantly with respect to the  background gas. In 
such an environment, the Bondi-Hoyle radius does not provide a good measure of the 
accretion radius. A better estimate for Racr is given by the tidal lobe radius.
where R  is the distance of the star from the cloud centre. The tidal lobe radius defines 
a volume inside which the gas is more bound to the star than to the rest of the cluster. 
Using Rtidai for Race in the  accretion rate, we get
oc pVreiR^ ( i ^ ^ )  (5.8)
In a collapsing isothermal region, the  gas density had a radial dependence of p oc and 
the velocity of the protostar is independent of its mass and position in the cluster. The 
mass enclosed is simply Mena oc R. The accretion rate  is then.
0 0
m . oc (5.9)
111 this type of cluster, the mass accretion rate is therefore related to  the  mass of 
the  object and its position in the  cluster. High mass stars accrete faster th an  low mass 
stars, and are thus naturally to be found in the cluster centre, where R  is small. Note 
th a t if the density profile of the gas is uniform, rather than  centrally condensed, then th(’ 
R  dependency goes away, leaving
m* oc (5.10)
although we see th a t the  mass dependency is unchanged. We therefore have a very simple 
m ethod of testing whether the  protostellar mass is determined by the initial fragm entation 
process or whether it is a result of competitive accretion in a much larger region: are the 
protostellar accretion rates a function of the protostellar mass?
Figure 5 .8  plots the accretion histories for all the protostars formed in our simula­
tions. The left hand plot shows the mean accretion rate for each protostar and the right 
hand plot shows the maximum accretion rate. Despite the obvious differences in the evo­
lution and fragmentation in the clouds th a t is brought on by the e value, it is clear from 
the  figure th a t all the  stars formed in the set of simulations follow explicit trends with 
regards to accretion.
There is a strong dependence on mass for both the maximum and mean accretion 
rates. Explicitly, these accretion rates are well fitted by oc ^, indicating th a t the 
protostars are competing for the gas in the manner outlined above. Note th a t our c hoice 
of plotting the accretion rates as a function of the final mass will always have some scatter, 
since 5.9 (or 5.10) is really dependent on the instantaneous mass, rather than  a final mass. 
It is clear however th a t the  accretion rate  for each protostar is not consistent w ith the 
isolated clump accretion model, in which m is constant. Rather, competitive accretion 
dominates regardless of the e of the cloud.
T hat competitive accretion is the dominant mechanism controlling the protostellar 
masses in our simulations is not th a t surprising. As was pointed out in Bonnell et al. 
(1997), this should occur for any region with multiple Jeans masses. Basically, the frag­
m entation and collapse of each individual Jeans mass occurs on the same tiniescale as the 
collapse of the region as a whole. This tiniescale is simply the free-fall time, tff, associated 
w ith the region’s density. Thus the collapsing fragments are interacting with each other. 
The only way this can be avoided is if the  local free-fall tim e of a small region is much 
shorter than  th a t of the larger region in which it is embedded. This is essentially the idea 
behind the turbulent fragm entation scenario, but as we have seen from our simulations, 
the turbulence appears unable to  instigate the collapse, since the structures (or clumps) 
it creates are unbound.
Is there any difference between the accretion process in the simulations? The times 
given in table 5.2 yield useful information about the accretion rates of the clouds as a 
whole. The average tim e between the onset of star formation and the point where 10 % of 
the cloud mass has been accreted is 0.07tg, 0.38tg and 0.49tff for cloud e of 10, 1 and 0.5
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respectively. This corresponds to  mean accretion rate in the e =  10 clouds of ~  3 x 10"^ 
M© yr“ \  while in the e =  0.5 clouds the mean accretion rate  is 5 x 10~® M© yr“ h The 
dynamical balance of the clouds hence significantly alters the accretion rate. The e =  10 
simulations has a higher accretion rate  than  the e =  1 simulations which in tu rn  has a 
higher accretion rate  than  the e =  0.5 simulations. The clouds th a t are initially more 
bound therefore have a higher dynamical accretion rate, and as a result the star formation 
is more aggressive. This is simply controlled by the mean density in the clouds.
5.6 Discussion
5.6.1 T he fo rm ation  of low m ass ob jec ts
The fact th a t the clouds with little kinetic support (simulations 1 and 2 ) form the most 
stars, potentially has relevance to  the study of Delgado-Donate, Clarke, & Bate (2004). 
This study showed th a t the form of the turbulent power spectrum  can influence the  re­
sulting sub-stellar population. They found th a t for clouds with Ekin =  Ethermi low value 
of the turbulent power spectrum  indice n  ( as in P(k) oc k“ ) results in the form ation of 
more objects and a larger fraction of sub-stellar objects. The low value for a  was —3 and 
their high value was —5, chosen to be sufficiently different and also to straddle the n  = —4 
used by (Bate et al., 2003a). The differences in the  resulting protostellar populations were 
a ttribu ted  to  the formation of much smaller structure in the a  =  —3 case. Our results 
here may provide an alternative explanation.
Turbulence is known to decay on the local crossing tim e for whatever scale the 
motions are present (Mac Low et al. 1998; Stone, Ostriker, & Gammie 1998). For large 
scale flows, the time for the dissipation of turbulence is longer than  those at small scales. 
The amount of kinetic energy at a given scale depends on the power law modelling the 
turbulence, such th a t a  =  —3 has more power on smaller scales than q =  — 5. Thus the 
a = —3 simulations in Delgado-Donate et al. (2004) would have been able to lose (uiergy. 
which is preferentially on small scales, faster than  the ct =  —5 simulations. The loss 
of the  kinetic energy on small scales will result in an essentially uniform loss of support 
against gravity throughout the cloud. The a  =  —3 simulations will thus eventually reach 
a situation similar to  our e =  10  clouds.
We have shown in our study th a t a collapse of this nature is favourable to  multiple 
fragmentation, due to a decrease in the global Jeans mass. We also see th a t due to 
the  dominance of competitive accretion in this mode of star formation, th a t multiple 
fragm entation also results in a wider spectrum  of object masses. Thus not only will 
the  cloud yield a larger population of stellar ‘seeds’ but there will be a better chance of 
forming sub-stellar objects. This can explain both the increased number of protostars and 
the higher fraction of brown dwarfs.
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5.6.2 Identify ing th e  physical processes a t work
One of the  problems with this type of study, and a source of endless confusion for the  last 
decade, is th a t it is extremely difficult to  separate out the role of turbulence and the role 
of gravity in forming the stellar population. Although the study here attem pts to look at 
the  effect of altering the Mach numbers, the resulting global dynamical state  of the cloud 
appears to be the main factor which governs the cloud’s evolution. This masks any local 
processes of the turbulence th a t may be of interest.
It is difficult to change the initial conditions to compensate for this. The param eter 
e is related to  the properties of the gas by e oc (M /.R^)/(M u^) oc (i?.u)“ ^. Doing the same 
for the Jeans number, we get J  oc (i?Cs)"^. This gives the ratio of Idnetic cloud support to 
Jeans num ber of e / J  oc A I“ ^. So for a fixed number of Jeans masses, the study of different 
Mach numbers autom atically alters the dynamical state of the cloud. The only way to 
get around this problem is to  also change the number of Jeans masses each time. This 
however introduces the problem th a t the nature of the star formation will be different, 
since the number of Jeans masses always seems to control the number of final protostars.
5.7 Conclusions
In this study, we have found th a t turbulence does not appear to  play the role in the star 
formation process th a t has been widely attribu ted  to it in recent studies (e.g. Henriksen 
1991; Larson 1992; Elmegreen 1993; Padoan & Nordlund 2 0 0 2 ). R ather than  triggering 
gravitational collapse, increasing the level of turbulence delays the onset of star formation. 
This would tend to  suggest th a t turbulence is more of a hindrance than  a help to  the star 
formation process. In all the areas th a t this chapter explores, we find evidence th a t it is 
the mean Jeans mass in the cloud th a t controls the star formation.
The clump distributions a t the  point of star formation are broadly similar in shape 
to  the  IMF. However the  vast m ajority of the clumps in these simulations are unbound. 
In all the simulations, the clumps which are bound at the onset of star formation, i.e. the 
clumps in which the first star formation occurs, have a mass which is close to the mean 
Jeans mass in the cloud.
The initial dynamical sta te  of the cloud does appear to  have an effect on the stellar 
population th a t forms. The clouds w ith lower levels of turbulence also produce more stars 
than  those with higher levels of turbulence. The general properties of the clusters are 
loosely connected to the initial dynamical state of the parent cloud. The clouds with low 
levels of turbulent support generally form smaller clusters, w ith more objects, than  those 
with stronger turbulence. The result is th a t the star formation occurs more quickly, and 
more with more protostars, in the clouds with lower support.
In all the simulations the dominant mechanism controlling the mass of the protostars 
is ‘competitive accretion’ (Bonnell et al., 2001a,b). As a result, it appears unlikely th a t 
the  shocks produced by the turbulence are able to directly control the  masses of the  stars 
or regulate their formation in any way other than  simply dissipating kinetic energy.
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C H A P T E R  6
The formation and fragmentation of protostellar cores
6.1 Introduction
In the previous chapter we showed th a t the presence of turbulence in small molecular 
clouds does not significantly change the manner by which stars gain their final mass. 
In this chapter, we examine the star formation process in more detail, by analysing the 
energy properties of the clump structure as the simulations evolve towards star formation. 
In particular we will be interested in the mass at which clumps become bound, and the 
properties of the clumps as they approach becoming bound.
6.2 Simulation setup and initial conditions
Details of the simulations are given in table 6.1. All the simulations presented here s ta rt 
from a uniform density sphere a t lOK, with the gas modelled isothermally. W ith  the 
exception of simulation 3, they have a mass of 32.6M© and an initial Jeans mass of 
IM© (initial density po = 2.23 xlO “ *-®g cm“ ^). The radius of the clouds at the beginning 
is 4.07 X lO^^cm. Simulation 3 has a mass of 6.3M© and an initial Jeans mass of 0.2M©. 
The initial radius of this cloud is 8.14 x 10^®cm and the density initially is therefore 
5.55 X 10“ ^®g cm“ ^. These conditions are such th a t all the  simulations have a Jeans 
num ber (equation 4.6) of 10.
The clouds are given a turbulent velocity field to provide support against collapse, 
although the amount of support given is varied in this paper. The support is param eterised 
by e =  |Egrav|/Ekiii w ith values of 1 and 0.5 being used here. We have defined e in this 
m anner such th a t it can be thought of as a kinetic version of the Jeans number. We stress 
here th a t the turbulent velocity field in this study is left to freely decay.
All the  simulations are given unique random velocity fields. The turbulence is 
modelled by a Gaussian random  field with a power spectrum  P(k)  oc where k  is the 
wavenumber of the velocity perturbations. This can be more easily understood in term s 
of a line width-size relation such as th a t found by Larson (1981) of the type a  oc L^, 
where cr is the velocity dispersion at a length scale L. Larson found a value of /i =  0.37 
for a range of scales 1 <  L <  lOOOpc. Looking at smaller scales, Myers (1983) found
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(3 =  0.5 for 0.04 <  L <  lOpc. Unfortunately there is no linear relationship between (5 
and a. However the work of Myers & Gammie (1999) show th a t an a  of -4 in the power 
spectrum  corresponds to a /I of 0.5. This value of a  is consistent with the observations 
and so is adopted for the  turbulence in our simulations. We also use a larger a  of -6  in one 
simulation, to  show how the star formation process differs when the turbulence has energy 
on larger scales. According to Myers & Gammie (1999) this simulation has an effective /I 
of 0.95.
In this study, we are interested in whether the turbulent velocity field can trigger 
star formation by locally reducing the Jeans mass, and thus decreasing the mass required 
for a region to  become bound. We mentioned in a previous section, th a t 1 dimensional, 
isothermal, compression does not result in a significant increase in the  m agnitude of the 
gravitational potential energy. As a result, the  gas must have roughly a Jeans mass befoj'e 
compression, for it to have a Jeans mass after. Thus we must ensure th a t we have enough 
energy on scales larger than  the initial Jeans length in our simulation if the turbulence 
is to have any chance of triggering star formation. In our simulations, the largest scale 
motions (or in the power spectrum  notation, the longest wavelength modes or smallest 
wave-numbers) are the size (diameter) of the cloud. W here the initial mean Jeans is 
IM© in our simulations, the radius of the cloud is 0.13pc, while the Jeans radius is 0.04pc. 
Similarly for simulation 3 with an initial mean Jeans mass of 0.2M©, the cloud radius 
is 2.6 X 10“ ^pc and Jeans radius is 8  x 10“ ^pc. Since the velocity-size relation th a t we 
use here is a  oc L ’/^, the  kinetic energy scales as Ekin oc M {L )g '^  oc L ‘\  for our initially 
constant density clouds. Thus most of the kinetic energy is on the largest scale of the 
cloud: the clouds diameter. Since the cloud’s diameter is always roughly 3 times the 
initial mean Jeans diam eter, the turbulence is present on a scale larger than the initial 
mean length.
Two particle resolutions are presented. The lower resolution simulations have 
204,800 SPH particles, while the higher resolution runs have 400,000 SPH particles. To 
ensure th a t we do not attem pt to  resolve beyond our resolution limit, we introduce sink 
particles a t the  point where the mass resolution is reached. Thus in simulation 1 , the sinks 
form at a density of 8.382 x 10“ ^®g cm“  ^ with an accretion radius of 2.1 x lO^^cm. In 
simulations 2, 4 & 5, the sinks are created at 3.312 x 10“ ^^g cm~^ with an accretion radius 
of I . l  X lO^^cm, while in the higher density run, simulation 3, the figures are 8.700 x 10“ g 
cm “  ^ and 2 .1  x lO^^^cm. We also smooth the gravitational forces between sink j^artide 
pairs to  the same size as their accretion radius. This prevents binaries with separations of 
less than  the accretion radius from being formed, and thus prevents the  code from slowing 
down while trying to evolve their orbits.
6.3 Evolution of the clouds
We sta rt our analysis by looking at the properties of the clouds with f =  1 and a turbulent 
power index of a  =  - 4 ,  which are found in simulations 1, 2 & 3. These simulations have 
physical conditions th a t are believed to  be close to the observed conditions in star forming 
regions. They also have the same initial dynamical sta te  and type of turbulence as the 
clouds in a number of previous studies (for example Bate et al. 2003b and Delgado-Donate
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Figure 6.1: The panels show column density images from simulations 1, 2 and 3, which 
are positioned in the first, second and th ird  rows respectively. The first column shows the 
sta te  of the gas after ~  0.6 tff. The second column panels show the gas ju st before the 
onset of star formation (i.e. ju st before the first sink particle forms) and the last column 
shows the clouds after 10% of the gas has been accreted/turned into stars.
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Figure 6.2:
The lines show the evolution of the mean Jeans mass for each of the  simulations presented 
in this paper. The lines are as follows: solid line, simulation 1; dotted line, simulation 
2; short-dashed line, simulation 3; long-dashed line, simulation 4; and simulation 5 is the 
dot/long-dashed line, which has an e == 0.5. The mean Jeans mass is calculated using a 
density derived from the spherical volume th a t contains half the cloud’s mass. This is 
centred of the cloud’s centre of mass. This density is then used in equation 4.1, along with 
the half mass radius, to evaluate the mean Jeans mass. See section 6.3 for more details.
Simulation Npart e raj,o
M©
Mtotal
M©
fdres (^©  ) 
M©
■^turb
M©
Il^J.turb a
1 204,800 1 1 326 0.0163 5.3 0T9 - 4
2 400,000 1 1 326 0.0082 5.3 0.19 - 4
3 400,000 1 0.2 6.3 0.0016 5.3 0.04 - 4
4 400,000 1 1 326 0.0082 5.3 0.19 - 6
5 400,000 0.5 1 326 a o m # 7.4 0T3 - 4
Table 6.1: Initial conditions for the simulations. Npart is the number of particles used in the 
simulation, e is the ratio of gravitational to kinetic energy and can thus be thought of as a 
kinetic Jeans number. The to tal mass in the cloud is given in the  column labelled Mtotal- 
This, combined with the number of particles gives us the minimum mass for which we can 
accurately resolve gravitational forces, Mres ~  lOOMtotai/Npart- The initial effective Mach 
num ber of the turbulence, A4, is calculated from the rms velocity of the field. The value 
of mj^turbls the mass at which turbulent fragmentation would expect to set in, assuming 
th a t mturb =  n ij/A 4 . The param eter a  controls the power spectrum  from the turbulence 
P (k)  oc See section 6.2 for more details about the param eters in this taible.
et al. 2004) The clouds in this study exhibit the characteristic features of turbulent clouds. 
Figure 6.1 shows column density images of the simulations. The left-hand panels in the 
figure contain images of the  cloud as it appears after ~  0.6 tff (where tg  =  1.4 x lO^yr for
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Figure 6.3:
Two clump mass spectra from simulation 2 are plotted, taken at different points in the 
evolution. The solid line corresponds to  0.6tff and the dotted line shows the clump mass 
spectrum  at the onset of star formation. These correspond to  the left and middle columns 
in figure 6.1. The dashed line gives the typical Salpeter slope of -2.35 (or as plotted, -1.35 
in log-log space).
simulations 1 and 2, and 2.8 x lO^^yr for simulation 3). At this point in the simulations, 
the  density enhancements produced by the turbulence are a t their most pronounced.
Star formation does not occur during this initial turbulent phase. In fact this is 
true for all the simulations presented in this thesis. This docs not however mean th a t the 
turbulence is not playing an im portant role in the cloud’s evolution since both the energy 
balance and the gas structure are dram atically altered during this phase. The onset of 
star formation generally occurs at a tim e >  1 tg, although in simulation 1 it takes rather 
longer, for reasons discussed below. The state of the gas ju st before the onset of star 
formation is shown in the  middle column in figure 6.1. We see th a t the gas has much less 
filamentary structure by this point and th a t the dense regions (where the star formation 
eventually occurs) are distinctly separated. These regions are close to  the centre of the 
cloud. W hen star formation does occur, the  protostars are confined to the dense regions. 
R ather than  forming in isolation, they are found in small groups.
In this type of study, it is always difficult to decide at which point the simulation 
should be term inated. In this paper we have decided to allow the simulations to proceed 
until 10% of the gas has been either turned into, or accreted onto, sink particles (the 
‘protostars’). By this point, all the simulations have formed roughly 11 stars. It is likely 
th a t if the simulations were left to  continue following the evolution of the clouds, more 
stars would form. As was stressed in our opening remarks however, the evolution of the 
stars and the cluster environment is not the purpose of this paper. This has been studied 
in much greater depth in the simulation of Bate et al. (2003b). Our aim here is to find 
the point at which the fragmentation sets in. We thus need only a few stars to form in 
the simulation to  evaluate the energy processes involved in their formation.
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Figure 6.4: Shown in this figure is the  clump history for the first particle to be turned 
into a  ‘sink’ (protostar) particle. We trace back in time, before the  particle is tu rned  into 
a protostar, and find the mass of the clump in which the particle is embedded. Thus we 
can see the mass evolution of the  clump as it moves towards star formation.
An im portant physical param eter in this paper is the mean Jeans mass. As is shown 
in table 6.1, simulations 1 and 2 starts  with a Jeans mass of IM© and simulation 3 has a 
Jeans mass of 0.2M©. However, these global values can change as the simulation proceeds. 
Since we have a free boundary the mean density of the cloud can change. The random  
velocity field th a t is imposed in simulation 1 happens to have a significant am ount of 
general expansion, causing the cloud to  expand substantially more than the other runs. 
The decrease in density results in an increase in the mean Jeans mass in the cloud.
Figure 6.2 shows the evolution of the mean Joans mass as function of tiiri('. To 
evaluate the  mean Jeans mass in a cloud, we use the following method. F irst we work 
out the centre of mass of the cloud, and sort all particles in term s of their radius from 
this point. We then work through the particles radially, summing up the enclosed mass, 
until we have half the gas fraction for the cloud. The radius of the the last particle to be 
added to the mass count is then used as the half mass radius. This radius, along with half 
the  cloud’s mass, is used to  define a mean density for the cloud, p = (3Mi/2)/(47rr^^2)- 
We then get the mean Jeans mass by substituting this value for the  mean density into 
equation 4.1 for the  Jeans mass. This gives a value for the Jeans mass in the region where 
all the star formation occurs. We see from the figure th a t simulations 2 and 3 have a fairly 
constant mean Jeans mass bu t in simulation 1 it rises from IM© to  about 2.5M© by the 
tim e the star formation sets in. The expansion in this simulation delays the onset of star 
formation until ~  2.2tg.
Figure 6.3 contains the clump mass spectrum  at two instances in simulation 2. 
These are the clumps found by our structure finding algorithm (see section 3.2). The solid 
line spectrum  is from 0.6 tff, which is the point in the evolution depicted in the left hand 
column of figure 6.1. The dashed line shows the clump mass spectrum  ju st before the 
point of star formation. By comparing the two plots it is immediately clear th a t there
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is considerable evolution in the mass of the clumps. At 0.6 tg  there are no clumps over 
0.4M© whereas at tff a considerable number of clumps have masses in the range 0.1 to 
IM©. This implies th a t density features merge to form more massive structures.
We can see this merging process more explicitly in figure 6.4. We have selected 
the first SPH particle to be turned into a ‘sink particle’, or ‘p ro tostar’, and have traced 
the clumps th a t this particle belonged to, up to the point where it becomes a protostar. 
Figure 6.4 shows how the mass of these clumps evolve. Clearly the clumps s ta rt small and 
then become larger as we move towards star formation. This suggests th a t the merging of 
clumps is in some way linked to  the star formation process in the  cloud. As we will see in 
later sections of this chapter, this merging process is a result of star formation. W hen the 
star formation begins, the  particle th a t is about to become a protostar particle has found 
itself at the centre of a clump of nearly IM©. This size of clump is among the  largest in 
the  simulation, as we see from the clump mass spectrum  (dashed line) in figure 6.3.
The clump mass spectrum  at the onset of star formation is well fitted by the Salpeter 
slope (Salpeter, 1955), which is shown by the dashed line, and also shows a turnover at 
about O.IM© to  a shallower power law. As was mentioned in our opening discussion, it has 
been suggested the IM F comes directly from the clump mass spectrum , w ith each clump 
condensing into one star. We point out here th a t simulation 2 only forms 11 stars when 
we term inate the evolution. This is clearly at least two orders of m agnitude less than  the 
num ber of objects th a t exist in the  clump mass spectrum, even if one only considers the 
clumps th a t roughly follow the Salpeter slope. This cannot simply be due to our choice of 
when to  term inate the simulation. If the clumps were to have a Jeans mass and be bound 
then all the structure shown in the mass spectrum  would collapse on less than  the free- 
fall tim e of the cloud. This is simply because the free-fall tim e of an object is inversely 
proportional to  the Jeans mass. Thus if all this structure was bound, a considerable 
fraction would have turned into stars by the point at which we stop the simulation.
Even when run for a much longer time, simulations of this type do not appear to  
produce as many stars as we have clumps in figure 6.3. We refer here to the simulation of 
Bate et al. (2003b), which does not form any more stars than  the number of Jeans masses 
th a t are initially contained in the cloud. Furthermore, roughly half of these stars/brow n 
dwarfs form in turbulent circumstellar discs, and are thus not part of the normal fragmen­
tation process.
So clearly the turbulence is capable of creating a spectrum  of objects th a t closely 
resembles the  observed IM F in its shape but not all this turbulent structure is bound. 
We also see th a t there is a merging process a t work, with small clumps joining together 
to  create larger structures. At some point in the coagulation process, the  clumps become 
bound allowing stars to form. In this chapter we wish to  examine how this transition 
to bound structure occurs and whether the turbulence has a role in controlling the star 
formation.
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6.4 The evolution towards star formation
6.4.1 Core energy evolution
In this section, we examine how star formation is initiated in a turbulent environment. We 
examine the boundness of the  clumps and their evolution towards gravitational collapse 
in the simulations. To follow the evolution of the  clumps as they become bound objects, 
we harness the Lagrangian nature of SPH. The particle representation of the fluid allows 
us to trace the origin of all the m aterial th a t ends up in the protostars. In this section, 
we therefore analyse the energy states of the clumps which contain SPH particles th a t 
eventually become protostar particles. By finding all such clumps at discrete tim e intervals 
up to  the point of star formation, we can build a picture of how the clumps evolve.
Figure 6.5 contains the energy details of all the clumps as a function of their mass. 
The points represent all those clumps, before star formation occurs, th a t contain particles 
th a t will eventually become protostars. There are three quantities plotted in figure 6.5 
as a function of the clump mass. Firstly, we show the virial ratio, defined as the ratio 
of supporting energies (kinetic and therm al) to the absolute value of the gravitational 
energy. To be gravitationally bound, and therefore eventually liable to collapse, requires a 
virial ratio of less than 1. From figure 6.5 we see th a t low-mass clumps are far from being 
gravitationally bound whereas the more massive clumps are increasingly closer to  becom­
ing gravitationally bound. We note again th a t as the clumps are evolving in tim e from 
low-mass to higher-masses, the evolution in time is also from highly unbound structures 
towards the point where gravity is dom inant over the supporting energies. Of particular 
interest is th a t the  clumps a tta in  a virial ratio of <  1 only at the point where they have 
masses in excess of the mean Jeans mass of the cloud, m j. Thus, even though the tu rbu ­
lence has significantly affected the structure of the cloud on all scales, the mass at which 
clumps become gravitationally bound appears to be unchanged.
The second column in figure 6.5 plots the number of therm al Jeans masses contained 
in each clump as a function of the clum p’s mass. This is calculated from the ratio  of the 
absolute value of the clum p’s gravitational energy to its therm al energy, raised to  the power 
3/2  (see equation 4.6). We see from the second column of figure 6.5 th a t the low-mass 
clumps contain but a small fraction of a Jeans mass. This fraction increases as the clumps 
evolve to  higher masses to  the point th a t the clumps contain multiple thermal Jeans masses 
by the tim e they are gravitationally bound. This occurs as the clumps contain significant 
kinetic support up to  and including the point where gravitational collapse sets it. This is 
very im portant as a collapsing clump containing multiple Jeans masses is susceptible to 
fragm entation and can thus lead to  the formation of binary and multiple systems. We will 
return  to this point later in the paper.
The right-hand column of figure 6.5 plots the evolution of the ratio of kinetic to  the 
absolute value of the gravitational energies as a function of clump mass. We see a similar 
evolution here where low-mass clumps contain too much kinetic energy to  be bound and 
only a tta in  a configuration where gravity is dominant over the kinetic energy once they 
have masses closer to  the mean Jeans mass of the cloud.
Comparing the three figures in the top row (for simulation 1), we see th a t although
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Figure 6.5: The graphs show various energy properties of the chimps as a function of clump 
mass for the 3 simulations with e =  1. Shown is the data  for all clumps th a t contained 
a future sink particle (i.e. protostar) up until the point where the first protostar forms. 
Mass evolution is equivalent to time evolution. We note th a t the clumps appear to evolve 
ill mass with a constant density. The dashed lines in the central column show the slope 
one would expect if the clumps are evolving in mass at a constant density (see the text in 
section 6.4.1 for explanation of this). This slope is =  1.
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the  clumps are gravitationally bound only once they have masses >  1 M@, their therm al 
and kinetic energies are independently more than  the absolute value ot the  gravitational 
energies well before this point. This is similarly true for simulations 2 and 3. Thus the 
clumps are supported by a combination of therm al and kinetic energies as they approach 
collapse, w ith neither supporting energy being particularly dom inant over the other. It 
is also the case th a t the lower mass clumps in all the simulations have both  therm al 
and kinetic energies th a t are well in excess of their gravitational energy. The low mass 
clumps are thus rendered unbound by each of both their kinetic and therm al energies. We 
will discuss the relationship between the therm al and kinetic energies further in the next 
section (section 6.4.2).
The picture th a t forms from the analysis of the energy evolution of the clumps is 
one where the turbulence initially drives significant structure into the cloud bu t th a t this 
structure is not close to  being gravitationally bound. Instead the clumps need to  grow 
in mass until gravity can take on a dominant role in driving the evolution towards star 
formation.
The generation of structure by the turbulence does mean th a t the density of the 
clumps formed by the turbulence is greater than  that of the initial, uniform, cloud. Thus, 
in the absence of any kinetic energies, the gas would be able to form stars from lower 
mass clumps than  it can in the uniform cloud. We can see this clearly in figure 6.5 since 
at the point where the clumps atta in  a mass comparable to  the mean Jeans mass in the  
unperturbed  cloud, the  clumps actually contain several Jeans masses. Also we note that, 
for example in simulation 2, the clumps gain a therm al Jeans mass a t ~  0.2 M©. The 
mean Jeans mass in the cloud is ~  1 M©, indicating th a t the local increase in density 
(i.e., the ‘clum p’) has decreased the recjuired mass for gravity to overcome therm al energy 
support. The factor of 5 decrease in the Jeans mass associated with the post shock gas, 
is what is expected for a cloud with a turbulent Mach number of ~  5 (see equation 4.8).
We see from figure 6.5 th a t the number of Jeans masses increases linearly with 
the mass of the clump. This can only occur if the Jeans mass is constant, which in an 
isothermal gas implies th a t the  gas density is approximately constant. T hat the density 
in the clumps appears to be constant throughout the evolution should not be surprising 
as the  cloud’s ability to  generate higher densities, due to self-gravity, can only occur once 
collapse sets in. Note th a t this means th a t the clumps in the simulations coagulate to 
form more massive structures while retaining their original density, set by the turbulent 
shock compression.
We also note th a t two of the plots in the middle column of figure 6.5, those for 
simulations 2 and 3, display some banding in the point distribution. This banding arises 
from different clumps being a slightly different densities. The plots mentioned show a 
strong band which would intersect N j  =  1 at a mass of IM© for simulation2 and 0.1 for 
simulation 3. These masses are just the mean Jeans mass in these clouds, thus the points 
in the bands denote clumps at the pre-shock density. Note however th a t these bands never 
continue to  A j =  1. Only the higher density clumps manage to  continue to iVj — 1, and 
it is these high density clumps th a t become involved in the star formation.
An interesting point to note here is that the coagulation does not occur until quite 
late ill the run up to star formation. This can been seen if we look back to figure 6.4. The
mass of the clump in which the future sink particle finds itself embedded varies wildly 
for the first 0.7 tff or so. Only after this tim e do we see th a t the mass starts  to steadily 
increase. The clumps th a t appear towards the high mass end of the plots in figure 6.5 must 
therefore be formed quite late in the evolution. Since, as discussed above, the coagulation 
results in the clumps having multiple therm al Jeans masses a t the point at which they are 
bound, the ability to  fragment must only exist for a short period before star formation 
sets in. Pringle (1989) argues th a t fragmentation is more likely to  occur if a body of gas 
gains multiple Jeans masses, and also structure, just prior to  the final collapse. The bound 
clumps in our simulation thus provide a good environment for fragmentation.
6.4.2 B ringing together gas and  form ing the  cores
In the previous section, we saw th a t the evolution towards star formation is the  evolution 
from low-mass unbound clumps towards higher-mass clumps th a t become bound at or 
near the  mean therm al Jeans mass in the  cloud. To supplement this view, we now analyse 
the evolution of the energy of the  gas th a t eventually comprises the first clump to undergo 
gravitational collapse. We select all the  mass th a t is in this clump at the point where the 
first protostar forms and then evaluate its energetics at previous stages in the evolution. 
Note th a t this means th a t any intervening gas which does not comprise the final clump is 
not included.
The energies are calculated every O.Oltff from the beginning of the simulation to 
the  point where star formation occurs. The kinetic energy is calculated with respect to 
the  centre of mass of the particle distribution at each point in time. This process was 
performed for simulations 1 and 2, with the results shown in figure 6.6. To get a  better 
idea of how the clump is accumulated, we plot the energy evolution of the inner 1 /3  and 
2/3 mass fractions of the  m aterial as well as the whole clump mass.
Since we are looking at a fixed mass of isothermal gas, the  therm al energy content 
is set, as we can see from the long dashed lines in figure 6.6. The fixed mass quantity 
also means th a t the potential energy line provides a measure of the physical size of the 
mass distribution. We see th a t in both simulations there is a gradual increase in the 
absolute value of the potential energy. This means th a t the clump m aterial is continuously 
contracting as it evolves towards star formation, suggesting th a t gravitational collapse is 
occurring on larger scales in which the clump is embedded.
The dotted lines in the  plots in figure 6.6 follow the evolution of the  kinetic energy of 
the  clump material. Before the collapse sets in, the kinetic energy is generally dissipated 
in shocks, although it is possible for m aterial to gain energy in collisions with higher 
momentum  gas. The inner fractions of the m aterial become subsonic long before the  outer 
regions undergo free-fall. This idea has been discussed by Goodman et al. (1998) and was 
suggested to  correspond to  a break in the Larson line-width size relation.
We also note from figure 6.6 th a t the entire clump has rough equipartition between 
the  kinetic and therm al energies before kinetic energy once again increases due to  collapse. 
A consequence of this is th a t the  clump m aterial naturally has at least 2.8 therm al Jeans 
masses at the point at where is becomes bound. This follows straight from the energy 
condition.
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Figure 6.6: The plots show the energy evolution of the m aterial th a t becomes the first 
clump to form a protostar for simulations 1 and 2. Note th a t the energies given here are 
in code units, bu t what is im portant is their relative values. The mass of these clumps 
are 2M© and 0.8M© for simulations 1 and 2 respectively. The energies are calculated with 
respect to the centre of mass of this m aterial and the gravitational energy is therefore only 
th a t produced by the mass th a t makes up the clump. The plots in the left column show 
the da ta  for the first clump to form in simulation 1 (see table 6.1) and the right column 
show the same d a ta  but for simulation 2. The short dashed line in the figure denotes 
Eratio =  (Etherm +  Ekin) / 1Egrav |, the ratio of Supporting to gravitational energy.
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Figure 6.7: These plots show the minimum mass required to make a bound region, sur­
rounding each future protostar particle as they make their way to  becoming protostars. 
The point at which a future sink particle first finds itself at the centre of such a bound 
region is marked by a square. The solid lines then follow the evolution of these regions. 
The dashed lines denote the initial Jeans mass in the cloud for comparison.
I-F'grat, I F'/cin T  ^therm — therm 
since Ekin = Etherm- The number of Jeans masses is then given by,
3 /2
(6 .1)
i V . , =  f & B i J
\  •E^ iherm (6 .2)
where we have made use of equation 4.6. The clumps are thus in a condition where they 
can fragment into 2 or more objects during the collapse process, although this obviously 
depends on geometry. A result of this energy balance is th a t the star forming clumps are 
naturally  in a  state to form binary and multiple systems (Pringle, 1989).
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6.4.3 T he role of th e  m ean Jeans m ass
Collapse always occurs in clumps th a t have a mass roughly equal to  the  mean Jeans mass 
in the  region. We have also seen from the discussion th a t there is an evolution from small 
to  large structures before clumps become bound. Is it possible th a t the mean Jeans mass, 
or even a region with more mass, is working on scales larger than  the clump population, 
to bring them  together?
In figure 6.7 we examine the energy state of the gas surrounding the particles that 
eventually become protostars for simulation 2. Every tf f /100 we plot the minimum amount 
of mass needed around the future protostar particles in order to  have a bound region. This 
is evaluated by working radially from each of the  future protostars, adding the to ta l energy 
contribution of one particle at a time. Note th a t the use of this m ethod of evaluating the 
gravity assumes th a t the region is spherical. As a result it will generally make the regions 
appear more bound than  they are. Thus our masses shown in figure 6.7 are lower limits 
to  the required mass for forming a bound object.
At the very s ta rt of the simulation, the entire cloud is still not enough to form a 
bound object, since the cloud is initially slightly unbound [\Egrav\ =  but there is
also a therm al component, Eiherm)- As the kinetic energy is dissipated, the am ount of 
mass required to form a bound region centred on the sink particle starts  to  decrease. As 
soon as a bound region is formed, it will s ta rt to collapse, and this will occur on roughly 
the free-fall tim e of the region, which is in tu rn  dependent on the mean density, p.
The clumps th a t are formed from the turbulence, while it is dissipating, are fairly 
small in comparison to the regions which are bound. For example, note from figure 6.3 
th a t the most massive clumps present in simulation 2 at 0.6tff have a mass of 0.2M©; the 
smallest bound region a t this point contains several solar masses. The structure produced 
by the turbulence is thus embedded in much more massive, bound, collapsing regions. For 
the most part, these relatively low mass clumps are formed and destroyed on their internal 
crossing time, their destruction arising from a combination of internal therm al and kinetic 
energies.
Once the turbulent motions become roughly sonic, and thus the collapse process 
is slowed by the removal of the  kinetic energy dissipation in shocks, the mean Jeans 
mass is able to fragment out of the bound regions.^ The mean Jeans mass still contains 
considerable sub-structure in the form of the clump population. As it collapses, it pushes 
these cores together, as we show in the cartoon in figure 6.8. Rather than  being short 
lived transient objects, the cores can now start to exist as more coherent entities. The 
mean Jeans mass will collapse at roughly the sound speed, since the free fall tim e of a  one 
Jeans mass sphere of gas is ju st the sound crossing time. The coagulation of the  clumps 
inside the collapsing region will thus also occur at roughly the sound speed. As discussed 
in section 6.4.1, this will result in the clumps retaining their original density (roughly) as 
they coagulate to  form more massive objects. The timescale for the coagulation to form 
a clump of mass m j is also the timescale on which the star formation occurs, simply 
the free-fall time tff. Thus at the point of star formation, the protostars find themselves
^Note that it is still not clear from this study why the mean Jeans mass should be able to control the 
fragmentation. We are merely showing in this chapter that it does.
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Figure 6.8:
A cartoon picture of the star formation process tha t occurs in these simulations. At some 
point in the simulation, a region of gas with mass equal to the mean Jeans mass in the 
cloud, m j, is able to fragment out from the surrounding gas. We denote this region in the 
two images above by the thick black line. This region contains sub-structure in the form 
of clumps, th a t have been produced by the shocks from the turbulent motions (top image, 
denoted by the shaded regions). These smaller scale clumps have random  motions, and 
until this point in the simulation have been transitory objects. As the region collapses, the 
internal clump structure is pushed together, forming larger objects (shown in the bottom  
image). Since the collapsing region has 1 mean Jeans mass, the collapse will occur at 
roughly the sound speed. The result of this is th a t the coagulation occurs from clumps 
moving at roughly the sound speed, such th a t they manage to retain their approxim ate 
pre-coagulation density. The time-scale for all the clumps inside the region to  coagulate 
is also the same timescale as the collapse of the region, namely the free-fall time, tff, 
associated w ith the mean density, p. At the  point of star formation, the  newly formed 
protostars find themselves in a star forming clump with a mass equal to the mean Jeans 
mass in the cloud. The fact th a t the region has formed by bringing together many smaller 
objects of density pturb = pAJ, coupled with the fact th a t the mean Jeans mass region is 
in rough equipartition of kinetic and therm al energies, means th a t the clump has several 
effective Jeans masses. The star forming clump is thus able to fragment, producing small 
clusters rather than  single stars.
embedded in a clump which has a mass equal to ihj. This explains the behaviour of the 
clumps in the left hand panels of figure 6.5.
We mentioned in the previous section th a t the gas is in rough equipartition of 
therm al and kinetic energies in the run up to star formation, and th a t the equipartition 
provides a source for fragm entation, since it results in the collapsing region having 2.8 
effective Jeans masses. The 2.8 effective Jeans masses suggests th a t binary and multi­
ple system formation should be common in these clouds. Note th a t rough equipartition 
between therm al and kinetic energies is the natural end point for supersonic energy dis­
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sipation via shocks, assuming th a t driving mechanisms are either not im portant or not 
present.
6.5 Different cloud conditions
The simulations th a t we have looked at so far in this paper contain turbulent fields th a t 
are believed to be close to  the conditions in star forming clumps, i.e. they have a power 
spectrum  index of ot =  —4 and the gravitational potential energy is balanced by the 
turbulence. These are also the conditions commonly used in studies of numerical star 
formation. In this section we relax these observational constraints and look at different 
initial conditions for our turbulent field.
Firstly we look at changing the turbulent power spectrum  to one th a t contains more 
power on large scales than  the previous simulations, with a = —6. This corresponds to 
a cloud with a Larson type relation of a  oc (Myers & Gammie, 1999). This type of 
turbulent field has more power on large scales and thus produces larger scale shocks. The 
clumps produced from this type of turbulence will have the chance to rid themselves of 
their kinetic energy and become bound. If the idea of turbulence creating small bound 
structure from turbulent flows is to work, it should at least be present when we use a 
power spectrum  of this type. This cloud is referred to as simulation 4, and its details can 
be found in table 6.1.
We also look at changing the magnitude of an a  =  — 4 turbulent field. Increasing 
the effective turbulent Mach number from 5.3 to 7.4 means th a t the cloud should produce 
smaller objects with respect to  the mean Jeans mass than  simulations 1 to 3. The cloud 
is given an e =  0.5 such tha t the kinetic energy is two times the gravitational energy 
in magnitude. The cloud is hence globally unbound (see Clark & Bonnell 2004 for a 
discussion of such clouds).
6.5.1 C hanging  th e  tu rb u le n t pow er spectrum
The top row in figure 6.9 contains the column density images for simulation 4, w ith a  =  —6. 
Imm ediately we can see th a t the  turbulence has a very different form from tlie previous 
simulations. The velocity field has more power on large scales, producing strong filaments 
th a t are less fiocculent than  those arising from the o  =  —4 power spectrum . Since the 
turbulence has more power on large scales than  the a  =  —4 simulations, the structure  
seen in figure 6.9 is longer lived than  before.
At the  onset of star formation in the cloud, the gas has essentially formed into one 
long filament, in which a number of dense knots are visible. P art of this filament collapses 
to  form a small cluster of 6 stars. Some of this filamentary structure is preserved and one 
can see th a t a number of star's condense out of the strip of gas th a t feeds the small cluster. 
By the point a t which it is term inated, the simulation forms 10 stars in total.
Looking at the evolution of the  clumps th a t contain future sink particles (shown in 
the  top row of figure 6.10), we see the same trends th a t were discussed in section 6.4.1 and
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shown in figure 6.5 for the  previous simulations. We now notice however tliat the clumps 
are becoming bound at much smaller masses than  in the original simulations, at about 0.3 
- 0.4 Mq . We also see th a t the clumps have a Jeans mass when the clump mass reaches 
~  O.IM© (figure 6.10, middle column, top row), again slightly less than  in the previous 
simulations, bu t still roughly consistent with the prediction of expression 4.8.
There is much less kinetic energy on small scales in this simulation, a consequence of 
the power spectrum  of the initial turbulent field. As a result, clumps w ith Ej^in < \Egrav\ 
now span a considerable range in the  plot, roughly 2 orders of magnitude, compared to  the  
previous simulations where the kinetic energy was only dissipated in the larger clumps. 
This aids in the formation of bound structure. Also, with less energy present on the small 
scales, the  larger scale flows will be more coherent, giving direct fragm entation more time 
to  occur in the  shocked regions. Note th a t complete dissipation of the internal kinetic 
energy of a clump is never really possible, since once the gas motions become sonic they 
are no longer involved in shocks. Thus there is always a sizable kinetic component in 
the  energy balance of the clumps. This residual kinetic energy is the reason why the 
bound clumps form at 0.3 - 0.4M©, rather than  the 0.2M© size th a t we would expect from 
expression 4.8.
It would therefore appear th a t it is possible to reduce the size of bound objects 
tha t condense out from a turbulent environment. The problem is that the form of the 
turbulence is not at all similar to what is observed in star forming regions. In fact the  
turbulence here has more in common with pure colliding flows than  the turbulence model 
th a t has been used in trying to  explain the IMF. The nature of the star formation in 
this cloud is clearly more closely associated with the shock structure. Stars form directly 
from the  filaments as opposed to  the previous simulations where larger, rounded, regions 
characterise the sites of star formation.
6.5.2 H igher M ach num ber
The images from simulation 5 are given in the bottom  row of figure 6.9 and the energy 
ratios of the  clumps can be found in the bottom  panels of figure 6.10. This simulation 
is similar to th a t described by Clark & Bonnell (2004) in th a t they ai'e bo th  initially 
unbound by their internal kinetic energy.
The stronger shocks in this simulation produce a more distinct structuring in the 
early phases of this simulation, for about the first 0.5tg. However there is still no star 
formation induced in the shock generated clumps. In fact star formation actually takes 
quite a considerable time to  set in, with the first star forming at l.Ttfl-. The simulation 
also only manages to  form 5 stars, less than  half the number formed by each of the first 
four simulations. As was described in Clark & Bonnell (2004), unbound clouds such as 
these have a large initial expansion. Since they fail to produce any stars directly from 
the turbulent flows, star formation is delayed while the cloud expands and alters the free- 
fall tim e of the gas. After expanding, the central regions, provided they are still bound, 
gradually s ta rt to  collapse. The amount of fragmentation depends on the number of Jeans 
masses contained by the bound region, how aspherical the region has become, and how 
much substructure it has maintained.
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Figure 6.9: The column density images for the simulations presented in section 6.5. The 
top row contains images from simulation 4, in which the turbulent power spectrum  is 
altered. The bottom  row contains images from simulation 5 which has a turbulent field 
with a higher Mach number.
Looking at the energy ratios in figure 6.10 we see th a t the clumps involved in the 
star formation process follow the same trends as the clumps in simulations 1 to  3. Thus the 
presence of a higher Mach num ber turbulent field does not produce any difference in the 
energy properties of the clumps. Again, the density structure produced by the turbulent 
flows is not controlling the star formation. In fact if we look closely a t the middle panel, 
which shows the number of Jeans masses contained by a clump as function of its mass, 
we note th a t the effective Jeans mass for the clumps in these simulations is IM©. The 
expansion phase of the cloud has allowed the small clumps produced by the turbulence 
to be eradicated by the time the star formation sets in. This is why the column density 
images in figure 6.9 for this simulation look so smooth at the point of star formation. The 
structure th a t is left over by the tim e the star formation occurs is simply the result of the 
mean Jeans mass, as it fragments out of the inner regions.
6.6 Discussion
The main implication of the results presented in this chapter is th a t the density structure 
produced by the supersonic turbulent motions is not connected to the star formation 
process. The clumps are simply structure. This may be partly  why the study of Delgado-
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Figure 6.10: This figure shows the same information as was laid out in figure 6.5 but for 
simulations 4 and 5. The top row contains the plots for simulation 4 and the bottom  row 
contains the plots for simulation 5.
Donate et al. (2004) found th a t the power spectrum of the initial turbuhnit field had little 
influence over the final mass spectrum  of the protostars.
Apart from the tendency of our clumps to be naturally in a state suitable for frag­
m entation, there is some observational evidence to back the coagulation picture th a t we 
present here. M orata, G irart, & Estalella (2005) studied the OS core in the L673 region 
and found th a t there exists a relationship between the mass and energy of the clump 
population. Similar to our results in section 6.4.1, they find that the clumps of mass 
~  O.2 M0  are below the required mass for virial equilibrium. Furthermore, the more mas­
sive the clumps are, the closer they are to being virialised. M orata et al. (2005) also studied 
the chemistry of this region and have concluded that the cluni]) of mass ~  1.21M(t that 
is bound is more chemically evolved than  its lower mass, unbound, counterparts. They 
thus suggest th a t these results show a necessary evolution from low to high mass clumps 
before star formation occurs. Obviously this chemical analysis needs to  be applied to more 
regions before this coagulation/ mass evolution process can be established as a key phase 
in star formation.
It is still unclear as to whether the turbulence in star forming regions is driven 
or decays freely on the crossing time. Much attention has focused recently on the idea 
th a t star formation occurs rapidly (Hartm ann, 2000), with evidence to suggest that the 
process has a duration similar to the crossing time (Elmegreen, 2000a). If this is triu ' for
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all scales, as the evidence presented by Elmegreen would suggest, then  driving mechanisms 
are not required to support the gas in the  period before stai‘ formation sets in, since the 
energy dissipation and the star formation occur on the same timescale. For this scenai’io, 
either driving mechanisms do not exist or have too little time to take effect such th a t their 
influence is only marginal.
If however the only timescale th a t is im portant for the star formation rate  is the  
crossing time at the scale of the  GMC, then driving mechanisms may play an im portant 
role, since the star formation at the  small scales will occur on a much shorter timescale. 
One might at least expect th a t the flows at the large scales would drive mechanical energy 
down to the small scales, where the star formation can occur. The clumps in such an 
environment might well be expected to form and evolve differently from those in our 
study where the driving mechanisms are omitted.
The nature of star formation in a driven turbulent environment has been compre­
hensively studied by Klessen (2001). The study looked at clump formation, clump mass 
spectra and the clustered nature of star formation in clouds where the kinetic energy was 
driven at a variety of wavelengths. The study revealed th a t the main difference between 
small and large scale driving is th a t the  former results in much more isolated star forma­
tion, with less clustering than  is produced in clouds where turbulence is driven on large 
scales. Interestingly, his analysis of the  clump structure and energies reveals th a t the 
first clumps to become bound are generally among the largest structures formed by the 
turbulence, similar to our study.
6.7 Conclusions
From our study we find th a t turbulent motions are not directly responsible for bound 
clumps, and hence star formation, in simulations such as those published by Bate et al. 
(2003b) and Delgado-Donate et al. (2004). There is no one-to-one mapping between 
clumps and stars, and thus we can conclude tha t turbulence is not the source of the  IMF 
in such simulations. Instead the role of turbulence is to determine where star formation 
can occur, via the local dissipation of kinetic energy, and to  produce small scale structure  
in the gas. The clumps formed from the shocks In a Larson type, a  oc velocity field 
are generally unbound, both therm ally and kinetically. Small mass clumps, such as those 
with a mass comparable to  a brown dwarf, are typically over supported by their therm al 
energy by an order of magnitude. This is also true of the  kinetic energy support. Thus 
the formation of sub-stellar mass objects by the formation and collapse of an individual 
clump of similar mass does not occur in these simulations.
The physical param eter th a t controls the collapse is the mean therm al Jeans mass 
in the region of the star formation. Once large regions become bound after shock dissi­
pation, the mean Jeans mass fragments out from its surroundings and starts  to  collapse. 
W ithin the collapsing region is substructure, in the form of the clumps generated by the 
turbulence. As a region with a mean Jeans mass collapses, it prevents the  lower mass 
clumpy structure, which is unbound, from re-expanding, pushing it together. A merging 
process is therefore a t work, whereby small unbound clumps coalesce into a larger bound 
clump, which eventually becomes the size of the mean Jeans mass.
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The collapse of a mean Jeans mass clump occurs while the region is in rough equipar­
tition  of kinetic and therm al energy. As a result, the region contains 2.8 effective therm al 
Jeans masses, encouraging the formation of multiple objects. The star formation in our 
simulations thus generally occurs in small groups. This picture of star formation is akin 
to th a t observed for embedded clusters (Mundy, Looney, &; Welch 2000; Duchêne et al. 
2004).
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C H A P T E R  7
Unbound clouds and the star formation efficiency
7.1 The star forming environment
The formation of stars in giant molecular clouds appears to  be a very inefficient process. 
Global estimates of the  star formation efficiency, based on the mass in molecular clouds 
and the Galactic star formation rate  (Scalo, 1986; Evans, 1999), are of order a few percent 
while small-scale estimates for stellar clusters approach 50% (Lada, 1992; Lada & Lada, 
2003). The dispersion in estimates can, to some extent, be decreased under the  assumption 
th a t molecular clouds are long-lived entities th a t exist for many dynamical times, although 
this necessitates a supporting mechanism to balance gravity (McKee et ah, 1993).
As star formation from molecular gas involves the gravitational contraction through 
m any orders in m agnitude in size, it is commonly assumed th a t the largest scale objects 
associated with star formation, molecular clouds, are themselves bound. In this case, the 
problem is how does a large bound region (lOd — 10*^  M©) only perm it a small fraction of 
its mass to undergo gravitational collapse. Various mechanisms, such as magnetic fields 
and feedback from young stars, have been invoked over the years in order to  support 
molecular clouds and explain the low efficiency of star formation (Shu et ah, 1987; Franco 
et ah, 1994). In this chapter, we explore an alternative scenario whereby molecular clouds 
are not bound on the large scale, circumventing the need for any additional supporting 
mechanisms.
In a recent paper, Elmegreen (2000a) has collected observational evidence implying 
th a t GMCs are short-lived objects, with dispersal times comparable to their crossing times 
{idyn ~  3 X lO^years). The formation of stars then has to occur in a short burst ( ^  tdyn)-, 
as has been suggested from recent observations (Hartm ann et ah, 2001; H artm ann, 2002), 
rather than  as an ongoing process. This implies that molecular cloud formation is dynam ­
ical, and self-gravity need not play a dominant role. Such a scenario has recently been 
advanced by Pringle et ah (2001) where the passage of a spiral arm  triggers the agglomer­
ation of unbound molecular gas and the ensuing shock dissipates sufficient kinetic energy 
to  allow self-gravity to  (locally) form stars. The observed molecular clouds could then 
be transient structures with lifetimes comparable to their dynamical times (Elmegreen, 
2000a; Pringle et ah, 2001; Larson, 2003). In this picture it would seem likely th a t these 
regions are globally unbound and highly dynamic, with only a small fraction achieving 
gravitational instability before the cloud dissipates. This is possible if the internal bulk
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motions of the cloud are stronger than  the self-gravity of the  region. The supersonic 
nature of the  motions produces shocks which dissipate kinetic energy, eventually leading 
to  regions becoming gravitationally unstable. The efficiency of the  star formation would 
then be governed by the strength of the internal kinetic energy at the  point of the  cloud’s 
formation, along with how much support can be removed in shocks. The internal energy 
of the  cloud in this picture would be a combination of the  random  motions in the pre-cloud 
m aterial and the residual energy left over from the formation shock. This would naturally 
lead to  different clouds having different star formation efficiencies and potentially explain 
the  variance in the observed estimates.
Observational estimates of the mass, and therefore the  energies, of the molecular gas 
is inherently difficult and uncertain. Heyer et al. (2001) have investigated the dynamic 
stability of molecular regions in the outer Galaxy. Results suggest th a t the  molecular 
m aterial is unbound until the mass of the region approaches lO^M©. It is however noted 
in the paper th a t obtaining a value for the hydrogen mass via measurements of CO flux 
involves the assumption th a t the gas is virialised. If the region in question is then unbound, 
the  subsecpiently derived value for the mass of molecular hydrogen is an over-estimate of 
the region’s true mass. As a result, regions will appear more bound than they actually 
are. This places serious doubt on the generally accepted idea of globally bound GMCs.
The ability of turbulence to characterize the interstellar medium (ISM) along with 
its role in star formation in GMCs has been extensively studied by a number of authors. 
For a complete review we point the reader to  the article by Mac Low & Klessen (2004). 
It is now well established th a t large scale turbulent motions can produce the filamentary 
structure th a t is commonly observed in star forming regions (Vazquez-Semadeni et ah, 
1997; Ostriker et ah, 1999; Ballesteros-Paredes et ah, 1999a; Padoan & Nordlund, 1999) 
and th a t even MHD turbulence decays on a dynamical timescale (Mac Low et ah. 1998: 
Stone et ah, 1998) such th a t a driving mechanism is required if the clouds are to exist 
for many dynamical times. These studies highlight th a t transient objects can form from 
large scale flows in the ISM, supporting the work of Elmegreen (2000a) th a t star forming 
regions are short lived in nature. Recent work on subregions within GMCs has also shown 
th a t driven turbulence, and more im portantly the scale of the driving, can affect the 
local efficiency of the  star formation (Klessen et ah, 2000; Klessen, 2001). The periodic 
boundary conditions in this last study make it difficult to find estimates of the global star 
formation efficiency of transient molecular regions, since the mean mass density cannot 
decrease. Any newly formed stars can thus continue to accrete until all the gas in the 
com putational volume has been used up. Global calculations have tended to  study clouds 
th a t are only marginally unbound and hence do not provide information on transient 
GMCs (Bate et ah, 2003a; Bonnell et ah, 2003)
It is the picture of GMC formation presented by Pringle et al. (2001) th a t we use 
as the motivation for this chapter. They suggest th a t molecular clouds are formed via 
the  accumulation of small paicels of material. In this manner, we interpret the internal 
motions of the  cloud as a result of the original random motions of the constituent parcels 
of gas. The internal motions therefore need not be turbulent in the  strict definition and 
so we use the notion of ‘turbulence’ loosely here. The formation mechanism for molecular 
regions proposed here is distinctly different from that studied by Ballesteros-Paredes ct ah 
(1999b). Since we are concerned with a transient object and one which is not part of some 
large scale flow, we do not require boundary conditions in our model. Futhermore, since
81
T20
e
1
lim e /tj
Figure 7.1; The evolution of Lagrangian radii enclosing a fixed fraction of the to ta l mass. 
The solid lines are from the original simulation and the dashed lines are from the period 
where the smallest binaries is merged. The vertical dotted line denotes the tim e in the 
simulation at which the first protostar is formed.
the cloud in study is transient, we do not include any feedback effects into the internal 
motions as is consistent with the ideas presented by Elmegreen (2000a).
We present here a numerical simulation in which the turbulent gas is both  initially 
unbound and free to expand, showing th a t this does result in star formation bu t w ith a 
relatively low efficiency. In section 2 we describe the details of the simulation technique 
with a discussion of the evolution and efficiency of the star formation given in section 3. 
We summarise and discuss the implications of this result in section 4.
7.2 The simulation
The simulation starts  from a uniform sphere of mass 31.6M@ at lOK with a radius of 
0.13pc. The m aterial is modelled as an ideal gas of molecular hydrogen and the equation 
of state  is isothermal. W ith these properties, the Jeans mass of the  cloud is 1M@ and the 
Jeans number, Jq = [M /M j^ans)^^’^ ~  \Egrav\!Ethermal =  10. These conditions give an 
initial density of 2.2 x 10“ ^®g cni“  ^ and hence the free-fall time, t/y , is 1.4 x 10^ years. The 
gas is given turbulent support modelled by a Gaussian random field with a power spectrum  
P{k)  oc where k is the wavenumber of the velocity perturbations and corresponds to 
a Larson type law of a  oc (Larson, 1981; Ostriker et ah, 2001). The turbulent kinetic 
energy of this study is characterised by the param eter e =  \Egrav\/^kinetic and it is the 
unbound case of e =  0.75 which is presented here, resulting in a turbulent Mach number 
(as calculated from the kinetic energy) of ~  5.5 (Cg % 0.2kms“ ^).
In this calculation we used a sink radius of 48AU with the sinks being formed at a 
density of 1 x IQ-^'^g cm~^. To minimise computational expense, we smooth the gravita­
tional forces between stars a t a distance of 48AU. We use 204800 SPH particles to model
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Figure 7.2: The panels show logarithmic column density snapshots from the simulation, 
following the evolution of the molecular cloud. The maximum densities in the  first four 
panels are 0.21, 0.17, 0.13 & 3.8 g cm “  ^ respectively and the last two panels have a 
maximum density lOOg cm~^, taken to arbitrarily represent the protostars. Minimum 
column densities are O.OOlg cm “  ^ for the first four panels and O.Olg cm “  ^ for the last 
two. The turbulent velocities injected into the cloud at the beginning of the simulation 
quickly erases the uniform density and imposes a characterising filamentary structure. 
The kinetic energy is larger than  the potential causing the cloud to expand, with the 
outer layers escaping the self-gravity of the system. Left behind by the escaping mass is a 
small dense region. The gas a t the centre of the dense region, it is able to rid itself of kinetic 
energy via shocks with the shrouding m aterial. Eventually gravity manages to dom inate 
and produce a dense core (t ~  4tyy) which fragments to form a 3 body hierarchical system 
with one protostar being ejected (visible at the top right of the last panel in the figure).
the gas and are hence able to resolve self-gravitating objects as small as 0.015M© (Bate 
& Burkert, 1997).
At the end of the simulation 4 protostars were formed containing roughly 17% of the 
mass of the original cloud. The formation of a tight binary with a  separation of 134AU, 
considerably reduced the tim e step of the integration making it com putationally expensive 
to  run the simulation for longer than  6.5t/y. Unfortunately, this prevented satisfactory 
examination of the outer regions in the cloud, which evolve on much longer time-scales 
than  the m aterial near the stellar system. Replacing the binary with a point mass, we were 
able to  run the simulation much further, allowing a better exam ination of the evolution of 
the outer regions. The results of this part of the simulation are represented by the dashed 
radii curves in figure 7.1. It m ust be noted here tha t for a radius of less than  3 x lO^^cm 
(or ~  0.1 pc) from the protostars the  results for the accretion are not as accurate as the 
original simulation due to the large accretion radius of the point mass, but this does not
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affect the results outside this region. All calculations of kinetic energies and radii in this 
chapter are obtained from the centre of mass of material th a t will eventually end up in the 
stars, rather than  the centre of mass of the entire cloud. The Lagrangian particle nature 
of SPH makes this possible. This gives a picture of the star formation process as seen by 
the m aterial th a t is actually involved and allows for a better estim ate of the star formation 
efficiency.
7.3 Evolution
7.3.1 G eneral P ro p ertie s
The evolution of this cloud can be split roughly into three phases: turbulent compression, 
general expansion of the gas, and a final gravitational collapse for a subset of the  m aterial. 
Column density snapshots from the simulation can be seen in figure 7.2, showing the effect 
of the turbulent motions and how the gas eventually evolves to form a small stellar system.
The simulation starts with a  uniform sphere of gas with a turbulent velocity field. 
The large random  motions quickly dominate with shocks producing the filamentary struc­
tu re  typical of turbulent regions. Densities a t the centre of these filaments reach ~  25 
times the initial density of the cloud. Despite this increase in density, they are not self- 
gravitating structures. In fact they are highly transitory, existing for only a few tenths of 
a free-fall time. The turbulent motions lead to essentially one dimensional compression 
which does not produce a decrease in the  local Jeans mass (Doroshkevich, 1980; Lubow & 
Pringle, 1993; Clarke, 1999) and hence the gas is generally unbound. A 1-D compression 
does not increase the ratio  \Egrav\/Etherm of & parcel of gas. Thus, it cannot alter the 
boundness of a clump unless it decreases its therm al energy content. Significantly, these 
transitory structures provide the seeds for the fragmentation th a t occurs during the later 
collapse phase.
Figure 7.1 shows the Lagrangian r a d i i t h a t  contain fixed fractions of the cloud’s 
mass, and how these change with time. The global expansion is readily apparent from the 
figure, as is the extent of the expansion by the onset of star formation. The initial tu r­
bulence decreases during the first free-fall time. During this phase, the turbulent motions 
result in a general expansion of the cloud. After the random motions have been dam ped 
out in the shocks, expansion is the main component of the velocities. During this phase, 
most of the detailed filamentary structure is erased, with only one large elongated body 
of gas remaining.
Around t  =  2tyy, the expansion for a small fraction of the m aterial, up to roughly 
5%, stops and this gas starts  to  fall back in. As the Lagrangian radii show, this is an 
inside out process. The inner 5% starts  contracting before the outer layers and in-fall 
occurs progressively later as we move away from the centre. It does differ however from 
the classic inside-out process described by Shu (1977), since the system is not collapsing 
from a static starting  point, but rather from the re-contraction of an initially expanding 
medium. The inner 5% corresponds roughly to  a therm al Jeans mass and is able to  collapse
radius that moves in time.
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once the kinetic energy has been dissipated. Gravitational contraction forms a small dense 
core which becomes the natal site for a stellar system. The highly aspherical form of the 
core allows fragmentation to  occur, preventing the formation of a single star. The gas 
splits into four protostars, arranging themselves in two tight binaries. This system then 
decays with one star being ejected and the remaining 3 left in a hierarchical triple system. 
At the end of the initial simulation, the protostars contain roughly 17% of the original 
mass of the system, and a further 5% is incorporated into the various circumbinary and 
circumstellar discs. The inner binary is composed of protostars of mass 0.95 and 1.79M@. 
The mass of the th ird  protostar th a t makes up the bound triple system is 2.13M© and the 
escaper is the lightest member at 0.37M©.
7.3.2 S ta r fo rm ation  efficiency
The most significant feature of this simulation is th a t a large fraction of the gas is expelled 
from the cloud, resulting in a naturally low star formation efficiency. Escaping gas arises 
due to  excess and undam ped energy in the  cloud. The mass th a t is bound therefore 
represents an upper limit to the possible final system mass. In principle, the  most reliable 
m ethod of determining the star forming efficiency of the cloud is to  let the  simulation 
run  until all gas has either escaped or been accreted. Obviously this is impractical with 
current com putational methods, so we m ust look to  other methods to obtain our results. 
Unfortunately, simply calculating the energy of each SPH particle a t the end of simulation 
does not unambiguously yield a value for the efficiency. The long-range nature of gravity 
is such th a t unbound m aterial contributes to the potential energy of the entire cloud. 
Consequently, m aterial th a t appears to be bound might actually become unbound once 
the escaping regions have blown away. Fortunately, the fraction of unbound m aterial, and 
thus escaping mass, yields an accurate upper limit to the  amount of material available for 
s ta r formation.
The evolution of the unbound fraction is followed in figure 7.3. We see a sharp 
fall in this fraction during the first free-fall time. This is simply a result of the decaying 
turbulent energy field, as kinetic energy is dissipated in shocks. After t  = t f j ,  the unbound 
fraction remains roughly constant for the remainder of the simulation. At the point of 
star formation, at least 40% of the cloud is unbound, thereby placing an upper lim it on 
the star formation efficiency at 60%.
The Lagrangian radii in figure 7.1 give another estim ate for the star formation 
efficiency. The dashed lines, obtained from the period in the simulation where the close 
binary is merged into a single protostar, reveal th a t the radius containing 50% of the mass 
appears to have reached a constant value. This indicates th a t the 50% fraction is the 
boundary between in-falling and expanding m atter. This suggests a slightly lower value 
for the efficiency than  we obtained by looking at the energy. In fact the Lagrangian radii 
containing 60% of the cloud shows no sign of re-contracting.
Although turbulence does not directly induce fragmentation in the cloud for the 
reasons given in the previous section, it does play an im portant role in determ ining the 
mass th a t gets converted into stars. The fraction of mass with an increasing \Egrav\ 
represents the  m aterial th a t is actively involved in compression. From figure 7.3 we see
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Figure 7.3: Shown here is the evolution of various im portant features of the cloud. The 
long dashed line shows the fraction of material th a t is unbound to  the  system, and the 
short dashed line is the amount of m aterial th a t has been accreted by the protostars. The 
solid line represents the amount of m aterial which has an increasing \Egrav\ &iid is thereby 
involved in compression. Again, the vertical dotted line represents the onset of protostar 
formation.
th a t this fraction undergoes a sharp initial rise and a gentler fall during the  first free- 
fall time. Again this is ju st a consequence of the turbulent compression and creation of 
transient filamentary structure. During this phase, just over 40% of the mass is involved 
in these shocks and as a result loses kinetic energy. Having lost this energy, the gas is 
able to contribute to star formation. At the end of the simulation all the mass contained 
in the  protostars and the circumbinary disc had originally been involved in shocks during 
the turbulent phase. The turbulent compression in this simulation is therefore linked to 
the fraction of the mass which is involved in the star formation process.
It must be noted here th a t in reality the tenuous outer layers of the cloud, are 
unlikely to  be able to  find their way onto the stellar system. Clouds like the one presented 
here, or cores as they are known at this scale, do not exist in isolation but commonly in 
crowded regions (M otte et al., 1998; Testi & Sargent, 1998). In such an environment, tidal 
forces can have an im portant effect on the dynamics of gas, stripping away loosely bound 
material. As well as contending w ith tidal effects the low density regions outside dense 
cores are associated with high velocity flows (Larson, 1981; Padoan et al., 2001), providing 
a hostile environment for quiescent, tenuous gas.
7.4 Implications for the star forming process
The results presented here follow the evolution of a molecular cloud containing a supersonic 
turbulent velocity field which has greater energy than  th a t of the cloud’s self-gravity. 
Despite the globally unbound nature of the  cloud, the  freely decaying turbulence (from
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shocks) results in dynamically quiescent regions where gravity is able to  drive collapse and 
subsequent star formation. Since not all of the  cloud is involved in the  shocks, less than  hall 
the mass is able to undergo star formation, with the remaining m aterial escaping the self- 
gravity of the  system. Four protostars are produced by the gravitational fragm entation, 
three of which are in a  triple system which is formed by the ejection of the fourth body.
The fact th a t bound structure formed from a dynamically unbound cloud, has im­
portan t implications for the star formation process. This illustrates th a t GMCs need not 
be globally bound in order to  produce their observed stellar populations, although more 
detailed calculations a t the correct scale are needed to confirm this. Internal turbulent 
motions are able to  dissipate enough kinetic energy in supersonic shocks to leave coherent 
regions where gravitational forces can dominate. The rest of the cloud can then  escape, 
allowing GMCs to  dissolve of their own accord instead of requiring some unbinding mecha­
nism. The end result is a GMC th a t is naturally inefficient at forming stars. This supports 
a large scale picture of star formation in which GMCs are formed dynamically from the 
accumulation of molecular gas (Pringle et al., 2001; Elmegreen, 2000a). Self-gravity need 
play no role in the formation and evolution of GMCs up to the point of star formation.
Star formation from globally unbound giant molecular clouds is able to provide a 
simple and interesting alternative to the efficiency problem th a t is normally a ttribu ted  to 
a combination of magnetic fields and feedback processes. All gas which is able to  dissipate 
enough kinetic energy to become bound will be involved in the star forming process. The 
ruling factor on the efficiency is therefore the amount of gas th a t is involved in shocks, 
which is in tu rn  linked to  the strength and power spectrum  of the turbulent field (Klesseii 
et ah, 2000). More simulations will be needed to investigate how the efficiency is linked 
to  both the initial Jeans number and the Macli number of the turbulence.
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C H A P T E R  8
Unbound GMCs: the origin of OB associations
8.1 Introduction
OB associations are historically identified simply as extended groups of OB stars, having 
diameters of tens of parsecs (Ambartsumian, 1955). Furthermore they are rather more dif­
fuse than open clusters, with the mass density of OB type stars at ~  0.1 KIq pc“ '^  (Blaauw, 
1964; Am bartsumian, 1955; Garmany, 1994; Lada & Lada, 2003). It was found th a t these 
associations contain substructures which are referred to as ‘OB subgoups’ (Blaauw, 1964). 
These subgroups are unbound from one another as was deduced from their expansion 
about the centre of the region (Blaauw, 1952). Some regions or ‘subgroups’ are shown to 
be associated with molecular gas. In general these regions are not coeval but can exhibit 
a spread of ages amongst the  subgroup populations as large as 10 Myr (Blaauw, 1964). 
The fact th a t OB associations are very young, with some of the subgroups possessing ages 
of the order of a millions years, suggests th a t the unbound nature of the subgroups from 
one another is primordial.
The relationship between OB associations and other types of clusters found in the 
galactic disc, such as open clusters and embedded clusters, is still rather unclear. The 
OB associations do however have a classic theory regarding their formation. Elmegreen 
& Lada (1977) proposed th a t OB associations form via triggering. The ionising wind 
from a young massive star drives a shock wave through the surrounding molecular gas 
of the  parent cloud. Eventually this shock front becomes gravitationally unstable and 
forms a new generation of stars. W hen the massive stars in the new generation switch 
on, the process repeats. In this manner, the star formation is self propagating, with one 
generations of OB stars triggering the formation of the next. Since the shocked layer in 
which the new group of OB stars forms is moving away from the  older OB stars, a t a 
few k m s " \  the new group is unbound from its parent group. The region then naturally  
has the  dynamics of the  observed OB groups. Motivation came from observations of stars 
forming at the boundaries of molecular clouds and HII regions, such as NGC7538, M17 
and M8 (Habing, Israel, & de Jong 1972; Lada et al. 1976).
The issue is complicated however when one considers the detailed stellar population 
of OB associations (Garmany, 1994; Brown, 2001). In the self propagating model, OB 
type stars form in the shocked layers where conditions are naturally more suited to  forin- 
ing high mass stars, due to  the effective sound speed of the gas Elmegreen & Lada (1977).
Low mass stars form spontaneously in the rest of the cloud. Thus the model assumes a 
two step formation process whereby low mass stars and high mass stars are formed by dif­
ferent mechanisms and in physically separated locations. The IMF of the  OB associations 
however do not exhibit this feature and generally possess the standard field star IM F, 
a t least within the Salpeter range (e.g. Sco 0B 2, de Geus 1992; Preibisch & Zinnecker 
1999). Since up to nearly 90% of star formation is thought to occur in embedded clusters, 
with a field star IM F and primordial mass segregation^ (for a discussion see Lada & Lada 
2003), it may be th a t the formation of OB associations has more in common with standard  
clustered star formation.
Bonnell, Bate, & Vine (2003) and Bonnell, Vine, & Bate (2004) have modelled 
cluster formation in a turbuleiitly supported cloud. They modelled a IOOOMq molecular 
cloud th a t was initially supported against collapse by a turbulent velocity field. It was 
found th a t the dissipation of the large scale supersonic flows produced a number of distinct 
subclusters. Each sub cluster contains at the  core a massive star. The subclusters were 
mass segregated and each had a protostellar population consistent with th a t of the ob­
served held star IMF. Both the mass segregation and the IMF are the result of competitive 
accretion. Since the cloud was initially bound, even more so after the  dissipation of the 
turbulent energy, all the sub clusters are themselves bound to  one another. They quickly 
merge within roughly 0.5 Myr (roughly twice the free-fall tim e for the original cloud). If 
this merging process were to occur on large scales, such as a whole GMC, one would never 
be able to form OB associations. The massive stars at the centres of the subclusters would 
find themselves in one large cluster.
Our proposal in this chapter is th a t OB associations are ju st a series of clusters 
th a t form in unbound GMCs. The expanding cloud produces a series of clusters th a t are 
unbound from one another due to  the fact th a t the flows th a t form them  are also unbound 
from one another. The clusters, which become OB subgroups, then  simply expand away 
from their m utual centre of mass along with the gas from the cloud, rather than  merge 
into a single cluster. Thus only one star formation mechanism is a t play here: clustered 
formation. The OB association therefore will have the universally observed IMF.
8.2 Details of the GMC Simulation
Our simulation starts  with a uniform density sphere of molecular hydrogen of radius 20pc 
with a  mass of 1 x 10® M© . The gas is isothermal and has a tem perature of lOK. These 
numbers (mass, size and tem perature) are typical of those reported for GMCs in the 
solar neighbourhood (Blitz, 1991). We model the gas with 500,000 SPH particles and are 
thus able to  accurately follow the formation of self-gravitating regions down to a mass of 
20M© (Bate & Burkert, 1997; W hitworth, 1998). The free fall time associated with this 
cloud, the time taken for the unsupported gas to collapse under gravity to  a central point, 
is roughly 4.7 Myr. The cloud has an initial Jeans mass of 30.4M©. We do not include 
any feedback processes, such as stellar winds and jets or the effects of massive stars such 
as ionisation fronts and supernovae.
^Mass segregation in clusters is where the progressively more massive stars are found towards the centre.
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Figure 8.1: The panels show column density images from the simulations. The first panel 
shows the sta te  of the gas after the crossing time {tar ~  l/3 tyy), and the following panel 
shows the gas a t the free fall time. The remaining two images show how the cloud evolves 
to form a system of clusters. The maximum column density plotted is 0.12, 1.21, 2.90 
and 4.86 g cm~^ respectively and the minimum column density is 10“  ^ g cm “  ^ in all the 
images.
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To model the turbulence, we support the  cloud with a Gaussian random  velocity 
field with a power spectrum  of P{k)  oc which is consistent with a velocity field with a 
Larson-type relation of cr oc ® where a  is the velocity dispersion and L  is the length scale 
of the region (Myers & Gammie, 1999). At the beginning of the calculation the  ratio of 
gravitational to kinetic energy is 0.5 (B^in =  2Egrav)> We stress th a t the turbulent kinetic 
energy is able to decay freely in this simulation since we include no driving mechanism. 
The timescale for the energy decay is the  crossing time (Mac Low et ah, 1998; Stone et ah, 
1998) which for the  initial velocity field is t^r — 4.2 Myr, slightly less than  the free fall 
time.
We set the sink particles to form at a density of 1000 times the initial density, 
with a subsequent accretion radius of 0.17pc. When a particle finds itself at the centre 
of a dense, bound and collapsing region it is turned into a sink particle and its 50 to 
100 neighbours are accreted onto it. W ith the resolution used for this simulation the 
sink particles s ta rt w ith a  mass of at least 15M© before further accretion. Therefore we 
cannot think of these point mass objects as ‘protostars’, as was the case in Bate, Bonnell, 
& Bromm (2003a), but instead assume th a t they represent ‘proto-clusters’. To prevent 
the  ‘sink particles’ behaving as point masses in gravitational interactions, we sm ooth the 
sink-sink gravitational forces to a distance of Vmin =  0.2 pc.
In the analysis th a t follows, we discuss the properties of star formation centres, or 
‘SFCs’. These can either consist of a single protocluster (or sink particle) or a coherent 
group of protoclusters. To identify SFCs where more than one sink particle is involved, 
we make use of the mass segregation th a t occurs naturally when the protoclusters interact 
in self gravitating groups (see for example Bonnell et al. 2004). F irst we sort all the 
protoclusters by mass. We then take the most massive protocluster and tag  it and its 
fellow protocluster neighbours within 0.5pc to be members of ‘SFC 1’. We then  go down 
the mass sorted list of protoclusters until we arrive at the next most massive protocluster 
th a t has not been associated with SFC 1. It becomes tagged as being a member of ‘SFC 2’. 
All the protoclusters within 0.5pc of this protocluster are now tagged as being members 
of SFC 2, unless they are already members of SFC 1. This process continues down the 
list of protoclusters until all have been assigned membership to a SFC. There is thus a 
resolution of 0.5pc which distinguishes one SFC from another. We hnd th a t the choice of 
0.5 pc used in a ttribu ting  memberships does not significantly affect the SFC population, 
since the protoclusters formed in the simulation are either well separated (and thus in 
isolation) or exist in dense groups. The radius of the  SFC is given by the radius of the 
furthest protocluster from the centre of mass. If there is only one protocluster then the 
radius is simply the accretion radius, which is 0.17pc.
One problem with trying to model turbulence in a numerical simulation of this type 
is th a t it is not always possible to  resolve the velocity structure at all scales. Turbulence is 
assumed to be hierarchical, following a Larson-type relation of a oc. (Larson, 1981). In 
SPH, while a particle can have a kinetic energy based on its velocity, it can have no internal 
velocity structure. As a result, the kinetic energy below a certain mass scale ( actually 
the  mass of an SPH particle and its neighbours) is not included in the calculation. We 
therefore stress th a t our simulation is lacking the kinetic energy th a t should be present at 
scales of less than  ~  20M©. The details of how individual stars form are thus not available 
from this simulation, and we must restrict ourselves to the large scale properties of star 
formation and the formation of clusters.
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Figure 8.2: Shown in the left hand panel are the masses of the 16 most massive SFCs and 
how they evolve in time. The horizontal long-dashed line gives the mass at which a SFC can 
form a star of >  lOM© and the short daslu'd line shows the mass ne('ded l)y a SFC to 
form a star of > 251\1@ . This assumes the IhlF given in section 8.4 along with a star 
formation efficiency of 50% in the SFCs (see section 8.4 for a more detailed discussion). 
The solid line in the right hand panel shows the mass contained in the SFCs (gas particles 
+  protocluster/sink particles). The dotted line in the plot shows the mass in stars greater 
than  lOM© and the short-dashed line shows the mass in stars greater than 25M© . The 
vertical long-dashed line denotes the point at which we estim ate a supernova event to 
occur (note tha t tfT= 4.7Myr).
8.3 General Evolution
Figure 8.1 shows column density images from different points during the simulation and 
allows us to see clearly the evolution of the gas and regions of star formation. We see 
from the figure th a t the structure of the cloud changes remarkably quickly. It starts  
as a churning network of gaseous filaments and within lOMyr (when the simulation was 
term inated) evolves into an ensemble of distinct clusters, by which time the gas has lost 
much of its early character. The fact that an unbound CMC can form stars and star 
clusters reinforces the predictions made in Clark & Bonnell (2004).
The point at which the first bound objects condense out of tin' unbound flows occurs 
at roughly 2.4 Myr. This is roughly half the crossing time for the region (although some 
authors use Cr =  R / V  instead of Cr =  2 R /V  as is nsed here). This time is consistent 
with the kinetic energy dissipation rate (Mac Low et ah, 1998; Stone et ah, 1998) and the 
formation of a tnrbulently dom inated density structure (Padoan et ah, 2001).
Rather than simply discuss the individual protoclusters th a t form (the sink particles) 
it makes sense here to discuss the bound groups of these protoclusters as well, which 
we will simple refer to here as ‘star formation centres’ or SFCs. The formation of the 
SFCs actually occurs very rapidly. The mass of the 16 most massive of these centres is
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shown as a function of tim e in figure 8.2. W ithin 5Myr (or 2.5 Myr after the onset of 
star formation) the 15 most massive SFCs all have masses greater than  about 100 M©, 
and are beginning to get to  a size where there is good possibility of them  forming massive 
stars (this will be discussed in section 8.4).
A desirable feature of an initially unbound GMC is th a t cloud dispersal and star for­
m ation are occurring simultaneously. This removes the necessity for feedback mechanisms 
to  disperse the cloud, or at the very least makes their task much easier. The timescale for 
star formation is thus comparable to  the timescale for the cloud’s dispersal. The dynamics 
of an unbound cloud is therefore naturally in keeping with the recent observations that 
star formation and cloud dispersal occur in a few crossing times. There is also the  added 
bonus th a t star formation efficiencies will be kept low, since most of the gas around a 
protocluster clump will be unbound to it and moving away. This prevents the m aterial 
getting involved in the accretion once a SFC starts to form.
Figure 8.3 shows the density distribution of the gas at three points in the simulation. 
The vertical dot-dashed line marks the original density of the cloud. Just before the 
first protocluster forms at 2.4 Myr we see th a t the most common density is roughly 7 x 
Iq -2 2  gcjTQ-3 ^the solid line curve), an order of m agnitude higher than  at the  s ta rt of the 
simulation. Note however th a t very little material at this point is as dense as 7 x 10“ ^^  
gcrn“ ^, showing th a t the turbulence does not allow much m aterial to get up to typical star 
forming densities (Falgarone, Phillips, & Walker, 1991; Padoan, 1995; Zinnecker, 2002).
After 7 Myr the peak in the distribution falls back to roughly the sta iting  density, 
however there is much more spread in the distribution. This spread is controlled by 
two mechanisms. The high density tail increases as the SFCs grow by accretion and the 
subsequent rise in the potential energy. This causes yet more m aterial to fall into the  star 
forming regions. The low density tail increases since the cloud is freely expanding. By 13 
Myr, only Stcr, we see th a t the m ajority of the gas has fallen to  very low densities. By 
this point it is unlikely th a t observations of such a cloud would reveal much in the way of 
molecular gas and would instead only be visible as HI. The cloud can now be assumed to 
be ‘dispersed’. Even if the  CMC fails to be a site of massive star formation, the dispersal 
would still occur on a timescale consistent with Elmegreen’s (2000) observations.
Note also from figure 8.1 th a t the cloud contains cavities and dense regions of star 
formation. These are created in the simulation purely by the turbulence. This type 
of structure in star forming clouds is often attribu ted  to  the effects of high mass stellar 
feedback, such as winds and supernovae, and is thought to be the trigger for star formation 
in the region (e.g. Elmegreen & Lada 1977). Instead, we realise th a t turbulence can mimic 
these effects. Furtherm ore the cavities in the  simulation would be easily ionised by any 
high mass stars th a t form in the SFCs (Dale et ah, 2004). We would then have a series of 
SFCs separated by a region of HII gas, ju st as is found in the classic picture of triggered 
star formation.
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Figure 8.3: The plot shows the density distribution of the gas a t three points in the 
simulation. The solid line follows the gas density just before the formation of the first 
protocluster, at 2.4 Myr (or ~  |  ter)- The dashed and dotted lines show the density 
distribution of the gas at a tim e of ~  7 Myr and ~  13.2 Myr respectively. The vertical 
dot dashed line shows the density of the gas at the beginning of the simulation. Note th a t 
the simulation only involves a gas of pure molecular hydrogen.
8.4 The Formation of Stars and Expected Efficiency
In this section we use some simple assum ptions about the star formation th a t occurs in 
the SFCs to determine the numbers of high mass stars and the star formation efficiency 
th a t one might expect from the simulation. It is still beyond the capabilities of current 
com putational resources to model the details of how individual stars form in a body of gas 
as large as a GMC. In the simulation presented here we cannot model any gas dynamics 
below the 2 OM0  scale. We can however give the reader a feel for the star formation th a t is 
present by using the results of previous simulations, along with some assum ptions about 
the star formation efficiency and the form of the IMF.
It has been shown from numerical simulations th a t star formation occurs on roughly 
the local crossing time for the turbulence when the region is dynamically bound (Bate 
et ah, 2003a; Klessen, 2001). On the small scales such as those represented by our pro­
toclusters, ~  O.lpc, the crossing tim e is of the order 10^ years. We can therefore assume 
th a t all of our protoclusters form stars and th a t the star formation in our protoclusters 
takes place quickly, rapidly enough to be regarded here as instantaneous compared to the 
evolution of the whole GMC.
The simulation presented also has no m ethod of incorporating feedback into the 
GMC model. As is shown in figure 8.2 in the right hand plot, the mass accreted into the 
SFCs gradually increases as the  simulation progresses. At the point where the simulation 
is term inated, 30% of the GMC has been accreted by the protoclusters. It is unlikely 
th a t this value is representative of how much mass would actually be involved in the
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sta r formation by this time, since feedback mechanisms such as ionisation, winds and 
supernovae would seriously alter the amount of gas th a t would be available for accretion 
into the  SFCs. W hat is needed is an estim ate of when one would expect the  star formation 
process to  be halted by feedback mechanisms. This requires some knowledge of the star 
formation taking place within the SFCs.
We have already pointed out th a t the protoclusters in the  simulation group into 
large SFCs. Fi'om now on in the  paper we will use the details of these regions, rather than  
the  individual protoclusters, to  assess the  nature of the star formation in the GMC. Table
8.1 gives the details of the  SFCs after 9 Myr. The masses quoted for the SFCs in table
8.1 includes all particles (SPH and protoclusters) th a t fall within the radius of the region. 
The gas particle component is however quite small, generally less than  20%.
Although the star formation efficiency of GMCs is thought to be in the range of 1 to 
10%, at the  cluster level it is thought to be about 20 to  50% depending on the region (for 
a  discussion we point the  reader to Lada & Lada 2003 and Kroupa 2001). In this paper we 
assume th a t the  star formation efficiency in our SFCs is 50%, but will include a discussion 
af)out the case in which 100% of the  mass is turned into stars. The assumed efficiency here 
is high but this is deliberate since it actually assumes as little as possible about the effect 
th a t the  feedback mechanisms from the young stars are having on the accretion processes 
in the SFC. We will also assume that the IM F of the stellar population in the SFCs follows 
a two step power law form, d N  oc with a = 1.5 for 0.08 <  ui/ M q < 0.5 and
a  =  2.35 (Salpeter, 1955) for 0.5 <  tti/M q < 100. This IMF, in conjunction w ith our 
assum ption th a t 50% of the mass of the  SFCs is turned into stars, allows us to  estim ate 
the  stellar population produced by the simulation.
As already mentioned in the previous section, figure 8.2 shows in the  left hand plot 
how the mass of the 15 largest SFCs evolves with time. The horizontal lines m ark the 
point at which high mass stars can form. From our IMF model, 15% of the mass should 
be contained in stars with masses greater th a t IOMq . Thus a lOMrn star will be present 
provided th a t there is 10/0.15 =67M© in the stellar population. Applying our assumed 
star formation efficiency of 50%, the SFCs must therefore have a mass of 134M© if they 
are to harbour a lOM© star. The horizontal long-dashed line in the figure denotes the  
point a t which the SFCs achieve this mass. Doing the same for 25M© stars, which should 
comprise 7.7% of the stellar mass in our chosen IMF, we find th a t the  SFCs need to contain 
25/(0.077 X 0.5) =  650M© if they are to  contain a 25M© star. This is represented by the 
horizontal short-dashed line in the figure.
Fi'om our simple assumptions about the small scale efllciency and the form of the 
IMF, we can estimate at what point in the simulation the star formation process will l)e 
disrupted by feedback mechanisms. From figure 8.2, we can estim ate th a t the formation 
of lOM© stars would occur at about 0.8tg(or at ^  4 Myr). A star of mass 25M© would 
form after ~  l.ltff(o r ~  5 Myr). Since the mass of the SFCs is increasing fairly rapidly 
at th is point, stars with even higher masses would be expected to  be present shortly after 
this, w ithin 0.5 Myr or so. It would thus appear tha t the GMC is able to  get enough mass 
into the SFCs for them  to be able to form a full stellar population within about 1 Myr. 
This is consistent with the observations of the small age spread in the stellar population 
of the Orion cluster (Hillenbrand et ah, 2001b).
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Figure 8.4: P lotted are the positions of the  SFCs large enough, by t  =  9 Myr, to  contain 
stars of mass greater than  lOM©. The plot on the left shows the positions of the  SFCs at 
t  — 9Myr and the plot on the right shows how the SFCs will be positioned after ISMyr, 
assuming th a t a SN event expels the GMC gas and the SFCs continue on their original 
path. The circles show the size of the SFCs after the 4 Myr period, assuming they expand 
with their internal velocity dispersion. See section 8.5 for a discussion.
Very rapidly after the first stars form we see tha t lOM© objects will be present. 
This means th a t shortly after their formation, SFCs are going to contain ionising sources. 
Such stars are commonly suggested to be responsible for controlling the star formation 
efficiency by expelling the gas from the cluster in which they form (such as our SFCs), 
thus preventing the protostellar population from accreting or preventing new stars from 
forming. However Dale et al. (2004) have noted tha t the ionisation from these stars does 
not appear to  significantly affect the accretion rate in the clusters. The clum py/fractal 
nature of the gas at the  centre of the cluster where the OB type stars are sitiuited acts to 
shield vast regions of the  cluster from ionisation. Rather than  pushing through the dense 
m aterial, the ionising photons ju st find the path with the least resistance out of the cluster. 
This is low density gas which would not normally be associated with protostellar accretion 
in the first place. Similarly, the gas structure may also prevent the  winds from OB stars 
expelling gas from the cluster. It has been suggested th a t winds are able to  escape via the 
fractal holes, without im parting much momentum to the dense regions (Henning, 1989).
It is therefore not clear if ionisation or winds are able to expel gas from a cluster, 
thereby halting the star formation process. One mechanism th a t certainly will produce 
the desired effect is a supernova explosion. In fact it has been estim ated th a t these events 
will not only remove the gas from a cluster, but also be able to disperse the natal GMC. 
Thus a high mass s ta r’s death will definitely mark the end of the  star formation period in 
our cloud. Stars with masses greater than  25M© have very short main-sequeiice lifetimes, 
of about 3-5 Myr, and we see from the figure th a t they form at ~  5 Myr after GMC 
formation. If we assume th a t a supernova event will occur a t ~  4 Myr after the formation 
of the  very high mass stars, then we estim ate the first supernova event to  occur a t about
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Figure 8.5: The figure shows the age of the protoclusters (note, not the SFCs bu t the 
individual ‘sink particles’) as a function of distance. The ages are shown at a tim e of 13 
Myr after the cloud formation. The distance shown is the y component from the centre of 
mass of all the protoclusters. The crosses denote the age based on when the protoclusters 
form and the hexagons points denotes the age based on when an individual protocluster 
can harbour a star of greater than  10 M@. See section 8.5 for more details. It is clear 
from the distribution of points here th a t there is no discernible age spread with position 
in the region. The star forming centres are essentially the same age.
9 Myr or when the OB stars are ~  4 Myr old.
Assuming the supernova event will halt the star formation, we can now get an 
estim ate of the star formation efficiency in the GMC. The vertical dashed line in figure
8.2 denotes the point a t which we might see the first SN event. At this time, ~  0.1 to 
0.2 of the GM C’s mass is contained in the SFCs. However we have assumed up until 
now th a t the efficiency in the SFCs is not 100% but 50%, therefore our estim ate of the 
star formation efficiency in the GMC is roughly 5 to 10%. This is easily comparable to 
the expected efficiencies in GMCs for Elmegreen’s (2000) rapid cloud form ation/dispersal 
model.
The above analysis relied on a lot of assumptions about the nature of the star 
formation in the SFCs. In particular, it is guilty of invoking a star formation efficiency 
in the SFCs in order to determine the star formation efficiency of the cloud: one could 
argue th a t this is not entirely self-consistent. Here we redo the above analysis bu t without 
the SFC efficiency assumption. If all the mass in the SFCs is used in forming a stellar 
population, then the mass required by a SFC before a 25M@ star forms is 25/0.077 =  
325M0 . The first SFC to achieve this mass does so at about 4 Myr, only 1 Myr less than 
our previous estimate. Thus we can predict the supernova to occur at ~  8 Myr. At this 
point in the simulation there is about 7 - 8% of the cloud incorporated in the SFCs. Thus 
the expected star formation efficiency is still less than 10%, suggesting th a t our analysis 
is not heavily dependent on the assumptions.
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SFC No. M sfc
(M©)
AV
(km s" i)
R
pc
ter
Myr
1 3095 3.97 0.84 0.41
2 1248 3TW 0.56 O j#
3 1141 3^2 0.47 O j#
4 1073 3.14 0.47 0.29
5 820 2.58 0.53 0.40
6 622 3.88 0T8 0.09
7 589 2T4 0.55 O^W
8 513 2jW 0.44 0.38
9 379 1.93 0.44 0T5
10 349 2.69 0.21 0.15
11 334 2.91 0.17 0.11
12 288 2.24 0.25 0.21
13 244 2.39 0.18 0.15
14 242 1.50 0.46 0.60
15 187 2T8 0.17 0.15
16 186 2.17 0T7 0.15
Table 8.1: The table gives the properties of all the star formation centres (SFCs) th a t 
would be expected to  contain massive stars by t  — 9 Myr (see section 8.4 for a discussion 
of this). AV is the internal SFC velocity dispersion and assumes the region is in virial 
equilibrium such th a t AV =  (GM gpc/R)^/^. The crossing tim e is then calculated from 
ter =  2R /A V . Note th a t Msfc is the to tal (gas +  stars) mass enclosed within R.
8.5 Dynamical Evolution of the Clusters and their relation to OB 
associations
As already discussed, the  simulation produces a series of star formation centres (SFCs). 
Of these regions, 16 of them  (see table 8.1) are massive enough to contain a star of greater 
than  10 M© by the time at which we estim ate a SN explosion will destroy the GMC. Prom 
figure 8.1 we see th a t these SFCs are expanding as a group away from one another (in fact 
this is true of the GMC structure in general). Furthermore, the distance between SFCs is 
roughly lOpc after about 13Myr. Thus the group of clusters have the appearance of an 
OB association, with the individual SFCs being OB subgroups th a t are expanding about 
some common point. In this section we examine the properties of the SFCs and compare 
them  to the observations of OB associations.
In figure 8.4, the left hand panel shows the positions of the  SFCs th a t are large 
enough to  contain stars greater than  lOM© at t  =  9Myr, assuming a star formation 
efficiency of 50% and the IMF presented in section 8.4. Their positions are plotted at the 
tim e we estim ate the SN event to s ta rt expelling gas from the cloud. We now assume th a t 
the  SN event removes the gas from the GMC quickly enough such th a t the motions of 
objects have no tim e to  adjust to the change in potential. We assume th a t this is true both 
a t the scale of the SFC motions and at the smaller scale of the stellar motions inside the
98
SFCs. The right hand panel shows the positions of the SFCs after a further 4 Myr, i.e. at 
t  =  13 Myr, assuming th a t they continue on the path  they had before the gas expulsion. 
The circles denote the  size of the SFCs at t  =  13 Myr, which have been evaluated from 
r — I’sN +  AV X 4 Myr, where AV is the region’s internal velocity dispersion and rsN is the 
radius of the SFCs at the point when the SN event occurs (i.e. a t 9 Myr). This assumes 
th a t the star forming regions will disperse at roughly their internal velocity dispersion 
once the gas has been expelled.
Figure 8.4 clearly shows th a t the SFCs are expanding away from one another. By 
determining the average radius of the SFCs from their common centre of mass, both  at t  
=  9 Myr and at t  =  13 Myr, we can get an estimate of their expansion velocity from their 
dynamical centre. At t  =  9 Myr the average distance of the SFCs from their centre of mass 
is 18.4pc, while after 13 Myr it is 25pc. This corresponds to  an expansion velocity (tha t is 
a 3-dimensional velocity) for the SFCs of 1.5kms~5 We compare this, for example, to the 
observed expansion of the OB subgroups in Per OB, which is roughly 2kms“  ^ (Fredrick, 
1956; Blaauw, 1964), We also see th a t if the SFCs themselves are able to expand after 
the  gas expulsion, they become an extended distribution of stars after only 13 Mys, as is 
shown by the circles in the figure.
The stellar’ mass density is another im portant feature of OB associations. Generally, 
OB associations have a density of OB stars of roughly O.IM© pc“  ^ (see the introduction for 
references). In this simulation at t  =  9 Myr, the density of OB type stars is 0.16M© pc“ ^, 
and the mass density of stars >  25M© is O.IM© pc“ .^ This is calculated by taking the 
to ta l mass in the SFCs of stars of greater than  the required mass type and dividing by the 
volume of the region containing all the  SFCs with these types of stars. After the system 
has had tim e to evolve for 4 Myr, the densities are 0.06 and 0.04M© pc~'^ for the OB type 
stars and those with masses >  25M© respectively. Note these figures are based on the 
SFCs having a star formation efficiency of 50% and containing the IM F of stellar objects 
th a t was presented in section 8.4.
We can compare this to  the density of high mass stars in the SFCs at the  point of 
the SN explosion. If we take the largest SFC , with mass 1763M© and radius of 0.7pc, 
and assume again th a t 50% of this is contained in stars. Then the to tal mass in stars of 
mass greater than lOM© is 1763 x 0.15/2 — 132M©. The density of massive stars is then 
132/0.7^ =  384 M © pc-^
The turbulent flows are thus able to create a series of star forming regions that 
have roughly the same properties as those found in OB associations. Since the regions 
(the SFCs) are formed within large flows, the  stars tha t form will have roughly the same 
motion as the gas stream  th a t formed them , potentially explaining why Blaauw (1991) 
finds th a t the gas surrounding OB subgroups is generally moving with the group.
Observations of some OB associations also indicate distinct age spreads between 
their subgroups. This generally takes the form of an age progression from one side of the 
association to the next. The ages are generally derived from where the very high mass 
stars tu rn  off the  main sequence, which is a much more reliable m ethod than  using pre- 
main-sequence (PMS) tracks of low mass objects. Also the high mass end is normally the 
only part of the mass spectrum  th a t is well established in OB associations. This age spread 
has been the motivation behind the triggered sequential star formation model developed
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by Elmegreen & Lada (1977), which is in tu rn  motivated by the observations of Blaauw 
(1964). However, we note here th a t the Orion OB association exhibits no discernible age 
progression in the subgroups (Brown et ah, 1999).
Does our simulation show a convincing age spread between the subgroups/SFCs f 
In figure 8.5 we plot the age of the  protoclusters (the sink particles th a t group together to 
form the SFCs) and their position from their common centre of mass. All the points are 
plotted at t  =  13 Myr, with the positions being the y-direction in the simulation, since 
the SFCs are more spaced out in this direction. The ages are determined in two ways. 
The crosses denote the ages determined by when the protocluster first forms. The filled 
hexagons are determined by the time when the protoclusters reach a mass of 134M,7, , the 
point a t which a lOM© star can form. Note th a t in the previous sections we determined 
when lOM© stars could form based on the mass contained in an SFC , rather than  its 
constituent protoclusters and gas. We are forced to  use the individual protoclusters here 
since the  SFCs are not coherent objects throughout the entire evolution of the simulation.
We see clearly from figure 8.5 th a t while a large range of ages exist at any particular 
distance from the centre of mass, no trend is present in the ages with distance. Thus our 
simulation predicts th a t the OB association would be essentially coeval. However this is 
ju st a symptom of our idealised initial conditions. The initial uniform density sphere, with 
m ultiple Jeans masses, allows the entire cloud to proceed directly to star formation, via 
the dissipation of kinetic energy. Since the turbulence is the same throughout the cloud, 
star formation occurs simultaneously in quite separate locations. If on the other hand 
our GMC needs to  be accumulated in a large scale shock, as suggested by Pringle et al. 
(2001), then there would naturally be an age spread as the  layer in which the GMC forms 
s tarts  to grow. The most im portant point in this picture is th a t the  whole region would 
not be at the  same density, but instead would have to evolve to star forming densities as 
the GMC accumulates.
8.6 Conclusions
The simulation presented in this chapter highlights th a t GMCs need not be regarded as 
objects in virial equilibrium, or even bound, for them  to be sites of s ta r formation. Globally 
unbound GMCs can form stellar clusters very quickly, on roughly their crossing time. 
Furthermore, the unbound state  of the  cloud ensures th a t whole region is also dispersing 
while it is forming stars. They are thus naturally transient features. This evolutionary 
picture of a cloud forming, producing a stellai' population, and then dispersing has been 
shown by Elmegreen (2000) to  be apparent in a number of independent observations.
Using some simple assumptions about the form of the star formation in the star 
formation centres (SFCs) of our simulation, we have provided an estim ate of the star for­
m ation efficiency in the GMC. At the point one would expect the  first supernova events, 
we find th a t the  star formation efficiency is about 5 -10% . This assumes th a t the SFC en­
vironment in the simulation yields an efficiency of ~  50%. Removing this assum ption 
about the  SFCs, and letting the SN event be the only control over the efficiency, we find 
th a t the cloud has a global star formation efficiency of ^  7-8% (for our assumed IM F).
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We argue th a t unbound GMCs may provide a simple mechanism for forming OB 
associations, a concept th a t was touched upon by Ambartsumian (1955, 1958). OB stars 
form at the centre of a population of SFCs. These SFCs, which condense out of the  
unbound flows in the GMC are naturally  expanding away from one another, as the positive 
energy disperses the cloud’s gas. Not only does the mechanism explain the OB association 
dynamics but it also explains the observed substructure, generally referred to as OB 
subgroups. Since the OB association is ju st a scries of independently formed clusters, 
one would also expect the association to have the field star IMF.
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C H A P T E R  9
Conclusions and further work
9.1 Conclusions
In the course of this PhD, we have examined the nature of star formation in environments 
where the gas initially contains random supersonic motions, which we refer to  loosely 
in this thesis as ‘turbulence’. The aim of this PhD was to  establish the effect of the 
turbulent motions on the m anner in which stars are able to form. We set out to answer 
two questions. Firstly, can the turbulence locally trigger star formation, such th a t stars 
form in regions where colliding flows meet? Secondly, can star formation occur in clouds 
th a t are globally unbound? The first question is im portant, since the turbulent motions 
th a t are observed to exist in star forming regions have been claimed to be responsible for 
not only the triggering of gravitational collapse (e.g. Elmegreen 1993), bu t the  form of the 
IM F (Padoan & Nordlund, 2002) and even the star formation efficiency (e.g. Mac Low & 
Klessen 2004). While simulations have been conducted in which the gas contains turbulent 
motions, it has never been established whether the star formation is really controlled by 
the turbulence in the m anner th a t has been suggested (see Mac Low & Klessen 2004 for 
a full discussion). The second question also has im portant implications. By relaxing the 
assum ption th a t star forming regions are globally bound, the regions can naturally achieve 
a low star formation efficiency and also be a short lived entity, as the  recent observations 
suggest (Elmegreen, 2000a).
To get answers to these questions, we used an SPH code to  model the  gas of the 
star forming region and the inclusion of ‘sink’ particles allowed us to  follow the formation 
and evolution of dense bound regions, such as where protostars or small clusters would 
be formed. These simulations were similar to those conducted by Bate et al. (2003a), 
Delgado-Donate et al. (2004), Bonnell et al. (2003), Bonnell et al. (2004) and Bate & 
Bonnell (2005). We could thus use these previous studies as a comparison.
The first 4 chapters in this thesis provide: an introduction and overview of star 
formation; a discussion of the SPH m ethod used in this thesis; a brief description of how 
we generate our turbulent velocity fields and examine the density structure in the  gas; and 
an overview of the main ideas in gravitational collapse and how this may be induced via 
shock compression of the gas. These chapters provide tlie background to the  work th a t is 
presented in chapters 5, 6, 7 and 8, where we present the results of the investigation.
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In chapters 5 and 6 we examined the nature of the star formation in small clouds of 
mass ~  30 M© and mean initial Jeans mass of IM©. These clouds therefore have roughly 
30 Jeans masses initially. Chapter 5 focuses on the differences in the star formation th a t 
arise when the m agnitude of the kinetic energy in the turbulent velocity field, which is 
supporting the cloud against gravity, is changed. In this chapter, botli the evolution of 
the  clump properties and the resulting protostellar population are examined. In chapter 
6, the  emphasis is on examining the energy state of the clump population as the clouds 
progress towards star formation. In chapter 6 we focus mainly on the clouds where the 
energy in the turbulence is equal to th a t of the cloud’s gravitational energy.
These two chapters provide a number of useful results. The dynamical s ta te  of the 
cloud has an effect on the properties of the cluster th a t it forms. Clouds with low levels 
of turbulence, generally form more stars, and produce more tightly bound systems, than  
those with higher levels of turbulence. Despite the differences in the properties of the 
clusters from clouds with different levels of turbulence, competitive accretion is always the 
dom inant process th a t determines the masses of the stars. The turbulence also does not 
appear to ‘trigger’ the star formation, since the clouds with the higher levels of turbulence 
take longer to form stars than  their less energetic counterparts.
The clump mass spectrum  generated by the turbulence is, a t the point of star 
formation, broadly similar in shape to  the stellar mass spectrum. The vast m ajority of 
these clumps however are unbound, since the magnitude of both  the therm al and kinetic 
energies, taken individually, is larger than  the m agnitude of the clum p’s gravitational 
energy. We therefore conclude th a t the observations of M otte et al. (1998), which show 
the clump mass spectrum  for p Ophiuchus to be similar in shape to  the stellar IMF, does 
not prove the existence of a one-to-one m apping between stars and clumps. In fact, our 
results tend to suggest th a t the clump mass spectrum  is not related to the star formation, 
or the  final mass spectrum  of the  stellar population.
The turbulence does appear to  be able to  decrease the Jeans mass in some of clumps 
but these clumps never become bound since their internal kinetic energy is still too great. 
The amount by which the Jeans mass is decreased is indeed consistent with the new 
density in the shocked regions. Note however th a t the amount by which the Jeans mass is 
decreased locally in the clump, is inversely proportional to the Mach number of the flows 
which created the clump. For our fairly dense clouds, with reasonably high Mach numbers 
of 5 or so, the formation of therm ally bound substellar mass objects never occurs.
Only the clumps which are roughly equal in mass to the mean Jeans mass in the 
cloud, are able to overcome both their internal therm al and kinetic energy. These are the 
clumps in which star formation occurs. In the run up to  star formation, the gas which 
eventually constitutes the  final star forming clump gains rough equipartition of its therm al 
and kinetic energies. At this point no further dissipation of kinetic energy can occur since 
the velocities in the gas are roughly sonic. This results in the final bound clump having 
roughly 2.8 effective Jeans masses, and thus allows the clump to fragment. Rather than  
forming only single stars/sub-stellar objects, these star forming clumps are thus naturally  
the  sites of binary and multiple system formation.
We can conclude from chapters 5 and 6 th a t the turbulence th a t is present in simu­
lations of small clouds with conditions similar to ours, such as such as those of Bate et al.
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(2003a); Bate &: Bomiell (2005); Delgado-Donate ct al. (2004), is not directly responsible
for the star formation. The turbulence in these simulations does not trigger star forma­
tion or control the masses of the protostars which form. The shock dissipation of the 
kinetic energy allows the mean Jean mass in the cloud to control the  star formation. The 
turbulence thus acts to provides some density structure out of which fragm entation may 
occur.
In chapter 7 we go on to  further examine the unbound clouds, which had been briefly 
studied in chapters 5 and 6. This tim e we focused on the fact th a t unbound clouds, even 
fairly small ones such those we had ju st studied, are able to form stars. The condition th a t 
star forming regions must be globally bound can therefore be relaxed, and we argue th a t 
this can also apply to GMCs. While this may seem contrary to  our analysis in chapters 5 
and 6, where we argued th a t a clump must be bound before it can form a star, note th a t 
our clouds here have many more Jeans masses th a t the clumps th a t were discussed. W hen 
a cloud has m any Jeans masses, and is unbound by its internal motions or ‘turbulence’, 
some of the cloud can become bound during the kinetic energy dissipation th a t takes place 
during the shocks. This bound region is generally at the centre of the  cloud, with the outer 
regions getting blown away by the turbulence.
The fact th a t some, but not all, of the cloud is able to  become bound means th a t the 
resulting star formation efficiency of the cloud is less than 100%. This is simply because 
the m aterial available for accretion onto the newly formed protostellar system is only 
th a t m aterial th a t has become bound to  the system during the shock energy dissipation. 
We find th a t the mean Jeans mass in the  bound region controls the  star formation, and 
the  number of Jeans masses contained in the bound region is comparable to  the num ber 
of protostars th a t are formed. The star formation efficiency in CMCs and smaller dark 
clouds, may therefore be connected to  the initial binding energy of the cloud, or region, 
ill which star formation occurs.
In chapter 8, we take this investigation into unbound clouds a stage further, and 
model an unbound CMC. We don’t have tlie resolution in this simukition to follow the 
small scale evolution of the  cloud, so instead concentrate on the large scale morphology 
of the  CMC and make assumptions about the details of the star formation at the smaller 
scales. We make three initial assumptions. F irst we assume a star formation efficiency in 
our cluster regions of 50%. Second we assume th a t the stars whicli form, have a range 
of masses th a t are described by our prescribed stellar mass function. This mass function 
is a two step power law, d N  oc m ~ ^dm ,  with a  =  1.5 for 0.08 <  tr'/Mq  < 0.5 and a  =  
2.35 (Salpeter, 1955) for 0.5 <  tti/ M q  < 100. The third assumption is th a t when a high 
mass star ends its life, the star formation in our clusters is halted. Only the action of a 
supernova event ceases the star formation.
Using these assumptions, we find th a t the star formation efficiency of the CM C as 
whole is roughly 5-10%. Even when we relax the first assumption th a t the star formation 
efficiency in the  clusters is 50 %, and instead allow all the mass in the  cluster to  be p a rt of 
the  stellar population, we find th a t the global star formation efficiency for the  CM C is still 
roughly 7-10%. We also point out in this chapter, th a t star formation, and cloud dispersal, 
all occur within a few crossing times, consistent with the findings of Elmegreen (2000a). 
Thus unbound CMCs provide a naturally fast and inefficient mechanism for producing 
stars.
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We end chapter 8 by showing th a t the  morphology and dynamics of the system of 
clusters th a t are formed in this GMC have similar properties to OB associations. The 
supersonic flows which are present in the  cloud form regions of bound gas (via kinetic 
energy dissipation) th a t are naturally unbound from one another. Due to  the unbound 
nature of the cloud as whole, these regions are also expanding from the cloud s centre. 
W hen clusters form in these bound regions, it creates a  population of clusters th a t are 
naturally  expanding away from one another, and are unbound as an ensemble. The clusters 
in GMC are radially expanding away from their common centre of mass at ^  2 km /s, 
comparable to  the  observed expansion of OB subgroups. Furthermore, theses clusters are 
also massive enough to contain OB type stars.
9.2 Related future work
The work which was performed as pai't of this PhD is still far removed from providing a 
complete, or comprehensive, picture of star formation. One main criticism th a t can be 
m ade of the work in chapters 5 and 6 is th a t the density structure and velocity structure 
are not self-consistent. We s ta rt with a uniform density cloud and superimpose onto the 
particle distribution a velocity field which corresponds to  th a t of supposed ‘tu rbu len t’ 
velocity fields. In real clouds however, the velocity structure and the density structure of 
the  gas are related, presum ably since the supersonic flows are responsible for the observed 
density features. In our simulations, the gas velocities and densities are only self consistent 
once the velocities have had a chance to  structure the gas, which occurs roughly after half 
a crossing tim e or so. By this point, much of the kinetic energy in our cloud has been 
dissipated. Also the velocities present at each size scale, a detail which is initially controlled 
by the power spectrum  of the  velocity field, decay at different rates. The smaller scale 
flows decay quicker than  those on larger scales. This changes the power spectrum  of the 
turbulence. Thus a t the onset of star formation, the velocity structure  in our clouds is no 
longer similar to  the initial conditions. To test whether the results of chapters 5 and 6 are 
valid for the conditions in star forming regions, simulations should be conducted in which 
the velocity and the density structure are related from the start.
The unbound clouds also provide a potentially interesting field for study. One thing 
we did not establish are the required param eters for star formation in such objects, i.e., 
for what values of Jq and e would one expect stars to  be able to  form. An answer to 
this question might be useful for explaining why the clumps in the Rosette cloud are 
forming stars, while those in the  ‘M addalena’ cloud (G216-2.5) are not (as yet) (Williams 
et al., 1994). Another question is how the star formation efficiency of these unbound 
clouds/clum ps, th a t are found to  be capable of forming stars, might be connected to 
the  values of Jo and e. One could thus make estimates for the  expected star formation 
efficiency in GMCs, which can be easily compared to observations.
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