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ABSTRACT
Since the advent of the Kinect camera, depth videos have become easily ac-
cessible to consumers and researchers, allowing a variety of complex classifica-
tion tasks to be done more accurately and easily than with RGB videos. The
wide use of Kinect has created a need for effective compression algorithms.
We present three compression schemes, all evaluated using a classification
metric for human activity recognition. The first scheme uses the idea of
companding to pre-process the data prior to compressing it with a standard
H.264 coder. The second scheme uses a standard H.264 coder and appends
additional feature bits to the compressed signal to aid in classification. The
third compression scheme also uses a standard H.264 coder and attempts to
improve classification performance by learning a mapping between features
extracted from compressed videos and features extracted from uncompressed
videos.
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CHAPTER 1
INTRODUCTION
1.1 Depth video compression
The versatility, low cost, and reliability of the Kinect camera have fueled its
use in the gaming industry and in research labs. Kinect captures RGB+Depth
(RGB+D) videos using an RGB camera along with an infrared projector and
camera. Depth is measured by projecting a random speckle pattern onto the
scene using the infrared projector [1]. Once the speckle pattern is reflected
off of the scene and recorded by the infrared camera, the distortion between
the projected and recorded patterns is converted to a depth map.
The depth video stream supplied by the Kinect has enabled wide-ranging
classification applications. For instance, depth videos can be used to classify
human activities [2],[3]. Depth videos naturally lend themselves to human
activity recognition because it is relatively easy to segment objects closer to
the device, usually the human, from the distant background. The ability to
accurately discriminate between the person and the background also allows
the extraction of more complex features, such as joint locations, to be used
for classification [4].
Other engineering applications of Kinect include robotics, where Kinect
has been used to perform obstacle detection as well as to create fully au-
tonomous robot navigation systems [5],[6].
The popularity of Kinect has created a need for the compression of depth
videos for storage and/or transmission. Existing research efforts in depth
video compression can be roughly grouped into two categories, characterized
by the distortion metric used to measure the quality of the compressed video.
The first group of compression algorithms seeks to minimize the PSNR be-
tween the original and compressed depth videos [7],[8]. The second group
of compression algorithms seeks to preserve the quality of depth video con-
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tours. This is motivated by the fact that contours are critical to the 3-D
reconstruction of the scene [9],[10],[11]. Distortion metrics used in this group
of algorithms measure the quality of scene reconstruction using compressed
depth videos. If ground truth data for multiple viewpoints of the same scene
is not available, an arbitrary viewpoint of the scene is reconstructed from
compressed and uncompressed data and the two are compared using Haus-
dorff distance in the mesh domain or PSNR in the depth map domain [10].
Let Dtijk and Dijk denote the true depth map value and the measured depth
map value, respectively, at pixel (i, j) and frame k, and let Pk and Pˆk denote
the sets of 3-D scene points generated by backprojecting Dtijk and Dijk, re-
spectively. The Hausdorff distance between point clouds Pk and Pˆk is then
given by
dH(Pk, Pˆk) = max{max
p∈Pk
min
pˆ∈Pˆk
d(p, pˆ),max
pˆ∈Pˆk
min
p∈Pk
d(p, pˆ)}
where d is the metric associated with the metric space in which Pk and Pˆk
reside (usually the L2 norm). If ground truth data is available, the same
procedure is followed except that the viewpoint reconstructed from uncom-
pressed data is replaced by actual recorded data. However, these distortion
metrics are not necessarily adequate when the purpose of the video is classi-
fication.
In this thesis, we propose several depth video compression algorithms, all
based on an existing H.264 video codec. Instead of focusing on PSNR or
Hausdorff distance to measure the performance of our algorithms, we base
our error metric on the intended use of our depth video database: action
recognition. In other words, we evaluate our algorithms using classification
accuracy for human activity recognition as a performance metric.
1.2 Action recognition
Human action recognition is concerned with labeling a video segment of a
person performing a high-level action, such as walking, painting, or eating.
A database of videos is used to train a classifier in a supervised training
framework. In this thesis, we focus specifically on atomic action recognition,
which is the scenario when all videos in the training and testing datasets
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contain only a single action, as opposed to a sequence of actions.
The accuracy of an atomic action recognition algorithm is defined as
A =
1
N
N∑
n=1
1{tn=tˆn}, t
n, tˆn ∈ Y
where N is the number of videos in the test dataset, Y the set of video labels,
tn is the label for the nth video, and tˆn is the output of the classifier for the
nth video.
1.2.1 Depth-change induced motion history image action
recognition
In our experiments, we use a motion history image (MHI) action recognition
algorithm [3]. A MHI is an image which captures the movements within
a video [12]. The intensity of each pixel in the MHI corresponds to how
recently there was motion at that pixel location in the video, where recency
is measured with respect to the end of the video for forward MHIs (fMHIs)
and the beginning of the video for backward MHIs (bMHIs). Since MHIs
were originally introduced for RGB videos, depth-change induced motion
history images (DMHIs) were introduced in the context of depth videos [3].
Forward DMHIs (fDMHIs) and backward DMHIs (bDMHIs) are defined as
Hfdτ (i, j, k) =
τ if Dijk −Dij(k−1) > δDthmax (0, Hfdτ (i, j, k − 1)− 1) else
and
Hbdτ (i, j, k) =
τ if Dijk −Dij(k−1) < −δDthmax (0, Hbdτ (i, j, k − 1)− 1) else
respectively. The parameter τ controls the number of frames which con-
tribute to the MHI, and the threshold parameter δDth defines the minimum
change in intensity a pixel location must undergo in order to qualify as mo-
tion.
Because fDMHIs and bDMHIs are not spatial or scale-invariant feature
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spaces, they are not themselves suitable for activity recognition. Instead, a
7-dimensional spatial and scale-invariant Hu moment feature vector is ex-
tracted from the fDMHI and bDMHI [13], and then used for action recogni-
tion.
Let ψfdτ ∈ R7 be the feature vector extracted from the fDMHI, ψbdτ ∈ R7 be
the feature vector extracted from the bDMHI, and ψτ = [ψ
fdT
τ ψ
fdT
τ ]
T ∈ R14
be the concatenated feature vector extracted from the depth video. In our
experiments, we considered τ ∈ {30, 60, 120, 240, 480, T}, where T is the
length, in frames, of a given video. We also experimented with different
combinations of τ by forming
ψ =

ψτ1
· · ·
ψτp
 , 1 ≤ p ≤ 6
τi ∈ {30, 60, 120, 240, 480, T}, 1 ≤ i ≤ p.
We found that ψ needs to be further pre-processed to aid in classification.
The pre-processing steps are given by:
1. Find the minimum component of ψ along each coordinate, across all
videos in the training set:
md = min
i∈Ωtrain
ψid, 1 ≤ d ≤ dmax
where dmax is the size of ψ and Ωtrain is the set of all training video
indices.
2. Update ψ so that ψd ≥ 0 for each 1 ≤ d ≤ dmax:
ψd ← ψd +md.
3. Take the logarithm of ψ along each coordinate:
ψd ← logψd, 1 ≤ d ≤ dmax.
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4. Normalize ψ to have unit l2 norm:
ψd ← ψd‖ψ‖2 , 1 ≤ d ≤ dmax.
5. Find the maximum of ψ along each coordinate:
vd = min
i∈Ωtrain
ψid, 1 ≤ d ≤ dmax.
6. Normalize ψ such that ψd ≤ 1 for each 1 ≤ d ≤ dmax:
ψd ← ψd
vd
.
These pre-processing steps are necessary due to the large dynamic range of
ψd.
Activity recognition is then performed by training a support vector ma-
chine (SVM) classifier [14]. The general form of a SVM classification function,
a, is given by
a(ψ) =
Ns∑
n=1
γnK(ψ, xn)− b
where Ns is the number of support vectors, xn are the support vectors, γn
are the coefficients, b is the offset, and K is a positive semi-definite kernel
function. The decision rule, y(a(ψ)), for a two-class SVM classifier is then
given by
y(a(ψ)) =
1 if a(ψ) > 0−1 else.
For a K-class classification problem, we employ the one-versus-one multi-
class classification strategy. A number
(
K
2
)
of two-class SVM classifiers, aij,
are trained between every pair of classes (i, j) in the training set, with cor-
responding decision functions, yij, given by
yij(ψ) =
i if aij(ψ) > 0j else for 1 ≤ i, j ≤ K, i 6= j.
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Then, for each test point ψ, a vector, r ∈ RK , is constructed, with entries
given by
rk =
K−1∑
i=1
K∑
j=i
1{yij(ψ)=k}, 1 ≤ k ≤ K.
The test point is then classified as
k∗ = arg max
1≤k≤K
rk.
Following [3], the activity recognition algorithm is cross-validated using the
leave-one-subject-out (LOSO) scheme. In the LOSO cross-validation ap-
proach, the dataset is separated into disjoint subsets, Ωs, given by
Ωs = {n : n ∈ Λs}
where Λs is the set of video indices corresponding to the sth user. The LOSO
approach then runs S rounds of cross validation, where S is the number of
users in the database. In the rth round, the training and test sets, Ωtrain and
Ωtest, respectively, are given by
Ωtrain =
⋃
s 6=r
Ωs
Ωtest = Ωr.
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CHAPTER 2
KINECT DEPTH VIDEO COMPRESSION
USING H.264 WITH COMPANDING
In this chapter, we present and evaluate a Kinect video coder. We motivate
our methods by an analysis of errors in measurements taken by the Kinect
and show results validating our algorithm.
2.1 Kinect depth videos
2.1.1 Kinect data format
Our dataset was recorded using the OpenNI software development kit [4],[15].
OpenNI depth data is streamed as 16-bit unsigned integers, with only the
14 least significant bits actually being used. When a depth value cannot be
calculated for a certain pixel, it is assigned a value of 0 and referred to as a
dead pixel.
2.1.2 Kinect error analysis
Kinect depth videos suffer from different types of errors. As a result of
occlusions and shadows, certain locations in the scene are not registered and
appear as dead pixels.
Instabilities in the Kinect sensors also cause flickering of the depth map,
analogous to illumination changes in RGB videos [16]. This type of inaccu-
racy is especially detrimental to classification applications because it creates
the illusion of motion in a direction parallel to the line of sight of the Kinect.
The last type of inaccuracy comes from the drop-off in depth map accuracy
with increasing distance from the Kinect [17]. If we let Dtijk and Dijk denote
the true depth map value and the measured depth map value, respectively,
at pixel (i, j) and frame k, it has been shown that the standard deviation of
7
Dijk, σDijk , is related to D
t
ijk by
σDijk = a
(
Dtijk
)2
(2.1)
where a is a constant [17].
The fact that σDijk depends on D
t
ijk presents a strong argument against
using PSNR as a distortion metric. PSNR weights errors at all depths, Dijk,
equally, disregarding the underlying process by which Dijk is formed.
2.2 Pre-processing
Figure 2.1 provides an overview of the companding compression scheme, con-
sisting of a pre-processing stage, standard H.264 encoder and decoder, and
a post-processing stage.
Figure 2.1: Block diagram of compression algorithm.
The pre-processing stage consists of passing the depth video through two
clipping functions and one companding functions. The first function, f1,
restricts the maximum possible depth value in the video to Dmax:
f1(Dijk) =
Dijk if Dijk ≤ DmaxDmax else. (2.2)
The second function, f2, restricts the minimum possible depth value in the
video to Dmin:
f2(Dijk) =
Dijk if Dijk ≥ DminDmax else. (2.3)
Note that dead pixels are set to Dmax. The function f1 prepares the depth
video for quantization and compression (Section 2.3) by ensuring that the
depth video has a known maximum depth value, Dmax. The function f2
serves to fill dead pixels, which is necessary for the last pre-processing step,
as well as to restrict the dynamic range of the depth video to [Dmin, Dmax].
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Last, we apply the following companding function, f3, to the depth data
[18]:
f3(Dijk) =
(
Dijk
−1 −Dmax−1
)
b (2.4)
where
b = 255
(
Dmin
−1 −Dmax−1
)−1
> 0.
Let the composite function f be defined as: f = f1 ◦ f2 ◦ f3. We now define
the pre-processed depth video, Zijk, as
Zijk = f(Dijk). (2.5)
Companding data prior to compression has some favorable consequences,
especially in the case of Kinect depth data. First, the companding function
increases the dynamic range for points closer to the Kinect and decreases the
dynamic range for points farther from the Kinect. This property is beneficial
because users usually appear closer to the Kinect. Second, inverting the
depth information results in points closer to the Kinect being assigned higher
values. When quantization of Zijk is performed, the information loss will tend
to happen for lower values of Zijk, which correspond to points furthest from
the Kinect. Last, and most importantly, we show that the standard deviation
of Zijk, σZijk , is independent of depth. Consider the linearization of f around
Dtijk, under the simplifying assumption that D
t
ijk ∈ [Dmin, Dmax]:
f(Dijk) ≈ c− bDijk
(
Dtijk
)−2
(2.6)
where
c = b
(
f(Dtijk) +
(
Dtijk
)−1)
.
Using (2.1), (2.5), and (2.6), we can now approximate σZijk as
σZijk ≈ bσDijk
(
Dtijk
)−2
= ba.
Therefore, the standard deviation of the errors in the companded depth do-
main is independent of the depth itself.
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2.3 Compression procedure
Once Zijk has been generated, we compress it using a standard H.264 video
encoder. Although the H.264 video coder was designed specifically for RGB
videos, it has been shown that H.264 rivals or outperforms many depth video
coding algorithms [19]. H.264 was shown to outperform specialized wavelet
and mesh coding techniques for depth images and videos, where quality was
measured using the PSNR of the reconstructed depth map with respect to
the uncompressed one. Therefore, we chose the FFmpeg x264 H.264 codec as
the backbone of our coding algorithm [20],[21]. Because the H.264 encoder
supports up to 8 bits per channel, we quantize Zijk to 8 bits using a uniform
quantizer prior to passing it to the encoder as a grayscale video.
2.4 Post-processing
Once the encoded data has been decoded by the H.264 decoder, the data is
passed through the inverse companding function, f−13 , to generate Dˆijk [18]:
Dˆijk = f
−1
3 (Zijk) =
(
Zijkb
−1 +Dmax−1
)−1
.
2.5 Results
Testing was done on a dataset of 362 Kinect videos, consisting of four high-
level actions: mopping the floor, drinking water, putting on a jacket, and
eating a meal [15]. Two different kernels were tested in the support vector
machine: linear and radial basis function (RBF). The RBF kernel between
two feature vectors ψ1 and ψ2 is given by
KRBF (ψ
1, ψ2) = e−
‖ψ1−ψ2‖22
ζ (2.7)
where ζ is a scaling parameter set to [3]
ζ =
1
N2train
Ntrain∑
i=1
Ntrain∑
j=1
‖ψi − ψj‖22
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(a) (b)
(c) (d)
(e) (f)
Figure 2.2: Rate accuracy results for linear kernel SVM classifier. Results
are reported for both the proposed and baseline methods, as well as for
compressed and uncompressed training data. (a) ψ = ψ1, C = 1. (b)
ψ = ψ1, C = 1000 (c) ψ = ψ2, C = 1 (d) ψ = ψ2, C = 1000 (e) ψ = ψ3,
C = 1 (f) ψ = ψ3, C = 1000.
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(a) (b)
(c) (d)
(e) (f)
Figure 2.3: Rate accuracy results for RBF kernel SVM classifier. Results
are reported for both the proposed and baseline methods, as well as for
compressed and uncompressed training data. (a) ψ = ψ1, C = 1. (b)
ψ = ψ1, C = 1000 (c) ψ = ψ2, C = 1 (d) ψ = ψ2, C = 1000 (e) ψ = ψ3,
C = 1 (f) ψ = ψ3, C = 1000.
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where Ntrain = |Ωtrain| is the number of samples in the training set.
Testing was done by evaluating classification accuracy at different test set
bitrates, β. In addition to compressing the test data, we also experimented
with compressing the training data. The parameter γ denotes the bitrate of
the training set. We report results for three different feature spaces, given
by
ψ1 =

ψ30
ψ60
ψ120
ψ240
ψ480
ψ0

, ψ2 = ψ0, ψ
3 =

ψ120
ψ240
ψ480
 (2.8)
as well as for two different values of C, the cost parameter used to train
the SVM classifier. For comparison, we report classification accuracy for the
H.264 codec using just g = f1 ◦ f2 to pre-process the data, which we call the
baseline.
Figures 2.2 and 2.3 show the rate-accuracy results for linear and RBF
kernel SVM classifiers, respectively. The general trend for both types of
classifiers is for the accuracy to decrease with decreasing β. This is expected
because some information is destroyed by compression.
To evaluate the effects of companding, we consider the case of γ = 130
Mb/s and γ = β separately. When γ = 130 Mb/s and β > 25, companding
hurts classification performance for both types of classifiers. In this regime,
we found accuracy losses in the range of 2 − 5% for the linear kernel classi-
fier and as high as 10% for the RBF classifier. The decrease in performance
caused by companding in this testing scenario is a result of the fact that com-
panding has a tangible influence on motion history images. Figure 2.4 shows
3 fDMHIs: one extracted from an uncompressed video, one extracted from
the same video compressed at 100 Kb/s using the baseline, and one extracted
from the same video compressed at 100 Kb/s using the proposed method.
Although the fDMHIs look generally similar, the fDMHI extracted from the
video compressed using the baseline has less noise around the person and less
noise in the background, to the right of the person. As a result, as shown in
13
(a) (b) (c)
Figure 2.4: Motion history images (τ = 0) extracted from an uncompressed
depth video (a), the same video compressed at 100 Kb/s using the baseline
(b), and the same video compressed at 100 Kb/s using the proposed
method (c).
Figure 2.5, the Hu moments extracted from the video compressed using the
proposed method have large aberrations from the moments extracted from
the original video. Interestingly, while the proposed method causes more
distortions in the Hu moments than the baseline, these distortions occur in
a predictable pattern, in essence amplifying several of the moments. At the
same time, we did see aberrations from this pattern in this regime, with the
proposed method outperforming the baseline by as much as 4% for the linear
kernel classifier in some cases. The slight performance gains achieved by the
proposed method compared to the baseline at β = 25 Kb/s can be attributed
to the interplay between compression and denoising at low bitrates, discussed
in Section 2.6.
For (γ, β) = (130 Mb/s, 25 Kb/s), companding consistently outperforms
the baseline for the linear classifier (by up to 10%) and in two test cases for
the RBF classifier (by up to 15%), achieving almost identical performance
for the other four test cases.
For the test scenario γ = β the rate-accuracy curves for both compression
schemes are relatively flat. This means that compressed depth videos pre-
serve most of the information necessary to determine the action occurring in
the video and a classifier which is capable of extracting this information can
have good performance even at very low bitrates. The results in this testing
mode are also consistently better than those for γ 6= β. This is expected
because the distortion that results from compressing a depth video depends
on the bitrate. Therefore, when training data is encoded at the same bitrate
as the test data, the datasets share similar characteristics and the learning
algorithm is able to form a better classifier. Finally, companding shows per-
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Figure 2.5: Hu moment vectors extracted from motion history images
generated from an uncompressed depth video, a video compressed using the
baseline, and a video compressed using the proposed method.
formance gains over the baseline in this testing setup, by 2−4% for the linear
kernel classifier and 1− 12% for the RBF kernel classifier.
2.6 Discussion
When companding is used in conjunction with compression, the foreground
is encoded with higher precision than the background. Figures 2.6, 2.7, 2.8,
and 2.9 show three frames of the mopping, eating, drinking, and putting
on a jacket actions, respectively, from the uncompressed depth video along
with the same video compressed at 100 Kb/s and 25 Kb/s using the baseline
and the proposed methods. The proposed method preserves the details of
the person much better. At 100 Kb/s, both methods preserve the general
shape of the actor, but the proposed method preserves the contours of the
person much better and suffers from less blocking artifacts. At 25 Kb/s, the
baseline loses important scene information, such as the mop in the mopping
scene and the person’s hands in the eating scene. On the other hand, almost
all of the essential action information is preserved by the proposed method,
even at the lowest bitrates. Companding can serve to segment the person
from the background, especially when the background gets compressed to a
few values at low bitrates.
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The benefits of companding come at a minimal computational cost. The
process of applying f and f−13 only requires O(M) operations, where M is
the number of pixels in a given video.
2.7 Conclusion
This chapter presented a depth video coding algorithm that combines two
established coding techniques: companding and H.264. We evaluated the
proposed algorithm using a human activity recognition algorithm and showed
that companding can slightly improve classification performance at very low
bitrates when the classifier is trained using uncompressed data. We also
showed that companding can dramatically improve classification performance
when the classifier is trained using compressed data. We observed that com-
pression generally hurts classification accuracy when the classifier is trained
using uncompressed data, but the accuracy losses can be mitigated by train-
ing the classifier using compressed data instead. Moreover, we saw that com-
panding serves to improve the compression of the foreground and can even
segment the person from the background, leading to improved classification
performance.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 2.6: Three scenes from mopping action. Original data is shown in
(a-c). Data compressed using the baseline at 100 Kb/s and 25 Kb/s is
shown in (d-f) and (j-l), respectively. Data compressed using the proposed
method at 100 Kb/s and 25 Kb/s is shown in (g-i) and (m-o), respectively.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 2.7: Three scenes from eating action. Original data is shown in
(a-c). Data compressed using the baseline at 100 Kb/s and 25 Kb/s is
shown in (d-f) and (j-l), respectively. Data compressed using the proposed
method at 100 Kb/s and 25 Kb/s is shown in (g-i) and (m-o), respectively.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 2.8: Three scenes from drinking action. Original data is shown in
(a-c). Data compressed using the baseline at 100 Kb/s and 25 Kb/s is
shown in (d-f) and (j-l), respectively. Data compressed using the proposed
method at 100 Kb/s and 25 Kb/s is shown in (g-i) and (m-o), respectively.
19
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 2.9: Three scenes from jacket action. Original data is shown in (a-c).
Data compressed using the baseline at 100 Kb/s and 25 Kb/s is shown in
(d-f) and (j-l), respectively. Data compressed using the proposed method at
100 Kb/s and 25 Kb/s is shown in (g-i) and (m-o), respectively.
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CHAPTER 3
TWO-PART PREDICTIVE CODER DEPTH
VIDEO COMPRESSION
3.1 Introduction to two-part predictive coder
The two-part predictive (2PP) coder is a general framework for signal com-
pression aimed at reducing distortions induced by compression, especially
for the case when the distortion measure has multiple components [22]. In
our case, the 2PP coder was used to maintain the fidelity of the compressed
depth video while minimizing the loss in activity recognition classification
accuracy.
Let V = ψ(Dijk) and Vˆ = ψ(Dˆijk) denote the feature vectors extracted
from an uncompressed video Dijk and compressed video Dˆijk, respectively.
As shown in Section 2.5, using Vˆ to perform activity recognition will lead
to worse results than using V if classification is performed using a classifier
which was trained on uncompressed data. In an effort to mitigate the per-
formance loss incurred by using Vˆ instead of V for activity recognition, the
2PP coder generates extra feature bits to be stored along with the video. An
overview of the 2PP encoder and decoder applied to the problem of depth
video compression is shown in Figures 3.1 and 3.2, respectively.
The encoder generates Dˆijk and J˜ , which is the quantized version of the
error signal J :
J = V − Vˆ .
In our case, Dˆijk is generated using a standard (baseline) H.264 encoder.
The 2PP decoder approximates V with V˜ , given by
V˜ = Vˆ − J˜ .
The quantization of J to form J˜ is crucial to the performance of the 2PP
21
Figure 3.1: Block diagram of 2PP encoder for depth video compression.
Figure 3.2: Block diagram of 2PP decoder for depth video compression.
coder. Lloyd-Max, k-means, and classification centric quantization of J are
described in Sections 3.2, 3.3, and 3.4, respectively.
The total bitrate B of the 2PP coder is given by [22]
B = B1 +B2
where B1 is the bitrate used to encode Dˆijk and B2 is the bitrate used to
encode J˜ . B2 is lower-bounded by the entropy of J˜
B2 ≥ H(J˜) (3.1)
where H is the entropy of a random variable. Since the true distribution of
J˜ is not known and can only be estimated empirically, H(J˜) is estimated by
22
the empirical entropy
Hˆ(J˜) = −
∑
J˜∈J
pˆ(J˜) log pˆ(J˜)
where J is the alphabet of J˜ and pˆ is the empirical distribution of J˜ .
3.2 Quantization of prediction error using Lloyd-Max
quantization
Chen and Moulin [22] showed that a Lloyd-Max quantizer applied to each
dimension of J performs well for the task of pedestrian detection in RGB
videos. Here, we apply the same concept to depth video compression for
activity recognition. Let Jd be the dth component of the error vector J ,
where 1 ≤ d ≤ dmax and dmax is the dimensionality of J . To train the
Lloyd-Max quantizer, we first form Θd, given by
Θd = {J id : i ∈ Ωtrain}
where J id denotes the dth component of the error vector for video i. Then,
for each d, a K-level scalar Lloyd-Max quantizer, Ld : R→ {qd1, · · · , qdK}, is
learned using Θd, where {di}Ki=1 are the K reproduction levels of the scalar
quantizer. The quantization scheme can then be summarized as
J˜d = Ld(Jd), 1 ≤ d ≤ dmax.
Assuming that the components of J˜ are independent, Hˆ(J˜) is given by
Hˆ(J˜) =
dmax∑
d=1
Hˆ(J˜d). (3.2)
Since Hˆ(J˜d) ≤ log2K, using (3.1) and (3.2), B2 is lower-bounded by
B2 ≥ dmax log2K
for the Lloyd-Max quantization scheme.
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3.3 Quantization of prediction error using K-means
An alternative approach to the quantization of J is to perform vector quan-
tization of J using the K-means algorithm. Given a training set
Θ = {J i : i ∈ Ωtrain}
a set of K reproduction levels (means), Q = {q1, · · · qK}, is learned such that
Q = arg min
Q′∈Q
K∑
k=1
∑
i∈Γk
‖J i − qk‖2
where the assignment region
Γk = {i : k = arg min
1≤m≤K, i∈Ωtrain
‖J i − qm‖2}
and Q is the set of all possible K means. The quantization scheme is then
given by
J˜ = arg min
q∈Q
‖J − q‖2.
The bitrate for the feature bits, B2, for the K-means quantization scheme
is given by
B2 = H(J˜) ≥ log2K.
3.4 Quantization of prediction error using a
classification-centric quantizer
The quantization methods described in Sections 3.2 and 3.3 are designed
without taking the classification function, a, into account. This is suboptimal
because the goal is to quantize J such that the classification function
a(V ) ≈ a(Vˆ + J˜) (3.3)
in order to minimize the effect of compression on classification performance.
This issue is addressed in [23] with the introduction of a classification-centric
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quantizer (CCQ). As with the K-means algorithm, a set of K reproduction
levels, Q = {q1, · · · , qK} is learned from the training data:
Q = arg min
Q∈Q
L(a,Q,Ωtrain)
where L(a,Q,Ωtrain) is the objective function given by
L(a,Q,Ωtrain) =
∑
i∈Ωtrain
(
a
(
V i
)− a(Vˆ i + g (Q, a, V i, Vˆ i)))2 (3.4)
and g is the CCQ quantization function, given by
g
(
Q, a, V i, Vˆ i
)
= arg min
q∈Q
(
a(V i)− a(Vˆ i + q)
)2
.
Algorithm 1 shows the algorithm used to learn Q [23]. The CCQ algorithm
is a K-means style minimization approach which alternates between updating
the codebook Q and updating the codebook assignments Ωktrain, given by
Ωktrain = {i ∈ Ωtrain : g(Q, a, V i, Vˆ i) = qk}.
Unlike [23], where a fixed step size, α, is used to update Q, we use a line
search to select α.
3.4.1 Selection of α using line search
The idea behind a line search is to find the best α such that
q
(t+1)
k = q
(t)
k − α∆q(t)k (3.5)
minimizes L(a,Qt+1,Ωtrain) for a given search direction ∆q
(t)
k , where t is the
iteration index. In effect, a line search is a one-dimensional unconstrained
optimization problem with the objective function given by
E(α) = L(a, q(t) − α∆q(t),Ωtrain)
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Algorithm 1 CCQ learning algorithm
Require: Classification function a, training set indices Ωtrain, cardinality of
quantization codebook K, threshold parameter δ.
1: Divide Ωtrain into K disjoint subsets Ω
1
train, · · · ,ΩKtrain randomly
2: Initialize Q = {q1, · · · , qK} randomly
3: Initialize iteration index: t = 1
4: Calculate error E = L(a,Q,Ωtrain)
5: while E > δ do
6: for k = 1 to K do
7: Update qtk:
q
(t)
k = q
(t−1)
k − α
d
dq
(t−1)
k
∑
i∈Ωktrain
(
a(V i)− a
(
Vˆ i + q
(t−1)
k
))2
8: Update Ωktrain:
Ωktrain ←
{
i ∈ Ωtrain : g
(
Q, a, V i, Vˆ i
)
= k
}
9: Update E: E = L(a,Q,Ωtrain)
10: end for
11: end while
12: return Q
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where
q(t) =

q
(t)
1
· · ·
q
(t)
K
 ∆q(t) =

∆q
(t)
1
· · ·
∆q
(t)
K
 .
The objective function E(α) may not be convex, but we seek a local mini-
mum. The first step is to find three points (a, b, c) satisfying a < b < c such
that E(a) > E(b) and E(c) > E(b), which is termed bracketing. The brack-
eting algorithm we used is a modification of [24] and is shown in Algorithm
2. We first pick two random points, a and b. Then, we establish a third
point c which satisfies E(c) < min(E(a), E(b)). Then, we shift the points
(a, b, c) until a local minimum of E(α) falls in the range (a, b) or (b, c). One
important edge case to consider is if E(α) is flat. To circumvent the issue
of flat E(α), the bracketing algorithm is only allowed to run for a certain
number of iterations and if E(a) ≈ E(b) ≈ E(c), the bracket is deemed to
have only one element:
αflat = arg min
α∈{0,b}
E(α).
Once the bracket has been established, a local minimum of E(α) is found
by iteratively shrinking the bracket. The shrinking algorithm uses two types
of bracket reduction algorithms. The first is called the Golden section search
[24]. The goal at each iteration is to pick two new points, d and e, between
a and c. The new points are picked such that w = |d−a| = |c− e|, where we
have assumed that |a− c| = 1 (this assumption is valid since we can always
scale w to reflect how large or small |a− c| is). In order to ensure a constant
reduction factor in the search interval, d and e are chosen to satisfy
1− w
w
=
w
1− 2w. (3.6)
The only non-negative solution to (3.6) is w = 1
2
(3 − √5). Once d and e
are chosen, the new bracket becomes (a, d, e) if E(d) < E(e) and (d, e, c)
otherwise. The best guess for the minimizer of E at each iteration is the
middle point of the bracket. The algorithm is summarized in Algorithm 3.
If the golden rule is followed, the bracket is guaranteed to decrease by a
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Algorithm 2 Establishing bracket
Require: Loss function E(α), distance δ, maximum iteration count
maxiter.
1: a = rand(1)
2: b = a+ δ
3: if E(a) < E(b) then
4: c = a− δ
5: else
6: c = b+ δ
7: end if
8: while E(c) < min (E(a), E(b)) & & iter < maxiter do
9: if E(a) < E(b) then
10: c = a− δ
11: else
12: c = b+ δ
13: end if
14: [a, b, c] = sort([a, b, c], ’ascend’)
15: end while
16: if E(a) ≈ E(b) ≈ E(c) then
17: if E(b) < E(0) then
18: return b
19: else
20: return 0
21: end if
22: end if
23: return [a, b, c]
Algorithm 3 Golden rule
Require: Loss function E(α), bracket (a, b, c).
1: w = 1
2
(3−√5)
2: d = a+ w|a− c|
3: e = c− w|a− c|
4: if E(d) < E(e) then
5: New bracket, [a′, b′, c′], becomes [a, d, e]
6: else
7: New bracket, [a′, b′, c′], becomes [d, e, c]
8: end if
9: return [a′, b′, c′]
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factor of 1
1−w at each iteration.
The second bracket shrinking strategy is called Brent’s algorithm [25]. The
idea is to assume that the error surface, E(α), is locally quadratic. We then
fit a quadratic function to the three points (a,E(a)), (b, E(b)), (c, E(c)) using
a simple l2 regression:
t =

E(a)
E(b)
E(c)
A =

1 a a2
1 b b2
1 c c2
x =

k0
k1
k2

x = A†t
where † denotes the pseudo-inverse of a matrix. The resulting approximation
for E(α) in the bracket (a, b, c) is given by
E(α) ≈ k0 + k1α + k2α2. (3.7)
The minimum of E(α) on the interval (a, b, c) can be approximated by min-
imizing the quadratic form for E(α) given in (3.7):
arg min
α∈(a,b)
(
k0 + k1α + k2α
2
)
= −k1
k2
.
A new point d = −k1
k2
is then chosen and the bracket is adjusted to (a, d, b)
if E(d) < E(b) and (d, b, c) otherwise. The algorithm is summarized in
Algorithm 4.
The line search algorithm we used was a hybrid of the Golden rule and
Brent’s algorithm. Given a bracket [a, b, c], a new point d is then chosen using
Brent’s algorithm. If the new point is reasonable (a < d < c and E(d) <
E(b)), then d is used to form a new bracket. If the new point is not reasonable,
then the Golden rule is used to form a new bracket. This procedure is iterated
until |a−c| < τ , for some threshold τ . There is an edge case which should be
mentioned. If the gradient descent algorithm has converged to a minimum,
the line search should return α = 0. Due to numerical errors, sometimes
the line search does not recognize that the algorithm has already converged
and returns α  0, which brings the algorithm far away from the local
minimum. To prevent this behavior, there is a safety net at the end of the
line search which ensures that the minimizer of E(α) found by the line search
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Algorithm 4 Brent’s algorithm
Require: Loss function E(α), bracket (a, b, c).
1: t = [E(a), E(b), E(c)]T
2: A =
1 a a
2
1 b b2
1 c c2

3: x =
k0k1
k2

4: x = A†t = [k0, k1, k2]T
5: d = −k1
k2
6: if E(d) < E(b) then
7: New bracket, [a′, b′, c′], [a, d, b]
8: else
9: New bracket, [a′, b′, c′], [d, b, c]
10: end if
11: return [a′, b′, c′]
achieves a minimum which is less than E(0). The other edge case that must
be considered is if E(α) is flat on the interval (a, c). In this case, if the
bracket converges to a flat part of E(α), we terminate the bracket shrinking
algorithm. The hybrid algorithm is summarized in Algorithm 5.
3.4.2 CCQ gradient descent for linear kernel SVM
We provide here a derivation of the gradient descent search direction, ∆qk,
for a linear kernel support vector machine, to be used in Step 7 of Algorithm
1. In this case, the classification function, a(V ) is given by
a(V ) = wTV − b
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Algorithm 5 Hybrid line search
Require: Loss function E(α), bracket (a, b, c), threshold τ .
1: while |a− c| > τ & ((E(a)− E(b))2 + (E(c)− E(b))2) > 1e− 3 do
2: [a′, b′, c′] = BRENT ([a, b, c])
3: if E(b′) < E(b) & ([a′, c′] ∈ [a, c]) then
4: [a, b, c] = [a′, b′, c′]
5: else
6: [a, b, c] = GOLDEN([a, b, c])
7: end if
8: end while
9: if E(b) < E(0) then
10: return b
11: else
12: return 0
13: end if
where w and b are learned by the SVM. To derive ∆qk, we proceed as follows:
∆qk =
d
dqk
∑
i∈Ωktrain
(
a(V i)− a
(
Vˆ i + qk
))2
= −2
∑
i∈Ωktrain
(
a(V i)− a
(
Vˆ +qk
)) d
dqk
(
a(V i)− a
(
Vˆ i + qk
))
= −2
∑
i∈Ωktrain
(
a(V i)− a
(
Vˆ i + qk
))
w.
3.4.3 CCQ gradient descent for RBF kernel SVM
We provide here a derivation of the gradient descent search direction, ∆qk,
seen in (3.5), for an RBF kernel support vector machine, to be used in Step
7 of Algorithm 1. In this case, the classification function, a(V ) is given by
a(V ) =
Ns∑
n=1
γnKRBF (V, xn)− b
where Ns is the number of support vectors, xn is a support vector, b is the
offset learned by the SVM, and KRBF is defined in (2.7). To derive ∆qk, we
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proceed as follows:
∆qk = ∇qk
∑
i∈Ωktrain
(
a(V i)− a
(
Vˆ i + qk
))2
= −2
∑
i∈Ωktrain
(
a(V i)− a
(
Vˆ i + qk
))
∇qka
(
Vˆ i + qk
)
where ∇qka
(
Vˆ i + qk
)
is given by
∇qka
(
Vˆ i + qk
)
=
N2∑
n=1
γne
−ζ−1‖Vˆ i+qk−xn‖2
(
−2ζ−1
(
Vˆ i − xn + qk
))
.
3.5 Results
To evaluate the performance of the 2PP coder for compression of depth
videos, we generated rate accuracy curves for the three quantization schemes
discussed for several values of K. The results are cross-validated using a
LOSO scheme, as before. We used the feature space ψ2 from (2.8) with SVM
cost parameter of C = 1, since this combination of parameters produced
the best classification results in Chapter 2. Both linear and RBF kernel
classifiers were tested. In each test scenario, a classifier was trained using
uncompressed training data and the target classification accuracy was gen-
erated using uncompressed testing data. We report results using both the
baseline as the lossy codec as well as the proposed companding method.
3.5.1 Results for Lloyd-Max quantization of prediction error
The rate accuracy results for Lloyd-Max quantization of J for the linear and
RBF kernel SVM classifiers are shown in Figures 3.3 and 3.4, respectively.
The results show that the 2PP framework with Lloyd-Max quantization of
the feature vectors compensates for losses in classification performance, with
just 420 feature bits being sufficient to achieve the target classification rate
at all bitrates and for both compression methods. Even at the lowest tested
bitrate of 25 Kb/s, 420 feature bits account for slightly more than 1.5%
of the total bitrate. The results do not show a tangible difference in the
32
performance of the 2PP coder for the proposed depth video codec compared
to the baseline codec.
Figure 3.3: Rate accuracy results for 2PP framework with Lloyd-Max
quantization and linear kernel SVM classifier. Results are reported for both
the proposed and baseline methods, as well as for compressed and
uncompressed training data. ψ = ψ1, C = 1.
3.5.2 Results for K-means quantization of prediction error
The rate accuracy results for K-means quantization of J for the linear and
RBF kernel SVM classifiers are shown in Figures 3.5 and 3.6, respectively.
The results show that the 2PP framework with K-means quantization of the
feature vectors improves classification performance at all tested bitrates for
both the linear and RBF kernel classifiers. Compared to the Lloyd-Max
quantization scheme, the K-means scheme uses fewer feature bits to achieve
significant performance gains, getting within 5% accuracy of the target with
just 60 bits. At the same time, the K-means approach performs worse for
high B2 than the Lloyd-Max scheme. For the linear classifier, the K-means
approach performs 6% worse than the target at the 25 Kb/s test bitrate,
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Figure 3.4: Rate accuracy results for 2PP framework with Lloyd-Max
quantization and RBF kernel SVM classifier. Results are reported for both
the proposed and baseline methods, as well as for compressed and
uncompressed training data. ψ = ψ1, C = 1.
even with 300 feature bits. This effect is less pronounced in the case of the
RBF kernel classifier because the K-means algorithm quantizes vectors in an
l2 optimal sense, for a specified codebook size, and the RBF kernel classifier
classifies data points based on their l2 distance from the learned support
vectors.
3.5.3 Results for CCQ quantization of prediction error
The rate accuracy results for CCQ quantization of J for the linear and RBF
kernel SVM classifiers are shown in Figures 3.7 and 3.8, respectively. The
results show that the 2PP framework with CCQ quantization achieves dra-
matic performance gains with fewer bits than the Lloyd-Max or K-means
methods. For the linear classifier, just 48 bits brings the rate-accuracy curve
within 2% of the target for all bitrates.
34
Figure 3.5: Rate accuracy results for 2PP framework with K-means
quantization and linear kernel SVM classifier. Results are reported for both
the proposed and baseline methods, as well as for compressed and
uncompressed training data. ψ = ψ1, C = 1.
3.6 Discussion
To compare the three quantization methods presented, we use the bias, ξ,
which we have defined as the difference between the target classification ac-
curacy and classification accuracy of the 2PP coded signals at the maximum
feature bitrate, and ∆A48, defined as
∆A48 = A48 − A0
where Ar is the accuracy achieved with r feature bits. The difference ∆A48
measures the classification accuracy improvement for the first few feature
bits. Figures 3.9 and 3.10 show the bias results for the linear and RBF
kernel classifiers, respectively. Tables 3.1 and 3.2 show the ∆A48 results for
the linear and RBF kernel classifiers, respectively, for the three quantization
schemes.
In terms of the bias, for both kernel types, the results show that the bias
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Figure 3.6: Rate accuracy results for 2PP framework with K-means
quantization and RBF kernel SVM classifier. Results are reported for both
the proposed and baseline methods, as well as for compressed and
uncompressed training data. ψ = ψ1, C = 1.
is less than 2.5% for β ≥ 100 Kb/s. For the linear kernel at β = 25 Kb/s,
the K-means approach is vastly outperformed by the other methods in terms
of bias, with the Lloyd-Max and CCQ quantization schemes achieving under
2% bias at this bitrate while the K-means approach achieves roughly 6.5%.
For the RBF kernel, the bias for the CCQ approach and baseline codec and
for the K-means approach is significantly higher than Lloyd-Max approach at
β = 25 Kb/s (8% versus 3%). These bias results show that, asymptotically,
the Lloyd-Max algorithm performs the best out of the algorithms tested.
Although the CCQ approach may have been expected to perform better since
it is supervised, the CCQ objective function is not convex and sub-optimal
local minima can lead to poor performance.
The ∆A48 results show that the CCQ quantization is far superior to the
other two methods in terms of accuracy performance boost per bit. For
the linear kernel, the CCQ outperforms the other two methods by over a
factor of two at β = 25 Kb/s. For the RBF kernel, the CCQ outperforms
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Figure 3.7: Rate accuracy results for 2PP framework with CCQ
quantization and linear kernel SVM classifier. Results are reported for both
the proposed and baseline methods, as well as for compressed and
uncompressed training data. ψ = ψ1, C = 1.
Lloyd-Max and K-means quantization by roughly 5% accuracy at β = 25
Kb/s. The reason CCQ outperforms the other two methods is because each
feature bit generated by CCQ reduces the value of the classifier dependent
error function shown in (3.4), while the other two methods spend feature bits
to minimize the l2 error between V and Vˆ , which then indirectly improves
classification performance. Interestingly, the K-means quantization scheme
actually shows a factor of 4 improvement over the Lloyd-Max scheme for
the RBF kernel. This result can be explained by the fact that the K-means
scheme performs vector, as opposed to scalar, quantization in an l2 optimal
sense, so even though both Lloyd-Max and K-means schemes minimize an l2
error objective function, the K-means algorithm performs the optimization
more efficiently.
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Figure 3.8: Rate accuracy results for 2PP framework with CCQ
quantization and RBF kernel SVM classifier. Results are reported for both
the proposed and baseline methods, as well as for compressed and
uncompressed training data. ψ = ψ1, C = 1.
Figure 3.9: Bias for Lloyd-Max, K-means, and CCQ quantization schemes
with linear SVM classifier.
3.7 Conclusion
In this chapter, we presented results for three depth video compression al-
gorithms, all of which generate extra feature bits as part of the compressed
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Figure 3.10: Bias for Lloyd-Max, K-means, and CCQ quantization schemes
with RBF SVM classifier.
Table 3.1: ∆A48 (in percent) for Lloyd-Max, K-means, and CCQ
quantization schemes with a linear kernel SVM classifier. Results are
reported for H.264 with pre-processing function g and with pre-processing
function f .
β
LLoyd-Max K-means CCQ
g f g f g f
25 Kb/s 1.1 1.7 4.4 2.6 9.6 8.8
100 Kb/s -0.4 0 -0.9 0.4 0.5 2.8
1 Mb/s -0.5 0.2 -0.7 0.4 -0.3 1.4
74 Mb/s 0.0 0.1 0.0 0.4 0.0 0.3
signal to aid in classification. Each of the schemes presented compensated for
performance losses resulting from compression with varying feature bitrates.
We showed that the CCQ compression scheme generally performs better than
the Lloyd-Max and K-means schemes, in both the bias and ∆A48 senses, al-
though it is also susceptible to converging to sub-optimal local minima.
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Table 3.2: ∆A48 (in percent) for Lloyd-Max, K-means, and CCQ
quantization schemes with a RBF kernel SVM classifier. Results are
reported for H.264 with pre-processing function g and with pre-processing
function f .
β
LLoyd-Max K-means CCQ
g f g f g f
25 Kb/s 4.0 4.9 18.5 15.5 23.4 20.4
100 Kb/s 1.6 3.9 5.8 11.9 6.4 15.1
1 Mb/s 0.63 0.0 1.3 4.4 3.1 4.7
74 Mb/s 0.0 0.1 0.0 0.0 0.0 -0.3
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CHAPTER 4
MODIFIED INFORMATION LOSS
ALGORITHM FOR DEPTH VIDEO
COMPRESSION
One of the interesting findings presented in Section 2.5 was that features
extracted from compressed videos actually contain a lot of discriminative
information. In fact, we showed that a properly trained classifier can ex-
tract this information and achieve activity recognition performance that is
competitive with the performance of features extracted from uncompressed
depth videos. The problem is that, in most cases, the classifier is trained
using features from a training set collected from uncompressed data and the
test data are collected from compressed videos. Chapter 3 showed that the
disparity in the performance of classification function a on features extracted
from compressed and uncompressed depth videos can be diminished by in-
cluding feature bits as part of the compressed signal. In this chapter, we
present a framework which aims to find a function, h : Rdmax → Rdmax , such
that
a(V ) ≈ a(h(Vˆ )).
In general, the task of finding h is a difficult one because it is unclear how to
mathematically formulate the effect of compression on activity recognition
performance. Therefore, we present here an indirect way of finding h which
employs a modified version of the supervised learning of quantizer codebooks
by information loss minimization algorithm [26].
4.1 Introduction to supervised learning of quantizer
codebooks by information loss minimization
The paper [26] presents a general framework for performing supervised fea-
ture quantization. Let V be random variable representing a feature vector,
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Y a random variable representing the label for a feature vector, and V˜ the
quantized version of V . One way to measure the quality of the quantization
is by calculating the information loss
L1 = I(V ;Y )− I(V˜ ;Y )
incurred from trying to estimate Y using V˜ instead of V . Since we are dealing
with real data and actual distributions are not available, the empirical mutual
information, Iˆ(V ;Y ), is used instead:
Iˆ(V ;Y ) =
1
N
N∑
i=1
D(PˆV i ||Pˆ )
where N is the number of data points, PˆV i = Pˆ (Y |V = V i) is the empir-
ical posterior probability of Y given V = V i, Pˆ is the empirical marginal
distribution of Y , and D(·||·) is the Kullback-Leibler divergence (KLD).
The quantized V˜ i can be written as
V˜ i =
mk if V
i ∈ Rk
0 else
where mk is the centroid for the kth region and Rk is the set of points assigned
to the kth region. The mutual information I(V˜ ;Y ) is given by
I(V˜ ;Y ) =
K∑
k=1
pV˜ (mk)D(PY |V˜=mk ||P )
where pV˜ is the marginal distribution of the codebook and K is the number
of clusters. Since the true data generating distributions are not available,
I(V˜ , Y ) is estimated with Iˆ(V˜ ;Y ) as
Iˆ(V˜ ;Y ) =
C∑
k=1
pˆV˜ (mk)D(PˆY |V˜=mk ||Pˆ ).
If we let pˆV˜ (k) be the fraction of observations which fall into Rk:
pˆV˜ (k) =
|Rk|
N
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then PˆY |V˜=mk is set to the average of the posterior distributions of the ob-
servations which fall into Rk:
PˆY |V˜=mk =
1
|Rk|
∑
V ∈Rk
PˆV
= pik.
So, each region, Rk, is represented by a distribution pik.
The goal is to minimize the empirical loss of information
L2 = Iˆ(V ;Y )− Iˆ(V˜ ;Y )
which reduces to [26] (page 1297)
L2 =
1
N
K∑
k=1
∑
V ∈Rk
D(PˆV ||pik). (4.1)
Minimization of L2 is a twofold procedure, similar to the K-means algorithm.
First, a new partitioning is found to minimize L2. Second, {pik}Kk=1 are
updated to reflect the change in partitioning. The process is then repeated
until convergence.
Given a new partitioning {Rk}Kk=1, the goal is to find
g = arg min
pi
∑
V ∈Rk
D(PˆV ||pi) (4.2)
The solution, which is to set g = pik, can be shown to be the unique minimizer
of (4.2) by first noting that D(p1||p2) is convex in the pair (p1, p2) [27]. The
function being minimized in (4.2) can then be expanded as∑
V ∈Rk
D(PˆV ||pi) = D(PˆV i1 ||pi) + · · ·+D(PˆV iNk ||pi) (4.3)
where
Nk = |Rk|
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and
{im}Nkm=1 = {i : V i ∈ Rk}.
Since the goal is to find the minimizer of (4.3), it can be scaled by a constant
without changing the solution:
g = arg min
pi
1
|Rk|
(
D(PˆV 1||pi) + · · ·+D(PˆV |Rk|||pi)
)
. (4.4)
By convexity of the KLD, the quantity on the right in (4.4) is lower-bounded
by
1
|Rk|
(
D(PˆV 1||pi) + · · ·+D(PˆV |Rk|||pi)
)
≥ D
(
1
|Rk|
∑
V ∈Rk
PˆV
∣∣∣∣∣
∣∣∣∣∣ 1|Rk| ∑
V ∈Rk
pi
)
= D
(
1
|Rk|
∑
V ∈Rk
PˆV
∣∣∣∣∣
∣∣∣∣∣pi
)
= D (pik||pi) .
Equality is achieved only for pi = pik.
Given a set of {pik}, the optimal partitioning of the input space is found
using
Rk = {V : D(PˆV ||pik) ≤ D(PˆV ||pij), j 6= k}.
By iterating between finding the optimal {pik} and the optimal {Rk}, we are
guaranteed to find a local minimum of the objection function (4.1). Given
{Rk}, the procedure for calculating {pik} guarantees that (4.1) decreases (or
stays the same). For a given {pik}, re-assigning {Rk} as specified decreases
(4.1) (or keeps it the same). Therefore, unless a local minimum has already
been found, this iterative procedure is guaranteed to converge to a local
minimum.
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4.2 Neural network approach to estimation of PˆV
Neural networks (NN) naturally lend themselves to posterior density estima-
tion with the correct choice of error criterion and output activation function
[25]. Let tk be defined as
tnk =
1 if Yn = k0 else .
Also, let ynk be the kth output for input Xn of the NN. We would like y
n
k to
represent P (Yn = k|Xn). Let yn and tn be defined as
yn = [yn1 , y
n
2 , · · · , ynC ]
tn = [tn1 , t
n
2 , · · · , tnC ].
We can now write p(tn|Xn) as
p(tn|Xn) =
c∏
k=1
(ynk )
tnk .
The likelihood of the entire dataset is then given by
p(T |X) =
N∏
n=1
c∏
k=1
(ynk )
tnk .
If we form the negative log-likelihood, we find the objective function which
we need to minimize to train the network:
L4 = −
N∑
n=1
c∑
k=1
tnk ln (y
n
k ) . (4.5)
If we consider the fact that tnk = δkl where Yn = l, we see that the absolute
minimum of L4 is obtained by setting y
n
k to its maximum possible value
for k = l. Since ynk is a probability, the maximum value it can take is 1.
Consequently, the absolute minimum of L4 is achieved for y
n
k = t
n
k and is
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given by
L4,min = −
N∑
n=1
c∑
k=1
tnk ln y
n
k .
If we subtract L4,min from L4, we get a new error function, L5, which is a
KLD and achieves a minimum of 0 for ynk = t
n
k :
L5 = −
N∑
n=1
c∑
k=1
tnk ln
(
ynk
tnk
)
.
In order to interpret ynk as a proper posterior probability P (Yn = k|Xn),
we need to ensure that:
C∑
k=1
ynk = 1
ynk ≥ 0.
This leads us to use the logistic sigmoid activation function for the output
nodes of the NN:
yk =
eak∑
k′ e
ak′
where ak is the activation for the kth output node.
Finally, we see that we can write L5 in terms of the KLD by interpreting
yn and tn as probability distributions:
L5 = −
N∑
n=1
D(yn||tn).
Thus, the posterior distribution, P (Yn = k|Xn), can be learned by training
an NN with the KLD error function and with sigmoidal output nodes.
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4.3 Using supervised learning of quantizer codebooks
by information loss minimization for depth
compression
The quantization method presented in Section 4.1 quantizes the feature space
in a way that minimizes the information lost about the label of a specific
feature. We can use this special property to find h, the function mapping a
feature vector extracted from a compressed depth video to the corresponding
feature vector extracted from the matching uncompressed depth video.
Let Σ and Σˆ be given by
Σ = {V i : i ∈ Ωtrain}
Σˆ = {Vˆ i ∈ Ωtrain}
where V and Vˆ are feature vectors extracted from uncompressed and com-
pressed depth videos, respectively.
We seek an h which defines the mapping
span(Σˆ)→ span(Σ)
and preserves as much information about the label of a given feature as
possible.
In general, finding h is an extremely difficult problem. Therefore, we offer
here a simple, yet effective solution. We start by using the K-means algorithm
to cluster Σ and Σˆ in an l2 optimal sense. The clustering operation results
in two K-element reproduction level sets, Q = [q1 · · · qK ] and Qˆ = [qˆ1 · · · qˆK ],
corresponding to Σ and Σˆ, respectively. For convenience, let U i and Uˆ i be
given by
U i = arg min
q∈Q
‖V i − q‖2
Uˆ i = arg min
q∈Qˆ
‖Vˆ i − q‖2.
The initial K-means clustering step greatly simplifies the search for h because
once V i and Vˆ i have been quantized to U i and Uˆ i, respectively, all that is
needed is a mapping between U i and Uˆ i to complete the definition of h. The
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advantage of approaching the problem in this manner is that h is guaranteed
to map Σ to Σˆ and learning the mapping between U i and Uˆ i is a much lower
dimensional problem than the mapping between V i and Vˆ i.
As in the minimization of information loss approach, the means in Q and
Qˆ are assumed to represent probability distributions {pik}Kk=1 and {pˆik}Kk=1,
respectively, given by
pik(y) =
1
Nk
∑
V i∈{V i:U i=qk}
Pˆ (y|V i)
pˆik(y) =
1
Nˆk
∑
Vˆ i∈{Vˆ i:Uˆ i=qˆk}
Pˆ (y|Vˆ i)
where Nk is the number of V
i assigned to qk, Nˆk is the number of Vˆ
i assigned
to qˆk, and Pˆ is the empirical distribution of the label, y, given a feature vector,
which in our case was estimated using a neural network (Section 4.2).
We now seek a mapping, S : R → R, where R = {1, 2, · · · , K}, between
the centroids such as to minimize
L6 =
K∑
k=1
D(pik||pˆiS(k)).
For a given k, L6 is minimized by setting S(k) to
S(k) = arg min
1≤p≤K
D(pik||pˆip).
This completes our definition of the mapping function h. To recap, the
mapping h is found by first forming two K-element reproduction level sets
Q and Qˆ, corresponding to Σ and Σˆ, respectively. Then, elements of Qˆ
are mapped to elements of Q by minimizing the KLD between the posterior
distributions represented by the elements. In short, h is given by
h(Vˆ i) = qS(w(Uˆ i)) ∈ Q
where w(Uˆ i) is just the index of the reproduction level assigned to Uˆ i:
w(Uˆ i) = arg min
1≤k≤K, qk∈Qˆ
‖Vˆ i − qk‖2.
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4.4 Results
To test the compression algorithm presented in this chapter, we generated
rate accuracy curves for an RBF kernel SVM classifier trained with an SVM
cost parameter C = 1000. These particular test parameters were chosen
because they yielded the worst performance results in Chapter 2 and we
wanted to show the performance of the proposed algorithm in harsh testing
conditions. We employ the supervised codebook learning scheme presented
in Section 4.3 for each 2-class classifier in the one-versus-one classification
strategy, using K = 10 reproduction levels. We validated our results using
the LOSO cross-validation strategy, as before. Figure 4.1 shows the rate
accuracy curves. For comparison, results are reported with and without the
codebook mapping function h applied to the extracted features.
Figure 4.1: Rate accuracy results for minimization of information loss
compression scheme with RBF kernel SVM classifier trained using C = 1000
as the cost parameter. Results are reported for both g and f pre-processed
data with ψ = ψ1. For comparison, results are reported with and without
the codebook mapping function h applied to the extracted features.
The results show that applying the mapping function h to Vˆ has favorable
effects at very low bitrates. At β = 25 Kb/s, the proposed approach yields
a 19% improvement in classification accuracy for data pre-processed with
g and a 3.5% improvement for data pre-processed with f . For β  25
Kb/s, the proposed approach actually causes a loss in classification accuracy
as compared to not applying h to Vˆ . The results for β = 25 Kb/s are very
promising and suggest that the version of the mapping function h presented in
this chapter is capable of mitigating the disparity between features extracted
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from compressed and uncompressed videos. At the same time, the results
for β  25 Kb/s show that clustering V and Vˆ at high bitrates causes
a significant amount of information loss, likely because V and Vˆ become
more and more similar as β increases and any gains in classification accuracy
derived from matching Vˆ to V using h are outweighed by the losses induced
by clustering.
4.5 Conclusion
In this chapter, we presented a novel depth map compression scheme using
ideas borrowed from the supervised learning of quantizer codebooks algo-
rithm presented in Section 4.1. We used these ideas to generate h, a mapping
between features extracted from compressed videos and features extracted
from uncompressed videos. We presented experimental results which showed
that, at very low bitrates, the proposed method is able to recover classifi-
cation accuracy losses induced by compression with no extra feature bits,
which is a dramatic benefit over all of the methods presented in Chapter 3.
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CHAPTER 5
CONCLUSION
In this thesis, we investigated the effects of compressing depth videos recorded
by the Kinect camera on human activity recognition. Chapters 2-4 presented
various compression schemes which mitigate the losses in classification accu-
racy caused by compression.
In Chapter 2, we showed that compression generally has a negative effect
on activity recognition accuracy. At the same time, we also observed that
sometimes compression can aid classification accuracy by denoising the depth
video. We also showed that using a simple companding scheme to pre-process
the depth video prior to compressing it can improve classification accuracy at
low bitrates. Finally, we observed that features extracted from compressed
depth videos actually contain a lot of discriminative power, which was a
phenomenon we used to our advantage in Chapter 4.
Chapter 3 presented the two-part predictive coder framework and showed
how it can be used in the context of depth map compression in order to im-
prove classification accuracy. We compared three flavors of the 2PP coding
scheme, all of which were differentiated by the way in which they quantized
the prediction vector error. While all of the methods discussed were shown
to be able to recover almost all classification accuracy losses due to compres-
sion, we also showed that there is a trade-off between the bias and ∆A48
performance of 2PP algorithms.
Last, Chapter 4 hypothesized that the drop-off in classification accuracy
caused by compression is a result of the mismatch caused by training a clas-
sifier using features extracted from uncompressed videos and testing it using
features extracted from compressed depth videos. To validate this idea, we
borrowed ideas from the supervised learning of quantizer codebooks algo-
rithm to generate a mapping between features extracted from compressed
and uncompressed depth videos. We presented one example of such a map-
ping and provided experimental results showing the costs and benefits of our
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approach.
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