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Although design databases have long been of interest,8t10 they have been largely ignored within the context of the new tools. Our purpose is to describe what design data management is and how it can integrate design tools. Our discussion tocuses on unique data management requirements of design systems and conventional database facilities and their shortcomings for supporting design data. We also present the architecture of a prototype design management system in which designs are organized into a richly interconnected data structure, using an object data mnodel. The structures of that system's storage, recovery, concurrency control, and design validation subsystems are also described as is a "browser" for interactively viewing design data.
Basic terms
To better understand the sy stems presented later, a reviec of some basic VLSI design and database terms may be helpful. Data structures are logical organizations of data. Database systems typically support tabular (relational), tree (hierarchical), or graph (netxwork) structures among records. For example, the Unix file svstem supports a constrained graph structure among directories (internal vertices) and files (leaves). A link mechanisnL allows files to be incorporated in more than one directory.
Storage structures are implementations of data structures on secondary storage. A tree of design objects is a data structure, xxhile its inmplementation as a balancecl multi-directional tree on disk is a storage structure.
A database comprises the data describing the activities of an organization. For example, a chip design database contains information about how design objects are composed from primitives (such as geometries, transistors, and gates), how a design is described in different reprcsentations (such as layout, circuit, and logic), how the design has evx oled oxer time, w ho is responsible orFdesigning its parts, and so forth. Particular data strLtctures selected to represent a specific database form a database scheina.
A database inanagetilent sYstem manages databases stored on secondarx StOt-cle and proVides a stanidard inter-26 ,-9 ( 6l (1 '|0-00265, JO ( 1 9 ittC-lPi 26 face for manipulating data. The data access operations are typically based on data structure rather than on storage structure, so the physical structure can be changed without affecting existing programs ("data independence"). The system protects the data from illegal actions, maintains data consistency, and ensures that changes can be recovered after a system crash. Access methods are storagestructure-specific routines for manipulating data on disk.
A design data management system chooses how to structure the design data within the database system. It provides a standard access interface for tools. Although the database system does not interpret the data it manages, a design management system understands how the structure of the data describes a design project. It enforces design data constraints. For example, part of the design data structure identifies equivalent objects across representations. The design data and the complex consistency constraints are normally what the design automation community mean by "database."
The major components of design data management include the storage component, reliably storing design data on disk; the recovery subsystem, saving incremental changes and ensuring resiliency to crashes either at workstations or database servers (that is, shared repositories of design data); the design librarian, supporting check-in/check-out of design parts from the database; the validation component, checking that design constraints remain in force after a change; the design transaction component, using the recovery subsystem, the design librarian, and the validation component to control the creation of new versions of design objects and the browser/chip assembler, providing an interactive front end for creating and viewing the design data structure.
A design system combines design tools, project management aids, and design data management facilities. The design tools create pieces of a design and validate correctness. The project management aids assist in planning the implementation effort. Design data management is responsible for structuring the design and exploiting the structure to keep the design consistent.
What design systems need
Design applications need to structure design data hierarchically, support multiple design representations, maintain design versions and alternatives, help the designers cooperate and interact as a team, support remote design at workstations, with long-term storage at database servers, and maintain the consistency of the design. Hierarchy and regularity are well-known tactics for reducing the complexity of a large design. 12.13 A design proceeds by a top-down decomposition of systems into subsystems and a bottom-up synthesis of building blocks from more primitive building blocks. The design is complete when all subsystems can be implemented by existing building blocks and primitives. The hierarchical structure of the design is mirrored in its data.
Design regularity reduces the size of the design database as well as the design effort. An object is designed once and used frequently, its description appearing once in the database. Additional data describe each use of the object, specifying how it is instantiated and placed within the design.
VLSI circuits are described in several representations, including geometric layouts, transistor networks, logic schematics, and functional descriptions. Each is appropriate for a different phase of design. Geometries are used for mask-making and geometric design rule-checking. Transistor, logic, and functional descriptions are used for electrical rule-checking, simulation, and timing verification at various levels of detail.:
While the Mead-Conway style encourages a horizontal design partitioning, industrial designs are more typically partitioned vertically into architecture, logic, circuit, and layout. Different groups may be responsible for the detailed design of each representation. These must be shown to be equivalent.
Design management must be provided in a distributed system of workstations and shared repositories of design data.
Since much of design is evolutionary or exploratory, the database must support design versions and alternatives. Versions are improvements or corrections to a design object, while alternatives are different implementations of the same object with varying performance characteristics. Versions, providing insights into design approaches and rationale, are needed for documenting designs in the field as well as for legal reasons System overview. The system architecture (discussed in detail in the subsequent section on system Sstructure) appears in Figure 2 . The storage comnponent stores design data on disk and guarantees that updates are atomic. A conventional database system can be used as a storage component, 19,20 although a suitably extended file system could be used instead.
The objectsystem maps the design data, viewed a.s a collection of interrelated objects, into the files and struc-tures supported by the storage component. A reliable object-oriented file system2' can provide the facilities of both the storage component and the object system.
The recovery subsystem collects incremental changes made to objects, ensuring that they can be reconstructed after a crash.
The design librarian controls shared access to design objects. Although many designers can browse an object, only one at a time is allowed to create a new version of it.
The design validation subsystem interprets dependencies among design data to identify those portions that may be affected by a change.
Encompassing the design librarian, recovery, and design validation subsystems, the design transaction component ensures that designers create new consistent versions of design data with their tools. Design transactions bring data to the workstation, returning it as new versions. Design tools manipulate the data through operations supported by the object system at workstations.
The browser/chip assembler is the interactive interface to the design data management system.
Data structures for specifying a design. An object model defines the basic primitives from which the design data structure is formed. Methods of structuring a design for database storage have been described elsewhere. 18'20'22 Each method has an object rather than a record orientation, explicit representations of versions and alternatives, and support for subsystem interface descriptions. The motivation for our scheme is to make the design as self-describing as possible, enhancing the system's ability to keep it consistent.
Objects. Convenient aggregations of design information are called design objects. Representation objects describe a portion of the design in one of its representations, and they are of a particular type, such as layout, transistor, or logic. Furthermore, representation objects organize most of the information about the design. Index objects introduce auxiliary structures used by the browsing, configuration, and validation tools.
Each representation object is constructed from the composition of its primitives-such as geometries, transistors, and gates-and other objects of the same type. We call this hierarchical collection of design data a representation hierarchy. A design hierarchy is the data collection describing a full design, with additional structures linking together the representations and providing alternative groupings based on versions (configurations), alternative implementations, or common attributes. Representation objects have interface descriptions specifying their abstract behavior, usage information, and associated performance (speed, power, area Figure 3) .
While an object is defined by the composition of its components, each object can be updated independently. Whenever an object is updated, a new version is created.
A new version of a composite object can be formed from new or existing versions of its components. Similarly, the components can evolve independent of the composites that reference them, since the composites refer to older versions (see Figure 4) .
Representation hierarchies need not have identical decompositions. Beetem23 and Mudge24 have described more restricted approaches. The functional decomposition of a design may be quite different from its physical decompositions (see Figure 5 ). An jects since they group objects constrained to be equivalent. An alternative object is an index that groups version objects, representing different versions of the alternative. Finally, a generic object (see Figure 6 ) groups its alternatives together. Although each alternative has the same behavior as its parent, it has its own performance characteristics. For example, the generic object "the ALU" is composed of the alternative objects "fast ALU," "small ALU," and "low-power ALU." The "fast ALU" alternative consists of various version objects, such as "fast ALU/version 0.0" and "fast ALU/version 1.0." In turn, "fast ALU/version 1.0" consists of the representation objects describing it, such as "fast ALU/version 1.0/layout," "fast ALU/version 1.0/transistors," and "fast ALU/version 1.0/gates." Generic objects are nested on a representation-by-representation basis (see Figure 7 ). An implementation is a version of a generic object's alternative. Nesting an ALU within a data path proceeds as follows. An ALU implementation is chosen for inclusion within a data-path implementation. Each of its representation objects that are grouped together-such as the layout, transistor, and gate objects-incorporates the object of corresponding type in the ALU's implementation.
Interfaces. Representation objects have interface descriptions. An interface contains enough information that an object can be used without a detailed understanding of its implementation. It documents the object and makes connectivity information explicit. Interface information includes: * Name. The name and version of the object are indicated. * Designer. The designer responsible for the object's implementation is identified. * Description. The object's behavior is detailed in, for example, an English-language description or a truth 
not expect regenerated levels). The four output types are gate (produces regenerated levels), superbuffer (produces regenerated levels), switch logic (produces unregenerated levels), and precharged (special). The compatibilities among the types are determined from a table, such as Table 1 .
Port names are either local or global. Every port with the same global name is implicitly connected. Vdd and GND are typical global port names.
An interface description constrains the object's implementation. Checking that power and area are within constraints is straightforward. Associated with the layout representation, area can be determined from the bounding box of its geometries. The power constraint is also associated with the layout representation. The dc power consumption of a module can be determined by examining the width-to-length ratios of transistors. Much more difficult to specify, delay timing generally can be checked only through simulations.
There are several ways to describe an object's behavior. Truth tables are well-suited for combinatorial logic, and transition tables are appropriate for sequential logic. Many language-based functional simulators associate a program with an object to "simulate" its behavior. An approach suitable for functional/timing simulations describes behavior by input waveforms and expected output waveforms. The description portion of the interface must be general enough to support any of these approaches.
An object's implementations must agree with its interface. Types and directionality of ports as well as implied connectivity between ports must be verified. An "interface extractor" program could assist verification. Implementations do not need to be checked if these have been derived from their interfaces ("correctness by construction"), such as a PLA layout from Boolean equations.
Composition and interface. The general composition of objects can be viewed graphically. Placed within the composite's bounding polygon are the polygons of its components, composed by wiring together the component ports to form the ports of the composite object (see Figure 8 ).
Composition information is associated with both composites and components. Each component stores the names of objects that contain it. A composite object stores the names of its components. It gives unique names to component instances, describes how each is oriented and placed within its bounding polygon (for display purposes), and describes how the ports are wired.
Objects as structured files. Objects can be implemented as files extended with information describing the design data structure. The information relevant to the design management system is the object type, the interface specification, and the composition information (see Figure 9 ). The design tools-not the design data management system-determine representation details.
We expect that new tools will be created that combine the creation of the interface, composition, and representation specifications. Existing design files can be referenced from within design object files to include their data in design data structure.
System structure. Designs are created at workstations connected by a high-speed network to a shared database server. Designers at the workstations transfer the relevant portions of the design to their local disks through the design transaction mechanism. Work proceeds independently at the stations with incremental changes spooled to the server, providing backup in case of a workstation crash. Changes are incorporated into the public database only after they have been shown to be valid. The distributed database is actually more complicated than what we have outlined. Some validation can be performed at the workstation, but much is done on specialpurpose hardware or high-performance machines. The database server must keep track of the location of design data at all times. In the discussion that follows, we concentrate on the interaction between the database server and workstations, but the ideas also apply to the general environment. The merge can be restarted if a crash occurs. While the merge may appear time-consuming, it can be overlapped with continued activity at the workstation. Individual design files are relatively small, so the time to do a merge need not be excessive.
Object system. Design objects are files containing representational primitives and design management information, including the object's type, the objects that contain this object, the object's components and how they are composed, and the object's interface.
The object system maps the abstract notion of an "object" into the data describing it that are stored in storage component files. Design objects can be stored either as a single file, with combined representation and design management information, or as separate files. For representation types not known to the system, data are stored in a separate file referenced within the design object file. The object system can pass this "raw" representation data to existing design tools, thus acting as a conventional file system. The system uses the design management information for validation and browsing while traversing the complex structure of the design.
Recovery subsystem. The recovery manager ensures that as much data as possible survive a system crash. It accomplishes this by maintaining multiple copies with alternative failure modes: (1) the local working file, storing the object at the workstation; (2) the local change file, stored at the workstation and holding a log of changes since the last save point; (3) the mirrored file, storing the object in the database server; (4) the global change file, holding changes spooled to the server but not yet saved; and (5) the redo log, containing all saved changes since the last archive (see Figure 10) . The local and global change files, containing the differences between the local file and its mirrored copy, protect data from being lost during workstation crashes. The redo log, containing the difference between the mirrored file and the original file, protects against losses during database server failure.
The recovery manager supports save points. Data and change file buffers are forced to disk by the workstation's buffer manager. The local change file is copied to the database server and atomically appended to the global change file. A background process copies the local change file entries to the global file, providing continuous recovery capability that guards against local crashes and reduces the latency of a save. To commit the changes, the storage component atomically merges the global change file into the mirrored file and appends the global change file to the redo log.
Recovery from a soft workstation crash proceeds as follows. The last save point is reconstructed by copying the database server copy back to the workstation. A more up-to-date version is optionally reconstructed by merging the local and global change files into the local file. Some updates will be lost because they were only in the local buffers, but updates written to disk since the last save can be restored.
A hard workstation crash loses data on the workstation's disk, and we assume that all local files are lost.
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Copying the mirrored file back to the workstation restores the file to its last saved state. Alternatively, copying back the merged mirrored and global change files also restores the file to the last state known. The recovery subsystem determines what objects should be restored by asking the design librarian.
The database server employs more coventional techniques to ensure that its files are durable. The system is resilient to soft crashes because of the atomic operations supported by the storage component. Frequent archival dumps provide resiliency to hard crashes. The mirrored files can be restored to their last save point from the archive copy and the redo log. However, the recovery subsystem guarantees only that objects can be restored to their last save point, although every effort is made to restore beyond it. Spooled changes not yet saved are lost, since they are not normally logged. If the server loses the accumulated changes, it can always acquire the most upto-date version of the file from the workstation. The global redo file should be duplexed to provide additional resiliency to hard crashes.
Design librarian. The librarian coordinates all access to shared design data, making design objects available to workstations. A designer acquires only one object at a time. The browser is used to navigate the hierarchies to find the object of interest. Checking out an object for update gives the designer the exclusive right to create its new version. The mirrored copies of design files, supported by the recovery subsystem on top of the storage component, become the new object versions when the changes are committed.
Several designers could simultaneously create new versions, but such a proliferation of versions is undesirable for effective project management. The design librarian employs check-out locks to guarantee that only one inprogress version exists for an object.
In the rare instance of one designer holding an object that another designer needs, the designer who has it is permitted to complete its revision, creating a new consistent version of the object. Afterwards, the requesting designer can acquire it, creating his new version based on any of its previous versions. That is, he is not restricted to creating a new version of the most up-to-date version, although this situation will be the most common.
Versions provide a flexible method for managing concurrent access to design objects. Previous versions can be browsed without regard to in-progress update activity. Simple locking protocols protect against the proliferation of versions. This is one example of how the design environment requires much simpw mechanisms than those needed in the general transaction-processing environment.
Validation subsystem. The validation subsystem helps designers keep track of what must be revalidated after a design change. Since validating the fully instantiated design is prohibitively expensive, the design's structure must be exploited to keep the validation effort reasonable.
A design is self-consistent if conformance, composition, and equivalence constraints are in force: (1) an object's implementation satisfies its interface (conformance constraints), (2) the composition of component objects is well-formed (composition constraints), and (3) objects specified as equivalent across representations are shown to be equivalent (equivalence constraints). Design transactions cannot complete until all constraints are satisfied.
We do not advocate a completely automatic approach for design validation. Frequently, designers will need to intervene to apply the appropriate validation tools and to interpret their results. The validation subsystem provides an audit capability, as in Noon, Robbins, and Roberts.26
Designers report who they are, what constraints they have validated, and what tools have been used for the validation. If a design failure is traced to a particular design object, the designer responsible for its "validation" can at least be identified.
A design is self-consistent if conformance, composition, and equivalenceconstraints are in force.
Interface extraction is an obvious area for further tools development. Some parts of the interface-such as the location, type, and drive capability of ports-are easy to extract. However, performance aspects such as detailed delay information can be determined only through simulations performed by the design team, who then reports the results to the subsystem.
A composite object is well-formed if the interconnected ports of its components are type-and directioncompatible. That is, component ports connected to the composite object's ports must be type-compatible and must have the same direction.
Some objects are generated from other representations. For example, PLA layouts are generated from Boolean equations in the functional description. Equivalence in this case can be checked by analyzing the validation audit trail. If (1) the last update time of the PLA layout object is the same as when the generator was run, and not later, and (2) the last update time of the PLA functional object is before that time, the objects are known to be equivalent. Such equivalency constraints can be actively enforced by regenerating dependent objects on request. Equivalency constraints reduce the effort needed to validate equivalence across representations. Suppose we must show equivalence between the layouts and transistor representations of a design. Normally, equivalence is checked by first extracting the layout into a transistor description, and then providing the same stimulus to simulations of both the extracted transistor description and the original transistor description. Ideally, only the changed portions of the layout description and parts of the design that depend on them should be extracted and simulated. If two objects in the different representations are already equivalent because they are connected by an equivalency object, the transistor object can be substituted for its counterpart in the extracted transistor description without further analysis. A multilevel simulator can simulate the object at this level without fully instantiating it.
Design transactions are the mechanisms by which designers create new consistent versions of design objects.
A design transaction cannot complete unless all newly created objects satisfy the three constraints discussed above. However, objects unaffected by changes do not have to be revalidated.
Design transaction management. Design transactions are the mechanisms by which designers create new consistent versions of design objects. Design transactions have work, validation, and completion phases. While work and validation phases can be intermixed, validation must be complete before a design transaction is allowed to enter the completion phase.
During the work phase, a designer requests design objects from the design librarian. If the object has not been granted to another designer, the request is honored and the appropriate files are transferred to the workstation's disk. Additional mirrored copies are made in the database server, providing redundant copies to be used for recovery.
If the object has been granted to another designer, the designer holding the object and the expected time of its return are identified. While deadlock is rare, it is nonetheless possible. Since designers can always determine who has what objects, a deadlock is resolved through negotiation. Once the needed objects are at the, workstation, the designer manipulates them with his design tools.
Save points protect transactions from the loss of data due to local crashes. Since the changes are continuously being spooled to the server by a background process, most changes can be restored. Workstation activity can continue even though the connection to the server is broken (which fortunately is rare!), but it is not advisable, since it exposes the designer to a serious loss of data if a local crash occurs.
When design work is completed, the transaction enters a validation phase. Designers invoke verification pro- Figure 11) . A The browser assists the designer in locating objects with particular attributes. Index objects group together those objects with similar attributes. For example, the ALU index object is composed of all generic ALU objects stored in the design database. Furthermore, the ALU index object can be included, for example, in a data-path index object, creating a hierarchy of indices.
The chip assembler takes data created by synthesis tools, such as graphic editors and data-path generators, and packages those data as objects for inclusion within the design database. In conjunction wvith the brow ser, the chip assembler pros ides an interactive front end for constructing the design data structure. It supports the interactive (1) composition of objects from more primitive objects, (2) specification of object interfaces, (3) identification of equivalences across representations, (4) construction of design configurations through version and alternative objects, and (5) creation and manipulation of index objects.
Chip assembly is the most data-intensive portion of the chip design task. Subsystems are constructed from component compositions. The interface information is examined to ensure that the compositions are well-tormed.
Interfaces also aid in understanding how pieces of the design interact and fit together, which is crucial for larpe design projects. Furthermore, since the assembly process creates a new configuration of the design, it must reflect an intimate concern for sersion control. Consequently, only the desired versions of design objects selected bv the designer wvith the aid of the browser-are used to build the chip. Insalid or out-of-date versions can be ignored.
Design data management is a crucial feature of an intevrated design system. The design data must be reliablv stored on disk, concurrent access must be controlled, versions and alternatives must be organized, and efforts must be made to keep the data wvell-formed ancd consistent within and across representation hierarchies. Ex- isting design tools tackle desiQn synthesis and salidation problems, but the important design data management issues are frequentlIy ignored. A design data management system proxsides these services to the ensemble of design tools, creating an ens ironment in which tools are inegrated to form a coherent design svstem.
W'e are in the process of implementing a system with manr of the design management features described in this article. Since wve could find no suitable database system for our storage component, we initially created our own data management system tailored for design applications (the W'isconsin Storage Sxstem). We have decided to redesign the storage and object components for use with the Unix file system, enhancing the transportability of our desipn management system. Efforts are underway to implement the object model, design librarian, browxser, and chip assembler described in this article. -\ < Randy H. Katz The senior person will lead the expansion in computer engineering and will be expected to assume primary responsibility for shaping the research directions and for recruiting additional faculty. The junior person will strengthen our research capabilities in robotics, in collaboration with the Production Automation Project and the Department of Computer Science: preferred research interests are in model-based, task-level robot programming and/or control of sensor-based, distributed robotic systems.
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