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Abstract The tasks of providing multi-decadal climate projections and seasonal plus sub-
seasonal climate predictions are of significant societal interest and pose major scientific
challenges. An outline is presented of the challenges posed by, and the approaches adopted
to, tracing the possible evolution of the climate system on these various time-scales. First
an overview is provided of the nature of the climate system’s natural internal variations
and the uncertainty arising from the complexity and non-linearity of the system. Thereafter
consideration is given sequentially to the range of extant approaches adopted to study and
derive multi-decadal climate projections, seasonal predictions, and significant sub-seasonal
weather phenomena. For each of these three time-scales novel results are presented that
indicate the nature (and limitations) of the models used to forecast the evolution, and illustrate
the techniques adopted to reduce or cope with the forecast uncertainty. In particular, the
contributions (i) appear to exemplify that in simple climate models uncertainties in radiative
forcing outweigh uncertainties associated with ocean models, (ii) examine forecast skills
for a state-of-the-art seasonal prediction system, and (iii) suggest that long-lived weather
phenomena can help shape intra-seasonal climate variability. Finally, it is argued, that co-
consideration of all these scales can enhance our understanding of the challenges associated
with uncertainties in climate prediction.
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1 Introduction
In the context of possible anthropogenically-induced climate change considerable effort is
being devoted to providing projections of the evolution of the climate system over the 21st
century (e.g., IPCC 2001). These projections should in principle not only yield an indication
of the development of a climate mean but also supply the associated behaviour of and change
of that variability (e.g., Mearns et al. 1984; Schneider 2000). Indeed it is possible that
climate change could be manifested at least in part by changes in the nature and amplitude
of the variability. Thus it is important to improve both our understanding and our predictive
capability of climate variability.
Here the focus is on the atmospheric component of the climate system and on multi-
decadal, seasonal, and sub-seasonal time-scales. In this time-range key processes influencing
the variation and change range from the direct and indirect effects of increased greenhouse gas
emissions, the longer-term memory of the oceans, atmosphere-ocean and atmosphere-land
surface interactions, and the internal dynamics of the atmosphere itself.
In the following sections, an overview is provided of the challenges associated with
developing projections on these different time-scales. In Section 2 summaries are given
of the concepts of climate variability; the prediction-model hierarchy; forecast uncertainty
and the probabilistic approach to quantify forecast uncertainty. The subsequent sections
are devoted to consideration of the methods and challenges pertaining to each time-scale,
and providing novel results that exemplify the complexity and temporal interrelations and
specific intricacies. The individual sections comprise a discussion of the utility of a hierarchy
of climate models to reduce the uncertainty of climate projections on the multi-decadal
time scales (Section 3); the ingredients of current schemes for seasonal prediction and the
quantitative assessment of forecast skill (Section 4); and a discussion of the dynamics of
significant sub-seasonal weather phenomena and their linkage to climate variation (Section 5).
Finally some comments are proffered on the synergies that exist between the procedures
employed on these different time-scales and possible avenues for future research (Section 6).
2 Basic concepts
2.1 Climate variability, impacts and trends
Climate varies naturally on a vast range of time-scales under the influence of both external
forcing or internal variability of the system. Internal variability occurs, because in a system of
components with non-linear interactions and very different response times the components
tend to vary constantly and not achieve a state of inter-component equilibrium. The response
of the climate to external forcings and to the internal variability is further complicated by
feedbacks and non-linear responses of the components (IPCC 2001). On the regional scale,
climate variability often manifests itself in geographically anchored spatial patterns with
changing amplitude (and sign). These patterns determine the local climatic conditions and
hence it is also highly desirable to understand and predict them accurately.
The strongest large-scale climate variation on seasonal to inter-annual time-scales has its
origin in the tropical-subtropical Pacific and is known as the El Nin˜o/Southern Oscillation
(ENSO, see reviews of Philander 1990; Trenberth et al. 1998), that typically occurs every 2–7
years. The ENSO phenomenon consists of a coupled interplay between the atmosphere and
ocean. It is associated with a see-saw in atmospheric pressure between the eastern and western
Pacific and the occurrence of warm ocean-temperature anomalies in the upper few hundred
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meters of the eastern and central tropical Pacific. Marked shifts in weather conditions, in
particular precipitation patterns, are associated with ENSO and are not only located in the
central Pacific, but also over adjacent continents (Trenberth and Hurrell 1994) and in more
removed regions around the globe (Diaz and Markgraf 2000). For Europe there is only a
limited direct impact of the equatorial Pacific (Fraedrich 1994; van Oldenborgh et al. 2000;
Merkel and Latif 2002), and it has nonlinear (Lin and Derome 2004) and nonstationary
(Greatbatch et al. 2004) characteristics.
In the North-Atlantic European area other climate variations such as the North Atlantic
Oscillation (NAO) have more substantial impact (for a detailed review see Hurrell et al. 2003
and references therein). Indeed, the NAO is the major winter climate mode, accounting for
about one third of the statistically derived inter-annual variability of the mid-tropospheric
large-scale flow in mid-latitudes. It is often defined with an index based upon the sea-level
pressure anomaly difference between the Azores and Iceland. During the positive phase,
a stronger south-westerly flow advects warmer and humid air towards Northern Europe.
In the negative phase, the flow is weaker and more zonally oriented. The NAO provides a
statistically well-defined pattern to study the predictability of the European winter climate.
Unlike the impact of ENSO on the Pacific-American sector, the processes determining the
evolution of the NAO remain controversial (Hurrell et al. 2003). In addition, the higher
modes of variability are significant for the local climatic variations in the Euro-Atlantic
sector (e.g., Pavan et al. 2000b; Scherrer et al. 2006). Most of the existing studies on the
mechanisms behind Euro-Atlantic climate variability have however focussed on explaining
NAO variability.
Evidence indicates that most of the NAO variability evolves from internal non-linear extrat-
ropical atmospheric dynamics. The autocorrelation of the NAO index exhibits a de-correlation
time-scale of 8–10 days (Stephenson 2000; Feldstein 2000), and this can be viewed as the
fundamental time scale for the short-term NAO component. In this context the long-lived syn-
optic phenomena (weather regimes) can modulate the seasonal or monthly-mean flow pattern.
An example of such a weather phenomenon is atmospheric blocking, i.e. long-lasting quasi-
stationary high-pressure systems with typical life-times of 7–15 days (e.g., Croci-Maspoli
et al. 2006). On longer time-scales, these weather components exhibit little coherence and it
has been cautioned that the observed longer-term NAO fluctuations might be the statistical
residue of the averaged short-term contributions (Wunsch 1999; Stephenson 2000). How-
ever, this so-called “climate noise paradigm” (Leith 1973; Hasselmann 1976; Madden 1976)
falls short of explaining the increased winter NAO variability of the last decades of the 20th
century (see Hurrell et al. 2004 and references therein). Hurrell et al. (2004) attribute it to a
combination of a tropically forced signal and a “noise” component, and Gillett et al. (2003)
hypothesise that the observed positive trend of the NAO over the last 30 years is attributable to
the increasing concentration of atmospheric greenhouse gases (GHGs).1 Potentially relevant
one-way or coupled interactions with other components of the climate system include (i) the
mid-latitude ocean (see Bjerknes 1964; Rodwell et al. 1999 and others), (ii) the tropical ocean
(Hoerling et al. 2001; Bader and Latif 2003), (iii) the Indian ocean (Hurrell et al. 2004), and
(iv) the stratosphere (Thompson and Wallace 2001; Baldwin and Dunkerton 2001). There
are decadal signals in the NAO variability (Appenzeller et al. 1998), and the detection of
such long-term trends and variability must rely on observations and proxy historical re-
constructions (Luterbacher et al. 2002). Model simulations in unforced control conditions
1 Viewed in perspective of the latest NAO data up to 2004/05 Gillett’s hypothesis probably needs to be modified
(C. Deser, pers. comm.).
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can help decide whether the observed recent trends might merely be irregular events. To
further resolve questions of this nature, a hierarchy of models needs to be developed and
employed.
2.2 Remarks on the complexity of the model hierarchy
The choice of the prediction model and its degree of complexity depends on both the scientific
focus and the available computational resources. This dichotomy influences the selection of
the range of processes, the climate components, the parametrized processes and the model
resolution. A whole range of models of varying complexity exists and the most commonly
applied categories and their specific properties are introduced here.
Dynamical models are founded on the physical laws that govern the oceanic and atmo-
spheric system and are designed to simulate weather or climate on a range of spatial and
temporal scales, by solving numerically the governing fluid-dynamic and thermodynamic
equations. Unresolved processes in such models (e.g. cloud microphysics, convection) are
represented by grid-box parametrisations or introduced by empirical statistical relationships.
The model hierarchy comprises three main types of models:
(i) For numerical weather prediction (NWP) up to the 5–10 day scale, the ocean component
is often treated as merely a fixed lower boundary or represented in a slab-type manner, whereas
the dynamics of the atmosphere is represented in some considerable detail. Current NWP
models operate at horizontal resolutions of ∼7 km (regional) and ∼50 km (global). On the
weather time scale, the sea surface temperature (SST) variability is mainly a result of the
surface wind stress.
(ii) For seasonal prediction an improved representation of the ocean processes is necessary.
Both NWP models of slightly coarser spatial resolution and atmosphere-ocean general circu-
lation models, AOGCMs, are employed, with a dynamical ocean coupled to the atmosphere
and often a refined parametrisation of land surface processes. Currently seasonal predictions
are conducted at ECMWF2 at ∼150 km resolution for both atmosphere and ocean. The lim-
ited resolution of such a global description of the coupled system requires a reduction in
complexity with a focus on the processes thought to be most relevant for the corresponding
spatial and temporal scales.
(iii) In modelling past and future climate on time scales of many decades to centuries
the synoptic-scale weather is invariably regarded as a noise component, whereas the ocean
is accorded high spatial resolution, of currently ∼100–300 km (e.g. OGCMs). Projections
on decadal to century time-scales are usually undertaken in the following sequence of steps:
(1) construction of emission scenarios for the various radiatively active species; (2) translation
of the emissions to the atmospheric concentrations using gas-cycle and chemistry-transport
models, and then, if necessary, to radiative forcing or albedo; and (3) projection of the forcing
on climate using comprehensive three-dimensional climate models (IPCC 1990, 1996, 2001).
For even longer time scales, the complexity of models is systematically reduced (e.g. by
averaging certain dimensions in space). This leads to the formulation of climate models of
reduced complexity (Stocker et al. 1992), or Earth System Models of Intermediate Com-
plexity (EMICs, Claussen et al. 2002). A reduction in complexity or resolution decreases the
computational demands (see also Stocker and Marchal 2001; Claussen et al. 2002; Stocker
and Knutti 2003), and can be prompted by physical considerations based upon the relative
importance of the physical processes. However the presence of non-linear and inter-scale
2 European Center for Medium–Range Weather Forecasts.
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interactions can render this procedure questionable, unless careful and specific comparisons
with models of higher complexity are undertaken.
Dynamical models explicitly use the physical equations and thereby attempt to accurately
capture events in terms of their physical causes and effects. In contrast statistical models
do not seek to represent physical processes. Statistical models are essentially based upon
exploiting long observational data sets to identify key relationships between the ocean and
atmosphere in the past. They range from simple approaches that refine persistence (Colman
and Davey 2003), analogue or linear regression techniques, sophisticated schemes utilising
nonlinear canonical correlation analysis, and probabilistic schemes (Mason and Mimmack
2002) or Markov chains (Pasmanter and Timmermann 2003). A comprehensive comparison
of results derived using these various approaches to forecast one particular event – the 1997/98
ENSO event – is given by Barnston et al. (1999a) and Landsea and Knaff (2000).
Most statistical models are based on the stationarity assumption and imply that the govern-
ing processes do not change with time and retain their statistical characteristic in principle
into the future. Therefore, such statistical models cannot be employed to study the func-
tioning of climate change processes and are strongly limited in anticipating unexpected
changes in the climate system. Further, these models typically tend to be designed and
trained for one particular quantity and time-scale in one particular location (e.g. ENSO
index). Dynamical models require the initial state of the climate system with an accu-
racy as high as possible, while statistical models are based on a high-quality historical
record.
To summarise, the prediction and validation of climate variability for each scale is beset
with its own characteristic difficulties. Computational costs are linked to the degree of the
model’s comprehensiveness in representing the primary physical processes and their space-
time resolution. It is important to note however, that there are limits to the reduction of
complexity for an adequate representation of climate variability, e.g. the need to represent as
realistically as possible atmospheric transients in climate experiments.
2.3 Types of uncertainty
Foundational to the assessment of climate projections is the recognition that they are linked
to various intrinsic and inevitable uncertainties (Reilly et al. 2001; Allen et al. 2001), and
below we set out the rudiments of three types. Together the three sources of uncertainty
contribute to the uncertainty of a prediction (cf. Figure 1).
Type I uncertainty relates to the selection or construction of emission scenarios and the
implications for the radiative forcing and is mainly relevant for decadal to centennial climate
projections (cf. for instance Sutton 2005). Nakic´enovic´ et al. (2000) proposed 40 different
emission scenarios (SRES) that were to be viewed as “images of how the future might unfold”.
The scenarios took into account “demographic development, socio-economic development,
and technological change” (although no political intervention), but “probabilities or likeli-
hood were not assigned to individual scenarios”. For 35 selected scenarios the total radiative
forcing from 1990 to 2100 ranges from about 3.1 to 8.1 Wm−2 (Wigley and Raper 2001).
Thus differing emission scenarios result in uncertainty related to radiative forcing. However
the absence of an assigned probability to the scenarios makes it difficult to quantify the un-
certainty (Schneider 2001; Gru¨bler and Nakicenovic 2001), and the high dimensionality of
the phase space militates simulating all possible settings with GCMs.
Type II uncertainty is linked directly to the nature of the climate system. The system is
highly non-linear and its evolution is irregular, and forecasts are subject to imperfectly known
initial and boundary conditions. Slightly different representations of the initial state or forcing
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III)   Model error Imperfect models
Limited representation of physical processes
Limited knowledge of processes
Structural uncertainty
Stochastic physics
Multi-model approach
Models of intermediate complexity
II) Predictability of Climate System
Natural variability
Imperfect initial conditions
Imperfect boundary conditions
Ensemble simulations (w.r.t . i.c. and b.c.)
Dynamical studies on variability
Perfect-model approach
Forecast uncertainty
Application-dependent quantification of forecast skill
To what extent do probabilistic forecasts represent forecast uncertainty?
I)    Scenario uncertainty
Emission scenarios and resulting radiative forcing
Fig. 1 Schematic illustration of the three components of forecast uncertainty (bold), that are discussed in
Section 2.3. The assigned keywords refer to the contributions of each type. Also mentioned are some modelling
approaches and related research areas (italic) that are elaborated further in Sections 3 to 5. Refer to text for
details
can lead to very different but equally feasible projections into the future. A preliminary
estimate of the climate sensitivity to a change in an individual forcing can be obtained by
measuring the impact upon some pertinent parameter.3 Cubasch et al. (2001) calculate climate
sensitivity from 15 atmospheric GCMs coupled to mixed-layer ocean models. The resulting
values range from 2.0 to 5.1 ◦C, and their final estimated values based on “expert elicitation”
range from 1.5 to 4.5 ◦C. Such an estimate of this type of uncertainty is neither fully objective
nor is it accompanied by probabilistic representations. Moreover (cf. Section 2.1), the climate
system exhibits an intrinsicly chaotic behaviour. Hence climate variability is often sustained
by stochastic, unpredictable or unresolved processes. The degree of forecast uncertainty is
dependent on the actual state of the atmosphere, i.e. modulated by natural climate variability.
Type III arises from the fact that the representation of the climate system in a weather or
climate model is inevitably incomplete and inadequate. The models carry uncertainty due
to (i) the chosen formulation of model equations of the prediction models themselves (so-
called structural uncertainty); (ii) the limited representation of physical processes, e.g. due to
resolution or due to our limited knowledge of the relevant processes and (iii) the non-linear
interactions between climate components themselves. The complexity of the climate system
(type II) and the model imperfection (type III) are thus intimately linked.
For type III uncertainty due to an imperfect knowledge of processes can be exemplified
by the estimation of the radiative forcing. For the well-mixed greenhouse gases (GHGs) the
radiative forcing from pre-industrial to present can be inferred with a relatively high con-
fidence. However the forcing due to other radiatively active species is not well constrained
(Ramaswamy et al. 2001). In particular, the radiative forcing due to the indirect effects of tro-
pospheric aerosol has the largest uncertainty (Haywood and Boucher 2000; Knutti et al. 2002;
3 For instance the equilibrium climate sensitivity to CO2 changes is defined as the equilibrium response of the
global mean temperature to the forcing that results from a doubling of the atmospheric CO2 concentration. It
is inversely proportional to the strength of the feedback processes in the system that act to counter a change
in forcing IPCC:1990,IPCC:1996,IPCC:2001.
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Anderson et al. 2003a), followed by mineral dust (Ramaswamy et al. 2001). Ramaswamy
et al. (2001) presented the uncertainty range for the indirect effect of tropospheric aerosol as
−2 to 0 Wm−2, with an extreme value being nearly comparable in magnitude to the GHG
radiative forcing of 2.4 Wm−2. This uncertainty originates essentially from the combination
of a lack of global and long-term observations and a poor understanding of the underlying
processes. Uncertainties in other forcings such as the direct effect of tropospheric aerosols
and tropospheric ozone could be similarly large if they are added together (IPCC 2001).
Together these three types of uncertainty place a limit upon the predictability of the system
and determine the reliability of the prediction.
2.4 Probabilistic forecasts, errors and uncertainty
In view of the foregoing it is highly desirable to quantify the forecast uncertainty (Palmer
et al. 2005) and to assess the flow-dependent predictability of the atmosphere-climate system.
To this end it has become customary to produce probabilistic estimates of the projected
development. A traditional deterministic forecast given by a certain value for the predicted
quantity (e.g. temperature will be 25 ◦C) carries no information on the uncertainty. In contrast,
probabilistic forecasts can provide a quantitative indication of the level of uncertainty inherent
in the prevailing climatic configuration. They usually result in an estimate of the probability
density function (PDF) for the predicted quantity (e.g. a forecast histogram for temperature)
or the probability for the incidence of a particular event (e.g. probability for the temperature
to be above 25 ◦C). Provided an estimate is available of the range of uncertainty in input
(e.g. emissions) and model parameters, the strategy is to try and cover the largest possible
area of model phase space so as to provide probabilistic estimates of a projected development.
A probabilistic forecast can be obtained in various ways. (i) Statistical forecasting sys-
tems can be set up not only for the mean tendency but also for a direct prediction of the
PDF moments. However, this requires the derivation of equations governing the evolution
of the mean and higher-order statistical moments, and moreover the interdependency of the
moments poses difficulties regarding the cut-off (i. e. the closure problem), cf. Ehrendorfer
1997 and references therein. (ii) Sampling the PDF by multiple integrations of the prediction
model. This ensemble strategy (e.g., Palmer 1993; Palmer et al. 2005) requires performing a
large number of model runs with slightly altered conditions so as to mimic the forementioned
uncertainties (I)–(III). Specifically, single-model ensembles can be obtained by multiple in-
tegrations with slightly different initial and boundary conditions. This approach provides
information on the single-model prediction uncertainty from uncertain starting conditions
(Tracton and Kalnay 1993; Palmer and Anderson 1994; Stern and Miyakoda 1995). Ad-
ditionally, the uncertainty due to unresolved processes can be described by introducing a
stochastic component during the integration (Buizza et al. 1999) or by implementing so-
called stochastic-dynamic subgrid models (Palmer et al. 2005). The degree of inter-model
uncertainty can be assessed by comparing results obtained with different models (multi-model
ensemble). This has been a key feature of successive IPCC assessments. (iii) Assigning an
error bar to each variable and process. This requires tracing the evolution of the assigned error
bars with the dynamical equations to derive a non-linear estimate of the uncertainty range
(forward modelling, cf. Section 3.3). This approach is difficult when non-linear interactions
dominate and it is also not trivial to estimate the (model dependent) error bars.
Available computer resources limit the use of comprehensive climate models to obtain
single-model ensemble runs to evaluate their sensitivity to the representation or specification
of particular processes. However complementary strategies can be adopted to at least partially
circumvent this shortcoming. First a novel approach geared to exploiting the computational
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resources available via grid computing (Allen 1999; Allen and Stainforth 2002; Stainforth
2005) enables ensemble simulations to be undertaken with a single but relatively complex
GCM using differing physical parametrizations (cf. Section 3.2). Second a somewhat more
simplified climate model with less detailed physical representations and spatial resolution
that is concomitantly much more computationally efficient can be deployed in an ensemble
mode (cf. Section 3.3).
However, one should be aware that the error and uncertainty estimates are obtained in the
self-contained model world. This prompts the caveat “Can we estimate the uncertainty in our
uncertainty estimates? [...] Ultimately, all uncertainty is quantified within a given modeling
paradigm and our forecasts need never reflect the uncertainty in a physical system.” (Smith
2002).
Finally note that quantitative information on the uncertainty can be crucial for many
end-user applications. The intrinsic dynamic predictability limit of the atmosphere must be
sharpened or tailored to match the end-users’ needs, since different applications often depend
upon and require different metrics of uncertainty. More details on ensemble forecasting and
the definition of model skill is outlined in Section 4.2.
In the subsequent sections consideration will be given sequentially to the range of extant
approaches adopted to derive multi-decadal climate projections, seasonal predictions, and
sub-seasonal weather phenomena that significantly contribute to seasonal climate variability.
For each of these three time-scales novel results are presented that give an indication of
the nature (and limitations) of the models used to forecast the evolution, and the techniques
adopted to reduce or cope with the forecast uncertainty.
3 Multi-decadal climate projections, models and uncertainty
In this section the focus is on climate projections for decadal and centennial time-scales.
Particular attention is devoted to the deployment of a hierarchy of climate models to assess
and reduce the uncertainty that accompanies such predictions, and the results derived with
such a hierarchy can in principle increase our understanding of model uncertainties provided
care is excersised in their interpretation.
3.1 Models of reduced complexity
Figure 2 provides an overview of both the atmosphere and ocean component of a hierarchy of
models of varying complexity. Notwithstanding the caveats of reduced complexity models
mentioned in Section 2.2, a range of these models have been and are currently used to
study specific aspects of the climate system and to examine the accompanying sensitivity
(cf. Figure 2). Examples are energy balance models (EBMs), radiative-convective models
(RCMs), statistical dynamical models (SDMs), and quasi–geostrophic (QG) models. EBMs
are based on vertically-integrated energy balance equations, and further averaging may be
made in horizontal directions (e.g., Budyko 1969; Sellers 1969; North et al. 1981). They may
also include a moisture balance equation when coupled to ocean models. Transport in EBMs
is usually parametrised by eddy diffusion. RCMs solve vertical radiative energy transfer
equations with a prescribed convective adjustment scheme deployed to maintain vertical
stability (e.g., Manabe and Strickler 1964; Manabe and Wetherald 1967; Ramanathan and
Coakley 1978). SDMs employ somewhat more sophisticated parametrisations than EBMs
and represent the statistical behaviour of synoptic-scale processes with empirically-based
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3
Fig. 2 A hierarchy of climate models and their substitutes categorised in terms of resolved spatial dimensions
in atmosphere and ocean components. The names of specific models are given in bold italics. The table is
intended to present examples of existing models and is not complete. Abbreviations are explained in the text.
Modified from Stocker and Knutti (2003)
relations (e.g., Saltzman 1978). A rigorous approximation to the dynamical equations is
made in QG models (e.g., Galle´e et al. 1991; Opsteegh et al. 1998; Hogg et al. 2003).
Examples of ocean model components of reduced complexity are 1-D upwelling-diffusion
(UD) models and zonally averaged thermohaline circulation (THC) models (e.g., Marotzke
et al. 1988; Wright and Stocker 1991). Examples of dynamically simplified 3-D models are
frictional geostrophic (FG) models (e.g., Maier-Reimer and Mikolajewicz 1992; Edwards
and Marsh 2005; Mu¨ller et al. 2005) and QG models (e.g., Hogg et al. 2003).
In some applications, substitutes of climate models are used that take the form of pulse
response models. The latter assume a linearity of the response but dramatically increase the
computational efficiency (Joos and Bruno 1996). Alternatively a neural-network approach
formally removes the linearity assumption but does not necessarily replicate the system’s
non-linear characteristics (Knutti et al. 2003).
In the next sub-sections we review approaches of assessing uncertainty using models of
different complexity.
3.2 Uncertainty assessment with GCMs
Beyond observational validation of individual models there have been concerted international
efforts to evaluate the performance of GCMs with model intercomparison projects. Such
projects involve the coordinated conduct of experiments, and examples include atmospheric
GCM simulations with prescribed, historical sea surface conditions (AMIP, cf. Gates et al.
1999) and coupled GCM simulations with a historical, scenario, or idealized forcing (CMIP,
cf. Covey et al. 2003). These studies reveal the range, similarities and differences in model
behaviour and help to pinpoint the important processes whose better representation can
improve GCMs. While such an approach is fundamental to capture the structural uncertainty
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(see type III, Section 2.3), it is not designed to assess parametric uncertainty (the uncertainty
associated with model parameter values).
Parametric uncertainty was systematically investigated by Murphy et al. (2004) in a single
atmospheric GCM coupled to a mixed-layer ocean model. It involved an ensemble simula-
tion of the present-day climate with 53 different model set-ups with 29 key parameters being
varied separately. The relative reliability of different model set-ups was assessed based on
the deviation of simulated climate from observations. Climate sensitivity (cf. 2.3) was then
estimated by linearly combining the climate feedback parameters, weighted according to
the models’ “diagnosed” reliability. A PDF of climate sensitivity was obtained from ∼106
random combinations of values for the model parameters. With this observational constraint
the 5–95% confidence interval of climate sensitivity narrowed from 1.5–5.3 ◦C to 2.4–5.4 ◦C.
However the validity of the linear combination of climate feedback parameters can be ques-
tioned (Stainforth 2005), and on the basis of results with a “grand ensemble” of 1000 GCM
simulations a case can be made for a much wider range of climate sensitivity, 1.9−11.5 ◦C. A
caveat is that the latter range was not constrained by observations and hence reflects simply
the a` priori PDFs.
Allen et al. (2000) and Stott and Kettleborough (2002) evaluated the uncertainty in predic-
tions of future warming by using an empirical linear relationship between the 20th century
and the mid-21st century warming in models with a hierarchy of complexities. The mid-21st
century warming is scaled based on the simulated 20th century warming so that the latter
becomes consistent with observations. This scaling was done in a reduced spatio-temporal
space applying optimal fingerprinting (or optimal detection method; cf. Weaver and Zwiers
2000; Zwiers 2002). The strength of the method is that the prediction is minimally affected
by the uncertainty in climate sensitivity and ocean heat uptake. In other words, the mod-
els are not required to simulate the amplitude of the response accurately, but merely its
structure. A limitation is that this approach is not applicable if for example the balance
between GHG and sulphate aerosol forcing changes with time. In addition, the projection
does not take into account the abrupt climate change that could result from non-linear ef-
fects. Furthermore, the method cannot, by design, account for the forcing uncertainty. In
summary, significant progress has been made during the last few years in the assessment of
uncertainty with GCMs despite the obstacle posed by the severe computational cost of those
models.
3.3 Uncertainty assessment with reduced complexity models
3.3.1 Forward modeling to assess uncertainty
To provide a probabilistic “guidance” to the estimates given in Cubasch et al. (2001),
Wigley and Raper (2001) assigned, based on IPCC (2001), PDFs to input and model pa-
rameters that have large uncertainty: aerosol forcing, climate sensitivity, ocean vertical dif-
fusivity, and carbon cycle feedback. The procedure followed was to integrate a UD/EB
model with various combinations of parameters (∼106 simulations in total) to yield PDFs
for the future temperature change. With an estimated 5–95% confidence interval of warm-
ing from 1990 to 2100 the change ranges from 1.7 to 4.9 ◦C. Note however that the de-
rived uncertainty range mainly reflects the subjectively determined a` priori PDFs of in-
put and model parameters, and hence is not an objective quantity. In addition, the absence
of ocean and atmospheric dynamics in the model set-up limits determination of the full
uncertainty.
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3.3.2 Inverse modeling to assess uncertainty
The application of inversion procedures are common in many geophysical settings. Typically
they involve the estimate of unknown parameters of a system with given input and output, or
an estimate of the input with given system and a known output. For linear systems a direct
inversion is often possible. However one has to adopt the approach of indirect inversion if the
system is non-linear (e.g. the climate system), or if neither the input nor parameters are known
(e.g. sulphate aerosol forcing and ocean mixing parameters). In a climate modelling setting
this entails adjusting the unknown parameter values to minimise the residuals ( – difference
between the simulated and observed values) by repeatedly performing forward simulations.
In effect observations are used to constrain the range of unknown or uncertain parameters
using the so-called Bayesian approach. This approach requires, by design, a large number
of ensemble members, and current computational cost prohibits its application to coupled
GCMs. An example with a reduced complexity model will be given later (Section 3.4).
Recently, several studies with different types of reduced complexity models exploited
the inverse approach to assess the uncertainty associated with radiative forcing, climate
sensitivity, and ocean mixing. Andronova and Schlesinger (2001) used a similar type of
model as Wigley and Raper (2001), and conducted ∼104 simulations. Using mean and
interhemispheric difference in near-surface air temperature as constraining variables, the
estimated 5–95% confidence interval for total sulphate aerosol forcing and climate sensitivity
range from −0.54 to −0.13 Wm−2 and 1.0 to 9.3 ◦C, respectively. Forest et al. (2002) used
a zonally averaged 2-D SDM coupled to a mixed-layer ocean model in which temperature
anomalies diffused into the deep ocean, and conducted ∼101 simulations. Using latitude-
height air temperature, and global mean near-surface air temperature and ocean heat uptake as
the constraining variables, the estimated 5–95% confidence intervals for total anthropogenic
aerosol forcing, climate sensitivity, and effective ocean diffusivity range from −0.3 to 0.95
Wm−2, 1.4 to 7.7 ◦C, and 1.8 × 10−4 to 56.0 × 10−4 m2s−1, respectively. Knutti et al. (2002)
used a similar model as Stocker and Schmittner (1997), and conducted ∼104 simulations.
Using global mean observational records of both near-surface air temperature and ocean
heat uptake as constraining variables, their estimated 5–95% confidence interval for indirect
aerosol forcing ranges from −1.2 to 0 Wm−2. The a priori uncertainty range for climate
sensitivity from 1 to 10 ◦C was not narrowed. The number of ensemble members can be
increased to the order of ∼106 by introducing a neural network to serve as a model substitute
(Knutti et al. 2003). Noting that indirect aerosol forcing has the largest uncertainty among
radiative forcing agents, the results of the latter studies constitute a reduction in the uncertainty
of this effect in comparison to the forward modeling approach (Anderson et al. 2003a).
However these studies do not place a strong constraint upon the climate sensitivity and the
value of the ocean mixing parameter with the given large uncertainties in forcing.
3.3.3 Ensemble kalman filtering
As noted earlier there are large uncertainties associated with the representation of unresolved
processes in climate models. Annan et al. (2005) and Hargreaves et al. (2004) applied a data
assimilation technique with an ensemble Kalman filter to derive an objective estimate of
uncertainty in parameters of a 3-D FG ocean model coupled to a 2-D EBM. In the usual
data assimilation framework, state variables such as temperature and salinity were adjusted
to minimise the difference between simulations and observations (i.e. the residuals) at every
assimilation point. This adjustment results in state variables ‘approaching’ observations. The
relation between model parameter values and the residuals were obtained by conducting
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an ensemble simulation with different parameter sets. In turn this information was used to
update or adjust the model parameters towards optimal values so that residuals are minimised.
In these studies, the modern steady state is considered to constrain 12 model parameters.
The advantage of this method is that it requires a moderate number of ensemble members
of 54 although the sensitivity of the results to this number is not presented. The method
was shown to be orders of magnitude more efficient than the 1000-member Monte Carlo
simulations of Edwards and Marsh (2005). An ensemble simulation with the estimated model
parameter uncertainty range under a generic 1% annual increase of atmospheric CO2 exhibits
a qualitatively similar spread of future THC as Knutti and Stocker (2002).
3.4 Reduction of uncertainty
The Bayesian approach applied to reduced complexity models is a powerful tool to assess the
uncertainty in forcing and model parameters. Moreover the availability of more observational
data in the future will serve to constrain more tightly the uncertain parameters and thereby
result in a reduction in the corresponding value of the uncertainty.
To demonstrate this possibility, we extend the ensemble approach of Knutti et al. (2002)
using a global EBM coupled to a 1-D diffusion ocean model. The concept of the experiment is
schematically depicted in Figure 3. It entails four steps. First, the model is integrated to obtain
a surrogate of observational records from 1765 to 2100, and thereafter an uncertainty range
is added to this ’true record’ by assuming a reasonable magnitude for the internal variability.
Second, a` priori PDFs are assigned for climate sensitivity, ocean vertical diffusivity, and
radiative forcing based on IPCC (2001) as in Knutti et al. (2002). Third, 10,000 model
simulations are performed to obtain a` posteriori PDFs for parameters that are consistent with
the observational substitute. Fourth, future forcings are projected using the posteriori PDFs
to obtain PDFs of future warming. Figures 4a and b show the PDFs of future warming for
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Fig. 3 Schematic diagram of the ‘perfect model’ experiments in demonstrating the reduction of uncertainty
assuming the existence of longer observational records. Each thin curve represents an ensemble member.
Shading represents the sum of an observational substitute (‘true answer’) and assumed internal variability
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Fig. 4 Projected probability density functions (PDFs) for warming from 1765 to 2100 after the removal
of climate sensitivity, ocean vertical diffusivity, and radiative forcing that do not match the ‘true answer’
(a substitute of observational records). The ranges of years in the upper right corner represent the periods of
near surface air temperature record used to constrain the uncertain parameters. Note that the same period is
used for the ocean heat content except that the starting year is 1955 instead of 1900. Vertical lines represent‘true
answers’. (a) SRES A2 scenario; (b) SRES B1 scenario; (c) same as in (a) but the ocean vertical diffusivity is
assumed to be known; (d) same as in (b) but the ocean vertical diffusivity is assumed to be known; (e) same
as in (a) but forcing is assumed to be known after year 2000; (f) same as in (b) but forcing is assumed to be
known after year 2000. See text for further details
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scenarios SRES A2 and B1, respectively. PDFs narrow moderately with the use of longer
observational records.
Figures 4c and d show the results subject to the assumption of perfect knowledge of ocean
vertical diffusivity. The results exhibit few differences from Figures 4a and b, implying that
the impact of the uncertainty in ocean vertical diffusivity on temperature changes is small
relative to other uncertainties. Figures 4e and f show the results when we assume perfect
knowledge of radiative forcing after the year 2000. Here the results narrow dramatically
the PDFs and thereby reduce the uncertainty range. This result points to the importance
to focus efforts in quantifying the radiative forcing for the next decades. The figures also
reveal that PDFs are biased from true values when the parameters are not well constrained
by observations (cf. Figure 3).
Another possible avenue of future research is to increase the number of variables to further
constrain uncertainty parameters. For example recent observational studies (Curry et al. 2003)
showed that the anthropogenic signal is evident in the salinity field in the Atlantic Ocean
during the past four decades. This suggests that the salinity field could serve as a potential
constraint.
Here the focus was on estimating the uncertainty of climate projections. Next, we continue
to address probabilistic methods and introduce quantitative statistical measures of forecast
uncertainty, with a specific focus on the interface to operational application and the end-user
perspective. This will be exemplified on the seasonal time-scale.
4 Seasonal climate prediction
4.1 The rationale
A major addition to the forecasting repertoire of weather services in recent years has been
the development of operational techniques for seasonal climate predictions. It is argued that
sustained large-scale surface (ocean and land-surface) forcing can exert a coherent and con-
ceivably predictable atmospheric response on seasonal time-scales. Indeed the atmosphere
itself exhibits coherent large-scale climate variations on this time-scale. Likewise it has been
suggested that well-recognised atmospheric flow phenomena or features that are confined to
specific regions/layers but that are sustained on quasi-seasonal time-scales can influence the
seasonal patterns in the far-field. Two possible examples are the equatorially-based Madden-
Julian Oscillation and the stratospheric polar annular oscillation.
Seasonal forecasts are derived using either statistical or dynamical models or a combi-
nation (for an overview see Goddard et al. 2003). In practice elements of the statistical and
dynamical approaches are combined in a seasonal forecasting system (e.g., Palmer et al.
2005). For example a serial approach utilises a statistical model to generate oceanic bound-
ary conditions for the atmospheric dynamical model (Colman and Davey 2003). Likewise the
output of dynamical models can be subject to statistical post-processing to compensate for
model drift or to counter known limitations such as resolution. Such a model calibration re-
quires an adequate number of forecasts performed from initial states in the past (“hindcasts”).
Most dynamical models or hybrid forecasting systems based upon a mix of statistical and dy-
namical ingredients exhibit a low signal-to-noise ratio.4 Hence the desire to derive estimates
of forecast uncertainty in the probabilistic framework (Palmer 1993).
4 Ratio of the variability related to external forcing and the unpredictable part of internal variability.
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4.2 Ensemble prediction and multi-model approach
One approach to this end is to perform multiple integrations with a specific dynamical
model (cf. Section 2.4). One such example is the ECMWF Seasonal Forecast System 2
(Anderson et al. 2003b). It comprises a state-of-the-art coupled atmosphere-ocean model
with the resolution of the atmospheric component being higher than standard GCMs and
lower than that of the ECMWF’s daily weather forecasting configuration. It produces 40
ensemble members, and runs operationally on a monthly basis with hindcasts available from
1987 onward.
Figure 5 shows the results from a typical seasonal ensemble forecast. Each line represents
the predicted daily temperature anomaly for the individual members. Clearly care is required
in the interpretation of such forecasts, noting that the ensemble mean does not encapsulate all
useful information. It is evident that in this particular example there is a very low signal-to-
noise ratio throughout, indicating a ly less-predictable situation. Note that the signal-to-noise-
ratio depends on the averaging of the data and would be different for monthly and seasonal
means. Naively it might be expected that the spread of the members would increase with
integration time. Here, however the spread does not increase steadily, reflecting a temporally
varying predictability.
Another approach to garner more information for the post-processing statistics is to in-
corporate data from many different models. In effect such a multi-model prediction system
(Fraedrich and Leslie 1987; Pavan and Doblas-Reyes 2000; Kharin and Zwiers 2003) can
shed light on the uncertainties due to model formulations. This additional step leads to
the concept of multi-model ensemble prediction systems (Harrison et al. 1995; Palmer and
Shukla 2000; Shukla et al. 2000) that co-consider model-based and initial data uncertainties.
Improvement in the performance using such a multi-model ensemble formulation has been
shown for seasonal forecasts (Doblas-Reyes et al. 2000; Graham et al. 2000; Palmer et al.
Fig. 5 Forecast initialized at 1 June 2004 for a point in NW-USA for the 2 m temperature. Shown are all 40
individual members (grey), the ensemble mean (solid line) with +/− standard deviation (dashed) as anomaly
versus the 1987 till 2001 model climatology. The forecast is based on the operational ECMWF seasonal
forecast system 2. The daily values are smoothed using a 14 day running average
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2004). However the relative merit of using a larger ensemble with a single model versus an
ensemble derived from different (possibly inferior) models remains an open issue (Hagedorn
et al. 2005; Doblas-Reyes et al. 2005). In this parallel approach, the forecasts of (ideally)
independent sources and models are directly combined, e.g. as linear combination (Barnston
et al. 1999b; Coelho et al. 2004) The technique of weighting the forecast models depend-
ing on their past performance (Thompson 1977) is still controversial since it is difficult to
measure the model quality in its full phase space (Pavan and Doblas-Reyes 2000).
4.3 Forecast verification and skill scores
The difficulty of dealing with probabilistic forecasts is evident from inspection of Figure 5:
How can such a noisy ensemble be quantitatively compared with a single observation? This
illustrates the challenge in designing suitable verification procedures, and there are a range of
measures (scores) for probabilistic forecast quality, i.e. the error relative to the corresponding
observation.
Examples are Brier Scores (BS) or the Relative Operating Characteristics (for details see
Swets 1973; Wilks 1995). These scores apply to forecasts for a specific kind of event (e.g. the
probability that the temperature exceeds a certain threshold value), and are therefore termed
dichotomous scores. Other more general scores are multi-categorical and provide both a
measure of the shape as well as the central tendency of the whole probability density function
(PDF), e.g. the probabilities that the temperature exceeds a range of different threshold values.
One example is the ranked probability score (RPS) (Epstein 1969; Murphy 1969, 1971). It
is an extension of the BS to multiple probabilistic categories. The RPS is usually calculated
in probability space and not in physical space. For example, the threshold value for the RPS
must not necessarily be a physical value but could also be defined relative to its statistical
recurrence time in the past (i.e. quantile).
The comparison of the forecast performance with a reference forecast is measured by the
skill score (SS). Formally the skill score describes the benefit of a forecast score S over the
reference forecast score Sref relative to a perfect forecast score Sperf (=0), i.e.
SS = S − Sref
Sperf − Sref = 1 −
S
Sref
(1)
As a reference forecast, usually a climatological, persistence or random forecast is employed.
A positive skill score indicates an improvement with respect to the reference forecast, a
negative skill a degradation.
A particular problem of systems with small ensemble size is that a comparison between the
scores suffers from different discretization of the forecast and reference forecast probabilities.
This leads to a negative bias of the expected skill score for systems with small ensemble size,
commonly referred to as the equitability problem (e.g., Mason 2004). For the examples pre-
sented here (Sections 4.4 and 4.5) the skill score is evaluated by a newly defined modification
which is referred to as debiased version of the standard RPSS (RPSSD , Mu¨ller et al. 2005a).
The proposed modification involves the re-sampling of the reference forecast. For forecasts
with no skill, the RPSSD gives values of zero even for systems with small ensemble sizes.
4.4 Potential predictability on seasonal time scales
In this sub-section we illustrate some of the points made above in the context of two particular
settings. The first is the observationally-based forecast approach (FA). Here we deploy it in
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the context of the ECMWF ERA-40 reanalysis data. The data set forms both the (quasi-)
observations and defines the climatological distribution used as “reference” forecast. The
second is the perfect model approach (PMA). In this setting the reference forecast is based
on all single predicted ensemble members of the model climatology, and each single ensemble
member is treated once as observation. In effect the PMA estimates the potential predictability
of the system. It is independent of the real world observations and assumes that the model
fully represents the climate system. By construction it exhibits no systematic model drifts,
and provides a measure of mean shift and signal-to-noise ratio between the actual forecast
and the model climatology.
For many applications, station-based forecasts are needed. As an approximation the fore-
cast skill (RPSSD) of the 2m mean temperature is examined from a grid-point perspective.
Figure 6 shows an example of the potential seasonal predictability of the operational ECMWF
seasonal forecast system 2 for the period 1987–2002. In the FA (Figure 6a) high skill scores
are found over the oceans, in particular over the tropics. Highest values are located in the
El Nin˜o region in the eastern tropical Pacific, whereas the western Pacific, the Indian Ocean
and the tropical Atlantic show somewhat lower, but mostly significant positive skill. The
heterogeneous patterns in the region of Indonesia are mostly due to the differences between
the land-sea masks of the forecast model and the verification data set (ERA40). In the extra-
tropics, the Pacific basin exhibits wide regions of significant skill. For the Atlantic basin, the
Fig. 6 The RPSSD of the 3-monthly mean 2 m temperature with lead time of 1 month from 1987 till 2002
for the ECMWF seasonal forecast system 2. Shown are (a) the FA and (b) the PMA for all starting months
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values are closer to zero. Relevant for Europe, there is a band-like structure of a weak positive
signal across the northern Atlantic reaching from Newfoundland to the Bay of Biscay. Over
land, the skills are lower throughout. Highest values are found over Northern America, and
along the Pacific coast of Asia. Most other continents, in particular Europe, are associated
with negative or non-significant values.
The potential predictability estimated by the PMA supports these findings (Figure 6b).
The tropical oceans feature high potential predictability. In the extratropics, the oceans show
reduced but still significant positive values. Over land, the PMA implies a higher predictability
in the tropics than extratropics (e.g. over Africa and Southern America). A comparison to the
FA shows, that this potential is not realised in the actual forecast skill. A better agreement
between PMA and FA is found in the extratropics with very limited, but significant, skill
values. In particular over the European region the skill scores are in the order of less then
10%, both for PMA and FA.
4.5 Forecasting climate indices (ENSO and NAO)
Accurate extended-range predictions of regional and global climate indices are highly de-
sirable in the context of impact research and applications. Here we discuss and compare the
forecast skills for the ENSO and NAO index.
Coupled atmosphere-ocean models as well as statistical models yield a significant positive
level of forecast skill for ENSO up to a lead time of 12 months (for a review see Latif et al.
1998). The predictions depend critically on the phase of the ENSO (Fedorov 2002; Vitart
et al. 2003; McPhaden 2004). In a comparative study of the forecast for the 1997/98 El Nin˜o,
Landsea and Knaff (2000) examined 12 deterministic statistical and dynamical models and
found no skill beyond persistence on seasonal to inter-annual time scales for any model. More
generally, van Oldenborgh et al. (2003) compared the ECMWF seasonal forecast system 1
and 2 (Anderson et al. 2003b) against a statistical and a persistence model of the form of Knaff
and Landsea (1997) for the full period 1987–2001. In terms of skill, the statistical methods
perform similar to the dynamical models in the winter months. However, in the summer
months the skill scores of the statistical models are strongly reduced (“spring barrier”).
Among all models, the lowest skill score is achieved by the persistence model in the summer
months.
For the NAO, operational statistical and more recently dynamical forecasting systems
suggest only moderate skill. The statistical properties of the time series enables statistical
forecasts based directly on the time series (Stephenson et al. 2000). Other efforts have focused
on the role of the Atlantic SST (Czaja and Frankignoul 1999, 2002; Peng et al. 2003), Eurasian
snow cover (Cohen and Entekhabi 1999) and more recently the lower stratosphere (Baldwin
and Dunkerton 2001; Baldwin et al. 2003). Recent modeling studies (Rodwell et al. 1999;
Rodwell and Folland 2002) and statistical approaches (Saunders and Qian 2002) provide
enhanced forecast skill with preceding summer/autumn SST. However, some authors explain
the skill as a statistical artefact (Bretherton and Battisti 2000). Several studies investigate
dynamical systems on the skill of NAO predictions (Doblas-Reyes et al. 2003; Mu¨ller et al.
2005b) and find very limited, but positive, skill values. Other large-scale variability patterns
in the Euro-Atlantic sectors exhibit higher predictability, probably due to a more direct ocean
forcing (Pavan et al. 2000a,b).
As an illustration, the skill for ENSO and NAO forecasts is calculated for the ECMWF
seasonal forecasts system 2 (Figure 7). For the NAO, the skill scores are much lower than
for the ENSO forecasts, with values of around 25% for the FA and much lower (8%) for
PMA. Both values are statistically significant as derived using a Monte Carlo approach. This
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Fig. 7 The RPSSD of (a) ENSO
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2001 for the ECMWF seasonal
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indicates that the potential predictability of this climate pattern is lower than the actually
achieved skill over this period. Indeed, skill scores of this magnitude are very sensitive to the
sample size and the NAO skill mainly originates from a few well-predicted events (Doblas-
Reyes et al. 2003; Mu¨ller et al. 2005b). The limited number of available hindcasts for the
operational ECMWF system 2 (15 years) is a major constraint for the verification.
The intra-seasonal dynamics of the above patterns of climate variability is at the heart of
the following Section 5.
5 Patterns of intra-seasonal variability and weather regimes
5.1 The rationale
The regional impact of climate change is communicated through the leading modes of climate
variability. To assess their behaviour under future climate change and to quantify the reliability
of climate projections it is necessary to identify the dynamical and physical mechanisms that
underly climate variability (Sutton 2005).
As indicated in Section 2.1, weather regimes such as atmospheric blocking, can have a
significant impact on the patterns of inter-annual variability. This is supported by their large
persistence of ∼10 days; their spatial extent (O(106) km2); and their significant disturbance
to the ambient climatic conditions. In effect blocking systems are associated with a reduction
of the in-situ zonal wind, and a deflection of transient cyclonic systems away from their
customary tracks with an accompanying marked redistribution of precipitation (Rex 1950a,
b, Trigo et al. 2004). Hence the correct prediction of intra-annual and intra-seasonal
variability and the associated uncertainty hinges to some extent on the predictability of
the blocking phenomenon. The processes involved in blocking formation are complex and
occur on a range of scales (see later), and their correct prediction, particularly their onset
and breakdown remains difficult (Anderson 1993; D’Andrea et al. 1998; Oortwijn 1998).
It is therefore instructive: to consider the relation between blocking and modes of climate
variability; to explore the cause-and-effect relationship between blocking and regional climate
patterns; and to review some of the notions on the underlying dynamics of blocking, that
might be crucial for the correct representation of blocking in models.
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5.2 Blocking occurrence and climate variability patterns
Climatologically for the Northern Hemisphere, the main centers of blocking activity are found
over the oceanic basins with a secondary peak over Eurasia (Sausen et al. 1995; Lupo and
Smith 1995; Wiedenmann et al. 2002; Schwierz et al. 2004). Some significant correlations
have been noted between blocking frequency and large-scale patterns of climate variability.
For example in the Pacific, the occurrence of intra-seasonal variations has been associated
with tropical SST anomalies with enhanced blocking occurring during the La Nin˜a phases
(Wiedenmann et al. 2002), and it is further speculated that this might be reflected in the PNA
pattern. However, other studies associate the intra-seasonal PNA variations to the Madden-
Julian Oscillation (MJO), while ENSO seems more closely linked to higher order patterns
of variability (Karoly et al. 1989; Frederiksen and Zheng 2004). In the Atlantic, the negative
NAO phase is correlated with blocking occurrence in the west and central North Atlantic
(Shabbar et al. 2001), while the positive NAO phase is associated with blocking over the
Western European and Scandinavian region (Scherrer et al. 2006). The opposing phases
of the higher modes of variability in the Atlantic region (EOF2-4, together accounting for
∼42% of variability) are even more clearly separating specific regions of European blocking
occurrence (Scherrer et al. 2006). Interestingly the phase-separated blocking regions are
significantly correlated in all 4 EOFs, for the daily as well as for the seasonal NAO-index.
This indicates that a large amount of inter-annual variability of the Euro-Atlantic region
results from intra-seasonal processes (Zheng and Frederiksen 2004; Frederiksen and Zheng
2004), where also tropical phenomena (such as the MJO) may play a role.
5.3 Temporal relationship between NAO and euro-atlantic blocking
The statistical correlations between NAO and Euro-Atlantic blocking, even though sig-
nificant, do not point directly to a cause-and-effect relationship. This requires a more
dynamically-based approach. One possibility is to investigate the evolution of the block-
ing system in relation to the contemporaneous strength of a variability pattern. To this end
consider the Atlantic region and the relationship of blocking with the NAO pattern.
Individual winter blocks with a minimum life-time of 5 days are identified with the ERA40
data set (1958–2002), their location logged on a 6-hourly basis and their track determined
from onset to breakdown (cf. Schwierz et al. 2004). Each block located entirely within the
Euro-Atlantic region [90◦W:50◦E] is recorded and this yields a total of 178 cases. Likewise
a similar procedure is followed for blocks located in the Pacific region [110◦E:110◦W], and
there are 211 cases in this category. With this data set it is possible to record the temporal
evolution of mean-flow climate parameters (such as the NAO index) during the life cycle of
the block.
Figure 8 shows the NAO index value throughout the life time of the blocking systems. (Note
individual blocking systems differ in their duration, and hence the index is plotted against
the relative blocking life time ranging from 0–100%). The NAO indices at a particular step in
the life cycle are then averaged over (i) all blocks in the Euro-Atlantic region, and (ii) blocks
in the Pacific, and a distinction is made between classes of blocks lasting less/more than 10
days.
The figure reveals several interesting features. In the Euro-Atlantic sector long-lasting
blockings are clearly associated with the negative NAO phase, cf. the spatial distributions
shown in Croci-Maspoli et al. (2006), whereas the blocks in the 5–10 day category exhibit
no such dependence. (For the Pacific sector there is no clearly detectable relationship of
blocks with the NAO index.) A particularly significant feature in the Euro-Atlantic sector
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Fig. 8 Development of the median NAO index (daily data, in units of the standard deviation) during the
blocking life cycles (relative life time of block in %) for winter (DJF) and for blocks with 5 day minimum
life time, for the Euro-Atlantic region (black) and the Pacific region (grey). Blocking are grouped by their
life-times between 5–10 days (dashed) and life-times greater than 10 days (solid). Refer to text for further
details. The index is that of the Climate Prediction Center CPC http://www.cpc.ncep.noaa.gov
relates to the relative temporal development of the NAO and long-lasting blocks (>10 days).
In effect the NAO index decreases (i.e. strengthens markedly) during the life cycle of the
block with the block starting to form in a near neutral NAO environment. Typically as the
blocks develop, the mean value of their contemporaneous NAO index decreases and reaches
its minimum at ∼35% of the blocking life-time. Subsequently as the block decays, the NAO
index also increases back toward a more neutral state. In essence these results indicate a
striking temporal relationship between the evolution of a synoptic-scale block that appears
to lead the progression of the large-scale flow into a significant NAO negative phase in the
Atlantic region.
5.4 Dynamics of blocking, physical processes
To address the question to what degree the phenomenon of blocking can be represented in
climate models, it is instructive to consider the dynamical processes and interactions central to
the formation, maintenance and breakdown of blocks. In particular current blocking theories
provide a hint of the spatial resolution and nature of the model formulation necessary to
simulate this intra-seasonal climate phenomenon.
The characteristic shift from a more zonal flow regime to the blocked flow state has been
linked to the existence of multiple stable flow equilibria and resonance (Charney and DeVore
1979; Legras and Ghil 1985). In effect multiple equilibria can be viewed as attractors –
“fixed points” – in phase space providing a predilection for certain flow regimes with specific
implications for predictability (cf. the studies using Lorenz-type models) (Yamane and Yoden
1997; Corti and Palmer 1997; Palmer 1999). Also it has been argued that the influence of
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topography upon the zonal mean flows can destabilise the flow and lead the system to oscillate
from one attractor to another (Haines and Hannachi 1995).
A related group of studies link blocks to the amplification of stationary planetary-scale
waves (Cerlini et al. 1999; Liu 1994; Da Silva and Lindzen 1993; Hansen and Sutera 1993;
Nigam and Lindzen 1989), and the importance of non-linear interactions with large-scale
travelling waves has been stressed (Egger 1978). For blocking, the constructive interference
of land-sea contrast (thermal forcing) and topographic forcing seems to be crucial (Ji and
Tibaldi 1983; Tung and Lindzen 1979; Egger 1978), and no long-lasting events (>6 days)
were possible without mountains in numerical sensitivity experiments (Mullen 1989a). From
mountain torque and angular momentum analyses, Lott et al. (2004a; b) also concluded, that
the jet streams’ interactions with large-scale topography play a key-role for hemispheric and
regional variability on the 20–30-day time-scale.
There is evidence that certain large-scale mechanisms precondition the atmosphere so as
to favour blocking formation. Da Silva and Lindzen (1993) and Nigam and Lindzen (1989)
showed that the stationary wave amplitude is sensitive to small shifts in the subtropical jet
and the sharpness of the jet. Preconditioning by teleconnection patterns involves a tropical
diabatic vorticity anomaly with a subsequent global-scale Rossby-wave train into the extra-
tropics (Hoskins and Karoly 1981; Simmons et al. 1983; Hoskins and Sardeshmukh 1987).
A more local view of blocking maintenance is the so-called eddy-straining hypothesis
that relates to the modification of the mean flow by the eddies (Berggren et al. 1949; Shutts
1983; Mullen 1987; Vautard et al. 1988). More recent studies by Tsou and Smith (1990), and
Lupo and Smith (1995) and others confirm the feedback from eddies to the mean flow in the
case of blocking events.
It has been shown, that moist cloud-diabatic processes induced by transient synoptic
systems and orographic forcing can act to maintain blocking anomalies Schwierz (2001).
Transient disturbances are also believed to play a crucial role in the onset and breakdown of
the blocking anomalies. Deep upstream cyclogenesis appears to trigger Atlantic blocking. Ji
and Tibaldi (1983), Crum and Stevens (1988), and Lupo and Smith (1995) found a positive
correlation between the intensity of blocking anticyclones and the intensity of the precursor
cyclone development.
It is evident from the above that many components of the climate system potentially
play a role in the dynamics of blocking. From a predictability perspective, elements such as
topography, cyclones, moist processes, tropical and stratospheric forcings need to be resolved
and represented appropriately.
5.5 Predictability of blocking and climate patterns
Difficulties in forecasting block occurrence might well relate to the intrinsic predictability of
the associated climate regime. Studies have been undertaken using a range of approaches from
experiments with state-of-the-art NWP models to probabilistic methods, such as (i) seasonal
ensemble hindcasts of Euro-Atlantic wintertime variability (Pavan et al. 2000b), (ii) assess-
ment of predictability of blocking with ensemble methods (Frederiksen et al. 2004; Mauritsen
and Ka¨lle´n 2004; Pelly and Hoskins 2003; Watson and Colucci 2002), (iii) the multi-model
approach (Pavan and Doblas-Reyes 2000; Doblas-Reyes et al. 2003) (cf. also Section 4.2),
and also (iv) climate simulations and GCM intercomparison projects (Sausen et al. 1995;
Tibaldi et al. 1997; D’Andrea et al. 1998; Doblas-Reyes et al. 1998).
Some standard model deficiencies can impact on the prediction of blocks and intra-
seasonal variability. For example in GCMs these include: an excessive zonality of jet streams;
greater than normal storm track activity and undersimulation of low-frequency planetary and
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stationary waves. For the prediction of blocks themselves it has been noted that there is: –a
general tendency to underestimate blocking activity (frequency), particularly for extended
forecast times Jung (2005); –a lack of long-lived blocks (D’Andrea et al. 1998); –a tendency
of Atlantic blocking to be shifted east, since transients penetrate too far east and south as
the jet stream becomes too zonal (Doblas-Reyes et al. 1998) (Pacific blocking predictions
do not show this tendency). Moreover forecast model errors differ significantly in the skill
in representing Pacific and Atlantic blocks (Tibaldi et al. 1994), and indeed the skill of the
(ECMWF) seasonal model prediction is higher in the Pacific than in the Atlantic (Pavan et al.
2000a). This in turn might betoken the fact that different processes for blocking formation
prevail for the two main NH blocking regions.
A regime-dependent component has been found in forecast error fields (Molteni and
Tibaldi 1990), and the systematic model errors of 500-hPa geopotential height are related
to the inability to predict blocking (Mauritsen and Ka¨lle´n 2004). This has ramifications
for quantifying forecast uncertainty, and in particular the difficulties in correctly predicting
the onset and break-down of blocking periods have profound implications. In the medium
range, major forecast failures are associated with regime transitions, that affect the statistical
properties of the errors (Trevisan et al. 2001).
For long-range or seasonal prediction, the presumed linkage of sea-surface temperature
(SST) anomalies to patterns of climate variability and blocking is noteworthy and relates
to the paradigm of preconditioning the atmosphere towards specific regimes of variability.
Earlier studies hinted at the impact of Pacific SST anomalies on blocking location (Mullen
1989b). In the North Pacific, low-frequency (blocking) variability is enhanced during La
Nin˜a winters and hence potential predictability during El Nin˜o winters is increased (Chen
and van den Dool 1999). Using GCM experiments, Cassou et al. (2004) and Mathieu et al.
(2004) find that tropical and extra-tropical Atlantic SST anomalies can significantly affect the
excitation of North Atlantic climate regimes such as the NAO and blocking. The influence of
ENSO-modulated SST anomalies on Euro-Atlantic blocking can be limited by the model’s
ability to correctly represent planetary wave propagation from the Pacific into the Atlantic
(Pavan et al. 2000b).
5.6 Further comments and challenges
In this section we have emphasised the issue of predictability and illustrated the challenge of
climate variability prediction from a process-based standpoint. The range and interaction of
processes and the need to represent them sufficiently accurately is a major difficulty for predic-
tion. Here this was pinpointed in the context of the need for a better fundamental understanding
of the synoptic processes underlying the onset, maintenance and breakdown of blocks (sic.
weather regimes) and their non-linear two-way interaction with the pattern of climate-scale
variability.
For example the co-development of an individual blocking event and a negative NAO
phase has been shown to be linked to the life time of the block. The implication is that a
model should adequately represent the processes relevant for blocking (wave interactions,
diabatic heating, interactions with the ocean or stratosphere).
Sensitivity studies with climate models of parameters such as resolution, physical
parametrisation, moisture content, surface schemes, representation of ocean and tropical
processes might help to investigate the link between predictability of climate and weather
regimes. And indeed there are indications that some of the model errors for blocking can
be alleviated by increased resolution (Doblas-Reyes et al. 1998) and improvements in the
physical parametrisation (Molteni and Tibaldi 1990).
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6 Final remarks
A major difficulty in predictions and the assessment of uncertainty is the determination
and separation of influencing factors on climate variability and change. These comprise a
forced component (GHGs), internal sources (such as QBO, NAO, PNA, ENSO, feedback
with eddies), residual weather “noise” and their non-linear interactions.
It has been argued here that a hierarchy of models is a powerful approach to estimate
and assess the uncertainty. Dynamical models have been combined with models of reduced
complexity, and with statistical models. Beneficial for the assessment is an overlap between
the model evaluations. For instance models used in NWP can be combined with GCMs
for climate and seasonal time scales to determine the accurate representation of processes
(Section 5). Such GCMs in connection with reduced-complexity and statistical models,
which are often used in an ensemble mode, are efficient in the estimation of errors. In
addition such an overlap can lend credence to the applicability of the less-detailed models
(cf. Section 3). However, long-term projections – in particular when undertaken with
statistical models – rely on assumptions such as stationarity and ergodicity which are not
fulfilled for instance for dramatic changes in circulation patterns. (cf. Section 2). Climate
models, especially with reduced complexity and relaxed non-linearity, will not necessarily
foresee a major change in dominant circulation regimes (Smith 2002).
6.1 Internal, natural, and regional variability
Hence, the application of a model hierarchy is also beset with problems. In climate studies,
the internal variability of the climate system sets a level of background noise to attempts to
estimate or predict an external or anthropogenic signal (Manabe and Stouffer 1996; Stouffer
et al. 2000). A prediction by a single climate simulation or any parameter estimation that
uses observational records as a constraint is subject to the uncertainties due to this internal
variability and stochastic uncertainties (Murphy et al. 2004). These uncertainties are expected
to increase if one goes to regional scales.
It has been argued that the externally forced signal may be preferentially projected onto
the existing large scale modes of variability inherent in the climate system by changing the
probability distribution of weather regimes (Palmer 1998, 1999; Corti et al. 1999; Monahan
et al. 2000). Considering the impact of these large scale modes of variability on regional
climate (Hurrell 1995, 1996; Thompson and Wallace 2001) as well as on the THC (Latif et al.
2000; Delworth and Dixson 2000; Schmittner et al. 2000), the understanding of underlying
mechanisms of internal variability is important for (i) the justification of the choice of a model
of reduced complexity and (ii) the extension of uncertainty assessment toward regional scales.
In addition, the spatial inhomogeneity of radiative forcing, e.g. by tropospheric aerosols,
which is represented as a globally uniform radiative forcing in reduced complexity models,
may have a non-negligible impact on regional-scale climate change.
6.2 Reduced complexity models
The potential utility of a reduced complexity models is enhanced if its response overlaps and
replicates that of comprehensive model. An example of such an overlap is the projection of
future changes in the thermohaline circulation (THC). The fate of the THC in a warming
world has attracted considerable attention due to its significant global and regional impact.
Stocker and Schmittner (1997) used a multi-basin, zonally-averaged ocean model coupled
to a 1-D EBM and conducted a series of experiments with different boundary conditions.
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They found that the reduction of the THC depends on the rate of increase in GHG forcing. A
similar result, albeit in a much smaller parameter space, was derived with a 3-D fully coupled
GCM (Stouffer and Manabe 1999). The THC system is highly nonlinear, and hence a large
number of ensemble members are necessary to obtain a robust picture. Indeed, many GCMs
project quite different strengths of the future THC (as well as modern simulations). Knutti
and Stocker (2002), using a similar model as Stocker and Schmittner (1997), conducted an
ensemble of 100 simulations with different noise sequences which represent the atmospheric
internal variability. For that particular model setting they showed that the predictability of
THC is severely limited when the system approaches the instability threshold or bifurcation
point.
6.3 Structural uncertainty
GCMs, albeit expensive, are believed to be better suited for the use in projections of future
climate change. However, reduced complexity models are very useful to assess uncertainty
with probabilistic representations and ensemble methods. It is also possible for those mod-
els to objectively optimise the model parameter values, and hence reduce the parametric
uncertainties. For reduced complexity models to serve as GCM substitutes, it is desirable
to direct more effort towards the structural uncertainties. It remains a challenge to assess
how much uncertainty or error could be introduced by reducing the complexity of models.
Of course, structural uncertainty does not only exist in reduced complexity models but also
in GCMs. With regard to THC projections, for example, these are poor representation of
western boundary currents, deep convection, and flow over shallow sills. It is hoped that
these weaknesses in GCMs are continuously improved as our understanding on fundamental
processes and computational power increase. A hierarchy of climate models is useful and
necessary, but more studies, particularly in quantification of the structural uncertainty, are
highly desirable.
6.4 Operational application and challenges
Seasonal climate forecasting has recently become operational at many weather centers around
the globe. Such forecasts provide potentially useful information to support decision makers
in the governmental and private sectors. Substantial effort is also undertaken to improve ap-
plications in other sectors such as agricultural or health sectors (Palmer et al. 2004). But many
issues still need to be resolved. Assuming that the current models do adequately represent
the key processes and interactions Figure 6 suggests that the potential predictability is high in
tropical regions but rather small in the extra-tropical European region. From an application
perspective the following issues seem to be particularly important. First the climate system
itself needs to be potentially predictable in the region and for the quantity of interest. Second,
the current forecast systems still suffer from not being fully reliable systems. This indicates
that the way the spread of the ensemble system is generated needs to be improved. One
approach to do so is the use of a multi-model system as described in Section 4.2. Finally,
the climate models used need to be able to represent the relevant processes that control cli-
mate variability on seasonal time scales. An example is the development of blocking systems
(cf. Section 5).
Increased understanding of processes acting at this interface between weather and climate
is needed to bridge the gap between the time-scales. “Since they are the only patterns arising
from intraseasonal variability that contribute significantly to the interannual variability of
the seasonal-mean field, they are the major patterns that one should pay prime attention to
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in medium-range weather forecasting, in order to improve dynamical seasonal forecasts”
(Zheng and Frederiksen 2004). Potential shortcomings of the current models in representing
the salient physical mechanisms need to be identified. A combination of (i) data diagnosis, (ii)
sensitivity studies on resolution, parametrisations, moisture fields, surface schemes, ocean
and tropical representations, undertaken with a hierarchy of models, (iii) theoretical consid-
erations and (iv) the application of probabilistic methods are instrumental in this purpose.
Together with the necessity to integrate the various research efforts in the relevant fields.
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