The main goal of this article is to introduce a new notion of qualitative robustness that applies also to tail-dependent statistical functionals and that allows us to compare statistical functionals in regards to their degree of robustness. By means of new versions of the celebrated Hampel theorem, we show that this degree of robustness can be characterized in terms of certain continuity properties of the statistical functional. The proofs of these results rely on strong uniform Glivenko-Cantelli theorems in fine topologies, which are of independent interest. We also investigate the sensitivity of tail-dependent statistical functionals w.r.t. infinitesimal contaminations, and we introduce a new notion of infinitesimal robustness. The theoretical results are illustrated by means of several examples including general L-and V-functionals.
Introduction
Let M be a class of probability measures on R d , and let T be a statistical functional from M into a measurable space T. Next, let (X i ) i∈N be a sequence of i.i.d. random variables with common distribution µ ∈ M. Ifm n = 1 n n i=1 δ X i denotes the empirical distribution of X 1 , . . . , X n , then T (m n ) can provide a reasonable estimator for T (µ). Apart from issues such as consistency and error asymptotics, a central question concerns the qualitative robustness of the estimation against contaminations of the underlying model µ. Informally, qualitative robustness holds when for large n a small change in µ results only in a small change of the law of the estimator T (m n ). More precisely, a statistical functional T is said to be qualitatively robust at µ if for every ε > 0 there are some δ > 0 and n 0 ∈ N such that for every ν ∈ M and every n ≥ n 0
where d and d are probability metrics on M and on the class of all probability measures on T, respectively.
In the classical literature on qualitative robustness [7, 15, 16, 17, 21, 23] , the distances d and d in (1) are typically chosen so that they generate the respective weak topologies of measures. For instance, d and d are often taken as the respective Prohorov metrics. In dimension 1 the Lévy distance is also a common choice for d. It is a consequence of Hampel's celebrated theorem that such a choice essentially limits the concept of qualitative robustness to functionals T that are continuous for the weak topology at µ; see, e.g., [17, Theorem 2.21] . Statistical functionals such as the mean or the (co-)variance, which are tail-dependent and hence not weakly continuous, are consequently classified as nonrobust.
This division of the class of all statistical functionals into qualitatively robust and nonrobust ones appears to be somewhat coarse. For instance, it is intu-itively clear that a statistical functional such as the mean should be deemed more robust than a statistical functional like the (co-)variance, which involves higher moments of the underlying distribution.
The main purpose of this article is to introduce a new concept of qualitative robustness that applies to a very large class of tail-dependent statistical functionals T . The key to our approach lies in specifying a metric d on the left-hand side of (1) for which T becomes a continuous functional at µ. This can for instance be a weighted Kolmogorov-type distance or the sum of the Prohorov metric and a moment distance. Then we establish novel extensions of Hampel's theorem essentially stating that when T is continuous with respect to d then it is also qualitatively robust in the sense that (1) holds if we choose the Prohorov metric for d .
In many situations, our results allow for a direct comparison of two statistical functionals T 0 and T 1 in regards to their degree of robustness, a concept that has not been possible within the classical framework of robust statistics. In our setup, T 0 will have a higher degree of robustness than T 1 when T 0 is qualitatively robust for any choice of d for which T 1 is qualitatively robust. It will follow from our extensions of Hampel's theorem that such a comparison of the degree of robustness reduces to the much simpler analysis of the continuity properties of T 0 and T 1 . In the simple case of the mean and the (co-)variance, we thus see immediately that the latter has a lower degree of robustness than the former, which in turn has a lower degree of robustness than the median. Less obvious and more interesting examples will be discussed in Section 4.
Our specific extensions of Hampel's theorem derive from a general extension that, besides the continuity of T , requires to limit the probability measure ν in (1) to a subset M 0 ⊂ M that satisfies what we call the UGC property with respect to the metric d. This UGC property refers to the validity of a uniform Glivenko-Cantelli theorem with respect to d for i.i.d. random variables with distribution µ ∈ M 0 . Establishing the UGC property of a specific choice (M 0 , d) is thus the key ingredient of our robustness analysis. In Section 3, the UGC property is first established for a weighted version of the Kolmogorov metric. By comparison arguments, the UGC property is then extended to the L 1 -Wasserstein metric and to probability distances that arise as sums of the Prohorov metric and moment distances and may even be defined on a general Polish space. These results are not only at the core of our robustness analysis but also of independent interest.
We expect that our results will have several possible application, one for instance in the ongoing discussion on the appropriate choice of a financial risk measure. In finance, risk measures are used to determine the economic capital required for holding a risky position; see, e.g., [13] . The industry standard, Value at Risk, is a simple quantile functional, which has several drawbacks. These drawbacks have led to the introduction of the alternative concept of a coherent risk measure [1] . Recently, however, it was stressed in Cont et al. [6] that Value at Risk is qualitatively robust in the sense of Hampel, while most coherent alternatives are not. Since nonrobustness can supposedly lead to a frequent and expensive readjustment of the economic capital, the results from [6] seem to weigh heavily in favor of Value at Risk. Our refined notion of qualitative robustness, however, might bring this argument back into perspective since it is now clear that robustness is not lost entirely but only to some degree when Value at Risk is replaced by a coherent risk measure such as Average Value at Risk (also called Expected Shortfall). In fact, our results also show that Average Value at Risk is still more robust than the mean-standard deviation risk measure, which is also commonly used in practice.
Up to this point, we have discussed qualitative robustness. A related issue is infinitesimal robustness. There are different definitions of infinitesimal robustness in the literature, all relying on a special type of differentiability of the functional T (in contrast to qualitative robustness which is related to continuity of T through Hampel's theorem). For a discussion see, e.g., [16, 18] . Typically, the mode of infinitesimal robustness involves only the directional derivative of T at µ in direction δ x − µ, x ∈ R d , and this directional derivative, regarded as a function of x, the so-called influence function, is used to quantify the sensitivity of T at µ w.r.t. a contamination caused by an outlier x. Sometimes, however, a stronger notion of differentiability as Gâteaux or Hadamard differentiability is used. In this case one can also measure the sensitivity of T w.r.t. a general model contamination. On the other hand, this entails a similar problem as in the case of qualitative robustness. In fact, while most of the popular tail-independent statistical functionals are known to be Hadamard differentiable, it is commonly acknowledged that tail-dependent functionals are typically not Hadamard differentiable w.r.t. uniform norms; see also [3] .
That is, we again have a somewhat coarse division of the class of all statistical functionals into robust and nonrobust ones.
However, recently in [3] the notion of quasi-Hadamard differentiability was introduced, which ensures that also tail-dependent functionals can be Hadamard differentiable in a suitably modified sense. So, in Section 5 we will propose quasi-Hadamard differentiability as an alternative concept for infinitesimal robustness, and we will give some illustrating examples.
2 Qualitative robustness and a Hampel theorem
Further, let (T, T ) be a measurable space, and T : M → T be a mapping. Since M is a class of probability measures, T is also called statistical functional. For every n ∈ N, we assume that the mappinĝ
denotes the empirical probability measures associated with x (n) := (x 1 , . . . , x n ). For (2) to be well defined, we assume that the set of all such empirical probability measures is contained in M. Notice thatT n provides an estimator for T (µ). We let d be some metric on the set M 1 (T) of all probability measures on (T, T ), and d be some metric on M.
Definition 2.1 (Qualitative M 0 -robustness) Let M 0 be some subset of M, and let µ ∈ M 0 . Then the sequence (T n ) of estimators is said to be qualitatively M 0 -robust at µ w.r.t. (d, d ) if for every ε > 0 there are some δ > 0 and n 0 ∈ N such that for all ν ∈ M 0 and n ≥ n 0 One therefore has to think of M 0 as a subset of the domain M of T and of d as a metric that generates a finer topology than the weak topology. Several possible choices for d will be discussed in Section 3. For d , we will retain the classical choice of the Prohorov metric. To this end, we assume that T is equipped with a complete and separable metric d T and that T is the corresponding Borel σ-field. Recall that the Prohorov distance is given by
where
Definition 2.2 (N -continuity) Let µ ∈ M, and N be some subset of M.
Definition 2.3 (UGC property) Let M 0 be some subset of M. Then we say that the metric space (M 0 , d) has the UGC property if one can find for every ε > 0 and δ > 0 some n 0 ∈ N such that for all µ ∈ M 0 and n ≥ n 0
Here the acronym UGC stands for "uniform Glivenko-Cantelli". Examples for spaces having the UGC property will be given in Section 3. The following result extends Hampel's theorem and we will see in Sections 3 and 4 that it applies to a wide range of statistical estimators, including the sample mean or the empirical (co-)variance, when the metric d is chosen appropriately. Let E be the space of all empirical probability measuresm x (n) with x ∈ (R d ) N and n ∈ N, and recall that we assumed E ⊂ M.
Theorem 2.4 (Hampel's theorem) Let M 0 be some subset of M, and let µ ∈ M 0 . Further assume that (M 0 , d) has the UGC property. Then, if the mapping T is E-continuous at µ w.r.t.
The proof of this theorem can be found in Section A.1. The following Theorem 2.6 generalizes the converse of Hampel's theorem as given in [17, Theorem 2.21].
Definition 2.5 (Weak consistency) Let µ ∈ M. The sequence (T n ) of estimators is said to be weakly consistent at µ w.r.t. 
The proof of this theorem can be found in Section A.2.
Examples for metrics with the UGC property
In this section, we present several choices for M, M 0 , and d for which the UGC property can be verified. By Theorem 2.4, any statistical functional T that is E-continuous w.r.t. (d, d T ) will then be qualitatively M 0 -robust.
Known results
One of the most general versions of Hampel's theorem in the current literature is due to Mizera [21] . It works in the situation in which M 0 = M is the set of all Borel probability measures on a Polish space and d is the corresponding Prohorov metric d Proh . As ingredient in the proof, the UGC property is established for d Proh (see [21, Lemma 4] 
where f ∞ denotes the usual sup-norm and Lip(f ) is the Lipschitz constant of the Lipschitz function f . Since [21] ), the UGC property and a Hampel theorem for d Lip follow.
For one-dimensional observations and M = M 0 = M 1 (R), it is an immediate consequence of the Dvoretsky-Kiefer-Wolfowitz inequality (see, e.g., [11, 20] or [30, p. 268] ) that the UGC property holds w.r.t. the Kolmogorov metric
Here, F µ denotes the distribution function (or: df) of µ ∈ M 1 (R). Note that the Kolmogorov metric does not generate the weak topology but that it dominates the Lévy distance, 
Weighted Kolmogorov metric
Here we present a uniform Glivenko-Cantelli theorem w.r.t. a weighted version of the Kolmogorov metric. This metric is based on distribution functions and hence requires a univariate setting. But, as we will see in the subsequent sections, the corresponding Glivenko-Cantelli theorem will also yield multivariate corollaries via a comparison argument.
Let φ be a u-shaped function, i.e., a continuous function φ : R → [1, ∞) that is nonincreasing on (−∞, 0) and nondecreasing on (0, ∞).
This metric is a weighted version of the Kolmogorov metric, which corresponds to the special case φ := 1. The following theorem shows that, for all p > 1 and κ > 0, the metric space (M
Theorem 3.1 (Uniform Glivenko-Cantelli w.r.t. d (φ) ) Let φ be a u-shaped function and fix κ > 0. Then for all p > 1, δ > 0 and ε > 0, there is some n 0 ∈ N such that for all µ ∈ M φ p 1,κ (R) and n ≥ n 0
δ X i is the empirical probability measure at stage n of an i.i.d. sequence of random variables (on some probability space (Ω, F, P)) with distribution µ. The choice of n 0 is independent of the choice of (Ω, F, P) and (X i ).
The proof of this theorem can be found in Section A.3. In the case φ = 1 
Many alternative representations of d W 1 are known; see, e.g., [10] . Clearly, for every κ > 0 and λ > 1 the
is dominated by a multiple of the metric d (φ λ ) . Thus, an application of Theorem 3.1 (with some λ ∈ (1, λ)) yields:
Notice that Theorem 11.1.6 in [22] and Proposition 3.4 in [9] together imply a Glivenko-Cantelli result but not a UGC result for d W 1 . Further notice that Theorem 2.4 and Corollary 3.3 together yield a version of Hampel's theorem similar to Corollary 3.2.
A UGC metric for the ψ-weak topology
We now continue in a multivariate setting. A weight function will be a continuous function ψ :
is the coarsest topology for which all mappings µ → f dµ with f ∈ C ψ (R d ) are continuous (cf. Section A.6 in [13] ). Clearly, the ψ-weak topology is finer than the weak topology, and the two topologies coincide if and only if ψ is bounded. The following lemma provides some useful characterizations of the ψ-weak topology.
Lemma 3.4 Let ψ be a weight function. Then the ψ-weak topology is always metrizable, and for µ, µ 1 , µ 2 , . . . ∈ M ψ 1 (R d ) the following statements are equivalent:
Proof It is already known that the ψ-weak topology is metrizable (cf. [13] , Corollary A.45). Furthermore, the equivalence of (i) and (ii) follows by definition of the ψ-weak topology, whereas the chain of implications (i)⇒(iv)⇒(iii) is obvious. In order to show (iii)⇒(i), let M(R d ) be the set of all finite Borel measures on R d . We may associate any ν ∈ M
It is known that µ n → µ ψ-weakly if and only Ψ(µ n ) → Ψ(µ) weakly; cf. [13, p. 502] . Since statement (iii) implies that (Ψ(µ n )) converges weakly to Ψ(µ) by Theorem 30.8 in [2] we have shown the desired implication (iii)⇒(i). The proof is now complete.
2
In the sequel, we will focus on the following metric which generates the ψ-weak topology for any weight function ψ due to Lemma 3.4:
Let M Proof Fix κ > 0 and p > 1, and let µ ψ denote the law of ψ under µ ∈ M
where d W 1 is as in (6) 
Combining this with the UGC property of (
, we obtain the claim of Corollary 3.5.
By applying Theorem 2.4 we get the following extension of Hampel's theorem.
Corollary 3.6 Let ψ be any weight function, and suppose that T is continuous w.r.t. the ψ-weak topology at some µ belonging to M
Remark 3.7 We point out that Corollaries 3.5 and 3.6 are not limited to measures in M ψ (R d ) but that they also hold when R d is replaced by any Polish space S. To get this, one has to note first that we may retain the equivalence of the respective statements (i), (ii), (iv) in Lemma 3.4 using as the same argument from [13, Section A.6] . In particular, d ψ defined in (7) also metrizes the ψ-weak topology on M ψ (S). Next, the UGC property for the Prohorov metric on M 1 (S) was proved in [21, Lemma 4] . Now the result follows as before.
3 
Examples for qualitatively robust statistical functionals
In this section, we illustrate our theoretical results by means of general Land V-functionals as well as the covariance functional. We will frequently use the u-shaped function φ λ (x) := (1 + |x|) λ , x ∈ R, and the weight function ψ λ (x) := (1 + |x|)
λ , x ∈ R d , with λ ≥ 0 and | · | denoting the Euclidean norm on R d . We will also work with the function φ λ for λ < 0.
L-functionals
Let K be the df of a probability measure on ([0, 1], B([0, 1])), and M K be the class of all µ ∈ M 1 (R) for which |x| dK(F µ (x)) < ∞, where F µ refers to the df of µ. The functional L K , defined by
is called L-functional associated with K; cf., e.g., [24, p.265 
These two examples are covered by the following Example 4.1, where qualitative robustness w.r.t. the weighted Kolmogorov metric is studied. In Examples 4.2-4.3 below, we will study qualitative robustness of the sample mean and the sample lower α-quantile w.r.t. the metric d ψ (defined in (7)) generating the ψ-weak topology. 
It follows from results in [32] that in this case, and for every λ > 0 satisfying 1 (R), and it is easy to see that L I is not continuous w.r.t. the ψ λ -weak topology at µ for every 0 ≤ λ < 1. Therefore the converse of Hampel's criterion (Theorem 2.6) implies that the sample mean is not qualitatively M 
· |). Thus the Hampel-type result of Corollary 3.2 implies that in this case the sequence (L
K (m n;µ )) is qualitatively M φ λ 1,κ (R)-robust at µ ∈ M φ λ 1,κ (R) w.r.t. (d (φ λ ) , | · |) for every λ > λ and κ ≥ φ λ dµ. 3ψ λ 1,κ (R)-robust at µ w.r.t. (d ψ λ , d Proh ) if 0 ≤ λ < λ ≤ 1. 3M 1 (R)-robust at µ ∈ M 1 (R) w.r.t. (d Proh , d Proh ). Notice that d Proh = d ψ 0 . 3
V-functionals
Let g : R 2 → R be a measurable function, and M g be the class of all µ ∈ M 1 (R) for which |g(
is called V-functional (or von Mises-functional) associated with g. For background see, e.g., [8, 19, 24] .
, where L I is the mean functional (cf. Section 4.1). This example is covered by the following Example 4.4, where qualitative robustness w.r.t. the weighted Kolmogorov metric is studied. In Example 4.5 below, we will study qualitative robustness of the sample variance w.r.t. the metric d ψ (defined in (7)) generating the ψ-weak topology.
Example 4.4 Let BV loc (R) be the space of all functions f : R → R of locally bounded variation, and D (φ −λ ) (R) be the space of all càdlàg functions f : R → R with f φ −λ < ∞. Let µ ∈ M g , and assume that for some λ > λ ≥ 0 the integral φ λ dµ is finite and the following two assertions hold:
in BV loc (R), and we have φ −λ (x) |dg i,µ |(x) < ∞ for i = 1, 2. Moreover, the functions
As pointed out in [33] , it follows directly from results in [4] that under assumptions (a)-(b) the functional V g is M 1 (R), and it is easy to see that V g is not continuous w.r.t. the ψ λ -weak topology at µ for every 0 ≤ λ < 2. Therefore the converse of Hampel's criterion (Theorem 2.6) implies that the sample mean is
Covariance
The covariance functional C on M
where L I is the mean functional (cf. Section 4.1), and µ π 1 , µ π 2 denote the marginal distributions of µ. In view of Lemma 3.4 (i)⇒(ii), it is easily seen that C is continuous w.r.t. the ψ 2 -weak topology. Therefore the Hampel-type result of Corollary 3.6 implies that the sample covariance, i.e. the sequence (C(m n;µ )), is qualitatively M
Proh ) for every λ > 2 and κ ≥ ψ λ dµ. On the other hand, the sample covariance is weakly consistent at every ν ∈ M ψ 2 1 (R 2 ), and it can be shown that C is not continuous w.r.t. the ψ λ -weak topology at µ for every 0 ≤ λ < 2. Therefore the converse of Hampel's criterion (Theorem 2.6) implies that the sample covariance is not qualitatively M ψ λ 1,κ (R
Infinitesimal robustness and error sensitivity
We continue in the setting of Section 2. However, we will focus on the case of one-dimensional observations and -by an abuse of notation-we will identify a probability measure µ with its df F µ . In particular, the empirical measurê m n;F will be identified with its dfF n . Apart from qualitative robustness, the question of error sensitivity is of large interest. In this context, the influence function of T at F , defined by IF(x; T, F ) := lim
is highly relevant; cf. [16] . Notice that, on the one hand, IF(x; T, F ) can be seen as the directional derivative of T at F in direction of 1 [x,∞) − F . On the other hand, it can also be seen as a measure for the sensitivity of T (F n ) w.r.t. a change of the underlying model F to the mixture
of F and the Dirac measure 1 [x,∞) at x (with h > 0 small). Indeed: For small fixed h > 0 we have
which tends to IF(x; T, F ) h as n → ∞ whenever T (F h,n ) and T (F n ) are consistent for T (F h ) and T (F ), respectively. Now, on the one hand, the influence function is interesting on its own, and it is the basis for the notion of robustness against outliers; recall that a functional T is called robust against outliers if the gross-error sensitivity γ(T, F ) := sup x∈R |IF(x; T, F )| is finite. On the other hand, the influence function suffers a lack of information because it might be also interesting to know how the functional T reacts on a change of the underlying model F to the mixture F h = (1 − h)F + hG of F and a more general distribution G (with h > 0 small), i.e. on a change of F in direction G − F . So it is natural to ask for the directional derivative for "general" directions. Actually, the existence of the directional derivative for "all" directions G − F is not the broadest requirement.
Typically one is even interested in a regular behavior of the directional derivative as a function of the direction (this is the mode of Gâteaux differentiability) and, in addition, in a uniform convergence of the differential quotient within compact sets of directions (this is the mode of Hadamard differentiability).
Hadamard differentiability obviously implies a stronger regularity of T than just the existence of all directional derivatives. Hence, Hadamard differentiability can, to some extent, be regarded as a sort of infinitesimal (order-one) robustness (cf. Definition 5.2 below), whereas the directional derivative of T at F in direction G − F can be seen as a measure for the sensitivity of T (F n ) w.r.t. to a contamination F h = (1 − h)F + hG of F . We emphasize that Hadamard differentiability implies in particular that the sensitivity of T (F n ) w.r.t. a contamination F h = (1 − h)F + hG of F is hardly distinguishable for any two G being close to each other.
If T is a tail-dependent functional, then one has to be careful about the choice of G. If G is allowed to be an arbitrary df on R, then the contamination F h = (1−h)F +hG may lie outside the domain of T . That is, G has to be chosen in such a way that F h is contained in the domain of T . But this is typically not enough. If the functional T is tail-dependent, then one has to be careful about the exact notion of "Hadamard differentiability" to be used. It was discussed in [3] that for tail-dependent functionals the classical concept of tangential Hadamard differentiability (where the tangential space is equipped with the same norm as the space in which F lies; cf. [12, 14, 31] ) is often not suitable, because many popular tail-dependent functionals are not tangentially Hadamard differentiable. Along with this discussion, in [3] a refined concept of tangential Hadamard differentiability -called quasi-Hadamard differentiability-was introduced. This concept ensures that much more functionals are "Hadamard differentiable". For the reader's convenience we recall the definition.
Definition 5.1 (Quasi-Hadamard differentiability) Let V be a vector space, (V , · V ) be a normed vector space, and τ : V τ → V be a mapping defined on a subset V τ of V. Further, let V 0 be a subspace of V equipped with a norm · V 0 , and C 0 be a subset of V 0 . Then τ is said to be quasi-Hadamard differentiable at θ ∈ V τ tangentially to C 0 V 0 if there is some continuous mapping D In the following examples we have
It was shown in [3] that if K is continuous and piecewise differentiable, the (piecewise) derivative K is bounded above and F takes the value x ∈ (0, 1) at most once if K is not differentiable at x, then the functional
That is, in this case the sequence (L K (F n )) is infinitesimally D λ -robust w.r.t.
( · φ λ , | · |). Moreover, for every df G on the real line with 
with g We adapt the proof of the classical Hampel theorem as given in [17] . We have to show that for every ε > 0 there are some δ > 0 and n 0 ∈ N such that for all ν ∈ M 0 and n ≥ n 0 , the inequality
n ) ≤ ε. So, let ε > 0 be fixed. By the triangular inequality, it suffices to find some δ > 0 and n 0 ∈ N such that for all ν ∈ M 0 and n ≥ n 0
where δ T (µ) is the Dirac-measure at T (µ) on the measurable space (T, T ). As a consequence of Strassen's theorem (cf. [29] , or [17, Theorem 2.13]), we have
Thus, it suffices to find some δ > 0 and n 0 ∈ N such that for all ν ∈ M 0 and n ≥ n 0
, we can find some δ > 0 such that for all n ∈ N and
. Thus, in order to obtain (A.1), let us fix any ν ∈ M 0 satisfying d(µ, ν) ≤ δ. In view of the triangular inequality
Now, (A.1) is an immediate consequence of the UGC property of (M 0 , d).
A.2 Proof of Theorem 2.6
By the triangular inequality, we have for every ν ∈ M 0
For the claim of Theorem 2.6 it suffices to show that for every ε > 0 one can find some δ > 0 such that d(µ, ν) ≤ δ implies that the sum in the inequality above converges to ε as n → ∞. Now, let δ > 0 so small so that d(µ, ν) ≤ δ implies that ν lies in the neighborhood of µ which appears in the statement of Theorem 2.6. Since (T n ) is weakly consistent at every such ν, the first and the third summand converge to zero as n → ∞. Moreover, by the qualitative M 0 -robustness of (T n ) at µ and a suitable choice of δ, the second summand is bounded above by ε. This implies the claim.
A.3 Proof of Theorem 3.1
The proof of Theorem 3.1 relies on the following version of the BirnbaumMarshall inequality, which is due to Slud [28] .
Theorem A.1 On some probability space (Ω, F, P), let (M (t) : t ∈ [0, T )) be a square-integrable càdlàg martingale with M (0) = 0. Furthermore, let h : [0, T ) → [0, ∞] be a nonincreasing and rightcontinuous function which is finite on (0, T ). Then, for every λ > 0,
Proof Take a sequence of nonincreasing rightcontinuous functions
Applying Theorem 2.1 from [28] to the probability on the right yields P sup
Hence, the assertion follows by sending m and k to infinity. 2
To prove Theorem 3.1, letF n and F denote the df ofm n;µ and µ, respectively. We can choose a sequence U 1 , U 2 , . . . of i.i.d. U [0, 1]-random variables, possibly on an extension of the original probability space (Ω, F, P), such that the corresponding empirical dfĜ n satisfiesF n =Ĝ n (F (·)) P-almost surely; cf. [25] or [27, p.103] . Then, for every δ > 0,
Denoting the left-and rightcontinuous inverse functions of F by F ← and F → , we have Ĝ n (t) − t 1 − t φ(F → (t))(1 − t)
where the last equality holds P-almost surely due to the facts that F → (t) = F ← (t+) and that, with probability one,Ĝ n does not jump at the countable set of t ∈ (0, 1) for which F → (t) = F ← (t). Since M n (t) :=Ĝ n (t) − t 1 − t , t ∈ [0, 1), is a càdlàg martingale by [26, Proposition 12.11.1] and has E[M n (t) 2 ] = t/(n(1 − t)) we may apply Theorem A.1 with h(t) := φ(F → (t))(1 − t) and obtain P sup is also a càdlàg martingale with the same law as M n , because 1−U 1 , 1−U 2 , . . . is again an i.i.d. sequence of uniform random variables. Lettingȟ(t) := φ(F ← (1− t))(1 − t) and using a similar argument as for the first term, we have Proof Let w n (t) := (1 − t)v n (t). Then
(1 − t)v n (t) = w n (t) + w n (t) 1 − t .
We have
for each t ∈ (0, 1). Moreover, 0 ≤ w n (t)
and hence w n (t)/(1 − t) → 0 in L q (0, 1).
To show that also w n → 0 in L q (0, 1), we fix t ∈ (0, 1) \ Q. Then
= n E Ĝ n (t) t (Ĝ n (t) − t) + − 1 −Ĝ n (t) 1 − t (Ĝ n (t) − t) + − 1 n 1 {Ĝn(t)−t>0} .
Since Z n converges in law to a standard normal random variable Z, the probability in (A.3) converges to 1/2. Furthermore, E Z 2 n = 1 = E Z 2 . So Lemma 3.4 yields that the laws of Z n converge even (1 + x 2 )-weakly to the law of Z. Hence, lim
Therefore w n (t) → 0 for any t ∈ (0, 1) \ Q. Since in addition −1 ≤ w n (t) ≤ E Z n (t) 2 = 1 we obtain w n → 0 in L q (0, 1). 2
