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This paper is concerned with the traveling waves in a class of non-monotone integral
equations. First we establish the existence of traveling waves. The approach is based on
the construction of two associated auxiliary monotone integral equations and a proﬁle
set in a suitable Banach space. Then we show that the traveling waves are unique up
to translations under some reasonable assumptions. The exact asymptotic behavior of the
proﬁles as ξ → −∞ and the existence of minimal wave speed are also obtained. Finally,
we apply our results to an epidemic model with non-monotone “force of infection”.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Over the years, there have been extensive investigations on traveling wave solutions for various monotone integral sys-
tems since the pioneering works of Fisher [7] and Kolmogorov, Petrowsky and Piscounov [9], see e.g., [4,5,15,13] and the
references therein. In particular, Diekmann [4,6] and Thieme [13] investigated independently a class of monotone nonlinear
integral equations. In [13] the author studied the equation
u(x, t) = u0(x, t) +
t∫
0
∫
Rn
f
(
u(x− y, t − s))k(y, s)dy ds, (1.1)
where u0(x, t) is the (predictable) density of mature individuals which were born before the initial time, f is a growth
function, and k(y, s) represents the density of individuals which have survived and moved by a distance y during a time s
after birth. Diekmann [4,6] considered an epidemic model which also has the form (1.1) and studied the traveling waves of
the limiting equation of (1.1) with n = 1, that is,
u(x, t) =
∞∫
0
∫
R
f
(
u(x− y, t − s))k(y, s)dy ds. (1.2)
Recently, Thieme and Zhao [15] considered a more general nonlinear integral equation, in which the integrand f (u(x −
y, t − s))k(y, s) in (1.1) and (1.2) is replaced by a function F (u(x− y, t − s), s, y). For the case where F (·, s, y) is monotone
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with the minimal wave speed for monotone traveling waves. They also established the existence of spreading speeds for the
case where F (·, s, y) is not monotone increasing. However, for the non-monotone case, they did not consider the existence
and uniqueness of the traveling waves, let alone the existence of the minimal wave speed.
The purpose of this paper is to study the traveling waves for non-monotone integral equations. As a starting point, we
study the traveling waves of (1.2) with non-monotone growth functions. Thereby, we make the following assumptions on
the kernel function k and the growth function f :
(B1) k : R × R+ → R+ is Borel measurable, k∗ :=
∫∞
0
∫
R
k(y, s)dy ds ∈ (1,∞), k is isotropic, i.e., k(x, s) = k(−x, s) for all
x ∈R, s > 0, and there exists some λ0 > 0 such that
∫∞
0
∫
R
eλ0 yk(y, s)dy ds < ∞;
(B2) There exist σ2 > σ1 > 0, ρ > 0 such that k(x, s) > 0, ∀|x| ∈ [0,ρ), s ∈ (σ1, σ2);
(A1) f (0) = K − k∗ f (K ) = 0 for some K > 0, f ′(0) = 1 and there exists ν ∈ (0,1] such that limsupu→0+[ f ′(0) −
f (u)/u]u−ν < +∞;
(A2) min{k∗u, K+} k∗ f (u) > 0 for all u ∈ (0, K+] and f is Lipschitz continuous on [0, K+] for some K+  K ;
(A3) One of the following is satisﬁed:
(i) K  k∗ f (u) > u for all u ∈ (0, K );
(ii) u < k∗ f (u) < 2K − u for u ∈ [K−, K ) and u > k∗ f (u) > 2K − u for u ∈ (K , K+], where K− := k∗ infη∈(0,K+]{ f (η):
k∗ f (η) η};
(iii) u < k∗ f (u) for u ∈ [K−, K ), u > k∗ f (u) for u ∈ (K , K+], and there is no pair 0 < γ1 < K < γ2  K+ such that
γ1 = k∗ f (γ2) and γ2 = k∗ f (γ1).
Two speciﬁc functions which have been widely used in the literature given by f (u) = pue−αu and f (u) = pu
1+αu2 with
p > 0 and α > 0 satisfy the conditions (A1)–(A3) for a wide range of parameters p,α.
In the present paper, we ﬁrst establish the existence of traveling waves of (1.2) in the non-monotone case. Note that the
traveling waves may be non-monotone. Our approach for the existence of traveling waves is based on the construction of
two auxiliary monotone integral equations and using Schauder’s ﬁxed point theorem. The approach was ﬁrstly developed by
Ma [12] for a nonlocal delayed reaction–diffusion equation without quasi-monotonicity, and recently employed by Hsu and
Zhao [8] to prove the existence of traveling waves for a non-monotone discrete-time integro-difference equation. For other
related results, we refer to Wang [16], Li et al. [10], Wu et al. [17] and Zhang and Li [22].
After the existence of traveling waves has been established, a natural problem is whether there can be two distinct
traveling waves. As might be expected, we prove the uniqueness (up to translations) of the traveling waves by using the
theory of nontrivial solutions for convolution equations developed by Diekmann and Kaper [5]. A similar method has been
used by Wu and Liu [19] to establish the uniqueness of non-monotone traveling waves for a class of delayed reaction–
diffusion equations with crossing-monostability. Moreover, the exact asymptotic behavior of the proﬁles as ξ → −∞ and
the existence of minimal wave speed are also obtained.
To illustrate the ﬂexibility of our result, we study the traveling waves of the epidemic model with non-monotone force
of infection [2,15]⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂
∂t
u1(x, t) = d ∂
2
∂x2
u1(x, t) − a11u1(x, t) + a12u2(x, t),
∂
∂t
u2(x, t) = −a22u2(x, t) +
∞∫
0
g
(
u1(x, t − s)
)
P (ds),
(1.3)
where d,a11,a12 and a22 are positive constants, u1(x, t) and u2(x, t), respectively, represent the spatial densities of infectious
agent and the infective human population at a point x in the habitat and time t  0, d > 0 denotes the diffusion constant of
the agent, 1/a11 is the mean lifetime of the agent in the environment, 1/a22 is the mean infectious period of the infective
human, a12 is the multiplicative factor of the infectious agent due to the human population, P is a probability measure on
R+ that describes the distribution of the latent period, g(v) is the “force of infection” on the human population due to
a concentration v of the infectious agent. For the case when the function g is monotone increasing, system (1.3) and its
various versions have been extensively studied, and many nice results on the traveling waves have been obtained, see e.g.,
[15,21,23,18]. But for the non-monotone force of infection g , there has been no result on the traveling waves. The main
diﬃculty is that the system does not satisfy the so-called quasi-monotone condition and the comparison theorems are not
applicable for the system.
The rest of this paper is organized as follows. In Section 2, we ﬁrst present the results on the existence and the asymp-
totic behavior of monotone traveling waves of (1.2) when f is nondecreasing in [0, K ]. Then, based on the construction
of two auxiliary monotone integral equations, we establish the existence of traveling waves of (1.2) for the case when f
may not be nondecreasing in [0, K ] using Schauder’s ﬁxed point theorem. In Section 3, we prove the uniqueness of the
traveling waves. The exact asymptotic behavior of the proﬁles as ξ → −∞ and the existence of minimal wave speed are
also obtained. Finally, we apply our results to the epidemic model (1.3) with non-monotone force of infection and obtain
some new results.
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2.1. Preliminary lemmas
In this subsection, we present some results on the existence and the asymptotic behavior of monotone traveling waves
for monotone integral equations.
Throughout this subsection, we always assume that (A1) and (A2) hold, K+ = K and f (u) is nondecreasing on [0, K ].
Substituting u(x, t) = U (x+ ct), ξ = x+ ct into (1.2), we obtain the corresponding wave equation
U (ξ) =
∞∫
0
∫
R
f
(
U (ξ − y − cs))k(y, s)dy ds. (2.1)
Deﬁne
Nk(c, λ) =
∞∫
0
∫
R
e−λ(y+cs)k(y, s)dy ds, λ 0, c  0,
and
c∗ = inf
{
c  0: Nk(c, λ) < 1 for some λ > 0
}
.
Thus, the following result is a direct consequence of [15, Lemmas 2.1, 2.2 and Proposition 2.3].
Proposition 2.1. Assume that (B1) and (B2) hold. Then, for every c > 0, there exists some λ(c) ∈ (0,∞] such that Nk(c, λ) < ∞
for λ ∈ [0, λ(c)) and Nk(c, λ) = ∞ for λ ∈ (λ(c),∞). Furthermore, if lim infλ↗λ(c)Nk(c, λ)  k∗ , then there exists a unique
λ∗ ∈ (0, λ(c∗)) such that c∗ and λ∗ are uniquely determined as the solutions of the system
Nk(c∗, λ∗) = 1 and ∂
∂λ
Nk(c∗, λ)|λ=λ∗ = 0.
Moreover, the following hold:
(i) for all 0< c < c∗ and λ > 0,Nk(c, λ) > 1;
(ii) for any c > c∗ , the equationNk(c, λ) = 1 has two positive real roots Λ1(c) and Λ2(c) with Λ1(c) < λ∗ < Λ2(c) such that
Nk(c, λ) =
{
> 1 for λ ∈ R \ (Λ1(c),Λ2(c)),
< 1 for λ ∈ (Λ1(c),Λ2(c)).
Now we give deﬁnitions of the sub- and super-solutions of (2.1).
Deﬁnition 2.2. A continuous function φ ∈ C(R, [0, K+]) is called a super-solution of (2.1) if φ satisﬁes
T (φ)(ξ) :=
∞∫
0
∫
R
f
(
φ(ξ − y − cs))k(y, s)dy ds  φ(ξ), ξ ∈ R. (2.2)
A sub-solution of (2.1) is deﬁned in a similar way by reversing the inequality in (2.2).
Lemma 2.3. Let c > c∗ and Λ1(c),Λ2(c) be deﬁned as in Proposition 2.1. Assume that (B1)–(B2) and (A1)–(A2) hold, K+ = K , and
f (u) is nondecreasing on [0, K ]. Then for every γ ∈ (1,min{1+ ν, Λ2(c)
Λ1(c)
}), there exists Q (c, γ ) 1, such that for any q  Q (c, γ ),
the functions φ± deﬁned by
φ+(ξ) =min
{
K , eΛ1(c)ξ + qeγΛ1(c)ξ}, ξ ∈ R, (2.3)
and
φ−(ξ) =max
{
0, eΛ1(c)ξ − qeγΛ1(c)ξ}, ξ ∈ R, (2.4)
are a super-solution and a sub-solution to (2.1), respectively.
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q
K such that
φ+(ξ) = K for ξ > ξ∗ and φ+(ξ) = eΛ1(c)ξ + qeγΛ1(c)ξ for ξ  ξ∗.
Since f (u) is nondecreasing on [0, K ] and 0  φ+(ξ)  K for all ξ ∈ R, T (φ+)(ξ)  f (K )k∗ = K for all ξ ∈ R. Using the
assumption (A2), we further obtain
T (φ+)(ξ)
∞∫
0
∫
R
φ+(ξ − y − cs)k(y, s)dy ds

∞∫
0
∫
R
(
eΛ1(c)(ξ−y−cs) + qeγΛ1(c)(ξ−y−cs))k(y, s)dy ds
= eΛ1(c)ξNk
(
c,Λ1(c)
)+ qeγΛ1(c)ξNk(c, γΛ1(c))
 eΛ1(c)ξ + qeγΛ1(c)ξ for all ξ ∈ R.
Thus, T (φ+)(ξ) φ+(ξ) for all ξ ∈ R, i.e., φ+ is a super-solution of (2.1).
Let ξ∗ = − 1(γ−1)Λ1(c) lnq. If q 1, then ξ∗  0. It is easily seen that
φ−(ξ) = 0 for ξ > ξ∗ and φ−(ξ) = eΛ1(c)ξ − qeγΛ1(c)ξ for ξ  ξ∗.
Clearly, T (φ−)(ξ) 0 for all ξ ∈ R. In view of (A1), we can choose a positive number M > 0 such that u − f (u) Mu1+ν ,
for all u ∈ [0, K ]. Since 1< γ  1+ ν and φ−(ξ) eΛ1(c)ξ − qeγΛ1(c)ξ , ξ ∈R,
φ−(ξ) − M
[
φ−(ξ)
]1+ν  eΛ1(c)ξ − qeγΛ1(c)ξ − M[φ−(ξ)]1+ν
 eΛ1(c)ξ − qeγΛ1(c)ξ − MeγΛ1(c)ξ
= eΛ1(c)ξ − qeγΛ1(c)ξ
(
1+ M
q
)
,
provided that q 1. Noting that Nk(c, γΛ1(c)) < 1, we have
T (φ−)(ξ) =
∞∫
0
∫
R
f
(
φ−(ξ − y − cs)
)
k(y, s)dy ds

∞∫
0
∫
R
{
φ−(ξ − y − cs) − M
[
φ−(ξ − y − cs)
]1+ν}
k(y, s)dy ds

∞∫
0
∫
R
{
eΛ1(c)(ξ−y−cs) − qeγΛ1(c)(ξ−y−cs)
(
1+ M
q
)}
k(y, s)dy ds
= eΛ1(c)ξNk
(
c,Λ1(c)
)− qeγΛ1(c)ξ(1+ M
q
)
Nk
(
c, γΛ1(c)
)
 eΛ1(c)ξ − qeγΛ1(c)ξ , ξ ∈ R,
provided that
q Q (c, γ ) =:max
{
1,
MNk(c, γΛ1(c))
1−Nk(c, γΛ1(c))
}
.
Therefore, φ− is a sub-solution of (2.1). This completes the proof. 
Remark 2.4. This type of super-solution and sub-solution φ+ and φ− in Lemma 2.3 were ﬁrstly used by Chen and Guo [3]
and Ma and Zou [11], see also Ma [12].
Theorem2.5. Assume that (B1)–(B2) and (A1)–(A2) hold, K+ = K , f (u) is nondecreasing on [0, K ] and k∗ f (u) > u for all u ∈ (0, K ).
Then for every c > c∗ , (1.2) has a monotone traveling wave U (ξ) satisfying U (+∞) = K and limξ→−∞ U (ξ)e−Λ1(c)ξ = 1.
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easily veriﬁed as in the proof of Thieme and Zhao [15, Theorem 3.3], see also Diekmann [4, Theorem 6.1]. Note that the
constructions of super- and sub-solutions are different from those in [4,15] in order to obtain the asymptotic behavior of
the monotone traveling waves. 
2.2. Existence of traveling waves
Fix 0 ∈ (0, K−). For any  ∈ (0, 0], we construct two continuous functions as follows:
f +(u) =min
{
u,
K+
k∗
}
and f − (u) =min
{
inf
η∈[u,K+]
f (η),
K− − 
k∗
}
,
for all u ∈ [0, K+]. Clearly, the following result holds, see, e.g., Ma [12, Lemma 3.1].
Lemma 2.6. Let (A1) and (A2) hold, then the following statements hold true:
(i) f + and f − are Lipschitz continuous and nondecreasing on [0, K+];
(ii) f +(u) f (u) f − (u) for all u ∈ [0, K+];
(iii) u  f +(u) > 0 and u  f − (u) > 0 for all u ∈ (0, K+];
(iv) f +(0) = K+ − k∗ f +(K+) = 0 and k∗ f +(u) > u for all u ∈ (0, K+);
(v) f − (0) = (K− − ) − k∗ f − (K− − ) = 0 and k∗ f − (u) > u for all u ∈ (0, K− − );
(vi) ( f − )′(0) = f ′(0) = ( f +)′(0) = 1 and limsupu→0+[1− f − (u)/u]u−ν < +∞.
Consider the following two auxiliary monotone integral equations:
u(x, t) =
∞∫
0
∫
R
f +
(
u(x− y, t − s))k(y, s)dy ds, (2.5)
and
u(x, t) =
∞∫
0
∫
R
f −
(
u(x− y, t − s))k(y, s)dy ds. (2.6)
The following lemma is a direct consequence of Theorem 2.5 and Lemma 2.6.
Lemma 2.7. Let (B1)–(B2) and (A1)–(A2) hold. Then for each c > c∗ , systems (2.5) and (2.6) have nondecreasing traveling fronts
U+(ξ) and U− (ξ), respectively, satisfying U+(+∞) = K+ , U− (+∞) = K− −  and
lim
ξ→−∞U
+(ξ)e−Λ1(c)ξ = lim
ξ→−∞U
−
 (ξ)e
−Λ1(c)ξ = 1. (2.7)
Notice that U+(+∞) = K+  K− > U− (+∞) = K− −  , ∀ ∈ (0, 0]. The following result holds [17, Lemma 2.3].
Lemma 2.8. For c > c∗ , let U+(ξ) and U− (ξ) be the nondecreasing traveling waves of (2.5) and (2.6), respectively. Then there exists
a > 0 such that
U+(ξ + a) > U− (ξ) for all ξ ∈ R.
For λ ∈ (0,Λ1(c)), deﬁne
Xλ =
{
φ ∈ C(R,R): sup
ξ∈R
∣∣φ(ξ)∣∣e−λξ < +∞} with ‖φ‖λ = sup
ξ∈R
∣∣φ(ξ)∣∣e−λξ .
Then (Xλ,‖ · ‖λ) is a Banach space. Let
Γ
(
U− ,U+
)= {φ ∈ C(R, [0, K+]): U− (ξ) φ(ξ) U+(ξ + a) for all ξ ∈ R}.
By Lemma 2.8, one can verify that Γ (U− ,U+) is nonempty, bounded, convex and closed in Xλ .
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T+(φ)(ξ) =
∞∫
0
∫
R
f +
(
φ(ξ − y − cs))k(y, s)dy ds,
T−(φ)(ξ) =
∞∫
0
∫
R
f −
(
φ(ξ − y − cs))k(y, s)dy ds.
Clearly, T−(φ)(ξ) T (φ)(ξ) T+(φ)(ξ), ∀φ ∈ C(R, [0, K+]), ξ ∈R.
Lemma 2.9. Assume that (B1)–(B2), (A1)–(A2) hold, and k(·, t) is continuous on R for all t  0. Then the following hold:
(i) T (Γ (U− ,U+)) ⊂ Γ (U− ,U+);
(ii) T is continuous with respect to the norm ‖ · ‖λ in Xλ;
(iii) T (Γ (U− ,U+)) is precompact in Xλ .
Proof. (i) For any φ ∈ Γ (U− ,U+), we have
U− (ξ) = T−
(
U−
)
(ξ) T−(φ)(ξ) T (φ)(ξ) T+(φ)(ξ)
 T+
(
U+(a + ·))(ξ) = U+(a + ξ) for all ξ ∈ R,
and hence T (Γ (U− ,U+)) ⊂ Γ (U− ,U+).
(ii) For any φ,ψ ∈ Γ (U− ,U+), there holds
‖Tφ − Tψ‖λ = sup
ξ∈R
∣∣T (φ)(ξ) − T (ψ)(ξ)∣∣e−λξ
 L+ sup
ξ∈R
∞∫
0
∫
R
∣∣φ(ξ − y − cs) − ψ(ξ − y − cs)∣∣e−λξk(y, s)dy ds

(
L+
∞∫
0
∫
R
e−λ(y+cs)k(y, s)dy ds
)
‖φ − ψ‖λ,
where L+ is the Lipschitz constant of f on [0, K+]. This implies that T is continuous with respect to the norm ‖ · ‖λ in Xλ .
(iii) For any φ ∈ Γ (U− ,U+), ξ1, ξ2 ∈R, we have
∣∣T (φ)(ξ1) − T (φ)(ξ2)∣∣=
∣∣∣∣∣
∞∫
0
∫
R
f
(
φ(y)
)[
k(ξ1 − y − cs, s) − k(ξ2 − y − cs, s)
]
dy ds
∣∣∣∣∣
 K
+
k∗
∞∫
0
∫
R
∣∣k(ξ1 − y − cs, s) − k(ξ2 − y − cs, s)∣∣dy ds
= K
+
k∗
∞∫
0
∫
R
∣∣k(ξ1 − ξ2 + y, s) − k(y, s)∣∣dy ds.
Since k(·, t) is continuous for t  0, it follows that {T (φ)(ξ): φ ∈ Γ (U− ,U+)} is uniformly bounded and equicontinuous in
ξ ∈ R. Note also that limξ→±∞(U+(ξ +a)−U− (ξ))e−λξ = 0, since λ ∈ (0,Λ1(c)) and (2.7) holds. Then, one can easily show
that T (Γ (U− ,U+)) is precompact in Xλ by using a similar arguments as in [8]. This completes the proof. 
Theorem 2.10. Assume that (B1)–(B2), (A1)–(A2) hold, and k(·, t) is continuous on R for all t  0. Then, for every c > c∗ (c∗ given by
Proposition 2.1), (1.2) has a traveling wave solution U (ξ) with speed c such that U ∈ C(R, [0, K+]), U (−∞) = 0 and
0< K−  lim inf
ξ→+∞U (ξ) limsupξ→+∞
U (ξ) K+.
If, in addition, (A3) holds, then U (+∞) = K .
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point theorem, it follows that T has a ﬁxed point U in Γ (U− ,U+) ⊂ Xλ , which satisﬁes
U (ξ) =
∞∫
0
∫
R
f
(
U (ξ − y − cs))k(y, s)dy ds, (2.8)
and
U− (ξ) U (ξ) U+(ξ + a) for all ξ ∈ R. (2.9)
Clearly, U ∈ C(R, [0, K+]). Sending ξ → −∞ and ξ → +∞ in (2.9), respectively, we get U (−∞) = 0 and
K− −   lim inf
ξ→+∞U (ξ) limsupξ→+∞
U (ξ) K+.
Note that U (ξ) is independent of  . Taking the limit as  → 0+ in the above inequality, we have
K−  lim inf
ξ→+∞U (ξ) limsupξ→+∞
U (ξ) K+.
Now, we shall show that U (+∞) = K under the additional condition (A3). Set α = lim infξ→+∞ U (ξ) and β =
limsupξ→+∞ U (ξ). Then K−  α  β  K+ . It is suﬃcient to show that α = β = K .
If (A3)(i) holds, then K− = K = K+ , and hence α = β = K and the assertion of the theorem follows.
Next, we assume that either (A3)(ii) or (A3)(iii) holds. Suppose for the contrary that α < β . Since β = limsupξ→+∞ U (ξ),
there exists a sequence {ξ j}+∞j=1 with ξ j → +∞ as j → +∞, such that U (ξ j) → β as j → +∞. Then, from (2.8), we have
U (ξ j) =
∞∫
0
∫
R
f
(
U (ξ j − y − cs)
)
k(y, s)dy ds.
For any ε > 0, since f is continuous, we can choose 0< δ   such that
k∗ max
{
f (u): u ∈ [α − δ,β + δ]}< k∗ max{ f (u): u ∈ [α,β]}+ ε.
Letting q(s) = ∫ +∞−∞ k(y, s)dy, since ∫ +∞0 q(s)ds = k∗ , there exists A > 0 such that
K+
k∗
+∞∫
A
q(s)ds = K
+
k∗
+∞∫
A
+∞∫
−∞
k(y, s)dy ds <

2
.
Furthermore, there exists B > 0 such that
K+
k∗
A∫
0
∫
|y|B
k(y, s)dy ds <

2
.
By virtue of α = lim infξ→+∞ U (ξ) and β = limsupξ→+∞ U (ξ), we take a suﬃciently large number M > 0 such that
U (ξ) ∈ [α − δ,β + δ] for all ξ  M.
Since ξ j → +∞ as j → +∞, there exists a positive integer J0 > 0 such that ξ j  M + B + cA for all j  J0. Thus, for j  J0,
we have
U (ξ j) =
{ +∞∫
A
+∞∫
−∞
+
A∫
0
∫
|y|B
+
A∫
0
∫
|y|B
}
f
(
U (ξ j − y − cs)
)
k(y, s)dy ds
 k∗ max
{
f (u): u ∈ [α − δ,β + δ]}+ K+
k∗
{ +∞∫
A
+∞∫
−∞
+
A∫
0
∫
|y|B
}
k(y, s)dy ds
 k∗ max
{
f (u): u ∈ [α − δ,β + δ]}+ 
 k∗ max
{
f (u): u ∈ [α,β]}+ 2ε.
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β  k∗ max
{
f (u): u ∈ [α,β]}. (2.10)
In a similar way, we can obtain
α  k∗ min
{
f (u): u ∈ [α,β]}. (2.11)
Note that u < k∗ f (u) for u ∈ [K−, K ) and u > k∗ f (u) for u ∈ (K , K+]. If α < β  K , it follows from (2.11) that α 
k∗ min{ f (u): u ∈ [α,β]} > α, a contradiction, and if K  α < β , then (2.10) implies that β  k∗ max{ f (u): u ∈ [α,β]} < β ,
a contradiction. Thus, we conclude that α < K < β .
In the case where (A3)(ii) holds, the same proof as in Ma [12, Theorem 1.1] shows that this is impossible, and hence
α = β .
In the case where (A3)(iii) holds, it follows from (2.10) and (2.11) that [α,β] ⊆ k∗ f ([α,β]). Multiple use of the in-
termediate value theorem shows that there is a pair 0 < γ1 < K < γ2  K+ such that γ1 = k∗ f (γ2) and γ2 = k∗ f (γ1),
a contradiction (cf. [14, Proposition 9.3] and [15, Theorem 2.3]). Thus, we conclude that α = β .
Hence limξ→+∞ U (ξ) exists. Set limξ→+∞ U (ξ) = α ∈ [K−, K+]. Then, taking the limit as ξ → +∞ in (2.8), by Lebesgue’s
dominated convergence theorem, we have α = k∗ f (α), and hence, limξ→+∞ U (ξ) = α = K . This completes the proof. 
Remark 2.11. From the proof of Theorem 2.10, one can see that condition (A3) guarantees the upward convergence of the
traveling waves, i.e., U (+∞) = K . We should point out that this condition is highly motivated by [12,8,15].
We complete this section with a result on the existence of traveling waves with minimal speed c∗ .
Theorem 2.12. Let the assumptions of Theorem 2.10 be satisﬁed. Then, (1.2) has a traveling wave solution U (ξ) with speed c∗ such
that U ∈ C(R, [0, K+]).
Proof. We use a limiting argument similar to that of [15, Theorem 3.4], see also [8, Theorem 3.2]. Choose a sequence
{c j} ⊂ (c∗,+∞) such that c j → c∗ as j → ∞. According to Theorem 2.10, (1.2) has a traveling wave U j(ξ), ξ = x+ c jt such
that U j ∈ C(R, [0, K+]). Note that
U j(ξ) =
∞∫
0
∫
R
f
(
U j(ξ − y − c js)
)
k(y, s)dy ds, ∀ξ ∈ R, j ∈ N. (2.12)
It follows that, for ∀ξ1, ξ1 ∈ R, j ∈N,
∣∣U j(ξ1) − U j(ξ2)∣∣=
∣∣∣∣∣
∞∫
0
∫
R
f
(
U j(y)
)[
k(ξ1 − y − cs, s) − k(ξ2 − y − cs, s)
]
dy ds
∣∣∣∣∣
 K
+
k∗
∞∫
0
∫
R
∣∣k(ξ1 − ξ2 + y, s) − k(y, s)∣∣dy ds.
Thus, the family of functions {U j(ξ)} is uniformly bounded and equicontinuous in ξ ∈ R. By Ascoli’s theorem and a nested
subsequence argument, it follows that there exist a function U∗ ∈ C(R,R) and a subsequence of {c j}, still denoted by {c j},
such that lim j→∞ U j(ξ) = U∗(ξ) uniformly for ξ in any compact subset of R. Taking j → ∞ in (2.12) and using the
Lebesgue’s dominated convergence theorem, we obtain
U∗(ξ) =
∞∫
0
∫
R
f
(
U∗(ξ − y − c∗s)
)
k(y, s)dy ds, ∀ξ ∈ R.
This implies that U∗(ξ) is a traveling wave of (1.2) with speed c∗ and the assertion of the theorem is proved. 
3. Uniqueness of traveling waves
In this section, we consider the uniqueness of the traveling waves of (1.2) in the non-monotone case. For the sake
of mathematical simplicity, we choose the kernel k(x, t) = P (t)Γ (x, t), where P (t) = e−μt , μ ∈ (0,1) and Γ (x, t) is the
Green function associated with the parabolic equation ∂tu = ∂xxu. The choice is motivated by Aronson and Weinberger
[1, Section a].
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U (ξ) =
∞∫
0
∞∫
−∞
k(y, s) f
(
U (ξ − y − cs))dy ds
=
∞∫
0
∞∫
−∞
k(y − cs, s) f (U (ξ − y))dy ds
=
∞∫
−∞
f
(
U (ξ − y))
( ∞∫
0
k(y − cs, s)ds
)
dy.
Deﬁning g(u) := 1μ f (u) and k1(x) := μ
∫∞
0 k(x−cs, s)ds, it follows that U is a nontrivial solution of the convolution equation
U (ξ) = (g(U ) ∗ k1)(ξ) =
∞∫
−∞
g
(
U (ξ − y))k1(y)dy. (3.1)
Thus, it is suﬃcient to show that there is at most one nontrivial solution of (3.1).
Theorem 3.1. Assume that (A1)–(A3) hold, and k(x, t) = e−μtΓ (x, t), μ ∈ (0,1). Assume further that | f (u) − f (v)| f ′(0)|u − v|
for all u, v ∈ [0, K ]. Then, for any c > c∗ , the traveling waves of (1.2) connecting 0 and K with speed c are unique up to translations.
Proof. We use similar arguments as in the proof of [19, Theorem 2.2]. Note that when k(x, t) = e−μtΓ (x, t), μ ∈ (0,1),
k∗ = 1μ > 1, and hence g(u) = 1μ f (u) = k∗ f (u), it follows that from (A1)–(A3) the function g satisﬁes the condition (H1g)
in [5]. Moreover, g′(0) = 1μ f ′(0) = 1μ > 1,
k1(x) = μ
∞∫
0
k(x− cs, s)ds = μ
∞∫
0
e−μsΓ (x− cs, s)ds. (3.2)
By [15, Proposition 4.2], we have
Nk(c, λ) =
∞∫
0
∫
R
e−λ(y+cs)e−μsΓ (y, s)dy ds
=
∞∫
0
e−(μ+cλ−λ2)s ds
= 1
μ + cλ − λ2 for λ
2 − cλ − μ < 0.
Similarly,
K (λ) :=
∞∫
−∞
e−λyk1(y)dy = μ
μ + cλ − λ2 for λ
2 − cλ − μ < 0. (3.3)
In particular, K (0) = ∫∞−∞ k1(y)dy = 1, and
K (−λ) = μ
μ − cλ − λ2 for λ
2 + cλ − μ < 0.
Let Λ := sup{λ ∈ R: K (λ) < ∞}, then Λ = (c +√c2 + 4μ)/2 and g′(0)K (λ) =Nk(c, λ), for all λ ∈ [0,Λ). Choose
β ∈ (Λ1(c),min{Λ1(c)(1+ ν),Λ2(c)})⊂ (0,Λ),
where Λ1(c),Λ2(c) are two roots of the equation Nk(c, λ) = 1 for c > c∗; then g′(0)K (β) =Nk(c, β) < 1 and k1(x)e−β/(1+ν)x
is bounded. Moreover, it follows from (A1)–(A2) that g(u) = g′(0)u + O (u1+ν) as u ↓ 0. In order to apply [5, Theorem 6.4],
we only need to show that the ﬁrst moment of the kernel k1 is positive and k1 has a ﬁnite ﬁrst absolute moment, that is,
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Nk(0, λ) :=
∞∫
0
∞∫
−∞
e−λyk(y, s)dy ds = 1
μ − λ2 for λ
2 − μ < 0.
One can easily show that
∫∞
−∞ |x|k1(x)dx < ∞ (see, e.g., [15, Theorem 3.2]). By (3.2),
m = μ
∞∫
−∞
∞∫
0
xe−μsΓ (x− cs, s)dsdx
= cμ
∞∫
0
∞∫
−∞
se−μsΓ (x, s)dxds + μ
∞∫
0
∞∫
−∞
xe−μsΓ (x, s)dxds
= cμ
∞∫
0
∞∫
−∞
se−μsΓ (x, s)dxds > 0.
Thus, by [5, Theorem 6.4], there is at most one nontrivial solution of (3.1), and it follows that the traveling wave solutions
of (1.2) are unique up to translations. This completes the proof. 
From the proof of Theorem 3.1 and [5, Theorem 6.3], we have the following result on asymptotic behavior of the proﬁles
U (ξ) as ξ → −∞.
Corollary 3.2. Assume that (A1)–(A3) hold, and k(x, t) = e−μtΓ (x, t), μ ∈ (0,1). Then U (ξ) = O (eΛ1(c)ξ ), as ξ → −∞.
We also obtain the result on non-existence of traveling wave solutions of (1.2) with speed c < c∗ by virtue of [5, Theo-
rem 4.9].
Corollary 3.3. Assume that (A1)–(A3) hold, and k(x, t) = e−μtΓ (x, t). Then, for any c ∈ (0, c∗), (1.2) admits no travelingwave solution
U (ξ) connecting 0 and K .
Proof. The proof is similar to that of [19, Corollary 2.4] and is omitted. 
4. Application
In this section, we apply the results in Sections 2–3 to the epidemic model with distributed delay (1.3), that is,⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂
∂t
u1(x, t) = d ∂
2
∂x2
u1(x, t) − a11u1(x, t) + a12u2(x, t),
∂
∂t
u2(x, t) = −a22u2(x, t) +
∞∫
0
g
(
u1(x, t − s)
)
P (ds).
(4.1)
As mentioned in the introduction, when the infection rate g is monotone increasing, system (4.1) and its various versions
have been extensively studied. For example, when the latent period is ignored, Zhao and Wang [23] proved the existence
of Fisher type monotone traveling waves using the methods of upper and lower solutions. Thieme and Zhao [15] further
established the existence of the minimal wave speed of monotone traveling waves of (4.1) (and also proved that its coinci-
dence with the spreading speeds) by using the theory of spreading speeds and monotone traveling waves developed in [15]
for a large class of nonlinear integral equations. For other related results, we refer to [23,21,18].
Many researchers proposed the non-monotone incidence rate function to interpret the “psychological” effect, i.e., for a
very large number of infective individuals the infection force may decrease as the number of infective individuals increases,
because in the presence of large number of infectives, the population may tend to reduce the number of contacts per unit
time, see, e.g., Xiao and Ruan [20]. Mathematically, the non-monotone incidence rate function presents signiﬁcant additional
technical diﬃculties in the study of traveling wave solutions, especially for systems of reaction–diffusion equations.
Owing to this motivation, we consider model (4.1) for the non-monotone force of infection g . By rewriting the model
as an integral system, we prove the existence and uniqueness of traveling waves of (4.1) by using the abstract results
developed in Sections 2–3. This is probably the ﬁrst time the traveling waves of epidemic systems with non-monotone force
of infection have been studied.
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⎪⎪⎪⎪⎩
∂
∂t
u1(x, t) = ∂
2
∂x2
u1(x, t) − u1(x, t) + u2(x, t),
∂
∂t
u2(x, t) = −βu2(x, t) +
∞∫
0
g
(
u1(x, t − s)
)
P (ds),
(4.2)
where β = a22/a11, the new g is a12/a211 times of g in (4.1), the new P (B) is P (1/a11B) for any Borel sets B ⊆ [0,∞). We
make the following assumptions on g:
(C1) g(0) = βu∗ − g(u∗) = 0 for some u∗ > 0, g′(0) > β , and there exists ν ∈ (0,1] such that limsupu→0+[g′(0) −
g(u)/u]u−ν < +∞;
(C2) min{k∗u, K+}  1β g(u) > 0 for all u ∈ (0, K+] and g is Lipschitz continuous on [0, K+] for some K+  u∗ , where
k∗ = g′(0)
β
;
(C3) One of the following is satisﬁed:
(i) u∗  1
β
g(u) > u for all u ∈ (0,u∗);
(ii) u < 1
β
g(u) < 2u∗ − u for u ∈ [K−,u∗) and u > 1
β
g(u) > 2u∗ − u for u ∈ (u∗, K+], where K− := k∗ infη∈(0,K+]{g(η):
1
β
g(η) η};
(iii) u < 1
β
g(u) for u ∈ [K−,u∗), u > 1
β
g(u) for u ∈ (u∗, K+] and there is no pair 0 < γ1 < K < γ2  K+ such that
γ1 = 1β g(γ2) and γ2 = 1β g(γ1).
Let f (u) = g(u)g′(0) , Γ1(x, t) be the Green functions associated with the parabolic equations ∂tu = ∂xxu − u, and
k1(x, t) =
t∫
0
Γ1(x, t − s)k2(s)ds, k2(t) =
t∫
0
e−β(t−s)P (ds). (4.3)
Consider the partially coupled integral system:
u1(x, t) =
∞∫
0
∫
R
f
(
u1(x− y, t − s)
)
k(y, s)dy ds, (4.4)
u2(x, t) =
∞∫
0
g
(
u1(x, t − s)
)
k2(s)ds, (4.5)
where
k(x, t) = g′(0)k1(x, t). (4.6)
The subsequent lemma is a direct consequence of [15, Theorem 4.5].
Proposition 4.1.
(i) Any traveling wave of (4.2) is a traveling wave of (4.4) and (4.5).
(ii) If U (x+ ct) is a traveling wave of (4.4) and (4.5), then U (x+ ct) is also a traveling wave of (4.2).
From (4.6), it is easy to see that
Nk(c, λ) =
{
g′(0)
(cλ+β)(1+cλ−λ2)
∫∞
0 e
−λcs P (ds), when λ2 − cλ − 1< 0,
∞, otherwise.
In particular, k∗ =Nk(0, λ) = g′(0)β > 1. Deﬁne
c∗ := inf
{
c  0: Nk(c, λ) < 1 for some λ > 0
}
.
Then, by Proposition 2.1, (c∗, λ∗) can be uniquely determined as the solution of the system (see also [15])
Nk(c, λ) = 1 and ddλNk(c, λ) = 0.
Let Λ1(c) < Λ2(c) be the two positive roots of the equation Nk(c, λ) = 1 for each c > c∗ .
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(i) For each c > c∗ , system (4.2) has a traveling wave U (ξ) =: (U1(ξ),U2(ξ)) with speed c such that Ui(ξ) = O (eΛ1(c)ξ ), as
ξ → −∞, i = 1,2, U1 ∈ C(R, [0, K+]),
0 < K−  lim inf
ξ→+∞U1(ξ) limsupξ→+∞
U1(ξ) K+, (4.7)
and
0 < lim inf
ξ→+∞U2(ξ) limsupξ→+∞
U2(ξ) K+. (4.8)
If, in addition, (C3) also holds, then U (+∞) = (u∗, v∗), where v∗ = g(u∗)β .
(ii) For c = c∗ , system (4.2) has a traveling wave U (ξ) with speed c∗ .
(iii) For any c ∈ (0, c∗), system (4.2) admits no traveling wave U (ξ) with speed c connecting (0,0) and (u∗, v∗).
Proof. According to Proposition 4.1, it is suﬃcient to show that the conclusions hold for system (4.4) and (4.5). Note that
f (u) = g(u)g′(0) and k deﬁned by (4.6). It is easy to see that f satisﬁes (A1)–(A2) and k satisﬁes (B1)–(B2) under the conditions
(C1)–(C2). Moreover, f satisﬁes (A3) provided that (C3) hold. We only prove the case (i) since the other cases are similar.
For c > c∗ , by Theorem 2.10, (4.4) has a traveling wave U1(ξ) with speed c such that
0< K−  lim inf
ξ→+∞U1(ξ) limsupξ→+∞
U1(ξ) K+.
If (C3) also holds, then U1(+∞) = u∗ . By the similar arguments used in Theorem 3.1 and Corollary 3.2, one can easily show
that U1(ξ) = O (eΛ1(c)ξ ), ξ → −∞. From (4.5), we have
U2(ξ) =
∞∫
0
g
(
U1(ξ − cs)
)
k2(s)ds.
It then follows that U2(ξ) = O (eΛ1(c)ξ ) as ξ → −∞. Furthermore, we have
0< lim inf
ξ→+∞U2(ξ) limsupξ→+∞
U2(ξ) K+,
and U (+∞) = (u∗, v∗) provided that (C3) also holds. Therefore, the conclusion (i) holds. This completes the proof. 
Theorem 4.3. Let (C1)–(C3) hold. Assume that |g(u) − g(v)| g′(0)|u − v| for all u, v ∈ [0,u∗]. Then, for any c > c∗ , the traveling
waves of system (4.2) connecting (0,0) and (u∗, v∗) with speed c are unique up to translations.
Proof. Note that f (u) = g(u)g′(0) and k(x, t) = g′(0)
∫ t
0 Γ1(x, t − s)k2(s)ds, where k1 and k2 are deﬁned by (4.3). The same proof
as in Theorem 3.1 shows that, for any c > c∗ , the traveling waves of (4.4) connecting 0 and u∗ with speed c are unique
up to translations, and it follows from Proposition 4.1 that the traveling waves of (4.2) connecting (0,0) and (u∗, v∗) with
speed c are unique up to translations. This completes the proof. 
Remark 4.4. Recently, Wu and Liu [18] considered the nonlocal reaction–diffusion model with distributed delay⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂
∂t
u1(x, t) = ∂
2
∂x2
u1(x, t) − u1(x, t) +
∫
Rn
K (x− y)u2(y, t)dy,
∂
∂t
u2(x, t) = −βu2(x, t) +
∞∫
0
g
(
u1(x, t − s)
)
P (ds),
(4.9)
which can be regarded as a generalization of (4.2). When g is monotone increasing, the authors established the existence
of the minimal wave speed of monotone traveling waves (and also proved its coincidence with the spreading speeds) under
the assumptions
(D1) K : R→R+ is continuous and K is isotropic, that is, K (x) = K (−x), x ∈R;
(D2) K(0) > 0 and there exists some 0 < λ0  ∞ such that K(λ0) = ∞, and K(λ) < ∞ for λ ∈ [0, λ0), where K(λ) :=∫
R
e−λy K (y)dy.
When g is not monotone increasing, the technique used in the present paper can been used to obtain analogous results
for the nonlocal model (4.9) under the assumptions similar to (C1)–(C3).
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In the past decades, traveling waves of various integral systems have been widely investigated, and many nice results on
the traveling waves have been obtained for monotone integral equations. In this paper, we investigate the traveling waves
for a class of non-monotone integral equations with some biological background.
Based on the construction of two associated auxiliary monotone integral equations and a proﬁle set in a suitable Banach
space, we obtain the existence of traveling waves which may not be monotone. Then we show that the traveling waves are
unique up to translations. The exact asymptotic behavior of the proﬁles as ξ → −∞ and the existence of the minimal wave
speed are also obtained. Finally, we apply our results to an epidemic model with non-monotone “force of infection”. This is
probably the ﬁrst time the traveling waves of non-monotone epidemic systems have been studied.
In general, a nonlinear dynamics system is very complicated. In this paper, we only consider the existence, uniqueness
and asymptotic behavior of traveling waves of the equation. Other dynamics such as the stability of the traveling waves and
uniqueness of the minimal waves are still some open problems. Of course these problems are interesting and challenging.
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