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Abstract
We construct a 2-colored operad Ger+∞ which, on the one hand, extends the operad
Ger∞ governing homotopy Gerstenhaber algebras and, on the other hand, extends the
2-colored operad governing open-closed homotopy algebras (OCHA). We show that
Tamarkin’s Ger∞-structure on the Hochschild cochain complex C
•(A,A) of an A∞-
algebra A extends naturally to a Ger+∞-structure on the pair (C
•(A,A), A) . We show
that a formality quasi-isomorphism for the Hochschild cochains of the polynomial al-
gebra can be obtained via transfer of this Ger+∞-structure to the cohomology of the
pair (C•(A,A), A) . We show that Ger+∞ is a sub DG operad of the first sheet E
1(SC)
of the homology spectral sequence for the Fulton-MacPherson version SC of Voronov’s
Swiss Cheese operad. Finally, we prove that the DG operads Ger+∞ and E
1(SC) are
non-formal.
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1 Introduction
This paper is devoted to a natural 2-colored extension Ger+∞ of the operad Ger∞ governing
homotopy Gerstenhaber algebras. Informally a Ger+∞-algebra is a blend of two ubiquitous
algebraic structures: A∞-algebra and homotopy Gerstenhaber algebra. The notion of A∞-
algebra was invented by J. Stasheff [38]. The notion of homotopy Gerstenhaber algebra has
its origin in works [14], [16], [26] of M. Gerstenhaber, E. Getzler, and T. Kadeishvili. This
latter notion was developed and formalized in works [1], [15], [19], [32], [35], [40], [45]. In
this paper we describe interesting relations of the operad Ger+∞ to Kontsevich’s formality
theorem [30], to the operad OC∞ governing open-closed homotopy algebras [27], and to
Voronov’s Swiss Cheese operad [46].
We define the DG operad Ger+∞ as the cobar construction of a cooperad S which is
closely related to the cohomology cooperad H•(SC) of Voronov’s Swiss Cheese operad SC.
We show that algebras over Ger+∞ are pairs (V,A) with the following data:
• A Ger∞-structure on V ,
• An A∞-structure on A , and
• an L∞-morphism from V to the Hochschild cochain complex C
•(A,A) of A .
Using this description we show that for every A∞-algebra A Tamarkin’s Ger∞-structure
on the Hochschild cochain complex C•(A,A) extends naturally to a Ger+∞-structure on the
pair (C•(A,A), A) .
We show that the DG operad Ger+∞ satisfies the minimal model condition [39]. This
condition implies that the operadGer+∞ is cofibrant andGer
+
∞-structures can be transferred
across quasi-isomorphisms.
Using Tamarkin’s rigidity (see Theorem 5.5) for the Hochschild cohomology HH•(A,A)
of the polynomial algebra A = K[x1, . . . , xd] we show that a formality quasi-isomorphism
for Hochschild cochains C•(A,A) coincides with the corresponding part of the transferred
Ger+∞-structure on the pair (HH
•(A,A), A) .
Furthermore, we show that the operad Ger+∞ allows us to establish a necessary and
sufficient condition (Theorem 5.4) for an abstract L∞ morphism
HH•(A,A) ≻→ C•(A,A)
to be homotopic to an L∞ quasi-isomorphism obtained via Tamarkin’s procedure [10], [21],
[40].
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We also show that Ger+∞ is a sub-operad of the first sheet E
1(SC) of the homology
spectral sequence for the topological Swiss Cheese operad considered by A. Voronov in [46].
Finally we prove that the DG operads Ger+∞ and E
1(SC) are non-formal.
The paper is organized as follows.
In Section 2 we fix notation and conventions. In this section we also recall necessary
facts about Hochschild cochain complex of an A∞-algebra. In Section 3 we introduce the
operad Ger+∞ and define Ger
+
∞-morphism as well as Ger
+
∞ quasi-isomorphisms. In Section
4 we give an alternative description of Ger+∞-algebras and show that the operad Ger
+
∞
is an extension of the operad OC∞ governing open-closed homotopy algebras (OCHA). In
this section we also discuss homotopies of Ger+∞-algebras, prove the transfer theorem, and
construct a Ger+∞-algebra structure on the pair (C
•(A,A), A) . In Section 5 we establish a
necessary and sufficient condition for an abstract L∞-morphism fromHH
•(A,A) to C•(A,A)
to be homotopic to the one obtained via Tamarkin’s procedure [10], [21], [40]. In this
section we also show that a formality quasi-isomorphism for Hochschild cochains C•(A,A)
of the polynomial algebra A = K[x1, . . . , xd] is obtained via transfer of the Ger+∞-algebra on
(C•(A,A), A) to the cohomology. In Section 6 we describe the first sheet of the homology
spectral sequence E1(SC) for the Fulton-MacPherson version SC of Voronov’s Swiss Cheese
operad [46]. In this section we show that Ger+∞ is a suboperad of the DG operad E
1(SC) .
In Section 7 we prove that the DG operads Ger+∞ and E
1(SC) are non-formal. Finally, in
the concluding section, we discuss a few open questions.
Acknowledgment
I was secretly introduced to the fascinating world of homotopy algebras when I studied
quantization of gauge systems with my advisor Simon Lyakhovich in Tomsk State University.
I would like to thank Simon for his guidance and greet him with his anniversary. I would
like to thank S. Shadrin, J. Stasheff, B. Vallette, A. Voronov and T. Willwacher for useful
discussions. I am also thankful to J. Stasheff for his remarks on the first draft of the paper. I
would like to thank the anonymous referee for carefully reading my manuscript and for many
useful suggestions. A large part of this paper was written when I was an assistant professor
at the UC Riverside where I had excellent working conditions and great colleagues. I would
like to thank anonymous taxpayers of California for supporting the UC system and my work
at UC Riverside. The results of this paper were presented at the Southern California Algebra
Conference in UCLA and at the Geometry and Physics seminar at Northwestern University.
I would like to thank participants of the conference and the seminar for questions and useful
comments. I am partially supported by the NSF grant DMS 0856196, Regent’s Faculty
Fellowship, and the Grant for Support of Scientific Schools NSh-3036.2008.2.
2 Preliminaries
2.1 Notation and conventions
The ground field K has the zero characteristic. Depending on a context our underlying
symmetric monoidal category is either the category of graded vector spaces, or the category of
cochain complexes, or the category of compactly generated topological spaces. By suspension
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sV of a graded vector space (or a chain complex) V we mean ε ⊗ V , where ε is a one-
dimensional vector space placed in degree +1 . For a vector v ∈ V we denote by |v| its
degree. Sn denotes the symmetric group on n letters and Shp,q denotes the subset of (p, q)-
shuffles in Sp+q.
For a graded vector space (or a cochain complex) V the notation S(V ) (resp. S(V )) is
reserved for the symmetric algebra (resp. truncated symmetric algebra) of V :
S(V ) = K⊕ V ⊕ S2(V )⊕ S3(V )⊕ . . . ,
S(V ) = V ⊕ S2(V )⊕ S3(V )⊕ . . . .
Similarly, T (V ) (resp. T (V )) denotes the tensor algebra (resp. truncated tensor algebra) of
V :
T (V ) = K⊕ V ⊕ V ⊗2 ⊕ V ⊗3 ⊕ . . . ,
T (V ) = V ⊕ V ⊗2 ⊕ V ⊗3 ⊕ . . . .
For an operad O (resp. a cooperad C) and a cochain complex V we denote by O(V )
(resp. C(V )) the free O-algebra generated by V (resp. the cofree C-coalgebra cogenerated
by V ) . The notation Cobar(C) is reserved for the cobar construction [13], [19] of a cooperad
C .
By “suspension” of a (co)operad O we mean the (co)operad Λ(O) whose m-th space is
Λ(O)(m) = s1−mO(m)⊗ sgnm , (2.1)
where sgnm is the sign representation of the symmetric group Sm . For example, a ΛLie-
algebra is nothing but a Lie algebra with the bracket of degree −1 . Similarly Λcoassoc is
the cooperad governing coassociative coalgebras with comultiplication of degree −1 .
It is not hard to see that for every (co)operad O and for every graded vector space V we
have the isomorphism
Λ(O)(V ) = sO(s−1V ) . (2.2)
It is important to make a remark about degrees of cooperations in coalgebras over co-
operads. If C is a cooperad and v is a homogeneous vector in C(m) then the corresponding
cooperation
A→ A⊗m (2.3)
on a C-coalgebra A has the degree −|v| . In this paper by degree of a cooperation we mean
the degree of the corresponding vector in the cooperad but not the degree of the map. For
example, a vector ∆ ∈ Λcoassoc(2) has the degree −1 but the corresponding map
∆ : A→ A⊗A
for a Λcoassoc-coalgebra A has the degree 1 .
In this paper we often encounter L∞-algebras (resp. (DG) Lie algebras) with the binary
operation having degree −1 . Following our notation we call them ΛLie∞-algebras (resp.
ΛLie-algebras). However, we still retain the word “L∞-morphism” for a morphism in the
category of ΛLie∞-algebras.
Thus a ΛLie∞-structure on a graded vector space L is a degree 1 codifferential QˆL on
the cofree Λ2cocomm coalgebra
Λ2cocomm(L) = s2S(s−2L) .
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Similarly, an L∞-morphism Uˆ from a ΛLie∞-algebra L to a ΛLie∞-algebra L˜ is a morphism
of Λ2cocomm-coalgebras
Uˆ : s2S(s−2L)→ s2S(s−2L˜)
compatible with the codifferentials.
Since Uˆ is a morphism to a cofree coalgebra, it is uniquely determined by its composition
U = p ◦ Uˆ : s2S(s−2L)→ L˜
with the natural projection
p : s2S(s−2L˜)→ L˜ .
The notation Ger is reserved for the operad governing Gerstenhaber algebras [14], [19]
and Ger∨ denotes the corresponding Koszul dual [13], [19], [20] cooperad. This cooperad
can be obtained from the linear dual Ger∗ of Ger by applying the operation Λ twice:
Ger∨ = Λ2Ger∗ .
Following [13], [19], and [20] the DG operad Cobar(Ger∨) can be chosen as a model for the
operad which governs homotopy Gerstenhaber algebras. So, in this paper, we set
Ger∞ = Cobar(Ger
∨) .
For colored (co)operads we use notation and conventions from paper [3] by C. Berger
and I. Moerdijk. All colored (co)operads in this paper are 2-colored and we denote the two
colors by c and o . Furthermore, we fix the order c < o on the set {c, o} . Hence, due to [3,
Remark 1.3], every 2-colored (co)operad O is completely determined by objects
O(c, c, . . . , c︸ ︷︷ ︸
k
, o, o, . . . , o︸ ︷︷ ︸
n
; c) ,
O(c, c, . . . , c︸ ︷︷ ︸
k
, o, o, . . . , o︸ ︷︷ ︸
n
; o)
together with the right action of the group Sk × Sn and by the corresponding (co)operadic
(co)multiplications for these objects.
We often use the following short-hand notation for objects of 2-colored (co)operads
Oc(n, k) := O(c, c, . . . , c︸ ︷︷ ︸
n
, o, o, . . . , o︸ ︷︷ ︸
k
; c) , (2.4)
Oo(n, k) := O(c, c, . . . , c︸ ︷︷ ︸
n
, o, o, . . . , o︸ ︷︷ ︸
k
; o) . (2.5)
Let us consider, for example, the operad Lie whose algebras are Lie algebras (in the category
of vector spaces). This operad can be upgraded to the 2-colored operad Lie+ whose algebras
are pairs (V,W) where V is a Lie algebra andW is a module overW . To vectors in V (resp,
W) we assign the color c (resp. o). It is not hard to see that for Lie+ we have
(Lie+)c(n, 0) = Lie(n) ,
(Lie+)o(n, 1) = K[Sn] ,
and the remaining vector spaces are 0 .
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Remark 2.1 For colored operads of cochain complexes we use a bit of terminology from
closed model categories. Thus, following [2] and [3], we call a map f : O → O˜ of colored
operads a fibration if for every collection of colors c1, . . . , ck, c the map
f : O(c1, . . . , ck; c)→ O˜(c1, . . . , ck; c)
is surjective. We say that f : O → O˜ is an acyclic fibration is f is a quasi-isomorphism and
a fibration. A map f : O → O˜ is called a cofibration if f satisfies the left lifting property
with respect to all acyclic fibrations. Finally, a colored operad O is called cofibrant if the
unique map ∗ → O from the initial object ∗ is a cofibration.
Unfortunately, to the best of our knowledge, it is not yet established whether the category
of all colored operads with the above (co)fibrations is a closed model category. For this
reason, in our paper, we use the above terminology but not the full power of closed model
categories.
We use the reversed grading on each homological complex. In particular, the homology
groups H•(X) of a topological space X are concentrated in non-positive degrees and the
Poincare´ duality takes this unusual form:
H•(X) ∼= H
dimX+•(X) . (2.6)
Similarly, for the homology spectral sequence associated to an increasing filtration F p−1X ⊂
F pX ⊂ . . . on a space X we have
E1p,q(X) = Hp+q(F
−pX,F−p−1X) (2.7)
and
d1 : E
1
p,q(X)→ E
1
p+1,q(X) . (2.8)
2.2 Hochschild cochain complex of an A∞-algebra
It is known that for every graded vector space A⊕
k≥0
sk Hom (A⊗ k, A) (2.9)
is equipped with a ΛLie-algebra structure. The corresponding bracket is the Gerstenhaber
bracket [ , ]G . It is given by the formula
[Q1, Q2]G =
k1∑
i=1
(−1)εi,k2Q1(a1, . . . , Q2(ai, . . . , ai+k2−1), . . . , ak1+k2−1)− (−1)
(k1+1)(k2+1)(1↔ 2) , (2.10)
where k1 (resp. k2) is the degree of Q1 (resp. Q2) in (2.9) and
εi,k2 = (k2 + 1)(|a1|+ · · ·+ |ai−1|+ i− 1) .
Let us recall that an A∞-algebra structure on A is an element
m ∈
⊕
k≥1
sk Hom (A⊗ k, A) (2.11)
6
satisfying the Maurer-Cartan equation:
[m,m]G = 0 . (2.12)
Equation (2.12) implies that the formula
∂Hoch = [m, ]G (2.13)
defines a differential on the ΛLie-algebra (2.9) . In particular, restricting m to A we get a
differential on A .
The cochain complex (2.9) with the differential (2.13) is called the Hochschild cochain
complex of the A∞-algebra (A,m) . In this paper we denote this cochain complex by
C•(A,A) .
3 The operad Ger+∞
Let us start the construction of the operad Ger+∞ with the following definition
Definition 3.1 An S-coalgebra is a pair of Ger∨-coalgebra V and a Λcoassoc-coalgebra A
together with a unary operation
ρ : A→ V
of degree1 −1 such that the composition of the cobracket δc with ρ is zero:
δc ◦ ρ(a) = 0 , (3.1)
and the following diagrams commute:
A
ρ //
∆o

V
∆c

A⊗ A
ρ⊗ρ // V ⊗ V
(3.2)
A⊗A
ρ⊗id // V ⊗ A
A
∆o
<<xxxxxxxxx
∆o ##F
FF
FF
FF
FF
A⊗A
id⊗ρ // A⊗ V
σ
OO
(3.3)
where ∆c (resp. ∆o) is the comultiplication in V (resp. in A) and
σ : A⊗ V → V ⊗A
is the mapping which switches tensor components.
1Recall that by degree of ρ we mean the degree of the corresponding vector in the cooperad governing
S-coalgebras.
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Remark 3.2 Diagram (3.2) says that ρ is a map of coassociative coalgebras. However, the
degrees of comultiplications ∆c and ∆o are different. This is why ρ is forced to have degree
−1.
Composing the comultiplication ∆o with ρ⊗ id and id⊗ ρ we get the maps
µl = ρ⊗ id ◦∆o : A→ V ⊗A , (3.4)
and
µr = id⊗ ρ ◦∆o : A→ A⊗ V , (3.5)
respectively.
Using the axioms of S-coalgebras it is not hard to show that
Proposition 3.3 If we view V as a coassociative coalgebra then the maps µl (3.4) and µr
(3.5) are left and right comodule structures on A over V , respectively.
Remark 3.4 Axiom (3.3) implies that the comodule structure µr is obtained from µl via
switching the tensor factors.
Proof. To prove that µl is a left comodule structure we need to show that the diagram
A
µl

µl // V ⊗A
∆c⊗id

V ⊗ A
id⊗µl // V ⊗ V ⊗ A
(3.6)
commutes.
The latter follows easily from the commutativity of the diagram below:
A
∆o

∆o // A⊗A
ρ⊗1 //
∆o⊗1

V ⊗ A
∆c⊗1

A⊗ A
1⊗∆o //
ρ⊗1

A⊗ A⊗ A
ρ⊗ρ⊗1//
ρ⊗1⊗1

V ⊗ V ⊗A
V ⊗A
1⊗∆o // V ⊗ A⊗ A
1⊗ρ⊗1
77ooooooooooo
(3.7)
The corresponding statement for µr can be proved in a similar way.

Let us denote by S the cooperad which governs the S-coalgebras. This is a 2-colored
cooperad. We reserve the color c for vectors in V and the color2 o for vectors in A . In
Subsection 6.2 we describe a link between the cooperad S and the cohomology cooperad
H•(SC) of Voronov’s Swiss Cheese operad SC .
The cofree S-coalgebra S(V,A) cogenerated by the pair (V,A) is the direct sum
S(V,A) = Sc(V,A) ⊕ So(V,A) (3.8)
2This notation for colors comes from string theory: c stands for closed strings and o stands for open
strings.
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where
Sc(V,A) = Ger∨(V ) (3.9)
and
So(V,A) = s
(
S(s−2V )⊗ T (s−1A)
)
⊕ sT (s−1A) , (3.10)
where T (s−1A) (resp. S(s−2V )) is the truncated tensor algebra of s−1A (resp. the truncated
symmetric algebra of s−2V ).
The main hero of this article is the DG operad Cobar(S) . Since Cobar(S) extends the
operad governing homotopy Gerstenhaber algebras we denote it by Ger+∞ .
Let us recall that, due to Proposition 2.15 in [19], a Ger+∞-algebra structure on (V,A) is
a degree 1 codifferential Qˆ of the cofree coalgebra S(V,A) .
This observation motivates the definition of a Ger+∞-morphism.
Definition 3.5 Let (V,A) and (V ′, A′) be two Ger+∞-algebras. A Ger
+
∞-morphism from
(V,A) to (V ′, A′) is a morphism of S-coalgebras
Tˆ : S(V,A)→ S(V ′, A′)
with the codifferentials Qˆ and Qˆ′ corresponding to theGer+∞-structures on (V,A) and (V
′, A′),
respectively.
Since S(V ′, A′) is cofree every morphism
Tˆ : S(V,A)→ S(V ′, A′)
of S-coalgebras is uniquely determined by its composition
T = p ◦ Tˆ : S(V,A)→ V ′ ⊕A′
with the projection p : S(V ′, A′)→ V ′ ⊕A′ .
It is not hard to see that the compatibility of Tˆ with the codifferentials Qˆ and Qˆ′ implies
that the restrictions:
T
∣∣∣
V
: V → V ′ (3.11)
and
T
∣∣∣
A
: A→ A′ (3.12)
are morphisms of cochain complexes.
This observation motivates the definition of Ger+∞ quasi-isomorphism
Definition 3.6 AGer+∞ quasi-morphism from (V,A) to (V
′, A′) is a morphism of S-coalgebras
Tˆ : S(V,A)→ S(V ′, A′)
for which the restrictions (3.11), (3.12) are quasi-isomorphisms of cochain complexes.
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4 Algebras over the operad Ger+∞
The following theorem gives us an alternative description3 of algebras over the operadGer+∞ .
Theorem 4.1 A Ger+∞-algebra structure on the pair of cochain complexes (V,A) is a triple:
• A Ger∞-structure on V ,
• An A∞-structure on A , and
• An L∞-morphism from V to the Hochschild cochain complex C
•(A,A) of the A∞-
algebra A .
Proof. A Ger+∞-algebra structure on (V,A) is a degree 1 codifferential Qˆ on the cofree
coalgebra S(V,A) . This differential splits into the c-component Qˆc
Qˆc : Ger∨(V )→ Ger∨(V ) (4.1)
and the o-component
Qˆo : So(V,A)→ So(V,A) . (4.2)
Since S(V,A) is cofree, the codifferential Qˆ is uniquely determined by its composition
Q = p ◦ Qˆ : S(V,A)→ V ⊕ A (4.3)
with the projection
p : S(V,A)→ V ⊕A .
The composition Q also splits into the c-component
Qc : Ger∨(V )→ V (4.4)
and the o-component
Qo : s
(
S(s−2V )⊗ T (s−1A)
)
⊕ sT (s−1A)→ A . (4.5)
We claim that Qc (4.4) gives us a Ger∞-algebra structure on V , the restriction
Qo
∣∣∣
sT (s−1A)
: sT (s−1A)→ A (4.6)
gives us an A∞-structure on A and the restriction
Qo
∣∣∣
s
(
S(s−2V )⊗T (s−1A)
) : s (S(s−2V )⊗ T (s−1A) )→ A (4.7)
gives us an L∞-morphism from the ΛLie∞-algebra V to the ΛLie-algebra C
•(A,A) .
The first two statements are obvious. Indeed, the map Qc (4.4) corresponds to the
codifferential Qˆc on the Ger∨-coalgebra Ger∨(V ). This is a Ger∞-structure on V . The
map (4.6) corresponds to the codifferential
Qˆo
∣∣∣
sT (s−1A)
: sT (s−1A)→ sT (s−1A)
3I would like to thank Thomas Willwacher who suggested to me this alternative description.
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on the cofree Λcoassoc-coalgebra
Λcoassoc(A) = sT (s−1A) .
Thus we get an A∞-algebra structure on A .
To prove the third statement we replace the o-component So(V,A) of the coalgebra
S(V,A) by its desuspension
s−1So(V,A) = S(s−2V )⊗ T (s−1A) ⊕ T (s−1A) (4.8)
and conjugate the o-component Qˆo of the codifferential Qˆ by the suspension isomorphism.
(Thanks to this technical modification we will have simpler expressions for sings in our
formulas.) We will use the same notation Qo for this conjugated map:
Qo :
(
S(s−2V )⊗ T (s−1A)
)
⊕ T (s−1A)→ s−1A . (4.9)
Due to the above shift the comultiplication ∆o on (4.8) has degree 0 and the explicit
formula for ∆o reads
∆o(v1, . . . , vk; a1, . . . , an) =∑
(p,t)∈Ek,n
∑
λ∈Shp,k−p
(−1)η
λ
p,t(vλ(1), . . . , vλ(p); a1, . . . , at)⊗
(vλ(p+1), . . . , vλ(k); at+1, . . . , an)
(4.10)
where
Ek,n = {0, 1, . . . , k} × {0, 1, . . . , n} \ {(0, 0), (k, n)} ,
ηλp,t =
∑
i<j λ(i)>λ(j)
|vi||vj| +
t∑
i=1
k∑
j=p+1
|vλ(j)|(|ai|+ 1) . (4.11)
Using the compatibility of Qˆ with the S-coalgebra structure one deduces readily a formula
for Qˆo in terms of Qc and Qo:
Qˆo(v1, . . . , vk; a1, . . . , an) =
k∑
p=1
∑
λ∈Shp,k−p
(−1)ελ(Qc(vλ(1), . . . , vλ(p)), vλ(p+1), . . . , vλ(k); a1, . . . , an)+
(4.12)
0≤p≤k∑
1≤t≤s≤n
∑
λ∈Shp,k−p
(−1)ελ+ε
λ
t,p(vλ(1), . . . , vλ(p); a1, . . . , Q
o(vλ(p+1), . . . , vλ(k); at, . . . , as) . . . , an)+
0≤p≤k−1∑
1≤t≤n+1
∑
λ∈Shp,k−p
(−1)ελ+ε
λ
t,p(vλ(1), . . . , vλ(p), ; a1, . . . , at−1, Q
o(vλ(p+1), . . . , vλ(k)), at, . . . , an)
where
ελ =
∑
i<j λ(i)>λ(j)
|vi||vj| , (4.13)
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and
ελt,p =
p∑
j=1
|vλ(j)|+
k∑
j=p+1
t−1∑
l=1
|vλ(j)|(|al|+ 1) +
t−1∑
l=1
(|al|+ 1) . (4.14)
Restricting the codifferential Qˆc to the coalgebra
Λ2cocomm(V ) ⊂ Ger∨(V ) (4.15)
we get an ΛLie∞-algebra structure on V .
An L∞-morphism from V to C
•(A,A) is a degree 0 map
U : Λ2cocomm(V )→ C•(A,A) (4.16)
satisfying the coherence equations
k∑
p=1
∑
λ∈Shp,k−p
(−1)ελU(Qc(vλ(1), . . . , vλ(p)), vλ(p+1), . . . , vλ(k))
= −[m,U(v1, . . . , vk)]G−
k−1∑
p=1
∑
λ∈Shp,k−p
(−1)ελ+|vλ(1)|+···+|vλ(p)|[U(vλ(1), . . . , vλ(p)), U(vλ(p+1), . . . , vλ(k))]G ,
(4.17)
where ελ is defined in (4.13), [ , ]G is the Gerstenhaber bracket (2.10), and m is the A∞-
structure on A obtained from Qo, that is
m(a1, a2, . . . , an) = Q
o(a1, a2, . . . , an) . (4.18)
Now we define the desired L∞-morphism from V to C
•(A,A) by the formula:
U(v1, . . . , vk)(a1, . . . , an) = Q
o(v1, . . . , vk; a1, . . . an) , (4.19)
where vi ∈ V and aj ∈ A .
We claim that equation (4.17) follows from
Qˆo ◦ Qˆo = 0 . (4.20)
Indeed, applying the composition Qo ◦ Qˆo to the monomial
(v1, v2, . . . , vk, a1, a2, . . . , an)
with k ≥ 1 and using (4.12) we get
k∑
p=1
∑
λ∈Shp,k−p
(−1)ελQo(Qc(vλ(1), . . . , vλ(p)), vλ(p+1), . . . , vλ(k); a1, . . . , an)+ (4.21)
0≤p≤k∑
1≤t≤s≤n
∑
λ∈Shp,k−p
(−1)ελ+ε
λ
t,pQo(vλ(1), . . . , vλ(p), ; a1, . . . , Q
o(vλ(p+1), . . . , vλ(k); at, . . . , as), . . . , an)+
0≤p≤k−1∑
1≤t≤n+1
∑
λ∈Shp,k−p
(−1)ελ+ε
λ
t,pQo(vλ(1), . . . , vλ(p), ; a1, . . . , at−1, Q
o(vλ(p+1), . . . , vλ(k)), at, . . . , an) ,
where ελ and ε
λ
t,p are defined in (4.13) and (4.14), respectively.
It is not hard to see that the first sum in (4.21) coincides with the left hand side of (4.17) .
Furthermore, combining all the terms with p = 0 or p = k in the second sum of (4.21) and
all the terms with p = 0 in the third sum of (4.21) we get
[m,U(v1, . . . , vk)]G(a1, . . . , an) .
Combining the remaining terms in the second sum and in the third sum of (4.21) we get
k−1∑
p=1
∑
λ∈Shp,k−p
(−1)ελ+|vλ(1)|+···+|vλ(p)|[U(vλ(1), . . . , vλ(p)), U(vλ(p+1), . . . , vλ(k))]G .
Thus we proved that a codifferential Qˆ on the coalgebra S(V,A) gives us a Ger∞-algebra
structure on V , an A∞-structure on A, and an L∞-morphism from V to the ΛLie-algebra
C•(A,A) .
Furthermore, given a Ger∞-algebra structure D on V , an A∞-structure m on A, and an
L∞-morphism U from V to C
•(A,A) the formulas
Qc = D ,
(4.18), (4.19) define a degree 1 codifferential Qˆ on S(V,A) .
Theorem 4.1 is proved.

4.1 Ger+∞ versus the operad OC∞ governing open-closed homotopy
algebras (OCHA)
Inspired by Zwiebach’s open-closed string field theory [48] H. Kajiura and J. Stasheff in-
troduced in [27] open-closed homotopy algebras (OCHA). These homotopy algebras were
studied in papers [23], [24], [28], and [29]. In this subsection we show that the operad Ger+∞
is a natural extension of the operad OC∞ .
To recall the definition of OCHA we introduce OC∨-coalgebras.
Definition 4.2 An OC∨-coalgebra is a pair of a Λ2cocomm-coalgebra V and a Λcoassoc-
coalgebra A together with a unary operation
ρ : A→ V
of degree −1 such that the following diagrams commute:
A
ρ //
∆o

V
∆c

A⊗ A
ρ⊗ρ // V ⊗ V
(4.22)
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A⊗A
ρ⊗id // V ⊗ A
A
∆o
<<xxxxxxxxx
∆o ##F
FF
FF
FF
FF
A⊗A
id⊗ρ // A⊗ V
σ
OO
(4.23)
where ∆c (resp. ∆o) is the comultiplication in V (resp. in A) and
σ : A⊗ V → V ⊗A
is the mapping which switches tensor components.
We denote by OC∨ the cooperad which governs OC∨-coalgebras.
The operad OC∞ governing OCHA algebras is by definition the cobar construction of the
cooperad OC∨.
OC∞ = Cobar(OC
∨) . (4.24)
In other words, an OCHA algebra structure on a pair of graded vector spaces (V,A) is a
degree 1 codifferential on the free OC∨- coalgebra OC∨(V,A) .
Comparing Definitions 3.1 and 4.2 it is not hard to see that OC∨ is a sub-cooperad of S .
Hence OC∞ is a sub DG operad of Ger
+
∞:
OC∞ →֒ Ger
+
∞ . (4.25)
Furthermore, Theorem 4.1 is a generalization of the following statement from [28]
Theorem 4.3 (H. Kajiura, J. Stasheff, [28]) An OC∞-algebra structure on the pair of
cochain complexes (V,A) is a triple:
• A ΛLie∞-structure on V ,
• An A∞-structure on A , and
• An L∞-morphism from V to the Hochschild cochain complex C
•(A,A) of the A∞-
algebra A .
Example 4.4 For every A∞-algebra A the pair (C
•(A,A), A) carries a tautological OCHA
structure: the ΛLie∞-structure on C
•(A,A) is simply the ΛLie-algebra structure given by
the Hochschild differential (2.13) and the Gerstenhaber bracket (2.10); the A∞-structure on
A is the given one; finally, the L∞-morphism from C
•(A,A) to C•(A,A) is the identity map.
4.2 Homotopies of Ger+∞-algebra structures
Let (V,A) be a pair of cochain complexes. Let Qˆ and Qˆ′ be Ger+∞-algebra structures on
(V,A) .
Definition 4.5 We say that the Ger+∞-algebra structures Qˆ and Qˆ
′ are homotopic if there
exists a degree 0 coderivation ψˆ of the coalgebra S(V,A) satisfying
Qˆ′ = exp([ψˆ, ])Qˆ . (4.26)
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Remark 4.6 Homotopic Ger+∞-structures on a pair (V,A) are obviously quasi-isomorphic.
Namely, a Ger+∞ quasi-isomorphism from (V,A, Qˆ) to (V,A, Qˆ
′) is given by the S-coalgebra
automorphism exp(ψˆ) of S(V,A) .
Remark 4.7 Definition 4.5 is justified by Proposition 4.10 from paper4 [5] by J. Chuang
and A. Lazarev. Indeed, let End(V,A) be the endomorphism operad of the pair (V,A) . Then
Proposition 4.10 from [5] implies that Ger+∞-algebra structures Qˆ and Qˆ
′ are in the relation
(4.26) if and only if the corresponding maps of DG operads
Cobar(S)→ End(V,A)
are homotopic with the homotopy defined via a path object.
We will be interested in homotopies between Ger+∞-algebra structures for which the
coderivation
ψˆ ∈ Coder(S(V,A))
satisfies the following additional conditions
ψˆ
∣∣∣
Ger
∨(V )
= 0 . (4.27)
ψˆ
∣∣∣
T (s−1A)
= 0 . (4.28)
These conditions are motivated by the following obvious proposition:
Proposition 4.8 Let (V,A) be a pair of cochain complexes and Qˆ, Qˆ′ be Ger+∞-algebra
structures on (V,A) satisfying equation (4.26). If the coderivation ψˆ enjoys condition (4.27)
then the Ger∞-algebra structures on V corresponding to Qˆ and Qˆ
′ coincide. If ψˆ enjoys
condition (4.28) then the A∞-algebra structures on A corresponding to Qˆ and Qˆ
′ coincide.
Proof. The first statement follows from the fact that the Ger∞-algebra structure on V cor-
responding to Qˆ is given by the c-component (4.1) of Qˆ . The second statement follows from
the fact that the A∞-algebra structure on A corresponding to Qˆ is obtained by restricting
Qo (4.5) to
T (s−1A) ⊂ s−1So(V,A) .

Let L and L˜ be ΛLie∞-algebras.
Recall from [8] and [37] that L∞-morphisms from L to L˜ can be identified with Maurer-
Cartan elements of the auxiliary L∞-algebra:
sHom (s2S(s−2L), L˜) . (4.29)
The L∞-structure on (4.29) is defined in terms of the ΛLie∞-structure on L˜, the comultipli-
cation and the codifferential on s2S(s−2L) . In particular, if L˜ is a ΛLie-algebra then (4.29)
is a DG Lie algebra. This is an important observation because in our consideration below L˜
is the Hochschild cochain complex C•(A,A) and hence a ΛLie-algebra.
4I would like to thank Bruno Vallette for showing me this paper.
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It was also shown in [8] and [37] that homotopic L∞-morphisms correspond to isomorphic
5
Maurer-Cartan elements in (4.29).
We will need the following theorem.
Theorem 4.9 Let (V,A) be a pair of cochain complexes and Qˆ, Qˆ′ be Ger+∞-algebra struc-
tures on (V,A) with coinciding Ger∞-structures on V and coinciding A∞-structures on A .
Let Uˆ and Uˆ ′ be L∞-morphisms from V to C
•(A,A) corresponding to Ger+∞-algebra struc-
tures Qˆ and Qˆ′, respectively. Then the L∞-morphisms Uˆ and Uˆ
′ are homotopic if and only
if Qˆ and Qˆ′ satisfy equation (4.26) with a coderivation ψˆ enjoying conditions (4.27) and
(4.28).
Proof. We start with the part “if”.
Let U (resp. U ′) be the composition of Uˆ (resp. Uˆ ′) with the natural projection p :
s2S(s−2C•(A,A))→ C•(A,A)
U, U ′ : s2S(s−2V )→ C•(A,A) . (4.30)
Following [8], [37] we view the maps U and U ′ as degree 1 elements of the following auxiliary
DG Lie algebra
H = sHom (s2S(s−2V ), C•(A,A)) . (4.31)
We need to show that there exists a degree zero element
θ ∈ sHom (s2S(s−2V ), C•(A,A)) (4.32)
such that
U ′ = exp([θ, ]H)U +
exp([θ, ]H)− 1
[θ, ]H
dHθ , (4.33)
where dH and [ , ]H are the differential and the bracket in H (4.31), respectively.
We will show that the desired element θ can be expressed in terms of the map
ψ = p ◦ ψˆ ,
where p is the natural projection p : S(V,A) → V ⊕ A . More precisely, for vi ∈ V and
aj ∈ A we set
θ(v1, . . . , vk)(a1, . . . , an) = ψ(v1, . . . , vk; a1, . . . , an) . (4.34)
It is easy to check that θ has the degree 0 in (4.31).
To prove (4.33) we introduce an auxiliary variable t and the following path of L∞-
morphisms
Ut = exp(t[θ, ]H)U +
exp(t[θ, ]H)− 1
[θ, ]H
dHθ . (4.35)
Similarly, we introduce a path Qˆt of Ger
+
∞-algebra structures on the pair (V,A)
Qˆt = exp(t[ψˆ, ])Qˆ . (4.36)
Let U˜t be the L∞-morphism from V to C
•(A,A) corresponding to Qˆt . Namely,
U˜t(v1, . . . , vk)(a1, . . . , an) = Qt(v1, . . . , vk; a1, . . . , an) , (4.37)
5We think of Maurer-Cartan elements as objects of the corresponding Deligne groupoid [17], [18].
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where Qt is the composition p ◦ Qˆt of Qˆt with the natural projection p : S(V,A)→ V ⊕ A .
The codifferential Qˆt satisfies the differential equation
d
dt
Qˆt = [ψˆ, Qˆt ] . (4.38)
Hence the composition Qt = p ◦ Qˆt satisfies the equation
d
dt
Qt = ψ ◦ Qˆt −Qt ◦ ψˆ (4.39)
Combining this equation with (4.34) and (4.37) it is not hard to show that U˜t satisfies the
differential equation
d
dt
U˜t = dHθ + [θ, U˜t]H (4.40)
where dH and [ , ]H are the differential and the bracket in H (4.31), respectively.
On the other hand, Ut (4.35) satisfies the same differential equation (4.40) with the same
initial condition
Ut
∣∣∣
t=0
= U˜t
∣∣∣
t=0
= U .
Thus equation (4.33) holds and the desired implication is proved.
The proof of “only if” part is similar.
We define the map
ψ : S(V,A)→ V ⊕ A
by setting
ψ
∣∣∣
Ger
∨(V )
= 0 (4.41)
and
ψ(v1, v2, . . . , vk, a1, a2, . . . an) =
{
θ(v1, v2, . . . , vk)(a1, a2, . . . an) , if k ≥ 1 ,
0 , otherwise .
(4.42)
Next, we let ψˆ be the coderivation corresponding to ψ .
Then using a similar line of arguments it is not hard to deduce equation (4.26) from
(4.33).

4.3 Transfer theorem
Let us now show thatGer+∞-algebra structures can be transferred across quasi-isomorphisms.
More precisely,
Theorem 4.10 Given quasi-isomorphisms of cochain complexes
V → V ′ A→ A′ (4.43)
and a Ger+∞-algebra structure on the pair (V
′, A′) one can construct a Ger+∞-algebra struc-
ture on (V,A) and a Ger+∞ quasi-isomorphism
Tˆ : (V,A) ≻→ (V ′, A′)
which extends (4.43).
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Remark 4.11 The Ger+∞-algebra structure obtained in this way on pair (V,A) is called the
transferred Ger+∞-algebra structure.
Remark 4.12 We would like to remark that OCHA structures can also be transferred across
quasi-isomorphisms. The corresponding transfer theorem was proved in [27, Section 4].
Proof. The construction of the transferred Ger+∞-algebra structure goes along the lines of
the proof of Lemma 4.2.1 in [21].
A Ger+∞-algebra structure on (V
′, A′) is given by a degree 1 codifferential Qˆ′ on the
S-coalgebra
S(V ′, A′) .
Thus we need to build a coderivation Qˆ on the S-coalgebra S(V,A) together with an S-
coalgebra homomorphism
Tˆ : S(V,A)→ S(V ′, A′)
such that Tˆ extends (4.43) Qˆ extends the differential on V ⊕A and
Qˆ2 = 0 , Tˆ Qˆ = Qˆ′Tˆ . (4.44)
Following V. Hinich [21] these equations can be solved by induction on an increasing filtration
on the cooperad S . However, unlike in the proof of Lemma 4.2.1 from [21] we cannot use
the filtration by arity because S has a non-identity unary operation ρ.
So we assign the following weights to the elementary cooperations of S
w(ρ) = 1 , w(∆o) = 1 , w(∆c) = 2 , w(δc) = 2 , (4.45)
where ∆c (resp. δc) is the comultiplication (resp. cobracket) of Ger
∨ and ∆o is the comul-
tiplication of Λcoassoc .
Since all the defining relations of the cooperad S are homogenous with respect to the
weights (4.45) we use them to build the desired increasing filtration F •S on S
F 1S ⊂ F 2S ⊂ F 3S ⊂ . . . . (4.46)
The cooperad S is obviously cocomplete with respect to this filtration. Furthermore, the
filtration is compatible with the coinsertions ∆k of the cooperad S in the following sense
6
∆k(F
nS ) ⊂
⊕
p+q=n
F pS⊗ F qS . (4.47)
It is this property that allows us to solve equations (4.44) inductively following the lines of
the proof of Lemma 4.2.1 from [21]. 
Remark 4.13 The minimal model condition (4.47) implies that the operad Ger+∞ is cofi-
brant in the sense of Remark 2.1.
Remark 4.14 The transfer theorem is a common feature of homotopy algebras. As far
as we know, the first example of such a theorem was proved by T. Kadeishvili in [25] for
A∞-algebras. In this context, we would also like to mention a very interesting paper [33] by
P. van der Laan. In this paper the author established koszulity for the colored operad which
governs operads. Using this result he introduced the notion of operads up to homotopy and
gave an elegant proof of the transfer theorem for homotopy algebras.
6This is also known as the minimal model condition [39].
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4.4 Ger+∞-algebra structure on (C
•(A,A), A)
Let A be an A∞-algebra. Following D. Tamarkin [21], [40] the Hochschild cochain complex
C•(A,A) of A carries a Ger∞-algebra structure with the following properties
H the induced Gerstenhaber algebra structure on the cohomology groups H•(C•(A,A))
coincides with the one given by the Gerstenhaber bracket and the cup-product.
O all operations of this Ger∞-algebra structure are expressed in terms of insertions of
cochains into a cochain, insertions of cochains into A∞ operations, and insertions of
A∞-operations into a cochain.
Remark 4.15 Tamarkin’s Ger∞-algebra structure on C
•(A,A) can be obtained in two
ways. The first way is to combine a solution of the Deligne conjecture [1], [32], [35], [43], [45]
for Hochschild cochains with the formality for the operad of little discs [31], [34], [41]. The
second way is to use the Etingof-Kazhdan theory [12] as in [44]. Both constructions involve
various choices. For example, for both constructions we need to choose Drinfeld’s associator
Φ [11]. Following D. Tamarkin [42], different choices of the Drinfeld associator give different
homotopy classes of the Ger∞-structure on C
•(A,A) .
Let us prove that
Theorem 4.16 Tamarkin’sGer∞-algebra structure on C
•(A,A) extends to a Ger+∞-algebra
structure on the pair (C•(A,A), A) .
Proof. According to Theorem 4.1 we need to construct a Ger∞-algebra structure on
C•(A,A), an A∞-algebra structure on A and an L∞-morphism from C
•(A,A) to the ΛLie-
algebra C•(A,A) .
The first two ingredients are already at hand. So we set the last one to be the identity
map
id : C•(A,A)→ C•(A,A) . (4.48)
We would like to emphasize that the ΛLie∞-algebra structure on the source of (4.48) comes
from Tamarkin’s Ger∞-algebra structure while the target of (4.48) carries the ΛLie-algebra
structure given by the Hochschild differential (2.13) and the Gerstenhaber bracket (2.10).
Due to Theorem7 2 from [10] these two ΛLie∞-algebra structures on C
•(A,A) coincide.
Hence, the map (4.48) is indeed an L∞-morphism from the ΛLie∞-algebra C
•(A,A) to the
ΛLie-algebra of Hochschild cochains of A .

Remark 4.17 It is easy to see that the Ger+∞ structure on the pair (C
•(A,A), A) extends
the tautological OCHA structure from Example 4.4.
Let us describe the Ger+∞-algebra structure from Theorem 4.16 explicitly in the case
when A is a plain associative algebra concentrated in degree 0.
7In paper [10], Theorem 2 was proved for the case of (strict) associative algebra A only. However it is not
hard to extend the proof from [10] to the case of an arbitrary A∞-algebra using the same degree bookkeeping
argument.
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We need to define a codifferential Qˆ on the S-coalgebra S(C•(A,A), A) . This codiffer-
ential is uniquely determined by its composition
Q = p ◦ Qˆ
with the projection
p : S(C•(A,A), A)→ C•(A,A)⊕ A .
The c-component Qc of Q
Qc : Ger∨(C•(A,A))→ C•(A,A) (4.49)
is Tamarkin’sGer∞-algebra structure on C
•(A,A) and the o-component is defined as follows.
For a1, . . . , an ∈ A and P, P1, . . . , Pk ∈ C
•(A,A) we set
Qo(a1, a2, . . . , an) =
{
−a1a2 , if n = 2 ,
0 , otherwise ,
(4.50)
Qo(P1, P2 . . . , Pk; a1, a2, . . . , an) = 0 (4.51)
if k > 1 and
Qo(P ; a1, a2, . . . , an) =
{
P (a1, . . . , an) , if |P | = n ,
0 , otherwise .
(4.52)
In particular, for b ∈ C0(A) we have
Qo(b) = b , (4.53)
where, in the right hand side, b is viewed as an element of A .
5 The formality quasi-isomorphism for C•(A,A) via trans-
fer of the Ger+∞-structure
Let A be a commutative unital algebra over the field K and let
V •A = ∧
•
ADer (A) (5.1)
be the graded algebra of polyvector fields on Spec(A) . It is known that V •(A) is a Gersten-
haber algebra. The multiplication is simply the exterior product and the Lie bracket is the
Schouten-Nijenhuis bracket [ , ]SN .
Let
QˆH : S(V
•
A , A)→ S(V
•
A , A) (5.2)
be aGer+∞-structure on the pair (V
•
A , A) . As above we denote by QH the composition p◦QˆH
of QˆH with the natural projection:
p : S(V •A , A)→ V
•
A ⊕ A .
We also denote by QcH and Q
o
H the c-component and o-component, respectively
QcH : Ger
∨(V •A)→ V
•
A ,
QoH : s
(
S(s−2V •A)⊗ T (s
−1A)
)
⊕ sT (s−1A)→ A .
Theorem 4.1 implies that
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Corollary 5.1 If a Ger+∞ algebra structure (5.2) on the pair (V
•
A , A) satisfies these two
properties:
G the Ger∞-structure on V
•
A is the standard Gerstenhaber algebra structure given by the
Schouten-Nijenhuis bracket and the exterior product;
A the A∞-algebra structure on A is the original associative algebra structure on A
then the formula
F (γ1, . . . , γk)(a1, . . . , an) = Q
o
H(γ1, . . . , γk; a1, . . . , an) (5.3)
defines an L∞-morphism from the ΛLie-algebra V
•
A to the ΛLie-algebra C
•(A,A) .
Conversely, if
Fˆ : V •A ≻→ C
•(A,A) (5.4)
is an L∞-morphism from the ΛLie-algebra V
•
A to C
•(A,A) then the formula (5.3) (with
F = p ◦ Fˆ ) defines a Ger+∞-structure on the pair (V
•
A , A) satisfying the above properties G
and A.
We will denote the Ger+∞-structure on the pair (V
•
A , A) corresponding to an L∞-morphism
(5.4) by QˆFˆ .
Remark 5.2 An OCHA analogue of Corollary 5.1 was already proved in [28]. In fact,
J. Kajiura and J. Stasheff considered in [28] the OCHA structure on the pair (V •A , A) for
A = R[x1, . . . , xd] corresponding to Kontsevich’s formality quasi-isomorphism from [30] .
Let us now restrict our consideration to the case when A is a regular commutative algebra.
(In other words, for every prime ideal p ⊂ A the local ring Ap is regular.) In this case,
the Hochschild-Kostant-Rosenberg theorem [22] tells us that the Hochschild cohomology
HH•(A,A) is isomorphic to the Gerstenhaber algebra (5.1) of polyvector fields on Spec(A) .
For regular commutative algebras we also have the following theorem.
Theorem 5.3 (Theorem 4, [10]) Let D be Tamarkin’sGer∞-structure on C
•(A,A) . Then
for every regular commutative algebra A (over K) there exists a Ger∞ quasi-isomorphism
Gˆ : V •A ≻→ C
•(A,A) (5.5)
from the Gerstenhaber algebra V •A of polyvector fields to the Ger∞-algebra (C
•(A,A),D) .
Due to Theorem 2 from [10] the ΛLie∞-part of the Ger∞-structure D on C
•(A,A) coincides
with the standard ΛLie-algebra structure on C•(A,A) . Therefore, restricting the Ger∞-
quasi-isomorphism Gˆ to the cocommutative coalgebra
Λ2cocomm(V •A) = s
2 S(s−2V •A)
we get an L∞ quasi-isomorphism
Gˆ
∣∣∣
s2S(s−2V •
A
)
s2S(s−2V •A)→ s
2S(s−2C•(A,A)) (5.6)
from the ΛLie-algebra V •A to the ΛLie-algebra C
•(A,A).
The following theorem addresses the question of whether a given L∞-morphism Fˆ (5.4)
is homotopic to the L∞ quasi-isomorphism (5.6).
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Theorem 5.4 Let QˆFˆ be the Ger
+
∞-structure on the pair (V
•
A , A) corresponding to an L∞-
morphism Fˆ (5.4). Furthermore, let Qˆ be the Ger+∞-structure on the pair (C
•(A,A), A)
which extends Tamarkin’s Ger∞-structure D on C
•(A,A) via Theorem 4.16. Then the L∞-
morphism Fˆ is homotopic to the L∞ quasi-isomorphism (5.6) if and only if the Ger
+
∞-
algebras (V •A, A, QˆFˆ ) and (C
•(A,A), A, Qˆ) are quasi-isomorphic.
Proof. We start with the part “only if”.
Let Fˆ be homotopic to the L∞-quasi-isomorphism (5.6). Due to Theorem 4.9 and Re-
mark 4.6 we may assume, without loss of generality, that Fˆ coincides with an L∞-quasi-
isomorphism (5.6). In other words,
Gˆ
∣∣∣
s2 S(s−2V •
A
)
= Fˆ . (5.7)
Then we define a morphism Tˆ from the S-coalgebra S(V •A , A) to S(C
•(A,A), A) by setting
Tˆ
∣∣∣
Ger
∨(V •
A
)
= Gˆ (5.8)
and
T o(γ1, . . . , γk, a1, . . . , an) =
{
a1 if k = 0 and n = 1 ,
0 , otherwise ,
(5.9)
where
T o : s
(
S(s−2V •A) ⊗ T (s
−1A)
)
⊕ sT (s−1A)→ A
is the o-component of the composition T = p ◦ Tˆ .
Equations (5.7) and (5.8) imply that
F (γ1, . . . , γk) = T
c(γ1, . . . , γk) (5.10)
for all γi ∈ V
•
A . Here T
c denotes the c-component of the composition T = p ◦ Tˆ and F is the
composition F = p ◦ Fˆ .
We claim that Tˆ is a Ger+∞ quasi-isomorphism from Ger
+
∞-algebra (V
•
A , A, QˆFˆ ) to the
Ger+∞-algebra (C
•(A,A), A, Qˆ) . In other words,
Qˆ ◦ Tˆ = Tˆ ◦ QˆFˆ . (5.11)
Indeed, the c-component of this equation
Qˆ ◦ Tˆ
∣∣∣
Ger
∨(V )
= Tˆ ◦ QˆFˆ
∣∣∣
Ger
∨(V )
holds because Gˆ is a Ger∞-quasi-isomorphism.
To show that the o-component of (5.11) holds it suffices to prove that
Qo ◦ Tˆ o(γ1, . . . , γk; a1, a2, . . . , an) = T
o ◦ Qˆo
Fˆ
(γ1, . . . , γk; a1, a2, . . . , an) . (5.12)
The latter equation is a consequence of (4.50), (4.51), (4.52), (5.9), and (5.10).
The part “if” requires more work.
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Let Tˆ : S(V •A , A) → S(C
•(A,A), A) be a morphism of S-coalgebras compatible with the
codifferentials QˆFˆ on S(V
•
A , A) and Qˆ on S(C
•(A,A), A) . As above T is the composition
p ◦ Tˆ with the natural projection p : S(C•(A,A), A)→ C•(A,A)⊕A and T c and T o are the
c-component and the o-component of T , respectively.
Since the c-component Tˆ c
Tˆ c : Ger∨(V •A)→ Ger
∨(C•(A,A))
is a Ger∞ quasi-isomorphism from V
•
A to the Ger∞-algebra (C
•(A,A),D), we simply need
to show that Fˆ (5.4) is homotopic to the L∞ quasi-isomorphism
Tˆ c
∣∣∣
s2 S(s−2V •
A
)
: s2 S(s−2V •A)→ s
2 S(s−2C•(A,A)) . (5.13)
Since A has the zero differential and it is concentrated in the single degree 0 we have
T o(a1) = a1 (5.14)
and
T o(a1, . . . , an) = 0 (5.15)
for all n > 1 and ai ∈ A .
Unfolding the o-component of the equation Qˆ ◦ Tˆ = Tˆ ◦ QˆFˆ we get
Qo ◦ Tˆ o(γ1, . . . , γk; a1, a2, . . . , an) = (5.16)
k∑
p=1
∑
λ∈Shp,k−p
(−1)ελT o(Qc
Fˆ
(γλ(1), . . . , γλ(p)), γλ(p+1), . . . , γλ(k); a1, . . . , an)+
0≤p≤k∑
1≤t≤s≤n
∑
λ∈Shp,k−p
(−1)ελ+ε
λ
t,pT o(γλ(1), . . . , γλ(p); a1, . . . , Q
o
Fˆ
(γλ(p+1), . . . , γλ(k); at, . . . , as) . . . , an)+
0≤p≤k−1∑
1≤t≤n+1
∑
λ∈Shp,k−p
(−1)ελ+ε
λ
t,pT o(γλ(1), . . . , γλ(p), ; a1, . . . , at−1, Q
o
Fˆ
(γλ(p+1), . . . , γλ(k)), at, . . . , an)
where
ελ =
∑
i<j λ(i)>λ(j)
|γi||γj| , (5.17)
ελt,p =
p∑
j=1
|γλ(j)|+
k∑
j=p+1
t−1∑
l=1
|γλ(j)|(|al|+ 1) +
t−1∑
l=1
(|al|+ 1) . (5.18)
In the case k = 1 equation (5.16) reduces to
−T o(γ, a1, . . . , an−1)an − (−1)
|γ|a1T
o(γ, a2, . . . , an) + T
c(γ)(a1, . . . , an) =
F (γ)(a1, . . . , an)− (−1)
|γ|T o(γ, a1a2, a3, . . . , an) + (−1)
|γ|T o(γ, a1, a2a3, . . . , an) + . . . (5.19)
+(−1)|γ|+n−1T o(γ, a1, . . . , an−2, an−1an) .
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Here we use (4.50), (4.51), (4.52), (5.14), and (5.15).
A simple degree bookkeeping shows that if |γ| 6= n then all terms of equation (5.19) are
identically zero.
Thus equation (5.19) is equivalent to
T c(γ) = F (γ) + [m,ψ1(γ)]G (5.20)
where m is the multiplication in A and ψ1 is a map from V
•
A to C
•(A,A) of degree −1 defined
by the formula
ψ1(γ)(a1, a2, a3, . . . , a|γ|−1) = T
o(γ, a1, a2, a3, . . . , a|γ|−1) .
Equation (5.20) implies that F is an L∞ quasi-isomorphism. Furthermore, substituting
F by a homotopic L∞ quasi-isomorphism we can “kill” ψ1 .
In other words, with loss of generality, we may assume that ψ1 = 0 and hence
T o(γ, a1, a2, a3, . . . , as) = 0 , (5.21)
and
T c(γ) = F (γ) . (5.22)
for all γ ∈ V •A and ai ∈ A .
Let us assume, by induction, that for all k′ < k
T o(γ1, . . . , γk′; a1, . . . , an) = 0 , (5.23)
and
T c(γ1, . . . , γk′) = F (γ1, . . . , γk′) (5.24)
for all γi ∈ V
•
A and aj ∈ A .
Then equation (5.16) reduces to
−T o(γ1, . . . , γk; a1, . . . , an−1)an − (−1)
|γ1|+···+|γk|a1T
o(γ1, . . . , γk; a2, . . . , an)+
T c(γ1, . . . , γk)(a1, . . . , an) = F (γ1, . . . , γk)(a1, . . . , an)− (5.25)
(−1)|γ1|+···+|γk|
(
T o(γ1, . . . , γk; a1a2, a3, . . . , an)− T
o(γ1, . . . , γk; a1, a2a3, . . . , an) + . . .
+T o(γ1, . . . , γk; a1, . . . , an−2, an−1an)
)
.
Here we use (4.50), (4.51), (4.52) and (5.23).
Again, a simple degree bookkeeping shows that if n 6= |γ1|+ · · ·+ |γk|+ 2 − 2k then all
terms of equation (5.25) are identically zero.
Thus equation (5.25) is equivalent to
T c(γ1, . . . , γk) = F (γ1, . . . , γk) + [m,ψk(γ1, . . . , γk)]G (5.26)
where m is the multiplication in A and ψk is a map from S
k(V •A) to C
•(A,A) of degree 1−2k
defined by the formula
ψk(γ1, . . . , γk)(a1, . . . , an−1) = T
o(γ1, . . . , γk; a1, . . . , an−1)
and n = |γ1|+ · · ·+ |γk|+ 2− 2k .
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Combining this observation with the inductive assumption (5.24) we see that substituting
Fˆ by a homotopic L∞ quasi-isomorphism we can “kill” ψk and hence adjust Tˆ in such a way
that
T o(γ1, . . . , γk, a1, . . . , an) = 0 , (5.27)
and
T c(γ1, . . . , γk) = F (γ1, . . . , γk) (5.28)
for all γi ∈ V
•
A and aj ∈ A .
This argument completes the step of the induction and hence the proof of the theorem.

Let us now restrict our consideration to the case when A is the polynomial algebra
A = K[x1, . . . , xd]
in d variables. In this case the Gerstenhaber algebra structure on V •A satisfies the following
rigidity property:
Theorem 5.5 (Tamarkin’s rigidity, [21], [40]) Let K be a field of characteristic zero. If
A = K[x1, x2, . . . , xd] then any Ger∞-algebra structure on V
•
A with the binary operations ∧
and [ , ]SN is homotopy equivalent to the Gerstenhaber algebra (V
•
A,∧, [ , ]SN) .
For the proof of this theorem we refer the reader to Section 5.4 of nice exposition [21] by V.
Hinich.
Applying Theorem 4.10 to the Ger+∞-algebra structure on the pair (C
•(A,A), A) we get
a transferred Ger+∞-algebra structure on the cohomology (V
•
A , A) .
This Ger+∞-algebra structure automatically satisfies Property A from Corollary 5.1. In-
deed, this fact follows easily from the observation that A is concentrated in the single degree
0 .
Property G from Corollary 5.1 is not satisfied in general. However, using Theorem 5.5
we can adjust the transferred Ger+∞-algebra structure QˆH on (V
•
A, A) so that it will satisfy
Property G. It is clear that Property A will still be satisfied for this new Ger+∞-algebra
structure on (V •A , A) .
Thus we obtained a Ger+∞-algebra structure QˆH on the pair (V
•
A , A) which satisfies Prop-
erties G and A from Corollary 5.1 . In other words, QˆH defines (and is defined by) an
L∞-morphism
Fˆ : V •A ≻→ C
•(A,A) .
In addition, the Ger+∞-algebra (V
•
A , A, QˆH) is quasi-isomorphic to (C
•(A,A), A, Qˆ) . Thus
Theorem 5.4 implies the following corollary
Corollary 5.6 Let A = K[x1, . . . , xd] . If
Fˆ : V •A ≻→ C
•(A,A) .
is an L∞-morphism obtained, as above, via transfer of the Ger
+
∞-structure on (C
•(A,A), A)
to the cohomology then Fˆ is homotopic to an L∞ quasi-isomorphism constructed via Theorem
5.3.
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6 A Link between Ger+∞ and Voronov’s Swiss Cheese
operad SC
In this section we describe a link between the DG operad Ger+∞ and the Fulton-MacPherson
version SC of Voronov’s Swiss Cheese operad [46].
Let us first describe the 2-colored topological operad SC .
6.1 The Swiss Cheese operad SC
To define the spaces of the 2-colored operad SC we introduce the configuration space Confk
of k labeled distinct points on the complex plane C. Similarly, we introduce the configuration
space Confk,n of k + n labeled distinct points on C such that the first k points lie on the
upper half plane
H = {z ∈ C | Im(z) > 0} (6.1)
and the last n points lie on the real line R. Next, we define the space Ck as the quotient of
Confk by the action of the 3-dimensional real Lie group
z 7→ az + b , a ∈ R, a > 0 , b ∈ C .
Similarly, Ck,n is the quotient of Confk,n by the action of the 2-dimensional real Lie group:
z 7→ az + b , a ∈ R, a > 0 , b ∈ R .
The spaces SCc(k, n) are empty whenever n ≥ 1 ,
SCc(k, 0) := Ck , (6.2)
and
SCo(k, n) := Ck,n , (6.3)
where Ck and Ck,n are respectively compactifications of Ck and Ck,n constructed by M.
Kontsevich in [30, Section 5].
The spaces Ck and Ck,n are obtained from Ck and Ck,n, respectively, a` la Fulton-
MacPherson by performing real blow-ups along all partial diagonals.8
These spaces are manifolds with corners and open strata of Ck are in correspondence
with k-labeled planar trees. More precisely, given a k-labeled planar tree T with the set of
vertices V (T ), a stratum CT corresponding to T is isomorphic to the following product
CT =
∏
v∈V (T )\{leaves}
Ck(v) , (6.4)
where k(v) is the number of incoming9 edges of the vertex v . The planar tree T tells us in
which order we need to perform blow-ups to get the stratum CT .
8Building Ck,n we should also perform real blow-ups along the pieces of the boundary which correspond
to the situation when a cluster of points in the upper half plane approaches the real line R .
9We tacitly assume that all trees are rooted and hence oriented: each vertex has exactly one outgoing
edge and may have several incoming edges; a vertex with no incoming edges is called a leaf.
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The correspondence between planar trees and strata of Ck is not bijective. For example,
if two k-labeled planar trees T and T ′ give the same k-labeled tree then we identify the strata
CT and CT ′ by relabeling points in components Ck(v), v ∈ V (T ) \ {leaves} according to the
difference in the planar structures of T and T ′ .
To describe strata of Ck,n we need to use 2-colored planar trees. A 2-colored planar tree
T is a planar tree T together with a map
χ : E(T )→ {c, o}
which assigns to each edge e ∈ E(T ) a color c or a color o . We require that the total order
{c < o} on the set {c, o} is compatible with the planar structure in the following sense: for
every vertex v of the tree T the restriction of the map χ to the set Ein(v) of edges terminating
at the vertex v is order preserving. In other words, if we walk around the vertex v in the
clockwise direction starting with the outgoing edge then we first cross all the edges in Ein(v)
with the color c and then all the edges in Ein(v) with the color o . For an illustration, see
the left picture on figure 1.
3 1 2 5 4
Fig. 1: Dashed edges have the color o, solid edges have the color c
For our purposes we also impose the following condition on a 2-colored planar tree T :
Condition 6.1 If at least one incoming edge of a vertex v has the color o then its outgoing
edge has the color o.
For every 2-colored planar tree T the set V (T ) of vertices splits into the disjoint union
according to the color of the outgoing edge
V (T ) = Vc(T ) ⊔ Vo(T ) .
In other words, a vertex v belongs to Vc(T ) (resp. Vo(T )) if its outgoing edge has the color
c (resp. the color o). The above condition implies that for every vertex v ∈ Vc(T ) all its
incoming edges have the color c .
A (k, n)-labeled 2-colored planar tree T is a 2-colored planar tree T equipped with a
bijection between the set of leaves and the set {1, 2, . . . , k+ n} such that the external edges
corresponding to the first k leaves have the color c and the external edges corresponding to
the last n leaves have the color o . For an example of a (3, 2)-labeled 2-colored planar tree
see the right picture on figure 1.
We can now describe open strata of Ck,n . A stratum CT of Ck,n corresponding to a
(k, n)-labeled 2-colored planar tree T is the following product
CT =
∏
v∈Vc(T )\{leaves}
Ck(v) ×
∏
v∈Vo(T )\{leaves}
Ck(v),n(v) , (6.5)
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where k(v) (resp. n(v)) denotes the number of incoming edges with color c (resp. with color
o) .
Remark 6.2 Condition 6.1 implies that the root edge of every (k, n)-labeled 2-colored pla-
nar tree T with n 6= 0 has necessarily the color o . In the case n = 0 we require, in addition,
that the root of T in (6.5) has the color o . For example, we may have a (3, 0)-labeled
2-colored planar tree depicted on figure 2.
1 3 2
Fig. 2: The dashed edge has the color o, solid edges have the color c
As well as for Ck the correspondence between planar 2-colored trees and strata of Ck,n
is not bijective. For example, if two (k, n)-labeled 2-colored planar trees T and T ′ give the
same (k, n)-labeled 2-colored tree then we identify the strata CT and CT ′ by relabeling points
in components Ck(v), v ∈ Vc(T ) \ {leaves} and Ck(v),n(v), v ∈ Vo(T ) \ {leaves} according to
the difference in the planar structures of T and T ′ .
The operadic insertions for SC are defined in the obvious way using concatenation of
trees and identification of the corresponding strata.
Following this description, it is not hard to see that, in the category of sets, SC is the
free 2-colored operad generated by the collection {Ck, Ck,n} where Ck’s give us operations of
arity
(c, . . . , c︸ ︷︷ ︸
k
7→ c)
and Ck,n’s give us operations of arity
(c, . . . , c︸ ︷︷ ︸
k
, o, . . . , o︸ ︷︷ ︸
n
7→ o) .
6.2 The operad H•(SC) and the cooperads H
•(SC) and sc
The homology operad H•(SC) was described in [46]:
Theorem 6.3 (A. Voronov, [46]) Algebras over H•(SC) are triples (V,A, ̺), where V is
a Gerstenhaber algebra, A is an associative algebra and
̺ : V → A
is a homomorphism of associative algebras satisfying the condition
̺(v)a = (−1)|v||a|a̺(v) (6.6)
for all v ∈ V and a ∈ A .
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Proof. Although a proof is given in [46] we would like to briefly explain how one can prove
this statement without using the original (non-Fulton-MacPherson) version of the Swiss
Cheese operad.
Spaces of the operad SC are the compatifications Ck and Ck,n described above. The top
dimensional stratum of Ck (resp. Ck,n) is the configuration space Ck (resp. Ck,n). Thus,
by the collar neighborhood theorem, one can construct a homotopy equivalence between Ck
(resp. Ck,n) and Ck (resp. Ck,n). Hence
H•(Ck) ∼= H•(Ck) , H•(Ck,n) ∼= H•(Ck,n) . (6.7)
The homology of the spaces Ck and Ck,n can be computed along the lines of [6] or [19].
Finally, using the homotopy equivalence between Ck (resp. Ck,n) and Ck (resp. Ck,n) it is
not hard to see how the desired operad assembles from the homology spaces H•(Ck) and
H•(Ck,n) . 
Remark 6.4 Using the collar neighborhood theorem again (or applying the universal co-
efficient theorem) we get the similar description for the spaces of the linear dual cooperad
H•(SC):
H•(Ck) ∼= H
•(Ck) H
•(Ck,n) ∼= H
•(Ck,n) . (6.8)
The cooperadH•(SC) is closely related to the cooperad S (see Definition 3.1). To describe
a link between these two cooperads we introduce the following modification of H•(SC)-
coalgebras:
Definition 6.5 An sc-coalgebra is a pair of Ger∨-coalgebra V and a Λcoassoc-coalgebra A
together with a unary operation
ρ : A→ V
of degree10 −1 such that the following diagrams commute:
A
ρ //
∆o

V
∆c

A⊗ A
ρ⊗ρ // V ⊗ V
(6.9)
A⊗A
ρ⊗id // V ⊗ A
A
∆o
<<xxxxxxxxx
∆o ##F
FF
FF
FF
FF
A⊗A
id⊗ρ // A⊗ V
σ
OO
(6.10)
where ∆c (resp. ∆o) is the comultiplication in V (resp. in A) and
σ : A⊗ V → V ⊗A
is the mapping which switches tensor components. We will denote by sc the 2-colored coop-
erad which governs sc-coalgebras.
10Recall that by degree of ρ we mean the degree of the corresponding vector in the cooperad governing
sc-coalgebras.
29
Remark 6.6 It is clear that the cooperad sc is obtained fromH•(SC) by shifting the degrees
of the cooperations ∆c, δc, ρ, ∆o by −2, −2, −1, and −1, respectively. In other words, we
have
scc(k, 0) = s2−2kH•(SC)c(k, 0) , sco(k, n) = s1−n−2k (1⊗ sgnn)⊗H
•(SC)o(k, n) , (6.11)
where 1⊗ sgnn is the product of the trivial representation of Sk and the sign representation
of Sn .
It is not hard to see that an S-coalgebra (V,A) is an sc-coalgebra with an additional condi-
tion:
δc ◦ ρ = 0 ,
where δc denotes the Lie cobracket on V . Thus the cooperad S is a sub-cooperad of sc
S →֒ sc . (6.12)
6.3 The first sheet E1(SC) of the spectral sequence for SC
Using the stratification of the spaces (6.2), (6.3) described in Subsection 6.1 we equip the
topological operad SC with the increasing filtration
· · · ⊂ F p SC ⊂ F p+1 SC ⊂ . . . (6.13)
where F p SC is the closure of the union of all strata of dimension p .
In [46] A. Voronov considered the first sheet E1(SC) of the spectral sequence corre-
sponding to this filtration. He referred to the DG operad E1(SC) as the operad governing
“homotopy Swiss Cheese algebras”. To build a link between the DG operads Ger+∞ and
E1(SC) we would like to show that
Theorem 6.7 The DG operads E1(SC) and Cobar(sc) are isomorphic.
Proof. The spaces Ck form a Fulton-MacPherson version FME2 of the little disc operad.
So the operad SC is a 2-colored extension of the ordinary (non-colored) operad FME2 .
Thus if we restrict our consideration to operations of E1(SC) of the arity
(c, c, . . . , c 7→ c)
then we get an ordinary (non-colored) DG operad
E1(FME2) . (6.14)
In the famous Getzler-Jones paper11 [19] the DG operad (6.14) was identified with the
cobar construction Cobar(Ger∨) of the cooperad Ger∨ .
Thus, to prove the theorem, it remains to extend this identification to the operations of
the arity
(c, . . . , c︸ ︷︷ ︸
k
, o, . . . , o︸ ︷︷ ︸
n
7→ o)
11See also Proposition 1.2 in [45].
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For E1•,• of Ck,n we have
12
E1p,q(Ck,n) = Hp+q(F
−pCk,n, F
−p−1Ck,n) . (6.15)
F−p−1Ck,n is the boundary of the compact manifold F
−pCk,n . Hence by the Poincare´-
Lefschetz duality we have
Hp+q(F
−pCk,n, F
−p−1Ck,n) ∼= H
q(F−pCk,n) . (6.16)
Next, the collar neighborhood theorem implies that the space F−pCk,n is homotopy
equivalent to its interior
F−pCk,n \ F
−p−1Ck,n . (6.17)
Therefore, we have the isomorphism
Hq(F−pCk,n) ∼= H
q(F−pCk,n \ F
−p−1Ck,n) . (6.18)
The space (6.17) is the disjoint union of strata of dimension −p . Hence, using (6.5) and
the Ku¨nneth formula we get
Hp+q(F
−pCk,n, F
−p−1Ck,n) ∼=
⊕
T
 ⊗
v∈Vc(T )\{leaves}
H•(Ck(v)) ⊗
⊗
v∈Vo(T )\{leaves}
H•(Ck(v),n(v))
q/ ∼ (6.19)
where the summation runs over all (k, n)-labeled 2-colored planar trees T and k(v) (resp.
n(v)) denotes the number of incoming edges of the vertex v with the color c (resp. with the
color o). In the right hand side we identify two vectors if one of them is obtained from another
by changing the total order on the set of the incoming edges of a vertex v ∈ Vc(T ) \ {leaves}
(resp. v ∈ Vo(T ) \ {leaves}) and applying the corresponding element of the symmetric group
to the component in H•(Ck(v)) (resp. H
•(Ck(v),n(v))).
Since the dimension of the stratum CT corresponding to the tree T is
−p = dim(CT ) =
∑
v∈Vc(T )
(2kv − 3) +
∑
v∈Vo(T )
(2kv + nv − 2)
we get that the total degree of a vector in (6.19) reads:
p+ q = q +
∑
v∈Vc(T )
(2− 2kv) +
∑
v∈Vo(T )
(1− 2kv − nv) + |Vc(T )|+ |Vo(T )| . (6.20)
Combining this computation with (6.8) and Remark 6.6 we get the desired identification
between E1(SC) and Cobar(sc) as operads of graded vector spaces.
To show that the differential d1 in E
1(SC) coincides with the differential ∂Cobar of the
cobar construction we need to prove commutativity of the following diagram
Hq(F−pCk,n \ F
−p−1Ck,n)
∂Cobar

Hq(F−pCk,n)oo
j∗

//Hp+q(F
−pCk,n, F
−p−1Ck,n)
d1

Hq(F−p−1Ck,n \ F
−p−2Ck,n) H
q(F−p−1Ck,n)oo //Hp+q+1(F
−p−1Ck,n, F
−p−2Ck,n)
(6.21)
12Recall that we use the reversed grading on all homological complexes.
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Here j is the embedding j : F−p−1Ck,n →֒ F
−pCk,n, the horizontal arrows in the right
hand side are the cap-products with [F−pCk,n] and [F
−p−1Ck,n], respectively. Finally, the
horizontal arrows in the left hand side are isomorphisms built using the collar neighborhood
theorem.
Let us recall that the differential d1 in E
1(SC) is the composition of the coboundary
operator
Hp+q(F
−pCk,n, F
−p−1Ck,n)→ Hp+q+1(F
−p−1Ck,n) (6.22)
with the natural map
Hp+q+1(F
−p−1Ck,n)→ Hp+q+1(F
−p−1Ck,n, F
−p−2Ck,n) (6.23)
Thus the commutativity of the right half of the diagram follows from the naturality of the
cap-product.
To show that the left half of the diagram (6.21) commutes we let CT be a top dimensional
stratum of F−pCk,n corresponding to a 2-colored tree T . Then each top dimensional stratum
CTˆ of the boundary ∂CT corresponds to a 2-colored tree Tˆ such that T is obtained from Tˆ
by contracting exactly one edge of Tˆ . Using this observation it is not hard to see that the
map j∗ is expressed in terms of cooperadic coinsertions for H•(SC) .
Theorem 6.7 is proved.

The embedding of cooperads (6.12) gives us the embedding of the DG operads:
Ger+∞ = Cobar(S) →֒ Cobar(sc)
∼= E1(SC) . (6.24)
Thus Ger+∞ is a sub DG operad of E
1(SC) .
Combining (6.24) with (4.25) we get the following pair of embeddings of DG operads:
OC∞ →֒ Ger
+
∞ →֒ E
1(SC) . (6.25)
The embedding OC∞ →֒ E
1(SC) was described in details in paper [23] by E. Hoefel.
7 The DG operads Ger+∞ and E
1(SC) are non-formal
Let us recall that the DG operad Ger+∞ is the cobar construction Cobar(S) of the cooperad
S . The minimal model condition (4.47) implies that Ger+∞ is cofibrant. Hence, if the operad
Ger+∞ is formal then there exists a quasi-isomorphism of DG operads
ϕ : Cobar(S)→ H (7.1)
where H = H•(Cobar(S)) .
Let us consider the element
X = s (ρ⊗ id)∆o = s (id⊗ ρ)∆o (7.2)
in Cobar(S)o(1, 1) .
Since ρ and ∆o have the degree −1, the element X has the degree −1. It is not hard to
see that X spans the subspace of all operations having the arity ((c, o)→ o) and the degree
−1 . On the other hand, X is not a cocycle:
∂Cobar(X) = s∆o ◦1 sρ+ s∆o ◦2 sρ 6= 0 ,
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where ◦1 (resp. ◦2) denotes the operadic insertion in the first slot (resp. the second slot).
Therefore, in H there is no non-zero vector having the arity ((c, o)→ o) and degree −1 .
Hence, we have
ϕ(X) = 0 . (7.3)
Let Z be the following element of Cobar(S)
Z = s (ρ⊗ ρ)∆o . (7.4)
Due to axioms of the S-algebra the element Z can be also written as
Z = s∆cρ .
Next we compute ∂Cobar(Z)
∂Cobar(Z) = X ◦2 sρ−X ◦1 sρ− Y , (7.5)
where
Y = s ρ ◦1 s∆c . (7.6)
The element Y is clearly a non-trivial cocycle in Cobar(S) . On the other hand, equations
(7.3) and (7.5) imply that
ϕ(Y ) = 0 . (7.7)
Using this contradiction we deduce that the DG operad Ger+∞ is non-formal. In other words
Theorem 7.1 It is not possible to construct a sequence of quasi-isomorphisms of DG operads
which connects Ger+∞ to its cohomology.
Using the identical line of arguments it is easy to prove that
Theorem 7.2 It is not possible to construct a sequence of quasi-isomorphisms of DG operads
which connects E1(SC) to its cohomology.
8 Discussion
It is known [7], [36] that path integrals can be used to transfer homotopy algebraic structures.
Following this line, the computations of A.S. Cattaneo and G. Felder in [4] can be considered
as an example of the transfer of the tautological OCHA on (C•(A,A), A) from Example 4.4
to its cohomology (HH•(A,A), A) for A = R[x1, . . . , xd] .
It would be interesting to check whether the Cattaneo-Felder construction [4] can be
extended further to provide us with a transfer of theGer+∞-algebra structure on (C
•(A,A), A)
to the cohomology. If this is the case then Kontsevich’s formality quasi-isomorphism [30] is
homotopic13 to the one obtained via Tamarkin’s procedure [10], [21], [40].
It would be also interesting to answer these questions:
13As far as the author knows, T. Willwacher [47] proved that Kontsevich’s formality quasi-isomorphism is
indeed homotopic to the one obtained via Tamarkin’s procedure.
• What is the role of the full operad E1(SC) in the construction of formality quasi-
isomorphisms?
• Is there a relation between the Ger+∞-algebra structure on (C
•(A,A), A) introduced in
Theorem 4.16 and the solution of the Swiss Cheese conjecture proposed in [9]?
As for the first question, it is natural to guess that E1(SC)-algebra structure on a pair
(V,A) is the following data:
1. A Ger∞-structure on V ,
2. an A∞-structure on A , and
3. a Ger∞-morphism from V to C
•(A,A) ,
where C•(A,A) carries Tamarkin’s Ger∞-structure.
This naive guess turns out to be wrong. However, by correcting the differential d1 on
E1(SC) one can probably get algebraic structures described by the above data. Unfortu-
nately, the author does not know any topological meaning of such corrections.
We suspect that the answer to the first question may shed some light on the second one.
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