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THE FUTURE IS A POT...
Resumo
Uma hipersupef´ıcie de uma variedade, ambas com fronteira na˜o vazia, e´ chamada de hipersupef´ıcie
com fronteira livre se e´ ponto cr´ıtico do funcional a´rea restrito a todas as variac¸o˜es admiss´ıveis que
preservam volume. Uma variac¸a˜o e´ dita admiss´ıvel se a fronteira e o interior da variedade conte´m
as fronteiras e os inteiores das hipersupef´ıcies da variac¸a˜o, respectivamente. E´ bem conhecido que
hipersupef´ıcies com fronteira livre possuem curvatura me´dia constante. Neste trabalho estudamos
hipersuperf´ıce com fronteira livre em domı´nios convexos limitados do espac¸o euclidiano. Mais
especificamente, expomos com detalhes os resultados obtidos por A. Ros e E. Vergasta [19] e I.
Nunes, [16]. Provamos como resultado principal que toda superf´ıcie de fronteira livre esta´vel na
bola unita´ria do espac¸o euclidiano tridimensional e´ um disco totalmente geode´sico ou uma calota
esfe´rica.
Palavras-chave: Superf´ıcie, Fronteira Livre, Curvatura Me´dia Constante, Superf´ıcie Esta´vel.
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Abstract
A hypersurface in a manifold, both with nonempty boundary, is called free boundary hyper-
surface if it is a critical point of the area functional restricted to all admissible variations which
preserve volume. A variation is admissible if the boundary and the interior of the manifold contains
the boundary and the interior of the hypersurfaces of the variation, respectively. It is well known
that free boundary hypersurface has constant mean curvature. In this work we study free boun-
dary hypersurfaces in bounded convex domains in the euclidean space. More precisely, we prove
the results obtained by A. Ros and E. Vergasta [18] and I. nunes [15]. As the main result we prove
that a stable free boundary surface in the unit ball of the three-dimensional euclidian space has to
be either the totally geodesic disc or a spherical cap..
Keywords:Surface, Free Boundary, Constant Mean Curvature, Stable Surface.
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Introduc¸a˜o
Seja uma imersa˜o φ : Mn → Rn+1 de uma variedade orienta´vel de dimensa˜o n no espac¸o
euclidiano Rn+1. E´ bem conhecido que a condic¸a˜o de ter curvatura me´dia constante na˜o nula, ou
simplesmente CMC, e´ equivalente ao fato que φ e´ ponto cr´ıtico do funcional a´rea restrito a todas
as variac¸o˜es que preservam volume. Um importante resultado sobre tais superf´ıcies, no caso sem
fronteira, foi obtido por M. do Carmo e J. L. Barbosa [2] que e´ o seguinte
Teorema 0.1 (do Carmo-Barbosa, [2]). Sejam M uma variedade Riemanniana de dimensa˜o n,
compacta, orienta´vel com fronteira vazia e φ : M → Rn+1 uma imersa˜o com curvatura me´dia
constante na˜o nula. Enta˜o φ e´ esta´vel se, e somente se, φ(M) e´ a esfera canoˆnica.
Neste trabalho, estamos interessados em estudar imerso˜es φ : M → Rn+1, onde M e´ uma
variedade com fronteira, de tal modo que possuam curvatura me´dia constante e tambe´m que o
interior e a fronteira estejam contidas no interior e na fronteira de algum domı´nio convexo limitado
B ⊂ Rn+1, respectivamente. Tais superf´ıcies sa˜o chamadas de superf´ıcies CMC com fronteira livre,
intersectam a fronteira do ambiente ortogonalmente e sa˜o obtidas como pontos cr´ıticos do funcional
a´rea restrito a todas as variac¸o˜es admiss´ıveis que preservam volume. Dizemos que uma variac¸a˜o
Φ : (−ε, ε) ×M → B ⊂ Rn+1 de φ e´ admiss´ıvel se Φ(intM) ⊂ intB e Φ(∂M) ⊂ ∂B. Da´ı, uma
pergunta natural a se fazer e´ sobre a possibilidade de obter um resultado ana´logo ao Teorema de
do Carmo-Barbosa [2] para tais imerso˜es.
Dada uma variac¸a˜o admiss´ıvel Φ : (−ε, ε)×M → B ⊂ Rn+1 de uma imersa˜o φ : M → B ⊂ Rn+1,
onde B e´ um domı´nio convexo limitado, o funcional a´rea e´ definido como
A(t) =
∫
M
dMt,
onde dMt e´ o elemento de volume com respeito a` variac¸a˜o de Mt := Φ(t,M), enquanto que o
1
funcional volume V (t) e´ definido por
V (t) =
∫
[0,t]×M
Φ∗dV,
onde dV e´ o elmento de volume do Rn+1. Dizemos que a imersa˜o φ e´ estaciona´ria se A′(0) = 0 e
que e´ esta´vel se A′′(0) ≥ 0. Portanto, surge a pergunta natural: Quais sa˜o as imerso˜es com fronteira
livre estaciona´rias esta´veis?
Um primeiro resultado nesta direc¸a˜o foi obtido por A. Ros e E. Vergasta [19] em 1995. Eles
responderam parcialmente esta pergunta em dimensa˜o 3, deixando em aberto a possibilidade de
existir uma imersa˜o estaciona´ria esta´vel com geˆnero 1. Mais tarde, em 2017, I. Nunes [16] excluiu
esta possibilidade utilizando uma modificac¸a˜o da te´cnica utilizada por Ros-Vergasta, resolvendo
por completo em dimensa˜o 3 este problema. O teorema e´ o seguinte.
Teorema 0.2 (Ros-Vergasta [19], Nunes [16]). Seja B ⊂ R3 uma bola unita´ria e φ : M −→ B e´
estaciona´ria esta´vel. Enta˜o ∂M e´ mergulhada e as u´nicas possibilidades sa˜o
i) φ(M) e´ um disco totalmente geode´sico.
ii) φ(M) e´ uma calota esfe´rica.
Para hipersupef´ıcies mı´nimas de dimensa˜o arbitra´ria, Ros-Vergasta [19] obtiveram o seguinte
resultado.
Teorema 0.3 (Ros-Vergasta [19]). Se B ⊂ Rn+1 e´ uma bola, enta˜o uma hipersupef´ıcie mı´nima
esta´vel e´ totalmente geode´sica.
Para o caso em que a superf´ıcie na˜o e´ mı´nima, Ros-Vergasta obtiveram somente um resultado
parcial. Uma hipersupef´ıcie e´ dita estrelada com respeito a` um ponto do espac¸o ambiente se cada
semi-reta com origem neste ponto intersecta a hipersupef´ıcie no ma´ximo em um ponto.
Teorema 0.4 (Ros-Vergasta [19]). Seja B ⊂ Rn+1 uma bola. Se A e L sa˜o a a´rea n-dimensional da
hipersupef´ıcie e a a´rea (n− 1)-dimensional da fronteira, respectivamente, enta˜o uma hipersupef´ıcie
estaciona´ria esta´vel que na˜o e´ totalmente geode´sica com fronteira mergulhada e L ≥ nA e´ estrelada
com respeito a` origem da bola.
A extensa˜o do Teorema 0.2 para dimensa˜o qualquer na˜o e´ imediata, visto que muitos dos
resultados utilizados em sua demonstrac¸a˜o sa˜o exclusivos de superf´ıcies, como por exemplo, o
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Teorema de Gauss-Bonnet. Usando uma te´cnica diferente daquela utilizada por Ros-Vergasta, G.
Wang e C. Xia [21] provaram que uma imersa˜o estaciona´ria esta´vel com fronteira livre na bola
euclideana e´ uma bola totalmente geode´sica ou uma calota esfe´rica, respondendo por completo
a pergunta acima e portanto obtendo um resultado ana´logo ao teorema de do Carmo-Barbosa,
Teorema 0.1.
O objetivo deste trabalho e´ apresentar detalhes da demonstrac¸a˜o dos Teoremas 0.2, 0.3 e 0.4.
Dado um domı´nio limitado B ⊂ Rn+1 e uma imersa˜o CMC de fronteira livre em B, da fo´rmula
da primeira variac¸a˜o de a´rea, conclu´ımos que tal imersa˜o intersecta ortogonalmente a fronteira de
B. Uma das principais ferramentas utilizadas no estudo de hipersupef´ıcie esta´veis de fronteira livre
e´ a forma do ı´ndice, que e´ motivada pela fo´rmula da segunda variac¸a˜o de a´rea. A forma do ı´ndice
e´ uma forma bilinear sime´trica I definida no espac¸o de Sobolev H1(M) como
I(f, g) =
∫
M
(〈∇f,∇g〉 − ‖σ‖2fg) dM − ∫
∂M
Π∂B(N,N)fgds,
onde σ e´ a segunda forma fundamental da hipersupef´ıcie e Π∂B e´ a segunda forma fundamental da
fronteira do domı´nio B com respeito ao vetor normal unita´rio para dentro.
Hipersupef´ıcies CMC de fronteira livre sa˜o obtidas como pontos cr´ıticos do funcional a´rea res-
trito a` variac¸o˜es admiss´ıveis que preservam volume. Como a primeira fo´rmula de variac¸a˜o do volume
e´ dada por
V ′(0) =
∫
M
fdM,
onde f = 〈ξ,N〉, ξ e´ o campo variacional e N e´ o campo normal unita´rio de M , enta˜o conclu´ımos que
A′′(0) > 0 e´ equivalente a I(f, f) > 0 para toda f ∈ F , onde F =
{
f ∈ H1(M) :
∫
M
fdM = 0
}
.
Este trabalho esta´ divido em treˆs cap´ıtulos. O primeiro e´ dedicado aos resultados ba´sicos
necessa´rios para o bom entendimento das demonstrac¸o˜es dos teoremas principais. Definimos e
expomos resultados sobre variedades e subvariedades Riemannianas. Apresentamos o Teorema de
Gauss-Bonnet que e´ uma ferramente bastante u´til no estudo de superf´ıcies. Ainda no Cap´ıtulo 1,
calculamos a primeira e a segunda fo´rmula de variac¸a˜o de a´rea para hipersupef´ıcies com fronteira. O
Cap´ıtulo 2 e´ dedicado aos resultados sobre hipersuperf´ıce com fronteira livre em domı´nios convexos
do Rn+1 e demonstramos os Teoremas 0.3 e 0.4. Por fim, no Cap´ıtulo 3, finalizamos este trabalho
demonstrando o Teorema 0.2.
3
Cap´ıtulo 1
Preliminares
Neste cap´ıtulo, apresentaremos definic¸o˜es e resultados ba´sicos da geometria Riemanniana, bem
como ferramentas de geometria, topologia, e ana´lise que sera˜o utilizadas ao longo deste trabalho.
Dada uma variedade diferencia´vel M , denotaremos por X (M) como sendo o conjunto de todos os
campos de vetores suaves em M e C∞(M) o conjunto de todas as func¸o˜es suaves definidas em M .
Ale´m disso, em alguns resultados usaremos a notac¸a˜o de Einstein que diz que ı´ndices repetidos
acima e abaixo representam somas variando de 1 ate´ a dimensa˜o da variedade, como por exemplo,
aibj =
n∑
1
aibj .
Vale ressaltar que estamos assumindo os conhecimentos pre´vios de geometria diferencia´vel e
variedades diferencia´veis, para mais detalhes ver [3] e [10]
1.1 Me´tricas Riemannianas e Curvaturas
Em geometria diferencial de superf´ıcies podemos usar o produto interno do R3 restrito a cada
plano tangente e, a partir da´ı, da´ a noc¸a˜o de medir comprimento de vetores tangentes. Aqui
temos um objeto abstrato, o que o torna diferente de geometria de superf´ıcies, pois a variedade a
priori, na˜o esta´ colocada em nenhum espac¸o. Assim, para medir em cada ponto comprimentos de
vetores tangentes que variam diferencialmente, precisamos definir uma me´trica, a qual chamamos
de me´trica Riemanniana.
Definic¸a˜o 1.1. Seja M uma variedade diferencia´vel, uma me´trica Riemanniana em M e´ um
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tensor suave g do tipo (2, 0) em M tal que para cada ponto p ∈M , a aplicac¸a˜o gp : TpM×TpM → R
dada por
gp(u, v) := g(U, V )(p),
e´ um produto interno em TpM, onde U, V ∈ X (M) tais que U(p) = u e V (p) = v.
Denotaremos por (M, g) uma variedade Riemanniana munida com uma me´trica g. As vezes
denotaremos a me´trica g simplesmente como 〈·, ·〉. Em um sistema de coordenadas x1, ..., xn deno-
taremos por (gij) e (g
ij) as componentes da me´trica g e de sua inversa, respectivamente.
Teorema 1.1. Toda variedade diferencia´vel Hausdorff com base enumera´vel admite uma me´trica
Riemanniana.
Para mais detalhes sobre o teorema acima ver [4].
Conexa˜o
Dados campos X,Y ∈ X (M), e´ poss´ıvel mostrar que existe um u´nico campo diferencia´vel
Z ∈ X (M) tal que
Z(f) = (XY − Y X)f
para todo f ∈ C∞(M). Assim, temos a seguinte definic¸a˜o
Definic¸a˜o 1.2. Seja M uma variedade diferencia´vel, a operac¸a˜o [., .] : X (M) × X (M) → X (M)
definida por
[X,Y ] := XY − Y X,
e´ chamada de Colchete de Lie.
Proposic¸a˜o 1.1. Seja X,Y, Z ∈ X (M) campos diferencia´veis em M e f ∈ C∞(M). Enta˜o
(1) [X,Y ] = −[Y,X] (anticomutatividade);
(2) [aX + bY, Z] = a[X,Z] + b[Y, Z] (linearidade);
(3) [[X,Y ], Z] + [[Y,Z], X] + [[Z,X], Y ] = 0 (identidade de Jacobi);
(4) [fX, gY ] = fg[X,Y ] + fX(g)Y − gY (f)X.
O colchete [X,Y ] pode tambe´m ser interpretado como uma derivac¸a˜o de Y ao longo das “tra-
jeto´rias” de X. Para mais detalhes ver [4].
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Sabemos que dado um ponto p ∈ M , podemos considerar um sistema de coordenadas x : U ⊂
Rn −→M em torno do ponto p = x(x1, ..., xn). Assim, denotamos por ∂
∂xi
:= dx(ei), onde {ei}ni=1
e´ uma base do Rn, da´ı, o conjunto
{
∂
∂xi
}n
i=1
e´ uma base para o espac¸o tangente em cada ponto
de M . Ale´m isso, note que [
∂
∂xi
,
∂
∂xj
]
= 0,
pois
∂f
∂xi∂xj
=
∂f
∂xj∂xi
.
Definic¸a˜o 1.3. Uma conexa˜o afim ∇ em uma variedade diferencia´vel M e´ uma aplicac¸a˜o ∇ :
X (M)×X (M)→ X (M), definida por
∇(X,Y ) = ∇XY,
que satisfaz as seguintes propriedades:
i) ∇fX+gY Z = f∇XZ + g∇Y Z;
ii) ∇X(Y + Z) = ∇XY +∇XZ;
iii) ∇X(fY ) = f∇XY +X(f)Y ,
onde X,Y, Z ∈ X (M) e f, g ∈ C∞(M).
Dada uma variedade Riemanniana M de dimensa˜o n e p ∈Mn, e´ poss´ıvel mostrar que existe um
referencial ortonomal {e1, . . . , en} definido em alguma vizinhanc¸a V ⊂M de p tal que ∇eiej(p) = 0
para todo i, j ∈ {1, . . . , n}. Tal referencial e´ chamado de referencial geode´sico em p.
Teorema 1.2. (Levi-Civita). Dada uma variedade Riemanniana (M, g) existe uma u´nica conexa˜o
afim ∇ satisfazendo as seguintes condic¸o˜es
i) [X,Y ] = ∇XY −∇YX (sime´trica);
ii) Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ) (Compat´ıvel com me´trica).
A conexa˜o no teorema acima e´ chamada de conexa˜o de Levi-Civita ou conexa˜o Riemanniana.
De agora em diante quando falarmos de conexa˜o estaremos nos referindo a ela.
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Sejam (M, g) uma variedade Riemanniana e x : U ⊂ Rn → M uma parametrizac¸a˜o de M . Os
s´ımbolos de Christoffel sa˜o as componentes da conexa˜o de Levi-civita definidos em U por
∇ ∂
∂xi
∂
∂xj
= Γkij
∂
∂xk
,
onde
Γlij =
1
2
glk
(
∂
∂xi
gjk +
∂
∂xj
gik − ∂
∂xk
gij
)
.
Definic¸a˜o 1.4. (Gradiente). Seja f ∈ C∞(M), o gradiente de f denotado por ∇f e´ um campo
vetorial em M que satisfaz
〈∇f(p), x〉 = x(f).
Com p ∈M , e x ∈ TpM . Ale´m disso, se X ∈ X (M) e´ uma extensa˜o local de x, enta˜o
〈∇f(p), X〉 = X(f).
Proposic¸a˜o 1.2. Seja f ∈ C∞(M), considere x1, ..., xn um sistema de coordenadas locais em M.
Enta˜o
∇f = gik ∂f
∂xk
∂
∂xi
.
Demonstrac¸a˜o. Como ∇f ∈ X (M) e o sistema de coordenadas locais x1, ..., xn nos fornece uma
base β =
{
∂
∂xi
}n
1
de X (M), enta˜o temos que
∇f = ai ∂
∂xi
.
Fazendo o produto interno com
∂
∂xk
, obtemos
∂f
∂xk
=
〈
∇f, ∂
∂xk
〉
= ai
〈
∂
∂xi
,
∂
∂xk
〉
= aigki.
Multiplicando a equac¸a˜o acima por gjk, ficamos com
gjk
∂f
∂xk
= aigjkgki.
Agora somando em k e observando que gjkgki = δji, chegaremos que
gjk
∂f
∂xk
= aiδji = a
j .
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Trocando j por i, temos que
ai = gik
∂f
∂xk
.
Logo,
∇f = gik ∂f
∂xk
∂
∂xi
.
Na proposic¸a˜o acima, um caso particular quando M = Rn munido da me´trica canoˆnica gik = δik,
tomando ei o i-e´simo campo canoˆnico em Rn, com i = 1, ..., n, temos que
∇f = ∂f
∂xi
ei =
(
∂f
∂x1
, ...,
∂f
∂xn
)
.
Definic¸a˜o 1.5. (Divergente). Sejam (M, g) uma variedade Riemanniana de dimensa˜o n e X ∈
X (M) um campo fixado, considere a aplicac¸a˜o linear ϕ : X (M)→ X (M) dada por ϕ(Y ) = ∇YX.
O divergente do campo X com respeito a` me´trica g e´ dado por
div(X) = tr(ϕ),
onde tr(ϕ) significa o trac¸o da aplicac¸a˜o ϕ com respeito a` me´trica g.
Considere uma base β = {ei}ni=1, enta˜o ∇eiX =
n∑
j=1
aijej . Assim, fazendo interno com ek
obtemos
〈∇eiX, ek〉 =
n∑
j=1
aijgjk.
Em que gik = 〈ei, ek〉. Agora multiplicando por gik, somando em j, chegaremos que
aik = g
ik 〈∇eiX, ek〉
Assim temos uma expressa˜o para o divergente
divX = gik 〈∇eiX, ek〉 . (1.1)
Note que se β for ortonormal, enta˜o ficamos
divX =
n∑
i=1
〈∇eiX, ei〉 .
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Considerando um sistema de coordenadas locais x1, .., xn em M , temos que β =
{
∂
∂xi
}n
1
forma uma
base para X (M), assim o campo X = ∑ni=j bj ∂∂xj . Com isso
∇ ∂
∂xi
X =
n∑
j=1
(
∂bj
∂xi
∂
∂xj
+ bj∇ ∂
∂xi
∂
∂xj
)
=
n∑
j=1
(
∂bj
∂xi
∂
∂xj
+ bj
n∑
l=1
Γlij
∂
∂xl
)
=
n∑
j=1
∂bj
∂xi
∂
∂xj
+
n∑
j,l=1
bjΓ
l
ij
∂
∂xl
=
n∑
j=1
(
∂bl
∂xi
+
n∑
l=1
bjΓ
l
ij
∂
∂xl
)
∂
∂xl
.
Trocamos j por l na primeira parte da u´ltima igualdade. Por outro lado, temos que ∇ ∂∂xi =
n∑
l=1
ail
∂
∂xl
e que divgX =
n∑
i=1
aii. Logo, fazendo i = l na u´ltima igualdade da equac¸a˜o acima
obtemos
divgX =
n∑
i=1
 ∂bi
∂xi
+
n∑
j=1
bjΓ
i
ij
 .
Na notac¸a˜o de Einstein fica
divgX =
∂bi
∂xi
+ biΓiij .
Definic¸a˜o 1.6. (Laplaciano). Seja f ∈ F(M), o Laplaciano de f e´ a aplicac¸a˜o ∆f : M −→ R
definida por
∆f := div(∇f).
Ale´m disso, para quaisquer f, h ∈ C∞(M) vale as seguintes propriedades
i. ∆(f + h) = ∆f + ∆h;
ii. ∆(fh) = f∆h+ h∆f + 2 〈∇f,∇h〉.
Proposic¸a˜o 1.3. Seja f ∈ C∞(M) e β = {ei}n1 um referencial ortogonal em um aberto U ⊂ M .
Enta˜o em U vale
∆f =
n∑
i=1
ei(ei(f))−∇eiei(f).
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Demonstrac¸a˜o. Como ∇f =
n∑
i=1
ei(f)ei, pela definic¸a˜o do laplaciano temos
∆f = div(∇f) = div
(
n∑
i=1
ei(f)ei
)
=
n∑
i=1
ei(ei(f)) + 〈∇eiei,∇f〉 =
n∑
i=1
ei(ei(f)) +∇eiei(f).
Note que pela expressa˜o acima no caso em que M = Rn, enta˜o vale
∆f =
n∑
i=1
ei(ei(f)), (1.2)
onde ei e´ o i-e´simo campo canoˆnico do Rn. Esta mesma equac¸a˜o vale para qualquer ponto de uma
variedade M se o referencial for geode´sico nesse ponto.
Teorema 1.3. (Teorema da Divergeˆncia) Seja (M, g) uma variedade Riemanniana orientada
compacta. Se X e´ um campo vetorial, enta˜o∫
M
divXdM =
∫
∂M
〈X, η〉 ds. (1.3)
Em que η e´ o vetor unita´rio normal para fora da fronteira ∂M .
Corola´rio 1.4. Seja (M, g) uma variedade Reimanniana orientada compacta. Se s e´ um (r, k)−tensor
enta˜o
i) ∫
M
f(divX)dM = −
∫
M
〈∇f,X〉 dM +
∫
∂M
f 〈X, η〉 ds, (1.4)
onde η e´ o vetor exterior normal na ∂M .
ii) 1a (identidade de Green).∫
M
f∆hdM = −
∫
M
〈∇f,∇h〉 dM +
∫
∂M
f
∂h
∂η
ds. (1.5)
Em que f, h ∈ C∞(M).
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Cuvatura
Definic¸a˜o 1.7. O tensor curvatura de (Mn, g) e´ um tensor do tipo (3, 1) definida por
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ +∇[X,Y ]Z.
E´ poss´ıvel mostrar que R(X,Y )Z(p) so´ depende de X(p), Y (p), Z(p).
Observac¸a˜o 1.1. Note que se M = Rn, enta˜o R(X,Y )Z = 0 para todo X,Y, Z ∈ X (M). Assim,
sendo Z = (z1, ..., zn) as componentes do campo Z com relac¸a˜o as coordenadas naturais do Rn,
enta˜o
∇XZ = (X(z1), ..., X(zn).
Da´ı
∇Y∇XZ = (Y (X(z1), ..., Y (X(zn)).
E
∇[X,Y ]Z = ((XY − Y X)(z1), ..., (XY − Y X)(zn)).
Logo, temos que
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ +∇[X,Y ]Z = 0.
Com a observac¸a˜o acima, podemos pensar em R como uma maneira de medir o quanto a
variedade M deixa de ser euclidiana.
Definic¸a˜o 1.8. (Tensor covariante) Um tensor de ordem r, ou do tipo (r, 0), e´ uma aplicac¸a˜o
T : X (M)× ...×X (M)→ C∞(M) r-linear, tal que
T (X1, ..., fXi, ..., Xr) = fT (X1, ..., xr),
para todo Xi ∈ X (M), com i = 1, ..., r, e toda f ∈ C∞(M).
Tambe´m e´ poss´ıvel mostrar que T (X1, ..., Xr)(p) so´ depende dos vetores Xi(p), i = 1, ..., r.
Podemos transformar o tensor curvatura R em um tensor covariante, tambe´m chamado de R,
tomando o produto escalar por algum campo. Assim R : X (M)×X (M)×X (M)×X (M)→ C∞(M)
e´ a operac¸a˜o
R(X,Y, Z,W ) = g(R(X,Y )Z,W ).
Tambe´m denotado como R(X,Y, Z,W ) = (X,Y, Z,W ), dizemos que R e´ um tensor do tipo (4, 0).
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Suas componentes em coordenadas sa˜o dadas por
R
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
= Rlijk
∂
∂xl
e
Rijks := R
(
∂
∂xi
,
∂
∂xj
,
∂
∂xk
,
∂
∂xs
)
= Rlijkgls.
Propriedades 1.1. Tem-se as seguintes propriedades para o tensor curvatura
i) Rijks +Rjkis +Rkijs = 0 (Primeira identidade de Bianchi);
ii) Rijks = −Rjiks = Rijsk = Rksij .
Se fixarmos p ∈ M , temos Rp : TpM × TpM × TpM × TpM → R, que e´ chamado de tensor
curvatura de Rieman em p. A partir desse tensor, podemos definir curvaturas.
Seja (Mn, g) uma variedade Riemanniana, dado p ∈ M , seja pi uma subespac¸o de TpM fixado
com dimpi = 2 e considere uma base {x, y} de pi. Da´ı, temos a seguinte proposic¸a˜o
Proposic¸a˜o 1.4.
〈R(x, y)x, y〉
||x||2||y||2 − 〈x, y〉 na˜o depende da base {x, y} de pi.
Definimos a curvatura seccional de pi por
k(pi) =
〈R(x, y)x, y〉
||x||2||y||2 − 〈x, y〉 .
Note que se {x, y} for uma base ortonormal, enta˜o k(pi) = 〈R(x, y)x, y〉 .
Definic¸a˜o 1.9. (Curvatura de Ricci, e curvatura escalar) O tensor de Ricci e´ um tensor do
tipo (2, 0), definido por
Ric(x, y) := tr(z → R(x, z)y),
com componentes Rij = R
k
ikl = g
klRikjl; e a curvatura escalar e´ definida como
Rg := g
ijRij .
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1.2 O Teorema de Gauss-Bonnet
Um dos Teoremas importantes em Geometria Diferencial e´ o Teorema de Gauss-Bonnet, que
e´ um resultado sobre superf´ıcies que relaciona geometria com topologia. Nesta sec¸a˜o, na˜o vamos
demonstra´-lo pois, na˜o e´ objetivo deste trabalho, no entanto, vamos apresenta´-lo. A topologia do
qual falaremos, e´ com respeito a caracter´ıstica de Euler, considerando o nu´mero de componentes
conexas ligadas a` fronteira da superf´ıcie. Para mais detalhes ver [3] e [11].
Definic¸a˜o 1.10. Uma triangulac¸a˜o de uma regia˜o R e´ uma famı´lia de triaˆngulos τ = {Ti}ni=1 , tal
que
(1) R =
⋃n
i=1 Ti;
(2) Se Ti
⋂
Tj 6= ∅, com i 6= j enta˜o, Ti
⋂
Tj e´ um ve´rtice ou uma aresta comum a Ti e Tj .
Vamos denotar por V,A e F como sendo o nu´mero de ve´rtices, arestas e faces de uma trian-
gulac¸a˜o τ sobre uma regia˜o R, respectivamente.
Dada uma regia˜o sobre uma superf´ıcie, e´ poss´ıvel mostrar que tal regia˜o admite uma trian-
gulac¸a˜o.
Definic¸a˜o 1.11. Seja Σ uma superf´ıcie, definimos a caracter´ıstica de Euler como
X (Σ) = V −A+ F.
Dada Σ uma superf´ıcie compacta com fronteira, seja r o nu´mero de componentes conexas de
∂Σ. A relac¸a˜o entre o geˆnero g da superf´ıcie Σ, a caracter´ıstica de Euler e r e´ dada pela relac¸a˜o
X (Σ) = 2− 2g + r.
Teorema 1.5. (Teorema de Gauss-Bonnet) Seja Σ uma variedade Riemannian compacta ori-
enta´vel e sejam C1, ..., Cn as curvas fechadas, simples e regulares por partes que forma a fronteira
∂Σ de Σ . Suponha que cada Ci e´ orientada positivamente e sejam θi, ..., θp o conjunto de aˆngulos
externos das curvas C1, ..., Cn. Enta˜o
n∑
i=1
∫
Ci
Kg(s)ds+
∫
Σ
Kdσ +
p∑
l=1
θl = 2piX (Σ),
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onde s denota o comprimento de arco de Ci, a integral sobre Ci significa a soma das integrais em
todos os acros de Ci e K,σ e ds sa˜o a curvatura de Gauss, o elemento de volume de Σ e o elemento
de volume de ∂Σ, respectivamente.
1.3 Subvariedades
Sejam Mn e M
n+m
variedades diferencia´veis, uma aplicac¸a˜o diferencia´vel φ : M → M e´ uma
imersa˜o se dφp : TpM → Tφ(p)M e´ injetiva para todo p ∈ M . Assim, se φ e´ uma imersa˜o,
segue do Teorema da Func¸a˜o Inversa, que para cada p ∈ M exite uma vizinhanc¸a V de p em
M , tal que φ : V → M e´ um mergulho. Da´ı temos que φ(V ) e´ uma subvariedade mergulhada
de M . Como φ : V → φ(V ) e´ um difeomorfismo local, temos que para todo p ∈ M a aplicac¸a˜o
dφp : TpM → Tφ(p)M e´ um isomorfismo. Desta forma, podemos identificar V com φ(V ) e campos
X ∈ X (M) com dφ(X) ∈ X (φ(V )). Ale´m disso, se (M, g) e´ uma variedade Riemanniana, enta˜o a
me´trica g de M induz uma me´trica φ∗g em M , e nesse caso temos uma imersa˜o isome´trica. Daqui
por diante iremos considerar que M ⊂M.
Note que para cada p ∈ M , o produto interno em TpM induz uma decomposic¸a˜o de TpM na
soma direta
TpM = TpM ⊕ (TpM)⊥,
onde (TpM)
⊥ e´ o complemento ortogonal de TpM em TpM . Assim, dado v ∈ TpM , podemos
escrever
v = v> + v⊥,
onde v> ∈ TpM e v⊥ ∈ (TpM)⊥. Dado um aberto U ⊂ M e X,Y ∈ X (U) em que X (U) e´ o
conjunto de campos de vetores diferencia´veis em U , considere extenso˜es locais X e Y de X e Y ,
respectivamente. Sejam ∇ e ∇ as conexo˜es Riemannianas de M e M , respectivamente. E´ bem
conhecido que
∇XY = (∇XY )>.
Definic¸a˜o 1.12. A segunda forma fundamental de Mn em M
n+m
e´ a aplicac¸a˜o bilinear σ : X (M)×
X (M)→ X⊥(M), definida por
σ(X,Y ) = ∇XY −∇XY, (1.6)
onde X⊥(M) = {X ∈ X (M); X(p) ∈ (TpM)⊥, para todo p ∈M}.
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A aplicac¸a˜o definida acima e´ uma forma bilinear sime´trica. A demonstrac¸a˜o pode ser vista em
[4]. Pode-se mostrar tambe´m que σ independe das extenso˜es locais de X e Y . Ale´m disso, temos
que o valor de σ(X,Y )(p) depende apenas de X(p) e Y (p).
Dado p ∈M e η ∈ (TpM)⊥, defina a aplicac¸a˜o linear Sη : TpM → TpM por
Sη(v) = −
(∇vN)> ,
onde (.)> denota a componente tangente e N e´ uma extensa˜o local do vetor η normal a M . Note
que a aplicac¸a˜o Sη satisfaz
〈Sη(v), u〉 = 〈σ(v, u), η〉 ,
para todo v, u ∈ TpM . Ale´m disso, como σ e´ sime´trica, segue que a aplicac¸a˜o Sη e´ auto-adjunta.
Sejam M ⊂ Rn+1 e η ∈ (TpM)⊥. Da´ı, considere N como sendo uma extensa˜o local de η a um
campo normal em M . Seja Sn a esfera unita´ria em Rn+1 e defina a aplicac¸a˜o normal de Gauss
G : M → Sn, transladando a origem do campo N para a origem do Rn+1 e fazendo
G(p) = ponto final do translado de N(q).
Note tambe´m que para cada p ∈M o vetor N(p) e´ normal tanto ao espac¸o TpM quanto ao espac¸o
tangente TG(p)Sn, da´ı temos que estes espac¸os sa˜o paralelos e desta forma podem ser vistos como
sendo o mesmo espac¸o vetorial. Sendo assim, considere uma curva α : (−, )→M tal que α(0) = p
e α′(0) = v, temos que dGp : TpM → TpM e´ dada por
dGq(v) = ∂
∂t
∣∣∣∣
t=0
(N ◦ α(t)) = ∇vN.
Desde que 〈N,N〉 = 1 temos que 〈∇vN,N〉 = 0, da´ı, segue que (∇vN)⊥ = 0. Portanto, temos que
dGp(v) = (∇vN)> = −Sη(v).
Considere o caso particular em que a imersa˜o tem codimensa˜o 1, ou seja, Mn ⊂ Mn+1, e neste
caso tal subvariedade e´ chamada de hipersuperf´ıcie. Desta forma, dado p ∈M e η ∈ (TpM)⊥ com
‖η‖ = 1 e usando o fato de que Sη e´ um operador linear auto-adjunto, segue do Teorema Espectral
que existe uma base ortonormal de autovetores β = {ei}ni=1 de TpM , ou seja, Sη(ei) = kiei onde
ki ∈ R. Os autovalores de Sη sa˜o chamados de curvaturas principais e seus autovetores de direc¸o˜es
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principais. Assim, temos que
σ(ei, ej) = 〈σ(ei, ej), η〉η
= 〈Sη(ei), ej〉η
= kiδ
ijη,
e, consequentemente, temos que
‖σ‖2 = tr(Sη(Sη)t) =
n∑
i=1
k2i ,
onde (Sη)
t e´ a matriz transposta com respeito a aplicac¸a˜o Sη.
Definic¸a˜o 1.13. Uma imersa˜o φ : M → M e´ geode´sica em p ∈ M se σ(v, u) = 0 para todo
v, u ∈ TpM . Se for geode´sica em todo p ∈ M , ou seja, σ ≡ 0, neste caso dizemos que a imersa˜o e´
totalmente geode´sica.
Proposic¸a˜o 1.5. Uma imersa˜o φ : M →M e´ geode´sica em p ∈M se, e somente se, toda geode´sica
α de M partindo de p e´ geode´sica de M em φ(p).
Definic¸a˜o 1.14. Dizemos que uma imersa˜o φ : M →M e´ mı´nima se o trac¸o de Sη e´ identicamente
nulo para todo p ∈M , onde η ∈ (TpM)⊥.
Seja {ei}n1 um referencial ortonormal em torno de um ponto p ∈ M, isto e´, existem uma
vizinhanc¸a V de p em M tal que para todo ponto q ∈ V tem-se que o conjunto {ei(q)}n1 e´ uma base
de TqM. Agora, defina o vetor normal H por
nH = σ(ei, ej).
E´ poss´ıvel mostrar que H na˜o depende do referencial {ei}n1 escolhido. Chamamos H de vetor
curvatura me´dia de φ. Note que a imersa˜o φ e´ mı´nima se, e somente se, H(p) = 0.
Lema 1.1. Seja φ : Mn → Rn+1 uma imersa˜o. Se N e´ um campo unita´rio normal a M , enta˜o
(i) ‖σ‖2 =
n∑
i,j=1
〈∇eiej , N〉2 = n∑
i=1
〈∇eiN,∇eiN〉 = − n∑
i=1
〈∇ei∇eiN,N〉 ,
(ii) nH =
n∑
i
〈∇eiei, N〉 ,
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onde {ei} e´ um referencial local ortonormal. Ale´m disso, se H e´ constante e {ei} e´ um referencial
geode´sico, enta˜o no ponto p tem-se que
n∑
i=1
〈∇ei∇eiN, ek〉 = 0
para todo k = 1, ..., n.
Demonstrac¸a˜o. Para o item (i) considere a aplicac¸a˜o SN (u) = −∇uN . Note que
SN (ei) =
∑
i,j
aijej ,
onde aij = −
〈∇eiN, ej〉 . Assim, como a base e´ ortonormal
‖σ‖2 =
∑
i,j
aii =
∑
i,j
〈∇eiN, ej〉 〈∇ejN, ei〉 . (1.7)
Desde que 〈N, ei〉 = 0 para todo i = 1, .., n, temos que
〈∇ejN, ei〉 = − 〈N,∇ejei〉 . Como SN e´
uma aplicac¸a˜o autoadjunta, segue que
‖σ‖2 =
n∑
i,j=1
〈∇eiN, ej〉2 .
O que mostrar a primeira igualdade de (i).
Note que
n∑
i=1
〈∇eiN,∇eiN〉 = n∑
i=1
 n∑
j,k=1
〈∇eiN, ej〉 〈∇eiN, ek〉 〈ej , ek〉

=
n∑
i,j=1
(〈∇eiN, ej〉)2 .
Com isso, mostramos a segunda igualdade de (i).
Para mostrarmos a terceira igualdade basta derivar a igualdade
〈∇eiN,N〉 = 0 e obter que
0 = ei
〈∇eiN,N〉 = 〈∇ei∇eiN,N〉+ 〈∇eiN,∇eiN〉 ,
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ou seja,
−
n∑
i=1
〈∇ei∇eiN,N〉 = n∑
i=1
〈∇eiN,∇eiN〉 . (1.8)
Para mostrar (ii), basta lembrar que
nH = tr(SN ) =
∑
i
aii
e aplicar as identidades anteriores.
Para mostrar a segunda parte, note que agora o referencial {ei}ni=1 e´ geode´sico em p. Sabemos
que
〈∇eiek, N〉 = − 〈ek,∇eiN〉 .
Derivando , obtemos que
ei
〈∇eiek, N〉 = 〈∇ei∇eiek, N〉+ 〈∇eiek,∇eiN〉
= − 〈∇eiek,∇eiN〉− 〈ek,∇ei∇eiN〉 .
Do fato que
(∇eiek)> = ∇eiek = 0 em p, ja´ que o referencial e´ geode´sico e usando o fato de que
∇eiN ∈ TpM , temos que〈∇eiek,∇eiN〉 = 〈(∇eiek)> + (∇eiek)⊥ ,∇eiN〉
=
〈(∇eiek)⊥ ,∇eiN〉
= 0.
Da´ı, em p, tem-se que
〈∇ei∇eiek, N〉 = − 〈ek,∇ei∇eiN〉 . (1.9)
Como o espac¸o ambiente e´ o Rn+1, temos que
∇eiek = ∇ekei e ∇ei∇ekei = ∇ek∇eiei.
Assim, substituindo em (1.9), obtemos
〈
ek,∇ei∇eiN
〉
= − 〈∇ei∇ekei, N〉 = − 〈∇ek∇eiei, N〉 . (1.10)
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Da´ı, em p, tem-se que
n∑
i=1
〈
ek,∇ei∇eiN
〉
= −
〈
∇ek
(
n∑
i=1
∇eiei
)
, N
〉
. (1.11)
Ale´m disso, temos que nH = tr(SN ) e o referencial e´ geode´sico, portanto, em p vale
nH =
n∑
i=1
〈SN (ei), ei〉 =
n∑
i=1
〈∇eiei, N〉 =
〈
n∑
i=1
∇eiei, N
〉
. (1.12)
Como H e´ constante, derivando (1.12), obtemos
0 =
〈
∇ek
(
n∑
i=1
∇eiei
)
, N
〉
+
〈
n∑
i=1
∇eiei,∇ekN
〉
.
Assim, usando a expressa˜o acima em (1.11), conclu´ımos que
n∑
i=1
〈
ek,∇ei∇eiN
〉
=
〈
n∑
i=1
∇eiei,∇ekN
〉
=
〈
n∑
i=1
((∇eiei)> + (∇eiei)⊥) ,∇ekN
〉
=
n∑
i=1
〈(∇eiei)⊥ ,∇ekN〉
= 0,
onde na penu´ltima igualdade usamos que o referencial e´ geode´sico em p.
Proposic¸a˜o 1.6. Seja φ : Mn → Rn+1 uma imersa˜o com curvatura me´dia constante. Enta˜o
∆f + ‖σ‖2f = 0; (1.13)
∆h+ ‖σ‖2h = −nH, (1.14)
onde a ∈ Rn+1, f = 〈N, a〉 e h = 〈N,φ〉.
Demonstrac¸a˜o. Primeiro provaremos (1.13). Assim, fixe um ponto p ∈ M , tome um referencial
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geode´sico {ei}ni=1 em torno de p e seja N ∈ (X (M))⊥. Da´ı, podemos expressar a da seguinte forma
a =
n∑
j=1
〈a, ej〉 ej + 〈a,N〉N. (1.15)
Como
〈∇eiN,N〉 = 0, pois N e´ unita´rio e ∇eiei(p) = 0 pelo fato do referencial ser geode´sico, temos
por (1.2) que o Laplaciano de 〈N, a〉 e´ dado por
∆f =
n∑
i=1
eiei 〈N, a〉 =
n∑
i=1
ei
〈∇eiN, a〉
=
n∑
i=1
〈∇ei∇eiN, a〉
=
n∑
i=1
〈
∇ei∇eiN,
n∑
j=1
〈a, ej〉 ej + 〈a,N〉N
〉
=
n∑
j
(
〈a, ej〉
n∑
i=1
〈∇ei∇eiN, ej〉
)
+
n∑
i=1
〈∇ei∇eiN,N〉 〈a,N〉 .
Segue da prova do Lema 1.1 que
∆f = −f ||σ||2.
Para (1.14), considere um referencial geode´sico {ei}n1 em p, como φ e´ o vetor posic¸a˜o, temos que
∇eiφ = ei, ale´m disso, podemos expressar φ da seguinte forma
φ =
n∑
j=1
〈φ, ej〉 ej + 〈φ,N〉N. (1.16)
Novamente por (1.2), o Laplaciano de h e´ dado por
∆h =
n∑
i=1
eiei 〈φ,N〉
=
n∑
i=1
ei
(〈∇eiφ,N〉+ 〈φ,∇eiN〉)
=
n∑
i=1
ei
(〈ei, N〉+ 〈φ,∇eiN〉)
=
n∑
i=1
ei
〈
φ,∇eiN
〉
=
n∑
i=1
(〈∇eiφ,∇eiN〉+ 〈φ,∇ei∇eiN〉)
(1.17)
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=
n∑
i=1
(〈
ei,∇eiN
〉
+
〈
φ,∇ei∇eiN
〉)
=
n∑
i=1
〈
ei,∇eiN
〉
+
n∑
i=1
〈
n∑
j=1
〈φ, ej〉 ej + 〈φ,N〉N,∇ei∇eiN
〉
= −
n∑
i=1
〈∇eiei, N〉+ n∑
j=1
〈φ, ej〉
(
n∑
i=1
〈
ej ,∇ei∇eiN
〉)
+
n∑
i=1
〈
N,∇ei∇eiN
〉 〈φ,N〉 .
(1.18)
Assim, substituindo (1.12) e usando o Lema (1.1) em (1.17), obtemos
∆h = −nH − ‖σ‖2h.
Proposic¸a˜o 1.7. Seja φ : Mn → Rn+1 uma imersa˜o com curvatura me´dia constante. Enta˜o
∆g + ‖σ‖2g = 0, (1.19)
onde g = 〈φ×N,N(p0)〉 e p0 ∈M e´ um ponto fixado. Ale´m disso, se o vetor normal ν a fronteira
∂M e´ uma direc¸a˜o principal de φ e φ = ν em ∂M , enta˜o
∂g
∂ν
= g, (1.20)
em ∂M .
Demonstrac¸a˜o. Sejam p ∈ M e {ei}ni uma base definida em p que diagonaliza σ. Da´ı, temos que
∇eiN = −λei. Extenda a base {ei} para um referencial geode´sico {Ei}ni em p. Por definic¸a˜o o
Laplaciano de g = 〈φ×N,N(p0)〉 e´ dada por
∆g =
n∑
i=1
EiEi(p). (1.21)
Note que
Ei(g) = Ei (〈φ(p)×N(p), N(p0)〉)
=
(〈∇Eiφ(p)×N(p), N(p0)〉+ 〈φ(p)×∇EiN(p), N(p0)〉)
=
〈
Ei(p)×N(p) + φ(p)×∇EiN(p), N0
〉
.
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Da´ı, em p, temos que
EiEi(g) = Ei
(〈
Ei ×N + φ×∇EiN,N0
〉)
=
〈∇EiEi ×N + Ei ×∇EiN +∇Eiφ×∇EiN + φ×∇Ei∇EiN,N(p0)〉
=
〈∇EiEi ×N − 2λEi × Ei + φ×∇Ei∇EiN,N(p0)〉
=
〈
φ×∇Ei∇EiN,N(p0)
〉
=
〈
N(p0)× φ,∇Ei∇EiN
〉
. (1.22)
Agora fac¸a
V = N(p0)× φ =
n∑
j=1
vjEj + gN. (1.23)
Substituindo em (1.22) temos que
EiEi(g) =
〈
n∑
j=1
vjEj + gN,∇Ei∇EiN(p)
〉
=
n∑
j=1
vj〈Ej ,∇Ei∇EiN(p)〉+ g〈N,∇Ei∇EiN〉.
Da´ı, substituindo a expressa˜o acima em (1.21), obtemos
∆g =
n∑
i=1
 n∑
j=1
vj〈Ej ,∇Ei∇EiN(p)〉+ g〈N,∇Ei∇EiN〉

=
n∑
j=1
vj
(
n∑
i=1
〈Ej ,∇Ei∇EiN(p)〉
)
+ g
n∑
i=1
〈N,∇Ei∇EiN〉.
Pelo Lema 1.1 segue que
∆g = −g‖σ‖2.
Note que de (1.23) temos que
g = 〈V,N(p)〉 = 〈N(p0)× φ(p), N〉 = 〈φ(p)×N(p), N(p0)〉 = g.
Logo,
∆g + g‖σ‖2 = 0.
Agora vamos mostrar a segunda parte. Como ν e´ uma direc¸a˜o principal de φ, temos que
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∇νN = λν. Ale´m disso, desde que φ = ν na fronteira ∂M segue que φ× ν = 0. Da´ı, do fato que
〈∇g, ν〉 = ν(g) = ∂g
∂ν
,
temos em ∂M que
ν(g) = ν〈φ×N(p), N(p0)〉
= 〈∇νφ×N(p) + φ×∇νN(p), N(p0)〉
= 〈ν ×N(p) + φ× λν,N(p0)〉
= 〈φ×N(p), N(p0)〉
= g.
Logo
∂g
∂ν
= g
em ∂M .
1.4 Fo´rmulas de Variac¸a˜o
Nesta sec¸a˜o mostraremos a fo´rmula da variac¸a˜o de volume, primeira e segunda fo´rmulas da
variac¸a˜o de a´rea. Para a fo´rmula da Primeira Variac¸a˜o faremos o caso geral, considerando a
imersa˜o φ : Mn → Mm em que M e M sa˜o uma variedade Riemanniana compacta orientada com
n < m. Antes faremos algumas considerac¸o˜es, comec¸ando com o seguinte Lema:
Lema 1.2. Dada gt uma famı´lia a um paraˆmetro de me´tricas, temos que o elemento de volume
evolui como
∂
∂t
dνg =
1
2
tr(h)dνg,
onde h =
∂gt
∂t
.
Demonstrac¸a˜o. Em coordenadas temos que
dνg =
√
det(gt)ijdx1 ∧ ... ∧ dxn.
Assim
∂
∂t
dνg =
1
2
(
∂
∂t
log det(gt)ij
)√
det(gt)ijdx1 ∧ ... ∧ dxn.
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Lembrando que o determinante de uma matriz e´ dado por
det(gt)ij =
∑
σ
sign(σ)A1σ(1)...Anσ(n),
onde a soma e´ sobre todas as permutac¸o˜es de 1, ..., n. Se A(t) so´ depende do paraˆmetro t, derivando
detA, obtemos
∂
∂t
detA =
∑
i,j=1
∂
∂t
Aij
∑
σ:σ(i)=j
sign(σ)A1σ(1)...Âiσ(1)...Anσ(n),
onde Âiσ(1) significa que este fator e´ omitido, e o segundo somato´rio e´ sobre todas as permutac¸o˜es
σ tais que σ(i) = j. Agora da Regra de Cramer temos
(A−1)ij =
1
detA
∑
σ:σ(i)=j
sign(σ)A1σ(1)...Âiσ(1)...Anσ(n).
Logo,
∂
∂t
log detA =
1
detA
∂
∂t
detA = tr(h).
1.4.1 Fo´rmula da Primeira Varic¸a˜o da A´rea
Seja (Mm, g) uma variedade Reimanniana de dimensa˜o m. Considere ε > 0 e uma variac¸a˜o
Φ : (−ε, ε) × Mn → Mm de uma variedade imersa φ : Mn → Mm, com n < m. Para cada
t ∈ (−ε, ε) defina Φt(p) = Φ(t, p), Mt = Φt(M) e dMt o elemento de volume dado por
dMt =
√
det(gt)ijdx
onde gt = Φ
∗
t g e´ a me´trica em M dada pelo pullback da me´trica g em M por Φt. Denote por
(gt)
ij como sendo a inversa de (gt)ij , e por abuso de notac¸a˜o diremos que g0 = g. Assim definimos
o funcional a´rea como
A(t) =
∫
M
dMt, (1.24)
e o funcional volume por
V (t) =
∫
[0,t]×M
Φ∗dV, (1.25)
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onde dV e´ o elemento de volume de M.
Denote por
A =
∫
M
dM
o volume de M .
Agora faremos as u´ltimas considerac¸o˜es para podermos enunciar e demonstrar as fo´rmulas
de variac¸a˜o. Note que para ε > 0 suficiente pequeno, (−, ) ×M e´ uma variedade diferencial de
dimensa˜o n+1. Assim considerando um sistema de coordenadas locais x1, ..., xn, t numa vizinhanc¸a
p de V ⊂M × (−, ), obtemos uma base de Tp (M × (−, ))
β =
{
∂
∂x1
(p), ...,
∂
∂xm
(p),
∂
∂t
(p)
}
;
no qual induzem campos de vetores
∂
∂x1
, ...,
∂
∂xn
,
∂
∂t
ao longo da variac¸a˜o Φ, nos quais
∂Φ
∂xi
=
dΦ
(
∂
∂x1
)
para i = 1, ..., n e
∂Φ
∂t
= dΦ
(
∂
∂t
)
, satisfazendo
[
∂Φ
∂xi
,
∂Φ
∂xj
]
=
[
∂Φ
∂xi
,
∂Φ
∂t
]
= 0, (1.26)
pois dΦ [X,Y ] = [dΦ(X), dΦ(Y )]. Ale´m disso, β′ =
{
∂
∂x1
(q), ...,
∂
∂xn
(q)
}
e´ uma base de TqMt para
todo q ∈ Φ(V ).
Teorema 1.6. (Primeira variac¸a˜o de A´rea) Seja φ : Mn → Mm uma subvariedade imersa
com vetor curvatura me´dia HM . Se Φ : M × (−, )→Mm e´ uma varic¸a˜o de φ, enta˜o
A′(0) = −
∫
M
nH 〈ξ,N〉+
∫
∂M
〈ξ, ν〉 ds (1.27)
onde ξ =
∂Φ
∂t
∣∣∣∣
t=0
e ν e´ o vetor exterior normal al ongo de ∂M .
Demonstrac¸a˜o. Considerando o que ja´ foi feito anteriormente, fac¸a Xt =
∂Φ
∂t
, no qual por abuso de
notac¸a˜o escreveremos X0 = ξ. Notemos
∂
∂t
(gt)ij = Xt(Φ
∗
t (g)ij) = Xt
〈
∂Φ
∂xi
,
∂Φ
∂xj
〉
=
〈
∇Xt
∂Φ
∂xi
,
∂Φ
∂xj
〉
+
〈
∂Φ
∂xi
,∇Xt
∂Φ
∂xj
〉
. (1.28)
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Usando o fato de que a conexa˜o e´ compat´ıvel com a me´trica e (1.26), segue que
Xt(gt)ij =
〈(
∇ ∂Φ
∂xi
Xt
)
,
∂Φ
∂xj
〉
+
〈
∂Φ
∂xi
,
(
∇ ∂Φ
∂xj
Xt
)〉
. (1.29)
Assim
A′(t) =
∫
M
∂
∂t
dMt.
Pelo Lema 1.2, sabemos que
∂
∂t
dMt =
1
2
tr
(
∂gt
∂t
)
dMt, (1.30)
o que implica que
∂
∂t
dMt =
1
2
(gt)
ij
(〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xj
〉
+
〈
∂Φ
∂xi
,∇ ∂Φ
∂xj
Xt
〉)
dMt
= (gt)
ij
〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xj
〉
dMt, (1.31)
ja´ que g−1t e´ sime´trica. Agora escrevendo Xt = X>t + X⊥t , onde X>t e X⊥t sa˜o as componentes
tangente e normal, respectivamente, obtemos que
∂
∂t
dMt = gt
ij
〈
∇ ∂Φ
∂xi
(
X>t +X
⊥
)
,
∂Φ
∂xj
〉
dMt
= gt
ij
〈
∇ ∂Φ
∂xi
X>t ,
∂Φ
∂xj
〉
dMt + gt
ij
〈
∇ ∂Φ
∂xi
X⊥t ,
∂Φ
∂xj
〉
dMt
= divX>t dMt + divX
⊥
t dMt.
Observe que estamos fazendo abuso da notac¸a˜o, visto que o divergente esta´ definido para campos
tangentes, no entanto, para simplificar nossos ca´lculos iremos considerar
divX⊥t = gt
ij
〈
∇ ∂Φ
∂xi
X⊥t ,
∂Φ
∂xj
〉
. (1.32)
Portanto
A′(t) =
∫
M
∂
∂t
dMt =
∫
M
divX>t dMt +
∫
M
divX⊥t dMt (1.33)
Note que, como X⊥t e´ um campo normal, enta˜o
〈
X⊥t ,
∂Φ
∂xj
〉
= 0 para todo j = 1, ...,m, o que
implica que para cada i = 1, ...,m
∂Φ
∂xi
〈
X⊥t ,
∂Φ
∂xj
〉
=
〈
∇ ∂Φ
∂xi
X>t ,
∂Φ
∂xj
〉
+
〈
X⊥t ,∇ ∂Φ
∂xj
∂Φ
∂xi
〉
= 0.
26
Logo,
gt
ij
〈
∇ ∂Φ
∂xi
X⊥t ,
∂Φ
∂xj
〉
= −gijt
〈
X⊥t ,∇ ∂Φ
∂xj
∂Φ
∂xi
〉
. (1.34)
Agora usando a definic¸a˜o da segunda forma fundamental σMt de Mt, obtemos que
−(gt)ij
〈
X⊥t ,∇ ∂Φ
∂xj
∂Φ
∂xi
〉
= −(gt)ij
〈
X⊥t ,
(
∇ ∂Φ
∂xi
∂Φ
∂xj
)>
+ σMt
(
∂Φ
∂xi
,
∂Φ
∂xj
)〉
= −
〈
X⊥t , (gt)
ijσMt
(
∂Φ
∂xi
,
∂Φ
∂xj
)〉
.
Como o vetor curvatura me´dia Ht em Mt e´ dada por
HMt = (gt)
ijσMt
(
∂Φ
∂xi
,
∂Φ
∂xj
)
,
segue que
divX⊥t = −
〈
X⊥t ,HMt
〉
. (1.35)
Substituindo (1.35) em (1.33) e aplicando em t = 0, obtemos
A′(0) =
∫
M
divξ>dM −
∫
M
〈
ξ⊥,HM
〉
dM.
Do Teorema da Divergeˆncia 1.3, obtemos
A′(0) = −
∫
M
〈
ξ⊥,HM
〉
dM +
∫
∂M
〈
ξ>, ν
〉
ds,
onde ν e´ o vetor exterior normal ao longo de ∂M . Note que estamos denotando X>0 = ξ>,
X⊥0 = ξ⊥, HM = HM0 e σM = σM0 , onde HM = nHN e σM e´ o vetor curvatura de me´dia e a
segunda forma fundamental de M , respectivamente. Para chegarmos na expressa˜o (1.27), basta
notar que 〈ξ,HM 〉 =
〈
ξ>,HM
〉
e 〈ξ, ν〉 = 〈ξ⊥, ν〉, pois ξ = ξ> + ξ⊥.
1.4.2 Variac¸a˜o de Volume
Para o pro´ximo ca´lculo vamos considerar o caso onde M = Rn+1. Lembre-se que o volume V (t)
e´ definido como
V (t) =
∫
[0,t]×M
Φ∗dV,
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onde dV e´ o elemento de volume canoˆnico em Rn+1. Da´ı, pelo Teorema da Divergeˆncia 1.3, o
funcional volume e´ igual a
V (t) =
1
n+ 1
∫
M
〈Φ, N(t)〉dMt. (1.36)
Proposic¸a˜o 1.8. A primeira variac¸a˜o do volume V (t) e´ dada por
V ′(0) =
∫
M
〈ξ,N〉dM, (1.37)
onde ξ e´ o campo variacional.
Dizemos que a variac¸a˜o Φ : M × (−, ) → Rn+1 preserva volume se V (t) = V (0) para todo
t ∈ (−, ).
Lema 1.3. Seja φ : M → Rn+1 uma imersa˜o e f ∈ C∞(M) tal que
∫
M
fdM = 0. Enta˜o existe
uma variac¸a˜o Φ que preserva volume tal que seu campo variacional e´ dado por ξ = fN.
Demonstrac¸a˜o. Seja g ∈ C∞(M) tal que
∫
M
gdM 6= 0. Denote por I = (−ε, ε) onde ε > 0 e
considere a variac¸a˜o Φ : M × I × I → Rn+1 dada por
Φ(p, t, s) = φ(p) + (tf(p) + sg(p))N(p),
onde N e´ a normal de M .
De (1.36) temos que
V (t, s) =
1
n+ 1
∫
M
〈Φ, N〉dMt,s
=
1
n+ 1
∫
M
〈φ+ (tf + sg)N,N〉dMt,s
=
1
n+ 1
∫
M
(〈φ,N〉+ tf + sg)dMt,s.
Como queremos que a varic¸a˜o preserve volume, devemos ter
V (t, s) = cte.
Da´ı, calculando as derivadas parciais de V (t, s) temos
∂V
∂t
(t, s) =
1
n+ 1
[∫
M
fdMt,s +
∫
M
tf
∂
∂t
dMt,s
]
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e
∂V
∂s
(t, s) =
1
n+ 1
[∫
M
gdMt,s +
∫
M
sg
∂
∂s
dMt,s
]
.
Aplicando em t = s = 0, usando a hipo´tese de que f tem me´dia zero em M obtemos
∂V
∂t
(0, 0) = 0 e
∂V
∂s
(0, 0) =
1
n+ 1
∫
M
gdM 6= 0. (1.38)
Assim, desde que V (t, s) e´ de classe C∞, pelo Teorema da Func¸a˜o Impl´ıcita existe ϕ(t) suave
definida em uma vizinhanc¸a de t = 0 com ϕ(0) = 0, tal que
V (t) := V (t, ϕ(t)) = cte. (1.39)
Considere
φt(p) = Φ(p, t, ϕ(t)) = φ(p) + tfN + ϕ(t)gN. (1.40)
Pelo que foi feito acima, isto e´ uma variac¸a˜o que preserva volume.
De (1.39) temos que
0 = V ′(t, ϕ(t))
∣∣
t=0
=
∂V
∂t
(0) + ϕ′(0)
∂V
∂s
(0) =
∂V
∂t
(0)− ϕ′(0) 1
n+ 1
∫
M
gdM.
Assim, de (1.38) segue
ϕ′(0) = 0.
Logo, em (1.40) obtemos
ξ(p) =
∂φ
∂t
∣∣∣∣
t=0
= fN + ϕ′(0)gN = fN.
Note que considerando o caso acima na Proposic¸a˜o 1.8, temos que
V ′(0) =
∫
M
〈ξ,N〉dM =
∫
M
fdM = 0.
1.4.3 Superf´ıcies Estaciona´rias e Fo´rmula da Segunda Variac¸a˜o de A´rea
Nesta sec¸a˜o vamos definir superf´ıcies estaciona´rias e encontrar a fo´rmula da segunda variac¸a˜o
de a´rea para uma hipersuperf´ıcie M em um conjunto convexo B ⊂ Rn+1 satisfazendo a condic¸a˜o
∂M ⊂ ∂B e int M ⊂ int B. Seja Π∂B(X,Y ) = 〈−∇Xη, Y 〉 a segunda forma fundamental da
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fronteira de B com respeito a normal para dentro η, onde ∇ denota a conexa˜o de Levi-Civita no
espac¸o euclidiano Rn+1. Como B e´ convexo, temos que Π∂B(X,X) ≥ 0. Seja ν o vetor normal a
∂M ⊂ M apontado para fora. Considere uma variac¸a˜o normal Φ : M × (−, ) → B ⊂ Rn+1 da
imersa˜o φ : M → B ⊂ Rn+1 onde seu vetor variacional e´ dado por ξ = fN com f ∈ C∞(M).
Definic¸a˜o 1.15. Dizemos que Φ e´ admiss´ıvel se Φt(int(M)) ⊂ int(B) e Φt(∂M) ⊂ ∂B para todo
t ∈ (−, ), onde Φt(p) := Φ(t, p).
Note que na definic¸a˜o acima, temos que Φt(∂M) ⊂ ∂B para todo t ∈ (−, ), com isso se
p ∈ ∂M , enta˜o ξ(p) e´ tangente a ∂B. Suponha que M e´ ponto cr´ıtico do funcional a´rea restrito
sobre todas as variac¸o˜es admiss´ıveis que preservam volume. Pelos multiplicadores de Lagrange,
segue que
A′(0) = λV ′(0),
para algum λ e toda variac¸a˜o de M , na˜o necessariamente preservando volume. Neste caso, usando
(1.27) conclu´ımos que ∫
M
(λ+ nH)〈ξ,N〉 =
∫
∂M
〈ξ, ν〉,
para todo ξ tangente a ∂B. Assim, tomando ξ = ±(λ+nH)N e usando o fato que 〈ξ, ν〉 na˜o muda
de sinal, conclu´ımos que H = −λ/n e 〈ξ, ν〉 = 0. Logo, se M e´ ponto cr´ıtico do funcional a´rea
restrito a`s variac¸o˜es admiss´ıveis de M que preservam volume, enta˜o M encontra a fronteira de B
ortogonalmente e possui curvatura me´dia constante.
Definic¸a˜o 1.16. Seja φ : M → B ⊂ Rn+1 uma imersa˜o. Diremos que φ e´ estaciona´ria se A′(0) = 0
para toda variac¸a˜o de φ admiss´ıvel que preserva volume, isto e´, V (t) = V (0) para todo t.
Neste caso, tem-se que
V ′(t) =
∫
M
〈ξ,N〉 = 0.
Para os pro´ximos resultados considere a seguinte notac¸a˜o
g′ij(t) =
∂
∂t
gij(t) e g
′′
ij(t) =
∂2
∂t2
gij(t).
Lema 1.4. Se ξ> = 0, enta˜o em t = 0 temos que
i) |g′(0)|2 = 4| 〈σM (., .), ξ〉 |2;
ii) tr(g′′(0)) = 2| 〈σM (., .), ξ〉 |2 + 2 ‖∇⊥Xt‖2 + 2divg
(∇ξXt) .
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Demonstrac¸a˜o. Em t = 0, temos que〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xj
〉
=
∂Φ
∂xi
〈
X⊥t ,
∂Φ
∂xj
〉
−
〈
X⊥t ,∇ ∂Φ
∂xi
∂Φ
∂xj
〉
= −
〈
X⊥t ,∇ ∂Φ
∂xi
∂Φ
∂xj
+ σM
(
∂Φ
∂xi
,
∂Φ
∂xj
)〉
.
Com isso 〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xj
〉
= −
〈
X⊥t , σM
(
∂Φ
∂xi
,
∂Φ
∂xj
)〉
, (1.41)
em t = 0. Como Xt = ξ = ξ
⊥, em t = 0, de (1.29) e (1.41) segue que
g′ij(0) = −2
〈
ξ, σM
(
∂Φ
∂xi
,
∂Φ
∂xj
)〉
. (1.42)
Logo,
|g′(0)|2 = 4gikgjl
〈
ξ, σM
(
∂Φ
∂xi
,
∂Φ
∂xj
)〉〈
ξ, σM
(
∂Φ
∂xk
,
∂Φ
∂xl
)〉
,
o que implica que
|g′(0)|2 = 4| 〈σM (., .), ξ〉 |2.
Agora provaremos (ii). Note que
Xt
〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xj
〉
=
〈
∇Xt∇ ∂Φ
∂xi
Xt,
∂Φ
∂xj
〉
+
〈
∇ ∂Φ
∂xi
Xt,∇Xt
∂Φ
∂xj
〉
.
Como a conexa˜o e´ sime´trica, temos que ∇Xt
∂Φ
∂xj
= ∇ ∂Φ
∂xj
Xt. Da´ı,
Xt
〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xj
〉
=
〈
∇Xt∇ ∂Φ
∂xi
Xt,
∂Φ
∂xj
〉
+
〈
∇ ∂Φ
∂xi
Xt,∇ ∂Φ
∂xj
Xt
〉
−
〈
∇ ∂Φ
∂xi
∇XtXt,
∂Φ
∂xj
〉
+
〈
∇ ∂Φ
∂xi
∇XtXt,
∂Φ
∂xj
〉
=
〈
∇ ∂Φ
∂xi
Xt,∇ ∂Φ
∂xj
Xt
〉
+
〈
∇Xt∇ ∂Φ
∂xi
Xt −∇ ∂Φ
∂xi
∇XtX,
∂Φ
∂xj
〉
+
〈
∇ ∂Φ
∂xi
∇XtXt,
∂Φ
∂xj
〉
=
〈
∇ ∂Φ
∂xi
Xt,∇ ∂Φ
∂xj
Xt
〉
+R
(
Xt,
∂Φ
∂xi
, Xt,
∂Φ
∂xj
)
+
〈
∇ ∂Φ
∂xi
∇XtXt,
∂Φ
∂xj
〉
. (1.43)
De (1.29) temos que
g′′(0) =
∂
∂t
∣∣∣∣
t=0
〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xj
〉
+
∂
∂t
∣∣∣∣
t=0
〈
∂Φ
∂xj
,∇ ∂Φ
∂xi
Xt
〉
,
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e enta˜o de (1.43) segue que
g′′ij(0) =
〈
∇ ∂Φ
∂xi
Xt,∇ ∂Φ
∂xj
Xt
〉
+R
(
Xt,
∂Φ
∂xi
, Xt,
∂Φ
∂xj
)
+
〈
∇ ∂Φ
∂xi
∇XtXt,
∂Φ
∂xj
〉
+
〈
∇ ∂Φ
∂xj
Xt,∇ ∂Φ
∂xi
Xt
〉
+R
(
Xt,
∂Φ
∂xj
, Xt,
∂Φ
∂xi
)
+
〈
∇ ∂Φ
∂xj
∇XtXt,
∂Φ
∂xi
〉
.
Da simetria do tensor curvatura R obtemos
tr(g′′(0)) = 2gijR
(
Xt,
∂Φ
∂xi
, Xt,
∂Φ
∂xj
)
+ 2gij
〈
∇ ∂Φ
∂xj
∇XtXt,
∂Φ
∂xi
〉
+ 2gij
〈
∇ ∂Φ
∂xj
Xt,∇ ∂Φ
∂xi
Xt
〉
.(1.44)
Veja que (
∇ ∂Φ
∂xi
Xt
)>
=
m∑
l=1
ail
∂Φ
∂xl
.
Assim, 〈(
∇ ∂Φ
∂xi
Xt
)>
,
∂Φ
∂xk
〉
=
m∑
l=1
ailglk.
Da´ı, temos que
ail = g
kl
〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xk
〉
.
Logo, (
∇ ∂Φ
∂xi
Xt
)>
= gkl
〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xk
〉
∂Φ
∂xl
,
o que implica que〈(
∇ ∂Φ
∂xi
Xt
)>
,
(
∇ ∂Φ
∂xj
Xt
)>〉
= gklgabglb
〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xk
〉〈
∇ ∂Φ
∂xj
Xt,
∂Φ
∂xa
〉
= gkl
〈
∇ ∂Φ
∂xi
Xt,
∂Φ
∂xk
〉〈
∇ ∂Φ
∂xj
Xt,
∂Φ
∂xl
〉
. (1.45)
De (1.41) segue que〈(
∇ ∂Φ
∂xi
Xt
)>
,
(
∇ ∂Φ
∂xj
Xt
)>〉
= gkl
〈
Xt, σM
(
∂Φ
∂xi
,
∂Φ
∂xk
)〉〈
Xt, σM
(
∂Φ
∂xj
,
∂Φ
∂xl
)〉
.
Agora, decompondo
∇ ∂Φ
∂xi
Xt =
(
∇ ∂Φ
∂xi
Xt
)>
+
(
∇ ∂Φ
∂xi
Xt
)⊥
e
∇ ∂Φ
∂xj
Xt =
(
∇ ∂Φ
∂xj
Xt
)>
+
(
∇ ∂Φ
∂xj
Xt
)⊥
,
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obtemos〈
∇ ∂Φ
∂xi
Xt,∇ ∂Φ
∂xj
Xt
〉
=
〈(
∇ ∂Φ
∂xi
Xt
)>
,
(
∇ ∂Φ
∂xj
Xt
)>〉
+
〈(
∇ ∂Φ
∂xi
Xt
)⊥
,
(
∇ ∂Φ
∂xj
Xt
)⊥〉
.
Por (1.45) temos que〈
∇ ∂Φ
∂xi
Xt,∇ ∂Φ
∂xj
Xt
〉
= gkl
〈
Xt, σM
(
∂Φ
∂xi
,
∂Φ
∂xk
)〉〈
Xt, σM
(
∂Φ
∂xj
,
∂Φ
∂xl
)〉
+
〈(
∇ ∂Φ
∂xi
Xt
)⊥
,
(
∇ ∂Φ
∂xj
Xt
)⊥〉
.
Substituindo a expressa˜o acima em (1.44) obtemos
tr(g′′(0)) = 2gijR
(
Xt,
∂Φ
∂xi
, Xt,
∂Φ
∂xj
)
+ 2gij
〈
∇ ∂Φ
∂xi
∇XtXt,
∂Φ
∂xj
〉
+ 2gij
〈(
∇ ∂Φ
∂xi
Xt
)⊥
,
(
∇ ∂Φ
∂xj
Xt
)⊥〉
+ 2gijgkl
〈
Xt, σM
(
∂Φ
∂xi
,
∂Φ
∂xk
)〉〈
Xt, σM
(
∂Φ
∂xj
,
∂Φ
∂xl
)〉
.
Como R = 0 pois M = Rn+1, segue que
tr(g′′(0)) = 2| 〈σM (., .), X〉 |2 + 2‖∇⊥X‖2 + 2div
(∇XX) .
O teorema a seguir nos da´ como consequeˆncia a Segunda Fo´rmula de Variac¸a˜o da a´rea. Defina
a func¸a˜o J : (−, ) ⊂ R→ R dada por
J(t) = A(t) + nHV (t). (1.46)
Proposic¸a˜o 1.9. Sejam φ : M → B ⊂ Rn+1 uma imersa˜o com curvatura me´dia constante H e
uma variac¸a˜o normal Φ. Enta˜o
J ′′(0) =
∫
M
(‖∇f‖2 − ‖σ‖2f2) dM − ∫
∂M
Π∂B(N,N)f2dM,
onde Π∂B e´ a segunda forma fundamental de ∂B ⊂ Rn+1.
Demonstrac¸a˜o. Lembre-se que por (1.30) temos que
∂
∂t
dMt =
1
2
tr
(
g′(t)
)
dMt.
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Ale´m disso, temos que
V ′(t) =
∫
M
f(t)dMt,
onde f(t) = 〈Xt, N〉. Da´ı
J ′(t) =
∫
M
(
1
2
tr(g′(t)) + nHf(t)
)
dMt.
Isto implica que
J ′′(0) =
∫
M
(
1
2
tr(g′(0)) + nHf
)
∂
∂t
∣∣∣∣
t=0
dMt +
∫
M
(
1
2
∂
∂t
∣∣∣∣
t=0
tr(g′(t) + nHf ′(0)
)
dM. (1.47)
De (1.28) e usando o fato que X0 = ξ, temos que
tr(g′(0)) = 2gij
〈
∇ξ ∂Φ
∂xi
,
∂Φ
∂xj
〉
= 2gij
〈
∇ ∂Φ
∂xi
ξ,
∂Φ
∂xj
〉
.
Agora, de (1.32) e (1.35) obtemos que
1
2
tr(g′(0)) = −〈ξ,HM0〉 = −〈fN, nHN〉 = −nHf(0). (1.48)
Para
∂
∂t
∣∣∣∣
t=0
tr(g′(t)) temos que
∂
∂t
∣∣∣∣
t=0
tr(g′(t)) =
∂
∂t
∣∣∣∣
t=0
(gijg′ij) = g
′
ij(0)
∂
∂t
∣∣∣∣
t=0
gij + gij(0)g′′ij(0).
Agora note que
gik(t)gkl(t) = δil,
implica que
d
dt
(
gik(t)gkl(t
)
=
(
d
dt
gik(t)
)
gkl(t) + g
ik(t)g′kl(t) = 0.
Assim (
d
dt
gik(t)
)
gkl(t) = −gik(t)g′kl(t).
Multiplicando por gjl(t) ficamos com(
d
dt
gik(t)
)
gkl(t)g
jl(t) = −(gt)ikg′kl(t)glj(t).
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Somando em l obtemos
d
dt
gij(t) = −gik(t)g′kl(t)gjl(t).
Da´ı
g′ij(0)
∂
∂t
∣∣∣∣
t=0
gij = −g′ij(0)gik(0)g′kl(0)gjl(0) = −|g′(0)|2.
Com isso temos que
∂
∂t
∣∣∣∣
t=0
tr(g′(t)) = −|g′(0)|2 + tr(g′′(0)).
Pelo Lema 1.4 obtemos
1
2
∂
∂t
∣∣∣∣
t=0
tr(g′(t)) = −| 〈σM (., .), ξ〉 |2 + ‖∇⊥Xt‖2 + div
(∇ξXt) . (1.49)
Fac¸a Xt = fN + X
>
t , onde X
>
0 = 0. Como em Rn+1 vale que ∇XY = ∇YX para quaisquer dois
campos X e Y , segue que ∇XtX>t = 0. Da´ı, em t = 0 vale que
∇XtXt = f∇NfN = Xt(f)N + f2∇NN.
Decompondo nas componentes normal e tangente, obtemos
(∇XtXt)⊥ = f ′N e (∇XtXt)> = f2∇NN.
Assim, em t = 0 temos que
div
(∇ξXt)⊥ = gij(0)
〈
∇ ∂φ
∂xi
(f ′N),
∂φ
∂xj
〉
= gij(0)
〈
∂φ
∂xi
(f ′)N + f ′(0)∇ ∂φ
∂xi
N,
∂φ
∂xj
〉
= f ′(0)gij(0)
〈
∇ ∂φ
∂xi
N,
∂φ
∂xj
〉
= −nHf ′(0) (1.50)
e
div
(∇ξXt)> = div(f2∇NN). (1.51)
Ale´m disso, tomando um referencial ortonormal {ei}n1 em torno de um ponto p ∈ M , em t = 0,
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temos que
∇eiXt = ∇ei(fN) = ei(f)N + f∇eiN.
Logo
∇⊥eiXt = ei(f)N,
em t = 0. Da´ı, em t = 0 temos que
‖∇⊥Xt‖2 =
n∑
i=1
〈
∇⊥eiXt,∇
⊥
eiXt
〉
=
n∑
i=1
(ei(f))
2 = ‖∇f‖2. (1.52)
Veja tambe´m que
| 〈σ(., .), ξ〉 |2 =
n∑
i,j=1
〈Xt, σ(ei, ej)〉2 = f2
n∑
i,j=1
〈N, σ(ei, ej)〉2 = f2
n∑
i,j=1
〈∇eiN, ej〉2 = f2‖σ‖2.
(1.53)
Substituindo (1.50),(1.51), (1.52) e (1.53) em (1.49) obtemos
1
2
∂
∂t
∣∣∣∣
t=0
tr(g′(t)) = −f2‖σ‖2 + ‖∆f‖2 − nHf ′(0) + div(f2∇NN). (1.54)
Assim, substituindo (1.48) e a expressa˜o acima em (1.47) ficamos com
J ′′(0) =
∫
M
(‖∆f‖2 − ‖σ‖2f2) dM + ∫
M
div(f2∇NN)dM.
Agora, usando o Teorema da Divergeˆncia na u´ltima integral da expressa˜o acima, obtemos∫
M
div(f2∇NN)dM =
∫
∂M
f2
〈∇NN, ν〉 ds,
onde ν e´ a normal a ∂M para fora que coincide com o vetor normal a ∂B para fora −η . Ale´m
disso, como 〈N, η〉 = 0 pois η e´ um vetor tangente a M que e´ normal a sua fronteira, implicando
que 〈∇NN, ν〉 = 〈∇NN,−η〉 = − 〈−∇Nη,N〉 = −Π∂B(N,N),
onde Π∂B e´ a segunda forma fundamental de ∂B com respeito a` normal para dentro. Com isso
temos que ∫
M
divg
(∇ξXt) dM = −∫
∂M
f2Π∂B(N,N)ds. (1.55)
Logo
J ′′(0) =
∫
M
(‖∇f‖2 − ‖σ‖2f2) dM − ∫
∂M
f2Π∂B(N,N)ds.
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Temos do Lema 1.3 que existe uma variac¸a˜o normal Φ : M × (−, )→ B ⊂ Rn+1 que preserva
volume, onde seu vetor variacional e´ dado por ξ = fN com f ∈ C∞(M) tendo me´dia zero em M .
Com isso, obtemos o seguinte Corola´rio
Corola´rio 1.7. (Fo´mula da Segunda Variac¸a˜o de a´rea) Sejam φ : M → B ⊂ Rn+1 uma
imersa˜o com curvatura me´dia constante H e uma variac¸a˜o admiss´ıvel Φ que preserva volume.
Enta˜o
A′′(0) =
∫
M
(‖∇f‖2 − ‖σ‖2f2) dM − ∫
∂M
f2Π∂B(N,N)ds
ou de forma equivalente
A′′(0) = −
∫
M
(
f∆f + ‖σ‖2f2) dM + ∫
∂M
(
f
∂f
∂ν
−Π∂B(N,N)f2
)
ds,
onde f ∈ C∞(M), N e´ a normal a M e ν e´ a normal para fora a ∂M .
Demonstrac¸a˜o. Como a varic¸a˜o preserva volume e
J(t) = A(t) + nHV (t),
segue diretamente que
A′′(0) = J ′′(0).
1.5 Princ´ıpio do Ma´ximo de Hopf
Seja Ω ⊂ Rn um conjunto aberto e conexo. Considere um operador linear diferencial L em Ω
de segunda ordem da seguinte forma.
A =
n∑
i,j=1
aij(x)
∂
∂xi∂xj
+
n∑
i=1
bi(x)
∂
∂xi
+ c(x).
Suponha que a matriz (aij) e´ sime´trica para todo x ∈ Ω e L e´ um operador uniformemente el´ıptico,
isto e´, existe λ > 0 tal que
n∑
i,j=1
aijηiηj > λ|η|2,
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para todo x ∈ Ω e para todo η ∈ Rn.
Ale´m disso, vamos supor que exite uma constante C > 0 tal que
|aij(x)|, |bi(x)|, |c(x)| 6 C para todo x ∈ Ω.
Teorema 1.8. (Princ´ıpio do Ma´ximo de Hopf) Seja Ω ⊂ Rn um conjunto aberto conexo e
L um operador linear em Ω de segunda ordem tal que c(x) 6 0. Seja u ∈ C2(Ω)⋂C0(Ω) tal que
L(u) 6 0. Se u atinge seu ma´ximo em Ω, enta˜o u e´ uma constante na˜o negativa em Ω. Caso
contra´rio, se existe x0 ∈ ∂Ω tal que u(x0) > 0, enta˜o a derivada normal para fora, se esta existe,
satisfaz
∂u
∂ν
(x0) > 0. Ale´m disso, se c(x) ≡ 0, enta˜o as mesmas condic¸o˜es sa˜o va´lidas para um
ma´ximo na˜o positivo.
Para mais detalhes ver [18], [17].
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Cap´ıtulo 2
Hipersuperf´ıcie Esta´veis de Fronteira
Livre no Rn+1
Neste cap´ıtulo, vamos definir estabilidade para Hipersuperf´ıcies. Ale´m disso, veremos alguns
resultados preliminares que auxiliara˜o na demonstrac¸a˜o do Teorema Principal. Aqui φ : M →
B ⊂ Rn+1 e´ uma imersa˜o com curvatura me´dia constante H em um conjunto convexo B tal que
φ(int(M)) ⊂ intB e φ(∂M) ⊂ ∂B .
2.1 A Forma do I´ndice
Seja φ : M → B ⊂ Rn+1 uma imersa˜o estaciona´ria, dizemos que φ e´ esta´vel se A′′(0) ≥ 0 para
toda variac¸a˜o admiss´ıvel de φ que preserva volume.
Vamos associar uma forma de ı´ndice a fo´rmula da Primeira Variac¸a˜o de A´rea para variac¸o˜es
admiss´ıveis que preservam volume. Considere o conjunto F =
{
f ∈ H1(M);
∫
M
fdM = 0
}
onde
H1 denota o Espac¸o de Sobolev em M . Motivada pela fo´rmula da segunda varic¸a˜o de de a´rea,
temos a seguinte definic¸a˜o.
Definic¸a˜o 2.1. A forma do ı´ndice I de φ e´ a forma bilinear sime´trica em H1(M) dada por
I(f, g) =
∫
M
(〈∇f,∇g〉 − ‖σ‖2fg) dM − ∫
∂M
Π∂B(N,N)fgds. (2.1)
Segue diretamente da definic¸a˜o que a imersa˜o φ e´ estaciona´ria esta´vel se, e somente se, I(f, f) ≥
0 para toda f ∈ F .
39
Definic¸a˜o 2.2. Seja f ∈ F . O campo fN e´ um campo de Jacobi se I(f, g) = 0 para toda g ∈ F .
Lema 2.1. Seja φ : M → B ⊂ Rn+1 uma imersa˜o estaciona´ria e f ∈ F .
i) fN e´ um campo de Jacobi se, e somente se, f ∈ C∞(M) e ∆f + ‖σ‖
2f = constante em M
∂f
∂ν
= Π∂B(N,N)f em ∂M
(2.2)
ii) Se φ e´ estaciona´ria esta´vel e I(f, f) = 0, enta˜o fN e´ um campo de Jacobi.
Demonstrac¸a˜o. Suponhamos que f ∈ C∞(M) satisfaz (2.2). Vamos mostrar que I(f, g) = 0 para
toda g ∈ F , ou seja, fN e´ um campo de Jacobi. Assim, usando (2.2), o fato que f ∈ C∞(M) e o
Teorema da Divergeˆncia 1.3, temos que
I(f, g) = −
∫
M
g(∆f + ‖σ‖2f)dM +
∫
∂M
g
(
∂f
∂ν
−Π∂B(N,N)f
)
dM
= −(∆f + ‖σ‖2f)
∫
M
gdM
= 0,
para toda g ∈ F .
Agora vamos supor que f ∈ F e fN e´ um campo de Jacobi.
Vamos mostrar que
∂f
∂ν
= Π∂B(N,N)f
em ∂M . De fato, considere a func¸a˜o
g¯(p) =
0, se p ∈M∂f
∂ν
−Π∂B(N,N), se p ∈ ∂M.
Temos que g¯ ∈ F(M), e como fN e´ um campo de Jacobi, enta˜o I(f, g) = 0 para toda func¸a˜o
g ∈ F(M), em particular vale para g¯. Assim,
0 = I(f, g¯) =
∫
∂M
(
∂f
∂ν
−Π∂B(N,N)f
)2
ds.
Portanto
∂f
∂ν
= Π∂B(N,N)f em ∂M . Com isso nos resta mostrar que ∆f+‖σ‖2f = constante em M.
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Agora defina a func¸a˜o F (p) = ∆f + |σ|2f e considere F0 = 1
A
∫
M
FdM , onde A =
∫
M
dM .
Afirmac¸a˜o: F ≡ F0.
Suponhamos que F 6= F0, enta˜o existe pelo menos um ponto p¯ ∈ M , tal que (F − F0)(p¯) 6= 0.
Sem perda de generalidade, podemos supor que (F − F0)(p¯) > 0. Agora, considere os seguintes
subconjuntos de M.
M+ = {q ∈M |(F − F0)(q) > 0} e M− = {q ∈M |(F − F0)(q) < 0} .
Note que M+ e´ na˜o vazio, pois p¯ ∈M+, ale´m disso como F −F0 e´ uma func¸a˜o cont´ınua, segue que
M+ e´ aberto. Sejam U ⊂M aberto com U ⊂M+ e uma aplicac¸a˜o ϕ : M → R, de classe C∞, com
suporte compacto em M+, tal que 0 ≤ ϕ(p) ≤ 1, para todo q ∈M e ϕ(q) = 1 se q ∈ U .
Assim
K =
∫
M
ϕ(F − F0)dM > 0. (2.3)
Afirmamos que M− tambe´m e´ na˜o vazio. Observemos que
∫
M (F − F0)dM = 0, pois∫
M
(F − F0)dM =
∫
M
FdM − F0
∫
M
dM =
∫
M
FdM −
∫
M
FdM = 0.
Com isso, se M− = ∅, enta˜o ter´ıamos que (F−F0)(q) ≥ 0 para todo q ∈M , mas como (F−F0)(p¯) >
0, isso implica que
∫
M
(F − F0) > 0, o que na˜o pode acontecer pela observac¸a˜o anterior. Portanto
M− = ∅. De forma ana´loga podemos definir uma func¸a˜o ψ : M → R de classe C∞, de suporte em
M−. Seja V ⊂ M aberto com V ⊂ M−, tal que 0 ≤ ψ(p) ≤ 1, para todo q ∈M e ψ(q) = 1 se
q ∈ V , e enta˜o
L =
∫
M
ψ(F − F0)dM < 0. (2.4)
Agora, considere g = (ϕ+ ξ)(F − F0), onde ξ = −K
L
ψ > 0. Note que g ∈ F(M), pois
∫
M
gdM =
∫
M
(ϕ+ξ)(F−F0)dM =
∫
M
ϕ(F−F0)dM+
∫
M
ξ(F−F0)dM = K−K
L
∫
M
ψ(F−F0)dM = 0.
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Como fN e´ um campo de Jacobi, e ja´ mostramos que
∂f
∂v
= Π(N,N)f em ∂M , temos que
0 = I(f, g) = −
∫
M
g(∇f + |σ|2f)dM
= −
∫
M
gFdM + F0
∫
M
gdM
= −
∫
M
g(F − F0)dM
= −
∫
M
(ϕ+ ξ)(F − F0)2dM < 0
o que na˜o pode ocorrer, portanto F ≡ F0.
Agora provaremos (ii). Como φ e´ estaciona´ria esta´vel, temos que I(g, g) ≥ 0 para toda g ∈ F .
Assim dado ε > 0, com ε ∈ R, temos que
0 ≤ I(f + g, f + g) = I(f, f) + 2I(f, g) + 2I(g, g).
Multiplicando a expressa˜o acima por −1 e usando a hipo´tese de que I(f, f) = 0, ficamos com
0 ≤ 2I(f, g) + I(g, g). (2.5)
De forma ana´loga para I(f − g, f − g), obtemos
0 ≤ −2I(f, g) + I(g, g). (2.6)
Como  e´ arbitra´rio, fazendo  −→ 0, de (2.5) temos que I(f, g) ≥ 0 e de (2.6), I(f, g) ≤ 0. Logo
I(f, g) = 0, e portanto fN e´ um campo de Jacobi.
2.2 Estabilidade para Hipersuperf´ıcies em Conjuntos Convexos
Nesta sec¸a˜o, faremos alguns resultados sobre Hipersuperf´ıcies estaciona´rias esta´veis em con-
juntos convexos. Aqui estamos considerando a fronteira ∂M , e desta forma, vamos encontrar as
possibilidades para o geˆnero g e o nu´mero de componentes conexas r da fronteira.
Lema 2.2. Sejam B um conjunto convexo em Rn+1 e φ : M → B ⊂ Rn+1 uma hipersuperf´ıcie
estaciona´ria esta´vel em B. Enta˜o
∫
M
NdM 6= 0, onde N : M → Sn(1) ⊂ Rn+1 e´ a aplicac¸a˜o de
Gauss de M .
Demonstrac¸a˜o. Sejam β = {ai}n1 uma base ortonormal de Rn+1 e Ni = 〈N, ai〉. Assim temos de
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(1.6) que para cada i, vale
∆Ni + |σ|2Ni = 0.
Portanto
I(Ni, Ni) =
∫
∂M
(
Ni
∂Ni
∂ν
−Π∂B(N,N)N2i
)
ds. (2.7)
Para chegarmos a uma contradic¸a˜o, suponhamos que
∫
M
NdA = 0. Da´ı
∫
M
NidA = 0 para cada
i = 1, ..., n + 1. Assim temos que Ni ∈ F para todo i, e como φ e´ estaciona´ria esta´vel, segue que
I(Ni, Ni) ≥ 0.
Agora note que
n+1∑
i=1
Ni
∂Ni
∂ν
=
n+1∑
i=1
1
2
∂
∂ν
N2i =
1
2
∂
∂ν
n+1∑
i=1
N2i =
1
2
∂
∂ν
(1) = 0.
Assim, somando (2.7) em i, temos
0 ≤
n+1∑
i=1
I(Ni, Ni) =
n+1∑
i=1
∫
∂M
(
Ni
∂Ni
∂ν
−Π∂B(N,N)N2i
)
ds
=
∫
∂M
[
n+1∑
i=1
(
Ni
∂Ni
∂ν
−Π∂B(N,N)N2i
)]
ds
=
∫
∂M
[
n+1∑
i=1
Ni
∂Ni
∂ν
−Π∂B(N,N)
n+1∑
i=1
N2i
]
ds
= −
∫
∂M
Π∂B(N,N)ds.
(2.8)
Mas como B e´ estritamente convexo, enta˜o Π∂B(N,N) > 0, contradizendo a desigualdade acima.
Portanto
∫
M
NdM 6= 0.
Denotemos por g o geˆnero de M e r o nu´mero de componentes conexas da fronteira ∂M .
Recordamos a fo´rmula
X (M) = 2− 2g − r.
Teorema 2.1. Seja B um conjunto convexo em R3. Se φ : M → B e´ estaciona´ria esta´vel, enta˜o
as possibilidades para os valores de g e r sa˜o
i) g = 0 ou 1 e r = 1,2 ou 3;
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ii) g = 0 ou 3 e r = 1.
Demonstrac¸a˜o. Seja M uma superf´ıcie Riemanniana compacta obtida de M colando um disco em
cada componente conexa da fronteira ∂M . Por um resultado de [8], pg. 261, existe uma aplicac¸a˜o
conforme ψ : M → S2 ⊂ R3, tal que
grau(ψ) ≤ 1 +
[
g + 1
2
]
, (2.9)
onde [x] denota o maior nu´mero inteiro que e´ menor ou igual a x. Note que se g e´ um nu´mero par
positivo, enta˜o 2
[
g + 1
2
]
= g, enquanto que se g for um nu´mero ı´mpar positivo, enta˜o 2
[
g + 1
2
]
=
g + 1.
Seja ψ : M → S2 ⊂ R3 a restric¸a˜o de ψ a M .
Afirmac¸a˜o: Existe um difeomorfismo ϕ : S2 → S2 tal que∫
M
(ϕ ◦ ψ)idM = 0, para i = 1, 2, 3, (2.10)
onde (ϕ ◦ ψ)i sa˜o func¸o˜es coordenadas de func¸a˜o ϕ ◦ ψ.
Para mais detalhes ver em [12].
Desta forma, podemos supor que ψ satisfaz∫
M
ψidM = 0, para i = 1, 2, 3.
Como φ e´ esta´vel e Π∂B(N,N) ≥ 0, temos
0 ≤ I(ψi, ψi) =
∫
M
(|∇ψi|2 − ‖σ‖2ψ2i ) dM − ∫
∂M
Π∂B(N,N)ψ2i ds (2.11)
≤
∫
M
(|∇ψi|2 − ‖σ‖2ψ2i ) dM.
Somando em i na inequac¸a˜o acima e usando Teorema de Gauss-Bonnet e o fato que ‖σ‖2 =
4H2 − 2K, temos
0 ≤
∫
M
(|∇ψ|2 − ‖σ‖2) dM = ∫
M
(|∇ψ|2 − 4H2 + 2K) dM
< 8pigrau(ψ)− 4H2A+ 4piX (M)− 2
∫
∂M
kgds. (2.12)
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Temos que kg = Π(T, T ) ≥ 0, onde T e´ tangente a` fronteira de M . Note que a condic¸a˜o kg = Π(T, T )
vem da condic¸a˜o de fronteira livre. Assim usando (2.9),temos que
0 < 8pi
(
1 +
[
g + 1
2
])
− 4H2A+ 4pi (2− 2g − r)
= 4pi
(
2 + 2
[
g + 1
2
])
− 4H2A+ 4pi (2− 2g − r)
= 4pi
(
4 + 2
[
g + 1
2
]
− 2g − r
)
− 4H2A.
Portanto,
4pi
(
4− 2g + 2
[
g + 1
2
]
− r
)
> 4H2A ≥ 0. (2.13)
Analisemos a desigualdade acima para g par e ı´mpar.
Caso 1) Se g for um nu´mero positivo par, de (2.13) temos que
0 < 4 + 2
[
g + 1
2
]
− 2g − r
⇔ 0 < 4 + g − 2g − r
⇔ g + r < 4
Para este, caso se g = 0 enta˜o as possibilidades para r sa˜o 1, 2 ou 3. Se g = 2 enta˜o r = 1.
Caso 2) Se g for um nu´mero positivo ı´mpar, novamente de (2.13) temos
0 < 4 + 2
[
g + 1
2
]
− 2g − r
⇔ 0 < 4 + (g + 1)− 2g − r
⇔ 0 < 5− g − r
Para este caso, temos que se g = 1, enta˜o as possibilidades para r sa˜o 1, 2 ou 3. Se g = 3,
enta˜o so´ uma possibilidade para r, que e´ r = 1.
Agora dos casos 1 e 2, conclu´ımos que
i) Se g = 0 ou 1, enta˜o r = 1, 2 ou 3.
ii) Se g = 2 ou 3, enta˜o r = 1.
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2.3 Estabilidade para Hipersuperf´ıcies na Bola unita´ria
Para os pro´ximos resultados, consideraremos B como sendo uma bola n-dimensional unita´ria
centrada na origem. Para este caso temos que Π∂B(N,N) = 1 ao longo ∂M , e ainda estamos
considerando ν como sendo o vetor apontando para fora ao longo de ∂M ⊂ M normal a ∂M .
Ale´m disso, temos que ν = φ ao longo da fronteira ∂M . Um dos principais objetivos nesta sec¸a˜o e´
demonstrar o Teorema (3.4), que e´ um resultador parcial, assim faremos uma reformulac¸a˜o dele no
pro´ximo cap´ıtulo.
Lema 2.3. Se B ⊂ Rn+1 e´ uma bola unita´ria centrada na origem e φ : M → B e´ uma imersa˜o
estaciona´ria, enta˜o
i) O vetor unita´rio ν apontando para fora ao longo de ∂M e´ uma direc¸a˜o principal de φ
ii) A segunda forma fundamental de ∂M em M com respeito ao vetor −ν e´ dada por 〈, 〉. Em
particular, se n = 2 enta˜o a curvatura geode´sica da ∂M em M e´ igual a 1 em qualquer ponto.
Demonstrac¸a˜o. i) Como B e´ a bola unita´ria, ν coincide com o vetor posic¸a˜o φ ao longo de ∂M .
Assim, para qualquer campo X tangente a ∂M , temos
〈−∇νN,X〉 = 〈σ(X, ν), N〉 =
〈∇Xν −∇Xν,N〉 = 〈∇Xν,N〉 = 〈∇Xφ,N〉 = 〈X,N〉 = 0,
pois como φ coincide com o vetor posic¸a˜o ao longo da fronteira, temos que ∇Xφ = X. Isto
implica que −∇νN e´ normal a fronteira ∂M , ou seja, −∇νN = λν.
ii) Seja Y um campo tangente em ∂M . Como 〈Y, ν〉 = 0, pois ν e´ normal a fronteira, enta˜o〈∇XY, ν〉 = 〈−∇Xν, Y 〉. Ale´m disso, pelo fato de que 〈ν, ν〉 = 1, segue que 〈∇Xν, ν〉 = 0.
Logo S−ν(X) = −∇X(−ν). Portanto a segunda forma fundamental de ∂M com respeito a
−ν, e´ dada por
− 〈∇XY, ν〉 = 〈∇Xν, Y 〉 = 〈∇Xφ, Y 〉 = 〈X,Y 〉 .
Estamos novamente usando o fato de que ∇Xφ = X.
Se α : I → ∂M e´ uma parametrizac¸a˜o regular por comprimento de arco, enta˜o a curvatura
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geode´sica e´ dada por
kg = 〈∇α′φ, α′〉 = 1.
Proposic¸a˜o 2.1. Se φ : M → B e´ uma superf´ıcie estaciona´ria em uma bola unita´ria B ⊂ R3,
enta˜o
H2A+ L > 2pi. (2.14)
Se ale´m disso ∂M na˜o for mergulhada, enta˜o
H2A+ L > 4pi. (2.15)
Demonstrac¸a˜o. Suponha queB esta´ centrado na origem de R3. Considere um grupo a um paraˆmetro
λ > 0 de transformac¸o˜es conformes {ψλ(x)} de R3∪{∞}, dada por ψλ(p) = Π−1◦Π−1◦Tλ◦Π◦Π(p).
Aqui Tλ(x) =
x
λ , Π e Π sa˜o projec¸o˜es estereogra´ficas de S
3 em R3, pore´m equanto Π e´ sobre o polo
norte N , Π e´ sobre o ponto p0 = (1, 0, 0). Veja o diagrama
R3 ∪ {∞} Π−→ S3 Π−→ R3 ∪ {∞} Tλ−→ R3 ∪ {∞} Π
−1
−→ S3 Π−1−→ R3 ∪ {∞}.
Desta forma, temos que este grupo de transformac¸o˜es conformes preserva a bola B e fixa dois pares
de pontos ant´ıpodas p0 e −p0 ∈ S2. Ale´m disso, quando λ −→ ∞, temos que ψλ(p) converge para
−p0 para qualquer que seja o ponto p ∈ R3\ {p0} . Agora, denote por H,K e dM como sendo a
curvatura me´dia, curvatura de Gauss e o elemento de volume induzido de M pela imersa˜o ψλ ◦ φ.
Assim, temos que
H2A−
∫
M
KdM =
∫
M
(
H
2 −K
)
dM. (2.16)
Esta igualdade segue do fato que a integral no lado direto e´ invariante por transformac¸o˜es conformes,
veja [12].
Por outro lado, pelo Teorema de Gauss-Bonnet e o item (ii) do Lema 2.3 segue que∫
M
KdM + L =
∫
M
KdM + L = 2piχ(M),
onde L denota o comprimento da fronteira ∂M induzido pela me´trica de ψλ ◦ φ. Da´ı, substituindo
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as integrais relativas a` curvatura Gaussiana em (2.16), obtemos que
H2A+ L =
∫
M
H
2
dM + L.
Note que na construc¸a˜o acima de ψλ podemos escolher quaisquer dois pontos ant´ıpodas. Em
particular, escolhemos p0 tal que p0 ∈ φ(∂M). Como ψλ(p0) = p0 para todo λ e ψλ(p) → −p0
quando λ → ∞, segue que ψλ ◦ φ(∂M) converge a um ou mais equadores da esfera unita´ria S2.
Da´ı, lim
λ→∞
L ≥ 2pi.
Caso ∂M na˜o seja mergulhada, basta escolher p0 tal que p0 seja um ponto mu´ltiplo de φ. Desta
forma, ψλ ◦ φ(∂M) converge a dois ou mais equadores da esfera unita´ria S2. Da´ı, lim
λ→∞
L ≥ 4pi.
Lema 2.4. φ : M → B e´ uma superf´ıcie estaciona´ria em uma bola unita´ria B ⊂ R3. Tem-se que
divg (φ− 〈φ,N〉N) = n (1 +H 〈φ,N〉) . (2.17)
Ale´m disso, usando o Teorema da Divergeˆncia e o fato de que ν = φ em ∂M , obtemos a fo´rmula
de Minkowski
L = n
(
A+
∫
M
H 〈φ,N〉 dM
)
. (2.18)
Demonstrac¸a˜o. Para mostramos a equac¸a˜o (2.17), consideremos um sistema de coordenadas orto-
normal {ei}. Assim
divg (φ− 〈φ,N〉N) =
n∑
i=1
〈∇ei (φ− 〈φ,N〉N) , ei〉
=
n∑
i=1
[〈∇eiφ, ei〉− 〈∇ei(〈φ,N〉N), ei〉]
=
n∑
i=1
[〈∇eiφ, ei〉− 〈ei (〈φ,N〉)N + 〈φ,N〉∇eiN, ei〉]
=
n∑
i=1
[〈∇eiφ, ei〉− ei (〈φ,N〉) 〈N, ei〉 − 〈φ,N〉 〈∇¯eiN, ei〉]
=
n∑
i=1
[〈∇eiφ, ei〉+ 〈SNei, ei〉 〈φ,N〉]
=
n∑
i=1
〈∇eiφ, ei〉+ nH 〈φ,N〉
= n+ nH 〈φ,N〉
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pois como φ e´ o vetor posic¸a˜o, segue que ∇eiφ = ei.
Para mostrarmos (2.18), usamos (2.17) e o Teorema da Divergeˆncia. Da´ı∫
M
divg (φ− 〈φ,N〉N) dM =
∫
∂M
〈φ− 〈φ,N〉N, ν〉 ds.
Como φ = ν em ∂M , temos ∫
∂M
〈ν − 〈ν,N〉N, η〉 ds =
∫
∂M
〈ν, η〉 ds.
Usando o fato de que ν e η sa˜o paralelos e unita´rios, por Cauchy-Schwarz, segue que∫
M
divg (φ− 〈φ,N〉N) dM =
∫
∂M
〈ν, η〉 ds =
∫
∂M
||ν||||η|| = L
e portanto
L = n
(
A+
∫
M
H 〈φ,N〉 dM
)
,
onde A e´ o volume de M .
Teorema 2.2. Sejam B ∈ Rn+1 a bola unita´ria. Suponha que φ : M → B e´ estaciona´ria esta´vel e
min´ıma. Enta˜o φ e´ totalmente geode´sica.
Demonstrac¸a˜o. Defina ϕ = φ− c, onde c = 1
A
∫
M
φdM . Note que as func¸o˜es coordenadas φi de φ
pertencem a F , pois∫
M
ϕdM =
∫
M
(φ− c) dM =
∫
M
φdM − c
∫
M
dM =
∫
M
φdM −
(
1
A
∫
M
φdM
)
A = 0.
Usando as condic¸o˜es de estabilidade de φ e o fato de que a segunda forma fundamental de B e´
Π∂B(N,N) = 1 em ∂M , temos
0 ≤ I(ϕi, ϕi) =
∫
M
(||∇ϕi||2 − ‖σ‖2ϕ2i ) dM − ∫
∂M
ϕ2i ds.
Assim podemos reescrever a desigualdade acima como∫
M
||∇ϕi||2 ≥
∫
M
‖σ‖2ϕ2i dA+
∫
∂M
ϕ2i ds
enta˜o ∫
M
||∇ϕ||2 ≥
∫
∂M
||ϕ||2ds. (2.19)
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Note que se a igualdade em (2.19) ocorre, enta˜o a norma da segunda forma fundamental e´ nula,
ou seja, φ e´ totalmente geode´sica.
Como ∇ϕ = ∇ϕ− 〈∇ϕ,N〉N , enta˜o ‖∇ϕ‖2 ≤ n. Da´ı de (2.19) obtemos
nA ≥
∫
∂M
||ϕ||2ds =
∫
∂M
〈φ− c, φ− c〉 ds =
∫
∂M
(||φ||2 − 2 〈φ, c〉+ ||c||2) ds.
Como φ = ν em ∂M , enta˜o
∂φi
∂ν
= 〈∇φi, ν〉 = 〈∇φi, ν〉 = 〈ei, ν〉 = νi = φi.
Assim, como as func¸o˜es coordenadas de uma superf´ıcie mı´nima e´ harmoˆnica, segue do Teorema da
Divergeˆncia que
0 =
∫
M
∆φdM =
∫
∂M
φds.
Ale´m disso, do fato que
∫
M
φidM = 0 para cada i = 1, 2, 3 e c = (c1, c2, c3) e´ constante, temos que∫
M
〈φ, c〉 dM =
∫
M
(
3∑
i=1
φici
)
dM = 0. Isto implica que
nA ≥
∫
∂M
(‖φ‖2 + |c|2) ds = L(1 + |c|2).
Por outro lado como φ e´ mı´nima, segue de (2.18) que L = nA, o que implica que L||c||2 ≤ 0. Logo
c = 0. Portanto
nA ≥
∫
M
‖∇ϕ‖2dM ≥
∫
∂M
‖ϕ‖2ds = L = nA,
ou seja, a igualdade vale em (2.19) e σ ≡ 0. Logo segue que φ e´ totalmente geode´sica.
Lema 2.5. Assuma que φ e´ estaciona´ria esta´vel e que B e´ uma bola unita´ria. Se f ∈ C∞(M) e´
soluc¸a˜o de
∆f + ||σ||2f = 0 (2.20)
enta˜o ∫
∂M
(
∂f
∂ν
)2
ds ≥
∫
∂M
f
∂f
∂ν
ds. (2.21)
Ale´m disso, a igualdade e´ valida se, e somente se ou M e´ totalmente geode´sica ou∫
M
fdM = 0 e f =
∂f
∂ν
em ∂M. (2.22)
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Demonstrac¸a˜o. Note que Π∂B(N,N) = 1 em ∂M . Assim, para c ∈ R, temos que
I(f + c, f + c) = I(f, f) + 2I(f, c) + I(c, c)
= −
∫
M
f
(
∆f + ‖σ‖2f) dM + ∫
∂M
f
(
∂f
∂ν
− f
)
ds
− 2
[∫
M
c
(
∆f + ‖σ‖2f) dM + ∫
∂M
c
(
∂f
∂ν
− f
)
ds
]
−
∫
M
||σ||2c2dM −
∫
∂M
c2ds
(2.20)
= −c2
∫
M
||σ||2dM +
∫
∂M
f
(
∂f
∂ν
− f
)
ds+ 2c
∫
∂M
(
∂f
∂ν
− f
)
ds− c2
∫
∂M
ds
≤
∫
∂M
f
(
∂f
∂ν
− f
)
ds+ 2c
∫
∂M
(
∂f
∂ν
− f
)
ds− c2L. (2.23)
Note que ocorre a igualdade em (2.23) se c = 0 ou σ ≡ 0, ou seja, M e´ totalmente geode´sica. Fac¸a
d =
∫
∂M
f
(
∂f
∂ν
− f
)
ds e b = 2
∫
∂M
(
∂f
∂ν
− f
)
ds. Da´ı, de (2.23) temos a inequac¸a˜o
−Lc2 + bc+ d ≥ 0.
O ma´ximo da expressa˜o −Lc2 + bc + d ocorre em c = b
2L
=
1
L
∫
∂M
(
∂f
∂ν
− f
)
. Substituindo
este valor de c em (2.23) obtemos que
I(f + c, f + c) ≤ − 1
L
{∫
∂M
(
∂f
∂ν
− f
)
ds
}2
+
2
L
{∫
∂M
(
∂f
∂ν
− f
)
ds
}2
+
∫
∂M
f
(
∂f
∂ν
− f
)
ds
=
1
L
{∫
∂M
(
∂f
∂ν
− f
)
ds
}2
+
∫
∂M
f
(
∂f
∂ν
− f
)
ds
≤
∫
∂M
(
∂f
∂ν
− f
)2
ds+
∫
∂M
(
f
∂f
∂ν
− f2
)
ds
=
∫
∂M
[(
∂f
∂ν
)2
− 2f ∂f
∂ν
+ f2
]
ds+
∫
∂M
(
f
∂f
∂ν
− f2
)
ds
=
∫
∂M
(
∂f
∂ν
)2
ds−
∫
∂M
f
∂f
∂ν
ds, (2.24)
para todo c ∈ R, onde na terceira linha utilizamos a desigualdade de Schwarz. Para c0 =
− 1
A
∫
M
fdM temos que f + c0 ∈ F , e enta˜o I(f + c0, f + c0) ≥ 0 ja´ que φ e´ esta´vel. Com
isso temos a desigualdade (2.21).
Observe que se vale a igualdade em (2.21), enta˜o I(f + c0, f + c0) = 0. Como φ e´ estaciona´ria
esta´vel, segue do item (ii) do Lema (2.1) que (f + c0)N e´ um campo de Jacobi. Do item (i) do
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Lema(2.1) temos que
∂(f + c)
∂ν
= f em ∂M . Por fim, se vale a igualdade em (2.23) e M na˜o
totalmente geode´sica, enta˜o c0 = 0, e portanto temos (2.22).
Defina a func¸a˜o u = 〈φ,N〉. De (1.14) tem-se que
∆u+ ||σ||2u = −nH. (2.25)
Como φ coincide com ν em ∂M , enta˜o
u = 〈φ,N〉 = 〈ν,N〉 = 0 em ∂M. (2.26)
Ale´m disso, segue do Lema 2.3 que ν e´ uma direc¸a˜o principal de φ. Seja {ei} uma base que
diagonaliza a segunda forma fundamental com e1 = ν. Da´ı,
∇u =
∑
ei(u)ei =
∑
〈φ,∇eiN〉ei,
o que implica que
∂u
∂ν
= 〈∇u, ν〉 = −kν . (2.27)
onde kν e´ a curvatura principal de M associada ao vetor ν.
O pro´ximo resultado nos fornece informac¸o˜es sobre o sinal da func¸a˜o u e impo˜e restric¸o˜es
topolo´gicas a M quando a integral em (2.18) e´ na˜o negativa, isto e´,∫
M
H 〈φ,N〉 dM = H
∫
M
udM ≥ 0.
Teorema 2.3. Sejam B uma bola unita´ria em Rn+1 e φ : M → B uma imersa˜o estaciona´ria esta´vel
com L ≥ nA. Enta˜o u nunca se anula em int(M) ou φ e´ totalmente geode´sica. No primeiro caso,
se ale´m disso a fronteira ∂M e´ mergulhada, enta˜o φ(M) e´ uma superf´ıcie estrelada com respeito
ao centro da bola.
Demonstrac¸a˜o. Mostraremos que se φ na˜o for totalmente geode´sica, enta˜o u nunca se anula em
int(M). Para isso vamos mostrar que u ≥ 0 ou u ≤ 0 em M . Neste caso, suponha o contra´rio e
considere as aplicac¸o˜es u+, u− ∈ H1, definidas por
u+ =
u(p), se p ∈M+0, se p ∈M\M+ u− =
u(p), se p ∈M−0, se p ∈M\M−
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onde M+ e M− sa˜o subconjuntos de M tais que u e´ positivo e negativo, respectivamente. Note
que, por hipo´tese M+ e M− sa˜o na˜o vazios. Como u+ e u− se anulam no complementar da outra,
enta˜o I(u+, u−) = 0. Ale´m disso, de (2.26), temos que u = 0 em ∂M . Assim u+ = u− = 0 em ∂M .
Como u = u+ + u−, temos
I(u+, u+) =
∫
M
(〈∇u+,∇u+〉− ||σ||2(u+)2) dM
=
∫
M
(〈∇u,∇u+〉− ||σ||2uu+) dM
=
∫
M
−u+ (∆u+ ||σ||2u) dM
(2.25)
= nH
∫
M
u+dM (2.28)
De forma ana´loga, temos que
I(u−, u−) = nH
∫
M
u−dM (2.29)
Agora, defina uma aplicac¸a˜o f : M → R, dada por f = u+ + au−, onde a = −
∫
M u
+dM∫
M u
−dM
> 0.
Temos que f = 0 em ∂M e
∫
M
fdM = 0, o que implica que f ∈ F . Observe que
0 ≤ I(f, f) = I(u+ + au−, u+ + au−) = I(u+, u+) + a2I(u−, u−),
ja´ que φ e´ esta´vel e I(u+, u−) = 0. Usando (2.28) e (2.29), a desigualdade acima torna-se
0 ≤ nH
∫
M
u+dM + a2nH
∫
M
u−dM = anH
[
1
a
∫
M
u+dM + a
∫
M
u−dM
]
= anH
[
−
∫
M
u−dM −
∫
M
u+dM
]
= −anH
∫
M
udM.
Da´ı,
I(f, f) = −anH
∫
M
udM ≥ 0. (2.30)
Por outro lado, de (2.18) temos L = nA+ nH
∫
M
〈φ,N〉 dM . Por hipo´tese L ≥ nA, o que implica
que
nH
∫
M
udM = L− nA ≥ 0 (2.31)
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Assim de (2.30) e (2.31) segue que I(f, f) = 0. Do Lema (2.1), temos que ∂f
∂ν
= f = 0 em ∂M ,
pois Π∂B(N,N) = 1. Da´ı, de (2.27) e do fato que f = λu, onde λ = 1 ou a, segue que kν = 0.
Assim, ∇νN = 0, onde N : M → Sn e´ a aplicac¸a˜o de Gauss. Se {ei} e´ a base canoˆnica do Rn+1,
enta˜o N =
∑
iNiei. Como ∇νei = 0, segue que
0 = ∇νN =
∑
ν(Ni)ei,
o que implica que
∂Ni
∂ν
= ν(Ni) = 0.
Ale´m disso, por (1.13) temos que ∆Ni+||σ||2Ni = 0. Como estamos supondo que φ na˜o e´ totalmente
geode´sica, o Lema (2.5) assegura que
∫
M
NidM = 0, o que e´ uma contradic¸a˜o com o Lema (2.2).
Logo, u ≥ 0 ou u ≤ 0.
Podemos escolher uma orientac¸a˜o de M tal que u = 〈φ,N〉 ≥ 0. Note que se H = 0, pelo
Teorema (2.2), temos que φ e´ totalmente geode´sica. Caso H 6= 0, por (2.18), temos
L = n
(
A+
∫
M
HudM
)
e como por hipo´tese L ≥ nA, enta˜o
0 ≤ L− nA = n
∫
M
HudM.
Com isso, tem-se que H > 0, ja´ que u ≥ 0. Assim, de (1.14) temos que
u ≥ 0,
∆u = − (||σ||2u+ nH) < 0,
u|∂M = 0.
(2.32)
Portanto, pelo princ´ıpio do ma´ximo, para func¸o˜es superharmoˆnicas, u > 0 em int(M).
Para mostrar a segunda parte do teorema primeiro observe que φ(p) 6= 0 para todo p ∈ M .
Considere a projec¸a˜o de M em uma esfera unita´ria, F : M → Sn, definida por
F (p) =
φ(p)
‖φ(p)‖ .
A derivada de F , dFp : TpM → TF (p)Sn, e´ dada por
dFp(v) =
v‖φ(p)‖2 − 〈φ(p), v〉φ(p)
‖φ(p)‖3 .
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Note que u(p) = 〈N(p), φ(p)〉 6= 0 implica que o vetor posic¸a˜o φ(p) e´ na˜o nulo e na˜o pertence a
Tpφ(M). Da´ı, se existe v ∈ TpM tal que dFp(v) = 0, segue que v = 〈φ(p), v〉‖φ(p)‖2 φ(p). Assim, se
〈φ(p), v〉 = 0, enta˜o dFp(v) = 0 implica que v = 0, caso contra´rio conclu´ımos que φ(p) ∈ Tpφ(M),
o que e´ uma contradic¸a˜o. Logo, a derivada dFp : TpM → TF (p)Sn e´ uma bijec¸a˜o e portanto
F : M → Sn e´ um homeomorfismo local. Vamos mostrar que F e´ um homeomorfismo sobre a
imagem, que e´ equivalente a dizer que a superf´ıcie e´ estrelada em relac¸a˜o a` origem da bola.
Sejam p ∈ ∂M e uma curva γ : (−, 0] → M parametrizada pelo comprimento de arco tal que
γ(0) = p e γ′(0) = ν. Note que
d
dt
F (γ(t)) =
γ′(t)
‖γ(t)‖ −
γ(t)
‖γ(t)‖3 〈γ(t), γ
′(t)〉.
Da´ı,
d
dt
∣∣∣∣
t=0
〈F (γ(t), N(p)〉 = 〈dFp(ν), N(p)〉 =
〈
ν
‖p‖ −
p
‖p‖3 〈p, ν〉, N(p)
〉
= 0
e
d2
dt2
∣∣∣∣
t=0
〈F (γ(t), N(p)〉 = 〈γ′′(0), N(p)〉 = kν ,
ja´ que N(p) e´ ortogonal a ν e p para todo p ∈ ∂M ⊂ ∂B.
De (2.32), utilizando o Princ´ıpio do Ma´ximo de Hopf na fronteira, obtemos de (2.27) que
kν = −∂u
∂ν
> 0
em ∂M . Se β(t) := 〈F (γ(t), N(p)〉, enta˜o conclu´ımos que podemos escolher ε > 0 tal que β(t) > 0,
β′(t) < 0 e β′′(t) > 0 para todo −ε < t < 0. Do fato que β(t) > 0 e ∂M ser mergulhada, obtemos
que F (γ(t)) pertence a componente conexa de Sn\φ(∂M) que tem φ(p) como ponto de fronteira e
N(p) como normal para dentro. Se ∂M =
⋃r
i=1 Γi, onde Γi sa˜o as componentes conexas de ∂M ,
enta˜o para cada i existe uma faixa estreita no interior de M em torno de Γi cuja imagem por F em
Sn pertence a` mesma componente conexa de Sn\φ(Γi). Seja Di a componente conexa de Sn\φ(Γi)
que na˜o intersecta esta imagem. Defina M como a unia˜o de M com a unia˜o disjunta de todos os
Di e F : M → Sn como
F (p) =
{
F (p) se p ∈M
p se p ∈ Di
.
Como o F e´ um difeomorfismo local, segue diretamente da definic¸a˜o de F que F e´ um home-
omorfismo local. Da´ı, como M e´ compacta, segue que F e´ uma aplicac¸a˜o de recobrimento. Do
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fato que Sn e´ simplesmente conexa, conclu´ımos que F e´ um homeomorfismo, o que completa a
demonstrac¸a˜o.
Corola´rio 2.4. Suponha que B e´ uma bola unita´ria em Rn+1 e que φ e´ estaciona´ria esta´vel. Se
0 ∈ φ(M), enta˜o L < nA ou φ e´ totalmente geode´sica.
Demonstrac¸a˜o. Seja p ∈ M tal que φ(p) = 0. Como ∂M ⊂ ∂B, enta˜o p pertence ao interior de
M . Suponha que L ≥ nA. Como u se anula no interior de M , enta˜o pelo Teorema 2.3 segue que
φ e´ totalmente geode´sica. Agora suponha que φ na˜o e´ totalmente geode´sica e que L ≥ nA, enta˜o
novamente pelo Teorema (2.3) temos que u 6= 0 para todo p ∈ int(M), que e´ uma contradic¸a˜o, pois
u(p) = 0 com p ∈ int(M).
Se H 6= 0, fixe uma orientac¸a˜o de M de modo que H > 0. Nesse caso, se M e´ mergulhada, seja
B1 a componente conexa de B\M para a qual a normal N aponta.
Corola´rio 2.5. Suponha que B e´ a bola unita´ria e que φ e´ mergulhada estaciona´ria esta´vel. Se
H 6= 0 e 0 ∈ B1, enta˜o L < nA.
Demonstrac¸a˜o. Suponha que L ≥ nA, enta˜o u nunca se anula em int(M) ja´ que H 6= 0. Fixe uma
orientac¸a˜o para M de modo que H > 0. Como 0 ∈ B1, seja p0 ∈M tal que u(p0) ≤ u(p) para todo
p ∈ M . Neste caso, a direc¸a˜o normal a M em p0 e´ dada pelo vetor posic¸a˜o. Mas como N aponta
para B1, segue que u(p0) < 0, que e´ uma contradic¸a˜o.
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Cap´ıtulo 3
Superf´ıcies Esta´veis na Bola Unita´ria
O resultado de Ros-Vergasta [19] na˜o deixa claro se o item (iii) do Teorema (3.4) pode ocorrer
ou na˜o. De fato, eles afirmam na˜o conhecerem exemplos de superf´ıcies esta´veis de geˆnero 1 e deixam
a entender que na˜o possuem pistas para acreditar na existeˆncia ou na˜o. O objetivo deste cap´ıtulo
e´ mostrar o resultado de I. Nunes [16] que fecha esta questa˜o, mostrando que tal superf´ıcie esta´vel
na˜o existe.
3.1 Demonstrac¸a˜o do Teorema de Ros-Vergasta
Nesta sec¸a˜o demonstraremos o Teorema de Ros-Vergasta. Precisaremos dos seguintes resultados
preliminares.
Definic¸a˜o 3.1. Seja f uma func¸a˜o de Classe C∞ e suponha que f e´ soluc¸a˜o de uma equac¸a˜o
el´ıptica em M . O conjunto f−1(0) e´ chamado de conjunto nodal. Se a dimensa˜o de M e´ dois e f
na˜o e´ identicamente nula, enta˜o podemos escrever f−1(0) =
⋃
Ci tais que Ci e´ conexo e ∇f(p) 6= 0
para todo p no interior de Ci. Cada Ci e´ chamado de linha nodal.
Teorema 3.1. Seja (M, g) uma variedade Riemanniana sem fronteira (na˜o necessariamente com-
pacta). Se f ∈ C∞(M) satisfaz a equac¸a˜o
∆gf + hf = 0,
onde h ∈ C∞(M), enta˜o exceto por um conjunto fechado de dimensa˜o menor que n− 1, o conjunto
nodal de f e´ uma variedade diferencia´vel de dimensa˜o n− 1.
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Teorema 3.2. Suponha que M e´ uma variedade 2-dimensional. Se f e´ uma soluc¸a˜o da equac¸a˜o
∆f(p) + h(p)f(p) = 0
com h ∈ C∞(M), enta˜o vale as seguintes afirmac¸o˜es:
i) Os pontos cr´ıticos de f no conjunto nodal sa˜o isolados.
ii) Quando as linhas nodais se encontram, formam um sistema equiangular.
iii) As linhas nodais sa˜o subvariedades unidimensionais fechadas de classe C2.
iv) No ponto de encontro das linhas nodais as curvaturas geode´sicas sa˜o iguais a zero.
Nosso objetivo na˜o e´ demonstrar o teorema acima, para mais detalhes sobre este as definic¸o˜es
e os resultados acima, ver [5].
Teorema 3.3 (Nitsche, [14]). As u´nicas superf´ıcies Σ orienta´veis estaciona´rias na bola B com
χ(Σ) = 1 e uma componente conexa na fronteira sa˜o os discos totalmente geode´sicos e as calotas
esfe´ricas ortogonais a` fronteira ∂B.
Teorema 3.4 (Ros-Vergasta, [19]). Seja B ⊂ R3 uma bola unita´ria e φ : M −→ B e´ estaciona´ria
esta´vel. Enta˜o ∂M e´ mergulhada e as u´nicas possibilidades sa˜o
i) φ(M) e´ um disco totalmente geode´sico,
ii) φ(M) e´ uma calota esfe´rica,
iii) g = 1 e r = 1 ou 2.
Demonstrac¸a˜o. Note que Π∂B(N,N) = 1. Como n = 2, segue da condic¸a˜o (ii) do Lema (2.3) que
a curvatura geode´sica de ∂M em M e´ constante igual a 1. Assim, usando (2.11) e (2.12) podemos
melhorar a estimativa (2.13) da seguinte maneria
4pi
(
4− 2g + 2
[
g + 1
2
]
− r
)
> 4H2A+ 3L ≥ 3(H2A+ L). (3.1)
De (2.14) temos que H2 + L > 2pi, o que implica que
4pi
(
4− 2g + 2
[
g + 1
2
]
− r
)
> 6pi.
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Da´ı
8 + 4
[
g + 1
2
]
− 4g − 2r > 3.
Agora faremos a mesma ana´lise feita no Teorema 2.1, quando o geˆnero g for par, e quando for
ı´mpar.
Caso (i) Se g for par enta˜o 2
[
g + 1
2
]
= g. Assim
3 < 8 + 2g − 4g − 2r
⇔ 5 > 2(g + r).
Com isso temos que se g = 0 enta˜o r = 1 ou 2 e se g = 2, implica que r = 0.
Caso (ii) Se g for ı´mpar enta˜o 2
[
g + 1
2
]
= g + 1. Assim
3 < 8 + 2g + 2− 4g − 2r
⇔ 7 > 2(g + r).
Como g so´ pode ser igual a 1, segue que r = 1 ou 2.
Portanto temos que g = 0 ou 1 e r = 1 ou 2.
Vamos supor agora que ∂M na˜o e´ mergulhada e vamos chegar a uma contradic¸a˜o. De (2.15)
temos que H2A+ L > 4pi, usando em (3.1), ficamos com
4pi
(
4− 2g + 2
[
g + 1
2
]
− r
)
> 3(4pi),
ou seja,
4− 2g + 2
[
g + 1
2
]
− r > 3.
Novamente estudaremos o caso em que g e´ par e o caso em que g e´ ı´mpar.
Caso (i) Se g for par enta˜o 2
[
g + 1
2
]
= g. Assim
3 < 4− 2g + g − r
⇔ 1 > g + r.
Isso nos diz que g = 0 e r = 0 o que na˜o pode ocorrer, ja´ que ∂M e´ na˜o vazia.
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Caso (ii) Se g for ı´mpar enta˜o 2
[
g + 1
2
]
= g + 1. Assim
3 < 4− 2g + g + 1− r
⇔ 2 > g + r.
Da´ı temos que g = 1 e r = 0 o que na˜o pode ocorrer, ja´ que ∂M e´ na˜o vazia.
Agora provaremos que os discos totalmente geode´sicos e as calotas esfe´ricas sa˜o as u´nicas su-
perf´ıcies esta´veis com geˆnero g = 0. Para isso considere um ponto p0 ∈M tal que a func¸a˜o ‖φ(p)‖
atinja o mı´nimo. Lembre que u 6≡ 0 implica que 0 6∈ φ(M). Defina a func¸a˜o
β(p) = 〈φ(p)×N(p), N0〉 ,
onde N0 = N(p0) e × denota o produto vetorial de R3. Note que
β(p0) = 〈φ(p0)×N0, N0〉 = 0. (3.2)
Ale´m disso,
∇vβ(p0) = 〈v ×N(p0) + φ(p0)×∇vN(p0), N(p0)〉 = 0, ∀v ∈ TpM,
ja´ que φ(p0) 6= 0 implica que φ(p0) e´ paralelo a N(p0). Logo,
∇β(p0) = 0. (3.3)
Pela Proposic¸a˜o 1.7 temos que ∆β + ‖σ‖
2β = 0, se p ∈M,
∂β
∂ν
= β, se p ∈ ∂M . (3.4)
Logo, pela Definic¸a˜o 3.1, segue que β−1(0) e´ um conjunto nodal.
Afirmac¸a˜o: β ≡ 0.
Suponha que β 6≡ 0. Assim o conjunto nodal β−1(0) seria um conjunto de curvas possuindo um
conjunto de pontos cr´ıticos isolados de β (Teorema 3.2). Seja m o nu´mero de componentes conexa
Mi de M\β−1(0). Usando o Teorema de Gauss-Bonnet para cada componente conexa, temos que∫
Mi
KdM = 2piχ(Mi)−
∫
∂Mi
kgds−
∑
j
θij ,
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onde θij denota os aˆngulos externos de cada componente Mi. Somando em i, obtemos que∫
M
KdM = 2pi
m∑
i=1
χ(Mi)−
m∑
i=1
∫
∂Mi
kgds−
m∑
i=1
∑
j
θij .
Assim ∫
M
KdM +
∫
∂M
kgds = 2pi
m∑
i=1
χ(Mi)−
∑
i,j
θij (3.5)
Agora usaremos o Teorema de Gauss-Bonnet em M para obter uma outra equac¸a˜o e comparar com
(3.5). Como ∂M e´ suave na˜o temos aˆngulos externos, da´ı∫
M
KdM +
∫
∂M
kgds = 2piχ(M). (3.6)
Com isso, comparando a equac¸a˜o acima com equac¸a˜o (3.5) e usando o fato que χ(M) = 2− 2g− r,
obtemos que
2pi(2− 2g − r) = 2pi
m∑
i=1
χ(Mi)−
∑
i,j
θij . (3.7)
Vamos obter uma estimativa para
∑
i,j
θij . Por (3.2), (3.3) e os Teoremas 3.1 e 3.2, temos que existe
pelo menos duas linhas nodais de β−1(0) intersectando em p0 e formando um sistema equiangular
em p0. Para aplicar o Teorema 3.1 basta fechar M de alguma maneira para obter uma superf´ıcie sem
fronteira. Da´ı,
∑
i,j
θij e´ pelo menos 2pi que a soma dos aˆngulo que possuem p0 6∈ ∂M como ve´rtice.
Por outro lado, para cada componente conexa Γk de ∂M , com k = 1, ..., r, podemos escolher uma
curva γk orientada positivamente parametrizada pelo comprimento de arco tal que φ ×N = −γ′k.
Aqui estamos usando o fato que M e´ de fronteira livre. Da´ı, pelo Teorema Fundamental do Ca´lculo∫
Γk
βds = −
∫
Γk
〈γ′k, N0〉 = 0,
ja´ que γk e´ uma curva fechada. Segue que β tem pelo menos dois zeros em cada componente conexa
Γk. Cada ponto de β
−1(0)∩ γk contribui com pelo menos pi para a soma de
∑
i,j
θij . Assim, levando
em considerac¸a˜o todos esses valores e o anterior obtido em p0, obtemos a seguinte estimativa∑
i,j
θij > 2pi(1 + r).
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Da´ı, comparando com a equac¸a˜o (3.7), temos
2pi(2− 2g − r) = 2pi
m∑
i=1
χ(Mi)−
m∑
i=1
θi ≤ 2pi
m∑
i=1
χ(Mi)− 2pi(1 + r)
o que implica que
2− 2g − r ≤
m∑
i=1
χ(Mi)− 1− r,
ou seja,
3− 2g ≤
m∑
i=1
χ(Mi).
Como cada componente conexa Mi e´ homeomorfa a um disco, temos que a caracter´ıstica de Euler
χ(Mi) = 1 para cada i, da´ı, se supormos que o geˆnero g = 0, segue da expressa˜o acima que
M \ β−1(0) tem pelo menos treˆs componentes conexas. Sejam M1 e M2 duas destas componentes
conexas. Assim, sejam β1, β2 : M → R definidas por
β1(p) =
β(p), se p ∈M10, se p ∈M\M1 e β2(p) =
β(p), se p ∈M20, se p ∈M\M2
Lembre-se que Π∂B(N,N) = 1. Usando o Teorema da Divergeˆncia na definic¸a˜o da forma do ı´ndice
para a func¸a˜o β1, temos que
I(β1, β1) =
∫
M
(〈∇β1,∇β1〉 − ||σ||2β21) dM − ∫
∂M
β21ds
=
∫
M
(〈∇β,∇β1〉 − ||σ||2β1β) dM − ∫
∂M
β1βds
= −
∫
M
(
β1∆β + ||σ||2β1β
)
dM +
∫
M
(
β1
∂β
∂ν
− β1β
)
ds
= −
∫
M
β1
(
∆β − ||σ||2β) ds+ ∫
∂M
β1
(
∂β
∂ν
− β
)
ds,
ja´ que β1 se anula em M\M1. De (3.4) segue que
I(β1, β1) = 0
De forma ana´loga mostra-se que I(β2, β2) = 0. Ale´m disso, como β1 e β2 se anulam em con-
juntos complementares, segue que I(β1, β2) = 0. Sem perda de generalidade podemos supor que∫
M
β2dM 6= 0. Considere β = β1 +aβ2, onde a = −
∫
M β1dM∫
M β2dM
. Ale´m disso, pelo que foi feito acima,
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temos que
I(β, β) = I(β1, β1) + 2aI(β1, β2) + a2I(β2, β2) = 0.
Como φ e´ estaciona´ria esta´vel, segue do Lema (2.1) que βN e´ um campo de Jacobi e portanto
∆β + ‖σ‖2β = constante. (3.8)
Como β se anula no complementar de M1
⋃
M2 e (3.8) e´ uma equac¸a˜o el´ıptica, segue do Teorema
da Continuac¸a˜o U´nica para equac¸o˜es el´ıpticas que β ≡ 0 (ver [15]). Consequentemente, β ≡ 0.
Assim,
0 = 〈φ(p)×N(p), N0〉 = −〈φ(p)×N0, N(p)〉.
Logo, o vetor V (p) = φ(p)×N0 ∈ TpM , para todo p ∈M .
Considere o campo de vetores W em R3 dado por W (x) = x×N0. W e´ um campo de Killing,
ou seja, e´ gerado a partir de um grupo a um paraˆmetro de isometrias de R3. Neste caso, tais
isometrias sa˜o rotac¸o˜es. Como a restric¸a˜o de W coincide com V ao longo de φ(M), segue que
M e´ uma superf´ıcie de rotac¸a˜o em torno do eixo N0 com ponto fixo p0, o que implica que M e´
homeomorfa ao disco. O resultado segue do Teorema de Nitsche, Teorema 3.3.
Corola´rio 3.5. Seja B ⊂ R3 a bola unita´ria. Se φ e´ estaciona´ria esta´vel com L ≥ 2A, enta˜o φ(M)
e´ um disco totalmente geode´sico ou uma calota esfe´rica.
A demonstrac¸a˜o segue diretamente dos Teoremas 2.3 e 3.4, ja´ que superf´ıcies estreladas devem
ter geˆnero igual a zero.
3.2 Demonstrac¸a˜o do Teorema de I. Nunes
Inicialmente vamos mostrar o seguinte resultado.
Proposic¸a˜o 3.1. Seja Ω ⊂ R3 um domı´nio compacto e convexo. Se φ : M → Ω e´ uma imersa˜o
esta´vel CMC com fronteira live, enta˜o
I(f, f) =
∫
M
(‖∇f‖2 − ‖σ‖2f2) dM ≥ 0 (3.9)
para toda func¸a˜o f ∈ C∞(M) tal que f = 0 em ∂M .
Demonstrac¸a˜o. Seja β = {e1, e2, e3} uma base ortonormal de R3. Defina as func¸o˜es Ni(p) =
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〈ei, N(p)〉 para i = 1, 2, 3 onde p ∈ φ(M). Sabemos de (1.13) que
∆Ni + ‖σ‖2Ni = 0. (3.10)
Do Lema 2.2, temos que
∫
M
NidM 6= 0 para i = 1, 2, 3. Da´ı, como Ω e´ um domı´nio convexo, segue
que Π∂Ω(N,N) > 0. De forma ana´loga a (2.8) obtemos que
3∑
i=1
I(Ni, Ni) = −
∫
∂M
Π∂Ω(N,N)ds < 0. (3.11)
Portanto, existe pelo menos um i0 ∈ {1, 2, 3} tal que I(Ni0 , Ni0) < 0.
Seja f ∈ C∞(M) tal que f = 0 em ∂M . Depois de multiplicar f por uma constante, podemos
supor que
∫
M
fdM =
∫
M
Ni0dM. Note que f − Ni0 6= 0, ja´ que I(Ni0 , Ni0) < 0 e f = 0 em ∂M ,
caso contra´rio ter´ıamos diretamente que I(Ni0 , Ni0) = 0. Desta forma, temos que f − Ni0 ∈ F e
da condic¸a˜o de estabilidade de φ sabemos que I(f −Ni0 , f −Ni0) ≥ 0. Assim
0 ≤ I(f −Ni0 , f −Ni0)
= I(f, f)− 2I(f,Ni0) + I(Ni0 , Ni0).
Como f = 0 em ∂M e ∆Ni0 + ‖σ‖2Ni0 = 0, temos que I(f,Ni0) = 0. Ale´m disso, I(Ni0 , Ni0) < 0,
segue que
I(f, f) > 0.
Isso finaliza a demonstrac¸a˜o.
Para a demonstrac¸a˜o do resultado principal deste cap´ıtulo, sera´ necessa´rio a seguinte proposic¸a˜o
cuja prova pode ser obtida em [20].
Proposic¸a˜o 3.2 (Corola´rio 5.8, [20]). Seja Ω ⊂ Rn um domı´nio convexo tal que a segunda forma
fundamentla de ∂Ω satisfaz a condic¸a˜o Π∂Ω ≤ k. Enta˜o
2pi ≤ 1
4
∫
M
H2dM + kL.
Ale´m disso, vale a igualde se, e somente se φ(M) e´ uma calota esfe´rica ou um disco unita´rio
totalmente geode´sico.
Teorema 3.6. Seja Ω ⊂ R3 um domı´nio convexo, compacto e suave. Suponha que a segunda forma
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fundamental Π∂Ω de ∂Ω satisfaz a condic¸a˜o
kh ≤ Π∂Ω ≤
(
3
2
)
kh, (3.12)
para alguma constante k > 0, onde h e´ a me´trica induzida em ∂Ω. Se φ : M → Ω e´ uma imersa˜o
orientada compacta estaciona´ria esta´vel com fronteira livre, enta˜o M tem geˆnero zero e a fronteira
tem no ma´ximo duas componentes conexas.
Demonstrac¸a˜o. Por um resultado de A. Gabard [8], temos que existe uma aplicac¸a˜o conforme
ψ : M → D2 de grau no ma´ximo g + r, onde D2 ⊂ R2 e´ o disco fechado unita´rio. Desde que D2 e´
conformemente equivalente ao hemisfe´rio S2+ ⊂ R3, podemos supor que ψ = (ψ1, ψ2, ψ3) : M → S2+.
Ale´m disso, a energia de Dirichlet e´ menor do que 4pi(g + r), isto e´,∫
M
‖∇ψ‖2dM ≤ 4pi(g + r). (3.13)
Usando um difeomorfismo conforme de S2+, podemos supor que∫
M
ψidM = 0,
para i = 1, 2. Como imersa˜o φ : M → Ω e´ esta´vel, temos que I(ψi, ψi) ≥ 0, para i = 1, 2. Da´ı∫
M
(‖∇gψi‖2 − ‖σ‖2ψ2i ) dM − ∫
∂M
Π∂B(N,N)ψ2i ds ≥ 0. (3.14)
Note que ψ3|∂M = 0, ja´ que ψ(∂M) = ∂S2+. De (3.14), obtemos que∫
∂M
Π∂B(N,N)ds+
2∑
i=1
∫
M
‖σ‖2ψ2i dM ≤
2∑
i=1
∫
M
‖∇ψi‖2dM.
Da Proposic¸a˜o 3.1 tem-se que ∫
M
‖σ‖2ψ23dM ≤
∫
M
‖∇ψ3‖2dM.
Portanto ∫
∂M
Π∂B(N,N)ds+
∫
M
‖σ‖2dM ≤
∫
M
‖∇ψ‖2dM (3.15)
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Como ‖σ‖2 = H2 −K, enta˜o∫
∂M
Π∂B(N,N)ds+
∫
M
(H2 − 2K)dM 6
∫
M
‖∇ψ‖2dM. (3.16)
Agora, usando o Teorema de Gauss-Bonnet, (3.13) e (3.16), obtemos que
∫
∂M
Π∂B(N,N)ds+
∫
M
H2dM + 2
∫
∂M
kgds− 4piχ(M) 6 4pi(2 + g),
o que implica que∫
∂M
Π∂B(N,N)ds+
∫
M
H2dM + 2
∫
∂M
kgds 6 4pi(2− 2g − r) + 4pi(g + r). (3.17)
Logo ∫
∂M
Π∂B(N,N)ds+
∫
M
H2dM + 2
∫
∂M
kgds 6 4pi(2− g). (3.18)
Considerando uma curva γ : I → ∂M orientada positivamente tal que kg = 〈γ′′, η × γ′〉 =
〈γ′′,−N〉 = Π∂B(γ′, γ′) > k, onde η e´ a normal a ∂M apontando para dentro. Da´ı, substituindo
em (3.18), obtemos da condic¸a˜o (3.12) que
4pi(2− g) >
∫
M
H2ds+ 3
∫
∂M
kds =
∫
M
H2dM + 3kL,
que podemos escrever como
4pi(2− g) > 1
2
∫
M
H2dM + 2
(
1
4
∫
M
H2dM +
3
2
kL
)
. (3.19)
Como Π∂B 6 32kh, segue da Proposic¸a˜o 3.2 que
1
4
∫
M
H2dM +
3
2
kL > 2pi, (3.20)
ocorrendo a igualdade se, e somente se φ(M) e´ um disco totalmente geode´sico ou uma calota
esfe´rica, caso em que a demonstrac¸a˜o estaria completa.
Suponha que a ocorre a desigualdade em (3.20). Da´ı juntamente com (3.19), implica que
4pi(2 − g) > 4pi, ou seja, g < 1. Da´ı, M tem geˆnero 0. Agora considere a aplicac¸a˜o conforme
ϕ = (ϕ1, ϕ2, ϕ3) : M → S2, que e´ a restric¸a˜o da aplicac¸a˜o dada pela afirmac¸a˜o na demonstrac¸a˜o do
Teorema 2.1. Nesse caso temos que ∫
M
ϕidM = 0,
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para cada i = 1, 2, 3. Ale´m disso,
E =
∫
M
‖∇ϕ‖2dM ≤ 8pi
(
1 +
[
g + 1
2
])
(3.21)
De forma ana´loga ao obtido em (3.17), obtemos que∫
∂M
Π∂B(N,N)ds+
∫
M
H2dM + 2
∫
∂M
kgds 6 4pi(2− 2g − r) +
∫
M
‖∇ϕ‖2dM.
Da´ı, como g = 0, temos∫
∂M
Π∂B(N,N)ds+
∫
M
H2dM + 2
∫
∂M
kgds 6 4pi(2− r) + 8pi = 16pi − 4pir
Agora, usando os mesmo argumentos para chegar ne desigualdade (3.19), obtemos que
16pi − 4pir > 1
2
∫
M
H2dM + 2
(
1
4
∫
M
H2dM +
3
2
kL(∂M)
)
.
De (3.20) obtemos que
16pi − 4pir > 4pi ⇒ r < 3
Portanto M tem geˆnero 0 e no ma´ximo duas componentes conexas. Diante deste resultado,
temos que se φ : M −→ B e´ uma imersa˜o orientada e compacta estaciona´ria esta´vel com curvatura
me´dia constante , enta˜o φ tem geˆnero zero.
3.3 Resultado Principal
Como consequeˆncia dos Teoremas 3.4 e 3.6, obtemos o resultado principal deste trabalho.
Teorema 3.7. [Ros-Vergasta [19], Nunes [16]] Seja B ⊂ R3 uma bola unita´ria e φ : M −→ B e´
estaciona´ria esta´vel. Enta˜o ∂M e´ mergulhada e as u´nicas possibilidades sa˜o
i) φ(M) e´ um disco totalmente geode´sico,
ii) φ(M) e´ uma calota esfe´rica,
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