Abstract--Using quadrature formulas on the semicircle of Gauss-Chrlstoffel type and an integral representation of derivatives, we cormidor diiferentlatlon formulas for higher derivatives of an ,mAlytlc function. An error Armlysls and some numerical experiments are included.
INTRODUCTION
Recently Gantschi and Milovanovid [1] introduced a new type of orthogonality: orthogonality on the semicircle, with respect to nonhermitian inner product (f, g) = dO.
A general case with the weight function z ~-* w(z),
(f' g) =
f(eiO)g(eiO)w(e i°) dO,
was considered by Gantschi, Landau and Milovanovi~ [2] . Some applications of such orthogonal polynomials in numerical integration and numerical approximation of the first derivative of an analytic function were given by Milovanovi~ [3] . In this paper we consider the extensions of these results to the approximation of higher derivatives. In Section 2 we derive such differentiation formulas and we give the corresponding error terms, using Gegenbaner weight function. Some improvements of these results will be given for real-valued analytic functions in Section 3. Section 4 contains some numerical results.
We mention that the numerical differentiation of analytic functions is considered in a few papers written by Lyness and Moler [4], Lyness [5] , Marshal Ash and Jones [6] , To6i~ [71, Tc~i~ and Elbahi [8] , etc. The corresponding differentiation formulas are obtained mostly by Cauchy's integral formula and by applying the trapezoidal rule.
DIFFERENTIATION FORMULAE FOR HIGHER DERIVATIVES
Let w(z) = (1 -z~) ~-1/2, ~ > -1/2, and let ~0 7
*The work of these authors was supported in part by the Italian M.U.R.S.T. **The work of this author was supported in part by the Serbian Scientific Foundation. be the Gauss-Christoffel quadrature formula over the semicircle, which is exact for all polynomiak of degree at most 2n -1. A construction of such formula is given in [3] . The nodes (v are the zeros of the polynomial ~r,, which is orthogonal on the semicircle with respect to the Gegenbauer weight function w, i.e., they are the eigenvaiues of the Jacohi matrix Oo 0 iCtl 01 ia2 "'.
0n-2 iOtn-1 where a0=00, ak =0k-0k-1, k_>l,
The weights ~rv can be obtained by an adaptation of the procedure of Golub and Weheh [9] (see [1] and [3] ).
Let f be an analytic function on some domain containing the point a and a circular neighborhood of a with radius r. Using the central difference operator 6h defined by II Applying the Gauss-Christoffel quadrature formula on the semicircle (2.1) to the integral on the left side in (2.3), we use the following differentiation formula to obtain higher derivatives
Regarding the truncation error we call give the following result:
The error of the differentiation formula (2.6) for analytical functions is given by 
R~,hf(a) --f(m)(a) -D~,hf(a) --~ "~'~p)[ "m+gp'~ ] ,

~ f(J)(a)~-~o.(h~j,)j_msjm).
jffi0 u=l
Regarding to the values of ~m), we have
because ~'~=1 tr~(~p _--Rn(z~p). Since RaCz ~p) -0 for P < n, we obtain (2.7). Finally, for p = n, we find (2.8) because (see [3] )
a.(+~.) = 11+.112 = (r ((. + 1)/2) r (~r(~ + .) +./2).)'
In our investigation we will use A = i because the sequence 0t in the Jacobi matrix is mutat, i.e., 0t = 1/2 for t > 0. Constants in the dominant error term Cn,m.f(m+z*)(a)h z~ are computed and given in Table 2 .1 for n = 2, 5, 10, 20 and m = I(1)10. Numbers in parenthesk indicate decimal exponents. 
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Some considerations for n = 2 and m = 1 regarding to A are given in [3] . For real-valued analytic functions the formula (2.6) can be simplified. Namely, when n is even and Re(v > 0, for u = 1, 2,... , n/2, one finds 
Its error is O(h4).
Similarly as in conventional formulas of numerical differentiation based on divided differences, the small errors in the function values can be amplified and they can produce an incorrect result when h tends to zero. In order to estimate the roundoff error behavior for the formula (2.10), we put where C2,,n is given in Table 2 .1.
In real cases, it is very difficult to predict quantitatively the roundoff error E~,hf(a ). But, in any case we can expect that there is an optimal value of h, usually less than h* given by (2.12), for which the total error achieves the minimum.
EXAMPLE. Let f(z) = e z, a = 0, m = 3. We consider the differentiation formula (2.10) on the MICROVAX 3400 using VAX FORTRAN Ver. 5.3 in E-, D-, and Q-arithmetics, with machine precisions ~ 1.19 x 10 -7, ~ 2.76 x 10 -17, and ~ 1.93 x 10 -84, respectively. Taking h --2 -k, k : 1,2,..., we obtain results presented in Table 2 .2. We stop this process when the total error begins to increase. The values of h* obtained by formula (2.12) are something greater then the above computed values. It is interesting that we obtain the machine-zero for the coresponding errors EE, Ev, and EQ. 
AN IMPROVEMENT OF ACCURACY FOR REAL-VALUED ANALYTIC FUNCTIONS
The formula (2.6) for real-valued analytic functions can be improved with a little change.
Namely, if we put he ia instead of h in Lemma 2.1, where a is an arbitrary real parameter, and applying again Ganss-Christoffel formula (2.1), we obtain the following differentiation formula 1 n
f(m)(a) ~ D~h,af(a) = -~ ~_~ °'v6~'o(vf(a).
Similar to the above investigation we find an expression for the error, depending on the real parameter a
oo f(m+2p)(a)
a S 2pP (z2P)e' h . 
R~a,aI(a) = f(m)(a) -D,,a,aI( ) = ~ ~., (m + 2p)! p=n
Since the derivative/(m)(a) is real for real a and real-valued functions the parameter a can be chosen such that the dominant error term in the last expressions be purely imaginary. Then, for such functions, the dominant error term in (3.1), i.e., where R.n(g) is defined in (2.1) . REMAaK. Putting a = 3~/4n in (3.1) we also obtain a rule of degree precision 2n -t-2. Then, in the dominant error term (3.3), the factor -sin0r/2n ) should be replaced by sin($1r/2n).
Constants in the dominant error term (3.3), -Cm,nf(m+~÷2)(a)h ~"+2, are given in Table 3 .1,
for the same values ofn and m as in Table 2 .1. The case m = 1 was considered by Milovanovi~ [10] .
NUMERICAL RESULTS
Using the previous differentiation formulae for n -2, in this section we give some numerical results. In our considerations we take 
respectively. Applying the formula (2.10), with h = 2 -k, k = 1(I)9 in double precision, we obtain the approximations for f(m)(0), m --2, 3, 4, 5, which are given in Table 4 .1. In Table 4 .2 we give the corresponding relative errors for m 1(1)10, in Q'precision. 
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We can obtain better results using the improved formula (3.2), with ~ = ~r/8, where n = 2. The corresponding relative errors are presented in Table 4 .3. Similar results can be obtain using a = 3~/8.
In conclusion it should be mentioned that our methods for numerical differentiation of analytic functions are attractive in D-arithmetics, and especially in Q-arithmetics.
