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a necessary step in using them in a prescriptive fashion to guide better designs and policies.
In this work, we formally describe the problem of drawing causal links between conversational behaviors
and outcomes. We focus on the task of determining a particular type of policy for a text-based crisis coun-
seling platform: how best to allocate counselors based on their behavioral tendencies exhibited in their past
conversations. We apply arguments derived from causal inference to underline key challenges that arise in
conversational settings where randomized trials are hard to implement. Finally, we show how to circumvent
these inference challenges in our particular domain, and illustrate the potential benefits of an allocation policy
informed by the resulting prescriptive information.
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1 INTRODUCTION
Conversations are central to the success of many consequential tasks. Understanding how to
foster more effective discussions can guide computer-mediated platforms to better facilitate such
endeavors as collaborating on large-scale projects [15, 26, 30, 33, 34], deliberating on law and
policy [19, 37], informing and educating others [62, 69], or providing social support [11, 14, 55].
The growing availability of conversational data in these domains presents an opportunity to gain
insights about what makes such discussions effective—a key step in improving these platforms.
One promising approach towards such insights is examining how people behave in more or less
effective discussions. Indeed, past studies have highlighted various indicators of conversational
behaviors that are tied to desired downstream outcomes such as successful persuasion [60, 68] or
problem solving [15, 39], or improvements in emotional state [14, 55]. Conversational data was
also used to characterize individuals in terms of their past conversational behaviors, providing
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rich signals of the roles they play in their interactions [67, 68] or their effectiveness in attaining
conversational outcomes [1, 5, 9]. Translating these descriptive findings into prescriptive information,
however, requires determining whether the relationships between conversational behaviors and
outcomes is causal in nature.
Consider, for instance, the case of a psychological crisis counseling platform—a challenging,
inherently interactional domain on which our work will focus. By analyzing logs of counseling
conversations, the platform might identify particular patterns in how counselors behave during
conversations where crises are successfully addressed, compared to during less successful interac-
tions. For example, an analyst may observe that counselors who have more effective conversations
also tend to exhibit more positive sentiment in their language [1, 47]. Does this imply that the
platform should allocate more conversations to counselors who have the tendency to use more
positive language?
Answering such prescriptive questions is a necessary prerequisite for ensuring that policies and
interventions based on behavioral signals will have desired effects. This entails probing whether
observed links between behaviors and outcomes are causal in nature, a difficult task especially in
settings where running randomized trials is infeasible, and where behavioral dynamics are complex.
Both of these traits are common to sensitive conversational domains such as crisis counseling.
In this work, we critically examine the task of drawing causal links between conversational
behaviors and outcomes from observational data. Our particular aim is to concretely describe the
challenges of this task and highlight caseswhere these challenges can be addressed.We approach this
aim by way of analyzing a family of conversational settings, goal-oriented asymmetric conversational
platforms, spanning domains like customer service, mental health counseling, interviewing and
tutoring. In such settings, a platform has a dedicated roster of agents who seek to fulfill an outcome
through having conversations with clients, such as an improvement in clients’ mental well-being.
Crucially, the platform has some leverage in allocating or training agents, but cannot specify the
types of clients it serves. We focus on a particular type of policy that observational data could
inform, and that is highly pertinent to these settings: allocating agents to upcoming conversations
based on their observed past behaviors.
We first draw on the causal inference literature to provide a theoretical analysis of the inference
problem involved [3, 53]. Using a potential outcomes framework, we articulate the causal effects
we wish to estimate. Through formalizing the inference task, we highlight two key difficulties, one
that inherits from the broader challenge of causal inference in observational settings, and another
that directly derives from the interactive nature of conversations. This formalization also allows us
to surface particular cases under which these challenges could be mitigated and to correspondingly
propose solutions.
To empirically demonstrate the practical implications of our theoretical formulation, we instanti-
ate these inference challenges and solutions in a large dataset of counseling conversations, obtained
in collaboration with a text-based crisis counseling service. This highly consequential setting
serves as a real-world example of the subclass of inference problems analyzed, and additionally
illustrates the properties that enable these problems to be addressed. In this context, we show that
accounting for the challenges we identified allows us to make more careful inferences than naive
approaches, which often overestimate the strength of the causal relation between conversational
behaviors and outcomes. We additionally probe the feasibility of an allocation policy that is based
on these relations by simulating its implementation under idealized conditions, following prior
work in the medical domain [31]. This simulation suggests that allocating counselors based on
their conversational tendencies has the potential to improve the platform’s effectiveness as long
as spurious relations between tendency and outcome are discounted, and could motivate more
realistic experimentation.
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Our theoretical and empirical analyses focus on settings like the crisis counseling service as a
more tractable case study, but serve to argue a broader point: transforming descriptive observations
into prescriptive insights should be approached with care, especially in light of the particular
challenges that conversational settings present. By explicitly articulating such challenges, we lay
the groundwork for further efforts to analyze and address causal inference problems in a wider
range of conversational settings.
2 BACKGROUND AND SCOPE
To clearly describe the task of making causal inferences about conversational behaviors, we focus on
formally analyzing a narrower subset of such inference problems. In this section, we introduce and
motivate our scope: we describe the family of conversational settings we will center our analyses
around, along with the particular type of policy that we would like to inform. We also outline the
causal inference challenges that we will later more rigorously take up.
Conversational setting. We analyze a category of conversational settings that we term goal-
oriented asymmetric conversational platforms. Consider a platform that maintains a roster of agents
who are expected to interact with incoming clients. First, the platform is goal-oriented: it has an
overall objective that it seeks to use its agents to maximize. Second, it is conversational in the
sense that agents work towards this objective by having conversations with clients, such that their
behaviors within these conversations are consequential. Finally, the platform has an asymmetric
degree of leverage: it can implement policies that affect its agents, but is unable to control its clients’
characteristics.
This paradigm recurs across many often technologically-mediated domains like customer ser-
vice [24, 41]—where sales representatives interact with customers, interviews—where interviewers
interact with interviewees, and education—where teachers or tutors interact with students [20]. As
an illustrative example that we later revisit in more depth, consider a crisis counseling helpline.
The helpline employs a team of counselors who interact with individuals contacting the helpline in
moments of mental crisis. The overall goal of this platform is to help these individuals in crisis;
counselors work towards this goal by having conversations with them. The platform can select,
train, or otherwise support its affiliated counselors. However, it would be infeasible and even
unethical to restrict the types of people who seek help from it.
Allocation policy.We would like to examine how the platform can derive recommendations for
managing its agents to better achieve its objective, subject to the limited influence it has over its
clients. Here, our focus is on policies that impact how the platform allocates its agents. As a basic
example, the platform may allocate more conversations to agents that it identifies as being more
effective; as such, it may seek guidance on how best to select these effective conversationalists.
Given the inherently conversational setting, we consider policies where agents are allocated on
the basis of behaviors they exhibit over past conversations they’ve taken, which we refer to as
behavioral tendencies. As such, we analyze when these aggregate tendencies—e.g., an inclination to
use more positive language or to write longer messages—can be used by the platform to identify and
hence allocate conversations to more effective agents. Intuitively, observing that certain behavioral
signals are correlated with desired conversational outcomes would suggest that the platform should
use tendencies inferred from these signals to allocate agents. The remainder of our work more
rigorously examines this intuition.
We note that using behavioral tendencies to allocate agents is one of many policies that a platform
could pursue. Here, we briefly outline some alternatives and motivate our particular focus. First, the
platform may wish to allocate agents without accounting for their past behaviors—for instance, it
may instead rely on past performance, or on demographic and personality attributes [6, 7, 29, 35, 66].
However, as noted in the introduction, past work illustrates that conversational behaviors can
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provide rich signals of a conversation’s outcome or an agent’s characteristics; here, we specifically
take up the potential usefulness of these signals in guiding concrete policies. We later empirically
compare the effectiveness of conversational signals to these non-conversational attributes.
Second, more sophisticated allocation policies could extend the demonstrative approach consid-
ered here—for instance, the platform could match particular agents with conversations they are
particularly well-suited for [36]. We leave an analysis of such policies to future work, noting that
these more informed allocations require additional information (such as the nature of the client
involved) which may not be readily available at the start of a conversation.
Finally, we contrast a policy of allocating agents with one that trains agents to adopt particular
behaviors [2, 17, 57]. Both allocation and training-based policies could be informed by inferences
about how behaviors and outcomes relate. We later revisit the training approach in the discussion
(Section 5) to suggest that it shares the inference challenges that the allocation policy is subject to,
but comes with additional difficulties as well, which we leave for future work.
Overview of inference challenges. As a precondition to implementing any allocation policy,
the platform would need to ensure that the policy could actually have a desired effect. Concretely,
we must consider a counterfactual question: if the platform had allocated another agent with a
different tendency to a conversation, would the conversation have had a better outcome? While this
question could in principle be addressed via randomized experiments, an experimental approach is
often infeasible given the sensitivity of a conversational setting like counseling, and the difficulty
of specifying treatments involving complex linguistic or interactional signals [18, 63]. Addressing
such inherently counterfactual questions with observational data has been a core focus of causal
inference (for surveys, see [3] and [53]). Such literature, however, has not dealt with the setting of
conversations, which presents additional challenges that we identify and address in this work.
To outline the difficulties of the inference task in a conversational domain, consider a naive
approach for relating conversational behaviors and outcomes: if we observe that good outcomes
follow conversations where agents exhibit a certain behavior, wemay naively infer that this behavior
is a useful signal of effectiveness. For instance, suppose we find that client mood tends to improve
after conversations involving agents who use language with a greater degree of positive sentiment.
Such a finding could motivate us to allocate more positive agents to more future conversations.
At a high level, this initial approach suffers from a crucial pitfall: while an outcome may indeed
arise as a result of an agent’s behaviors, many circumstantial factors could also influence both
the outcome and the nature of the conversation, and thus the behaviors that the agent exhibits.
As such, our observations of the relation between a behavior and an outcome are confounded
with circumstances of the conversation that neither the agents nor the platform can influence.
For instance, an agent may say more positive things in a circumstance involving a congenial
client who might also be more easily satisfied. However, in a situation involving a client with
a genuinely difficult situation, a tendency for positivity may not even be appropriate, let alone
effective. This means that a naive correlational approach cannot answer the counterfactual question
posed above; in particular, the approach cannot inform us on how more positive agents would fare
in conversations with less congenial clients.
3 FORMULATING THE INFERENCE TASK
We now proceed to more rigorously examine the entanglement between behavior, outcome and
circumstance, focusing on the policy of allocating agents given their conversational tendencies.
While the ideas we subsequently discuss are broadly relevant to other policies (such as those for
training agents), we can more tractably address the inference task in the allocation policy, and
hence present a formal analysis of this policy as an illustrative starting point.
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Fig. 1. Graphical representations of the key dependencies underlying the inference task, between tendency
T , outcome Y, behavior B and circumstance C . Our goal is to estimate the effect of tendency on outcomes
(blue path), however the circumstances under which the behaviors and outcomes are observed confound this
estimation (red arrows).
In particular, the allocation policy takes an aggregated view: the platform makes allocations
based on how agents tend to behave over their past conversations. Intuitively, taking agent-level
aggregates decouples our analyses from the circumstances of any one interaction: while an agent’s
behavior in a single conversation may be constrained by circumstantial peculiarities, over many
conversations, their personal inclinations may materialize as conversational tendencies. Likewise,
an agent may exhibit a systematic propensity to elicit certain outcomes, even if the outcome of a
single interaction is contingent on its circumstance.
In what follows, we draw on the causal inference literature to formally examine the inference
task underlying the allocation policy [3, 53]. First, we define this task in terms of the causal effect
of allocation that we wish to estimate. We then discuss the challenges we face in quantifying this
effect. We decompose these challenges into two key difficulties that stem from the observational
nature of our data and the interactional nature of our conversational setting. We analyze each
of these challenges by concretely identifying biases that arise in naive estimators of the effect of
allocation, and then describe particular cases under which these biases can be addressed.
Inference task: estimating the allocation effect. Our goal is to evaluate the potential effective-
ness of a policy that allocates agents to conversations, given their conversational tendencies. We
now discuss the central measurement in this task, which corresponds to the counterfactual question
introduced in the preceding section: given two agents J and K , who have different tendencies
with respect to some behavioral signal (e.g., J tends to use more positive language than K), what
is the effect of allocating one agent to a conversation versus the other, on a given outcome? We
henceforth refer to this quantity as the allocation effect.
Under our observational approach, we wish to estimate the allocation effect from data on
conversations that J and K have already taken. As such, we must use the data in two ways. First,
we must use past observations to estimate the propensity of each agent to get a desired outcome
(e.g., proportion of their clients who improved their mood). Second, we must estimate each agent’s
behavioral tendencies from their past conversations.1
In order for our estimate of the allocation effect to have a causal interpretation, we must ensure it
can be directly ascribed to differences in the tendencies of J and K , rather than to differences in the
circumstances of the conversations in which J and K ’s outcomes and behaviors were observed. As
noted in the preceding section, these conversational circumstances can shape both the outcome of a
conversation and an agent’s behavior within the conversation, which thus become entangled. These
1Indeed, conversational data seldom comes with a priori labels of how agents tend to act; we may contrast this data-driven
approach with self-reported indicators.
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problematic dependencies are summarized in the graphical representation [43] depicted in Figure 1.
We would like to estimate the effect of (allocating) tendencies T on outcomes Y (blue path); to this
end, we must use behaviors B and outcomes Y observed under particular circumstances C . These
circumstances can determine both behaviors and outcomes (red paths); our challenge is thus to
somehow disentangle the effects of circumstances and tendencies.
Potential outcomes formulation. To formally highlight the biases that are incurred as a result
of this entanglement, we mathematically express the allocation effect in terms of the potential
outcomes framework [3, 53]. Let T be a random variable denoting a conversational tendency of
agents, and suppose that agents J and K have different tendencies τ J and τK . Let Y be a random
variable denoting a conversational outcome. The allocation effect is then the expected difference in
outcome if J , rather than K , is allocated to a conversation:
D(τ J,τK )=E[Y | T =τ J ]−E[Y | T =τK ] (1)
Let D(τ J,τK ) denote an estimate of D(τ J,τK ) from the data. Formally, this estimate has a causal
interpretation if it is unbiased, i.e., E[D(τ J,τK )]=D(τ J,τK ). Conversely, the estimate fails if it is
contingent on the circumstances C under which the observed conversations occurred.2
As we have intuitively noted and as shown in Figure 1, such dependencies on C arise when
we estimate Y with observed outcomes, and T with observed behaviors. We now proceed to
articulate the challenges that are incurred from these dependencies. For each challenge, we provide
an intuitive description supplemented with a graphical representation of the relationships between
the variables involved [43], before drawing on potential outcomes arguments to formally express
the corresponding biases [3, 53]. Our formal descriptions also point to particular settings with
properties that enable us to mitigate these biases, and we discuss solutions that make use of these
properties as well.
3.1 Estimating outcomes: bias from observed assignment
We first address the difficulties stemming from estimating agents’ propensities for outcomes Y
using our observations of their past conversations. To simplify the discussion, we provisionally
suppose that we are given explicit labels of the agents’ tendencies, returning to this point in the
next subsection (3.2).
At a high level, our measurement of how tendencies relate to outcomes suffers from a problem
that pervades observational studies: we can only observe outcomes in conversations that were
actually assigned to agents exhibiting these tendencies. Here, we describe this problem in the
context of conversations.
Let A denote the observed assignment—i.e., the matching between each agent J and their
conversations in the data. The assignment mechanism potentially exposes different agents to
contrasting circumstances: for example, agent J may be assigned to more challenging clients than
K . As such, these assignment-induced differences in circumstance, rather than differences in the
agents’ tendencies, could drive observed differences in outcome. In this way,A skews our estimation
of the allocation effect.
The graphical model depicted in Figure 2 highlights the problematic dependencies between
tendency T and outcome Y, as indicated by the red edges: assignment A determines both T and C ,
2Throughout, the notation we use adopts the following convention: uppercase denotes random variables (e.g., Y , T and
D are random variables for conversational outcome and tendency, respectively), lowercase denotes realizations of these
variables (e.g., τ J is an observed value of T), and empirical estimators are listed in blackboard bold (e.g., D is an empirical
estimate of D based on the observed data).
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I II III
Fig. 2. Graphical representations of the dependence between assignment A and outcome Y through behavior
B and circumstance C that result from the observational nature of our analyses, giving rise to the selection
bias exposed in (3). I: the problematic pathways from A to Y; II: an idealized setting where conversations are
randomly assigned to agents, in which the dependency is trivially broken; III: a scenario where assignment is
governed by a set of observable selection variables S .
which in turn determine Y. As such, we cannot discount the effect of differences in assignment
(red), beyond differences in tendency (blue), on the observed outcome.
Potential outcomes formulation. To surface the bias incurred from assignment, we formally
examine the estimation of Y . As a first attempt, we can estimate the propensity of an agent J to
get an outcome using the average outcome over their past conversations, denoted YJ . As such, we
would measure D(τ J,τK ) as D(τ J,τK )=YJ −YK .
We note that our empirical estimators are contingent on A, i.e., we can only observe J in the
conversations in which they actually participated. As such,
E[YJ ] = E[Y | T = τ J ,A = J ]
Substituting this expression into the above equation for D(τ J,τK ), we see that our estimator of
the allocation effect is biased:3
E[D(τ J,τK )] = E[YJ −YK ]
=E[Y | T =τ J,A= J ]−E[Y | T =τK,A=K]
=E[Y | T =τ J,A= J ]−E[Y | T =τK,A= J ] (2)
+E[Y | T =τK,A= J ]−E[Y | T =τK,A=K] (3)
The equations highlight that our observed difference could have two sources. The first (2) corre-
sponds to the effect of varying the tendencies over a shared set of circumstances (i.e., that were
assigned to J ). This is the value we need to estimate in order answer the counterfactual question:
what outcomes would have been attained had the conversations that were assigned to J been
instead handled by an agent with a different tendency τK ? The second (3) reflects the selection bias
that arises because J and K were actually exposed to different circumstances via assignment, as
illustrated in Figure 2I.
An idealized setting: random assignment. As with many causal inference questions, selection
bias would be eliminated if agents were randomly assigned to conversations, and are hence exposed
to the same distributions of circumstances. As such, observed differences in outcome could no
longer be ascribed to assignment-induced differences in circumstance. Formally, random assignment
3In the last derivation we subtract and re-add the second term.
Proc. ACM Hum.-Comput. Interact., Vol. 4, No. CSCW2, Article 131. Publication date: October 2020.
131:8 Justine Zhang et al.
makes assignment and outcome independent for each agent (Figure 2II), such that the problematic
term (3) trivially cancels out.
However, this selection bias remains in more realistic conversational settings, where assignment
mechanisms are seldom random. In the extreme, if an agent selects their conversations, a record
of positive conversational outcomes could be ascribed to picking clients who are easier to help,
rather than having some replicable conversational proficiency. The problem persists beyond self-
selection—e.g., agents who work during the day may encounter more congenial clients than those
who work at night.
A limited solution: controlling for circumstance.We may try to mitigate selection biases by
controlling for the conversational circumstancesC , for instance by comparing YJ and YK only over
conversations that match on attributes of the circumstance, e.g., are about the same issue. Indeed,
many prior studies of conversations have employed such techniques [14, 27, 42, 55, 59, 60, 70].
Completely controlling for circumstance certainly breaks the problematic pathway from A to Y:
Figure 2I shows that the two variables are conditionally independent given C and T (formally
written as Y ⊥ A |{C,T }).4
However, this approach is fundamentally limited: we can only control for the circumstantial
attributes that we can observe. This leaves other important but inaccessible aspects (e.g., the client’s
mental state) unaccounted for.
Tractable setting: observed selection variables. We now describe a subset of settings under
which this bias can be mitigated, involving assignment mechanisms with some additional structure.
In particular, suppose that assignment is random up to a set of completely observable assignment
selection variables S (Figure 2III, orange edges). As a natural example, consider conversational
platforms where agents work during different shifts, and clients are randomly assigned to agents
within each shift time. While different agents and clients may select different shifts, within a single
shift these factors play no role in who gets assigned to whom; furthermore, for each conversation,
the platform knows the shift in which it took place. Beyond shift times, other examples of selection
variables include geographic location and organizational divisions like departments of a store.5
Importantly, conditioning on S breaks the pathway between A and Y; that is, Y and A are
conditionally independent given S and T (Y ⊥ A |{S ,T }). Controlling for selection variables
can be seen as a special case of controlling for observable circumstantial attributes, where we
know how these attributes S are related to the assignment mechanism. Within each value of the
selection variable, our observations of agents’ conversational outcomes are hence decoupled from
circumstantial differences due to assignment. As such, we modify our estimator to first measure
the allocation effect for a particular selection variable (e.g., within a shift), comparing outcomes
attained by agents with tendencies τ J versus τK only for conversations with that selection variable.
Formally, for a given selection variable s , denote the corresponding estimator of the allocation
effect as D(τ J,τK |S =s). By conditional independence, we have that:
E[Y | T = τ J ,A = J , S = s]
= E[Y | T = τ J ,A = K , S = s]
= E[Y | T = τ J , S = s]
4Conditional independence corresponds to the criterion of d-separation in the graphical representation [43].
5We are effectively using the assignment of agents as valid instrument, conditional on shift, for the kinds of conversation
the client is exposed to [4, 8, 44].
Proc. ACM Hum.-Comput. Interact., Vol. 4, No. CSCW2, Article 131. Publication date: October 2020.
Quantifying the Causal Effects of Conversational Tendencies 131:9
I II III
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Fig. 3. Graphical representations of the entanglement between circumstancesC , behaviors B and outcomes Y,
giving rise to the bias in (6). I: dependencies in a non-interactional setting; II: problematic dependencies when
B interacts with circumstances C that also shape Y; III: our approach, observing behaviors and outcomes on
different splits of data.
Thus, after conditioning on S , the bias (3) cancels out. That is, among conversations with the same
S , empirical differences in outcome are entirely driven by tendency:
E[D(τ J,τK |S =s)]=
=E[Y | T =τ J , S =s]−E[Y | T =τK , S =s] (4)
Repeating this matching process across all S then yields an aggregate measurement of outcome
differences arising from varied tendencies, rather than from differences in assignment.
3.2 Estimating tendencies: bias from interactional effects
We now address the difficulties stemming from estimating agents’ tendencies T using our observa-
tions of their past behaviors. To simplify the discussion, we suppose that the difficulty in estimating
outcomes, as described in the preceding section (3.1), has been fully addressed.
At a high level, the problem we face stems from the interactional nature of conversations: the
behavior of an agent both shapes, and is constantly shaped by the behavior of the other participant.
As such, our measurement of an agent’s tendencies, and hence our inferences about the relation
between tendency and outcome, is skewed by the circumstances that agents inevitably react to in
conversations. At an extreme, we may observe that agents say “you’re welcome” precisely after
clients thank them. This does not necessarily mean that saying “you’re welcome” is a behavioral
inclination some agents have, beyond a reaction to the preceding interaction; it certainly does not
follow that we should encourage more frequently saying “you’re welcome”.
An interactional problem. As a thought experiment, consider a non-interactional domain where
an agent’s behavior can affect an outcome without any interaction with the client—a “secret santa”
paradigm where an agent, the gift-giver, has no back and forth with their recipient (Figure 3I). In
this case an agent’s behavior is purely a reflection of the agent’s tendencies (e.g., an inclination for
cheap gifts); and an empirical mismatch between T and B simply reflects the noise with which a
tendency gives rise to a behavior. As we accrue more observations of the agent, we would expect
such mismatches to diminish.
In contrast, in an interactional setting, these factors are problematically entangled (Figure 3II, red
path): since the agent inevitably reacts to the client’s behavior, B reflectsC as well asT . Furthermore,
C can impact outcomes Y . An agent’s observed behavior hence constrains the distribution of C
that could have yielded our observed outcomes; as with nonrandom assignment, differences in
observed outcomes once again could reflect differences in circumstance as well as in tendency.
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Potential outcomes formulation. Formally, let B be a random variable denoting observed agent
behaviors. We use an aggregate of J ’s past behaviors, denoted BJ , to measure τ J . Our empirical
estimators are hence contingent on these observed behaviors:
E[YJ ] = E[Y | T = τ J ,B = BJ ]
Again, we highlight the bias in estimator D(τ J,τK ):
E[YJ −YK ]
=E[Y | T =τ J,B =BJ ]−E[Y | T =τK,B =BK ]
=E[Y | T =τ J,B =BJ ]−E[Y | T =τK,B =BJ ] (5)
+E[Y | T =τK,B =BJ ]−E[Y | T =τK,B =BK ] (6)
As before, two factors contribute to the observed difference in outcome. The first (5) arises from
a difference in tendencies. The second (6), as we’ve described above and as depicted in Figure 3II,
reflects a difference in circumstances, and is inherent to the interactional nature of conversations.
A limited solution: ignoring the interaction. The factor in (6) intuitively compounds as the
conversation progresses and an agent’s behavior becomes increasingly contingent on the circum-
stances. As such, we may seek to dampen this bias by only considering behaviors from the start of
the conversation, before behavior and circumstance become tightly coupled. Indeed, prior work
has taken this limited view of conversations [1, 70] with this confound in mind. However, insofar
as this approach does not fully address the bias incurred by interaction, it also constrains the scope
of the conversational tendencies we can study.
Tractable setting: separable sets of conversations. To factor out this interactional bias, wemust
decouple our observations of agent behaviors and outcomes from the conversational circumstances
they are both tied to. We consider a simple fix: for each agent, we measure their behaviors over a
subset of the conversations they’ve taken, and use a separate set of conversations to measure the
outcomes they elicit.6
Formally, suppose we split each of B , Y, C into two random variables, one for each subset. As
shown in Figure 3III, the only pathway connecting an agent’s behaviors and outcomes across these
splits is via their conversational tendencies. That is, B0 and Y 1 are conditionally independent given
T (i.e., Y 1 ⊥ B0 |T ), so
E[Y 1 | T = τ J ,B0 = BJ ,0] = E[Y 1 | T = τ J ]
and the bias term (6) cancels out.
Such a solution is applicable to conversational platforms where agents take many conversations,
and where different subsets of these conversations are separable from each other, as in a common
scenario where clients contact a platform for ad-hoc purposes. We may contrast these conditions
with settings in which clients influence each other or recur across multiple interactions.
6While we solve a different problem, our solution is analogous to separating train and test sets to mitigate overfitting
[18]—here we “train” our measurements of tendencies and “test” their effects on separate data splits. Note that throughout,
we use “subset” to refer to a collection of conversations, not to a subset of messages within a single conversation.
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4 EMPIRICAL DEMONSTRATION
Having developed a general description of our inference task and its challenges, we now demon-
strate these ideas empirically. In particular, we consider a real-world example of an asymmetric
conversation platform: a large-scale crisis counseling service.
In what follows, we introduce this setting, describe the particular dataset we examine, and explain
how it is illustrative of our theoretical formulation. We then study the allocation effect of a few
simple tendencies, comparing naive estimators to approaches informed by our preceding analyses.
Finally, we estimate the effects of a policy of allocating counselors via a simulated experiment,
showing how a careful consideration of conversational tendencies can provide an informative
starting point in evaluating this policy.
4.1 Setting: Crisis counseling conversations
The crisis counseling platform provides a free 24/7 service where counselors—playing the role
of agents—have conversations via text message with clients in mental distress who contact the
platform, henceforth texters. We accessed the complete collection of anonymized conversations in
collaboration with the platform, Crisis Text Line,7 and with IRB approval; counselors and texters
have consented to make their data available for research purposes.
The counseling platform is a particularly consequential example of a goal-oriented asymmetric
conversational platform. The platform’s overall goal is to better support texters through their
distress; counselors aim at this objective in each conversation they take with a texter. These
conversations are challenging and complex, and are typically quite substantial, averaging 26
messages long. They give rise to a rich array of conversational behaviors and interactional dynamics
which may impact a texter’s experience [1, 71, 72].
Conversational clients: texters. Texters contact the platform with a variety of issues, ranging
from depression to work problems to suicidal ideation. They encompass a broad range of demo-
graphic and geographical attributes; seasonal changes and current events can also shape the types
of texters who contact the service. Crucially, the service is open for anyone to reach out to at any
time. Conversations with these texters thus span a challenging diversity of circumstances.
Platform agents: counselors. Counselors with the service are dedicated volunteers who are
selected and trained by the platform. The long-term nature of counselors’ engagement with the
platform underlines the practical relevance of an agent-level allocation policy. In taking a long-term
view of counselor behavior, we focus on analyzing the subpopulation of 4,861 counselors who take
at least 80 conversations. These counselors constitute 34% of the total population, and have taken
a total of 1,180,473 conversations, or 83% of conversations on the platform to date. Henceforth,
all of the statistics we report are computed over the first 80 conversations taken by each of these
sufficiently prolific counselors.
Conversational outcomes. For the purposes of our present demonstration, we consider two
complementary signals of a conversation’s outcome that are used by the platform to assess the
conversations that take place on it:
• Texter rating: After each conversation, texters are surveyed on whether or not the in-
teraction was helpful. Out of 29% of conversations that receive ratings, 87% are positively
rated. Prior computational analyses of counseling conversations have also used such survey
responses as an indicator of conversation quality [1, 71].
• Conversational closure: Ideally, conversations close at a moment that feels appropriate for
both the counselor and texter. However, not all texters remain engaged in a conversation. A
7Access to the data is by application, at https://www.crisistextline.org/data-philosophy/research-fellows/. The extensive
ethical considerations, and policies accordingly implemented by the platform, are detailed in Pisani et al. [48].
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Fig. 4. Issue frequency, average conversation length, counselor speed, and outcomes across a day or week.
Error bars represent bootstrapped 95% confidence intervals.
counselor who is faced with an unresponsive texter ends the conversation after following a
standardized protocol specified by the platform.8 72% of conversations are properly closed in
this sense, while the rest end in texter disengagement.
In general, evaluating the success of a counseling conversation is difficult [23, 61]. For instance,
eliciting feedback from texters is challenging, as evidenced by the relatively low proportion of
post-conversation surveys with responses; the ratings obtained may also reflect a biased sample
of texters who decide to fill out the survey.9 On the other hand, while the closure outcome is
well-defined over all conversations, it is a less precise indicator—texters may disengage from a
conversation for numerous reasons which may be extrinsic to the interaction, such as a low phone
battery.10 Given the focus of our work on rigorously probing potential causal relations between
behavioral tendencies and outcomes, we leave the problem of developing richer and more reliable
measures of conversational outcomes to other work. We also note that alternative outcomes would
be still be subject to the circumstantial confounds detailed in our general description in Section 3.
Circumstance-based confounds. Intuitively, both outcomes are heavily dependent on the texter
a counselor interacts with, and the context in which a conversation takes place. This underlines
8In particular, this standardization minimizes the impact of the counselor’s inclinations in determining this outcome.
9We note that that there is an insignificant correlation (Kendall’s tau = 0.02) between the propensity of a counselor to
receive ratings, and their propensity for positive ratings (among their rated conversations), suggesting that at the counselor
level, analyses focusing on counselors for whom enough ratings are observed would not be skewed towards counselors
whose conversations are better- or worse-perceived.
10The potential for several factors beyond what’s recorded in the data to relate to closure exemplifies the limited efficacy of
controlling for observable attributes of the circumstance.
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the need to address circumstantial factors when relating behavioral tendencies to outcomes. As a
concrete demonstration of the salience of these circumstantial factors, we observe that the time at
which a conversation takes place is related to the types of issues a texter experiences, a counselor’s
conversational behaviors, and the outcomes that result, as shown in Figure 4. For instance, the
share of conversations involving suicidal ideation peaks in the morning and drops in the afternoon
(28% vs. 22% of conversations); conversations are especially long on Sundays and short on Fridays
(26.9 vs. 25.5 messages); more conversations are closed from midnight to 6 AM than from noon to 6
PM (75% vs. 68% of conversations).
4.1.1 Tractability. Thus far, we have suggested that the counseling platform is representative of
the inference task and challenges we formally described. We additionally assume that the platform
exhibits the properties under which these inference challenges can be mitigated; our framework
and the validity of these assumptions were informed by interactions with the platform’s staff and
engineers. Nonetheless, the assumptions we make are necessarily simplifying, especially as we do
not directly control how the platform operates. For the purposes of demonstration, we argue that
these assumptions are well-founded, and revisit potential limitations in the discussion (Section 5).
Observed selection variables.We assume that the assignment of conversations to counselors is
random up to the shift times that counselors sign up to take. As such, these shift times correspond
to the fully-observable selection variables S with which the bias from assignment can be addressed
(Section 3.1). This assumption reflects the platform’s actual assignment process: while counselors
can choose which shifts to sign up for, the platform assigns counselors to conversations randomly.
For our demonstration we model shifts as temporal bins spanning the same 3-month window, day
of week, and 6 hours of the day (e.g., Wednesdays from 12 to 6 AM, in January to March 2017).
Separable sets of conversations.We also assume that there are no dependencies between differ-
ent conversations taken by a counselor, allowing us to address the bias from interaction (Section
3.2). In particular, given the platform’s focus on providing support in acute crises, texters generally
do not contact the service repeatedly; further, the platform does not deliberately assign repeat
texters to the same counselor (i.e., in contrast to a therapy-oriented service).
4.2 Analysis: Relating tendencies and outcomes
In what follows, we use the counseling setting to empirically illustrate the inference challenges
we formulated, as well as the solutions we proposed to address them. As a demonstration, we
examine the extent to which a representative selection of conversational tendencies are related to
the outcomes we’ve described, in terms of their allocation effect. We consider three approaches
to estimating the strength of the relation between a conversational tendency and outcome. The
estimates returned by each approach are denoted by different marker shapes in Figure 5 (△, □, ⃝);
stronger effects are indicated by points further from the vertical line (indicating no effect). The
approaches are successively more rigorous in addressing the inference challenges, and contrasts in
the effect sizes they estimate are visually represented as the different horizontal positions of the
markers. In comparing between these estimators, we show how a more careful analysis informed
by our causal arguments (represented as ⃝) can distinguish between tendencies that could usefully
guide an allocation policy, versus those that are related to outcome by virtue of circumstantial
confounds (represented as △ and □), and that the platform may have less leverage over.
Conversational behaviors. Past work in counseling has suggested a range of conversational
behaviors which relate to counseling effectiveness [21, 23, 38, 40, 49–52, 64]. Extending these
efforts, recent computational studies have highlighted conversational features that could signal
positive outcomes in counseling conversations [1, 10, 46, 47, 71], as well as other settings in the
mental health domain like online support forums [14, 58] or longer-term therapy [13, 45, 56]. The
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question of causality has largely been outside the scope of such studies;11 here, we take up this
question in terms of the allocation policy. For the purposes of demonstration, we focus on a small
set of behaviors, which we selected as simple representatives of prevalent types of conversational
behaviors considered in these past works. These behaviors are listed in Figure 5, along with studies
which have demonstrated their correlations with mental health-related outcomes. In particular,
conversation length, response length and response speed relate to the fluency and pace of the
conversation [1, 13, 47]; sentiment is a frequently-cited attribute of the style or tone of an utterance
[1, 13, 47, inter alia]; lexical similarity between utterances and linguistic coordination are often
used to characterize interactional behaviors [1, 58] like adapting to a client’s language or reflecting
their concerns.12
Each of the behaviors we consider is potentially subject to the assignment- and interaction-based
challenges we have described. As shown in Figure 4, they may be biased by a circumstantial factor
like shift time. They may also reflect both the counselor’s own conversational aptitude—e.g., their
ability to manage conversational progress, maintain a helpful tone, and meaningfully respond to the
texter—and the texter’s inclinations—e.g., their responsiveness, emotional state, and openness to
disclosing information. The subsequent analyses therefore clarify the extent to which the relations
between these behaviors and outcomes, as surfaced by prior work, have causal interpretations in
terms of the allocation effect.
Naive formulation: conversation-level effects.We first compare counselor behaviors in con-
versations that are rated positively versus in those rated negatively, as well as in conversations
that are closed versus in those where the texter disengages. For each conversation-level behavior
and outcome, these comparisons yield statistically significant differences (Mann-Whitney U test
p < 0.01), echoing several correlations reported in prior work between behaviors and outcomes
in individual conversations. As we have argued, the usefulness of these relationships in guiding
policies is unclear, since they could reflect circumstantial factors that the platform cannot influence.
For instance, the sentiment of counselor messages is significantly more positive in positively- versus
negatively-rated conversations; this could reflect the benefits of an upbeat tone, or that distressed
texters who are harder to help also tend to discuss less positive material. At the extreme, closed
conversations are much longer than disengaged ones (28.4 vs. 20.0 messages per conversation on
average), perhaps tautologically: disengaged conversations end prematurely by definition.
Counselor-level correlations (△). To build up to a counselor-level approach that addresses the
influence of circumstance, we first consider correlations between counselor-level aggregates of
behavior B,13 and of outcome Y (computed as a counselor’s proportion of positively-rated or closed
conversations). This view corresponds to the counselor-level approach taken in Althoff et al. [1].14
To quantify the extent to which an aggregated behavior B relates to an outcome propensity Y,
we compute Kendall’s tau correlations between B and Y, depicted in Figure 5 as △. At a high level,
Kendall’s tau compares the rankings of counselors according to B and according to Y by capturing
11In support forum settings, Choudhury and Kıcıman [14] and Saha and Sharma [55] similarly examine the causal effects of
linguistic behaviors on outcomes such as the risk of suicidal ideation; the techniques they employ can be seen as controling
for circumstance using observable attributes, which we contrast with our use of observed selection variables in Section 3.1.
12We measure a counselor’s speed in a conversation as the number of words they write, per minute taken to reply to a texter.
Following Althoff et al. [1], we measure sentiment as the VADER compound score of each message [25] and similarity as the
cosine similarity between a counselor’s message and the texter’s preceding message; we obtain conversation-level measures
of response length, sentiment and similarity by averaging over the counselor’s messages in a conversation. As in Althoff
et al. [1], we use the approach in [16] to measure coordination, noting that it produces a counselor-level, as opposed to a
conversation-level score.
13With the exception of coordination, which is already a counselor-level property, we derive counselor-level aggregates by
averaging a counselor’s per-conversation behaviors, e.g., average sentiment.
14Note that Althoff et al. [1] only consider the top and bottom 40 counselors in terms of Y, while we consider all counselors.
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Fig. 5. Relation between counselor-level behavioral tendencies and outcomes, measured as Kendall’s tau
correlations, in increasingly controlled settings: △ correlates counselor behavior and outcome propensity;
□ computes this correlation across temporally-interleaved splits of conversations; ⃝ further controls for
shift time, thus reflecting the allocation effect formulated in Equation 1 while accounting for the inference
challenges described in Sections 3.1 and 3.2. Error-bars show bootstrapped 95% confidence intervals; shapes
are filled for bootstrapped and Bonferroni-corrected p < 0.01. Abbreviated citations indicate studies that
have demonstrated correlational relationships between the respective behaviors and outcomes.
the extent to which, within each pair of counselors, differences in B are in the same direction as
differences in Y. This mirrors our formulation of the allocation effect from Equation 1, which is
likewise defined over pairs of counselors; here, however, we make the naive assumption that B and
Y correspond to estimates of counselor tendency and outcome that can be meaningfully related
(i.e., we ignore the two sources of bias).
Addressing bias from interaction (□). As described in Section 3.2, both B and Y are entangled
with the circumstances of conversations by virtue of the interaction between counselors and texters.
To mitigate the bias from interaction, we divide each counselors’ conversations into two splits,
such that split 0 consists of their even-indexed conversations (i.e., the second, fourth, sixth, . . . ) and
split 1 consists of their odd-indexed conversations. Using Kendall’s tau, we compare the ranking of
counselors according to their average behavior B0 over split 0 with their ranking based on their
outcome propensity Y1 over split 1, depicted as □ in Figure 5. As such, B0 and Y1 correspond to
estimates of counselor tendency and outcome which address this source of bias.
Addressing bias from assignment (⃝). The relation between B0 and Y1 is still subject to biases
incurred by the assignment of counselors and texters. As discussed in Section 3.1, we address this
problem by controling on shift time, our observed selection variable. For each counselor J and
shift s , we compute a shift-specific outcome propensity YJ ,1s (again over split 1). For counselors
J and K , we then compute the difference in outcome propensity over each shift they coincide
on, D1(τ J,τK | S =s)=YJ ,1s −YK,1s . To aggregate across shifts, we take D1(τ J,τK ) as the average of
D1(τ J,τK | S = s) weighted by the number of conversations taken by the least-active of the two
counselors within each shift. Finally, we compute Kendall’s tau between outcome differences from
split 1 and behavioral patterns from split 0, shown in Figure 5 as ⃝.15
15Our findings are qualitatively similar if we enforce that for each pair of counselors J and K considered in our measurement
of the shift-controlled Kendall’s tau statistic, the number of conversations they each take during shifts they are both in
exceeds some minimum number; for the rating outcome, this minimum pertains to the number of rated conversations they
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Having addressed the two sources of bias, the values represented as ⃝ thus correspond to an
unbiased estimate of the allocation effect of the conversational tendencies we’ve examined.
Results. In comparing different counselor-level approaches, we highlight the two sources of bias
that are in play, and show how addressing them can moderate our understanding of how different
tendencies and outcomes are related. This is depicted in Figure 5 as⃝s which are hollow—indicating
no statistical significance—or closer to the vertical line (at Kendall’s tau = 0) than corresponding △s
or □s—indicating that the latter two approaches overestimated the effect size. For example, the large
counselor-level effects of conversation length on closure (△) diminish drastically after addressing
interactional bias (□), showing that length tautologically reflects closure. Further addressing the
temporally-mediated assignment bias (⃝) shows that this tendency does not have a significant
effect on closure; the decreased effect size also suggests that the previously-observed relation may
also have been contingent on shift time, echoing the across-shift variations in conversation length
depicted in Figure 4.
These results distinguish between tendencies that are potentially useful in guiding allocation
policies, and those that are correlated to outcome by way of circumstantial factors. While these
correlations suggest that such tendencies could be highly informative of a conversation’s circum-
stances, they do not translate to recommendations for how the platform should allocate counselors.
For example, while conversations in which a counselor’s utterances exhibited more positive sen-
timent resulted in better outcomes, this is largely due to circumstantial and interactional effects,
perhaps reflecting texters who are easier to help, a priori any interaction. As such, we should not
expect that allocating counselors with a tendency to use more positive language to a conversation
will increase the likelihood of receiving a positive rating or closing properly. In contrast, allocating
more conversations to counselors who tend to write longer messages or to better echo the texters
(higher similarity) may be more promising in improving ratings.
4.3 Simulated experiment: Estimating the effects of an allocation policy
Having demonstrated how our framework can be used to probe the causal nature of the relation
between behavioral tendencies and conversational outcomes, we now estimate the potential impact
of an allocation policy that assigns counselors to conversations based on these tendencies. We do
this by simulating an implementation of the allocation policy under idealized conditions, following
prior work in the medical domain [31]. We note that this simulated experiment is only meant
to serve as a feasibility check that could precede (but not stand in for) more costly real-world
experimentation on the actual platform (e.g., via randomized controlled trials [3, 54]).
In practice, to implement and test a tendency-based allocation policy, the platform could proceed
in two steps. First, it would identify counselors who exhibit conversational tendencies with a
positive allocation effect on an outcome, using our framework to ensure that measurements of
these effects aren’t biased by the inference challenges we’ve described. We simulate this step by
translating the empirical approach detailed in the previous section to train a predictive model that
can then be used to identify counselors who are likely to be effective in future conversations (§4.3.1).
Second the platform would allocate counselors to incoming texters based on their predicted
effectiveness, comparing the resultant outcomes to a control condition (e.g., outcomes in a random
subset of shifts where counselors are still allocated randomly). We coarsely simulate this step by
estimating the effects of a counterfactual re-allocation of counselors within each shift, based on
their predicted efficiency (§4.3.2).
each take in such shifts. Choosing smaller thresholds potentially incurs noisier measurements of outcome propensity, while
more restrictive cut-offs result in less statistical power; in the case of rating, our analyses would be limited to a potentially
skewed sample of shifts and of counselors where enough ratings are obtained.
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4.3.1 Training a predictive model. We first identify potentially effective counselors in terms of the
rating and closure outcomes. Here, we translate the empirical approach from Section 4.2 into the
setup of a predictive task; for the purposes of demonstration, we use the simple conversational
tendencies from the preceding analysis as features, noting that future work could naturally consider
richer representations of tendencies.
Task setup. Crucially, in modeling counselor effectiveness, we must ensure that the assignment
and interaction-based inference challenges are both addressed. To do so for multiple tendencies at
once, we integrate our inference solutions into the setup of a prediction task: given a counselor’s
behavioral tendencies exhibited in their first 40 conversations—i.e., their past behavior—we wish to
predict their propensity to receive good ratings or close conversations in their next 40 conversations—
i.e., their future outcomes. In other words, we split counselors’ conversations into past and future
conversations, relating tendencies estimated from one split to outcome propensities estimated from
the other and thus mitigating bias from interaction.
To additionally address bias from assignment we formulate this prediction task as a paired task
that matches counselors on our selection variable, shift. Concretely, for each pair of counselors that
have future conversations in a given shift, our goal is to guess which counselor will get a higher
proportion of good outcomes in that shift.
We divide the population of counselors into a train and test set comprising 50% of counselors
each. We train the model for texter rating over 10,118 pairs spanning 280 shifts; for closure we
train on 55,473 pairs across 329 shifts. We use SVM models with 10-fold cross-validation.
Model performance. Before applying these models to our simulated experiment, we report their
performance for reference. The relative test set accuracy of the trained models corroborates the
effect sizes we observed following our controlled approach (denoted by⃝ in Figure 5). In predicting
future rating, features based on the minimalistic set of tendencies we used outperform a random
(50%) baseline (Bonferroni-corrected binomial testp<0.001) with an accuracy of 56.6%. In predicting
future closure rate, these features get a lower accuracy of 50.8%—the poorer performance suggests
that the apparently strong naive correlations (corresponding to △ in Figure 5, right) are contingent
on the circumstantial confounds that our task setup addresses.16 Therefore, we expect behavioral
tendencies to be less informative in improving the closure outcome via an assignment policy, than
in improving the rating outcome.
4.3.2 Simulated re-allocation. We now use observational data to simulate an allocation policy that
assigns counselors that are predicted to be more effective—based on their behavioral tendencies
exhibited in past conversations—to more future conversations in their shifts. Estimating the impact
of this policy requires addressing the same counterfactual question introduced in Section 3—given
counselors with different tendencies, what is the effect of allocating one counselor to a conversation,
versus the other? Here, we adapt a procedure from prior work that simulates the effectiveness of
policies in a medical domain [31].
Simplifying assumptions. Before detailing our simulated policy, we note that it draws on the
key assumption that within-shift re-allocations are feasible. In practice, the logistical and ethical
aspects of this assumption would need to be carefully considered: such a policy would hinge on
the availability and willingness of the counselors, their capacity for taking more conversations,
and the potentially detrimental burden they would incur from the extra load.17 For the purposes of
16The relative magnitude of the feature weights learned by each model echo the ranking of the controled assignment effects
depicted as ⃝ in Figure 5. For instance, in the closure task, conversation length has the smallest weight while response
speed has the largest (in spite of similar counselor-level correlations denoted by △).
17We do not consider cross-shift reallocations since those would potentially imply requiring counselors to work at times at
which they are not available.
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this demonstration, this assumption allows us to focus on gauging the allocation effect that we
have explored in the preceding sections; as such, we highlight the causal inference problem while
leaving important and complementary aspects of the policy to future work.
Counterfactual re-allocation. Given a shift, we focus on the subset of conversations taken by
the test-set counselors during their 40th to 80th (i.e., future) conversations. We use our paired
prediction models to produce rankings of these counselors based on tendencies observed in their
first 40 (i.e., past) conversations, and in separate shifts from their 40th to 80th conversations. We
consider a counterfactual scenario in which all conversations in this shift are taken by the top k%
of counselors according to these predicted rankings, thus simulating allocating more conversations
to them and making use of our assumption that counselors can be re-allocated within a shift.
To estimate the effect of this within-shift re-allocation, we compare the proportion of good
outcomes over conversations taken by these predicted top counselors—the counterfactual outcome—
to the actual proportion—the realized outcome. We macro-average these within-shift outcomes
across all shifts, so that no single shift has a disproportionate impact on the estimate. To ensure that
we have enough data to provide clear estimates, the statistics we subsequently report are taken over
shifts with at least six counselors who each take at least three of their 40th to 80th conversations in
that shift; for the rating outcome we further enforce that each of these conversations receives a
rating from the texter. As such, we consider 55 shifts for rating and 138 for closure.18
Estimated effects. Figure 6 shows counterfactual outcomes, macroaveraged by shift, for different k
(⃝), compared to the realized outcome (dashed line). For texter rating, each counterfactual outcome
improves upon a realized outcome. Pairing on shift, these differences are significant for each k
(Wilcoxon p < 0.01, indicated as filled-in  ), suggesting that the counterfactual improvements
occur across many different shifts: concretely, at k = 25%, the counterfactual outcome improves
over the realized one in 74% of shifts. This suggests that there is some promise in allocation policies
that are informed by conversational tendencies, and could motivate more involved studies, such as
those deploying experiments that more actively intervene in the platform.
For the closure outcome, the counterfactual scenario does not improve significantly over the
realized one (Wilcoxon p ≥ 0.01 for each, indicated as ⃝). This further reinforces that the strong
relationships between tendency and closure reflected in naive approaches (△ and □ in Figure 5),
which do not have a causal interpretation, cannot usefully guide allocation policies. As such, more
involved experimentation may be unwarranted.
4.3.3 Comparison to non-conversational information. As an alternative to gauging the effectiveness
of conversational tendencies, the platform may wish to rely on other information that might more
directly relate to outcomes. In particular, a counselor’s past outcomes—i.e., their propensity to
elicit positive ratings or to close conversations, as computed over their first 40 conversations—
could be a strong signal of their future effectiveness. Here, we briefly evaluate the utility of these
non-conversational signals in guiding the re-allocation.
Results. Following the same simulation procedure as before, we start by identifying potentially
effective counselors on the basis of past outcomes. For rating, a predictive model based on past
ratings gets an accuracy of 53.1%—while this outperforms the random baseline, it underperforms
relative to the model trained on tendency (Binomial p < 0.001 for both). This suggests that past
outcomes are indicative of future performance (having accounted for our inference challenges
18Small modifications to these parameters yield qualitatively similar results. In choosing these parameters, we acknowledge
some tradeoffs: lowering these thresholds incurs some noise—concretely, the counterfactual performances would be taken
over a fewer number of counselors and conversations, increasing the chance that the estimates are skewed by exceptionally
good or bad predictions or outcomes. Raising these thresholds decreases the number of shifts considered, resulting in a loss
of statistical power and potentially constraining the representativeness of the findings.
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Fig. 6. Proportions of positive ratings (left) or closed conversations (right), macroaveraged over shifts, in a
simulated counterfactual setting where the platform selects the top k% counselors on the basis of their future
performance as predicted using past conversational tendencies ⃝, or based on historical outcomes □. Error
bars show bootstrapped 95% confidence intervals. The dashed line denotes the actual realized proportion of
positive ratings or proper closures observed in the data. Shapes are filled in for Bonferroni-corrected Wilcoxon
p < 0.01, comparing counterfactual and realized outcomes and pairing on shift.
in the prediction task setup). Nonetheless, the conversational tendencies we considered—while
simplistic—are more informative than non-conversational indicators; the counselors’ behavioral
tendencies may be less noisy and more robust across circumstances than the past ratings they
receive from different texters, especially given the low response rate.
Reflecting the relatively low prediction accuracies, the counterfactual outcomes from accounting
for past ratings do not significantly improve upon realized outcomes (Wilcoxon p ≥ 0.01, results
macroaveraged over shift shown in Figure 6 left, as □). At each k , these outcomes are lower than the
counterfactual outcomes attained using the tendency-based approach (comparing relative heights
of the  and □ markers), though none of these differences are statistically significant (Wilcoxon
p ≥ 0.01). This shows that there is some promise to going beyond non-conversational information,
while motivating the need for richer conversational signals that could be more informative.
For closure, a predictive model based on a counselor’s past ability to close conversations slightly
outperforms the model using tendencies, with an accuracy of 51.6% (p < 0.001). We find that at
k = 50% and 75%, the counterfactual outcomes from using past closure propensities do significantly
exceed realized outcomes (Wilcoxon p < 0.01, Figure 6 right, indicated as ■).19
5 DISCUSSION
In this work, we considered the problem of translating observed relationships between conversa-
tional behaviors and outcomes into actionable insights. Through examining a particular policy—
allocating agents in conversational platforms—that such observational analyses could inform, we
formally described the inference task and inherent challenges involved, translating causal inference
arguments to the domain of conversations. In the context of crisis counseling, we demonstrated
the importance of properly addressing these challenges, but also the potential benefits of policies
that are informed by careful analyses of conversations. Here, we describe how our particular work
informs broader studies of computer-mediated settings where conversations play a central role. We
also highlight some empirical and theoretical limitations that future work could take up.
The bulk of our work examines one type of conversational setting—goal-oriented asymmetric
conversation platforms—and one type of policy—allocating agents. This focus enables us to develop
theoretical descriptions that clearly highlight key aspects of the inference task—the relationships
between behavior, circumstance, and outcome; it is also grounded in a socially consequential real-
world setting, crisis counseling. We note, however, that this inference task is relevant to a broader
range of conversational settings: like team discussions or public forms, where conversational roles
19We attribute the lower counterfactual estimate at k = 25% to noise, since fewer counselors are re-allocated at this setting.
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may be more fluid and extend beyond that of agent and client, while different participants may
have different goals in the conversation. A platform could also pursue a range of other policies,
such as training effective conversational behaviors or deterring detrimental ones via practices
like moderation. These related settings and policies inherit the challenges we have described: the
underlying problems of causally relating behaviors and outcomes, and of addressing the inference
challenges from assignment and interaction, continue to be salient beyond our particular focus.
We see our work as critically examining one important part of developing policies to improve
conversational platforms: translating descriptive findings based on observational data into pre-
scriptive information. Designing and implementing these policies requires a wealth of additional
research. For instance, other studies could examine more intricate conversational behaviors and
tendencies, viewing the rich types of characteristics explored in many past descriptive studies
through a causal lens. A more nuanced understanding of conversational outcomes is needed to
gauge the effectiveness of any policy. For example, in this setting, a complementary line of work
could develop more informative ways to elicit texter feedback, seeking to better understand and
mitigate the presently low response rate; understanding longer-term impacts of a counseling
conversation would also be valuable.
Numerous factors relating to the implementation of a policy would need to be accounted for as
well; as noted earlier, the estimated benefits of allocating more conversations to counselors must be
weighed against the potential for the additional workload to strain the counselors’ mental health
and conversational effectiveness. Addressing these aspects is beyond the scope of our work, and we
look to other studies of computer-mediated communication platforms for promising approaches
[30, 32]. However, we emphasize that the core problem of measuring the causal effects of a policy is
salient regardless of the extent to which other components of the policy are well-developed—such
that identifying these effects, while not sufficient, is necessary in informing these policies.
5.1 Limitations
Our present study is subject to two broad types of limitations, relating to the extent to which our
conceptual description is a good model of real-world communication platforms like the counseling
service, and to aspects of the model that could be extended to encompass a broader range of settings.
Empirical limitations. Throughout our paper, we’ve argued that the type of conversation platform
we theoretically examined, and the assumptions necessary to mitigate inference challenges, are
represented in the crisis counseling setting and are realistic across a broader range of domains.
As we’ve noted, we must inevitably make some assumptions about the nature of the counseling
platform. Concretely, we supposed for sake of demonstration that assignment is random within
shift and that dependencies do not exist between different conversations taken by a counselor.
In practice, the platform’s assignment procedure prioritizes clear cases of suicidal ideation, and
more experienced counselors can take multiple conversations at once, which may induce cross-
conversational dependencies. Future work could better account for factors such as these, that exist
across other conversational settings. In particular, these efforts could investigate the extent to
which the solutions we propose are sensitive to these exceptions, and could relax the assumptions
that these exceptions challenge.
Theoretical limitations. Our theoretical formulation—of a particular inference problem in a
particular type of conversational setting—could be relaxed or extended in several ways. In the
purview of this subproblem, the solution we propose to mitigate the bias from assignment requires
us to control for a selector variable such as shift, and hence restricts us from making comparisons or
agent allocations across shifts, or from applying our approach to settings where selector variables
are not fully observable. Future work could consider ways to relax this requirement, perhaps by
using parametric models of the relation between shift, behavior and outcome.
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We have examined a simple formulation of an allocation policy: discovering and hence allocating
more conversations to the most effective agents within a shift. Future work could examine more
sophisticated allocation policies, and the more complex causal inferences required to motivate
them. For instance, finer-grained models of tendency and circumstance could point to policies that
match agents with situations they are particularly well-suited to address, given their behavioral
tendencies. A complementary line of work could more rigorously interrogate the assumption at
the heart of our simulated re-allocation (§4.3.2) by accounting for the impact of increasing agents’
loads, or by examining policies that are less contingent on this assumption.
Our methodology could also be extended to encompass a broader range of conversational
paradigms beyond asymmetric settings, such those involving discussions in a team [6, 12, 22, 65].
Such extensions would need to account for additional properties of the domain, such as a more
diverse and dynamic range of conversational roles, over which the platform might have varying
degrees of leverage. In such contexts, the attributes of the individuals involved as gleaned from
indicators such as personality types or demographic information, as well as how these attributes are
combined, has been experimentally shown to potentially impact the effectiveness of a discussion
[7, 66]. Here, it would be interesting to see how conversational tendencies could be used in concert
with these non-interactional labels.
Our work is crucially limited to addressing the problem of agent-level allocation. As such, we’ve
examined a coarser policy than that of training agents to adopt particular behaviors. Future work
could take up the corresponding inference task: estimating how a change in an agent’s behavior,
once they are assigned to a conversation, affects the conversation’s outcome. Intuitively, this task is
more challenging to address: as previously noted, taking agent-level aggregates allows us to abstract
away from the circumstances within a conversation in our analyses; in the training paradigm,
circumstantial factors could be even more intricately entangled with behavior and outcome.
Our work addresses two key features of analyzing conversational data: that this data is often
observational, and that it contains complex interactional dynamics. However, we leave an additional
pillar of this setting open: conversations are linguistic. As such, the behavioral signals we glean
from the data are necessarily low-dimensional representations [18, 28, 63] of abstract and perhaps
more consequential conversational qualities. For instance, our formulation allows us to reason
about the effect of allocating agents, and in the counseling setting we show that verbosity is a
good signal of a counselor’s effectiveness. However, unilaterally instructing to counselors that
they increase the number of words they use may be ineffectual, if verbosity is simply a proxy
for a tendency that is less straightforward to model, such as eloquence. This present limitation
further constrains our ability to translate inferences we’ve made to policies such as training, and to
make finer-grained statements about conversational behaviors and their impacts. Thus, there is
ample opportunity for future work to address this gap, by way of more nuanced examinations of
conversational behaviors and of their causal effects.
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