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ABSTRACT 
The purpose of this work was to investigate the effect of genetically engineered 
charge modifications on the separation behavior of proteins in aqueous two-phase extraction. 
The proteins used in this study included; P-galactosidase, modifîed by the fusion of 
positively- or negatively-charged peptide tails to the carboxy terminus of the enzyme, and 
lysozyme, which has been altered by site-directed mutagenesis to replace basic amino acids 
with acidic ones. The effects of these charge modifications were evaluated in phase systems 
utilizing two different charge-based mechanisms. 
Protein net charge was found to be effective in systems where partitioning is driven 
by a salt induced interfacial potential difference. By varying the system pH, the partitioning 
of p-galactosidase could be increased by several orders of magnitude, and although the 
change in partitioning of lysozyme was much smaller, its behavior could be quantitatively 
described by a simple thermodynamic model. The genetic modifications were less effective 
in altering partition behavior using this mechanism. The charged fusion tails altered partition 
behavior through offsetting mechanisms, masking the effect of the additional charge on |3-
galactosidase. The point mutations had a smaller effect on lysozyme partitioning than that 
observed for an equivalent pH dependent charge change. 
Direct ionic interaction between polymers and proteins of opposite charge had an 
even larger effect on partition behavior. Strong interactions between P-galactosidase and 
diethylaminoethyl-dextran resulted in the formation of protein/polymer aggregates, causing 
nearly 100% of the enzyme to partition to the DEAE-rich phase. The effect of the fusions 
was less clear, since the observed partitioning trends could not be completely explained in 
terms of charge effects. However, the high positive charge density of the polyarginine tails 
provided for a localized interaction with dextran sulfate, causing fifteen fold shifts in 
X 
partition behavior even though both polymer and protein were of like charge. Similarly, 
lysozyme partitioned to phases containing dextran sulfate as a result of attractive 
polymer/protein interactions, and up to seven fold shifts in partitioning were observed as a 
result of the point mutations. For these cases, altering protein charge by point mutation 
appeared to be more effective than the fusion technique. However, the apparent advantage 
may be due to the low net charge of the protein (lysozyme) receiving the point mutations. 
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GENERAL INTRODUCTION 
The research presented here was designed to enhance the selectivity of protein 
purification in aqueous two-phase extraction through the use of genetically engineered 
proteins. The proteins used in this study were P-galactosidase from Escherichia coli and 
lysozyme from the bacteriophage T4. ^-Galactosidase was modified through the genetic 
fusion of positively- or negatively-charged peptides to the carboxyl terminus of each of the 
protein's four subunits. Site directed mutagenesis was used to alter the net charge of T4 
lysozyme by genetically replacing surface exposed lysine residues with glutamic acid. By 
appropriate choice of phase system, the unique charge properties resulting from these 
modifications can be used to alter the partitioning and enhance the separation capabilities. 
The specific questions that this work was designed to answer are: 
1. How do the charged tails on p-galactosidase and the charge-change point mutations 
of T4 lysozyme affect the partitioning? Partitioning in aqueous two-phase systems is 
driven by such factors as electrochemical, hydrophobic, and affinity interactions and 
molecular size and conformation. Can a change in partitioning resulting from the 
presence of a fusion tail be ascribed to a charge effect alone? Can changing 
individual amino acids signifîcantly affect partition behavior? 
2. What tail design is capable of maximizing the change in partitioning? It has been 
proposed and demonstrated tiiat partitioning is a function of protein net charge 
(Johansson, 1974, Brooks et al., 1984, Albertsson, 1986, Haynes et al., 1991). 
Therefore, a longer charged tail should lead to a stronger effect on partitioning. 
However, steric and stability characteristics may present barriers which limit the 
useful tail length. 
3. Which phase systems are best able to take advantage of the charged fusions and point 
mutations? Charge based separations are typically carried out in two-polymer phase 
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systems containing salts that generate an interfacial potential difference to drive the 
partitioning of charged solutes. The addition of charged polymers may result in direct 
charge interactions which could take advantage of regions of high charge density on 
the protein surface or the fusion tails. 
4. Do current models account for the observed behavior? 
Explanation of Dissertation Format 
The dissertation has been divided into five chapters. The first chapter provides a 
general overview of protein separations, introduces the technique of protein extraction in 
aqueous two-phase systems and discusses the major analytical methods used for the analysis 
of these systems. The second through fourth chapters are presented in journal paper format. 
The first paper describes a method for estimating protein net charge, with a comparative 
analysis to experimentally determined isoelectric points and titration data. The second and 
third papers describe the partitioning effects of the charge mutations in various phase 
systems. Finally, a general conclusions section summarizes the significance of these results 
and their importance to the field of protein separations. 
Three appendices are included which provide information that was not central to the 
partitioning results and will not be published. Appendix A provides additional detail of the 
genetic engineering, production, and purification of the charge mutants. Appendix B 
tabulates the net charge estimations for the |3-galactosidase fusions and T4 lysozyme mutants 
presented in the second and third chapters, and provides the amino acid counts used in the 
calculations. Appendix C details the use of laser light scattering for the determination of 
protein/polymer interactions, and applies them to some of the partitioning results. References 
cited in these appendices and the general introduction appear immediately after the general 
conclusions. 
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Literature Review 
Protein Separations 
The development of recombinant DNA technology and protein engineering has made 
it possible to induce microorganisms to produce large quantities of materials that were 
previously produced in minute amounts or not at all. Over the past few decades, 
biotechnology has produced a large number of clinically useful protein products and bulk 
industrial enzymes (Table 1), with promises of a rapidly expanding industry (Table 2). With 
these capabilities comes an increased demand for more effîcient processing methods. The 
therapeutic products typically require high degrees of purity, which may involve many 
processing steps, from initial clarifîcation, fractionation, and concentration to multiple 
chromatographic polishing steps. On the other hand, industrial enzymes typically do not 
require such high degrees of purity, which tends to simplify the processing requirements. In 
both cases, economics play a signifîcant role in the production, either through excessive 
processing for therapeutics, or large scale combined with low value for industrial enzymes. 
Therefore, it is becoming increasingly important to find low cost separation methods which 
are easy to implement and can reduce the amount of processing steps required to achieve the 
desired purity. 
The difficulty with protein puriGcation, and hence the number of processing steps 
that may be required, is highly dependent upon the system in which the protein product is 
produced. Proteins which are excreted from the host organism are in a relatively pure form 
but suffer from dilution in the fermentation broth. On the other hand, intracellular products 
are more concentrated, but must be recovered from a cell homogenate which contains cell 
debris, nucleic acids, and upwards of 10(X) different proteins. 
Further complicating the purification process is the fact that proteins are labile 
molecules. Their structures, on which activity depends, can be irreversibly destroyed if 
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Table 1. Current therapeutic and bulk industrial polypeptides 
Clinical enzymes* 8 Industrial enzymes** 
Disorder Products 1 Market Products 
AIDS iCD4 1 Starch a- and ^-amylase 
Cancer Monoclonal antibodies 
Fibroblast growth factor 
amyloglucosidase 
glucose isomerase 
Human platelet factor VIII Sucrose invertase 
a-, P-, and ^ -Interferons Dairy P-galactosidase 
Tumor necrosis factor Beverages pectinases 
Cardiovascular Saruplase glucose oxidase + catalase 
Tissue plasminogen activator Baking a amylase 
Arterial natriuretic peptide proteases 
Superoxide dismutase hemicellulases 
Altplase amyloglucosidase 
Common Cold Intracellular adhesion molecule Laundry aids alkaline protease 
Hormone Disorders Human insulin «-amylase 
Human somatotropin Leather protease 
Nervous System Ciliary neurotrophic factor 
Nerve growth factors 
Textile a-amylase 
Transplant Rejection OKT-3 
Wound Healing Bone growth factor 
Epidermal growth factor 
Fibroblast growth factors 
Mussel adhesive protein 
Platelet derived growth factor 
* Adapted from Hughes and Qoronfleh (1991). 
Adapted from Somers et al. (1989). 
Table 2. Expanding biophannaceutical markets (Adapted from 
Hughes and Qoronfleh, 1991) 
Market $ Estimate (in millions) 
1995 2000 
Cancer therapies 730 1,900 
Cardiovascular disease remedies 680 1,500 
Monoclonal antibodies 200 490 
Growth factors 670 1,500 
AIDS treatments 100 500 
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placed in a hostile environment. It is therefore important that new separation methods 
provide an environment that is able to maintain protein viability. 
The extraction of proteins in aqueous two-phase systems has many of the 
characteristics needed to address the problems inherent in protein purification discussed 
previously. Composed mostly of water, the phases present a biologically friendly 
environment for maintaining biological viability. In addition, the phase forming polymers 
can have a stabilizing effect on proteins. Rapid mass transfer between the phases allows for 
short processing times and reduces the potential for protein degradation. The process is 
readily scaled from bench-top to pilot or production scale, with scale-up factors greater than 
20,000 reported (Kroner et al., 1982). Finally, process design requirements are minimized 
since conventional contacting equipment can be used (Carlson, 1988, Sikdar et al., 1991). 
Several drawbacks to this technique include slow demixing of the phases, increased 
use of chemicals, a lack of models to predict partitioning, and low selectivity. The slow 
demixing problem arises from the small density differences and viscous nature of the phases, 
but can be overcome using centrifugation. High chemical use, and hence increased 
operational costs, can be reduced through phase recycling. The lack of useful theoretical 
models to predict partitioning continues to be a drawback, requiring potential users to 
determine system parameters through empirical testing. Low selectivity, which results from 
the non-specific nature of the partitioning mechanism, is the main focus of this research. 
Aqueous Two-Phase Systems 
First described by Beijerinck in 1896, aqueous two-phase systems were originally 
applied to bioseparations by Albertsson in 1958, and have since been applied to many 
different biological materials, including cells, microorganisms, viruses, intracellular 
organelles, membrane vesicles, nucleic acids, and proteins (Albertsson, 1986). Extensive 
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information regarding aqueous two-phase extraction can be found in the texts of Walter et al. 
(1985), and Albertsson (1986), and are the main sources for the background information 
presented here. The phase systems typically consist of an aqueous mixture of two 
incompatible polymers or a polymer and salt which, when allowed to settie, separate into two 
or more phases, with one polymer predominating in each phase (Fig. 1). The basis for 
separation in these systems is the selective distribution of material between the phases. 
Figure 1. Polymer compositions of the phases formed by a mixture of 8.0% dextran-40 
and 8.5% PEG-3350 in 0.01 M potassium phosphate 
Many different polymer combinations have been shown to form phase systems (Table 
3), and incompatibility between polymers, whether ionic or nonionic, is a common 
phenomenon. The combination of molecular interaction and the entropy of mixing is what 
determines whether phase separation will occur. Molecular interactions will dominate in 
mixtures of large molecules, since the attractive forces between like polymers are greater 
Dextran: 2.1 % 
PEG: 11.5 % 
Water: 86.4 % 
PEG: 4.0 % 
Water: 78.1 % 
Dextran: 17.9 % 
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Table 3. Compositions of some aqueous two-phase systems (Huddleston and Lyddiatt, 
1990) 
Polymer Polymer-Water Systems (non-ionic) Polymer-Polymer-Water Systems (ionic) 
Polyethylene glycol Dextran 
Ficoll 
Polypropylene glycol 
Polyvinylpyrrolidone 
Dextran Hydroxypropyldextran 
Ficoll 
Methyl-cellulose 
Polyvinyl alcohol 
Polypropylene glycol Hydroxypropyldextran 
Polyvinyl alcohol 
Polyvinylpyrrolidone 
Dextran 
Na dextran sulfate 
DEAE dextran HCl 
Dextran NaCl 
Polyethylene glycol NaCI 
DEAE dextran HCl NaCI 
Polyethylene glycol Li^SO^ 
Methylcellulose 
Low Molecular Weight-Polymer-Water 
Potassium phosphate 
Propyl alcohol 
Butylcellosolve 
Glucose 
Polyethylene glycol 
Polyvinylpyrrolidone 
Dextran 
Dextran 
Polyvinyl alcohol 
Polypropylene glycol 
than those between unlike polymers. Therefore, the entropy of mixing is overcome and phase 
separation occurs. 
The combination of two incompatible polymers in water, however, does not mandate 
phase separation. The polymers must be present at the proper concentrations to overcome the 
entropy of mixing and allow phase splitting. The concentration cut-off for phase separation 
of a solution of two polymers is typically described by a curve, called the binodal, on a 
concentration phase diagram (Fig. 2). The binodal separates the diagram into one- and two-
phase regions, where mixtures with compositions falling above the binodal separate into two 
phases, while those below the curve do not. From a single composition point above the 
binodal. A, two equilibrium phases will result having the compositions of the top, T, and 
bottom, B, phases located on the binodal and connected through a tie-line with the overall 
composition. Applying the lever rule to the tie-line along with a mass balance, one can 
determine the volume ratio, R, of the phase system: 
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The total amount of product recovered in one phase can be adjusted by changing the volume 
ratio to increase or reduce the volume of the product containing phase. Point C represents the 
critical point of the binodal. As this point is approached from the two phase region the 
compositions of the two phases become more sinndlar until reaching point C when both 
phases become identical and distinct phases are no longer present The separation capacity 
for a solute is diminished for phase systems near the critical point as a result of a more even 
distribution between the phases. Using phase systems farther away from the critical point 
increases solute partitioning, but also increases the viscosity of the phases, making the phase 
separation more difAcult. 
Two-Phase Region 
One-Phase Region 
Polymer 1 (% wt/wt) 
Figure 2. A general phase diagram for a two-phase system with critical point, C, and tie 
line passing through the total composition. A, and phase compositions, T and B 
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The properties of the phase system depend on many factors, including polymer type 
and molecular weight, temperature, and the presence of other low molecular weight 
compounds. Typically, the higher the molecular weight the lower the concentrations needed 
to cause phase separation. Also the larger the difference in molecular weight between the 
polymers the more asymmetrical the binodal and the stronger the solute partitioning. The 
time for phase separation, an important commercial consideration, varies widely for different 
phase systems and is dependent on the density difference, viscosity and interfacial tension 
between the phases. Systems such as PEG/phosphate or PEG/dextran have reasonably short 
settling times, 5-30 minutes, while systems such as Ficoll/dextran or methylcellulose/dextran 
have settiing times on the order of hours, which can be shortened with the use of 
centrifugation. The presence of low molecular weight substances, such as salts, can be 
included to provide an appropriate medium to maintain biological activity. In systems with 
nonionic polymers, salts have little effect on the phase diagram, but can signifîcantiy alter 
the partitioning of charged solutes through a salt induced interfacial potential difference. In 
systems containing charged polymers, the ionic strength and type of ions present can have a 
dramatic effect on the phase system. For example, a mixture of dextran sulfate and PEG will 
not form a two-phase system unless sodium chloride is included in the mixture. If the sodium 
chloride concentration is increased above 0.1 S molar, lower concentrations of the polymers 
are needed for phase separation to occur (Albertsson, 1986). The electrostatic properties 
introduced by the incorporation of charged polymers and/or salts into the two-phase systems 
provides Uie driving force for charge-based partitioning that is of interest here. 
Partitioning in Aqueous Two-Phase Svstems 
The mechanism for partitioning of solutes in aqueous two-phase systems is a complex 
combination of solute interactions with the surrounding solution. These interactions include 
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bonding through hydrogen, ionic, hydrophobic and other weak force interactions. While their 
individual phase contributions are not easily estimated, the net effect is likely to be different 
in each phase. This difference in interaction is what drives the partitioning of a species into 
one of the phases. 
In addition to the partitioning effects of polymer size, molecular weight, and phase 
system composition discussed in the previous section, partitioning can be enhanced through 
hydrophobic and affinity binding and electrostatic effects resulting from the addition of 
appropriate components to the phase system (Table 4). Substantial changes in the partition 
coefficients for P-galactosidase, lysozyme, and ovalbumin have been obtained by varying the 
salt concentration in the phase system (Johansson, 1971, Veide et al., 1983, Andersson and 
Bailey, 1987, Schwenzer and KopperschlSger, 1989). Substituted polymers added to a phase 
system can also have dramatic effects on partitioning. Hydrophobic affinity partition was 
obtained using PEG substituted with various fatty acids. The partition coeffîcient of human 
serum albumin increased by two orders of magnitude using a stearate ligand (Cjg fatty acid), 
but no change was observed for chain lengths less than 10 (Shanbhag and Axelsson, 1975). 
Charge based separations are obtained by including charged polymers in the phase system; 
however, the type of charge group used is important in affecting partitioning. The partition 
coefficient of bovine serum albumin decreased by a factor of three when trimethylamino-
PEG was included in the phase system, whereas it increased by a factor of 43 when PEG-
sulfonate was used. 
Biospecific ligands can also be attached to one of the phase forming polymers to 
effect an affinity partition. Triazine dyes bound to PEG are a common ligand used in 
aqueous two-phase separations (KopperschlSger et al., 1983) and have provided up to 240-
fold increases in partitioning (Johansson and Andersson, 1984). More specific ligands 
utilizing enzyme-substrate binding (Godbole et al., 1991) or metal chelation (Arnold, 1991) 
Table 4. Typical protein partition coefficients 
Protein Partition 
Coefficient 
Phase System Ligand 
Lysozyme* 0.64-2.8 8% PEG/8% dextran/0-100 mM NaCl 
Ovalbumin* 0.26-0.92 8% PEG/8% dextran/0-100 mM NaCl 
P-galactosidase^ 9.7 8% PEG/8% dextran 
62 63% PEG/10% phosphate 
0.8 -104 6.5% PEG/14% Aquaphase PPT/10-100 mM pho^hate 
BSA^ 0.34 8% PEG/8% dextrai|/30 mAf acetate 
0.11 8% PEG/8% dextran/30 mAf acetate Trimethylamino-PEG 
14.7 8% PEG/8% dextran/30 mAf acetate PEG-sulfonate 
C36PDH<> 0.085 5% PEG/7% dextran/25 mAf phosphate 
7.5 5% PEG/7% dextran/25 mAf phosphate Ptocion Yellow HE-3G 
CPDH*" 0.061 5% PEG/7% dextran/25 mAf phosphate 
14 5% PEG/7% dextran/2S mAf phosphate Procion Yellow HE-3G 
Vancomycin' 1.6-8.0 7% methoxy-PEG/10% dextran/25 mAf citrate m-PEG-alanyl-alanine 
Hemoglobin' 0.25 7% PEG/4.4% dextran/O.l Af NaCI/10 mAf phoq)hate 
6.0 7% PEG/4.4% dextran/O.l Af NaCI/10 mAf phosphate Cu(n)PEG-IDA 
ZZT08 1.6 10.8% PEG/13.3% phosphate 
ZZT38 % 10.8% PEG/13.3% iriiosphate Hydrophobic fusion tail 
" Johansson, 1971. 
** Andersson and Bailey, 1987, Veide et al., 1983, Schwenzer and Kc^peischlâger, 1989, respectively. 
Johansson, 1970. 
^ G6PDH = glucose 6-phosphate dehydrogenase; GPDH = glyceraldehyde pho^hate dehydrogenase. Johansson and 
Andersson, 1984. 
® Godboleetal.,1991. 
^ Wuenschelletal., 1990. 
8 ZZrO is a derivative of staphylococcal protein A, and ZZT3 contains a fusion consisting of three rq)eats of the tetrapeptide 
Ala-Tip-Tip-Pro.KôhleretaL, 1991. 
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have also been used. The metal chelation mechanism utilizes surface histidines that can bind 
metal ions. The metal ions, typically copper, are coordinated with iminodiacetic acid (IDA) 
which is coupled to PEG. Increases in partitioning up to 37-fold were observed for various 
heme-containing proteins as a result of the inclusion of the Cu(II)PEG-ID A complex in the 
phase system (Wuenschell et al., 1990). However, the lack of surface-oriented histidine 
residues limits the usefulness of this technique. 
These hydrophobic, charge, and chelation studies demonstrate the importance of 
protein surface characteristics and ligand design in the partitioning of proteins. While most 
affinity studies have dealt with the addition of a binding ligand to one of the phase-forming 
polymers, recent work has also focused on the genetic addition of binding sites to the 
protein. The genetic modifications may incorporate binding sites into the surface of the 
protein or add fusion tails to the protein's carboxy or amino terminus. The metal chelation 
mechanism has been used in combination with polyhistidine fusion tails to improve the 
separation characteristics of various proteins (Arnold, 1991). Kôhler et al. (1991) have 
studied the hydrophobic properties of polytryptophan fusion tails added to a modified protein 
A, with 50-fold increases in partition coefRcients observed in PEG/phosphate systems. The 
research presented here has utilized genetically engineered proteins, whose charge 
characteristics have been modiHed through changes in surface charges or through the 
addition of charged fusion tails, to alter the partition behavior in polymer/polymer two-phase 
systems, utilizing the charge-induced properties resulting from the presence of salts and 
charged polymers. 
Modeling Methods for Aqueous Two-Phase Separations 
Accurate models to predict the partitioning of a solute in aqueous two-phase systems 
are necessary for more widespread use of this technique. Several classes of models have been 
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presented and modified over the years in an effort to provide a means of predicting the 
partitioning behavior of proteins in aqueous two-phase systems. Reviews of these models can 
be found in the literature (Walter et al., 1985, Albertsson, 1986, Baskir et al., 1989, Abbott et 
al., 1990, Walter et al., 1991). 
Partitioning is an equilibrium prbcess and equilibrium thermodynamics have been 
used to describe the partition coefHcient in these systems (Albertsson, 1986). The condition 
for equilibrium is that the chemical potential for each solute must be the same in both phases: 
f^p.T = f^p,B (2) 
For each phase the chemical potential of a protein, including a term for electrostatic 
interactions, is: 
/j,p = /ip + RTlnfpCp + FZpip (3) 
where R is the gas constant, T is the temperature,)^ is the activity coefficient, F is Faraday's 
constant, is the net charge on the protein, and <|) is the electrostatic potential. Applying this 
expression to both sides of equation 2 and rearranging gives: 
In*:, = In^  = In^  + (4) 
where the partition coefOcient, Kp, is defined as the ratio of solute concentrations in the top 
and bottom phases. If the reference states for the top and bottom phases are taken to be 
equal, the expression simplifies to: 
FZ 
\nKp = XnKg + (5) 
where Kq is the partition coefficient in the absence of an interfacial potential difference, 
A(t> = <pQ-(l)T. In developing this model, the protein is assumed to carry a point charge 
equal to its net charge, and the protein concentration is assumed to be sufficiently low so as 
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to not disturb the interfacial potential difference. The model has been recently criticized 
because double layer effects are ignored in apparent violation of the Poisson-Boltzmann 
equation (Neogi, 1993). However, the predicted logarithmic dependence of partition 
coefficient on protein net charge has been shown to be at least qualitatively valid for small 
proteins by Johansson (1974) as well as in this work (see second paper). 
Lumped into Kq are the partitioning effects of hydrophobic interactions, affînity 
binding, and other non-charge based interactions, which have been dealt with using various 
forms of solution theory. The two main model types employ either the Flory-Huggins theory, 
which takes a statistical mechanical approach in which the solution is represented by a three 
dimensional lattice with sites occupied by solvent molecules or polymer segments (Huggins, 
1942, Flory, 1953), or the osmotic virial expansion of Edmond and Ogston (1968). 
The parameters which describe the system using the Flory-Huggins model are the 
molar volumes of the polymers relative to the solvent and the interaction constants. The 
latter are proportional to the energy change required to replace polymer/polymer and 
solvent/solvent contacts with polymer/solvent contacts. A simplified version of this model 
relates the protein partition coefficient to the difference in polymer concentration between 
the phases (Diamond et al., 1989). The model successfully described the partitioning of 
dipeptides and low molecular weight proteins, but was inadequate for higher molecular 
weight proteins. 
The osmotic virial expansion of Edmond and Ogston (1968) was also used to relate 
the protein partition coeffîcient to differences in polymer concentration between the phases. 
However, the interaction parameters in these models represent polymer/protein interactions 
that have been related to second virial coefHcients. The coefficients have been calculated 
from first principles using excluded volume theory (Forciniti and Hall, 1990), or measured 
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using low-angle laser light scattering (LALLS) (King et ai., 1988). Again, limited success in 
predicting partitioning has been achieved. 
All of these models lack the ability to account for the presence of charged species 
which are clearly important in driving partitioning. King et al. (1988) obtained good 
predictions for partitioning by combining the osmotic virial expansion with the electrostatic 
interaction term of equation 5 to obtain: 
Here m is the molal concentration of the phase polymers, 2 and 3, and protein, p, (see Fig. 
5), and the aip are the polymer/protein interaction parameters. An inherent problem with this 
model is that the interaction parameters can not be interpreted clearly in terms of molecular 
properties and must be measured for each combination of polymer molecular weight, salt 
concentration, pH, and protein type. 
Two recent reports have attempted to deal with the electrostatic effects in a more 
complete manner. Neogi (1993) has presented a theoretical development that uses Hill's 
thermodynamics of small systems to describe the protein net charge, the Poisson-Boltzmann 
equation to account for double layer effects, and the Flory-Huggins lattice model to describe 
the non-electrostatic effects. The result of this analysis gives an expression in which InKp is 
predicted to be proportional to the square of the protein net charge and is independent of the 
interfacial potential difference. Qualitative agreement was observed for partitioning data of 
ribonuclease and bovine serum albumin; however, quantifying the results is complicated 
since the proportionality is a function of the protein size, Boltzmann constant, Debye length, 
and temperature. Haynes et al. (1993) have developed a model based on McMillan-Mayer 
solution theory using a generalized mean-spherical approximation to account for electrostatic 
forces. The model couples the Boublik-Mansoori equation of state for hard sphere mixtures 
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with the osmotic virial expansion to account for short range forces. This model predicted 
phase diagrams and interfacial potential differences in good agreement with experimental 
results. In addition, excellent predictions of partition coefficients for several pure proteins 
were obtained, and good agreement was observed for the same proteins partitioned from 
protein mixtures. The main drawback to this model is the number of parameters that must be 
determined experimentally for each protein/phase system/salt composition combination. 
Two types of affinity partitioning models have appeared in the literature. Baskir et al. 
(1989) have extended their lattice model to include affînity binding effects; however, this 
model suffers from the same defîciencies as the Hoiy-Huggins models. More commonly 
used is a model originally presented by Flanagan and Barondes (1975) relating the partition 
coefficient to the Gibbs free energy change resulting from the transfer of the polymer-ligand-
protein complex across the phase boundary (Abbott et al., 1990). Relating the free energies 
to association constants for the proteins and ligands and generalizing for n binding sites 
yields an expression for the partition coefficient: 
Kp = Ko 
kS y 
(7) 
where AT J and are the protein-ligand association constants in the top and bottom phases 
respectively. This model assumes that the ligand is in excess such that all n binding sites are 
occupied and that each binding site is independent. It is generally found; however, that the 
number of binding sites, n, determined from experimental partition coefficients is non-
integer and is lower than the known number of binding sites. This suggests that the binding 
of each additional ligand to a protein molecule is not constant and is affected by the ligand(s) 
already bound. 
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Interfacial Potential Différences 
In order to apply either equation S or 6 to predict partition coefficients it is necessary 
to determine the interfacial potential difference, = Potential measurements have 
been made using silver/silver chloride electrodes with either microcapillary salt-bridges or 
capillaries containing agar salt-bridges (Brooks et al., 1984, Haynes et al., 1991). Figure 3 
shows a schematic of the set-up used for measuring the potential differences which consists 
of two Ag/AgCl electrodes connected to a preamplifier with a high input resistance and 
monitored by an oscilloscope. The electrodes and phase systems are enclosed in a Faraday 
cage to eliminate external electrical interference. The measurement is made by fîrst placing 
both electrodes in the top phase and zeroing the reading on the oscilloscope. A third 
silver/silver chloride electrode is included in the top phase to provide a stable zero potential 
in that phase. One electrode is then passed through the interface into the bottom phase and 
the potential difference is recorded. 
V' 
Figure 3. Ag/AgCl capillary electrode set-up for measurement of interfacial electrostatic 
potential differences 
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A problem inherent to this technique is that the measured potential difference is not 
the actual interfacial potential difference of the phase system, but includes potentials which 
arise from the junctions of the various components of the electrode and from contact with the 
phase system. These junction potentials cannot be measured independently from the 
interfacial potential. Brooks et al. (1984) proposed to account for this effect by comparing 
the potentials measured in two phase systems differing only in the type of salt present. 
Utilizing the thermodynamic requirement that the chemical potential of a species must be 
equal in a system in equilibrium, it was proposed that for the ion common to both systems: 
where 40/ is the potential difference for system /; AT, is the partition coefficient; aj- = fiai At 
where fis the activity coefficient; and Apif is the standard state chemical potential 
difference. It was reasoned that by taking this difference the effect of the junction potentials 
should cancel. At low salt concentrations the last term on the right hand side should vanish 
and A<})i -A<j)2 can be calculated from partition and activity coefficients, and was found to 
be within 20% of the measured value, but as the salt concentration increased above about 30 
mM the prediction became less accurate. 
Another approach used to determine the nature of the measured potential difference 
was the application of the "quasi-electrostatic-potential theory", developed by Newman 
(1973), to Albertsson's model (Haynes et al., 1991). In this approach the electrolytic cell is 
divided into 8 interboundary regions (Fig. 4). Newman related the cell potential, U, to the 
interfacial potential difference and the difference in the electrochemical potentials of the 
electrons by: 
(10) 
FU = Z^.F<R' - F"') = (11) 
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Applying the equilibrium rule for the chemical potential yields an expression relating the 
measured potential difference to the potential differences of the individual junctions: 
(12) 
a» 
Ag(s) 
P' 
AgCl(s) 
6» 
3MKC1 
Soin 
Transition Region: 
PEG 
rich 
phase 
eb 
Dextran 
rich 
phase 
n m 
S" 
3MKC1 
Soin 
pb 
AgCI(s) 
a'' 
Ag(s) 
Figure 4. Ag/AgCl capillary electrode electrolytic cell (Adapted from Haynes et al., 1991) 
where 40'=^0®*-0^ j,=^0® -0®* j, and 40"'=^0^ -0® j. 
Estimating the relative magnitudes of these three junction potentials, they found that 
A(f>' + 40^' ^ 10% of the total measured electrostatic potential difference, and concluded that 
only a small error is introduced by assuming that = 40''. This assumption has been 
validated in experiments by Johansson (1970), Brooks et al. (1984), and King et al. (1988) 
who assumed that all the electrostatic effects could be included in the term ZpFAip"^'". 
Low Angle Laser Light Scattering 
The use of the virial expansion model (equation 6) requires the determination of the 
interaction parameters, and a^p. These parameters can be found using membrane 
osmometry or differential vapor pressure; however, low-angle laser light scattering (LALLS) 
is an absolute technique that is reportedly the most accurate (Haynes et al., 1989). Utilizing 
the light scattering properties of molecules in solution, LALLS data can be used to determine 
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the weight average molecular weight, z-average RMS radius, {tq and osmotic 
second virial coefficients. A, using the graphical method of Zimm (1948). See Appendix C 
for more details. 
Rathbone et al. (1990) compared the molecular weight and virial coeffîcients of two 
dextran fractions determined using the LALLS technique with light scattering data reported 
by Edsman et al. (1987). They found that the molecular weights agreed to within 13% and 
the osmotic virial coeffîcients to better than 1%. The error in the molecular weight 
determination is attributed to the diffîculty of extrapolating the Zimm plot to zero polymer 
concentration. 
King et al. (1988) used virial coefHcients obtained from LALLS data to predict the 
binodal curve of a PEG-dextran system and were able to show that the type of salt used in 
the phase system could have a dramatic effect on protein-protein interaction. This effect was 
attributed to salt bridging between proteins, attractive interactions caused by electrostatic 
interactions, and conformational changes in the protein structure. They were also able to 
make reasonable predictions of protein partition coefficients for albumin, a-chymotrypsin, 
and lysozyme in PEG-dextran phase systems. 
I have utilized both the interfacial potential measurements of the phase systems and 
laser light scattering to correlate the partitioning results with both the thermodynamic model 
(equation S), and the osmotic virial expansion model (equation 6), and to evaluate the ability 
of the genetic modifications to direct the partition behavior of proteins. 
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A COMPARATIVE STUDY OF PROTEIN NET CHARGE ESTIMATION 
A paper submitted to Analytical Biochemistry 
John R. Luther 
Isoelectric points and net charge characteristics are important parameters that are 
useful in guiding the molecular design of pH-dependent proteins and peptides, and for the 
preliminary evaluation of purification schemes. While this information can often be 
determined experimentally, such experiments may be diffîcult when only limited quantities 
of material are available or solubility near the isoelectric point is low. Therefore, an accurate 
procedure for predicting charge characteristics would be useful. In this report, various levels 
of protein structural information have been combined with the often used Henderson-
Hasselbalch equation to improve its predictive capabilities. 
Previous researchers have employed the Henderson-Hasselbalch equation to predict 
the isoelectric points of proteins from the amino acid composition (1,2,3). Sillero et al. (3) 
attempted to simplify the calculation by clumping the acidic and basic residues into four 
groups with distinct pK values. Isoelectric points were then determined based upon ratios of 
the acidic and basic residues in the molecule (3). This technique greatiy simplifîed the 
mathematics but did not improve the accuracy of the predictions in comparison with results 
obtained by treating each type of amino acid separately. In addition, this type of 
simplifîcation is not applicable to net charge calculations at pH values far from the 
isoelectric point. Tanford improved the predictive results for protein net charge by including 
a term to account for the electrostatic interactions between the protein net charge and a 
dissociating hydrogen ion (5). Unfortunately, this is an empirical term which has been found 
to be pH dependent, thus preventing an a priori prediction of net charge based on amino acid 
content alone. 
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The application of the above techniques requires the assumption that all ionizable 
amino acids have access to the bulk solvent and are independent of their immediate 
environment, which has been found to be reasonable when applied to proteins in denatured 
form (4). However, the assumption begins to break down when native proteins are 
considered. In this case, many of the amino acids are bound within the protein core, not 
contributing to the net charge, and should be eliminated from the calculations. 
This report compares the results of protein charge calculations, some of which 
incorporate an analysis of a protein's three dimensional structure to eliminate protein bound 
charge groups, with experimentally determined isoelectric points and titration data. The 
isoelectric points and net charge curves were calculated using the following formulation of 
the Henderson-Hasselbalch equation: 
where is the net charge, N is the number of identical monomers in the protein, n is the 
quantity of each type of basic or acidic group denoted by the subscripts i and j respectively. 
In this report, a single pK value for each type of amino acid was used, but known differences 
in pK could be readily accounted for in the analysis. 
The calculations were performed using a computer program written using Microsoft 
Quick Basic*^ which prompts the user for the amino acid composition of the protein, and the 
set of pK values to be used (the program includes the pK's listed in Table 1). The program 
uses an iterative halving technique to solve for the isoelectric point, and calculates the net 
charge curve for a user specified pH range. The computed results are displayed graphically 
on the screen, and can be sent to a Ale and/or a printer. 
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Isoelectric point calculations were made for a series of proteins with well-
documented amino acid, pi, and titration information obtained from a non-exhaustive 
literature search. The pi's were determined using all possible charge groups from the 
protein's primary structure, with the exception of those cysteine residues known to be 
incorporated in disulfide bridges. Table 2 compares experimental pi's to those calculated 
using the pK values from Table 1. Good results were obtained, but the Ht depended strongly 
on which set of pK values was used, with no one set providing consistently better results. As 
the protein size increases, one would expect a larger fraction of the charged residues to be 
tied up in salt bridges or hydrogen bonds within the protein's globular structure. This could 
lead to a situation where reasonable isoelectric points are predicted, regardless of size (as 
seen in Table 2), but where charge estimates away from the pi (i.e. titration curves) would be 
erroneous because of the inclusion of bound amino acids not contributing to the net charge. 
The more challenging case of estimating titration curves was tested by comparing 
computed curves with experimental data for hen egg lysozyme and ribonuclease. The 
calculations were performed based on the total amino acid content of the protein, as well as 
with minor modifications using structural information derived from the titration data 
(4,12,13). In extending the analysis to the titration curves, it was found that the results using 
Lehninger's pK values fit best at acidic pH's while the use of Tanford's values worked best in 
the basic region. Therefore, these two sets of pK's were combined to incorporate the acidic 
values from Lehninger and the basic values from Tanford (set LT in Table 1), and were 
subsequently used to calculate the curves shown in Figures 1 and 2. 
Figure 1 shows titration curves for hen egg lysozyme determined for the native and 
denatured protein (4,13). The fact that these curves closely overlap suggests that most of the 
amino acids have access to the solvent in the native protein and are free to contribute to the 
overall net charge. From the titration analysis in urea, Tanford concluded that one of the 
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aspartate residues in his sample had been replaced by the amide (4), and based on this, my 
charge calculation was performed with one less aspardc acid than normally present in 
lysozyme. In the denatured form all of the amino acids, except for cysteines retained in 
disulRde bridges, are exposed to the solvent and their inclusion in the estimation provides 
good agreement with the experimental observations, particularly in the pH range from 3.5-
10. The fit with the titration of the native protein is not as good, even if the amide 
replacement is not used. This disparity suggests that not all of the charged residues are 
completely free to contribute charge. 
In Figure 2, charge estimations of ribonuclease are compared to titration data at 
various ionic strengths (12). The titration analysis found that three tyrosine residues are 
apparently buried in the interior and their pK values were shifted to a much higher value than 
typically observed. Eliminating these three tyrosines from the charge calculations resulted in 
a much better fît in the basic pH region. In both cases, charge predictions using all ionizable 
amino acids, including cysteines, provided only rough agreement with the titration data and 
poor prediction of the isoelectric points. However, elimination of residues found not to 
contribute charge resulted in curves which fit the titration data rather well. Hence, a simple 
correction for bound residues was capable of improving the predictions, and suggests that a 
more thorough structural analysis could further improve the predictive capabilities. 
In order to more completely account for a protein's structural effects, 3-D 
crystallographic data were analyzed to determine the solvent-accessible, ionizable amino 
acids. Amino acids considered not capable of contributing charge were taken as those 
determined to be involved in hydrogen bonding (bonding atoms within 3.5 Â) using 
QUANTA 3.0 molecular modeling software (Polygen Corp., Palo Alto, CA). Coupling the 
bond information with a visual inspection of the protein surface, using KinMage® (David C. 
Richardson, Little River Institute) or RasMol® (Roger Sayle, Univ. of Edinburgh) 
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visualization software, allowed for the determination of residues capable of carrying charge 
and having free access to the solvent. Calculated pi's based on these reduced amino acid sets 
were compared with experimentally determined values for several forms of T4 lysozyme 
(24), and a truncated version of glucoamylase from Aspergillus awamori X100/D27 (25) 
(Table 3). 
The various forms of T4 lysozyme examined include the wild-type enzyme plus three 
mutants containing various numbers of point mutations which replace charge-contributing 
lysine residues with glutamic acids (24). For the lysozyme series, the pFs calculated using 
the full amino acid set are lower than those found experimentally and the change in pi with 
mutation is predicted to be much larger than observed, suggesting internal bonding of 
charged residues. The bonding information extracted from the crystal structure reduced the 
number of residues contributing to the net charge by nearly 50%. The resultant pi's were 
improved for all pK sets, with Lehninger's values providing the best results. Similarly, the 
structural analysis for glucoamylase X100/D27 reduced the number of charge-contributing 
residues by 65% and dramatically improved the pi predictions, with very good fits using 
either Lehninger's pK's or set LT. Increased accuracy would also be expected for the 
calculation of charge curves; however, material limitations have prevented me from 
obtaining the titration data for comparison. 
From the titration and structural analysis it is clear that the mathematical calculation 
of net charge and isoelectric points can be dramatically improved by incorporating structural 
information into the prediction. The main limitation of the structural analysis is the large 
increase in effort required to extract the necessary information from crystallographic data 
with even moderate increases in protein size. This work would be simplified by software that 
would screen crystallographic data for hydrogen bond involvement and solvent accessibility 
of charged amino acids. 
26 
Acknowledgments 
I would like to thank Charles Glatz for his support and useful discussions of this 
work, and Pedro Coutinho for his help in obtaining the crystallographic structure 
information. 
This material is based upon work supported by the National Science under grant No. 
BCS-9108583. The primary author was also partially supported by a USDA National Needs 
Fellowship under grant No. 88-38420-3830. The government has certain rights to this 
material. 
27 
References 
1. Skoog, B., Wichman, A. (1986) Trends Anal. Chem. 5,82-83. 
2. Cameselle, J.C., Ribeiro, J.M., Sillero, A. (1986) Biochem. Educ. 14,131-136. 
3. Sillero, A., Ribeiro, J.M. (1989) Anal. Biochem. 179,319-325. 
4. Roxby, R. Tanfond, C. (1971) Biochem. 10,3348-3352. 
5. Tanford, C. (1961) Physical Chemistry of Macromolecules, 549-573, John Wiley & 
Sons, New York. 
6. Stryer, L. (1988) Biochemistry, 3rd Ed., p. 21,23, W.H. Freeman & Co., New York. 
7. Lehninger, A.L. (1982) Principles in Biochemistry, p. 107, Worth Publishers Co., New 
York. 
8. Tanford, C. (1962) Adv. Protein Chem. 17,69-165. 
9. Ui, N. (1971) Biochim. Biophys. Acta 229,567-581. 
10. Chance, R.E., Ellis, R.M., Bromer, W.M. (1968) Science 161,165-167. 
11. Malamud, D., Drysdale, J.W. (1978) Anal. Biochem. 86,620-647. 
12. Tanford, C., Hauenstein, J.D. (1956) J. Am. Chem. Soc. 78,5287-5291. 
13. Tanford, C., Wagner, M.L. (1954) J. Am. Chem. Soc. 76,3331-3336. 
14. Phillips, D C. (1974) in Lysozyme (Osserman, E.F., Canfield, R.E., Beychok, S., Eds.), 
pp. 9-30, Academic Press, New York. 
15. Klee, C.B., Crouch, T.H., Richman, P.O. (1980) in Annual Review of Biochemistry 
(Snell, E.E., Boyer, P.D., Meister, A., Richardson, C.C., Eds.), Vol. 49, pp. 489-515, 
Annual Reviews Inc., Palo Alto, CA. 
16. Lewis U.J., Dunn, J.T., Bonewald, L.F., Seavey, B.K., VanderLaan, W.P. (1978) J. 
Biol. Chem. 253,2679-2687. 
17. Li. C.H., Grdf, L. (1974) Proc. Nat. Acad. Sci. USA, 71,1197-1201. 
18. Ui, N. (1971) Biochim. Biophys. Acta 229,582-589. 
19. Matthews, B.W., Sigler, P.B., Henderson, R., Blow, D.M. (1967) Nature 214,652-656. 
21. Svensson, B., Pederson, T.G., Svendson, I., Sakai, T. Ottesen, M. (1982) Carlsburg Res. 
Commun. 47,55-60. 
22. Blow, D.M., Birktoft, J.J., Hartley, B.S. (1969) Nature 221,337-340. 
22. Svensson, B., Larson, K., Gunnarsson, A. (1986) Eur. J. Biochem. 154,497-502. 
23. Schmid, K., Schmitt R. (1976) Eur. J. Biochem. 67,95-104. 
24. Dao-Pin, S., Sôderlind, E., Baase, W.A., Wozniak, J.A., Sauer, U., Matthews, B.W. 
(1991) J. Mol. Biol. 221,873-887. 
25. Aleshin, A., Golubev, A., Firsov, L.M., Honzatko, R.B. (1992) J. Biol. Chem. 267, 
19291-19298. 
26. Luther, J.R., Glatz, C.E. (1994) Biotechnol. Bioeng, in press. 
27. Neustroev, K.N., Firsov, L.M. (1990) Biokhimiya 55,776-785. 
29 
Table 1. Amino acid dissociation constants 
Amino Acid pK 
Stryer (6) Lehninger (7) Tanford (8) LT<% 
Amino Terminus 8.0 9.69 7.8 7.8 
Carboxyl Terminus 3.1 2.19 3.6 2.19 
Aspartic Acid 4.4 3.86 4.5 3.86 
Glutamic Acid 4.4 4.25 4.6 4.25 
Histidine 6.5 6.0 6.2 6.0 
Cysteine 8.5 8.33 9.1 9.1 
Tyrosine 10.0 10.07 9.7 9.7 
Lysine 10.0 10.53 10.4 10.4 
Arginine 12.0 12.48 12.5 12.5 
Set LT combines the acidic pK's from Lehninger and the basic pK's from Tanford. 
Table 2. Comparison of predicted pi's with experimental values, using all ionizable amino acids except as noted 
Protein Size 
#A.A. 
Charged Residue Isoelectric 
Point 
Predicted pi 
Glu Asp Tyr Cys  ^ Are Lys His Stryer Lehninger Tanford LT 
Insulin (6,9) 51 4 0 4 0 1 1 2 5.72 5.61 5.30 5.58 5.29 
Proinsulin (10,11) 84 7 0 4 0 4 2 2 6.0b 632 6.09 6.29 6.07 
Ribonuclease (12) 124 5 5 6 0 4 10 4 9.60 9.37 9.76 9.42 9.42 
Hen Egg Lysozyme (4,13,14) 130 2 8 3 0 11 6 1 11 10.26 10.68 10.49 10.49 
Calmodulin (15) 148' 22 15 2 0 6 8 1 3.9-4.3 4.24 3.92 4.40 3.92 
HGH (16,17) 191 13 11 8 0 11 9 3 5.6 5.62 5.29 5.68 5.29 
a-Chymotrypsin (18-20) 241 5 9 4 0 3 14 2 8.76 8.57 8.46 8.55 8.55 
Glucoamylase n (21,22) 512 18 35 21 2 15 10 4 4.2 4.48 4.08 4.62 4.08 
Glucoamylase I (21,22) 616 26 44 27 3 18 12 4 4.00 4.38 3.98 4.51 3.98 
a-Galactosidase (23) 2848* 308 252 96 32 248 72 116 5.1 4.93 4.62 5.07 4.62 
* a-Giymotiypsin and a-galactosidase are multimeric enzymes, therefore 3 and 4 caiboxy and amino temûnal groups were included 
in the pi calculations respectively. 
 ^The pi for proinsulin was detemdned in the presence of urea. 
*= Cysteines were not included if they were known to be associated in disulfide bmds. 
Table 3. Comparison of predicted pis with experimental values, including 3-D structural analysis 
Protein A.A. Charged Residue Isoelectric Predicted pi 
Analysis Glu Asp Tyr Cys Atr Lys His Point Stryer Lehninger Tanford LT 
T4Lysozyme (24,26) 
-wild-type All 8 10 6 2 13 13 1 10.26 951 9.96 9.73 9.73 
Modified 3 3 4 2 6 10 0 10.00 10.42 10.23 10.23 
-K16E All 9 10 6 2 13 12 1 10.25 9.35 9.73 9.49 9.49 
Modified 4 3 4 2 6 9 0 9.81 10.21 10.00 10.00 
- 16/135E AU 10 10 6 2 13 11 1 10.18 9.00 9.40 9.17 9.17 
Modified 5 3 4 2 6 8 0 9J5 9.95 9.71 9.71 
- 16/135/147E All 11 10 6 2 13 10 1 9.47 8.41 8.76 8.63 8.62 
Modified 6 3 4 2 6 7 0 9.17 957 9.33 9.33 
Glucoamylase XlOO (27) AU 18 34 21 0 15 8 5 3.75 4.47 4.06 4.60 4.06 
Modified 6 10 7 0 0 3 3 4.19 3.77 4.33 3.77 
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Figure Legends 
Figure 1. Comparison of experimental (4,13) and predicted titration curves for hen egg 
lysozyme. Experimental curves: O, denatured form; •, native form at an ionic 
strength of 0.15 M. Calculated curves including: , amino acids as in 
Table 2; , less one aspartic acid; , plus 8 cysteines. 
Calculations made using pK set LT from Table 1 
Figure 2. Comparison of experimental (12) and predicted titration curves for ribonuclease. 
Experimental curves at molar ionic strengths of 0.01,0; 0.03, A; 0.15, 4. 
Calculated curves including: , amino acids as in Table 2; , less 
3 tyrosines; , plus 8 cysteines. Calculations made using pK set LT from 
Table 1 
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GENETICALLY ENGINEERED CHARGE MODIFICATIONS TO ENHANCE 
PROTEIN SEPARATION IN AQUEOUS TWO-PHASE SYSTEMS: 
ELECTROCHEMICAL PARTITIONING 
A paper accepted by Biotechnology and Bioengineering* 
John R. Luther and Charles E. Glatz 
Summary 
We have examined the effect of genetically engineered charge modifications on the 
partitioning behavior of proteins in dextran/polyethylene glycol two-phase systems 
containing potassium phosphate. By genetically altering a protein's charge, the role of charge 
on partitioning can be assessed directly without the need to modify the phase system. The 
charge modifications used are of two types: charged tails of polyaspartic acid fused to P-
galactosidase, and charge-change point mutations of T4 lysozyme which replace positive 
lysine residues with negative glutamic acids. The partition coefficients, Kp, for these proteins 
were related to measured interfacial potential differences, A(f>, using the simple 
thermodynamic model, InKp = InATg + (F/RT)ZpA(p. The protein net charge, Z^, was 
determined using the Henderson-Hasselbalch relationship with modifications based on 
experimentally determined titration and isoelectric point data. It was found that when the 
electropartitioning term, ZpA(^, was varied by changing the pH, the partitioning of T4 
lysozyme was quantitatively described by the thermodynamic model. The P-galactosidase 
fusions displayed qualitative agreement and, although less than predicted, the partitioning 
increased more than two orders of magnitude for the pH range examined. Changes in the 
partitioning of lysozyme due to the various mutations agreed qualitatively witii the 
thermodynamic model, but with a smaller than expected dependence on the estimated charge 
differences. The P-galactosidase fusions on the other hand did not display a consistent 
' Biotechnology and Bioengineering, Vol. 44 #2 (1994) © John Wiley & Sons, Inc. 
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charge-based trend, which is likely due either to the enzyme's large size and complexity or to 
nonelectrostatic contributions from the tails. The lack of quantitative fit with the model 
described above suggests that the assumptions made in developing this model are 
oversimplified. 
Keywords: Aqueous Two-Phase Systems; P-Galactosidase; T4 Lysozyme; Partitioning; 
Charge modifications; Genetic Engineering. 
Introduction 
One approach to overcoming the difficulties associated with downstream processing 
of proteins is genetic manipulation, to confer particular properties to a protein that can be 
used to effect a separation, leading to improved selectivity of various separation techniques. 
The most common modification involves the addition of fusion tails to a protein. These 
fusions consist of peptides or proteins which provide the basis for separation and have 
included substrate binding, immunoaffinity, metal chelating, hydrophobic, and charge based 
moieties (4,9,10,16,29). A second type of modification involves point mutation by site 
directed mutagenesis to change the surface characteristics of the target protein (2). 
In previous research, our laboratory examined the effect of negatively and positively 
charged fusions on polyelectrolyte precipitation (20,22) and ion-exchange membrane 
separations (12). For these studies, polyaspartic acid and polyarginine peptides were fused 
with P-galactosidase. In the precipitation studies, increased selectivity with increasing tail 
length was found, resulting in up to five-fold increases in enrichment. Similar trends with tail 
length were also observed in ion-exchange membrane studies. 
In this study, we have examined the effect of these P-galactosidase fusions as well as 
charge-change point mutations to T4 lysozyme on the partitioning behavior of these proteins 
in dextran/polyethylene glycol aqueous two-phase extraction. Such partitioning systems have 
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many desirable characteristics. Composed mainly of water, they are biologically friendly; 
proteins may be stabilized by the phase forming polymers (1); and rapid intraphase transport 
allows for short processing times (8,17). In addition, the process is easily scalable and can 
utilize conventional contacting equipment (6,27). 
Partitioning of a solute in aqueous two-phase systems is the result of many types of 
interactions with the surrounding solution (1). The differences in these interactions between 
the phases is what drives a solute to one phase or the other. Charge based partitioning can 
occur through two mechanisms. Electrochemical partitioning occurs when a charged solute 
encounters an interfacial potential difference generated by the uneven distribution of salts or 
polyelectrolytes in the phase system, and charge directed partitioning results when a charged 
solute directly interacts with a charged polyelectrolyte which is confined to one phase. In this 
paper, we have utilized the interfacial potential difference of the electrochemical system to 
examine the effect of the genetically engineered charge modifications on partition behavior. 
Subsequent work utilizing the charge directed systems is in progress. 
Albertsson specifîcally accounts for electrostatic interactions by relating a protein's 
partition coefficient to its net charge and the interfacial potential difference of the phase 
system: 
The partition coefficient, Kp, is the ratio of the protein concentration in the top and bottom 
phases; F, Faraday's constant; R, the gas constant; T, the absolute temperature; Zp, the 
protein net charge; the electrostatic potential of the bottom (B) and top (7) phases. The 
term Kq is the partition coeffîcient in the absence of an electrochemical potential difference 
or for zero net charge, and results from a combination of other characteristics which cause 
partitioning, such as hydrophobicity, size, conformation, and biospecific afHnity. In 
(1) 
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developing this model, the protein is assumed to carry a point charge equal to its net charge, 
and the concentration is assumed to be sufficiently low so that its effect on the interfacial 
potential difference is negligible. The model has been recently criticized (19) because double 
layer effects are ignored in the assumption that the protein is directly influenced by the bulk 
phase potential, 0. 
Typically, the role of charge is analyzed through a plot of InATp vs. Zp which is 
expected to be linear according to equation 1. Previously, Zp was altered by changing pH, 
and the interfacial potential was assumed to be constant (13,14). However, it has been shown 
here that A<t> is not constant with pH, indicating that two variables are changing with pH in 
the phase system. As a result, linearity would be predicted for a plot of InAT^ vs. ZpA<l>. With 
the use of genetic engineering we have the means to alter 2^ without modifying the pH of the 
phase system. Hence, Atp can be kept constant, and the role of protein charge in partitioning 
can be examined directly, and the validity of the model better evaluated. 
Materials and Methods 
Enzyme Production 
P-Galactosidase fusions 
p-Galactosidase is a tetrameric enzyme of identical subunits containing 1023 amino 
acids each (15). It has been modified through the addition of charged fusion tails to the 
carboxy terminus (29). These fusions are of the form: Gly-Asp-Pro-Met-Ala-(Asp)„-Tyr 
with n=4 (BGCD5), n=10 (BGCDll), and n=15 (BGCD16). The fusions were produced 
constitutively in Escherichia coli strain Y1089-1. 
The production and purification of the P-galactosidase fusions has been described 
previously (12). The cells were grown in shake flask culture to the end of log phase growth 
and harvested by centrifugation. The extract from the sonicated cell mass was treated by 
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ammonium sulfate precipitation followed by affinity chromatography to produce the purified 
product, which was lyophilized and stored desiccated at -l^C. The purification of the P-
galactosidase fusions produced purity levels greater than 85% as determined by sodium 
dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) using Coomassie blue 
staining, and is comparable to the commercially available wild-type enzyme (Sigma 
Chemical Co., St. Louis, MO) used as a control (20). 
T4 lysozyme 
T4 lysozyme is a monomer of 164 amino acids (21) which has been modified through 
site-directed mutagenesis to replace lysine residues with glutamic acid (7). Each mutation 
results in an expected reduction of 2 units of charge at neutral pH. Using the notation of 
Dao-Pin (7), mutants containing one, two, or three mutations are denoted as K16E, 16/135E, 
and 16/135/147E respectively, and the wild-type as T4LWT. The mutation numbers 
represent the modification locations in the primary amino acid sequence. The genes for T4 
lysozyme and its mutants are carried on the expression vector pHN1403 which has been 
transformed into E. coli strain RRl (7). The gene is controlled by the lac repressor and 
lysozyme production is induced by the addition of isopropyl (3-D-thiogalactopyranoside 
(IPTG). 
The cells were grown at 32-37*0 in Luria-Bertani (LB) medium supplemented with 
100 mg/L ampicillin. Shake flasks containing one liter of medium were inoculated with 10 
mL of an overnight starter culture. The culture was allowed to grow for 3-4 hours (optical 
density at 600 nm of about 1.3), and lysozyme production was induced by the addition of 40 
mg IPTG and continued for an additional 90 minutes. The cells were harvested by 
centrifugation (4000g, 4°C, 10 nun), and processed immediately or stored at -70°C. After 
resuspension of the cells in 20 vaM sodium phosphate, the cells were disrupted by sonication 
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(TM500, Tekmar Co., Cincinnati, OH), and the cell debris removed by centrifugation 
(13,000g, 4°C, 30 min). The clarifled cell extract was dialyzed against 20 mM sodium 
phosphate and the conductivity adjusted by dilution with deionized water to 1500 |xmhos/cm 
for the wild-type, K16E, and 16/135E mutants, and 500 ^mhos/cm for the 16/135/147E 
mutants. The samples were then applied to a 2.5x10 cm CM-Sephadex column equilibrated 
with 20 mM tris, pH 7.25, and eluted using a 0-300 mM sodium chloride gradient. The 
purified lysozyme was then diaHltered with four volumes of 0.1 M potassium phosphate, pH 
7.3, and brought to a final concentration of 1 mg/mL using an Amicon model 402 stirred 
ultrafiltration cell with a Filtron Omega Series IK NMWL membrane. The purified enzyme 
was sterile filtered (0.2 |xm Alter) and stored at 4°C. The lysozyme preparations showed no 
contaminating bands on overloaded SDS-PAGE and native PAGE gels using Coomassie blue 
staining. 
Protein and Activity Assays 
p-Galactosidase activity was determined by following the hydrolysis of o-nitrophenyl 
P-D-galactopyranoside at 37°C (Sigma). Protein concentrations for P-galactosidase were 
measured using the Coomassie brilliant blue G-250 dye binding assay (Bio-Rad Industries, 
Richmond, CA) with commercially prepared P-galactosidase (Sigma) as the standard. 
Lysozyme activity was measured by following the clearing of a Micrococcus 
lysodeiktikm cell suspension versus time (24). Protein concentrations for the lysozyme 
mutants were determined by measuring the absorbance at 280 nm and using an extinction 
coefficient of 1.28 (7). 
Isoelectric Focusing Gel Electrophoresis 
The isoelectric points of the T4 lysozyme mutants were measured using isoelectric 
focusing gel electrophoresis. Polyacrylamide gels, 0.3 mm thick, were prepared with 
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Phannalyte ampholytes (Pharmacia Biotech Inc., Piscataway, NJ), pH range 8-10.5, using an 
LKB Ultra-Mould Gel Casting Unit according to the manufacturer's instructions. The gels 
were run on an LKB 2117 Multiphor horizontal electrophoresis apparatus, powered by a Bio-
Rad 3(X)0Xi Computer Controlled Electrophoresis Power Supply (Bio-Rad Ind., Richmond, 
CA). pi standards (Pharmacia) were included on the gel to calibrate the pH gradient. The 
markers had a pi range from 8.15 to 10.25 which bracketed the isoelectric points of the 
lysozyme mutants. 
The gels were prefocused at 10 mA for 500 vh to remove excess ammonium 
persulfate from the gel and to establish the pH gradient. The protein samples were loaded 
onto the gel and the run continued for an additional 4000 vh. The temperature was 
maintained tiirough the cooling plate connected to a refrigerated water bath (Type FK lo, 
Haake Inc., West Germany) at 5°C during prefocusing and the first 45 minutes and increased 
to 12°C for the duration of the run. Due to the basic conditions of the gel, the runs were 
made under a nitrogen atmosphere with 1M NaOH in the buffer reservoirs to prevent pH 
drift due to atmospheric CO2. The gels were fixed in 11.5% trichloroacetic acid, 3.5% 
sulfosalicylic acid; stained with 0.12% Coomassie Brilliant Blue R250 in 
water:ethanol:acetic acid (6.7:2.5:0.8 by volume); and destained in the same solution without 
the Coomassie dye. 
Protein Titration 
The net charge of wild-type ^-galactosidase was determined by hydrogen ion titration 
using typical titration methodology (28). Commercially prepared wild-type P-galactosidase 
(Sigma) was dissolved in 20 xnM NaCl to a concentration of ~4 mg/mL and dialyzed 
extensively against the same solution. The sodium chloride was included to provide an 
environment of similar ionic strength to that of the phase systems. The titration was 
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performed by adding 10 |iL aliquots of 0.01 N NaOH to 1.4 mL enzyme solution under 
constant stirring. The sodium hydroxide titrant was standardized against potassium hydrogen 
phthalate. The pH was monitored using an Accumet 825 MP pH meter (Fisher Scientific, 
Pittsburgh, PA) with a 3 mm flat membrane combination electrode (Ingold Electronics Inc., 
Wilmington, MA), allowing the sample to equilibrate for one minute before recording pH 
and continuing. 
Aqueous Two-Phase Systems 
Phase systems 
The two-phase systems used in this study consisted of 8.5% PEG-3350 (M^ = 3350, 
Sigma, lot 106F-0090), 8.0% dextran-40 = 39,100, Sigma, lots 97F-0369 and 
81H0191), 0.01 M K2HPO4/KH2PO4,0.1 mM MgClg. Bulk phase systems were prepared 
from stock solutions of dextran, polyethylene glycol, mono- and dibasic potassium 
phosphate, magnesium chloride, and water. The pH of the systems was varied by adjusting 
the ratio of monobasic and dibasic phosphate salts. Magnesium chloride, a known stabilizer 
of P-galactosidase activity (26), was added to the phase system to eliminate interfacial 
precipitation of P-galactosidase observed in earlier partitioning experiments without the 
magnesium salt present. No account was taken of its possible effects on protein charge. 
Individual phase systems (8.5 g) were aliquoted into polystyrene tubes from the well 
stirred bulk phase system containing all components except the protein. After equilibrating 
the systems to temperature (23°C), the appropriate volume of enzyme solution or buffer was 
added. The systems were mixed by vortexing for 10 seconds. To speed phase separation the 
systems were centrifuged at 5(XX) rpm for 10 minutes. The typical time between vortexing 
and centrifugation was about ten minutes, which was sufHcient time for partition equilibrium 
to be established. Partition coefficients for P-galactosidase were found to be constant with 
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varying equilibration times from zero to 30 minutes, which demonstrates agreement with 
previous reports of short equilibration times (8,17). The top phase was drawn off using a 
Pasteur pipet leaving about 1 mL at the interface. The bottom phase was collected by 
piercing the bottom of the tube and allowing the phase to drain, again leaving about 1 mL at 
the interface. Separate blank systems were prepared in plastic scintillation vials for 
measuring pH and potentials. All partitioning experiments were performed in triplicate. 
The protein samples were prepared by dialyzing against 0.1 M potassium phosphate 
buffer at the appropriate pH. For the P-galactosidase experiments, 80 of enzyme sample 
was added to the individual systems resulting in a phase system concentration of 10 |Xg/mL. 
The phosphate content of these samples was accounted for when preparing the bulk systems. 
For the lysozyme experiments, the volume of the protein sample was adjusted to account for 
the entire phosphate content of the phase system. The protein concentration of the lysozyme 
samples was adjusted to provide a final phase system concentration of 100 ^g/mL. The large 
difference in protein concentration between the p-galactosidase and lysozyme experiments 
was necessary so that the magnitude of charges added due to the protein was similar in both 
cases, and that the protein concentrations were low enough to satisfy the assumption of 
excess salt in the development of equation 1. 
The pH of well-mixed blank phase systems was measured using an Accumet 825 MP 
pH meter (Fisher ScientiHc, Pittsburgh, PA) and a flat membrane combination electrode 
(pHoenix Electrode Co. Houston, TX). 
The partition coefficients were derived as follows. For P-galactosidase, the partition 
coefficients were determined from activity assays of the separated top and bottom phases. 
These assays typically resulted in total activity yields greater than 100%. Further analysis of 
the assay found that the presence of the phase components resulted in enhanced activity in 
both phases. The degree of enhancement appears to be the same in both phases, allowing the 
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use of the activity measurements in calculating the partition coefficients. The partition 
coefHcients for lysozyme were determined from protein concentrations which were 
detectable using spectrophotometric absorbance at 280 nm, resulting in quantitative protein 
yields. 
Potential measurement 
Interfacial potential differences were measured using 1.5 mm glass capillaries filled 
with 2% agar and 3 M KCl. These electrodes were inserted into electrode holders, contacting 
a Ag/AgCl plug through liquid 3 M KCl. The output of the electrodes was fed into a 
preamplifier (Biodyne Electronics model AM-4) with an input impedance of ^10^^ 0, and 
monitored by a Tektronix Type 502A oscilloscope with differential inputs (Tektronix Inc., 
Beaverton, OR). The measurements were made in a Faraday cage at 23°C. Potential 
differences were determined by inserting the two agar electrodes into the top phase. A third 
Ag/AgCl electrode connected to the system ground was also inserted into the top phase to 
provide a stable zero potential reference. Upon stabilization, one of the agar electrodes was 
passed through the interface into the bottom phase and again allowed to stabilize. The 
potential difference was then read from the oscilloscope display. At least three measurements 
of each of three blank systems were made. All potential differences reported are expressed as 
bottom phase minus top phase, as defined in equation 1. 
Results and Discussion 
The magnitude of the interfacial potentials measured were similar to those reported 
previously (11,25). Figure 1 shows that the measured potential difference increases with 
increasing pH and follows the concentration of the divalent form of the phosphate ion. This 
correlates with Bamberger's work which showed that polyvalent ions partitioned 
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preferentially to the dextran rich bottom phase and are presumed to be responsible for 
generating Uie interfacial potential difference (3). 
The inclusion of charged proteins in a phase system would be expected to have an 
effect on the interfacial potential, reducing the ability of charge to affect the separation. 
However, Johansson reports that the interfacial potential would remain unaffected if the salt 
concentration was at least 50 times greater than the charge concentration resulting from the 
protein (13). In the present phase systems, the charge concentration due to the phosphate ions 
is of the order of 10^^ charges/mL, which is three to four orders of magnitude greater than 
the protein charge concentrations for both P-galactosidase and lysozyme. Hence, the 
interfacial potentials should not be affected by the protein in these experiments. This was 
verified by comparing the potentials of identically prepared blank and lysozyme containing 
systems. 
Stability problems and material limitations have prevented complete charge analysis 
of all enzyme mutants. Therefore, die protein net charge was estimated using the Henderson-
Hasselbalch equation, using typical pK values for the ionizable amino acids (18), in 
conjunction with titration and isoelectric focusing experiments. A comparison of 
experimental and estimated isoelectric points and titration data for various proteins reported 
in the literature indicate that this method is able to provide reasonable results, but depends 
strongly on the pK values used and which amino acids are included in the estimation. The 
calculation of isoelectric points and charge vs. pH curves were made using a computational 
method similar to that reported previously (5). 
It is well known that all of the chargeable amino acids present in a protein's primary 
structure are not capable of ionization in the native protein. Hence, an evaluation of the three 
dimensional structure of T4 lysozyme was used to determine which of these amino acids 
were tied up in salt bridges or hydrogen bonds and therefore unable to contribute to the net 
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charge. Charge estimates for the lysozyme mutants were then calculated using only those 
residues determined to be capable of ionization (Fig. 2A). Table I compares the estimated 
isoelectric points with those determined by isoelectric focusing gel electrophoresis, and 
shows that the estimated pi's closely match the measured values. This result supports the use 
of the estimation technique when combined with structural analysis of the protein. 
Charge estimation for (3-galactosidase is complicated by two factors. First, the three 
dimensional structure is not known for this large tetrameric protein, which prevents use of 
the structural analysis applied to lysozyme. Second, the presence of the tails could potentially 
have large effects on the protein structure depending on their location and conformation, 
further complicating die charge estimation. However, full enzymatic activity is observed for 
all the fusions, except BGCD16, suggesting that the conformations of the fusions are not 
significantiy altered from the wild-type enzyme (20,29). In addition, characterization of the 
P-galactosidase fusions by size exclusion has shown that the tails are extended into solution 
(20), indicating that the tail residues are free to ionize and contribute to the net charge. 
Again, BGCD16 is an exception, displaying size exclusion behavior similar to that of 
BGCDll, suggesting tail interaction with the protein surface. Figure 2B shows the results of 
the titration of wild-type P-galactosidase. Since p-galactosidase becomes unstable below pH 
5.5, the titration was begun at pH 5.8 and carried through pH 10. The resultant titration curve 
does not give absolute charge information but provides relative charge differences. An 
absolute scale was achieved by adjusting the axis of the titration curve to provide an 
extrapolated pi of 4.8. This isoelectric point is based on solubility data (23). Based on this 
information, the net charge of each of the fusions was determined by estimating the charge 
contributed by each of the four tails present and adding this to the wild-type titration results 
(Fig. 2B). 
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Albertsson reports that the partition coefficient as a function of protein concentration 
is constant even at fairly high concentrations (1). In order to justify the low protein 
concentrations used for the |3-galactosidase partitioning, the wild-type enzyme was 
partitioned at various loadings, ranging from 0.07-1.4 mg (0.009-0.172 mg/mL). The 
partition coefficients were found to be constant over this range with an average Kp = 8.06 ± 
0.25 (95% confidence limit). 
Figure 3 depicts the partitioning of K16E lysozyme and wild-type P-galactosidase as 
a function of ZpA^ at various pH's. As discussed earlier, these experiments contain two 
variables, Zp and A(l>, which must be combined to examine the charge effects according to 
equation 1. A({> was measured at each pH (Fig. 1) and Zp is obtained from Figure 2. From 
equation 1, a plot of InAT^ vs. ZpA^ is expected to result in a straight line with a slope of 
F/RT = 0.0392 mV"l(at 23®C). The slope for the lysozyme mutant was found to be 0.0342 ± 
0.005 mV'l, and is within experimental error of the expected slope at the 95% confidence 
level. It can also be seen that ZpA<l> and pH do not share a monotonie relationship. Figure 4 
displays the pH dependence of the K16E partitioning data, and ZpAiji. From the symmetry of 
these two plots it is apparent how the linear behavior shown in Figure 3A arises. 
In contrast, although the slope for the P-galactosidase data is constant over a similar 
pH range, it is only about one third of the expected value (Fig. 3B). Certainly, the much 
larger size of P-galactosidase, in comparison with T4 lysozyme, makes it less likely to 
conform to the point charge behavior assumed in equation 1. The partitioning behavior of the 
P-galactosidase fusions at various pH's is shown in Figure 5, and includes the same wild-type 
data shown in Figure 3B. The behavior of each fusion over the pH range is typical and 
results in a similar dependence on ZpA<l> as for the wild-type enzyme (Fig. 3B). However, a 
consistent progression of Kp with increasing tail length, at fixed pH, was not observed. Even 
though the assumption of complete dissociation of the tail residues is not likely to be valid, a 
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shift in net charge would still be expected with increasing tail length, resulting in a 
progressive shift in partition behavior. In terms of equation 1, any increases in partitioning as 
a result of the added charges from the tails appear to have been offset by changes in KQ 
related to non-electrostatic effects of the tails. 
In Figure 6, the partitioning of the various lysozyme mutants at pH 7.2 is shown. 
Qualitatively, the behavior again follows the predicted linear trend; however, applying the 
partition coefficients from the pH extremes to equation 1 results in an expected A(f> of -2.6 
mV, which is about half the measured potential of -4.8 mV. Alteration of KQ is not expected 
for this protein since the point mutations have resulted in minimal conformational changes 
(7), and replacement of charged amino acids with other charged residues should not 
significantly change hydration. 
Although qualitative agreement with equation 1 has been found for both proteins and 
their mutants, only the pH experiment with lysozyme mutant K16E was described 
quantitatively by this model (Fig. 3A). As discussed previously, the differential partitioning 
of a protein is the result of a combination of effects. The Albertsson model lumps all of the 
non-electrostatic effects into the KQ term and assumes that they are constant in systems with 
varying electrical properties. Based on these results, the electrostatic term does not seem to 
give an adequate description of charge effects. 
Conclusions 
We have shown that charge can be effective in driving the partitioning in aqueous 
two-phase systems, and a simple thermodynamic model can be used to describe the 
partitioning behavior for T4 lysozyme as a function of pH. Due to the large shift in net 
charge with pH, the partitioning of P-galactosidase can be increased by several orders of 
magnitude; however, perhaps because of the protein's size and complexity, the same model is 
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not sufficient to describe its behavior. The addition of charged peptide fusions apparently 
results in altering the partitioning behavior through several offsetting mechanisms, masking 
the effect of the additional charge. While the use of point mutations to modify a protein's net 
charge should minimize the offsetting effects, allowing the charge effect to dominate, the 
model is again in qualitative but not quantitative agreement with the observed behavior. As a 
practical purification strategy, the small changes in partitioning behavior resulting from point 
mutation would only be effective for proteins with low net charge. 
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Table I. Isoelectric points for the T4 lysozyme mutants 
Mutant 
Isoelectric Point 
Measured Free surface charges^ 
T4LWT 10.26 10.42 
K16E 10.25 10.21 
16/135E 10.18 9.95 
16/135/147E 9.47 9.57 
^ Calculation of isoelectric point using those amino acids 
shown to be solvent accessible by analysis of the three 
dimensional structure and assumed to be capable of 
ionization. 
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Figure Legends 
Figure 1. Interfacial potential difference as a function of pH and divalent phosphate ion 
concentration. Individual symbols represent averages of replicate measurements. 
Like symbols represent experimental groups. -— , computed divalent phosphate 
ion concentration. Phase system: 8.5% PEG-3350,8.0% dextran-40,0.01 M 
K2HPO4/KH2PO4,0.1 TOM MgCl2 
Figure 2. Protein net charge using a combination of titration, isoelectric focusing and 
estimation using the Henderson-Hasselbalch relationship and pK values from 
Lehninger (15). A) T4 lysozyme mutants including only free surface charges, (+) 
are estimated isoelectric points. B) P-galactosidase fusions, (A) are wild-type 
titration data. 
Figure 3. Partitioning of A) T4 lysozyme single mutant, K16E, and B) wild-type P-
galactosidase as a function of the product of the protein net charge and interfacial 
potential difference in the same phase system as in Figure 1. Experimental pH's as 
designated. Line fit by linear least squares regression of data. 95% confidence 
interval on the slopes are 0.005 and 0.001 
Figure 4. Relationship between Kp and as a function of pH for lysozyme mutant 
K16E. ( 4 )  are the average partition coefficients for the data shown in Figure 3A. 
(A) are the corresponding values for ZpA^ 
Figure 5. Partitioning of wild-type |3-galactosidase, BGCD5, BGCDl 1, BGCD16 as a 
function of pH in the same phase system as in Figure 1. Error bar shows pooled 
standard deviation for all data 
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Figure 6. Partitioning of T4LWT, K16E, 16/135E, and 16/135/147E as a function of net 
charge at pH 7.2. Phase system as in Figure 1.(4) and (#) are averages of 
replicates (+) from two separate experiments. 95% confidence interval on slope is 
0.013 
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PROTEIN SEPARATION IN AQUEOUS TWO-PHASE SYSTEMS: CHARGE 
DIRECTED PARTITIONING 
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John R. Luther and Charles E. Glatz 
Summary 
This report continues our examination of the effect of genetically engineered charge 
modifications on the partitioning behavior of proteins in aqueous two-phase extraction. The 
genetic modifications consisted of the fusion of charged peptide tails to P-galactosidase and 
charge-change point mutations to T4 lysozyme. Our previous paper examined the influence 
of these charge modiOcations on partitioning as a function of interfacial potential difference. 
In this paper we have examined charge directed partitioning behavior in PEG/dextran 
systems containing small amounts of the charged polymers diethylaminoethyl-dextran 
(DEAE-dextran) or dextran sulfate. The best results were obtained when attractive forces 
between the protein and polymer were present. Nearly 100% of the P-galactosidase, which 
carries a net negative charge, partitioned to the DEAE-dextran rich phase regardless of 
whether the phase was dextran or PEG. In these cases, cloudiness of the protein-rich phases 
suggest that strong charge interactions resulted in protein/polymer aggregation which may 
have contributed to the extreme partitioning. Unlike the potential driven partitioning reported 
previously, consistent partitioning trends were observed as a result of the fusion tails, with 
observed shifts in partition coefficient (fC^ of up to 37 fold. However, these changes could 
not be solely attributed to charge based interactions. Similarly, T4 lysozyme, carrying a net 
positive charge, partitioned to the dextran sulfate containing phase, and displayed four to 
seven fold shifts in Kp as a result of the point mutations. These shifts were two to four times 
stronger than those observed for potential driven partitioning. Little effect on partitioning 
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was observed when the protein and polymer had the same charge, with the exception of P-
galactosidase with polyarginine tails. The high positive charge density of these tails provided 
for a localized interaction with the dextran sulfate, and resulted in two to fifteen fold shifts in 
Kp. 
Keywords: Aqueous Two-Phase Systems; P-Galactosidase; T4 Lysozyme; Partitioning; 
Charge Modifications; Genetic Engineering; Charged Polymers. 
Introduction 
In an effort to combine the advantages of low cost and scalability with improved 
protein purification, we have examined the effect of genetically engineered charge 
modifications on the partitioning of proteins in aqueous two-phase extraction. Aqueous two-
phase systems are typically composed of solutions of two incompatible polymers, such as 
polyethylene glycol (PEG) and dextran, and have many of the characteristics desirable for 
the separation and purification of biologically derived compounds (1,4,19,20). The basis for 
separation in these systems is the selective distribution of material between the phases as a 
result of various interactions with the phase components, including: ionic and hydrophobic 
interactions, hydrogen bonding, and other weak force interactions. In addition, specifîc 
affinity binding groups have been incorporated into the phase system to modify partition 
behavior (8,12,18,23). 
Genetic engineering provides the ability to modify a protein, and hence alter its 
partition behavior. Fusion tails, ranging from small peptides to large proteins, are genetically 
fused to the desired protein and provide a basis for separation utilizing a variety of 
interactive mechanisms including: substrate and immunoaffinity binding, hydrophobic and 
charge interactions, and metal chelation (3,7,9,11,24). Site-directed mutagenesis has also 
been used to introduce specific sites into the protein surface to enhance selectivity (2). Care 
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must be taken in the design of these protein modifîcations so that enzymatic activity is not 
lost, and the form of the fmal product is acceptable to the application. 
Here we have used proteins modified by both types of genedc modification to alter 
their charge characteristics, and studied the effect of these modifications on the protein's 
partition behavior. P-Galactosidase has been engineered to include charged polyaspartic acid 
or polyarginine fusion tails (14,24). The charge of T4 lysozyme has been modified through 
charge-change point mutation, replacing surface lysine residues with glutamic acid (6). 
As a result of the charged fusions, increased selectivity toward P-galactosidase has 
been observed in polyelectrolyte precipitation (14,16) and ion-exchange membrane (10) 
separations. In these techniques, the high charge density of the tails provides sites for 
enhanced binding of the protein. In our previous paper, we reported on the effect of the 
genetic modifications on partitioning under conditions in which the global net charge was the 
key factor (13). The T4 lysozyme mutants displayed small increases in partitioning which 
were in qualitative agreement with the thermodynamic model of Albertsson (1): 
where the partition coefficient, Kp, is the ratio of the protein concentration in the top and 
bottom phases; F, Faraday's constant; /?, the gas constant; T, the absolute temperature; Z^, 
the protein net charge; 0, the electrostatic potential of the bottom {B) and top (T) phases; and 
KQ is the partition coefficient in the absence of electrostatic effects. On the other hand, the P-
galactosidase fusions did not display a consistent trend in partitioning with increasing tail 
length, which is likely to be the result of non-charge contributions of the tails acting in 
opposition to the charge effects. 
This paper reports on an alternate charge based mechanism for partitioning, namely 
the direct interaction of a charged solute with a polyelectrolyte that has been confined to one 
(1) 
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phase. In similar fashion to precipitation and ion-exchange mechanisms, the partitioning 
effects may be strengthened through increased polymer interaction with regions of high 
charge density on the protein surface, such as those contributed by the fusion tails and 
possibly by the point mutations. This type of charge interaction was demonstrated for cell 
partitioning in PEG/dextran systems containing positively charged diethylaminoethyl-
dextran (DEAE-dextran) (22). Erythrocytes carrying a high negative surface charge were 
found to partition strongly to the phase containing the DEAE-dextran (21). This charge 
directed effect reversed the partitioning behavior of the cells from that observed in similar 
systems without the charged polymer. We have applied the same DEAE-dextran containing 
systems, as well as identical systems in which the DEAE-dextran was replaced by dextran 
sulfate, to study the effect of the genetic charge modifîcations on the charge directed 
partitioning of proteins. 
Materials and Methods 
Enzymes 
The Escherichia coli P-galactosidase fusion proteins contained fusion tails of the 
form: Gly-Asp-Pro-Met-Ala-(Asp)n-Tyr with n=4 (BGCD5), n=10 (BGCDl 1), and n=15 
(BGCD16), or Gly-Asp-Pro-Met-Ala-(Arg)o-Tyr (BGCRO), and Gly-Asp-Pro-Met-Ala-
(Arg)g-Ser-Tyr (BGCR5) (14,24). Wild-type P-galactosidase was obtained from Sigma 
Chemical Co. (Product #G-5635, St. Louis, MO), and was used without further treatment. 
The T4 lysozyme mutants used in this study were developed using site-directed mutagenesis 
to replace lysine residues with glutamic acid (6). Following Dao-Pin's notation, mutants 
containing one, two, or tiiree mutations are denoted as K16E, 16/135E, and 16/135/147E 
respectively, and the wild-type as T4LWT (6). The production and purification of both the 
P-galactosidase fusions and the T4 lysozyme mutants have been described previously (10, 
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13). The P-galactosidase fusion preparations were found to be at least 85% pure by sodium 
dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) stained with Coomassie 
Blue, and are comparable in purity to the commercially prepared wild-type enzyme (14). The 
lysozyme mutants were purified to homogeneity as determined from overloaded SDS-PAGE 
and native PAGE gels stained with Coomassie Blue. 
p-Galactosidase activity was determined by following the hydrolysis of o-nitrophenyl 
p-D-galactopyranoside at 37 "C (Sigma Chemical Co., St. Louis, MO). Protein 
concentrations for the P-galactosidase fusions and lysozyme mutants were determined by 
absorbance at 280 nm using extinction coefficients of 2.09 (17) and 1.28 (6) respectively. 
Protein net charge was estimated using the Henderson-Hasselbalch equation in combination 
with titration and isoelectric point data (13). 
Aqueous Two-Phase Svstems 
The two-phase systems used in this study consisted of 4.0% PEG-8000 (M^ = 8,000, 
lot #77F-0346), 4:0% dextran-500 = 539,000, lot #98F-0340), 1.04% DEAE-dextran 
(lot #18F-0155) or dextran sulfate (lot # 52H-0369), 0.01-0.11 M K2HPO4/KH2PO4,0-0.15 
M NaCl. The polymers were obtained from Sigma and used without further treatment. The 
dextran sulfate was reported to contain 15.8% sulfur (Sigma), which translates to a 
substitution of about 1.6 sulfates per glucosyl unit. The DEAE-dextran contained 3.2% 
nitrogen (Sigma), which is equivalent to about one DEAE group for every two glucosyl 
units. The salts were reagent grade and purchased from Fisher Scientific (Pittsburgh, PA). 
The potassium phosphate was used in a molar ratio of 2.34 K2HPO4/KH2PO4. Bulk phase 
systems were prepared by weight from stock solutions of the dextrans, polyethylene glycol, 
mono- and dibasic potassium phosphate, sodium chloride, and water. Details of the phase 
system preparation and separation have been previously reported (13). 
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Stock protein solutions (1 mg/mL) were prepared by dialysis against 0.1 M potassium 
phosphate buffer, pH 7.3. All partitioning experiments were performed in systems with an 
overall protein concentration of 100 ^g/mL, with account taken for the phosphate content of 
the protein stocks when preparing the bulk phase systems. 
The P-galactosidase partition coefficients were determined from protein activity 
assays of the separated top and bottom phases in the DEAE-dextran systems, and from 
protein concentrations in the dextran sulfate systems. The lysozyme partition coefficients 
were calculated from protein concentrations for all experiments. The distribution of dextran 
sulfate and phosphate was determined by analyzing individual phases (from protein free 
systems) for sulfur and phosphorus concentration using inductively coupled plasma atomic 
emission spectroscopy (Model 3410ICPAES, Applied Research Laboratory, Detroit, MI). 
Interfacial potentials were measured using silver/silver chloride electrodes with 1.5 
mm glass capillaries filled with agar/potassium chloride as the salt bridge. A third 
silver/silver chloride electrode was included in the top phase to provide a stable reference 
point (13). All potential differences are expressed in millivolts and reported as bottom phase 
minus top phase. 
Results and Discussion 
Compositions of the various phase systems are provided in Table I, which includes 
the distribution of the charged dextrans and phosphate, system pH's, and measured interfacial 
potential differences. The DEAE-dextran displays a very one-sided distribution, with more 
than 96% of the charged polymer confined to one phase (Table I systems B & C). The 
interfacial potential differences were much smaller than the 2-5 mV observed in the 
PEG/dextran/phosphate systems (13), reducing the effect of the potential driven partitioning. 
Interestingly, the polarity of the interfacial potentials was found to be independent of the 
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location of the DEAE-dextran. The distribution of the dextran sulfate was not as strong as 
that of the DEAE-dextran, with only 77-93% of the dextran sulfate confined to one phase. 
The phosphate ions were almost evenly distributed between the phases. The interfacial 
potential differences seem to reflect the location of the dextran sulfate rather than the 
phosphate ions. Except for system D, repulsive electrostatic forces between the dextran 
sulfate and phosphate ions forced the molecules into opposite phases. Shielding from the 
sodium chloride has probably reduced the repulsive forces in system D, allowing both the 
charged polymer and phosphate ions to partition to the same phase. In system F, the dextran 
sulfate partitioned to the top phase, which resulted in a reversed polarity for the interfacial 
potential difference. 
The ability to alter the location of the charged polymer provides a means of 
separating changes in partitioning resulting from charge interactions from those due to non-
electrostatic phase interactions. In partitioning the P-galactosidase fusions in the DEAE-
dextran systems, it was found diat the negatively charged protein was strongly directed to the 
DEAE rich phase (Fig. 1). This suggests an interaction between the protein and charged 
polymer that was strong enough to overwhelm any tendency for the protein to favor either 
the PEG or dextran phase. In addition, differential partitioning was observed as a result of 
tail charge and length, which is in contrast to the behavior in the electrochemical partitioning 
experiments where a progressive Kp vs. Zp relationship was not observed (13). 
Although equation 1 is not meant to describe partitioning due to direct charge 
interactions, it can be used to gauge the charge-directed effect relative to a potential driven 
partitioning. The relative magnitude of the charge-directed effect was determined by 
calculating an effective potential difference {Alcaic) from the slope of a plot of \nKp vs. Zp 
(see equation 1) and comparing it with the measured potential difference {A^meas) for the 
same phase system. In both cases in Figure 1, the change in partition coeffîcient with 
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increasing charge was opposite to that expected if the potential difference was the 
determining factor, and argues for the direct association of the protein and charged polymer. 
However, additional effects remain important in Figure 1 A, where the change in partition 
coefficient with charge was also opposite to that expected based on electrostatic association 
with DEAE-dextran. Non-electrostatic effects were also evident in comparing wild-type (3-
galactosidase with the fusions. In both systems, the wild-type enzyme did not follow the 
charge based partitioning trend of the fusions and was offset to more extreme partition 
coeffîcients. 
The combination of a polycation and polyanion in the proper ratio will result in 
precipitation (15), and this effect may have contributed to the extreme partitioning of the P-
galactosidase fusions in these systems. In both cases, the phase containing the DEAE-dextran 
and protein was cloudy, suggesting the formation of a protein/polymer aggregate, which was 
confirmed by measuring the turbidity of PEG phases, from system B, containing wild-type 
P-galactosidase and various concentrations of DEAE-dextran (Fig. 2). As the concentration 
of the DEAE-dextran was decreased, the turbidity of the samples increased, but no turbidity 
was observed when DEAE-dextran was not present. In addition, the phases could be cleared 
to the same clarity as the DEAE-free phase by centrifugation (14,(XX)g, 15 min). This is 
consistent with the dosage dependent behavior observed in polyelectrolyte precipitation (14), 
and shows that the DEAE-dextran concentrations used in the partitioning experiments were 
in the "overdosed" region (high DEAE/protein charge ratio) where complexation leads to 
limited aggregation. The limited aggregation prevented settling of solid material in the 
partitioning experiments, even after the centrifugation used to speed phase separation. The 
presence of the solid phase, formed as the result of a strong charge driven aggregation, 
would shift the partition equilibrium between the phases by sequestering the protein from 
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solution. This would cause more protein to be drawn into the DEAE containing phase, and 
explain the unusually high partition coefficients observed. 
In the same DEAE systems, the T4 lysozyme mutants did not display the strong 
asymmetry in partitioning shown by P-galactosidase (Fig. 3), nor was there visible 
aggregation. In fact, the like-charged protein and polymer partitioned to the same phase in 
system C (Fig. 3B), suggesting that the interaction with the DEAE-dextran did not play a 
major role in protein partitioning. The agreement between the calculated and measured 
potential differences shows that equation 1 adequately describes the partitioning in terms of 
an electrochemical effect. A similar result was reported for this series of proteins partitioned 
in a PEG/dextran/phosphate system (13), reinforcing the conclusion that charge-directed 
partitioning is not effective in this case. 
The partitioning results for the P-galactosidase fusions in the dextran sulfate systems 
(Fig. 4) differ from those with DEAE-dextran. The fusions were more evenly distributed 
between the two phases, and aggregation was not evident. Since both the P-galactosidase 
fusions and dextran sulfate are negatively charged, the charge-directed effect would be 
repulsive, as in the lysozyme/DEAE case. This repulsive action was only evident in system E 
(Fig. 4B) where the charged polymer and protein partitioned into opposite phases. In system 
D (Fig. 4A), the fusions partitioned to the same phase as the dextran sulfate, which, as in 
system E, was distributed to the bottom phase. Here, the coexistence of dextran sulfate and 
protein in one phase might result from ionic shielding of the repulsive forces. However, the 
fusions also coexist with dextran sulfate in the top phase of system F (Fig. 4C), even in the 
absence of the shielding effects of sodium chloride. In all three cases, the additional negative 
charge of the aspartic acid fusions did not contribute to consistent changes in partitioning 
with respect to the wild-type enzyme. Based on this it could be concluded that charge-
directed partitioning via repulsion is not effective. However, the arginine residues of the 
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BGCR tails do offer the possibility of a localized attractive interaction with dextran sulfate 
and the partition behavior of BGCR5 is clearly different from the other fusions. In all three 
systems, BGCR5 showed a relative tendency to partition toward the dextran sulfate 
containing phase, displaying two-fifteen fold shifts in Kp relative to the wild-type enzyme. 
Confirmation of the effectiveness of attractive interactions is again seen in Figure 5. 
The positively charged lysozyme mutants co-partition with the dextran sulfate in all three 
systems; however, this is not simply the result of electrochemical partitioning. While the 
polarity of the calculated potential differences agree with the measured potentials, the 
magnitudes are strikingly different. In Figures 5A and SB, the calculated potentials are two 
to three times the measured values, indicating a strong interaction of the surface charges with 
the sulfate groups. In Figure SC, the overall trend results in a calculated potential less than 
the measured value, but in this system the partitioning of the dextran sulfate may be too 
weak for charge-directed effects to contribute strongly. 
Conclusions 
We have demonstrated that using genetic engineering to modify a protein's charge 
characteristics can be useful in directing the separation capabilities of aqueous two-phase 
extraction. Attractive interactions between polymers and proteins with opposite charge had 
the largest effect on partitioning behavior, and resulted in the formation of protein/polymer 
aggregates between P-galactosidase and DEAE-dextran. Polymers having the same charge as 
the protein had little effect on partitioning, except for the case of BGCR5 in the dextran 
sulfate systems, where the positive tails provided for a localized interaction with the negative 
polymer. Direct interaction with the charged polymers was also found to be more effective 
than the global charge effects of the interfacial potential difference in utilizing the genetic 
modiAcations to alter protein partitioning. 
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Table I. Charge Directed Phase Systems'^ 
System Charged Phosphate NaCl ^Polymer ^P04 pH A<f> 
Dextran ( M )  ( M )  (mV) 
B DEAE 0.01 0.15b 19d - 6.3 -0.6 
C DEAE 0.11 0.00b 0.036<» - 7.2 -0.8 
D Sulfate 0.01 0.15" 0.070 0.89 7.08 -1.8 
E Sulfate 0.11 0.00° 0.130 1.08 7.21 -2.4 
F Sulfate 0.01 O.OOG 1.94 0.85 7.25 1.3 
"All systems contain 4.0% PEG-8000,4.0% dextran-SOO, 1.04% charged dextran. 
^ Plus 0.024 M Cl" from DEAE-dextran. 
® Plus 0.054 M Na+ from dextran sulfate. 
^ Values obtained from Walter et al. (22). 
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Figure Legends 
Figure 1. Partitioning of the p-galactosidase fusions, determined by protein activity, as a 
function of net charge in systems containing DEAE-dextran. System compositions 
described in Table I. A) system B, DEAE-dextran in top phase. B) system C, 
DEAE-dextran in the bottom phase. (A) are averages of replicates (+). A<l> was 
calculated from least squares regression of the fusion series BGCD16-BGCRS 
Figure 2. Effect of DEAE-dextran concentration on the turbidity of the PEG phase of 
System B containing 0.15 mg/mL wild-type |3-galactosidase, before (#) and after 
(O) centrifugation 
Figure 3. Partitioning of the T4 lysozyme mutants, determined by protein concentration, as a 
function of net charge. System compositions described in Table I. A) system B, 
DEAE-dextran in top phase. B) system C, DEAE-dextran in the bottom phase. (A) 
are averages of replicates (+). Atp was calculated from least squares regression 
excluding the mutant 16/13SE in B 
Figure 4. Partitioning of the P-galactosidase fusions, determined by protein concentration, as 
a function of net charge in systems containing dextran sulfate. System 
compositions described in Table I. A) system D, dextran sulfate in bottom phase. 
B) system E, dextran sulfate in the bottom phase. C) system F, dextran sulfate in 
the top phase. (A) are averages of replicates (+) 
Figure 5. Partitioning of the T4 lysozyme mutants, determined by protein concentration, as a 
function of net charge. System compositions described in Table I. A) system D, 
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dextran sulfate in bottom phase. B) system E, dextran sulfate in the bottom phase. 
C) system F, dextran sulfate in the top phase. (A) are averages of replicates (+). 
was calculated from least squares regression over all mutants 
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GENERAL CONCLUSIONS 
Genetically engineered charge modifications in the form of charged-fusion tails or 
charge-change point mutations have been shown to be capable of altering the partition 
behavior of proteins in aqueous two-phase extraction through two different charge 
mechanisms, and that charge was apparently not the only property conferred by the fusion 
tails. 
To correlate the partition behavior with protein net charge, a procedure for estimating 
net charge and isoelectric points was developed using the Henderson-Hasselbalch equation 
combined with various levels of protein structural information. The incorporation of 
information derived from three dimensional crystallographic data dramatically improved the 
predictive capabilities of this technique. Charge calculations for the T4 lysozyme mutants 
were verified by comparison with experimentally determined isoelectric points, and titration 
data for wild-type (3-galactosidase was used in conjunction with the calculation procedure to 
determine the net charge of the various fusions. 
Partitioning in the electrochemical systems, which is driven by the interaction of the 
protein net charge with the phase system interfacial potential difference, was not strongly 
affected by the genetic modifications. While partitioning as a function of pH for T4 
lysozyme could be quantitatively described by a simple thermodynamic model, smaller than 
expected changes in Kp were observed when the net charge was modified by point mutation. 
As a result of the large shift in net charge with pH the partitioning of P-galactosidase could 
be increased by several orders of magnitude. However, the addition of charged peptide 
fusion tails apparentiy altered the partition behavior through offsetting mechanisms, masking 
the effect of the additional charge. An extension of the thermodynamic model, using an 
osmotic virial expansion, was considered in an effort to further understand the separation 
properties contributed by the tails. The interaction parameters of this model, which describe 
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the polymer/protein, polymer/polymer, and protein/protein interactions, were to be 
determined using low angle laser light scattering. However, the light scattering data for the 
proteins were not consistent with published values nor were they sufficiently reproducible to 
accomplish this objective. It appears that the protein samples were not of sufficient quality 
and additional purification would be necessary before accurate measurements could be made. 
In the charge directed partitioning experiments, attractive interactions between 
polymers and proteins with opposite charge had the largest effect on partitioning behavior, 
whereas polymers having the same charge as the protein had little effect on partitioning. 
Strong interactions between the P-galactosidase fusions and DEAE-dextran resulted in the 
formation of protein/polymer aggregates which led to very strong partition behavior with 
nearly 100% of the enzyme distributed to the DEAE-rich phase. Unlike the electrochemical 
partitioning, consistent partitioning trends were observed as a result of the fusion tails, with 
up to 37-fold shifts in Kp. These changes in Kp with increasing charge were opposite to that 
expected for potential driven partitioning, supporting the charge-directed mechanism. 
However, effects other than charge remain important, since, in one case, the charge 
dependence of Kp was also in opposition to the expected attractive protein/polymer charge 
interactions. Evidence for direct charge interaction was also found when the T4 lysozyme 
mutants were partitioned in the dextran sulfate systems. In this case, the positively charged 
lysozyme partitioned to the dextran sulfate rich phase, and displayed four to seven fold shifts 
in Kp as a result of the point mutations. These shifts were two to four times larger than those 
expected based solely on a potential driven mechanism. Dextran sulfate had little effect on 
the partitioning of the P-galactosidase fusions, and except for BGCR5, consistent trends were 
not observed in these systems. The high positive charge density of the polyarginine tails of 
BGCR5 provided for a localized interaction with the dextran sulfate, which was strong 
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enough to overcome the overall net negative charge of the protein, and resulted in two to 
fifteen fold shifts in Kp toward the dextran sulfate rich phase. 
It appears that the combination of genetic modification and phase systems containing 
charged polymers provides the best means of enhancing the separation capabilities of 
aqueous two-phase extraction using charge based mechanisms. Further work optimizing the 
charged polymer dosage and ionic strength could be useful in increasing the effectiveness of 
the charged fusions or point mutations. This study examined the partitioning behavior of 
previously purified proteins, and must now be extended to protein mixtures to evaluate the 
effectiveness of this technique as a practical purification scheme. The difficulty here is that 
the ionic strength and total protein concentration are important factors in determining phase 
system properties and hence the partitioning behavior. As in ion-exchange, these need to be 
controlled, and some form of pretreatment would be necessary to eliminate excess levels of 
charged components from a crude cell extract. This could be achieved through a preliminary 
two-phase extraction in a PEG/salt system to remove cell debris and nucleic acids, or 
through other more traditional methods, such as centrifugation and precipitation. Additional 
insight into the role of the high charge density of the fusion tails might be obtained by using 
model proteins of smaller molecular weight carrying a lower net charge; however, this would 
result in larger changes in molecular weight on a percent basis which may exacerbate the 
non-charge related effects observed in this study. Continued work with light scattering to 
evaluate these non-charge effects would require more careful sample treatment, although its 
applicability may not be as useful as initially thought. The osmotic virial expansion model 
still incorporates the same simplified charge term that was found to be inadequate in the 
experimental work presented here, and cannot account for the charge heterogeneity of the 
protein surface, and in particular the charged fusion tails. It might be more appropriate to 
87 
examine affînity binding or ion-exchange type models which could account for the charge 
binding sites. 
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APPENDIX A: GENETICALLY ENGINEERED p-GALACTOSIDASE AND T4 
LYSOZYME 
P-Galactosidase Fusions 
The P-galactosidase used in this work is a tetrameric enzyme consisting of identical 
subunits containing 1023 amino acids each. Its biological function is to hydrolyze lactose 
into glucose and galactose. P-Galactosidase was chosen as a model enzyme for this study for 
several reasons (Zhao et al., 1990). It is a well characterized Escherichia coli enzyme with 
known amino acid sequence (Kalnins et al., 1983). It has convenient activity assays, and can 
tolerate peptide fusions at both the carboxy and amino termini (Ford et al., 1991). Its large 
size allows the addition of small peptides without signiHcant changes in molecular weight. 
The lac Z gene which codes for P-galactosidase is carried on plasmid pUR290 
(Riither and Miiller-Hill, 1983) and has been expressed in two different strains of E. coli. 
The enzyme was genetically modified by adding synthetically prepared nucleotide sequences 
to the carboxy terminus (Zhao et al., 1990, Niederauer et al., 1993). The fusions are of the 
form: Gly-Asp-Pro-Met-Ala-(Asp)n-Tyr with n=4 (BGCD5), n=10 (BGCDl 1), and n=15 
(BGCD16), or Gly-Asp-Pro-Met-Ala-(Arg)n-Tyr with n=0 (BGCRO), n=10 (BGCRIO), and 
n=15 (BGCR15), and Gly-Asp-Pro-Met-Ala-(Arg)5-Ser-Tyr n=5 (BGCR5). The aspartic 
acid fusions (BGCD) were expressed in a constitutive strain, E. co// Y1089-1, which is 
deOcient in the Ion gene, whose product is a major intracellular protease involved in enzyme 
turnover. The arginine fusions (BGCR) were originally expressed in Y1089-1, however 
problems with tail stability lead to the use of a second strain. This strain, E. coli SFIOO, is 
deOcient in the ompT gene, whose product is an outer membrane protease which is speciHc 
for 2 basic residues (Baneyx et al., 1990). The tail design includes residues that provide for 
post purification cleavage and detection. Methionine and an aspartic acid-proline pair 
provide sites for chemical cleavage, and tyrosine allows for spectroscopic detection of the 
cleaved tails. 
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The specific activities of the purified fusion proteins were measured and found to be 
similar to the commercially prepared wild type |3-galactosidase (Sigma Chemical Co., St. 
Louis, MO) except for BGCD16, BGCRIO, and BGCRIS (Table Al). The specific activity 
of BGCD16 is about half that found for the wild type enzyme, suggesting interference from 
the tails. The activities of BGCRIO and BGCRIS are about ten times lower than the wild-
type activity; however, compromised activity is not clear since the purity of these versions is 
much lower as indicated in Figure Al. It appears that the positive tails may cause 
aggregation with other proteins in solution resulting in poor binding to the affmity matrix 
used for purification. This purifîcation problem was further complicated by low production 
of these two versions in the SFIOO strain which appears to be the result of plasmid 
instability. As a result of these problems BGCRIO and BGCRIS were not used in the 
partitioning experiments. 
T4 Lysozyme Mutants 
T4 lysozyme is a monomer of 164 amino acids (Owen et al., 1983) which has been 
modified through site-directed mutagenesis to replace lysine residues with glutamic acid 
(Dao-Pin et al., 1991). Each mutation results in an expected reduction of 2 units of charge at 
neutral pH. Using the notation of Dao-Pin (1991), mutants containing one, two, or three 
mutations arc denoted as K16E, 16/135E, and 16/13S/147E respectively, and the wild-type 
as T4LWT. The mutation numbers represent the modifîcation locations in the primary amino 
acid sequence. The genes for T4 lysozyme and its mutants are carried on the expression 
vector pHN1403 which has been transformed into E. coli strain RRl (Dao-Pin et al., 1991). 
The gene is controlled by the lac repressor and lysozyme production is induced by the 
addition of isopropyl P-D-thiogalactopyranoside (IPTG). 
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These mutants were originally developed to study long-range electrostatic effects on 
protein stability. Extensive characterization has provided crystal structures for each of the 
mutants, and shown that enzymatic activity was not compromised by the mutations (Dao-
Pin, 1991). The mutants purified by ion-exchange chromatography (see Paper 2) were found 
to homogenous by SDS and native PAGE (Fig. A2). 
Table Al. Specific activities of the P-galactosidase fusions 
Enzyme Specific Activity 
(units/mg)^ 
Wild Type p-gal 
BGCRO 
BGCR5 
BGCRIO 
BGCR15 
BGCD5 
BGCDll 
BGCD16 
570 
540 
590 
20 
35 
570 
670 
280 
^ One unit will hydrolyze 1.0 micromole of o-nitrophenol-
P-D-galactopyranoside to o-nitrophenol and galactose per 
minute at pH 7.3 at 37°C (Sigma Product Note). 
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Figure Al. SDS-PAGE of purified p-galactosidase fusions 
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Figure A3. Native PAGE of purified T4 lysozyme mutants 
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APPENDIX B: AMINO ACID AND NET CHARGE DATA FOR THE p. 
GALACTOSIDASE FUSIONS AND T4 LYSOZYME MUTANTS 
Paper 1 discusses the development and evaluation of a theoretical procedure for 
estimating protein net charge used to correlate partitioning behavior with protein net charge. 
The charge analysis of the T4 lysozyme mutants, wild-type P-galactosidase, and the aspartic 
acid fusions, BGCD5-BGCD16, is discussed in paper 2. This analysis included modiflcations 
to the amino acid counts used in the calculations based on structural considerations and 
titration data. This appendix lists the charged amino acids used in the estimation procedure 
and the resulting charge data in tabular form. 
Table Bl. Entire charged amino acid content of P-galactosidase (Kalnins et al., 1983), 
and T4 lysozyme (Owen et al., 1983), plus the additional residues 
contributed by the fusions or mutations as used in the charge 
determinations 
Protein Charged Amino Acid 
Glu Asp Tyr Cys Arg Lys His Carboxy 
Terminus 
Amino 
Terminus 
P-galactosidase 
Wild-Type - actual 248 260 124 64 264 80 136 4 4 
BGCD16 - 64 4 - - - - -
BGCDll - 44 4 - - - - -
BGCD5 - 20 4 - - - - -
BGCRO - 4 4 - - - - -
BGCR5 - 4 4 - 20 - - -
BGCRIO - 4 4 - 40 - - -
BGCR15 - 4 4 - 60 - - -
T4 Lysozyme 
Wild-type - actual 8 10 6 2 13 13 1 1 1 
Wild-type - revised 3 3 4 2 6 10 0 1 1 
K16E +1 - - - - -1 - - -
16/135E +2 - - - - -2 - - -
16/135/147E +3 - - - - -3 - - -
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Table B2. Charge estimates for the (3-galactosidase fusions as a function of pH. Wild-type 
data from titration, and fusions estimated using pK values from Lehninger (1982) 
pH B0CR15 BGCRIO B0CR5 Wild-Qrpe BGCRO B0CD5 BGCDll BGCD16 
5.7 -29.7 -49.7 -69.7 -85.8 -89.7 -105.5 -129.2 -148.9 
5.8 -32.6 -52.6 -72.6 -88.6 -92.6 -108.4 -132.1 -151.9 
5.9 -35.7 -55.7 -75.7 •91.7 -95.7 -111.5 -135.3 -155.1 
6.0 -38.9 -58.9 -78.9 -94.9 -98.9 -114.8 -138.6 -158.5 
6.1 -42.3 -62.3 -82.3 -98.3 -102.3 -118.2 -142.0 -161.9 
6.2 -45.8 -65.8 -85*8 -101.8 -105.8 -121.7 -145.6 -165.5 
6.3 -49.3 -69.3 -99.3 -105.3 -109.3 -125.2 -149.2 -169.1 
6.4 -52.9 -72.9 -92.9 -108.9 -112.9 -128.8 -152.8 -172.7 
6.5 -56.5 -76.5 -96.5 -112.5 -116.5 -132.5 -156.4 -176.4 
6.6 -60.1 -80.1 -100.1 -116.1 -120.1 -136.1 -160.0 -180.0 
6.7 -63.6 -83.6 -103.6 -119.6 -123.6 -139.6 -163.6 -183.6 
6.8 -67.1 -87.1 -107.1 -123.1 -127.1 -143.1 -167.1 -187.1 
6.9 -70.6 -90.6 -110.6 -126.6 -130.6 -146.6 -170.5 -190.5 
7.0 -73.9 -93.9 -113.9 -129.9 -133.9 -149.9 -173.9 -193.9 
7.1 -77.2 -97.2 -117.2 -133.2 -137.2 -153.1 -177.1 -197.1 
7.2 -80.3 -100.3 -120.3 -136.3 -140.3 -156.3 -180.3 -200.3 
7.3 -83.3 -103.3 -123.3 -139.3 -143.3 -159.3 -183.3 -203.3 
7.4 -86.2 -106.2 -126.2 -142.2 -146.2 -162.2 -186.2 -206.2 
7.5 -89.0 -109.0 -129.0 -145.0 -149.0 -165.0 -189.0 -209.0 
7.6 -91.7 -111.7 -131.7 -147.7 -151.7 -167.7 -191.7 -211.7 
7.7 -94.2 -114.2 -134.2 -150.2 -154.2 -170.2 -194.2 -214.2 
7.8 -96.7 -116.7 -136.7 -152.7 -156.7 -172.7 -196.7 -216.7 
7.9 -99.1 -119.1 -139.0 •155.0 -159.0 -175.0 •199.0 -219.0 
8.0 -101.3 -121.3 -141.3 -157.3 -161.3 -177.3 -201.3 -221.3 
8.1 -103.5 -123.5 -143.5 -159.5 -163.5 -179.5 -203.5 •223.5 
8.2 -105.7 -125.7 -145.7 -161.6 -165.6 -181.6 -205.6 •225.6 
8.3 -107.8 -127.8 -147.8 -163.7 -167.8 -183.8 -207.8 •227.8 
8.4 -109.9 -129.9 -149.8 -165.8 -169.8 -185.8 -209.8 -229.8 
8.5 -112.0 -132.0 -152.0 -167.8 -172.0 -188.0 -212.0 -232.0 
8.6 -114.1 -134.1 -154.1 -170.0 -174.1 -190.1 -214.1 -234.1 
8.7 -116.3 -136.3 -156.3 -172.2 -176.3 -192.3 -216.3 -236.3 
8.8 -118.7 -138.7 -158.7 -174.4 -178.6 -194.6 -218.6 -238.6 
8.9 -121.1 -141.1 -161.1 -176.9 -181.1 -197.1 -221.1 -241.1 
9.0 -123.8 -143.8 -163.8 -179.5 -183.8 -199.8 -223.8 -243.8 
9.1 -126.7 -146.7 -166.7 -182.3 -186.6 -202.6 -226.6 -246.6 
9.2 -129.8 -149.8 -169.8 -185.3 -189.8 -205.8 -229.8 -249.8 
9.3 -133.3 -153.3 -173.3 -188.7 -193.3 -209.3 -233.3 -253.3 
9.4 -137.1 -157.1 -177.1 -192.4 -197.1 •213.1 -237.1 -257.1 
9.5 -141.4 -161.4 -181.4 -196.5 -201.3 -217.3 -241.3 -261.3 
9.6 -146.1 -166.1 -186.1 -201.0 -206.0 •222.0 -246.0 -266.0 
9.7 -151.4 -171.4 -191.3 -206.1 -211.3 -227.3 -251.3 -271.3 
9.8 -157.2 -177.2 -197.2 -211.7 -217.1 -233.1 -257.1 -277.1 
9.9 -163.8 -183.7 -203.6 -218.0 •223.6 -239.6 -263.6 -283.6 
10.0 -171.0 -190.9 -210.8 -224.9 -230.8 -246.8 -270.8 -290.8 
10.1 -178.9 -198.9 -218.8 -232.6 •238.7 -254.7 -278.7 -298.7 
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Table B3. Charge estimates for the T4 lysozyme mutants using pK values from Lehninger 
(1982) 
PH Wild-
type 
K16E 16/135E 16/135/ 
147E 
pH Wild-
type 
K16E 16/135E 16/135/ 
147E 
2.7 15.96 14.93 13.91 12.88 6.8 9.95 7.95 5.96 3.96 
2.8 15.85 14.82 13.79 12.75 6.9 9.93 7.93 5.94 3.94 
2.9 15.74 14.70 13.65 12.61 7.0 9.91 7.91 5.91 3.92 
3.0 15.61 14.56 13.50 12.45 7.1 9.88 7.89 5.89 3.89 
3.1 15.47 14.40 13.34 12.27 7.2 9.85 7.86 5.86 3.86 
3.2 15.31 14.22 13.14 12.06 7.3 9.82 7.82 5.82 3.82 
3.3 15.12 14.02 12.92 11.82 7.4 9.77 7.77 5.78 3.78 
3.4 14.91 13.79 12.67 11.54 7.5 9.72 7.72 5.72 3.72 
3.5 14.68 13.53 12.38 11.23 7.6 9.66 7.66 5.66 3.66 
3.6 14.43 13.24 12.06 10.88 7.7 9.58 7.58 5.58 3.59 
3.7 14.14 12.92 11.70 10.48 7.8 9.49 7.50 5.50 3.50 
3.8 13.84 12.58 11.32 10.06 7.9 9.39 7.40 5.40 3.40 
3.9 13.52 12.22 10.91 9.60 8.0 9.28 7.28 5.29 3.29 
4.0 13.20 11.84 10.48 9.12 8.1 9.16 7.16 5.16 3.17 
4.1 12.86 11.45 10.04 8.62 8.2 9.02 7.02 5.03 3.03 
4.2 12.54 11.07 9.59 8.12 8.3 8.87 6.88 4.88 2.89 
4.3 12.22 10.69 9.16 7.63 8.4 8.71 6.72 4.73 2.74 
4.4 11.92 10.34 8.75 7.16 8.5 8.55 6.56 4.57 2.58 
4.5 11.64 10.00 8.36 6.72 8.6 8.38 6.39 4.40 2.41 
4.6 11.39 9.70 8.01 6.32 8.7 8.20 6.21 4.22 2.24 
4.7 11.17 9.43 7.69 5.95 8.8 8.00 6.02 4.04 2.06 
4.8 10.97 9.19 7.41 5.63 8.9 7.80 5.82 3.85 1.87 
4.9 10.80 8.98 7.17 5.35 9.0 7.58 5.61 3.64 1.67 
5.0 10.66 8.81 6.96 5.11 9.1 7.34 5.37 3.41 1.45 
5.1 10.53 8.66 6.78 4.91 9.2 7.07 5.11 3.16 1.20 
5.2 10.43 8.53 6.64 4.74 9.3 6.76 4.82 2.88 0.93 
5.3 10.35 8.43 6.51 4.60 9.4 6.42 4.49 2.56 0.63 
5.4 10.28 8.35 6.41 4.48 9.5 6.03 4.11 2.20 0.28 
5.5 10.22 8.28 6.33 4.38 9.6 5.58 3.69 1.79 -0.10 
5.6 10.18 8.22 6.26 4.31 9.7 5.08 3.21 1.34 -0.53 
5.7 10.14 8.18 6.21 4.24 9.8 4.52 2.68 0.84 -1.01 
5.8 10.11 8.14 6.17 4.19 9.9 3.91 2.10 0.29 -1.53 
5.9 10.09 8.11 6.13 4.15 10.0 3.23 1.46 -0.31 -2.08 
6.0 10.06 8.08 6.10 4.12 10.1 2.51 0.78 -0.95 -2.68 
6.1 10.05 8.06 6.07 4.09 10.2 1.75 0.07 -1.62 -3.30 
6.2 10.03 8.04 6.05 4.06 10.3 0.96 -0.67 -2.30 -3.93 
6.3 10.02 8.03 6.04 4.04 10.4 0.15 -1.43 -3.00 -4.58 
6.4 10.00 8.01 6.02 4.03 10.5 -0.66 -2.18 -3.69 -5.21 
6.5 9.99 8.00 6.00 4.01 10.6 -1.45 -2.91 -4.37 -5.83 
6.6 9.98 7.98 5.99 3.99 10.7 -2.21 -3.61 -5.01 -6.42 
6.7 9.97 7.97 5.97 3.98 10.8 -2.92 -4.27 -5.62 •6.97 
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APPENDIX C: DETERMINATION OF SECOND VIRIAL COEFFICIENTS USING 
LOW ANGLE LASER LIGHT SCATTERING 
Introduction 
Low angle laser light scattering was to be used to experimentally determine the 
polymer protein interaction parameters used in the virial expansion model (general 
introduction equation 6) to provide additional insight into the effect of the fusion tails on 
partitioning. However, the data were not consistent with published values nor were they 
sufficiently reproducible to accomplish this objective. In this section I will introduce the 
theory as well as the techniques used in the preparation and measurement of protein and 
polymer samples, and discuss my results. 
Light scattering is a Hrmly established absolute technique for the determination of 
molecular weight and size, as well as the characterization of solute-solvent interactions 
(Kratochvfl, 1987). The application of this technique to the measurement of polymers and 
proteins in solution, to the prediction of phase diagrams for aqueous two-phase systems, and 
protein partitioning in these systems is also well documented (Comper and Laurent, 1978, 
King et al., 1988, Rathbone et al., 1990, Kratochvfl, 1987, Kratochvfl et al., 1975). Important 
in the application to two-phase systems is the interaction parameter which arises from the 
light scattering analysis as the second virial coefRcient, A, and characterizes the 
thermodynamic interactions of the solute, i.e., the polymers and proteins. An A > 0 indicates 
that the solute prefers contact with the solvent, whereas for A < 0, solute-solute interactions 
are preferred. 
Light scattering measurements were made using the DAWN-B light scattering 
instrument (Wyatt Technologies Corporation, Santa Barbara, CA). This unit is a batch 
system that monitors the intensity of light scattered at 15 angles, ranging from 23° to 128°, 
from a light beam (632.8 nm) passing through a sample. The analysis of light scattering data 
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utilizes a graphical technique developed by Zimm (1948), which correlates the scattered light 
intensities to molecular size and interaction properties. 
^ = My,P{e)-2AcMlP^{d) (CI) 
K c 
RQ is the light scattered in excess of the solvent (Rayleigh ratio) at angle 6, cis the 
c o n c e n t r a t i o n  o f  t h e  s o l u t e  i n  g / m L ,  M y ,  i s  t h e  w e i g h t  a v e r a g e  m o l e c u l a r  w e i g h t ,  a n d  P { 0 )  
is a form factor related to the distance between scattering centers. K* is an optical constant 
which is proportional to the square of the specific index of refraction increment of the solute. 
The Zimm plot is generated by plotting the inverse of equation CI as K*CIRQ vs. sin2(0/2) + 
kc. The parameter A; is a stretch factor used to improve the visual aesthetics of the plot and 
has no effect on the numerical results. In the extrapolation to zero angle, P{d) goes to one, 
and the second virial coefficient and molecular weight are obtained directly from the slope 
and intercept of equation C2. 
Extrapolation of the inverse of equation CI to zero concentration yields a line with a slope 
proportional to the z-average radius of gyration, (see Figure CI). 
In the above analysis, third and higher virial coefficients have be eliminated since 
they become negligible at the dilute concentrations used. Particles having a diameter less 
than about 5% of the wavelength of the light can be considered as having a point mass for 
scattering and will not show an angular dependence towards scattering. For the 632.8 nm 
wavelength used in this study, this translates to a size cut-off of about 32 nm, above which 
intramolecular interference will cause a sharp decrease in scattering with increasing angle. 
Large biases in molecular weight and radius of gyration are introduced by the presence of 
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Figure CI. Zimm plot of scattering data for PEG-33SO, showing extrapolations to zero 
concentration and angle 
small amounts of large molecular weight components, and arise from the weighting given 
these components in the weight average and z-average values determined. Therefore the use 
of polydisperse samples is discouraged, and extreme care must be exercised in preparing dust 
free samples, under conditions were aggregation will be minimized. 
In order to use the virial expansion model (general introduction equation 6) to predict 
partition coefficients, it is necessary to determine the parameters, a2p and a^p which describe 
the polymer/protein interactions, using the second virial coeffîcients for the protein/protein 
and polymer/polymer interactions and light scattering data for the protein/polymer mixture. 
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These interaction parameters have been related to the second virial coefficients, in 
mol*mL/g2, by Rathbone et al. (1990): 
2Au = 1000 —5(L- (C3) 
(^wi) 
and 
24 = 1000 \ (C4) 
Here the subscripts denote the ith andy'th polymer or protein. The cross virial coeffîcients, 
Aij, for the protein/polymer interactions are determined from the dependence of the scattered 
light on the total polymer concentration according to the linear relationship: 
(C5) 
where 
.2,,2 ...2^ ^ o-.-HvT a. 
^  _  M n j M y ^ W j A u  + +  n j M ^ j W j A j j )  
and 
b = -1^  î-^5 (C7) 
(nfMy^^iWi + njM^jWj) 
where K = K*/vf ; RQ is the excess Rayleigh ratio of the solution with concentration 
c = Ci + Cj ; w,- = c,y ( Ci + Cj ) is the weight fraction of solute <; and v,- is the specific index 
of refraction increment, dn/dc, in mL/g. Equation C5 is valid only if the ratio of polymers, 
c,/cy, is held constant for all measured values of RQ (Rathbone et al., 1990). 
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Sample Preparation and Measurement 
Light Scattering 
Instrument calibration and detector normalization were performed using fresh HPLC 
grade toluene filtered through 0.1 |xm Teflon syringe tip filters (Whatman Inc., Clifton, NJ). 
The polar nature of water made particulate removal more difficult; hence, a more extensive 
treatment was required to achieve adequate clarity of the water. Tap water was prefiltered 
and deionized (Culligan International Co., Northbrook, IL), followed by further purification 
using a NANOpure E water treatment system (Bamstead Co., Boston, MA) with subsequent 
filtration through a 0.2 )im filter. As a final treatment, all water used for sample preparation 
and dilution was Altered directiy into the appropriate container using 0.02 ^im Anotop 
syringe tip filters (Whatman). All buffers were prepared using NANOpure water and reagent 
grade salts (Fisher Scientific, Pittsburgh, PA) followed by filtration through 0.2 pm filters 
(Gelman Sciences, Ann Arbor, MI). 
Glass scintillation vials were used as sample cells in the DAWN-B instrument. Only 
vials which were found to be free of scratches and imperfections were used in order to 
minimize background scattering due to the cell walls. Poly-cone caps were used in place of 
the standard foil-lined caps to eliminate contamination problems resulting from the foil 
backing. All glassware used for sample preparation was thoroughly washed in a hot 
Alconox/Tergazyme solution, followed by extensive rinsing with hot tap water, deionized 
water, and finally NANOpure water. The containers were kept inverted after the deionized 
water rinse to prevent contamination from airborne particles. Following the NANOpure 
rinse, the vials, caps, and volumetric flasks were rinsed twice with GC Resolve grade acetone 
(Fisher Scientific, Pittsburgh, PA) and dried inverted at 55° C. 
Stock polymer solutions, 10-20% w/w for PEG and 2% for dextran, were prepared by 
weighing the dried polymer directiy into tared 100 mL volumetric flasks, which were then 
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filled to about 75% capacity with 0.02 |j.m filtered buffer, and sealed until the polymer had 
completely dissolved. After filling the flasks to their volumetric mark, they were sealed and 
left at room temperature overnight, to allow for complete solution equilibrium. 
Protein solutions were prepared by reconstituting the protein with 0.02 |im filtered 
buffer, and dialyzed overnight using dialysis tubing (3,500 MWCO, Spectra/Por 3, Spectrum 
Medical Industries, Inc., Houston, TX) and the same buffer filtered through a 0.2 ^m filter. 
The dialyzed protein was sequentially Altered through a 0.45 syringe-tip filter (Costar 
Corp., Cambridge, MA) followed by a 0.2 ^im bottle filter (Costar). When ready to use, the 
clarified protein solution was transferred to a new 50 mL syringe equipped with a needle. In 
order to perform both light scattering and dn/dc measurements, at least 15 mL of protein 
solution ranging from 3-10 mg/mL was needed. Protein concentrations were determined by 
absorbance at 280 nm or, if the extinction coefficient was not known, using the Pierce BCA 
Protein Assay. 
To minimize variations due to vial imperfections, all dilutions of each sample were 
prepared and measured in a single vial. Precise dilutions were made by weight using a 
Mettler AE 200 analytical balance (Mettier Instrument Corp., Hightstown, NJ). After the vial 
and cap were tared, approximately 4 mL of the 0.02 ^im filtered dialysis buffer was added, 
the vial sealed and rinsed by shaking. The cleanliness of the vial was then verified by 
observing the buffer draining off the sides. If the buffer adhered to the wall a different vial 
was chosen. After a second rinse, the vial and cap were returned to the scale and the 
appropriate amount of buffer for tiie first dilution was added. After taring the scale, the 
appropriate amount of polymer or protein solution was added, the vial sealed, and the 
solution thoroughly mixed. The concentration of the sample was computed, making density 
corrections for the PEG and dextran samples to convert the weight/weight concentrations of 
the preparations to the weight/volume units needed by the DAWN software (Table CI). The 
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densities of the protein stocks were taken to be unity allowing direct unit conversion. After 
cleaning the outside of the vial with isopropanol the light scattering was measured. Returning 
the vial to the balance, the scale was tared and additional filtered buffer was added for the 
next dilution. This basic procedure was then followed for each subsequent dilution until the 
vial was full (about 6 dilutions). 
Table CI. Densities for various concentrations of polyethylene glycol {My, 6,000) and 
dextran (M^ 460,000) used for concentration corrections (Albertsson, 1986) 
PEG Cone. {% w/w) Density (g/mL) Dex Cone. (% w/w) Density (e/mL) 
2.0 ,1.001 1.0 1.001 
5.0 1.007 2.0 1.005 
8.0 1.012 3.0 1.009 
10.0 1.015 4.0 1.013 
15.0 1.024 5.0 1.017 
The DAWN-B instrument and the data collection computer were warmed-up with the 
laser turned on for at least 12 hours prior to making light scattering measurements. All data 
collection and processing were handled, according to the equipment instruction manual 
(Wyatt Technologies, 1993), using the DAWN software package (version 1.01) running on a 
Zenith Data Systems Z-386SX personal computer (Zenith Electronics Corp., Springfield, 
MO). In addition to the warm-up period, several instrument parameters had to be determined 
before making measurements. The instrument calibration constant and normalization 
coefHcients are instrument specific parameters which were determined using toluene, an 
isotropic scatterer, filtered into a clean vial as described above for sample preparation using a 
0.1 ^im Teflon filter. Following the DAWN software calibration routine, the instrument 
calibration constant was found to be 5.070 x 10*^. Similarly, normalization coefficients were 
determined, and measured periodically during the experiments. Dark offsets correct for 
baseline voltages of the photodiodes and were measured on a regular basis during 
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measurement, although their values did not change substantially. Solvent offsets are used to 
correct sample scattering data for the scattering due to the solvent, and were measured each 
time the solvent was changed. Typical values of the normalization coefficients, dark offsets 
as well as solvent offsets for toluene and potassium phosphate buffer are reported in Table 
C2. 
Table C2. Typical values for the normalization coefficients, dark offsets, and solvent 
offsets 
Detector # Normalization Dark Offsets Solvent Offsets 
Coefficients (Volts) (Volts) 
Toluene Buffer® 
1 0.782 -0.045 1.497 0.398 
2 1.077 -0.007 1.101 0.213 
3 0.526 -0.059 2.236 0.489 
4 0.772 -0.014 1.526 0.235 
5 0.709 -0.005 1.652 0.227 
6 0.813 -0.011 1.451 0.181 
7 0.716 -0.012 1.638 0.189 
8 0.962 -0.030 1.223 0.143 
9 0.971 0.014 1.206 0.138 
10 1.068 -0.033 1.101 0.126 
11 1.000 -0.034 1.175 0.130 
12 1.063 0.002 1.106 0.118 
13 0.976 -0.024 1.204 0.129 
14 0.944 -0.004 1.244 0.136 
15 0.801 -0.024 1.474 0.160 
^ Buffer was 0.01 M potassium phosphate, 0.1 roM magnesium chloride, pH 7.3. 
Once all of the above calibrations had been made, scattering data were collected 
using the dilution scheme presented earlier. The positioning of the vial in the DAWN-B 
read-head is critical to minimize excess scattering due to cell imperfections and improve 
reproducibility. Therefore, the orientation of each vial was marked after measuring the 
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scattering for the first dilution, and the cell returned to the same position with each 
subsequent dilution. The cell orientation was chosen to minimize cell induced scattering of 
the initial sample. 
The data collection routine of the DAWN software, results in a real time plot of 
scattering intensities versus detector number. Good quality, dust-free samples resulted in a 
trace displaying only small or infrequent fluctuations, whereas a dirty samples gave erratic 
results. Data sets were collected by starting a scan when the trace settled to its lowest values 
across the detectors. Four or five scans were made of each dilution to provide enough data so 
that errant scans could be eliminated from the subsequent analysis. 
dn/dc Measurements 
As indicated in the introduction, accurate values of the sample's speciHc refractive 
index increment, or dn/dc, were necessary since light scattering is dependent upon the square 
of this value. The dn/dc's for each of the polymers and proteins was measured using 
OPTELAB 903 Differential Refractometer (Wyatt Instruments, Inc.) operating at the same 
wavelength as the DAWN-B light scattering unit. This instrument was fitted with a dual flow 
cell (sample and reference) and data were collected and analyzed using the accompanying 
DNDC software (version 3.03b). 
The instrument was turned on at least 24 hours before measurements were made to 
allow the electronics to stabilize. The flow cell, which is stored in isopropanol was 
thoroughly flushed with approximately 100 mL of NANOpure water, and equilibrated with 
100 mL of the same buffer used for sample preparation. All buffers were Altered through 0.1 
|im syringe-tip filters directiy into the appropriate containers. Flow through the reference and 
sample cells was achieved by siphon action with a liquid height differential of about 18 in. 
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The procedures for calibrating the refractometer and measuring unknown samples are 
the same except for the data analysis. Once the instrument had been warmed-up and the flow 
cells equilibrated, flow through the reference cell was stopped by clamping the outlet, and 
the instrument was adjusted using the software setup routine. At the start of data collection, a 
stable buffer baseline was necessaiy'before proceeding to the samples, after which each 
standard was passed through the cell beginning with the lowest concentration, changing to 
next higher standard after the signal reached a plateau (about 3 min). After the last standard 
was measured, flow was returned to the buffer until tiie signal returned to within 5 mV of the 
original baseline. The instrument was shut down by flushing both cells with 100 mL of 
NANOpure water followed by about 30 mL isopropanol, after which the inlet and outlet 
lines were clamped for storage. 
The instrument was calibrated using a set of Ave sodium chloride standards with a 
concentration range of 1-5 mg/mL diluted from a 100 mg/mL stock solution which was 
prepared in the same manner as the polymer stocks described previously. The sodium 
chloride used was dried overnight at 100 °C. Dilutions were prepared by weight. Sodium 
chloride has a dn/dc = 0.174 (Wyatt Software Manual), which, when entered into the 
calibration routine along with the standard concentrations, resulted in a computed calibration 
constant of 7.2764 x 10*^, that was used for all subsequent dn/dc determinations. 
Results and Discussion 
Refractive index increments for dextran-SOO and bovine semm albumin (BSA) were 
determined in 0.01 M potassium phosphate, pH 7.3 solutions at 22±1 °C. dn/dc 
determinations for dextran-40, PEG, and P-galactosidase were made in 0.01 M potassium 
phosphate, 0.1 vaM magnesium chloride, pH 7.3 solutions at the same temperature. 
I l l  
Table C3. SpeciHc index of refraction increments 
Sample dn/dc (mL/g) 
Measured Reported 
PEG-3350 0.1380 0.131» 
dextran-40 0.1422 0.151^ 
dextran-SOO 0.1454 0.147^ 
BSA 0.1739 0.187C 
BGCRO 0.3256 
BGCDll 0.1895 
» Determined in water at A, = 633 nm and 2S°C (Haynes et al., 1993). 
^ Determined in water at X = 633 nm and (Rathbone et al., 1990). 
c Determined in water at A. = 578 nm and 20°C (Perlmann and Longsworth, 
1948). 
Concentrations typically ranged from 1-5 mg/mL. Good agreement with previously reported 
dn/dc values was observed for PEG and the dextrans (Table C3). The value for BGCDll is 
similar to BSA and is in the range typically observed for proteins (Perlmann et al., 1948), but 
BGCRO is nearly two times as large. This unusually high value may have been the result of 
contamination of the BGCRO samples with nucleic acids which were found to be in excess of 
20% based on the 280/260 absorbance ratio. 
The light scattering data were analyzed using the plotting portion of the DAWN-B 
software, which is divided into two sections: one for viewing and selecting the raw scattering 
data, and one for creating Zimm plots and computing the molecular parameters. In the first 
section the scattering data were viewed and scans which did not conform to the general 
scattering trends were eliminated. Typically all but the most errant data scans were retained 
at this stage. 
A Zimm plot of the selected data was then generated using the plotting routine which 
subsequently calculated the molecular weight, second virial coeffîcient, and the RMS radius 
for the sample. At this stage the analysis is mainly visual and further data selection could be 
made to remove concentration scans or angles from the analysis that did not fit the general 
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trend. The numerical results included an error range for each value which give an indication 
of the goodness-of-fit of the extrapolations to zero concentration and angle. Care had to be 
taken not to excessively weed out data in the effort to minimize these errors, since this could 
skew the numerical results. With proper care used in preparing the samples, good numerical 
results followed which were somewhat independent of data scatter of the plot (Fig. C2). 
According to the arguments made in the introduction, no angular dependence on 
scattering was expected, except possibly for dextran-SOO and P-galactosidase based on their 
large size. In addition, the order of fît for the concentration and angular extrapolations was 
also expected to be linear. Littie angular dependence was observed for PEG-3350 (see Figure 
CI), dextran-40, and the BGCRO/dextran-40 mixture with the protein/polymer ratio of 4.1 x 
10'^. All other samples displayed moderate to strong increases in scattering intensity at the 
lower angles, indicating polydispersity or contamination. Linear data fits were found to 
provide good agreement with the scattering data collected for PEG, both dextrans, and BSA. 
Samples containing (l-galactosidase, on the other hand, required a second order angular fit 
and a first order concentration fît in order to provide agreement with the data. 
Table C4 lists the results of the data analysis for the various polymers and proteins 
studied and compares these results to known values. The values for molecular weight and 
virial coefficient for the individual polymers and BSA show approximate agreement with 
known or previously reported values, with the best match for dextran-40. However, the RMS 
radii for each of the polymers and proteins are larger than expected. The small size of PEG 
made it more difficult to measure due to the increased influence of the background 
scattering, and necessitated the use of higher concentrations which made the extrapolation to 
zero concentration more tenuous. 
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Figure C2. Zimm plots of scattering data for BGCRO/PEG: A) contains data for all angles 
and concentrations measured, B) the same data after eliminating errant data and 
changing to a second order angular fit 
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Table C4. Comparison of weight average molecular weights, second virial coefficients, and 
RMS radii calculated from light scattering data, with previously reported values. 
Data collected at 22 °C 
Sample Ratio, 
Protein/ 
Molecular Weight Second Virial Coefficient Radius 
Polymer Reported Measured Retrarted Measured Reported Measured 
PEG . 3,350 12,200 36.36'» 62.70 44 
dextran - 39,100 40,000 5.00* 6.56 6" 10 
dextran - 539,000 587,000 1.30® 4.75 19d 35 
BSA - 66,200 79,500 1.60b 3.09 3= . 11 
BGCRO - 460,000 1,440,000 - 0.77 80 
BGCDl 1 - 460,000 918,000 - 0.18 179 
BGCRO/PEG 1.4 X 10-4 3,410a 4,300 - 16.40 52 
BGCRO/PEG 6.4 X 10-2 31,000» 951,000 - 9.75 173 
BGCRO/dex 4.1 X 10-5 39,100» 37,400 - 4.84 9 
BGCRO/dex 5.4 X 10-2 60.700» 398.000 - 0.35 83 
* Mass average molecular weights for the polymer/protein combination. 
^ Values taken from King etal., 1988. 
" Values taken from Rathbone et al., 1990. 
Estimated from the relationship R = 0.66Af '^*^ (Send et al., 1955). 
* Value taken from Tanford, 1961. 
Extending the measurements to the P-galactosidase fusions, BGCRO and BGCDl 1, 
led to very different results in terms of molecular weights. In this case, the molecular weights 
determined from the light scattering data were two to three times larger than expected. This 
discrepancy could be the result of aggregation of the protein into dimers and trimers, but is 
more likely the result of sample contamination. 
Not unexpectedly, attempts at measiuing polymer/protein mixtures did not fare any 
better. Two protein to polymer ratios were examined for BGCRO in both PEG and dextran-
40. The lower ratio was set to approximate the ratios observed as a result of partitioning in 
the two-phase systems, and a higher ratio was included so that a larger amount of protein 
would be present. The presence of the fusion proteins again resulted in molecular weights 
much higher than those expected based on mass average molecular weights for the samples 
with the higher protein content, but gave reasonable values at the lower ratios where the 
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Table C5. Comparison of partition coefficients determined experimentally with 
those predicted from the viral expansion model using both known 
and measured molecular weights 
CBGCRO/PEG ^BGORO/dextran Kp 
(kg/mole) (kg/mole) 
Experimental 
Predicted:® 
16.5 
Known -29.6 -431.4 8.4 X 109 
Measured -392.9 -451.9 2.8 X 1013 
^ Determined for the following system parameters: 8.5% PEG-3350, 8.0% 
dextran-40,0.01 M potassium phosphate, pH 7.02, A<j) = -4.57 mV, Zp = -
135. 
protein had little apparent effect. The erratic results of the calculated radii don't appear to 
reflect actual molecular size. Also, the larger virial coefficients obtained for the 
BGCRO/PEG over the BGCRO/dex samples suggests a stronger repulsion of BGCRO by PEG 
relative to dextran, which is contrary to the observation that BGCRO partitions to the PEG 
rich phase. This is also reflected in the interaction parameters listed in Table C5, where the 
more highly negative values for the BGCRO/dex mixtures indicate a stronger protein 
interaction with dextran. 
Littie confidence could be placed in the results of the virial coefficient, given the 
errors observed in the molecular weight and radius determinations for the samples containing 
the (3-galactosidase fusions. However, the results were applied to the virial expansion 
partitioning model to And out if reasonable partition coefficients could be obtained. Using 
equations C3-C7, the protein/polymer interaction parameters, a,y, were calculated from the 
data in Tables C3 and C4. The partition coefficients were then computed using equation 6 of 
the general introduction and both the known and measured molecular weights and compared 
with the experimentally determined value for BGCRO (Table C5). Not unexpectedly, this 
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calculation yielded partition coefficients which had no relation to the measured values. In 
order to achieve useful results from the light scattering technique, I would recommend 
further purification and characterization of the p-galactosidase fusions to eliminate any 
contaminants from the samples. 
