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Simulation of Turbine Blade
Trailing Edge Cooling
The cause of overprediction of cooling efficiency by unsteady Reynolds averaged simu-
lations of turbine blade trailing edge cooling flow is investigated. This is due to the
deficiency in the level of unsteady coherent energy very near to the wall. Farther from the
wall, the Reynolds averaged simulation produces the correct level of mixing. Eddy simu-
lations of the instantaneous turbulent eddying produce a close agreement to data on film
effectiveness. In particular, they reproduce the reduction in cooling effectiveness toward
the trailing edge that has been seen in experiments. The scale adaptive simulation model
of Menter and Egorov (2005, “A Scale-Adaptive Simulation Modeling Using Two-
Equation Models,” AIAA Paper No. 2005-1095) is invoked for the eddy simulations.
DOI: 10.1115/1.3054287
1 Motivation
Trailing edges of turbine blades are thin, difficult to cool, and
susceptible to excessive heating by hot ambient gases. In the stan-
dard cooling strategy, the rear portion of the blade has an opening
on the pressure side through which gas that has transited internal
passages exits. After exiting it creates a jet tangential to the sur-
face.
The terminology used herein is as follows see Fig. 1. The
opening is referred to as a breakout and the flow from the opening
is called pressure side bleed. Cooling air exits from a rectangular
nozzle in the breakout and is expected to form a cooling shield
over the surface. The exposed portion of the wall jet is bounded
by raised portions of the blade called lands. The upper edge of the
nozzle is called the nozzle lip. It turns out to be important that the
thickness of the nozzle lip is comparable to the nozzle opening
below it. This is because vortices shed from the lip are able to
reach the wall and affect surface transport. Our results suggest that
the significant elements are that the nozzle lip geometry produces
shedding and that it is near the heat transfer surface; any role of
the precise geometry is assumed to be subsidiary, unless it is such
as to alter shedding.
The adiabatic cooling effectiveness is the ratio of hot gas tem-
perature minus surface temperature to hot gas minus coolant tem-
perature
ad = Tg − Ts/Tg − Tc
If the surface is maintained at the coolant temperature, this is
unity; as the surface heats up toward Tg, it decreases. The aim of
film cooling is to keep ad near unity. Unfortunately, laboratory
tests show that the film cooling effectiveness decreases to about
0.5 near the trailing edge at typical blowing ratios blowing ratio
is the ratio of the bulk mass flow from the slot to that in the
freestream. This low performance of film cooling implies that
some kind of mixing phenomenon between the coflowing hot gas
and the cooling air streams occurs. Since its source is not well
understood, it will be called anomalous mixing; the motive for the
present work is to understand its origin. As will be seen, the phe-
nomenon that we are labeling “anomalous” can be simulated.
Most numerical studies of the trailing edge configuration have
employed Reynolds averaged Navier–Stokes RANS models
1–4. Unsteady RANS shows that coherent vortex shedding from
the nozzle lip plays a critical role in the flow around the breakout.
Figure 2 is an illustration that shows shedding from the upper
nozzle lip. Unfortunately, in all of these studies the natural un-
steadiness was unable to reproduce the drop in effectiveness seen
in laboratory experiments; in the case computed by Medic and
Durbin 4 and Holloway et al. 3, the observed effectiveness was
0.5, while the computed effectiveness was 0.9. An unknown pro-
cess seemed to enhance mixing beyond what could be explained
by vortex shedding alone.
One should not be misled by Fig. 2: the geometry is three-
dimensional and so are the vortices. They have an intricate form,
shown at the left side of Fig. 3. Nevertheless, being a property of
the averaged flow field, these vortices are periodic in time.
The air flow is supplied from a plenum. Further RANS simula-
tions 4, in which the plenum flow was pulsed periodically, were
able to reproduce the observed drop in effectiveness. The pulsa-
tion was a computational artifice that produced a relatively good
agreement with the laboratory measurements of effectiveness. The
forcing caused the shed vortices to develop into vortex loops
right image in Fig. 3, which enhanced mixing and decreased ad
to the levels seen in the experiment. These simulations suggest a
possible cause of the strong mixing present in real trailing edge
breakouts. Shed vortices may have a more looped shape than pre-
dicted. However, the vortex loops seen by Medic and Durbin 4
were produced by an artifice. Is there any reason for the coherent
vortex loops to form more naturally?
This and other questions can be answered by simulating the
turbulent eddying flow downstream of the breakout. Trailing edge
film cooling flow is challenging to compute, but, fluid dynami-
cally, quite interesting and of some practical importance. Eddy
simulation promises detailed information that can reveal the com-
plex, and poorly understood, mixing mechanisms that occur in
this flow.
Menter and Egorov 1 presented a form of eddy simulation,
which they called scale adaptive simulation SAS. Functionally,
it involves adding a term that constrains the level of eddy viscos-
ity provided by the RANS model, thereby permitting chaotic ed-
dying to occur. The natural instability of separated shear layers is
exploited to permit eddies to develop.
One of the illustrations in Ref. 1 is a trailing edge cooling
geometry. This simulation was described only briefly, but it was
noted that SAS produced a significantly better agreement to ex-
perimental data than unsteady RANS. The particular geometry
was a breakout without lands. The coherent unsteadiness seen in
the present simulations was not present. Experiments without
lands show that the tangential jets are highly unsteady, with no
clear coherence 5,6. In another context, Viswanathan et al. 7
invoked implicit large eddy simulation LES in the trailing edge
region at the origin of a jet; their interest was rather different from
the present.
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At this point our terminology should be explained. We use
“eddy simulation” as a general term to refer to computations in
which the chaotic state of turbulence is resolved. The primary
distinction is between statistical approaches based on Reynolds
averaged equations 8 and turbulence-resolving approaches. The
words eddy simulation are the common component, and the es-
sential element, of a variety of Navier–Stokes computations of
turbulent flow. SAS grew out of detached eddy simulation. It is
formulated as a hybrid RANS/LES approach. The eddying region
is regarded as a large eddy simulation region. As will be seen, the
Reynolds number is fairly low in the present simulation, the fully
RANS region permitted by SAS is absent, and our simulation
turns out to be similar to LES. Rather than describe this as a
qualified version of either detached or large eddy simulation, it is
preferable to adopt the generic term eddy simulation.
2 Numerical Methods and Models
The simulations made use of the SUMB computational fluid dy-
namics code, as described in Ref. 9. This is a multiblock struc-
tured grid code. It solves the compressible Reynolds averaged
Navier–Stokes equations, which are discretized into finite vol-
umes. Solution variables are collocated at cell centers, and time
accuracy is achieved by dual time stepping. The true time step is
discretized by second order backward Euler differencing, and each
true time step is subintegrated into pseudotime by the five stage
Runge–Kutta scheme of Jameson 10. Convergence is acceler-
ated by multigrid iterations, and the Runge–Kutta integrations
function as a smoother on the successively coarser grids.
SUMB is a fully compressible Navier–Stokes code. The present
simulations were nearly incompressible; the reference Mach num-
ber was 0.2. The basic equations that SUMB solves are the un-
steady, compressible momentum, continuity, and energy equations
U
t
+  · UU =  · 

t
+  · U = 0 1
et
t
+  · et + PU =  ·  + T  T
where the stress tensor is
ij = − Pij +  + T Uixj + Ujxi  − 23  + TUkxk ij 2
and the total energy is
et = CvT +
1
2 U
2
Cv is the specific heat capacity. The equation of state P=RT
completes the system. The equation for a diffusive, passive scalar
is
C
t
+  · C =  ·  + T  C 3
Equations 2 and 3 contain eddy transport coefficients, T and
T. The eddy diffusivity is given by T=T /PrT with PrT=0.9 and
= /. A turbulence model—in the present case, SST Shear
Stress Transport 11 for RANS and SST-SAS for eddy
Fig. 1 Trailing edge cooling slots at pressure side breakout
Fig. 2 Vortex shedding from upper nozzle lip: temperature
contours from Ref. †4‡
(a) (b)
Fig. 3 Natural „left… and forced „right… unsteadiness in RANS simulations †4‡
021102-2 / Vol. 131, FEBRUARY 2009 Transactions of the ASME
Downloaded From: http://fluidsengineering.asmedigitalcollection.asme.org/ on 08/26/2015 Terms of Use: http://www.asme.org/about-asme/terms-of-use
simulation—determines the eddy viscosity throughout the flow
field: that is, Tx= k	x.
A number of modifications to the numerical discretization and
time advancement methods were effected for the present applica-
tion. These were required in order to obtain the accuracy and
stability needed for eddy simulation.
2.1 Scale Adaptive Simulation. The SST RANS model 11
is a variant of the k-	 model. The scale adaptive SST model is the
RANS model with an extra term in the 	 equation. In SAS, the
adaptive scale is provided by the von Karman length 12
LvK
2
=
S2
2U2
4
where =0.41. The denominator denotes 2Ui2Ui and
S2 = 2SijSji with 2Sij = iUj +  jUi 5
In parallel shear flow, this scale becomes LvK= dyU /dy
2U. If LvK
was used in an eddy viscosity transport model, assuming that
destruction and production were in balance, would give
T  LvK
2 S 6
Thus LvK can be understood to be a bit like a mixing length.
The use of a flow dependent length scale is the scale adaptive
aspect of the SAS formulation. Although Menter and Egorov 12
argued that LvK was a natural flow scale, as opposed to the grid
scale 
, when it is evaluated by finite differences on a typical SAS
grid, LvK varies in approximate proportion to 
; indeed, it draws a
connection to LES subgrid models.
In order to ensure that the model dissipates small scales, the
eddy viscosity is prevented from dropping below the level of the
Smagorinsky subgrid model. A limiter is applied to redefine the
von Karman length as
LvK = max	 S2U , 0.358C
 − C 
 7
where C=0.09 and =3 /40 in the k-	 model it is interpolated
between this and 0.0828 in the SST model.
The SST-SAS model was originally derived from an eddy vis-
cosity transport equation by adjoining the k-equation to it. Then it
was converted into a pair of equations for k and 	. The outcome
is just to add the term
QSAS =  max2.65 LLvK S2 − 6k max	 	2	2 , k2k2 
,0 8
to the 	 equation, where
L =
k
C
1/4	
Constants given in Ref. 13 have been substituted to obtain a
numerical value 2.65 in Eq. 8. The max functions in Eq. 8 help
preserve the RANS behavior near walls.
2.2 Treatment of Convection. Eddy simulation requires con-
vection schemes with low dissipation. The native discretizations
in SUMB are unsatisfactory for present purposes. Alterations were
made to their treatment of convection. Initially a centered discreti-
zation was tried for convective flux interpolation, which proved to
be unstable. A skew symmetric convective form was found to be
stable and accurate. The compressible skew form for the flux de-
rivative is
uiuj
xj
=
1
2	 uiujxj + ujuixj + uiujxj 
 9
The rationales given in the literature for this form are consistent
with kinetic energy conservation, via the discrete product rule, and
reduction in aliasing error 14.
A finite volume discretization of Eq. 9 was implemented into
the simulation code. Fluxes on the centers of cell faces are ap-
proximated by the average of neighboring cell center values. The
terms that are not in conservation form are obtained from cell
center values time derivatives obtained by the Gauss’ theorem. In
short, standard second order centered formulas are used.
The skew form 9 was adopted for both the momentum and the
energy equations. Transported scalars are especially prone to nu-
merical oscillations. It has become common practice in eddy
simulation to invoke some degree of upwinding to obtain smooth
scalar fields. The second order upwind method of Barth and Jes-
persen 15 was selected. It invokes a limiter to minimize numeri-
cal diffusion; thus, on a smooth field it relaxes to second order
central differencing.
The scalar flux C · udV is expressed as a difference
between face centered values. For instance, in the xi direction
C = u · Ai+1/2,j − u · Ai−1/2,j 10
The velocity is interpolated to the cell face. The face-center scalar
is evaluated by a limited linear interpolation
i+1/2 = i +  i · S if u 0
i+1 +  i+1 · S if u 0
 11
where S is a vector from the upstream cell center i or i+1 to
the center of the face i+1 /2. The gradients, i, are computed
by Gauss’ theorem. The coefficient  is a limiter that satisfies 0
1. It introduces upwind biasing. The limiting scheme is
described in Ref. 15.
2.3 Implicit Compact Filtering. A very weak numerical in-
stability was observed as simulations proceeded. As it was of high
spatial frequency, a low pass filter was applied periodically to
suppress it. A compact Padé type of formulation was used. Several
families of filtering schemes were discussed in Ref. 16. The
present choice is
fˆi+1 + fˆi + fˆi−1 = afi + 12bf i+1 + f i−1 + 12cf i+2 + f i−2 12
where
a =
1
8 6 + 5, b =
1
2 2 + 1, c =
1
8 2 − 1
 = 0.475
This is applied separately along each computational coordinate. fˆ
is the filtered value of a variable and f is the value before filtering.
Near boundaries, the full stencil is not available. At such locations
the explicit filter
fˆ1 =
15f1 + 4f2 − 6f3 + 4f4 − f5
16
was applied. The filtering operation is to replace all field vari-
ables, f , by their filtered values, fˆ. The filter is designed to be flat
at a low wavenumber and to cut off at a high wavenumber. It will
be seen in Fig. 23 that the cutoff is well above frequencies of
present concern. The compact filter Sec. 2.3 was applied once
every 47 time steps to remove gridwise oscillation.
2.4 Inflow Conditions. In order to inject a turbulent inflow,
the entrance to the computational domain was treated as an inter-
face between two flow fields, rather than an inlet, per se. In par-
ticular, the usual characteristic inflow conditions would permit
four quantities to be given, and the fifth would be extrapolated
from the interior. However, at an interface between computational
blocks, all five variables are prescribed from an adjacent block.
On the inlet plane, all three components of u, the pressure, p, and
density  are prescribed as a function of position at each time.
It proved necessary to include eddies at the inflow in order to
stimulate turbulent motion in the separation region. To this end,
inflow data were generated by a separate large eddy simulation of
Journal of Fluids Engineering FEBRUARY 2009, Vol. 131 / 021102-3
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a turbulent boundary; the LES code was provided by Kang and
Choi 17. The rescaling and recycling techniques of Lund et al.
18 were used to create a fully developed boundary layer.
While the LES simulation provides a full velocity field, quan-
tities such as k and 	 also are needed for the SST-SAS model. In
the SAS mode, k and  can be understood as subgrid scale residual
kinetic energy and dissipation. Although more sophisticated meth-
ods could be investigated, currently a rather straightforward ap-
proach was used. Assuming that the LES field resolves almost all
turbulent kinetic energy, a box filter was applied over the field.
The filter width was small enough to preserve most of the energy.
The residual kinetic energy was defined as
k = 12UiUi −
1
2Uˆ iUˆ i
 was estimated from subgrid scale dissipation as
 2T,SGSSijSij
Finally 	 was evaluated as 	= / 0.09k.
3 Flow Configuration
The computational domain is portrayed at the left of Fig. 4. The
inflows above and below the blade are labeled as “interfaces”
because data from a large eddy simulation are provided there. The
coolant inflow data are provided by a large eddy simulation of a
fully developed channel flow. The bulk velocity is unity by the
present nondimensionalization. The lateral boundary conditions
are periodic, emulating a row of cooling slots along a trailing
edge.
The eddy simulation was preceded by a RANS computation on
the domain shown at the right of Fig. 4. This contains a whole
blade in a domain that was designed to emulate the pressure field
of a turbine stage this particular configuration is being studied in
experiments at Stanford University. SUMB was used for both
RANS and eddy simulations. The RANS simulation provided a
mean flow at the inlet to the eddy simulation. This procedure is
illustrated in Fig. 5. Data are extracted from the RANS computa-
tion, then boundary layer turbulence is added as described in Sec.
2.4 to generate an inflow for the eddy simulation.
The grid sections in Fig. 6 give an overview of how the full
domain was meshed for the eddy simulation. The computational
domain extends inside the blade, starting in a plenum. Above the
blade the grid becomes coarse in the freestream. This is a struc-
tured multiblock grid; the total number of computational blocks is
54.
Lengths are nondimensionalized by the slot height, h, and ve-
locities by the bulk velocity of the cooling jet, U0. In these units,
the nozzle lip thickness is 0.7. The surface between the lands
slopes at about 3 deg from the horizontal, so the wall is at a
distance 0.05x above the x axis. The origin is at the center of the
breakout. The trailing edge is 8.3 slot heights from the breakout.
The width of the breakout is 5. The overall domain width is 12:
periodic boundary conditions make this the repeat unit of a peri-
odic array of trailing edge cooling slots. The Reynolds number
based on the height and the bulk velocity of the channel is 7385.
This is representative of the Reynolds numbers of high pressure
turbine blades.
A time step of 0.0257 was used for the blowing ratio 1 case. For
the blowing ratio of 1.5 case, the time step was reduced to 0.0185
due to the increased jet Reynolds number.
To assess the temporal resolution, two different time steps, of
0.0514 in units of h /U0 and 0.0257, were tested. With the larger
time step, turbulent fluctuations were somewhat damped. The well
resolved energy spectra in Sec. 4.2 indicate that the current tem-
poral resolution is sufficient.
Before collecting statistics, simulations were run for ten flow-
through times. Then statistics were collected over 13.8 flow-
through times.
Unsteady RANS simulations were also done in the trailing edge
geometry. The time step size was 0.063, which resolves one shed-
ding period into 66 time steps. Nine flow-through times were
allowed for initial transients. After this, the periodic Reynolds
averaged state was reached.
Extensive grid refinement and validation studies are presented
in Ref. 19. Under the scale adaptive modeling approach, the
greatest concern is to resolve the separated region. In a prelimi-
nary study, very coarse grids with high stretching ratios were
tested. Severe grid-to-grid point oscillations and spurious stream-
wise waves in the vorticity field were observed. As a result of this
preliminary study, a base grid was created with 8106 computa-
tional cells. The final grid was created by refining this in each of
the x, y, and z directions. Overall comparisons between the 8
106 point grid and final grid resolutions are summarized in
Tables 1 and 2. For the RANS simulations presented herein, a
Fig. 4 Schematic of the eddy simulation setup and of the whole channel RANS simulation setup
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base grid of 2.47106 nodes was compared with a fine grid of
4.94106 nodes to verify grid independence 19.
Comparisons are illustrated in Fig. 7: a good number of similar
comparisons were made by Joo 19. Overall, the base and final
cases are in good agreement, indicating that the final grid provides
sufficient resolution.
4 Results
An overview of the simulation is provided in Fig. 8. This con-
sists of three copies of the exterior flow domain to create an im-
pression of the trailing edge geometry. The contours are surfaces
of constant Q, where QS2− 2. The Q isosurfaces give an
impression of vortices forming in the detached shear layers over
the cooling slot.
Mean flow profiles at the two blowing ratios of BR=1 and
BR=1.5 are provided in Fig. 9. These are shown at midspan z
=0. The wake of the upper nozzle lip is visible at x=1. By x
=3 the profile has developed into a wall jet in a coflowing stream.
For the case of BR=1, the bulk velocity of the jet matches that of
the freestream and the profile develops the appearance of an ac-
celerated boundary layer. For BR=1.5 the character of a wall jet
in coflow is present in the trailing edge. A RANS computation
with BR=1 is included in Fig. 9 for comparison. The eddy simu-
lation and RANS profiles are quite similar.
At x=1, the profiles of resolved turbulent intensity in Fig. 10
show a local maximum in the wake of the upper nozzle lip. The
maximum is most pronounced for the case with BR=1.5. The
NACA0012
Developing turbulent
channel flow profile
on the water channel
geometry
c72.0
c53.0 hc 56
c85.0
c21.0

uUU inflow
Rescaled
fluctuation
c31.0
Inflow generation
process
Fully developed
channel flow
RANS Simulation
Eddy Simulation
RANS region
RANS region
Eddy simulation region
Fig. 5 Schematic of the procedure of the trailing edge simulation
Fig. 6 Sections of the grid for the trailing edge and coolant
passage
Table 1 Grid refinement for the eddy simulations
Case Grid size near the slot region Total no. of computational cells
Base 20010080 8.04106
Final 224152128 20.0106
Table 2 Maximum and mimimum grid sizes in the slot region
of the eddy simulations
Case Base Final

ymin
+ at x=0 0.8 0.8

ymax
+ 43.62 24.1

xmin
+ 7.2 7.2

xmax
+ 33.4 27.65

zmin
+ 1.6 1.6

zmax
+ 59.5 32.5
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profiles spread into the slot with downstream distance. Turbulent
intensity levels are similar to those seen in wall jets 20.
Because RANS simulations were done with the SST eddy vis-
cosity model, only k and Reynolds shear stress are available for
comparison. They are included in Figs. 11 and 10 for BR=1.
Aside from the immediate vicinity of the breakout, the resolved
kinetic energy in the eddy simulation is similar to the k profiles
from the SST model.
In the eddy simulation, most of the fluctuating kinetic energy is
resolved. A comparison between resolved kinetic energy and k
from the SST-SAS model is presented in Fig. 12. At the present
Reynolds number k is relatively small.
Correspondingly, the SAS viscosity is less than three times the
molecular viscosity in the central region of the slot. Profiles of
T / are contained in Fig. 13. Final and base grid results are
shown. As expected, the subgrid viscosity grows smaller as the
grid is refined. The case with the higher blowing ratio has a higher
T but is still well below RANS levels. Clearly, at the current
Reynolds number, the full force of the hybrid RANS/eddy simu-
lation character of SST-SAS does not come into play. Rather the
SAS model functions like a LES subgrid model. Indeed, with the
present resolution the simulation is close to direct numerical simu-
lation DNS in places.
Fig. 8 Q isosurface of eddy simulation with BR=1
0 1.5 3 4.5 6 7.5 9 10.5 12
0
0.5
1
1.5
2
2.5
U/U0
y
x =1 x =2 x =3 x =4 x =5 x =6 x =7 x =8
(a)
0 0.12 0.24 0.36 0.48 0.6 0.72 0.84
0
0.5
1
1.5
2
2.5
k/U20
y
x =1 x =2 x =3 x =4 x =5 x =6 x =7 x =8
(b)
Fig. 7 Comparison of mean velocity and turbulent kinetic energy profiles between the base and final grids: „—… final
grid; „- - -… base grid.
0 1.5 3 4.5 6 7.5 9 10.5 12
0
0.5
1
1.5
2
2.5
U/U
0
y
x = 1 x = 2 x = 3 x = 4 x = 5 x = 6 x = 7 x = 8
Fig. 9 Mean velocity profiles in planes of constant z. „—… Eddy simulation with BR=1, „- - -… eddy
simulation with BR=1.5, and „−·−… RANS with BR=1.
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4.1 Scalar Mixing. Ultimately, we are concerned with turbu-
lent mixing and heat transfer. Although we will refer to the “tem-
perature” field, a passive scalar was traced rather than tempera-
ture, per se. This parallels the experimental practice of using CO2
to study film effectiveness. Then the surface concentration is
analogous to the adiabatic temperature. The analogy is exact if
temperature can be treated as a passive scalar.
Mean temperature profiles in the middle of the slot are plotted
in Fig. 14. These have the aspect of a spreading thermal mixing
layer. At the inflow, the cooling stream temperature is defined as 0
and the freestream temperature is normalized to 1.
Improved predictions of film cooling effectivness are presented
in Fig. 15. The experimental data in these figures are from the
geometry of Holloway et al. 2, which is similar to the present.
The unsteady RANS simulation overpredicts the adiabatic effec-
tiveness. Effectiveness is defined as
ad =
T − Twall
T − Tjet
where Twall is the adiabatic wall temperature. Hence the decrease
in ad with x shows an increased wall temperature.
The case with higher blowing ratio provides better protection of
the surface—that is, higher ad—but is far less than predicted
incorrectly by unsteady RANS. The ability of the eddy simula-
0 0.12 0.24 0.36 0.48 0.6 0.72 0.84
0
0.5
1
1.5
2
2.5
k/U
0
2
y
x = 1 x = 2 x = 3 x = 4 x = 5 x = 6 x = 7 x = 8
Fig. 10 Turbulent kinetic energy profiles at the center plane. „—… Eddy simulation with BR=1,
„- - -… eddy simulation with BR=1.5, and „−·−… RANS with BR=1.
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0
0.5
1
1.5
2
2.5
<τ
xy,t
>/U
0
2
y
x = 1 x = 2 x = 3 x = 4 x = 5 x = 6 x = 7 x = 8
Fig. 11 Turbulent shear stress profiles at the center plane. „—… Eddy simulation with BR=1, „- - -…
eddy simulation with BR=1.5, and „−·−… RANS with BR=1.
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tion to predict lower effectiveness indicates that the anomalous
mixing is being captured. It will emerge that the cause is not the
formation of the vortex loops seen in Fig. 3.
Time averaged effectiveness on the wall between the lands is
contour plotted in Fig. 16. This shows the hot region near the
trailing edge more clearly. It would be beneficial if the cooling jet
did operate as in the right pane—the RANS results; unfortunately
experiments are more similar to the left pane—the SST-SAS
results.
Sectional views of the SAS and RANS simulations are pro-
vided in Fig. 17. The large scale undulations seen in the eddy
simulation are suggestive of the ensemble average unsteadiness
seen in the RANS result. The large scale coherent unsteadiness
has the same qualitative appearance. Temperature is contoured in
these plots, with dark areas being the cool fluid and white areas
the hot. In Fig. 16 the dark areas are where the lower surface is
hottest; in Fig. 17 this is the region toward the end of the blade
surface where some white just reaches the surface in the upper
pane of Fig. 17. It seems that the qualitative features of mixing
within the slot are captured by the RANS simulation. But a dis-
crepancy to the eddy simulation appears in the mixing just next to
the lower wall; it is the origin of incorrect cooling effectiveness.
The cooler layer next to the wall is disrupted by the large eddies
in the eddy simulations, while the coherent vortex shedding does
not carry hot fluid to the wall in the RANS computation. This may
stem, in part, from a transition in the initial separated shear layer.
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Fig. 12 Resolved and modeled turbulent kinetic energy profiles of eddy simulation „BR=1… at the
center plane. „—… Resolved turbulent kinetic energy; „- - -… modeled turbulent kinetic energy.
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Fig. 13 Ratio of eddy viscosity to molecular viscosity profiles of eddy simulation at the center
plane. „—… Final grid case with BR=1, „- - -… final grid case with BR=1.5, and „−·−… base grid case
with BR=1.
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The RANS model assumes that the layer is turbulent from the
outset; in the eddy simulation the layer starts nearly laminar and
becomes turbulent as three-dimensional instabilities grow.
The time-averaged temperatures in Fig. 18 show the diffusion
of the high freestream temperature toward the wall. The averaged
effect of the eddies is to enhance diffusion; the dark region next to
the wall is penetrated by gray contours in the left pane. In the
lower pane the averaged effect of diffusion by Reynolds averaged
vortices is too weak to mix the hotter fluid with the wall. Thus, it
might be supposed that the turbulence model dissipates the vorti-
ces too strongly. It is probably more correct to say that it does not
allow sufficient three-dimensionality to occur.
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Fig. 14 Temperature profiles at the center plane. „—… Eddy simulation with BR=1, „- - -… eddy
simulation with BR=1.5, and „−·−… RANS with BR=1.
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Fig. 15 Film cooling effectiveness on the center line for BR=1 and 1.5. „—… Eddy simulation, „- - -… RANS †4‡, and 
experiment †2‡.
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Fig. 16 Film cooling effectiveness contours at the bottom wall. Left: eddy simulation with BR=1; right: RANS with
BR=1.
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Figure 19 contains end views of the temperature field in the slot
at the downstream position, x=2. There is a somewhat higher
mixing adjacent to the lands than in the center of the slot. In the
uppermost case, the hotter fluid has penetrated almost to the wall
on the sides of the slots.
Progressing down the slot, Figs. 20 and 21 show the develop-
ment of the temperature contours. Undulations of the contours for
the BR=1 cases are caused by the secondary flow. The RANS
results show a significant penetration of the higher temperatures
into the slot flow by x=8; they simply do not break through to the
wall. Hence, the fact that ad remains near to unity is a bit mis-
leading. The discrepancy between RANS and eddy simulation is
not in the amount of mixing, but in its spatial character. It seems
that the eddy viscosity model does not provide enough turbulent
transport very near to the surface.
Views of the instantaneous temperature contours for BR=1, at
various downstream locations, are contained in Fig. 22. Stream-
wise vortices appear to mix the fluid next to the two lands. Hot
fluid penetrates into those areas, leaving a tongue of cooler fluid in
the middle.
4.2 Spectra. Temporal energy spectra of velocity and tem-
perature were calculated at selected locations within the slot. Rep-
resentative spectra are presented in Fig. 23. These show a peak at
the nondimensional shedding frequency of 0.37 based on the
height and the bulk velocity of the slot jet: fh /U0. Recalling that
the lip thickness above the slot is 0.7 times the slot height, the
shedding Strouhal number is 0.26 when based on this thickness.
The RANS simulation produced a Strouhal number of 0.24.
Velocity spectra at other locations were similar to those in Fig.
23 19. Temperature spectra were more variable. Near the wall,
the peak was very weak. The wall blocks eddy motions that would
carry hot streaks to the wall.
A −5 /3 line is included in Fig. 23, although the Reynolds num-
ber is too low for the energy cascade to create small scale univer-
sality. This line suggests that the numerical high frequency cutoff
is above the energetic turbulent scales. The velocity spectra all
contain an appreciable broadband component, even those close to
the lower wall.
Fig. 17 Instantaneous temperature contours at the center plane. Top: eddy simulation with BR=1; bottom: RANS with
BR=1.
Fig. 18 Mean temperature contours at the center plane. Top left: eddy simulation with BR=1, top right: eddy simulation
with BR=1.5, and bottom: RANS with BR=1.
Fig. 19 Mean temperature contours at x=2 plane. Top left: eddy simulation with BR=1, top right: eddy simulation with
BR=1.5, and bottom: RANS with BR=1.
Fig. 20 Mean temperature contours at x=6 plane. Top left: eddy simulation with BR=1, top right: eddy simulation with
BR=1.5, and bottom: RANS with BR=1.
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5 Eddy Versus Unsteady Reynolds Averaged Simula-
tion
From a practical standpoint the question is whether anything
can be concluded about why unsteady RANS does not predict the
decline of film cooling effectiveness, ad, toward the trailing edge.
What property of the SST-SAS simulation leads to a more correct
behavior?
Although the unsteady RANS simulation overpredicted film
cooling effectiveness, the mean temperature profile shows that
some degree of mixing occurred down to some point around y
=0.5. Figures 24 and 25 show turbulent kinetic energy and mean
temperature profiles. One of these figures is in the central plane
and the other is in a plane at z=0.5. These two sets of profiles
differ due to the secondary flow next to the lands.
Around y=0.6 the total kinetic energy of the RANS
simulation—that is k, which is called the modeled kinetic energy
in the figures, plus the time average of the mean fluctuation
1 /2Ut− U2, which is called the resolved kinetic energy of
RANS—is of a level similar to the eddy simulation. At that
height, the mean temperature also is very comparable to eddy
simulation. Moreover when the total kinetic energy of RANS is
higher than eddy simulation in Fig. 25, the temperature is also
higher for the RANS case. This shows that there is more mixing in
the RANS simulation at those heights.
However, if we look closer to the lower wall, the total kinetic
energy of the RANS simulation is significantly lower than that
seen in the eddy simulation; and so is the mean temperature. This
indicates a strong correlation between the level of turbulent ki-
netic energy and the degree of mixing. Because ad is a measure
of the wall temperature, it is very directly related to mixing close
to the surface. Below a y of around 0.3 at x=4, the resolved
kinetic energy of RANS decreases sharply. This means that the
resolved coherent motion does not penetrate below that height.
This would appear to be the primary factor in overpredicting
cooling efficiency.
The turbulent kinetic energy of the eddy simulation is com-
posed of around 35% large scale components in the frequency
band between zero and the shedding frequency Fig. 23. The
higher frequency components of turbulent kinetic energy in the
eddy simulation correspond to the modeled turbulent kinetic en-
ergy, k, in the unsteady RANS simulation. Taken together, the set
curves in Fig. 24 or in Fig. 25 imply that the deficiency of re-
solved eddying motion relatively near the wall is the biggest cause
of deficient mixing in the RANS simulation.
Also we can now understand the role of vortex loops in Fig.
3—recall that these were created by the contrivance of pulsating
the plenum flow. The subharmonic vortex loops create a type of
three-dimensional coherent unsteadiness that can convect heat to
the surface. Figure 17 shows that the coolant jet along the surface
is shielded from the coherent vortex motion in the RANS case
without forcing. The coherent vortex shedding does not penetrate
the film right next to the wall. Three-dimensional disruptions of
Fig. 21 Mean temperature contours at the x=8 plane. Top left: eddy simulation with BR=1, top right: eddy simulation
with BR=1.5, and bottom: RANS with BR=1.
Fig. 22 Instantaneous temperature contours of eddy simulation „BR=1… at x-normal planes. Top left: x=4, top right:
x=6, and bottom: x=8.
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Fig. 23 One-dimensional streamwise energy and temperature spectra in the center plane at x=4, y
=0.571 for the u spectrum, and y=0.794 for the temperature spectrum. „−·−… k−5/3.
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those vortices are required in order for fluctuations to penetrate
the wall. Thus one explanation of the anomalous mixing is that it
arises from distortions of the coherent shed vortices. The rela-
tively low Reynolds number ensures that coherent unsteadiness is
as important as broadband turbulent in the trailing edge slots.
6 Conclusion
Unsteadiness in the trailing edge cooling slots consists of a
coherent component and a broadband component. The coherent
component is three-dimensional vortex shedding. The eddy simu-
lations discussed herein need not distinguish the components. In-
deed, they are not independent: vortex shedding influences inco-
herent turbulence; in fact, irregularity of the vortices is
categorized as a contribution to the incoherent component.
Both components are explicitly distinguished in unsteady
RANS simulation: the coherent component appears as mean un-
steadiness and the broadband component is represented by a clo-
sure model. These are coupled through turbulent kinetic energy
production. Our primary conclusion is that the RANS representa-
tion is satisfactory above a layer next to the surface. Within that
layer, RANS shows a suppression of mixing that does not occur in
the eddy simulation. Evidence that the coherent motion is able to
penetrate closer to the wall than predicted has been provided by
the eddy simulation. Transition from laminar to turbulent flow
after the trailing edge caused some additional difference between
RANS and eddy simulations.
The dominant effect in this flow is three-dimensional vortex
shedding caused by the upper nozzle lip. It has a profound influ-
ence on surface heat transfer because the lip is in proximity to the
wall. These aspects of the geometry are essential to the fluid me-
chanics. We speculate that the particular lip thickness is not criti-
cal. However, our simulations offer a suggestion that any alter-
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Fig. 24 Comparison between turbulent kinetic energy and temperature mean profiles at the cen-
ter plane with BR=1. Top: turbulent kinetic energy, „—… eddy simulation, „- - -… modeled turbulent
kinetic of RANS, „¯·… resolved turbulent kinetic energy of RANS, and „−·−… sum of the modeled
and resolved turbulent kinetic energy of RANS. Bottom: mean temperature profiles, „—… eddy
simulation, and „−·−… RANS.
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ation to the nozzle lip that affects shedding might have a large
effect on cooling. For instance distortion of the straight edge be-
tween the lands, or its junction with the lands, could influence
adiabatic effectiveness.
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