An emerging area of research studies the complexity of constraint satisfaction problems under restricted constraint languages. This article gives a self-contained, contemporary presentation of Schaefer's theorem on Boolean constraint satisfaction, the inaugural result of this area, as well as analogs of this theorem for quantified formulas. Our exposition makes use of and may serve as an introduction to logical and algebraic tools that have recently come into focus. 
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exactly two literals, as in the formula (¬u ∨ v) ∧ (¬u ∨ ¬v) ∧ (¬v ∨ w) ∧ (¬w ∨ t) ∧ (¬t ∨ v), and the HORN-SAT problem, in which every clause is a Horn clause, a clause having at most one positive literal, as in the formula (¬ y ∨ x 1 ) ∧ (¬ y ∨ ¬x 1 ∨ y) ∧ (¬x 2 ∨ ¬ y) ∧ (¬x 1 ∨ x 2 ). Now consider the QUANTIFIED SAT problem. We are given a quantified formula such as ∀v∀t∃u∃w((¬u ∨ v) ∧ (¬u ∨ ¬v) ∧ (¬v ∨ w) ∧ (¬w ∨ t) ∧ (¬t ∨ v)) or ∀ y∀ y ∀ y ∃x 1 ∃x 2 ((¬ y ∨ x 1 ) ∧ (¬ y ∨ ¬x 1 ∨ y) ∧ (¬x 2 ∨ ¬ y) ∧ (¬ y ∨ ¬x 1 ∨ x 2 )), that is, a formula consisting of a conjunction of clauses preceded by a quantifier prefix in which all of the variables are quantified. Our task is to decide if the formula is true or false.
In general, QUANTIFIED SAT is known to be PSPACE-complete. However, we can very well consider the special cases QUANTIFIED 2-SAT and QUANTIFIED HORN-SAT, where the clauses are restricted to be 2-clauses and Horn clauses, respectively. It is known that these two special cases of QUANTIFIED SAT are polynomial-time decidable [Aspvall et al. 1979; Karpinski et al. 1987] . Let us focus on 2 (or "∀∃") formulas, that is, quantified formulas where the quantifier prefix consists of a sequence of universally quantified variables followed by a sequence of existentially quantified variables (as in the above two examples). I claim that there is a simple proof that the 2 formulas of QUANTIFIED 2-SAT and QUANTIFIED HORN-SAT are polynomial-time tractable. More precisely, I claim that there are simple reductions from QUANTIFIED 2-SAT to 2-SAT and from QUANTIFIED HORN-SAT to HORN-SAT that can be justified by short proofs. At this point, I would like to kindly ask the reader to stop reading, and attempt to demonstrate this.
Warning: spoilers ahead. I now present the claimed reductions and accompanying proofs. Let us begin with QUANTIFIED HORN-SAT. What do we want to do? We are given a 2 formula = ∀ y 1 · · · ∀ y m ∃x 1 · · · ∃x n φ, where φ is the conjunction of Horn clauses, and we want to efficiently decide if is true. Let Y denote the universally quantified variables of , and let X denote the existentially quantified variables of . Here, because the formula has prefix class 2 , we may observe that it is true if and only if for every assignment f : Y → {true, false}, there exists an extension f : Y ∪ X → {true, false} of f under which the clauses φ is true. How might we check this property?
Given a single assignment f : Y → {true, false}, we can certainly check efficiently whether or not it has an extension f : Y ∪ X → {true, false} under which φ is true: we simply instantiate the universally quantified variables Y according to f , and then use any polynomial-time algorithm for HORN-SAT to decide if the resulting HORN-SAT formula is satisfiable. However, if we are to act in polynomial time, we definitely do not have time to perform this check for all assignments to the universally quantified variables, as there are 2 |Y | such assignments-too many! 2:4
Suppose that i ≥ 2. Let f be an assignment in [≤ i, false] . If f ∈ [≤ i −1, false] then the desired extension f exists by induction. So suppose that f maps exactly i variables S = {s 1 , . . . , s i } to the value false. Let f 1 : Y → {true, false} be the assignment mapping exactly the variables S \ {s 1 } to false, and let f 2 : Y → {true, false} be the assignment mapping exactly the variables S \ {s 2 } to false. Since f 1 , f 2 ∈ [≤ i − 1, false] , they have extensions f 1 , f 2 satisfying φ. Since ∧ preserves φ, the assignment f = ∧( f 1 , f 2 ) also satisfies φ. The assignment f is an extension of f : -f (s 1 ) = ∧( f 1 (s 1 ), false) = false; -f (s 2 ) = ∧(false, f 2 (s 2 )) = false; -for all s ∈ S \ {s 1 , s 2 }, f (s) = ∧(false, false) = false; -for all y ∈ Y \ S, f ( y) = ∧(true, true) = true.
Looking now at QUANTIFIED 2-SAT, we give a proof of tractability (again, for 2 formulas) that is similar in spirit to the proof we just gave for QUANTIFIED HORN-SAT. Whereas Horn clauses were preserved by the operation ∧, 2-clauses are preserved by a different operation. Let majority denote the ternary operation defined by majority(x, y, z) = (x ∧ y)∨(x ∧z)∨( y ∧z). That is, majority returns the input value occurring at least twice. It is straightforward to verify that majority preserves any 2-clause. 1 Having observed this, we can now establish a result similar in spirit to Proposition 1.1.
PROPOSITION 1.4. Let be an instance of QUANTIFIED 2-SAT having prefix class 2 . The formula is true if and only if for every assignment f ∈ [≤ 2, false] , there exists an extension f : Y ∪ X → {true, false} of f satisfying all clauses of .
As with Proposition 1.1, we can readily infer a polynomial-time algorithm for the quantified formulas under study from Proposition 1.4. Namely, using a polynomialtime algorithm for 2-SAT, it can be decided whether or not for all f ∈ [≤ 2, false] , the desired extension f exists. Since there are polynomially many assignments in [≤ 2, false] , this can be carried out in polynomial time.
PROOF. This proof is structurally identical to the proof of Proposition 1.1. As in that proof, the "only if " direction is clear, so we prove the "if " direction. Let m denote |Y |. We prove by induction that the following holds for all i = 2, . . . , m: every assignment f ∈ [≤ i, false] has an extension f : Y ∪ X → {true, false} satisfying the clauses φ of . This suffices, since [≤ m, false] is the set of all assignments to Y .
The base case i = 2 holds by hypothesis. Suppose that i ≥ 3. Let f be an assignment in [≤ i, false] . If f ∈ [≤ i − 1, false] then the desired extension f exists by induction. So suppose that f maps exactly i variables S = {s 1 , . . . , s i } to the value false. For j ∈ {1, 2, 3}, let f j : Y → {true, false} be the assignment mapping exactly the variables S \ {s j } to false. Since the assignments f 1 , f 2 , f 3 are in [≤ i − 1, false] , they have extensions f 1 , f 2 , f 3 satisfying φ. Since majority preserves any 2-clause, by the discussion in Example 1.3 it also preserves φ, and thus the assignment f = majority( f 1 , f 2 , f 3 ) also satisfies φ. The assignment f is an extension of f : -f (s 1 ) = majority( f 1 (s 1 ), false, false) = false; -f (s 2 ) = majority(false, f 2 (s 2 ), false) = false; 1 Here is a verification: let l 1 ∨ l 2 be a 2-clause, let f 1 , f 2 , f 3 be assignments satisfying this clause, and let v 1 , v 2 denote the variables underlying the literals l 1 , l 2 , respectively. If two of the assignments f 1 , f 2 , f 3 are equal on {v 1 , v 2 }, then majority( f 1 , f 2 , f 3 ) is equal to those two assignments on {v 1 , v 2 } and hence satisfies the clause. Otherwise, f 1 , f 2 , and f 3 , restricted to {v 1 , v 2 }, are exactly the three distinct assignments satisfying l 1 ∨ l 2 , and it is can be seen that both literals l 1 , l 2 are true under majority( f 1 , f 2 , f 3 ).
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-f (s 3 ) = majority(false, false, f 3 (s 3 )) = false; -for all s ∈ S \ {s 1 , s 2 , s 3 }, f (s) = majority(false, false, false) = false; -for all y ∈ Y \ S, f ( y) = majority(true, true, true) = true.
I mention that the polynomial-time tractability of the special cases of QUANTIFIED SAT that have been discussed, without the 2 restriction, has been proved using the notion of preservation by an operation [Chen 2008 ].
WHAT'S THIS ALL ABOUT?
What just happened? The question of how to efficiently decide the truth of certain logical formulas was posed, and answered by considering operations preserving the formulas. This situation exemplifies a theme underlying an emerging line of research that studies the complexity of constraint satisfaction problems.
-More details on that, please. The constraint satisfaction problem (CSP) is a general framework in which many search problems can be readily modeled; an instance of the CSP consists of a set of constraints on variables, and the goal is to determine if there is an assignment to the variables satisfying every one of the given constraints. A broad family of problems can be obtained from the CSP by restricting the so-called constraint language-a set of relations that can be used to form constraints. Each constraint language gives rise to a particular computational problem, denoted by CSP( ), and a focal research question is to describe the complexity of CSP( ) for all constraint languages . The family of problems CSP( ) is extremely rich, and includes graph homomorphism problems, the problem of solving a system of equations over various algebraic structures, and the problems SAT, 2-SAT, and HORN-SAT. The research area studying the problems CSP( ) has recognized that a set of operations-an algebra-can be associated to each constraint language in such a way that information on the complexity of the problem CSP( ) can be derived from these operations. This association has given way to a fruitful interaction among the areas of logic, complexity, and algebra.
-What of the results presented in the previous section? Both Propositions 1.1 and 1.4 have been known. For example, they were proved by Grädel [1992] to obtain results in descriptive complexity; Proposition 1.1 was also derived by Karpinski et al. [1987] from theory establishing the tractability of QUANTIFIED HORN-SAT. In those articles these propositions were derived by arguments strongly based on the clausal forms of the formulas under study, in contrast to the algebraic arguments given here based on operations. I hope the reader will agree that the proofs given here are particularly short and simple, and yield evidence that the utilized algebraic viewpoint can shed light even on classically studied fragments of propositional logic. I believe it is also worth emphasizing that the proofs of Propositions 1.1 and 1.4 are structurally identical, and thus that the reasoning employed in both cases is generic and not heavily tied to the particular formulas under study. -What happens in this article? In this expository article, I give a contemporary, algebraic treatment of the inaugural result on constraint languages, Schaefer's theorem on boolean constraint satisfaction problems [Schaefer 1978 ]. This theorem classifies the complexity of CSP( ) for all constraint languages over a two-element domain. In particular, it gives a description of the constraint languages such that CSP( ) is polynomial-time tractable, and shows that for all other constraint languages , the problem CSP( ) is NP-complete. This theorem is of broad interest, as it provides a rich class of NP-complete boolean satisfiability problems, some of which have extremely 2:6
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simple descriptions, and which-as Schaefer himself envisioned-often facilitate the development of a NP-hardness proof. Following an introduction to the algebraic viewpoint on constraint satisfaction (Section 3), I give a relatively short but complete proof of Schaefer's theorem (Sections 4 and 5). After this, I prove-again using algebraic techniques-an analog of Schaefer's theorem for quantified satisfiability problems (Section 6), and then give a "fine" classification theorem for quantified satisfiability problems where the number of quantifier alternations is bounded (Section 7). In the last section of this article (Section 8), I discuss a recently discovered application of the algebraic viewpoint to a class of logical formulas falling outside the framework of constraint satisfaction, and open the question of finding more results of this form. Almost all of the results presented here appear either explicitly or implicitly in the literature: the exposition draws upon many previous publications, including the works of Post [1941] and Rosenberg [1986] on clone theory; the articles of Geiger [1968] and Bodnarchuk et al. [1969] identifying a relevant Galois connection; the article of Schaefer [1978] ; the articles of Jeavons et al. [1997] , Jeavons [1998] , and Bulatov et al. [2005] connecting constraint satisfaction to clone theory and universal algebra; and the tractability result of Jeavons et al. [1998] . The novelty here is that I attempt to give a unified and relatively short account of these results, and include a number of lesser-known proofs.
Care has been taken to make the presentation of this article self-contained, and I do not assume any background in any of the areas touched on by this article, other than familiarity with basic complexity-theoretic notions such as reducibility and the complexity classes P and NP. I hope that a wide variety of readers will be able to take something away from this article-from those who would like to understand (a nice version of) the statement of Schaefer's theorem and catch a glimpse of its inner workings, to those interested in incorporating the presented ideas and techniques into their research toolboxes. Indeed, I have endeavored to give a streamlined proof of Schaefer's theorem and the other classification theorems, and believe that the presented proof of Schaefer's theorem could reasonably be taught in a few lectures of a course, under the assumption of a mature audience.
Throughout this article, I provide exercises for the reader; some are relatively routine, while others offer a taste of deeper ideas. To close this section, the following exercises expanding upon the discussion in Section 1 are offered.
Exercise 2.1. Define the operation minority to be the the ternary operation such that minority(x, y, z) = x ⊕ y ⊕ z, where ⊕ denotes the usual exclusive OR operation. That is, if all of the inputs to minority are the same value, that value is the output; otherwise, minority returns whichever one of its inputs occurs exactly once. Show that any equation of the form v 1 ⊕ · · · ⊕ v k = c where the v i are variables and c ∈ {0, 1} is a constant, is preserved by minority.
Exercise 2.2. Using the previous exercise, prove a result analogous to Propositions 1.1 and 1.4 for 2 formulas where the quantifier-free part is the conjunction of equations of the form described in the previous exercise. In this section, we describe the computational problems of interest and the algebraic tools that will be used to study them. Definition 3.1. A relation over domain D is a subset of D k for some k ≥ 1; k is said to be the arity of the relation. A constraint language over domain D is a set of relations over D. A constraint language is finite if it contains finitely many relations, and is boolean if it is over the two-element domain {0, 1}.
By a domain D, we simply mean a set. Other than in the last section, we will be concerned primarily with constraint languages over a finite domain D. Also, note that we will use 0 and 1 to denote the Boolean values false and true. 
The computational problems we are interested in are defined as follows.
Definition 3.3. Let be a finite constraint language over domain D. The problem CSP( ) is to decide, given a finite set of variables V and a finite set of constraints over with variables from V , whether or not there exists a solution (or satisfying assignment), a mapping f : V → D satisfying all of the constraints.
Observe that, for all constraint languages , the problem CSP( ) is in NP: a variable assignment f : V → D has polynomial size, and whether or not it satisfies all constraints can be checked in polynomial time. We remark that, when discussing problems of the form CSP( ), we will confine our attention to finite constraint languages . This permits us to avoid certain technicalities and discussion of how relations are represented, although we should note that the complexity of infinite constraint languages is considered in the literature.
Example 3.4. We demonstrate that 3-SAT, the case of the SAT problem where every clause has exactly three literals, can be viewed as a problem of the form CSP( ) for a boolean constraint language . Define the relations R 0,3 , R 1,3 , R 2,3 , and R 3,3 by
Notice that for any variables x, y, z, we have the following equivalences:
That is, (as an example) the constraint R 1,3 (x, y, z) is satisfied by an assignment if and only if the clause (¬x ∨ y ∨ z) is satisfied by the assignment. Let 3 be the constraint language {R 0,3 , R 1,3 , R 2,3 , R 3,3 }. Every instance of the 3-SAT problem can be readily translated into an instance of CSP( 3 ) having the same satisfying assignments. For instance, consider the 3-SAT instance 
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It is equivalent to the CSP( 3 ) instance with variables {s, t, u, v} and constraints
Similarly, any instance of CSP( 3 ) can be formulated as an instance of 3-SAT.
It is well known that 3-SAT is NP-hard; we formulate this as follows. We now give a notion of definability for relations. As we will see momentarily, this notion will permit a constraint language to "simulate" relations that might not be inside the constraint language.
Definition 3.7. We say that a relation R ⊆ D k is pp-definable (short for primitive positive definable) from a constraint language if for some m ≥ 0 there exists a finite conjunction C consisting of constraints and equalities (u = v) over variables
That is, R contains exactly those tuples of the form ( g (v 1 ), . . . , g (v k )) where g is an assignment that can be extended to a satisfying assignment of C. We use to denote the set of all relations that are pp-definable from .
Example 3.8. Let S = {(0, 1), (1, 0)} be the disequality relation over {0, 1}. The following is a pp-definition of S from the constraint language 3 of Example 3.4:
When all relations in a constraint language are pp-definable in another constraint language , we have that the constraint satisfaction problem over reduces to that over . Note that the only notion of reduction used in this article is many-one polynomialtime reduction. 2 PROOF. From an instance φ of CSP( ), we create an instance of CSP( ) in the following way. We loop over each constraint C = R(v 1 , . . . , v k ) in φ, performing the following operations for each: let ∃x 1 · · · ∃x m C be a pp-definition of C over , rename the existentially quantified variables x 1 , . . . , x m if necessary so that they are distinct from all variables of other constraints, and replace C with the constraints in C. It is clear that each replacement preserves the satisfiability of the CSP instance; moreover, since there are finitely many relations in , each has a pp-definition of constant size, and all of the replacements can be carried out in polynomial time. The result is a set of constraints over and equalities; each equality (u = v) can be eliminated by removing it from the set and replacing all instances of (say) v with u.
From this proposition, it can be seen that a finite constraint language is tractable if and only if all finite subsets of are tractable: the forward direction follows from the proposition, while the backward direction follows by taking = . This observation can be interpreted as saying that the tractability of a constraint language is characterized by the set , and justifies focusing on the sets . Interestingly, we will show that the set of relations is in turn characterized by a set of operations called the polymorphisms of . That is, an operation f is a polymorphism of a relation R if R satisfies a closure property: applying f to any tuples in R yields another tuple inside R. This notion of closure is essentially equivalent to that required by the notion of preservation used in Section 1; however, whereas there we spoke of formulas being preserved by operations, here we speak of relations having polymorphisms. We now give some examples, which consider the constraint language 3 = {R 0,3 , R 1,3 , R 2,3 , R 3,3 } from Example 3.4.
Example 3.11. The relation R 0,3 has the Boolean OR ∨ operation as a polymorphism; we can see this as follows. Suppose that (t 11 , t 12 , t 13 ), (t 21 , t 22 , t 23 ) are two tuples from R 0,3 . There is some coordinate of the first tuple equal to 1, that is, there exists j ∈ {1, 2, 3} such that t 1 j = 1. It follows that t 1 j ∨ t 2 j = 1, and thus the tuple (t 11 ∨ t 21 , t 12 ∨ t 22 , t 13 ∨ t 23 ) is also contained in R 0,3 .
The relation R 1,3 also has the Boolean OR ∨ operation as a polymorphism. Let us take two tuples (t 11 , t 12 , t 13 ), (t 21 , t 22 , t 23 ) from R 1,3 . If the first tuple (t 11 , t 12 , t 13 ) is equal to (0, 0, 0), the OR of the two tuples (t 11 ∨t 21 , t 12 ∨t 22 , t 13 ∨t 23 ) is equal to the second tuple, which is contained in R by assumption. Otherwise, either t 12 or t 13 is equal to 1, implying that one of the values (t 12 ∨ t 22 ), (t 13 ∨ t 23 ) is equal to 1 and that (t 11 ∨ t 21 , t 12 ∨ t 22 , t 13 ∨ t 23 ) is contained in R 1,3 .
The relation R 2,3 does not have the Boolean OR ∨ operation as a polymorphism. This is because the two tuples (1, 0, 0), (0, 1, 0) are both in R 2,3 , but their OR, the tuple (1, 1, 0), is not.
Example 3.12. None of the relations in 3 = {R 0,3 , R 1,3 , R 2,3 , R 3,3 } have the majority operation as a polymorphism. We show this in the following way. First, observe that each of these relations has the form {0, 1}
3 \ {(a 1 , a 2 , a 3 )} for some values a 1 , a 2 , a 3 ∈ 2:10 H. Chen {0, 1}. We demonstrate that majority is not a polymorphism of any relation of the form {0, 1} 3 \ {(a 1 , a 2 , a 3 )} with a 1 , a 2 , a 3 ∈ {0, 1}. We argue this as follows. Observe that the tuples (¬a 1 , a 2 , a 3 ) (a 1 , ¬a 2 , a 3 ) (a 1 , a 2 , ¬a 3 ) are all contained in R, but applying the majority operation to these tuples yields the tuple (majority(¬a 1 , a 1 , a 1 ), majority(a 2 , ¬a 2 , a 2 ), majority(a 3 , a 3 , ¬a 3 )), which is equal to (a 1 , a 2 , a 3 ) and is hence not in R.
Upon initial acquaintance, the notion of polymorphism may appear unrelated to the notion of pp-definability. Actually, it turns out that the polymorphisms of a constraint language contain enough information to derive the set of relations ! We say that an operation f : D m → D is a polymorphism of a constraint language if it is a polymorphism of all relations R ∈ , and we use Pol( ) to denote the set of all polymorphisms of , that is,
Also, for a set of operations O, we use Inv(O) to denote the set of relations having all operations in O as a polymorphism, that is,
THEOREM 3.13. Let be a finite constraint language over a finite domain D. It holds that
= Inv(Pol( )).
In words, this theorem states that a relation is pp-definable from exactly when all polymorphisms of are polymorphisms of it. Again, this result shows that the set of relations can be derived from the set of operations Pol( ), in particular, by applying the Inv(·) operator. This theorem was established by Geiger [1968] and Bodnarchuk et al. [1969] . 3 The proof of the ⊇ direction given here is based on a proof that appeared in Dalmau's [2000] Ph.D. dissertation.
PROOF. We first show that
⊆ Inv(Pol( )); this is the more straightforward direction. Let
be the pp-definition of a relation R over . Suppose that g : D n → D is a polymorphism of ; we want to show that g is a polymorphism of R.
Consider first the relation R defined by
Let t 1 , . . . , t n be tuples in R . Each tuple t i has the form
for an assignment f i satisfying C. Let S(w 1 , . . . , w l ) be any constraint or equality of C. We have that ( f i (w 1 ), . . . , f i (w l )) ∈ S for each f i . Since S has g as a polymorphism, we have that the arity l tuple with g ( f 1 (w i ), . . . , f n (w i )) as its ith coordinate is in S. Thus the mapping sending each variable v ∈ {v 1 , . . .
satisfies all constraints of C. We then have that the the tuple g (t 1 , . . . , t n ), where g is applied coordinatewise, is in R , and thus that g is a polymorphism of R . (This is essentially the argument of Example 1.3, but in slightly different language.) Now, we have that R has g as a polymorphism, and want to show that
has g as a polymorphism. Let t 1 , . . . , t n be tuples in R. Each tuple t i = (t i1 , . . . , t ik ) has an extension t i = (t i1 , . . . , t i(k+m) ) contained in R . We want to show that the tuple g (t 1 , . . . , t n ), where g is applied coordinatewise, has an extension in R . The tuple g (t 1 , . . . , t n ) is such an extension. We now prove ⊇ Inv(Pol( )). Suppose that R ∈ Inv(Pol( )). Let n denote the arity of R, let m denote the number of tuples in R, and let
denote the tuples of R (in any order). We may assume that there are no distinct coordinates i, j such that (t 1i , . . . , t mi ) = (t 1 j , . . . , t mj ), as these may be eliminated one by one using the following observation: let σ (1), . . . , σ (n − 1) denote the sequence 1, . . . , n with j removed; then, if ∃x 1 . . . ∃x m C is a pp-definition for the relation R defined by
We create a conjunction of constraints C over the variable set D m . Our conjunction C contains, for each relation S ∈ and sequence of m tuples
a constraint S((s 11 , . . . , s m1 ), . . . , (s 1k , . . . , s mk )); here, k denotes the arity of S. It is straightforward to verify that an assignment f : D m → D satisfies all of the constraints in C if and only if it is an m-ary polymorphism of . Now consider the relation R defined by
. . , t mn )}, in any order. Since it is exactly the m-ary polymorphisms of that satisfy C, we have
We claim that R = R, which yields the proof.
. Each function π i is a polymorphism of all relations, and is hence a polymorphism of ; it follows that, for each i ∈ {1, . . . , m}, the tuple (t i1 , . . . , t in ) = (π i (t 11 , . . . , t m1 ), . . . , π i (t 1n , . . . , t mn )) is in R .
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Theorem 3.13 also holds for infinite constraint languages; we leave the proof of this as an exercise.
Exercise 3.14. Prove Theorem 3.13 for infinite constraint languages (constraint languages containing infinitely many relations) over finite domains by adapting the given proof for Theorem 3.13.
Example 3.15. Let I ⊆ {0, 1} 3 be the relation defined by
3 \ {(1, 1, 0)}. (Note that I is the relation R 2,3 from Example 3.4.) And let U ⊆ {0, 1} 3 be the relation defined by
3 \ {(0, 0, 1)}. Is the relation U pp-definable from the constraint language {I }? In symbols, we are asking: does it hold that U ∈ {I } ? By making use of Theorem 3.13, we may give a crisp demonstration that the answer to this question is no. By this theorem, if it held that U ∈ {I } , it would hold that U ∈ Inv(Pol({I })) and every polymorphism of I would also be a polymorphism of U . Hence, to show that the answer to the question is no, we need only demonstrate that there is a polymorphism of I that is not a polymorphism of U . As the relation I is defined by a Horn clause, the Boolean AND operation ∧ is a polymorphism of I (see Example 1.2). On the other hand, the AND operation ∧ is not a polymorphism of U : if we take the two tuples (1, 0, 1) and (0, 1, 1) from U and apply the operation ∧ coordinate-wise, the result (
We have observed that the complexity of CSP( ) effectively depends on the set , and we just showed that the set can be computed from the polymorphisms of . This suggests that the polymorphisms of a constraint language can be used to derive information on the complexity of CSP( ), which we show as follows. This theorem was proved by Jeavons [1998] , and can be seen as an operational analog of Proposition 3.9. Note that this theorem implies that two constraint languages , having the same polymorphisms reduce to each other, and hence are of the same complexity.
PROOF. The assumption containment Pol( ) ⊆ Pol( ) implies the containment Inv(Pol( )) ⊇ Inv(Pol( )). Invoking Theorem 3.13, we obtain that ⊇ . This implies that ⊆ , and the conclusion follows from Proposition 3.9.
Having established that the complexity of a constraint language is intimately linked to its set of polymorphisms Pol( ), a natural inclination at this point is to inquire as to the structure of the sets Pol( ). In fact, each set of operations having this form is an instance of an algebraic object called a clone.
Definition 3.17. A clone is a set of operations that -contains all projections, that is, the operations π
and -is closed under composition, where the composition of an arity n operation f :
We will say that an operation f (or more generally, a set of operations F ) generates an operation g if every clone containing f (respectively, F ) also contains g . PROOF. Let be a constraint language, and let t 1 , . . . , t m be elements of a relation R from .
For any i, we have π m i (t 1 , . . . , t m ) = t i which is in R by assumption. Note that we intend that operations are applied coordinate-wise to tuples, as in Definition 3.10. Now, suppose that f :
Since the f i are polymorphisms of R, we have that all tuples s i are in R. Since f is also a polymorphism of R, it follows that the tuple s = f (s 1 , . . . , s n ) is contained in R. Clearly, g (t 1 , . . . , t m ) = s, and we conclude that g is a polymorphism of R.
We are now ready to state Schaefer's [1978] theorem, which describes the complexity of CSP( ) for all Boolean constraint languages . Given the connection between the complexity of CSP( ) and the set of polymorphisms of , it should come as no surprise that there is a description of the complexity of CSP( ) in terms of polymorphisms. Not only is this the case, but there is a remarkably clean description based on polymorphisms, stating that a Boolean problem CSP( ) is tractable precisely when the constraint language has one of six polymorphisms.
Here comes the theorem statement. We refer to the unary operation u 0 : {0, 1} → {0, 1} such that u 0 (0) = u 0 (1) = 0 as the constant operation 0, and similarly to the unary operation u 1 : {0, 1} → {0, 1} such that u 1 (0) = u 1 (1) = 1 as the constant operation 1. Recall that the operation majority : {0,
, and the operation minority : {0, 1} 3 → {0, 1} is defined by minority(x, y, z) = x ⊕ y ⊕ z.
THEOREM 3.21 (SCHAEFER'S [1978] THEOREM-ALGEBRAIC FORMULATION). Let be a finite Boolean constraint language. The problem CSP( ) is polynomial-time tractable if has one of the following six operations as a polymorphism:
-the constant operation 0, -the constant operation 1, -the boolean AND operation ∧, -the boolean OR operation ∨,
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Otherwise, the problem CSP( ) is NP-complete. Schaefer's [1978] theorem was originally formulated in terms of properties of relations; Jeavons [1998] recognized that the algebraic formulation was possible. It was also pointed out by Jeavons [1998] that the algebraic formulation gives rise to a polynomialtime test for deciding if a given constraint language satisfies one of the six tractability conditions. However, the algebraic formulation not only makes it easy for machines to test for tractability, it makes it easy for human beings as well! Example 3.22. Let us consider the constraint language = {U, S} where U and S are defined by U = {0, 1} 3 \ {(0, 0, 1)} and S = {(0, 1), (1, 0)}. What is the complexity of CSP( )? Using Theorem 3.21, we may show that CSP( ) is NP-complete. In order to do this, we consider each of the operations given in the statement of that theorem in turn; for each such operation f , we need to show that does not have f as a polymorphism. By definition, an operation is a polymorphism of if it is a polymorphism of all relations in ; hence, to show that an operation f is not a polymorphism of , it suffices to show that f is not a polymorphism of some relation in .
First, consider the constant operation 0. This operation is not a polymorphism of S, since if it were it would hold that (0, 0) ∈ S; similarly, the constant operation 1 is not a polymorphism of S, since if it were it would hold that (1, 1) ∈ S.
Next, consider the AND operation ∧. This operation is not a polymorphism of S, as applying it to the tuples (0, 1) and (1, 0) results in the tuple (0 ∧ 1, 1 ∧ 0) = (0, 0), which is not in S. Also, applying the OR operation ∨ to the tuples (0, 1) and (1, 0) of S results in the tuple (0 ∨ 1, 1 ∨ 0) = (1, 1), which is not in S, and we obtain that OR is not a polymorphism of S.
The operation majority was shown not to be a polymorphism of the relation U in Example 3.12.
Finally, the operation minority is not a polymorphism of the relation U : applying this operation coordinatewise to the tuples (0, 1, 1), (1, 0, 1), and (1, 1, 1), all three of which are in U , the result is the tuple (0, 0, 1), which is not in U .
Exercise 3.23. Let be the constraint language {R 0,3 , R 3,3 } where R 0,3 and R 3,3 are defined as in Example 3.4. Show, using Theorem 3.21, that CSP( ) is NP-complete.
Exercise 3.24. Let be the constraint language {R NAE }, where R NAE = {0, 1} 3 \ {(0, 0, 0), (1, 1, 1)} is the relation from Example 3.6. Show, using Theorem 3.21, that CSP( ) is NP-complete.
Exercise 3.25. Let be the constraint language {R 1in3 }, where R 1in3 denotes the ternary relation containing all tuples with exactly one 1, that is, the relation {(1, 0, 0), (0, 1, 0), (0, 0, 1)}.
Show, using Theorem 3.21, that CSP( ) is NP-complete.
Exercise 3.26. Let C 0 be the arity one relation {(0)}, C 1 be the arity one relation {(1)}, and S be the ternary relation
Let be the constraint language {C 0 , C 1 , S}. Show, using Theorem 3.21, that CSP( ) is NP-complete. 
SCHAEFER TRACTABILITY: THE GOOD NEWS, FIRST
In this section and the next, we establish Schaefer's [1978] theorem (Theorem 3.21 in this article). We begin with the good news in this section by establishing that each of the six operations listed in the theorem statement, as polymorphisms, guarantee tractability. We consider each of the operations in turn. In each case, we assume that is a finite constraint language having the operation being considered as a polymorphism, and demonstrate that CSP( ) is polynomial-time tractable.
The Constant Operation 0
In this case, an instance of CSP( ) is satisfiable if and only if for all constraints R(v 1 , . . . , v k ), the relation R is nonempty. Clearly, this condition is necessary for satisfiability. When the condition holds, we claim that the function mapping all variables to 0 satisfies all constraints. This is because, in a constraint R(v 1 , . . . , v k ), if R is nonempty, applying the polymorphism 0 to any tuple in R yields the all-zero tuple (0, . . . , 0).
The Constant Operation 1
The reasoning in this case is identical to the case of the constant operation 0, but with the value 1 in place of 0.
The Boolean AND Operation ∧
In this case, we can apply a general inference algorithm for constraint satisfaction problems called arc consistency. 4 Assume that we have an instance of the CSP with variable set V and domain D.
Note that, for any solution f to the CSP, and any constraint C, and variable v, it must hold that f (v) ∈ π v (C).
The following is the arc consistency algorithm. The intuition is that, using the sets π v (C), we "tighten" the constraints by removing unusable tuples from the relations. If some relation becomes empty, we can conclude that the entire problem is unsatisfiable.
ARC CONSISTENCY ALGORITHM
Input: an instance of the CSP.
1 For each variable v, define D v to be ∩ C π v (C), where the intersection is over all constraints C.
If R becomes empty, then terminate and report "unsatisfiable." 3 If any relations were changed in step 2, goto step 1. Otherwise, halt.
Let us study this algorithm. First, we show that if it reports "unsatisfiable," it does so correctly. As we mentioned, if f is a solution to the input CSP, then for all constraints C and all variables v, it must hold that f (v) ∈ π v (C). This implies that, if f is a solution to the CSP, we have f (v) ∈ D v for all variables v, where D v is the set computed in step 1. It follows that step 2 preserves the set of solutions to the CSP: since any solution
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Next, we show that, if the algorithm halts in step 3, then there exists a solution, assuming that each relation originally had the ∧ operation as a polymorphism. Define the sets D v as in step 1 of the algorithm, and define a mapping f : V → {0, 1} as follows:
We claim that f is a satisfying assignment. Let R(v 1 , . . . , v k ) be any constraint. Let s = (s 1 , . . . , s k ) be the tuple obtained by applying the ∧ operation to all tuples of R, in any order. That is, let t 1 , . . . , t m be the tuples of R (in any order), and define s to be
where the ∧ operator is applied to two tuples coordinate-wise, as in Definition 3.10. Since the relation R originally had ∧ as a polymorphism and contained the tuples t 1 , . . . , t m , it suffices to show that ( f (v 1 ), . . . , f (v k )) = (s 1 , . . . , s k ). Let v j be one of the variables v 1 , . . . , v k , and for each i = 1, . . . , m, let us denote the tuple t i by (t i1 , . . . , t ik ). If 0 ∈ D v j , then there exists a tuple t l such that t l j = 0, and thus s j = 0. Otherwise, D v j = {1}, and for all tuples t i we have t i j = 1, from which it follows that s j = 1.
The Boolean OR Operation ∨
The reasoning in this case is identical to the case of the Boolean AND operation ∧, but with the roles of the values 0 and 1 swapped.
The Operation Majority
Let φ be a set of constraints over variable set V . We say that f :
We give an inference algorithm in the spirit of the arc consistency algorithm given for the boolean AND operation. Then, replace R with R . If R becomes empty, terminate and report "unsatisfiable." 3 If any relations were changed in step 2, goto step 2 and repeat it.
Otherwise, halt.
First, we observe that each replacement in step 2 preserves the set of solutions. This is because any restriction of a solution is a partial solution. It follows that if the algorithm reports "unsatisfiable" in step 2, it does so correctly.
We thus need to show that, if the algorithm halts in step 3, then there exists a solution, assuming that each relation originally had the majority operation as a polymorphism. (We assume that the CSP has three or more variables; if it has two or fewer, it is clear that there exists a solution.) It is straightforward to verify that each replacement of step 2 preserves all polymorphisms of the CSP, so when the algorithm halts, the resulting CSP has the majority operation as a polymorphism. The following definition is key. Assume that the algorithm halts in step 3; then, for every pair of variables W = {w, w }, there exists a partial solution f : W → D. This is because there exists a constraint S(w, w ) with W as its variables; the relation S is nonempty and so we can define f to be any assignment such that ( f (w), f (w )) ∈ S. Moreover, φ has the 2-extension property: suppose that W = {w, w } is a pair of variables, v ∈ V is a variable, and f : W → D is a partial solution. If v ∈ W , then f itself is the desired extension, so we assume that v / ∈ W . There exists a constraint T (w, w , v) in the CSP instance; since f is a partial solution, there exists a tuple (b,
The following theorem shows that, as a consequence of φ having the 2-extension property, it has the n-extension property for all n ≥ 3.
THEOREM 4.2. Let φ be an instance of CSP( ) where has the majority operation as a polymorphism. If φ has the 2-extension property, then for all n ≥ 3 it holds that φ has the n-extension property.
Let u 1 , . . . , u m be an ordering of the variables V in φ. We have shown that there is a partial solution on any pair of variables, so in particular there is a partial solution f 2 : {u 1 , u 2 } → D. In addition, we showed that the 2-extension property holds, so there is a partial solution f 3 : {u 1 , u 2 , u 3 } → D. By the theorem, in an iterative manner we can define, for all n ≥ 3, a partial solution f n+1 : {u 1 , . . . , u n+1 } → D extending the partial solution f n : {u 1 , . . . , u n } → D. The mapping f m : V → D is then a total solution. Therefore, we need only prove the theorem to conclude our discussion of the majority operation.
PROOF. We prove this by induction. Suppose that φ has the n-extension property, with n ≥ 2; we show that φ has the (n + 1)-extension property. Let W be a set of size n+1, let v be a variable in V , and let f : W → D be a partial solution. We want to prove that there is an extension f : W ∪ {v} → D of f that is a partial solution. If v ∈ W , we can take f = f , so we assume that v / ∈ W . Let w 1 , w 2 , w 3 be distinct variables in W , and set W i = W \ {w i } for i ∈ {1, 2, 3}. Let f 1 , f 2 , f 3 be the restrictions of f to W 1 , W 2 , and W 3 , respectively. Since φ has the n-extension property, for each i ∈ {1, 2, 3} there exists an extension f i :
We claim that f is a partial solution. Let R(v 1 , . . . , v k ) be any constraint. Since each f i is a partial solution, for each i ∈ {1, 2, 3} there exists a tuple (d
. We consider each variable v j , in cases.
-Case v j = w i for some i ∈ {1, 2, 3}. For the values s ∈ {1, 2, 3} \ {i}, we have that f s (v j ) is defined and equal to d 
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We remark that the presentation of this proof is based on the proof of a more general result in Chen and Dalmau [2005] .
The Operation Minority
We begin by showing that any constraint can be converted into a conjunction of linear PROOF. We prove this theorem by induction on the arity k. The theorem is straightforward to prove for arity k = 1, so we assume that k ≥ 2. Define the relation
. . , x k ) and ψ 1 (x 2 , . . . , x k ) be conjunctions of equations expressing R 0 (x 2 , . . . , x k ) and R 1 (x 2 , . . . , x k ), respectively; these conjunctions exist by induction.
If R 0 is empty, we may express R(x 1 , . . . , x k ) by (x 1 = 1) ∧ ψ 1 . Similarly, if R 1 is empty, we may express R(x 1 , . . . k be an arbitrary tuple.
This implies
Thus, the desired equations for R(x 1 , . . . , x k ) can be obtained from the equations ψ 0 (x 2 , . . . , x k ) by substituting x i with (
). An instance of CSP( ) can thus be reduced to the problem of deciding if a conjunction of linear equations has a solution: we simply replace each constraint with the equations that are given by Theorem 4.3. The resulting conjunction of linear equations can be solved by the well-known Gaussian elimination algorithm. For the sake of completeness, we give a brief description of a polynomial-time algorithm for solving these linear equations. First, we observe that it is possible to simplify linear equations so that, in each equation, each variable appears at most once: this is because two instances of a variable in an equation can be removed together. Also, on each side of an equation constants may be added together so that there is at most one constant on each side. Next, we observe that an equation e may be removed in the following way. If it does not contain a variable, then just check to see if it is true; if it is, then remove it; otherwise report "unsatisfiable." If it does contain a variable, let us suppose for notation ACM Computing Surveys, Vol. 42 Exercise 4.4. Generalize the tractability of the operations ∧ and ∨ by showing that any constraint language (over a finite domain) having a semilattice operation as a polymorphism is polynomial-time tractable via the given arc consistency algorithm. Recall that a semilattice operation is a binary operation that is associative, commutative, and idempotent. This tractability result was first proved in Jeavons et al. [1997] .
In words, this means that, if all but at most one of the inputs to f "agree," then the output is the agreed value. (Observe that majority is the unique near-unanimity operation of arity k = 3 over the domain D = {0, 1}.) Prove, by adapting the argument given for the majority operation, that any constraint language (over a finite domain) having a near-unanimity operation as a polymorphism is polynomial-time tractable. This tractability result was demonstrated in Jeavons et al. [1998] .
SCHAEFER INTRACTABILITY
In this section, we want to complete our proof of Schaefer's [1978] theorem by showing that those constraint languages not having one of the identified polymorphisms are NP-hard. We first establish a general result on clones over the Boolean domain, showing that any such clone either contains one of the four nonunary operations of Schaefer's theorem, or is of a highly restricted form, namely, only has operations that are essentially unary. We say that an operation f : D k → D is essentially unary if there exists a coordinate i ∈ {1, . . . , k} and a unary operation g : Theorem 5.1 follows from a result proved by Post [1941] , which gave a description of all clones over the Boolean domain; see Böhler et al. [2003] for a nice presentation of this theorem. Those readers familiar with Rosenberg's [1986] theorem on minimal clones will recognize that our proof draws on ideas present in the proof of that result, although our proof is specialized to the Boolean case.
When f : D k → D is an operation, we will usef to denote the unary function defined
We say that an operation f : D k → D is idempotent if the operationf is the identity function. As usual, we will use ¬ to denote the unary operation on {0, 1} mapping 0 to 1 and 1 to 0.
2:20
H. Chen PROOF. Suppose that C is a clone containing an operation f : {0, 1} k → {0, 1} that is not essentially unary. We will show that f generates one of the four operations given in the statement of the theorem.
We first consider the case whenf is a constant operation. Suppose thatf is the constant 0; the case wheref is the constant 1 is dual. Since f is not essentially unary, there exist elements a 1 , . . . , a k ∈ {0, 1} such that f (a 1 , . . . , a k ) = 1. Note that sincê f = 0 we have {a 1 , . . . , a k } = {0, 1}. Now, we define the binary function g by g (x 1 , x 0 ) = f (x a 1 , . . . , x a k ) . We have g (0, 0) = g (1, 1) = 0 and g (1, 0) = 1. We consider two cases depending on the value of g (0, 1). If g (0, 1) = 1, we have that g is the exclusive OR operation, and thus g generates the operation minority: minority(x, y, z) = g (x, g ( y, z) ). If g (0, 1) = 0 then it can be verified that x ∧ y = g (x, g (x, y) ).
We now suppose thatf is not a constant operation. It follows thatf must be the identity mapping or the operation ¬. From f , we claim that we can generate an idempotent operation f that is not essentially unary. If f itself is idempotent, we take f = f ; iff is the operation ¬, we take f (x 1 , . . . , x k ) =f ( f (x 1 , . . . , x k ) ). We have established that the clone contains an idempotent operation that is not essentially unary, or equivalently, an idempotent operation that is not a projection. Let g : {0, 1} m → {0, 1} be an operation of this type having minimal arity. We now break into cases depending on the arity m of g .
-Case m = 2. We cannot have g (0, 1) = g (1, 0); otherwise the operation g is a projection. Thus g (0, 1) = g (1, 0). If g (0, 1) = g (1, 0) = 0, we have that g is the operation ∧, and if g (0, 1) = g (1, 0) = 1, we have that g is the operation ∨. -Case m = 3. By the minimality of the arity of g , if any two arguments of g are identified, we obtain a binary operation that is a projection onto either its first or second coordinate. Considering the three possible ways of identifying two arguments of g , we obtain the following eight possibilities:
(1) (2) (3) (4) (5) (6) (7) (8) g (x, x, y) = x x x x y y y y g (x, y, x) = x x y y x x y y g ( y, x, x) = x y x y x y x y In case (1), we have g = majority, and in case (8), we have g = minority. The cases (2), (3), and (5) cannot occur, since then f is a projection. The remaining cases, (4), (6), and (7), are symmetric; in each of them, g generates the operation majority. For example, in case (6), we have majority(x, y, z) = g (x, g (x, y, z), z). -Case m ≥ 4. We show that this case cannot occur. First suppose that whenever two coordinates of g are identified, the result is a projection onto the identified coordinates. Then we have g (x 1 , x 1 , x 3 , . . . , x m ) = x 1 and g (x 1 , x 2 , x 3 , . . . , x 3 ) = x 3 . But this implies that g (0, 0, 1, . . . , 1) is equal to both 0 and 1, a contradiction. So, there exist two coordinates such that, when identified, the result is a projection onto a different coordinate. Assume for the sake of notation that g (
and that g (x 1 , x 2 , x 2 , x 4 , . . . , x m ) = x 4 . For any assignment to the variables x 1 , . . . , x m , one of the equalities x 1 = x 2 , x 1 = x 3 , x 2 = x 3 must hold, since our domain {0, 1} has two elements, and thus g is a projection.
Next, we establish a lemma on which all of our intractability results will be based. Let us say that an essentially unary operation f : D k → D acts as a permutation if there exists a coordinate i ∈ {1, . . . , k} and a bijective operation π :
LEMMA 5.2. If is a finite boolean constraint language such that Pol( ) contains only essentially unary operations that act as permutations, then, for any finite Boolean constraint language , it holds that CSP( ) reduces to CSP( ).
PROOF. If Pol( ) contains only projections, then Pol( ) ⊆ Pol( ) and we can apply Theorem 3.16.
Otherwise, we define a constraint language that contains, for every relation R ∈ , a relation R defined by R = { (0, t 1 , . . . , t k ) : (t 1 , . . . , t k ) ∈ R } ∪ { (1, ¬t 1 , . . . , ¬t k ) : (t 1 , . . . , t k ) ∈ R }. The constraint language has the operation ¬ as a polymorphism, and hence, by the assumption, all operations in Pol( ) as a polymorphism. Thus, by Theorem 3.16, CSP( ) reduces to CSP( ), and it suffices to show that CSP( ) reduces to CSP( ).
Given an instance φ of CSP( ) having variables V , we create an instance φ of CSP( ) as follows. Introduce a fresh variable b 0 / ∈ V , and, for every constraint R (v 1 , . . . , v k ) occurring in our instance φ , we create a constraint R (b 0 , v 1 , . . . , v k ) in the instance φ . Suppose that f : V → {0, 1} satisfies φ ; then the extension of f mapping b 0 to 0 satisfies φ . Suppose that g : V ∪ {b 0 } → {0, 1} satisfies φ ; then if g (b 0 ) = 0, the restriction of g to V satisfies φ , and if g (b 0 ) = 1, the mapping f :
We can now prove Schaefer's theorem. PROOF (THEOREM 3.21). Let be a finite Boolean constraint language. If has one of the six operations given in the theorem statement as a polymorphism, then, as discussed in Section 4, the problem CSP( ) is polynomial-time tractable. Otherwise, since does not have any of the operations {∧, ∨, majority, minority} as a polymorphism, by Theorem 5.1, the clone Pol( ) contains only essentially unary operations. The only unary operations on {0, 1} are the two constant operations and the two permutations (the identity and ¬). Since Pol( ) does not contain either of the two constant operations, the set Pol( ) contains only essentially unary operations that act as permutations, and the result follows from Lemma 5.2 by taking to be a finite Boolean constraint language where CSP( ) is known to be NP-hard. For instance, we can take to be the constraint language identified by Proposition 3.5.
We close the section with some exercises.
Exercise 5.3. Using Theorem 5.1, observe that, for each of the constraint languages in Exercises 3.23, 3.25, and 3.26, the only polymorphisms of are the projections. Then, using Theorem 3.13, observe that is the set of all relations.
Exercise 5.4. Prove that if is a finite constraint language (over a finite domain D), then there exists a finite constraint language (over a finite domain) such that CSP( ) reduces to and from CSP( ), and all essentially unary polymorphisms of act as permutations. This result was established in Bulatov et al. [2005] . Hint: let f : D → D be a unary polymorphism of having minimal image size, and consider = f ( ).
The following generalization of Lemma 5.2 is known ]. 
ADDING QUANTIFICATION TO THE MIX
In this section, we consider quantified constraint satisfaction problems. We prove a classification result for the Boolean domain analogous to Schaefer's [1978] theorem. The problems we study are defined as follows.
Definition 6.1. Let be a finite constraint language. The problem QCSP( ) is to decide the truth of a formula of the form Q 1 v 1 · · · Q n v n C, where -each Q i ∈ {∀, ∃} is a quantifier, -each v i is a variable, and -C is the finite conjunction of constraints having relations from and variables from {v 1 , . . . , v n }.
The sequence Q 1 v 1 . . . Q n v n is called the quantifier prefix of the formula.
For each constraint language , the problem QCSP( ) is a generalization of CSP( ): the problem CSP( ) can be viewed as the restriction of QCSP( ) to instances having only existential quantifiers. It is well known that each problem QCSP( ) belongs to the complexity class PSPACE; it is also known that there exist constraint languages such that QCSP( ) is PSPACE-hard.
PROPOSITION 6.2 (STOCKMEYER AND MEYER [1973]). The problem QCSP( 3 ), where 3 as is defined in Example 3.4, is PSPACE-hard.
This section will prove the following theorem, which classifies every problem of the form QCSP( ) as tractable or PSPACE-complete.
THEOREM 6.3. Let be a finite Boolean constraint language. The computational problem QCSP( ) is polynomial-time tractable if
has one of the four operations {∧, ∨, majority, minority} as a polymorphism; otherwise, the problem QCSP( ) is PSPACE-complete. Theorem 6.3 is a "wide dichotomy theorem": it shows that only the complexity classes P and PSPACE-and none of the complexity classes inbetween-are characterized by the Boolean problems QCSP( ). Also note that, in contrast to Schaefer's theorem, here the constant polymorphisms are not strong enough to guarantee tractability of QCSP( ); however, see Exercise 6.9 below for a related result.
A full proof of Theorem 6.3 was given by Creignou et al. [2001] , although a partial classification was claimed by Schaefer [1978] . Related work by Dalmau [1997] established the full classification given by this theorem, assuming Schaefer's unproved partial classification.
As for the CSP, we can give a notion of definability for the QCSP that allows a constraint language to "simulate" further relations. Whereas for the CSP we considered pp-definability, here we consider a more general notion of definability where universal quantification is permitted.
Definition 6.4. We say that a relation R ⊆ D k is few-definable 5 from a constraint language if for some m ≥ 0 there exists a finite conjunction C consisting of constraints and equalities (u = v) over variables {v 1 , . . . , v k , x 1 , . . . , x m } and quantifiers Q 1 , . . . , Q m ∈ {∀, ∃} such that
We use [ ] to denote the set of all relations that are few-definable from .
Note that a pp-definition is a special case of a few-definition, and so a relation R that is pp-definable from a constraint language is also few-definable from , that is, the containment ⊆ [ ] holds.
PROPOSITION 6.5. Let and be finite constraint languages. If
PROOF. The proof resembles the proof of Proposition 3.9. From an instance = Pφ of QCSP( ), we create an instance of QCSP( ) in the following way. We loop over each constraint C = R(v 1 , . . . , v k ) in the original instance, performing the following operations for each: let Q 1 x 1 . . . Q m x m C be a few-definition of C over , rename the quantified variables x 1 , . . . , x m if necessary so that they are distinct from all other variables in the formula, replace C with C in φ, and add Q 1 x 1 · · · Q m x m to the end of the quantifier prefix P. The resulting quantified formula may contain equalities (u = v); we can process such equalities one by one as follows. Suppose that an equality (u = v) is present and that u comes before v in the quantifier prefix. If v is universally quantified, then the formula is false. Otherwise, remove v from the quantifier prefix, and replace all instances of v with u.
We now give a theorem that will be used to establish the needed hardness results in the classification. PROOF. We prove this theorem in a sequence of steps.
-Step 1. We define a constraint language that contains, for each relation R ∈ 0 , the relation R = (R × {0, 1}) ∪ {(0, . . . , 0), (1, . . . , 1)}. Observe that has both constant polymorphisms. In addition, for each relation R ∈ 0 , it holds that
Thus, by Proposition 6.5, we have that QCSP( 0 ) reduces to QCSP( ). -Step 2. In this step, we show that QCSP( ) reduces to QCSP( ) for a constraint language having all unary operations (over {0, 1}) as polymorphisms. We proceed as in the proof of Lemma 5.2. For each relation R ∈ , there is a relation R ∈ defined by R = {(0,
Using the fact that has the constant 0 operation as a polymorphism, it can be seen that has all unary operations as polymorphisms. Given an instance of QCSP( ), we create an instance of QCSP( ) as follows. We introduce a new variable b 0 , and for every constraint R (v 1 , . . . , v k ) appearing in our instance , we create a constraint
. The quantifier prefix of is Qb 0 for either quantifier Q ∈ {∀, ∃} followed by the quantifier prefix of ; that is, the quantifier prefix of is obtained by adding, to the quantifier prefix of , b 0 as the outermost quantified variable. It is straightforward to show that is true if and only if is true.
-Step 3. Since has all unary operations as polymorphisms, it has all essentially unary operations as polymorphisms, and we have Pol( ) ⊇ Pol( ). By Theorem 3.16, 2:24
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we have the containment ⊆ , and thus QCSP( ) reduces to QCSP( ) by Proposition 6.5.
We can now prove the classification theorem.
PROOF (THEOREM 6.3) . If has one of the given operations as a polymorphism, then the problem QCSP( ) is tractable; we refer the reader to the original proofs [Aspvall et al. 1979; Karpinski et al. 1987; Büning et al. 1995; Creignou et al. 2001] and to Chen [2008] for an algebraic approach. If does not have one of the four given operations as a polymorphism, then, by Theorem 5.1, the set Pol( ) contains only essentially unary operations, and QCSP( ) is PSPACE-hard by Proposition 6.2 and Theorem 6.6.
Exercise 6.7. When is a constraint language, let sPol( ) denote the set containing all surjective polymorphisms of . Prove the following result, which was established by Börner et al. [2003] . Hint: to show that a relation R ∈ Inv(sPol( )) is in [ ], define R to be
which is the smallest relation in containing R × D d , and consider
Here, we use d to denote the size of D.
Exercise 6.9. Let be a finite Boolean constraint language. Prove that, if [ ] has one of the constant operations 0, 1 as a polymorphism, then QCSP( ) is polynomial-time tractable.
BOUNDED ALTERNATION
In this section, we study the problems QCSP( ) under restricted prefix classes. What do we mean by a prefix class? For each instance of the QCSP, we may take the quantifier prefix, eliminate the variables, and then group together consecutive quantifiers that are identical to obtain a pattern. For example, from the quantifier prefix ∃w 1 ∃w 2 ∃w 3 ∀ y 1 ∀ y 2 ∃x 1 ∃x 2 ∃x 3 ∃x 4 we obtain the pattern ∃∀∃. An instance is said to have prefix class 1 if its pattern is ∃, prefix class 1 if its pattern is ∀, prefix class 2 if its pattern is ∃∀, prefix class 2 if its pattern is ∀∃, and so forth. The collection of formulas having prefix class k or k for some k ≥ 1 are said to be of bounded alternation, because, in their quantifier prefixes, the number of alternations between the two different quantifiers is bounded above by a constant. For all k ≥ 1 and finite constraint languages , we define k -QCSP( ) ( k -QCSP( )) to be the restriction of QCSP( ) to instances having prefix classes k (respectively, k ). We study the prefix classes where the innermost quantifier is existential, that is, the classes k for odd k and k for even k. It is known that the corresponding problems characterize the complexity classes Theorem 7.2 can be taken as a fine version of the last section's classification theorem (Theorem 6.3), showing that the constraint languages shown to be hard in that theorem are also hard under bounded alternation. Theorem 7.2 has been previously established by Hemaspaandra [2004] and Bauland et al. [2005] .
How can we prove this theorem? The tractable cases clearly follow from those of the last section's classification theorem, so we are left with proving the hardness results. What happens if we try to establish these hardness results by imitating the proof of the hardness results of the last section (that is, the proof of Theorem 6.6)? We become faced with a difficulty: this proof relied on Proposition 6.5, which showed that QCSP( ) reduces to QCSP( ), assuming
⊆ [ ]. However, the given proof of this proposition does not preserve the prefix class of the original formula: an instance of QCSP( ) is transformed into an instance of QCSP( ) by taking few-definitions for the constraints in and appending these few-definitions to the end of the quantifier prefix of ! To overcome this difficulty, we establish a version of Proposition 6.5 which does preserve the prefix class. To the best of my knowledge, this theorem is new. Although here we only apply this theorem to the case of a Boolean domain, I would like to emphasize that the theorem gives a general tool that applies for all finite domains, which I believe will be useful for studying the bounded alternation QCSP over domains of larger size.
In order to prove Theorem 7.3, we establish a lemma that shows that the relations in [ ] can be expressed in a particular way. 
LEMMA 7.5. Let be a constraint language over a finite domain D. For every relation R ∈ [ ], there exists a relation R ∈ such that R is spread-expressed by R .
PROOF. We let d denote the size of D and k denote the arity of R. If R is pp-definable from without the use of quantifiers, then let
Now suppose that the lemma is true for a relation R. We want to show that it is true for a relation obtained from R by "quantifying away" a coordinate of R. Suppose that R 2 (x 1 , . . . , x k−1 ) = Q x k R(x 1 , . . . , x k ), with Q ∈ {∀, ∃}. We consider two cases depending on the quantifier Q. In both cases, we use R to denote a relation such that R is spreadexpressed by R .
-Case Q = ∃. It is straightforward to verify that R 2 is spread-expressed by the relation R 2 defined by
-Case Q = ∀. We claim that R 2 is spread-expressed by the relation R 2 defined by
We verify this as follows. 
By the monotonicity of R , this in turn implies that
Next 
We now give the proof of Theorem 7.3.
PROOF (THEOREM 7.3). For each relation R ∈ , there exists a relation R ∈ such that R is spread-expressed by R . Let be an instance of k -QCSP( ) or k -QCSP( ) (with k as described in the statement of the theorem). Denote the quantifier prefix of by P and the conjunction of constraints of by φ , so that = P φ . We create an instance of k -QCSP( ) or k -QCSP( ) as follows. First, define P to be a quantifier prefix obtained from P by introducing new universally quantified variables y 1 , . . . , y d and placing them next to any group of universally quantified variables in P , so that the prefix class is preserved. Next, define φ to be the conjunction of constraints containing a constraint R (v 1 , . . . , y k , y 1 
The output of the reduction is the formula = P φ , but where every constraint is replaced with a pp-formula over , as in the proof of Proposition 6.5.
To verify the correctness of the reduction, we need to show that = P φ is true if and only if = P φ is true. This follows from the following cycle of implications. Fix g 0 : { y 1 , . . . , y d } → D to be a surjective mapping.
PROOF (THEOREM 7.2). Following the discussion earlier in this section, we need to show that, when P = k for an even k ≥ 2 or P = k for an odd k ≥ 3, the problem P -QCSP( ) is hard for the corresponding class of the polynomial hierarchy, assuming that does not have one of the four given polymorphisms. By Theorem 5.1, all polymorphisms of are essentially unary operations. Let 0 be the finite Boolean constraint language of Proposition 7.1, so that P -QCSP( 0 ) is hard for the complexity class for which we want to prove hardness.
We now follow the proof of Theorem 6.6. The main modification we need to make is in step 1.
Step 1 defines a constraint language having both constant polymorphisms such that 0 ⊆ [ ]. Here, we appeal to Theorem 7.3 (instead of Proposition 6.5) to obtain a reduction from P -QCSP( 0 ) to P -QCSP( ).
Step 2 can be carried out in a way that preserves the prefix class of the formula, since the new variable b 0 can be quantified using either quantifier (as noted); this gives us a reduction from P -QCSP( ) to P -QCSP( ) for a constraint language having all unary operations as polymorphisms. Finally, in step 3, we have Pol( ) ⊇ Pol( ) and hence ⊆ , that is, every relation in has a pp-definition in . Since the innermost quantifier of P is existential, it follows that P -QCSP( ) can be reduced to P -QCSP( ).
Exercise 7.6. Describe the complexity of all finite constraint languages in the problems k -QCSP( ) for all odd k ≥ 1, and the problems k -QCSP( ) for all even k ≥ 2.
Exercise 7.7. Give an alternative, algebraic proof of Lemma 7.5 by considering the hint of Exercise 6.7.
TO INFINITY . . . AND BEYOND?
In recent joint work, Manuel Bodirsky and I considered the quantified CSP over domains of infinite size . One class of constraint languages that 2:28
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we have considered is the class of equality constraint languages. We say that a constraint language over domain D is an equality constraint language if each relation is equality definable, by which we mean definable using equalities (u = v) and the usual Boolean connectives ¬, ∧, and ∨. As an example, consider the ternary relation R ⊆ D 3 defined by R(x, y, z) ≡ (¬(x = y)) ∨ ( y = z).
Clearly, the disequality relation = is another example of an equality definable relation: (x = y) ≡ (¬(x = y)).
As an intuition pump, consider CSP({ =}), the constraint satisfaction problem over the disequality relation. The problem CSP({ =}) is the |D|-colorability problem: given a set of pairs of variables, decide if the variables can be colored with elements from D such that each pair has different colors. Over a finite domain, the problem CSP({ =}) is of course known to be NP-complete for |D| ≥ 3. On the other hand, over an infinite domain, the problem CSP({ =}) is trivial: if an instance contains a constraint of the form v = v, it is not satisfiable; otherwise it is satisfiable by the assignment sending all variables to different values! Within the class of equality constraint languages, we were able to establish a complexity upper bound. Let us define a positive constraint language to be an equality constraint language where each relation is definable using equalities (u = v) and the positive Boolean connectives ∧ and ∨. As an example, take the relation S ⊆ D 4 defined by S(w, x, y, z) ≡ ((w = x) ∧ (x = y)) ∨ ( y = z).
It can be verified that a positive constraint language has all unary operations as polymorphisms.
For a domain D of any size, the CSP over a positive constraint language is trivial; every instance is satisfiable by the assignment sending all variables to the same value. In contrast, the QCSP is more interesting. We have shown that there exist positive constraint languages over an infinite domain such that QCSP( ) is NP-hard [Bodirsky and Chen 2007] ; in fact, the constraint language containing the single relation S just given is an example of such a language. This negative result is complemented by the following complexity upper bound. It should be pointed out that the NP upper bound established by Theorems 8.1 and 8.2 can be derived from a result of Kozen [1981] . However, I believe that the direct reduction to an existentially quantified formula given here constitutes a particularly transparent explanation for the inclusion in NP. Again, as with the results discussed in the first section of this article, these results are not tied to the particular syntactic form of the quantifier-free part φ, but only use the fact that φ possesses certain polymorphisms. Indeed, our proof demonstrates that Theorem 8.2 holds even if the quantifier-free part φ is given succinctly, say, as a circuit; this extension cannot, to the best of my knowledge, be readily derived from the proof of Kozen [1981] .
What I personally find most interesting here is that we are able to obtain a positive complexity result (Theorem 8.2) using the notion of polymorphism, for a class of formulas that falls beyond the CSP framework, that is, which does not require a conjunction of constraints. This is a twist of high intrigue: the concept of polymorphism has recently come into close focus for its relevance to the specific class of CSP formulas, but has now been brought to shed light on a more general class of logical formulas (namely, the positive formulas of Theorem 8.2). I would like to suggest the search for further applications of polymorphisms to general logical formulas.
Further Reading
For the reader interested in further studying the topics of this article, I offer some pointers. I focus on the topics directly addressed by this article, such as algebraic methods for studying the problems CSP( ). However, even regarding these topics, the selection and discussion of references here is not at all meant to be comprehensive, but rather is a sampling of the literature that reflects my personal interests and biases.
As we have discussed, Schaefer [1978] was the first to systematically consider the family of problems CSP( ); he studied constraint languages over a two-element domain. While there does not appear to have been work on these problems in the 1980s, the early 1990s saw articls by Hell and Nesetril [1990] and Vardi [1993, 1998 ] on these problems. Vardi [1993, 1998 ] conjectured that every problem of the form CSP( ) for over a finite domain is either in P or NP-complete; this has become known as the Feder-Vardi dichotomy conjecture. The algebraic, polymorphism-based approach to studying the problems CSP( ) was introduced in the articles of Jeavons et al. [1997] and Jeavons [1998] ; the given references are for journal articles which appeared in the late 1990s. Other foundational work on this algebraic approach appears in the journal article by Bulatov et al. [2005] .
Two major complexity classification results on CSP( ) were achieved by Bulatov: the classification of all constraint languages over a three-element domain , and the classification of all conservative constraint languages , defined to be constraint languages containing all unary relations ]. There is by now a rich literature on CSP( ) tractability and complexity, including the articles Jeavons
