Abstract. Let G be a connected reductive group defined over the finite field Fq of q elements, and B be a Borel subgroup of G defined over Fq. We show that the abstract induced module M(θ) = kG ⊗ kB θ (here kH is the group algebra of H over the field k) has a composition series (of finite length) if the characteristic of k is not equal to that of Fq. In the case k =Fq and θ is a rational character, we give the necessary and sufficient condition for the existence of the composition series (of finite length) of M(θ). We determine all the composition factors whenever the composition series exist. This gives a large class of abstract infinite dimensional irreducible kG-modules.
Introduction
The decomposition of certain induced modules are extremely important in the representation theory of algebraic groups and finite groups of Lie type. One very important class of finite-dimensional representations arises by considering the induced module from a character of a Borel subgroup. It is well known that all finite dimensional rational irreducible modules arise by "inducing" (see [16] for details) one dimensional representations of the Borel subgoup (known as the costandard modules), and the decomposition problem of such modules is known as Lusztig's conjecture (cf. [19] and [20] ) which is true for large characteristic (cf. [1] and [13] ) and false for small characteristic (cf. [28] ). Each irreducible representation of finite groups with split BN -pair of characteristic p over a field of characteristic p occurs in the head (socle) of some induced module from a character of a finite Borel subgroup (cf. [9] , [25] ). For the ordinary representation theory of finite reductive groups, each irreducible modules occurs in some virtual representation (known as R θ T , cf. [12] ), and this classical theory is also contained in the textbook [3] and [8] . For the finite group with a certain set of subquotients, each irreducible module occurs at the head (socle) of the induced module from some "cuspidal pair" (cf. [8, Chapter 1] ). There are analogous results in the representation theory of Lie algebras by considering the decomposition of Verma modules and baby Verma modules (cf. [27] , [22] ). Anyway, it is a fundamental problem to determine the submodule structures of various inductions.
The induced modules from a one dimensional module of a Borel subgroup of a finite reductive group have been investigated in great detail (cf. [17] , [21] , and [32] ). For example, in [17] Jantzen constructed a filtration for such induced modules and gave the sum formulas of these filtrations correspond to those of the well known Jantzen filtrations of generic Weyl modules. In [21] C. Pillen proved that the socle and radical filtrations of such modules could be obtained from the filtrations of the generic Weyl modules under the similar assumption in [17] . It was also showed in the same paper that these modules are rigid.
In contrast to the fruitful results discussed above, little has been known for such (abstract) induced modules for the infinite reductive groups with Frobenius maps (For example, SL n (F q ), SO 2n (F q ), SO 2n+1 (F q ), Sp 2n (F q ),· · · ). Recently, Nanhua Xi studied certain infinite dimensional representations of connected reductive groups over a field of positive characteristic (cf. [29] ). These objects arise via induction from the group algebra of a Borel subgroup to the group algebra of the whole group. Xi constructed a submodule filtration of the abstract induced module from the trivial character of a Borel subgroup whose subquotients indexed by the subsets of the set of simple reflections, and they turned out to be pairwisely nonisomorphic. Moreover the authors proved these subquotients are irreducible (see [6] for the cross characteristic case and see [7] for the defining characteristic case). The first author also made an attempt to study the submodule structure of some induced modules in [4] and [5] .
In this paper, we study the existence of the composition series of the abstract induced module from an arbitary character of a Borel subgroup, and determine the composition factors whenever the composition series exist. Let G be a connected reductive group defined over the finite field F q of q elements, and F be the standard Frobenius map. Let B be an F -stable Borel subgroup and T an F -stable maximal torus contained in B. Let k be a field. This paper concerns the abstract induced module M(θ) = kG ⊗ kB θ (here kH is the group algebra of the group H, and θ is a character of T regarded as a character of B). We show that M(θ) has a composition series if char k = charF q , in which case we determine all the composition factors of M(θ). However, if k =F q , the situation is more complicated. Under the assumption θ ∈ X(T), a rational character of T, we show that M(θ) has a composition series if and only if θ is antidominant (see Section 4 for the definition), in which case the submodule structure is analogous to the cross characteristic case. In particular, we find a large class of infinite dimensional irreducible abstract representations of G.
Let us introduce the idea of the proof briefly. Let U be the unipotent radical of B, and U q a be its F q a -points. In the case either char k = charF q or k =F q and θ is antidominant, we construct an explicit filtration of M(θ). For any subquotient E of this filtration, we prove the irreducibility of E through the following steps: (1) Show that E is a cyclic module (which is obvious by definition); (2) Show that any submodule of E contains an U q a -fixed point for a sufficient large number a; (3) Show that any U q a -fixed point is transited by kG to a generator of E. It is important to note that the step (3) is a new phenomenon in our case, and we develop a new and highly nontrivial technique to settle. In the case k =F q and θ is not antidominant, by the transitivity of Harish-Chandra induction (infinite version) and exactness of (abstract) induction functor, the non-existence of the composition series of M(θ) reduced to the case G = SL 2 (F q ). In this case, we prove the non-existence result using the limit process and the classical structural results of the Weyl modules for SL 2 (F q ) (cf. [11] ). This paper is organized as follows: In Section 1 we recall some notations, and give some general constructions and results working for any field k. In particular, it contains the general properties of the abstract induced modules M(θ). Section 2 is devoted to study the decomposition of M(θ) in the case char k = charF q . When k =F q and θ is rational, Section 3 and Section 4 deal with the composition series of M(θ) in antidominant case and non-antidominant case, respectively. Using such decomposition of M(θ) in previous sections, some more corollaries and conclusions are given in Section 5.
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General setting
Let G be a connected reductive group defined over F q with the standard Frobenius map F . Let B be an F -stable Borel subgroup, and T be an F -stable maximal torus contained in B, and U = R u (B) the (F -stable) unipotent radical of B. We denote Φ = Φ(G; T) the corresponding root system, and Φ + (resp. Φ − ) be the set of positive (resp. negative) roots determined by B. Let W = N G (T)/T be the corresponding Weyl group. One denotes ∆ = {α i | i ∈ I} the set of simple roots and S = {s i := s αi | i ∈ I} the corresponding simple reflections in W . For each w ∈ W , letẇ be one representative in N G (T). For any w ∈ W , let U w (resp. U ′ w ) be the subgroup of U generated by all U α (the root subgroup of α ∈ Φ + ) with wα ∈ Φ − (resp. wα ∈ Φ + ). The multiplication map U w × U ′ w → U is a bijection (see [Car] ). For any J ⊂ I, let W J and P J be the corresponding standard parabolic subgroup of W and G, respectively. One denotes by w J the longest element in W J . We also have the Levi decomposition P J = L J ⋉ U J , where L J is the subgroup of P J generated by T, and all U αi and U −αi with (i ∈ J) and U J = R u (P J ).
Assume that k is a field and all representations of G we consider are over the field k. Denote by kG the group algebra of G. For any finite subset H of G, let H := h∈H h ∈ kG. This notation will be frequently used later. Without loss of generality, we make the following convention throughout this paper.
For each i ∈ I, Let G i be the subgroup of G generated by U αi , U −αi and set
The Weyl group W acts naturally on T by
for any θ ∈ T. Denote by W θ the stabilizer of θ. The following lemma is clear.
Proof. (i) It is sufficient to show θ si = θ for each i ∈ I(θ). We have
. Since W θ is generated by simple reflections, it is enough to show that if θ si = θ, then θ| Ti is trivial. By (1.1), it suffices to show that each element g ∈ T i can be written as t
Let x be a square root of b −1 inF q and t = x 0 0 x −1 . Then t −1 s −1 ts = g which completes the proof.
Let J ⊂ I(θ), and G J be the subgroup of G generated by G i , i ∈ J. We choose a representativeẇ ∈ G J for each w ∈ W J . Thus, the element w1 θ :=ẇ1 θ (w ∈ W J ) is well defined. Proof. The second equality follows immediately from the Bruhat Decomposition. Let M = w∈W kUẇη(θ) J . Since M contains η(θ) J , to show the first equality it is enough to show that M is a kG-submodule, and hence to show that M is N G (T)-stable by Bruhat decomposition. We have to checkṡ i uḣη(θ) J ∈ M for any u ∈ U, h ∈ W , and i ∈ I. Since each element u ∈ U can be written as u = u
The case u i = 1 is clear. For each u i ∈ U αi \{1}, we have
where
, and h i (u i ) ∈ T i are uniquely determined.
(1) If hw J ≤ s i hw J , then hw ≤ s i hw for each w ∈ W J . In this case,
Then we see that
We can assume thatṡ iḣ =ḣṡ j t, for some t ∈ T andṡ j ∈ G j . Thereforė
For convenience we set u j = tḣ −1 u iḣ t −1 ∈ U αj , then the above equation becomeṡ
It is clear thaṫ
For the first part, we see thaṫ
For the second part, by (1.2) we havė
by some easy computation. Combining these two parts then we havė
which can be also written as
Using this equation, we geṫ
Noting that u j = tḣ −1 u iḣ t −1 and combining (1.2) and the following two equationṡ
we have f i (u i ) =ḣf j (u j )ḣ −1 , and hence
This completes the proof.
For w ∈ W , denote by R(w) = {i ∈ I | ws i < w}. For any subsets J ⊂ I and K ⊂ I(θ) we set X J = {x ∈ W | x has minimal length in xW J };
For each w ∈ W , let
where P y,w are Kazhdan-Lusztig polynomials. According to [18] , the elements C w with w ∈ W form a basis of kW . In particular, we have C wJ = y∈WJ (−1) ℓ(wJ y) y. By [14, Lemma 2.8 (c)], for x ∈ X J , we have the uni-triangular relation
a y yC wJ , a y ∈ k with its inverse
Lemma 1.6. Let J ⊂ I(θ). Then the set {wC wK |J ⊂ K ⊂ I(θ), w ∈ Z K } forms a basis of kW C wJ . In particular, we have
Proof. Firstly we note that
It is enough to prove that xC wJ ∈ V for any x ∈ X J . We show this by induction on ℓ(x). The case ℓ(x) = 0 is trivial. Assume that ℓ(x) > 0. The result is trivial if x ∈ Z J . For x ∈ Z J , we have xw J = yw L for some J L and y ∈ Z L , and hence C xwJ = C ywL ∈ V by (1.5) and induction. Moreover we have
by (1.6). It follows that xC wJ ∈ V by (1.5), (1.7), and induction. This completes the proof.
w∈ZJ kUẇD(θ) J by Lemma 1.6. By the same argument as Proposition 1.7, we have
and hence E(θ) ′ J is isomorphic to E(θ) J by Lemma 1.7.
The cross characteristic
Throughout this section, we assume that char k = charF q = p. The main result of this section is the following Theorem 2.1. Let θ ∈ T. Then all modules E(θ) J (J ⊂ I(θ)) are irreducible and pairwise non-isomorphic. In particular, M(θ) has exactly 2 |I(θ)| composition factors with each of multiplicity one.
For each i ∈ I, we fix an u i ∈ U αi \{1}. Similar to [6] , define
where f i (u i ) is defined by the formula (1.2). Similar to [6] , the operators τ i (i ∈ I) have the following properties (Lemma 2. Lemma 2.2. For each i ∈ I, fix a u i ∈ U αi \{1}. Let w ∈ Z J , then we have
, and b i ∈ k depends on the choice of the representative of each element w ∈ W .
As an easy consequence of Corollary 2.3, we have
Let θ be an one dimensional character of T (resp. T q a ), and V be a kT (resp. kT q a )-module. We denote V θ = {v ∈ V |tv = θ(t)v, ∀t ∈ T} (resp. V θ,q a = {v ∈ V |tv = θ(t)v, ∀t ∈ T q a }). The following lemma is easy but useful in the main proof of this section.
Lemma 2.5. Let M be a kG-module and N be a submodule of M . Assume that
Proof. The proof is obvious by induction on m.
Now we return to the main step of the proof. By Lemma 1.9, it is sufficient to prove that E(θ) ′ J is irreducible for any J ⊆ I(θ). This follows from the following four technical results (Lemma 2.6 ⇒ Lemma 2.7 ⇒ Lemma 2.8 as we will see below). Lemma 2.6. Let θ ∈ T, and let M be a kG-module and η ∈ M θ . If M ′ is a submodule of M containing U q a η for some positive integer a, then η ∈ M ′ .
Once these lemmas are proved, we can prove Theorem 2.1. Proof of Lemma 2.6. The proof is motivated by [30, 2.7] . Let
be a reduced expression of the longest element w 0 of W , and set
Then for any positive integer b,
First we use induction on i to show that there exists positive integer b i such that the element X i,q b i η is in M ′ . When i = 1, this is true for b 1 = a by assumption.
Now we assume that
. . , c q b i +1 be a complete set of representatives of all cosets of F *
Note that tη = θ(t)η for any t ∈ T. Thus (2.1)
Since q = 0 in k, combining formula (2.2) and (2.3) we see that
Noting that X r,q br = U βr,q br , now we have U βr,q br η ∈ M ′ and U βr,q 2br η ∈ M ′ .
Applying formula (2.1) to the case i = r we get that
Therefore η is in M ′ . The lemma is proved.
Proof of Lemma 2.7. The proof is analogous to that of [6, Claim 1] . Assume that M is a nonzero submodule of E(θ)
Since for each character θ, Ind
B q a k θ , which is a quotient module of Ind
and there is an
Notice that
It follows that 0 = U q a
Proof of Lemma 2.8. We first make some preliminaries. Let W J(θ) be the minimal parabolic subgroup containing W θ . Then J(θ) ⊃ I(θ) by Lemma 1.4. Let {v 1 = e, v 2 , · · · , v n } be a complete set of the representatives (with minimal length) of the left cosets of W I(θ) in W J(θ) . We set
As a T-module, each V i is a T-wight space of weight θ viw . Clearly, any ε ∈ V can be written uniquely as ε = i ε i with ε i ∈ V i and we call ε i is the θ viw -weight factor of ε. We fix u i ∈ U αi \{1} for each i ∈ I and then consider the functor τ i as in Lemma 2.2. Given χ ∈ T and an element ε ∈ V χ , motivated by the formula in Lemma 2.2, for i ∈ I, we denote by Ω i (ε) the χ si -weight factor of
Now we return to the main proof. By Lemma 2.7, it is enough to show that if
We will show this by induction on |N (ε)|.
If |N (ε)| = 1, then
for some i and we are done. We assume that |N (ε)| > 1. Choose v j ∈ N (ε) with ℓ(v j ) = min{ℓ(v i ) | v i ∈ N (ε)} and let v j = s j1 · · · s jt be its reduced expression.
for any 1 ≤ i ≤ r − 1 and
by the choice of l and Lemma 2.2 (since the term in 
The natural characteristic (antidominant case)
When consider the natural characteristic case in this section and the next section, we assume that k =F q and θ ∈ X(T), the group of rational characters of T.
For each α ∈ Φ, we fix an isomorphism ε α :F q → U α such that tε α (c)t −1 = ε α (α(t)c) for any t ∈ T and c ∈F q . Set U α,q a = ε α (F q a ). For each i ∈ I, we fix a homomorphism ϕ i : SL 2 (F q ) → G i such that
and for t ∈ k * and i ∈ I, one denote
We call θ antidominant if θ, α ∨ ≤ 0 for all α ∈ ∆. Throughout this section, we assume that θ is antidominant. The main theorem of this section is Theorem 3.1. If θ is antidominant, then E(θ) J is irreducible for all J ⊂ I(θ). In particular, M(θ) has exactly 2 |I(θ)| pairwisely nonisomorphic composition factors with each of multiplicity one.
Before proving Theorem 3.1, we make some preliminaries (from Lemma 3.2 to Lemma 3.5). The following well known fact on the power sum over finite fields which will be frequently used in the sequel.
Lemma 3.3. Let i ∈ I, and let M be a kG-module and 0 = ξ ∈ M Uα i . Assume that there is an integer 0 < m < q a such that h i (t)ξ = t −m ξ for any t ∈ k * . Then kGξ = kGU αi,q aṡ i ξ.
Proof. Let V = kGU αi,q aṡ i ξ and v 1 := U αi,q aṡ i ξ. We have to show that ξ ∈ V . By multiplying the sum of the representatives of the cosets of U αi,q a in U αi,q 2a , we obtain v 2 := U αi,q 2aṡ i ξ ∈ V , and hence
by direct calculation. Choose a square root c t ∈ F * q 4a for each t ∈ F * q 2a . Observe that Lemma 3.5. Let w ∈ Z J and A = {α 1 , α 2 , . . . , α m } and B = {β 1 , β 2 , . . . , β n } be two disjoint subsets of Φ − wJ w −1 , and assume that i l i α i ∈ A whenever i l i α i ∈ Φ for some l i ∈ Z ≥0 . Let a < b be integers with a|b, and denote
It follows that v
We have (i) Assume that kβ 1 + i l i α i ∈ A whenever kβ 1 + i l i α i ∈ Φ for some k ∈ Z >0 and l i ∈ Z ≥0 . Then
Now we return to the main step of the proof. The Theorem 3.1 follows from the following two technical results. Lemma 3.7. Let k ∈ I and w ∈ Z J , and assume that s k w ∈ Z J and s k w > w. Then U wJ w −1 ,q ahẇD(θ) J ∈ kGU wJ w −1 s k ,q aṡ kẇ D(θ) J for some h > 0.
Once they were proved, we can prove Theorem 3.1.
Proof of Theorem 3.1. Let J ⊂ I(θ), and N be a nonzero submodule of E(θ) ′ J . By Lemma 3.6 we have U wJ w −1 ,q aẇD(θ) J ∈ N for some w ∈ Z J and a > 0. Applying Lemma 3.7 repeatedly yields U wJ ,q b D(θ) J ∈ N for some b > 0. By [26, Lemma 2], since char k = char F q , we have
It follows that N = E(θ) ′ J which implies the irreducibility of E(θ) ′ J . Finally, Lemma 1.9 implies the irreducibility of E(θ) J .
It remains to prove Lemma 3.6 and 3.7.
Proof of Lemma 3.6. Assume that M is a nonzero submodule of E(θ) ′ J and 0 = x ∈ M . Then x ∈ kG q a D(θ) J for some a > 0. It is clear that
by Proposition 1.9. Moreover, (kG q a x) U q a = 0 by [23, Proposition 26] . That is, some nonzero element
Let b > a be an integer such that a|b. For each w ∈ Y ξ , write Φ
We need the following claim whose proof is identical to that of [7 
where the superscript s k means the conjugation. By multiplying the sum of representatives of left cosets of (U wJ w −1 ,q a )
Consider the following two cases:
′ , we can assume that − θ, α ∨ l < q a without loss of generality. Moreover, we have
By multiplying the sum of representatives of all the left cosets of U wJ w −1 ,q a in U wJ w −1 ,q 4a to (3.5), one obtain (3.6)
and U wJ w −1 ,q 4a is invariant under G k,q 4a -conjugation, combining Lemma 3.3, Remark 3.4, and (3.6) yields
which completes the proof. Case 2: (U wJ w −1 ) s k = U wJ w −1 . The idea is similar to the proof of [7, Proposition 4.4] . However the discussion is more complicated. Firstly it is clear thaṫ
Since (U wJ w −1 )
this forces β, α ∨ < 0, and hence 
Now we set
Let C be a complete set of representatives of left cosets of U Γ,q a in U Γ,q 2a . Then
where the product is taken with respect to a fixed order in Γ ′ . Since for any t ∈ F * q a , the conjugation of ε α k (t) takes C to another complete set of representatives of the left cosets of U Γ,q a in U Γ,q 2a by the normality of U Γ,q 2a , we have
by Lemma 3.5, where the product is taken with respect to the order γ 1 , · · · , γ m . Let C ′ be a complete set of representatives of left cosets of U γ,q a in U γ,q 2a . The sets A = Γ and B = Γ ′ also satisfy the assumption in Lemma 3.5 (ii). Then we have 
by (3.8), (3.9), and Lemma 3.5 (i). For each 1 ≤ i ≤ m, let C i be a complete set of representatives of the left cosets of U γi,q a in U γi,q 2a and
(which is a group by the commutator formula) for any i and x ∈ C i , we have
by Lemma 3.5 (i), and hencė
It follows that
Combining (3.4) and (3.11) yields U wJ w −1 ,q 2aẇD(θ) J ∈ V which completes the proof.
The natural characteristic (non-antidominant case)
In this section we consider the non-antidominant case. The main result of this section is Theorem 4.1. If θ is not antidominant, then M(θ) has an infinite submodule filtration. In particular, M(θ) has infinite length.
Combining Theorem 3.1 and Theorem 4.1, we get the following theorem. First we deal with the case when G = SL 2 (F q ). From here to Corollary 4.14, we assume that G = SL 2 (F q ) and λ ∈ Z >0 , and denote V (λ), H 0 (λ), and L(λ) the corresponding Weyl module, costandard module, and simple module, respectively. By [10, Corollary 7.5], we have Theorem 4.3. If M is a finite dimensional rational G-module such that all highest weights of the composition factors of M are less than q a , then N is a G-submodule of M if and only if N is a G q a -submodule of M .
In this section, the following well known lemma will be frequently used. 
Then we have
In particular, m n ≡ 0 (mod p) if and only if there exists i such that a i < b i .
Now we set
Letq be any power of q. There is a basis v i (q) (0
Lemma 4.5. For any r > 0 and λ <q, let Kqr be the kernel of the natural map Ind
There is an injective Gq-module homomorphism Kq ֒→ Kqr .
Proof. We first give the the inclusion H 0 (q r −1−λ) ֒→ Ind Gqr Bqr λ explicitly. Consider the elements
A direct calculation shows that for any 0 ≤ i ≤q r − 1 − λ, we have
By (4.1), (4.2), (4), and (4.4), we see that the map (4.5)
gives the desired inclusion. Routine calculations shows that the elements in the right hand side of (4.5) is in Kqr , and hence the comparison of the dimension gives the exact sequence
Bqr λ → V (λ) → 0 which proves (1). Statement (2) follows immediately from (4.6).
By Lemma 4.5, if a|b, then there is an injective G q a -module homomorphism
. This family of injection forms a direct system so that one can form the direct limit
Taking direct limits as a → ∞ to (4.6) yields the exact sequence 
in H 0 (q r −1−λ). In particular, this gives the injection in Lemma 4.5 (2) explicitly.
Proof. Notice that for t ∈ Fqr
which completes the proof.
Lemma 4.7. Let r > 0 and V be a Gqr -submodule of
Proof. Clearly, the result holds when Gqr is replaced by G. Since all highest weights of the composition factors of H 0 (q r − 1 − λ) isq r -restricted, the result follows immediately from Theorem 4.3.
Since the proof of Theorem 4.1 is technical, we give the following main idea of the proof first for the convenience of readers.
Main idea: The general case can be reduced to G = SL 2 (F q ) (see the discussion after Corollary 4.14 ). From (4.7), it is enough to show that H 0 λ has infinite length. To see this, it suffices to prove that kGv 0 (q Now we turn to technical details. Let m ∈ Z >0 . Following [11] , for each positive integer j we define ρ j (m) = m − 2r j , where m + 1 = λ j p j + r j with λ j ≥ 0 and 0 ≤ r j < p j . We call ρ j an m-admissible reflection if p ∤ λ j . A strictly decreasing sequence of positive integers
is called m-admissible if the following conditions are satisfied: (a) 0 < e 1 < e 2 < · · · < e k ; (b) For each 0 ≤ j ≤ k, ρ ej is ρ ej+1 ρ ej+2 · · · ρ e k (m)-admissible. For convenience, in the following we simply call e = (e 1 , · · · , e k ) m-admissible (by abuse of terminology) if these conditions are satisfied, and set ρ e = ρ e1 · · · ρ e k . Thus, one of the main theorem in [11] (for general G, one refers to [31] ) can be stated as Let S(m) = {ρ e (m)|e is m -admissible}. Following [11] , there is a partial order on S(m) defined as follows: for λ 1 , λ 2 ∈ S(m), write m−λ2 2 = t m t p t and m−λ1 2 = t n t p t for their p-adic expansion. Set λ 1 λ 2 if m t = 0 implies n t = 0 for all t. The following proposition is the dual version of main theorem in [11] . 
for some subset E of S(m). Moreover, if ν ∈ S(m), then L(ν) is a composition factor of L E if and only if ν µ for some µ ∈ E.
From here to the end of this section, we write q = p d . For r with q r > λ, set µ r = q r − 1 − λ. Let l be the the largest number such that the coefficient in the p-adic expansion of λ of p l is nonzero.
Lemma 4.10. Let e be a λ − 1-admissible sequence. If h is an integer satisfies that l < h < rd, then there is an integer 0 < λ e ≤ λ which is independent of h such that
Proof. Direct calculation shows that
h and p h |Q(r, h), we have ρ e ρ h (µ r ) = Q(r, h) + ρ e (λ − 1), and hence
We take λ e = λ − (λ − 1 − ρ e (λ − 1))/2 as desired.
Now Lemma 4.8 becomes
Lemma 4.11. The composition factors of H 0 (µ r ) are all L(ρ f (µ r )) and L(ρ e ρ h (µ r )), where f = (f 1 , · · · , f k ) is µ r -admissible and f k ≤ l, and e is λ − 1-admissible and l < h < rd.
Proof. This follows immediately from (4.8) and Lemma 4.8.
From here to the end of the proof of Lemma 4.12, we choose r ∈ Z >0 so that q r > λ and s = rt with t > 1. For each µ s -admissible sequence
Lemma 4.12. Let e be a λ − 1-admissible sequence, and i e be the number such that p ie |λ e and p ie+1 ∤ λ e . Then
for any λ − 1-admissible sequence e, and
where e runs over all λ − 1-admissible sequences, and f runs over all µ s -admissible 
On the other hand, since ρ e ′ ρ (t ′ −1)bd+i e ′ (µ s ) ρ e ρ (tt ′ −1)ad+ie (µ s ) for any λ − 1-admissible sequence e ′ (this follows from (t ′ − 1)bd + i e ′ < (tt ′ − 1)ad + i e since q a > λ and looking at the p-adic expansion of both sides), and ρ f (µ s ) ρ e ρ (tt ′ −1)ad+ie (µ s ) (follows immediately from definition) for any µ s -admissible se-
by Lemma 4.9 and 4.12. Combining (4.13) and (4.14) yields kG q s v 0 (q b ) kG q s v 0 (q a ) which completes the proof.
Corollary 4.14. Let G = SL 2 (F q ) and λ ∈ Z >0 . Then M(λ) has an infinite submodule filtration.
Proof. Choose a so that q a > λ. By (4.7), it is sufficient to find an infinite (proper) submodule filtration for H 0 λ . But this is done by taking the chain (4.15)
thanks to Lemma 4.13.
Now we return to the general case. For any α i ∈ ∆, let P i = B ∪ Bṡ i B be the corresponding parabolic subgroup and L i the Levi subgroup of P i . Let U i be the unipotent radical of
By abusing of notation, we also denote k θ for its restriction to B i , set M i (θ) = kL i ⊗ kBi k θ . Let U i act on M i (θ) trivially. Then M i (θ) becomes a P i -module. The following result is an easy consequence of Lemma 2.2 in [29] .
Lemma 4.15. M(θ) is isomorphic to kG ⊗ kPi M i (θ).
Let G and G ′ be connected reductive algebraic groups. An isogeny π : G → G ′ of algebraic group is a surjective rational homomorphism with finite kernel. Such an isogeny π is called the central isogeny if π induces an isomorphism in the sense of algebraic groups of each root subgroup of G onto its image. For the details of isogeny, one can refer [24] .
Proof of Theorem 4.1. By assumption, θ, α ∨ i > 0 for some α i ∈ ∆. Denote P i , L i , B i , M i (θ) as above. Since L i is a reductive group of rank 1, there is a central isogeny π : SL 2 (F q ) × T ′ → L i which maps B × T ′ to B i , and T × T ′ to T (here T ′ is a torus, and B, T are the standard Borel subgroup and maximal torus of SL 2 (F q ), respectively). As SL 2 (F q ) × T ′ -modules, we see that
which has infinite many composition factors by Corollary 4.14, where k θi is the restriction of k θ to T via π and k θ ′ is the restriction of k θ to T ′ via π. Since the functor kG ⊗ kPi − is exact (kG is free over kP i ), it follows from Corollary 4.14 and Lemma 4.15 that M(θ) has an infinite submodule filtration, i.e, it has no composition series (of finite length).
Conclusion and consequences
To summarize, combining Theorem 2.1, 3.1, 4.1 yields the following Theorem 5.1. If char k = p, then all E(θ) J with J ⊂ I(θ) are irreducible and pairwise nonisomorphic. In particular, M(θ) has 2 |I(θ)| composition factors. If k =F q and θ ∈ X(T), then M(θ) has a composition series of finite length if and only if θ is antidominant.
Let tr be the trivial B-module. We denote E(tr) J simply by E J . Since M(tr) is realizable over any field, as a consequence of Theorem 5.1 we have the following results which are firstly proved in [6] and [7] .
Corollary 5.2. Let k be any field. Then all E J with J ⊂ I are irreducible and pairwisely nonisomorphic. In particular M(tr) has 2 |I| composition factors.
Assume that k =F q and θ ∈ X(T). We call θ is strongly antidominant if θ, α ∨ < 0 for any α ∈ ∆. As another consequence of Theorem 5.1, we give the necessary and sufficient condition for the irreducibility of M(θ). (ii) k =F q and V contains a B-stable line on which T acts by some antidominant weight θ ∈ T. Then V is isomorphic to E(θ) ∅ for some θ ∈ T.
Proof. Let kv be the B-stable line in V . Then U acts on v trivially and T-acts on v by some character θ ∈ T. Since V = kGv, V is an irreducible quotient M(θ). By Theorem 2.1 and 4.2, we have V = E(θ) J for some J ⊂ I(θ). Therefore E(θ) U J = 0, which forces J = ∅. This completes the proof.
It follows immediately from Corollary 5.4 that
Corollary 5.5. Assume either (1) char k = p or (2) k =F q and θ is antidominant, then M(θ) has simple head which is isomorphic to E(θ) ∅ .
Corollary 5.6. Assume k is algebraically closed with char k = charF q . Then any finite dimensional irreducible representations of G are one dimensional which is isomorphic to E(θ) ∅ for some θ ∈ T with I(θ) = I. 
