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Abstract
We prove a duality theorem the computation of certain Bellman functions is usually based on.
As a byproduct, we obtain sharp results about the norms of monotonic rearrangements. The main
novelty of our approach is a special class of martingales and an extremal problem on this class, which
is dual to the minimization problem for locally concave functions.
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1 Introduction
1.1 Setting and main ideas
Some results of the present paper have been announced in [10]. However, the setting we use here is a bit
different, so we give it in full detial.
Let Ω0 be a non-empty open convex subset of R2 that does not contain lines. Let Ω1 be another open
convex subset of R2 such that cl Ω1 ⊂ Ω0; the symbol cl denotes the closure. We define the domain Ω
as cl(Ω0 \Ω1) (the word “domain” comes from “domain of a function”), see Figure 1 for visualization, and
the class of summable R2-valued functions on an interval I ⊂ R:
AΩ =
{
ϕ ∈ L1(I,R2) ∣∣ ϕ(I) ⊂ ∂Ω0, ∀J—subinterval of I 〈ϕ〉J /∈ Ω1}. (1.1)
Here 〈ϕ〉
J
= 1|J|
∫
J
ϕ(s) ds is the average of ϕ over J . In Subsection 1.3, we show how the BMO, the
Muckenhoupt classes, and the Gehring classes can be represented in the form (1.1). Let f be a bounded
from below Borel measurable locally bounded function on ∂Ω01. We are interested in sharp bounds for
the expressions of the form
〈f(ϕ)〉
I
, ϕ ∈ AΩ.
Again, in Subsection 1.3, we explain how the John–Nirenberg inequality or other inequalities of harmonic
analysis can be rewritten as estimations of such an expression. The said estimates are delivered by the
corresponding Bellman function,
BΩ,f (x) = sup
{〈f(ϕ)〉
I
∣∣ 〈ϕ〉
I
= x, ϕ ∈ AΩ
}
, x ∈ Ω. (1.2)
The aim of this paper is to prove that this function enjoys good analytic properties.
Definition 1.1. Let ω be a subset of Rd. We call a function G : w → R ∪ {+∞} locally concave on ω
provided for every segment ` ⊂ ω the restriction G∣∣
`
is concave.
Define the class of functions on Ω:
ΛΩ,f =
{
G : Ω→ R ∪ {+∞}
∣∣∣ G is locally concave on Ω, ∀x ∈ ∂Ω0 G(x) > f(x)}. (1.3)
The function BΩ,f is given as follows,
BΩ,f (x) = inf
G∈ΛΩ,f
G(x), x ∈ Ω. (1.4)
1The function f is always assumed to be Borel measurable and locally bounded. Sometimes we assume that it is bounded
from below, sometimes not. The second case is more interesting from the theoretical point of view. For the first reading,
we recommend to assume everywhere that f is bounded from below.
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Figure 1: Set Ω and its boundaries.
The main theorem says that B = B (here and in what follows we omit indices of these functions if this
does not cause ambiguity). We impose several technical conditions on Ω (we will clarify the meaning of
the third condition in Subsection 3.1).
1. Neither ∂Ω
0
nor ∂Ω
1
contains linear segments. (1.5)
2. The boundary of Ω
1
is C
2
-smooth. (1.6)
3. The domain Ω
0
is unbounded and every ray inside it can be translated to belong to Ω
1
entirely.
(1.7)
Theorem. If Ω satisfies technical assumptions (1.5), (1.6), (1.7), then B = B.
The motivation for the problem is given in Subsections 1.2, 1.3, now we sketch the idea of the proof
and provide the structure of the paper.
The main idea is to introduce the third function that is based on some optimization. Namely, we
consider all R
2
-valued martingales that walk inside Ω and end their way on ∂Ω
0
. Then, for any point x
in Ω we maximize the value E f(M
∞
) over all the martingales starting from x, and denote this supremum
by B(x). It is not difficult to prove that the achieved function coincides with B, moreover this relation
holds true for a general “good enough” domain in any dimension
2
. This construction is described in
Section 2.
To prove the main theorem, we prove two inequalities, B 6 B and B 6 B. The first one uses ideas
of Section 2. Namely, every martingale in Ω gives rise to a function belonging to the class A
Ω
with
the same distribution. Therefore, B 6 B, and by results of Subsection 2, the first inequality follows.
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The authors have a strong belief that this duality may be useful outside the Bellman function theory.
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To prove the second one, we establish a reverse embedding. It turns out that each function belonging
to AΩ gives rise to a martingale that lives in an extension of Ω (i.e. a similar-built domain with strictly
smaller Ω1), moreover, the difference between this extension and Ω can be arbitrary small. Therefore,
the inequality B 6 B is almost proved, we have BΩ,f 6 BΩ˜,f for any extension Ω˜. All this material
constitutes Section 3.
To finish the proof of the main theorem, we establish that infΩ˜⊃ΩBΩ˜ = BΩ (the infimum is taken
over all the extensions of Ω). This is done in Section 4 for the case where ∂Ω0 is C2-smooth and f is
continuous (Theorem 4.13).
Section 5 treats the case of non-smooth boundary ∂Ω0 and non-smooth f . More or less, the result is
derived in a classical way: we do some sort of smoothing, apply the already known results for smoothed
functions, and then pass to the limit. However, the non-linearity of the problem makes the smoothing
non-standard, some geometric tricks are used here. Corollary 5.4 finishes the proof of the main theorem
in full generality.
In Section 6, we give some information for the case where f is not bounded from below. Now the
problem should be re-stated, because a priori the value 〈f(ϕ)〉
I
is not well defined (the function f(ϕ)
might be not integrable). The fact that the integral of f(ϕ) is well defined for all ϕ belonging to the
class AΩ is equivalent to the finiteness of BΩ,f+ (f+ stands for the positive part of f). However, the
condition thatBΩ,f is finite is not sufficient here. We also give a sufficient summability condition forBΩ,f
to be finite in terms of some maximal function of f (this condition can be easily verified with the function f
at hand).
In Section 7, we formulate several conjectures.
There are also three Appendices that collect various supplementary material.
Acknowledgments. We are grateful to our colleagues Paata Ivanisvili, Alexander Logunov, and Niko-
lay Osipov for their criticism, and Leonid Slavin for helpful exposition advice. We also thank Sergey Vladi-
mirovich Ivanov who suggested the idea of using the projective transform in this context (see Subsec-
tion 1.3 and Appendix A).
The second half of this text was written while the first author was visiting Hausdorff Institute for
Mathematics, University of Bonn. He thanks HIM for hospitality.
We are grateful to our teacher Vasily Ivanovich Vasyunin for his support, advice, and attention to our
work.
1.2 Historical remarks
Application of optimization ideas to analytic problems has a long history. In 1984, Burkholder in his
seminal paper [3] provided sharp estimates for the norm of a martingale transform in Lp. His method
was based on a certain extremal problem of finding a minimal diagonally concave function on a special
domain in R3. Afterwards, there were many papers where similar technique was used for proving different
sharp inequalities for martingales, see the book [21], references therein, and the survey paper [23].
In the mid ninetieth, Nazarov, Treil, and Volberg introduced optimization principles to harmonic
analysis. See [19] for the history of the development and also [18] as the historically first exposition. The
strength of their method was in building supersolutions, which still provided good estimates, i.e. finding
not exact Bellman functions. Since then, the method has become a standard tool in analysis, for example,
see the lecture notes [39, 40] or the survey [19].
However, we mention a much earlier work of Hanner [5] that presents Beurling’s proof of the so-called
Hanner’s inequalities dating back to 1945. In fact, this method is very Bellman-style: one guesses a
special function that proves the desired inequality for him. See [6] for the explanations where is the
Bellman function hidden there.
Around the year of 2002, Slavin and Vasyunin independently found the sharp constants in the John–
Nirenberg inequality, see [26, 32], and finally [28]. Seemingly, this was the first exact Bellman function
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for a purely harmonic-analytic problem (we also mention the paper [16] in this context, which appeared
a bit later, but works with a different problem of estimating the Lp norm of maximal operators). The
paper [33] was the first to appear. Following this route, many authors have managed to prove various
inequalities, see the papers [1, 4, 8, 7, 15, 26, 22, 24, 31, 28, 29, 32, 33, 34, 35, 36, 37, 38]. Though
the method turned out to be very useful, there was absolutely no theory that allowed to calculate the
Bellman functions “mechanically”. The first steps towards building such a theory were done in [29]. The
problems concerning the BMO-space, seemingly, form the largest group of the solved problems. In [8],
most of them were unified into a single theory (see also the short report [9]). However, for the treatment
in the full generality, see the forthcoming paper [7] (still on the space BMO!).
All the mentioned papers (including the latest papers [8, 7]), in some sense, employ a miracle. The
main theorem of the present paper was usually proved for a specific case in such a fashion: it was assumed
to be valid, from these assumptions, the author guessed the “formula” for the Bellman function, after
that he guessed the optimizers, and finally, he verified the concavity, thus proving that his guess for the
Bellman function was right (and also proving the main theorem for his particular case). However, each
time this took lots of pages of calculations mixed up with magic guesses. So, the main theorem itself was
a miracle. Our aim is to find the reasons for it. In some sense, our explanations show that there are no
“harmonic analytic” Bellman functions, they are hidden Bellman functions for optimization of stochastic
processes. On the formal level, we believe that our studies may give additional information about the
links between the Burkholder method (as presented in the book [21]) and the Bellman function method.
As a byproduct, we obtain sharp inequalities for non-increasing rearrangements of functions in the class
considered (in particular, in the BMO, the Muckenhoupt classes, the Gehring classes), namely, we prove
that the non-increasing rearrangement lies in the same class as the function does (so it does not increase
the BMO norm, or the Muckenhoupt constant, or the Gehring constant). These results are presented
in Subsection 3.4. The first sharp inequality of such kind (that the non-increasing rearrangement does
not increase the BMO-norm of functions) was proved by Klemes, [11], and then generalized in [12]. See
also [14] for a survey on monotonic rearrangements of functions in BMO. The case of the class A1 was
considered in [2] (and reproved by several authors later). For the classes Ap and the Gehring (reverse-
Ho¨lder) classes, a similar statement was proved in [13]. Our approach is different from those used in the
papers cited above. More or less, results of this type are direct consequences of the constructions lying
behind the main theorem.
1.3 Particular cases
The BMO space. We consider the BMO space with the quadratic seminorm. Let ε be a positive
number. Let Ω0 = {x ∈ R2 | x21 < x2}, let Ω1 = {x ∈ R2 | x21 +ε2 < x2}. The function ϕ = (ϕ1, ϕ2) : I →
∂Ω0 belongs to the class AΩ if and only if ϕ1 (its first coordinate) belongs to BMOε (the ball of the BMO
space of radius ε). Indeed, for any t ∈ I we have ϕ2(t) = ϕ21(t), therefore, the condition 〈ϕ〉J /∈ Ω1 can
be rewritten as
〈ϕ21〉J 6 〈ϕ1〉2J + ε2,
which is the same as
〈(ϕ1 − 〈ϕ1〉J )2〉J 6 ε2. (1.8)
Now we see that the class AΩ corresponds to BMOε. The Bellman function (1.2) estimates the func-
tional 〈f˜(ϕ1)〉I , where f(ϕ) = f˜(ϕ1). We address the reader to the paper [8], where it was explained
how do the sharp estimates of these functionals lead to various forms of the John–Nirenberg inequal-
ity and the equivalence of the Lp-type norms defining the BMO. This case is the subject of study for
papers [8, 7, 15, 22, 28, 29, 35, 36].
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Classes Ap1,p2 . Let p1 and p2 be real numbers and let Q > 1. Define the domain Ω by the formula
Ω0 = {x ∈ R2 | x1, x2 > 0, x
1
p2
2 < x
1
p1
1 } and Ω1 = {x ∈ R2 | x1, x2 > 0, Qx
1
p2
2 < x
1
p1
1 }.
We warn the reader that these domains may not satisfy our conditions (if p1p2 > 0), however, we will
show how to deal with this problem in Appendix A (the idea is to make a projective transform). If the
function ϕ belongs to the class AΩ, then its first coordinate, ϕ1, belongs to the so-called Ap1,p2 class.
The “norm” in this class is defined as
[ψ]Ap1,p2 = sup
J⊂I
〈ψp1〉
1
p1
J 〈ψp2〉
− 1p2
J , (1.9)
where the supremum is taken over all the subintervals of I. These classes were introduced in [34].
If p ∈ (1,∞), then A1,− 1p−1 = Ap, where Ap stands for the classical Muckenhoupt class. The limiting
cases A1 and A∞ also fit this definition (with Hruschev’s “norm” on A∞). When p2 = 1 and p1 > 1, the
class Ap1,p2 coincides with the so-called Gehring class (see [13] or [14]). One can see that the functions
in the Gehring class are exactly those that satisfy the reverse Ho¨lder inequality. Sometimes, the Gehring
class is called the reverse-Ho¨lder class. Estimates of integral functionals as provided by the Bellman
function (1.2) lead to various sharp forms of the reverse Ho¨lder inequality, see [34]. These cases were
treated in the papers [1, 4, 24, 33, 34].
Reverse Jensen classes. These classes were introduced in [13]. Let Φ: R+ → R+ be a convex function.
Let Q > 1. Consider the class of functions ψ : I → R+ such that
∀J ⊂ I 〈Φ(ψ)〉
J
6 QΦ(〈ψ〉
J
).
Surely, both Muckenhoupt classes and Gehring classes can be described as certain Reverse Jensen classes.
The corresponding domain is {x ∈ R2 | x1, x2 > 0, Φ(x1) 6 x2 6 QΦ(x1)}. The case Φ(t) = et
turned out to be useful in the study of the John–Nirenberg inequality for the case of the BMO p-norm,
see [27]. Unless limx→0+ Φ(x) = ∞, the domain does not satisfy the conditions required. We note
that these classes have not been studied with the Bellman function method, however, it was proved
in [13] that the monotonic rearrangement does not drop the function out of such a class. In the case
where limx→0+ Φ(x) = limx→0+ Φ′(x) = 0 and limx→∞
Φ(x)
x =∞, the domain satisfies the conditions in
Appendix A, thus, the main theorem and the statement about monotonic rearrangement are valid for
it. To get the assertion on monotonic rearrangements in the full generality, one may approximate the
domain in question by the domains of the type described in Subsection 1.
2 Martingales on domains
2.1 Properties of locally concave functions
We begin with generalizations of some convex geometry notions. For the classical background, see the
book [25]. The material of this subsection is, in some sense, auxiliary. An uninterested reader may skip
the proofs without any potential loss of understanding (to make the reading more convenient, we put the
proofs of the statements in this subsection into Appendix B).
Definition 2.1. Let w be a subset of Rd. We call a point x ∈ ∂w locally extremal if there are no open
segments ` ⊂ clw such that x ∈ `. The set of all locally extremal points is called the fixed boundary of w
and denoted by ∂fixedw. The set ∂freew = ∂w \ ∂fixedw is called the free boundary.
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Figure 2: Set ω.
For convex sets, locally extremal points are exactly extremal points. For example, for the set Ω
introduced in Subsection 1.1, the fixed boundary coincides with ∂Ω
0
when we impose condition (1.5), see
Figure 1 also. See Figure 2 for visualization; the points B,C and D are not locally extremal, whereas
the point A is; the free boundary is marked with a dotted line, whereas the fixed boundary is black.
We have already defined locally concave functions, see Defintion 1.1.
Fact 2.2. The function G is locally concave on w if and only if its restriction to every convex subset of w
is concave.
Surely, a pointwise infimum of locally concave functions is locally concave (this follows from the same
principle for concave functions).
Definition 2.3. Let w be a subset of R
d
, let f : ∂
fixed
w → R be a function. Define the class Λ
w,f
as
follows:
Λ
w,f
= {G : w → R ∪ {+∞} | G is locally concave on w, ∀x ∈ ∂
fixed
w G(x) > f(x)}.
By the note above, there exists the pointwise minimal function B = B
w,f
defined by formula (1.4).
Suppose that it nowhere equals−∞ (for example, this is surely true for the domain Ω from Subsection 1.1),
then it belongs to the class Λ
w,f
. Surely, B
w,f
= f on ∂
fixed
w. Theorem 10.1 in [25] leads us to the
following fact.
Fact 2.4. Let G : w → R ∪ {+∞} be a locally concave function. Then it is continuous at every inner
point of w as a function from w to R ∪ {+∞}.
In particular, if B nowhere equals −∞, it is continuous. Therefore, the set {x | x ∈ intw, B(x) =∞}
is a relatively closed set; the symbol int denotes the interior. It follows from local concavity that the
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set {x | x ∈ intw, B(x) = ∞} is relatively open. Therefore, if the set intw is connected, then B is
infinite everywhere on intw if and only if it is infinite in any point.
We need more detailed analysis. We begin with an easy observation. We will often work with strictly
convex sets. We call a convex set w strictly convex if every point of ∂w is an exposed point. A point x ∈ ∂w
is called an exposed point if there exists a hyperplane whose intersection with the closure of w consists
of x only.
Fact 2.5. Let w be a non-empty open convex set. It is strictly convex if and only if ∂freew = ∅, i.e.
if ∂w does not contain segments.
Lemma 2.6 (Hereditary property). Let w˜ be a closed strictly convex subset of w. Define the function f˜
on ∂fixedw˜ by the equality
f˜(x) = B(x), x ∈ ∂fixedw˜.
In such a case, Bw,f (x) = Bw˜,f˜ (x) for all x ∈ w˜.
Proposition 2.7. Let w be a subset of Rd, let x ∈ ∂fixedw. Suppose that there exists a ball Br(x) such
that Br(x)∩w is a closed strictly convex set. Suppose Bw,f nowhere equals +∞. Then, B is continuous
at x provided f is.
Proposition 2.8. Let x0 be a point on the free boundary of w, w ⊂ Rd. Suppose there exists some open
ball Br(x0) such that Br(x0)\w is an open convex set, and x0 is its exposed point. Suppose that B < +∞
everywhere. Then, B is continuous at the point x0.
The proofs of Lemma 2.6, Proposition 2.7, and Proposition 2.8 are in Appendix B.
2.2 Martingale Bellman function
We will use minimal amount of probabilistic technique and notation. However, we refer the reader to the
book [20] for definitions. We are working with discrete-time martingales over an increasing filtration {Sn}n
on the standard probability space (S, P ). For simplicity, all algebras Sn are finite.
Definition 2.9. Let w ⊂ Rd be a closed set. An Rd-valued martingale M adapted to {Sn}n is called
an w-martingale if it satisfies the conditions listed below.
1. S0 = {∅,S}.
2. There exists a random variable M∞ with values in ∂fixedw such that
E |M∞| <∞ and Mn = E(M∞ | Sn).
3. For every n ∈ Z+ and every atom σ in Sn
conv
(
Mn(σ), {Mn+1(z)}z∈σ
)
⊂ w.
The set of all w-martingales is denoted by Mw.
We note that by Le´vy’s zero-one law, Mn → M∞ almost surely and in mean. We give a brief
explanation about the third point of the definition above. In particular, it implies thatMn is a.s. in w. If
we had been working with continuous-time martingales, then we could have changed it for the condition
“paths are a.s. inside w”. In such a setting, we consider the set of Iˆto martingales with values in w.
They have a.s. continuous paths, therefore, the third point is a consequence of the condition that a
martingale is a.s. inside the domain. However, discrete-time martingales do not have continuous paths in
any sense, therefore, we need the third condition that forbids a martingale to “jump over the boundary”.
The following lemma shows that w-martingales play the same role for locally concave functions as linear
combinations play for concave functions.
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Lemma 2.10. Suppose that G is locally concave on w andM is an w-martingale. Then, the function n 7→
EG(Mn) is non-increasing.
Proof. Using the third property of w-martingales for the atom σ ∈ Sn, we can apply Jensen’s inequality
to the function G on the convex set conv
(
Mn(σ), {Mn+1(z)}z∈σ
)
and see that
G
(
Mn(σ)
)
> E
(
G(Mn+1)
∣∣Sn)(σ).
Averaging, we get
EG(Mn+1) = EE
(
G(Mn+1) | Sn
)
6 EG(Mn).
The procedure just described can be referred to as the Bellman induction (for example, see [40]). To
pass to the limit as n→∞, we need to consider some subclasses of w-martingales.
Definition 2.11. We say that an w-martingale M is bounded provided M∞ is bounded.
We note that |Mn| is bounded by the same constant as |M∞|:
‖Mn‖L∞ =
∥∥E(M∞ | Sn)∥∥L∞ 6 ‖M∞‖L∞ .
Definition 2.12. We call an w-martingale M simple if Mn = M∞ for some n.
Definition 2.13. We call w ⊂ Rd a strongly martingale connected domain if for every x ∈ w there exists
a simple w-martingale starting at x, i.e. a simple w-martingale M such that M0 = x.
Lemma 2.14 (Minimal principle). Let w be a strongly martingale connected domain. Then, for every
locally concave function G on w
inf
x∈wG(x) = infx∈∂fixedw
G(x).
Proof. To prove the lemma, it suffices to show that G(z) > infx∈∂fixedwG(x) for all z ∈ w. Let Mzn be a
simple w-martingale starting at z. Then, by Lemma 2.10, G(z) > EG(Mzn). Taking n sufficiently big,
we get G(z) > EG(Mz∞) > infx∈∂fixedwG(x), because the values of Mz∞ are in ∂fixedw.
Now we are ready to define a new Bellman function.
Definition 2.15. Let w be a strongly martingale connected domain, let f be a bounded from below function
on ∂fixedw. Define the martingale Bellman function as
Bw,f (x) = sup
{
E f(M∞)
∣∣ M0 = x, M ∈Mw}, x ∈ w.
If the supremum is taken over the set of bounded w-martingales, then the Bellman function is denoted
by Bb.
Remark 2.16. We note that Bb is well defined even for the case where f is not bounded from below3.
We study this new Bellman function in the next subsection. We refer the reader to Appendix C,
where we show that w-martingales are worth working on in a broader class of domains than the domains
of the type “convex minus convex”.
3We still assume that f is locally bounded.
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2.3 First duality theorem
Lemma 2.17. For any strongly martingale connected domain w and any f : ∂fixedw → R bounded from
below we have Bw,f ∈ Λw,f .
Proof. For every point x ∈ ∂fixedw there is a constant martingale M ≡ x, therefore, B > f on the
fixed boundary. Let ` be some segment inside w. To verify the concavity of B
∣∣
`
, one has to prove
the inequality α+B(x+) + α−B(x−) 6 B(x), where x = α+x+ + α−x−, α+ + α− = 1, α± ∈ [0, 1],
and [x+, x−] ⊂ `. Fix η > 0. Suppose that M and N are w-martingales such that
B(x+) 6 E f(M∞) + η, M0 = x+;
B(x−) 6 E f(N∞) + η, N0 = x−.
Consider the following martingale L: L0 = x; L1 = M0 with probability α+, L1 = N0 with probability α−;
its parts corresponding to M and N develop as M and N (i.e. P (Ln ∈ A | L1 = M0) = P (Mn−1 ∈ A)
and P (Ln ∈ A | L1 = N0) = P (Nn−1 ∈ A) for any Borel set A and any n ∈ N). Surely, L is an w-
martingale and E f(L∞) = α+ E f(M∞) + α− E f(N∞). Thus,
B(x) > E f(L∞) = α+ E f(M∞) + α− E f(N∞) > α+B(x+) + α−B(x−)− η.
Making η arbitrary small, we get the inequality wanted.
Remark 2.18. If w is a strongly martingale connected domain and f is locally bounded from below,
then Bb is locally concave.
The Remark is proved by the same argument.
Lemma 2.19. Let w be a strongly martingale connected domain, let f be a bounded from below function
on ∂fixedw. If G ∈ Λw,f is such that G is continuous at any point of ∂fixedw, then, G(M0) > EG(M∞)
for any w-martingale M .
Proof. By Lemma 2.10, the function n 7→ EG(Mn) is non-increasing. We have to prove that limEG(Mn) >
EG(M∞). First, G(Mn) → G(M∞) a.s., because Mn → M∞ a.s. and G is continuous at the points of
the fixed boundary. Second, by Lemma 2.14, G is bounded from below. Therefore, the limit relation is
a consequence of Fatou’s lemma.
Remark 2.20. The same assertion is valid if we take M to be bounded and f locally bounded from below.
Theorem 2.21. Let w be a strongly martingale connected domain, let f be a bounded from below function
on ∂fixedw. Suppose that Bw,f is continuous at every point of the fixed boundary. Then, Bw,f = Bw,f .
Proof. The inequality B 6 B is contained in Lemma 2.17, the inequality B 6 B follows from Lemma 2.19
and Definition 2.15.
Remark 2.22. Conclusion of Theorem 2.21 is valid for the Bellman function Bbw,f in place of Bw,f even
if f is only locally bounded from below.
3 Functional setting and embedding lemmas
3.1 Preliminaries
Let I be an interval. Let Ω be the same as at the beginning of Subsection 1.1. The class AbΩ is the subset
of AΩ consisting of bounded functions. With this class at hand, we can define the Bellman function for
a very general function f ,
BbΩ,f (x) = sup
{〈f(ϕ)〉
I
∣∣ 〈ϕ〉
I
= x, ϕ ∈ AbΩ
}
. (3.1)
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To define the function Bb, we only need f to be locally bounded from below. The following obvious
assertion is a commonplace of the theory: the functions B and Bb do not depend on the interval I, i.e.
if the same classes and functions are constructed on another interval, the resulting Bellman functions are
the same (see Remark 2.1 of [8] for details).
We give an alternative form of assumption (1.7). For every convex set ω ⊂ R2 and every interior
point x ∈ ω, there exists the maximal by inclusion convex cone C(ω, x) ⊂ ω with the vertex x. It is easy
to see that this cone is closed. Moreover, it depends on the point x in a very easy way: if x and y are
interior points of ω, then C(ω, y)−y = C(ω, x)−x. Therefore, the convex cone C(ω, x)−x is independent
of the particular choice of x; we call it the maximal inscribed cone of ω. Assumption (1.7) can be restated
using this notation: the set Ω0 is infinite and the maximal inscribed cones of Ω0 and Ω1 are equal.
Fact 3.1. Suppose that Ω satisfies assumption (1.7). Then, for every x ∈ Ω there exists a segment ` with
the endpoints lying on ∂Ω0 such that x ∈ ` ⊂ Ω.
In particular, the fact claims that Ω is strongly martingale connected (see Definition 2.13). Moreover,
it shows that the sets over which the suprema are taken in formulas (1.2) and (3.1) are non-empty. Indeed,
if x = α−x− + α+x+, where α− + α+ = 1, α− > 0, α+ > 0, and x− and x+ are the endpoints of the
segment ` given by Fact 3.1, then we can define the function ϕx : [0, 1]→ ∂fixedΩ as follows:{
ϕx(t) = x−, t ∈ [0, α−];
ϕx(t) = x+, t ∈ (α−, 1].
It is easy to see that ϕx ∈ AbΩ, because the point 〈ϕx〉J belongs to the segment ` for every J . We note
without proof that if assumption (1.7) on Ω is violated in the sense that both Ω0 and Ω1 are infinte,
but there exists a ray in Ω0 that cannot be translated into Ω1, then for some x ∈ Ω the set of functions
belonging to A whose average is x, is empty (this is not as obvious as may seem, however, we do not
include the proof). Moreover, in such a case Ω is not martingale connected. If Ω0 is infinte, but Ω1 is
finite, the situation is interesting again, however, it needs a separate study.
Though the calculation of B and Bb is a problem, we can compute the values of these functions on
the fixed boundary. Indeed, if x ∈ ∂fixedΩ, then the set of functions we are taking the suprema over
consists of one function. Let ϕ ∈ A be such that 〈ϕ〉
I
= x. Let {∆k}k be an arbitrary finite partition
of I into disjoint subintervals. Then,
〈ϕ〉
I
=
∑
k
|∆k|
|I| 〈ϕ〉∆k .
The convex combination on the right belongs to Ω0. By assumption (1.5), if it coincides with x, then all
the points 〈ϕ〉∆k are equal x. Making {∆k}k arbitrary small and passing to the limit with the help of
the Lebesgue differentiation theorem, we get ϕ ≡ x. Therefore, B(x) = f(x) and Bb(x) = f(x). This
fact can be interpreted as that the Bellman function satisfies the Dirichlet boundary conditions on the
fixed boundary.
We end this subsection with an easy auxiliary lemma.
Lemma 3.2. The function B|·| is finite. What is more, it is bounded on any compact set K.
Proof. We assumed at the very beginning that Ω0 does not contain lines. Therefore, there exists some
convex cone A ⊂ R2 such that Ω0 ⊂ A. We can find a linear function L4 such that |y| 6 L(y) for
all y ∈ A. We can write for any ϕ ∈ A with the average x:
〈|ϕ|〉
I
6 〈L(ϕ)〉
I
= L(〈ϕ〉
I
) = L(x).
This leads us to the inequality B|·|(x) 6 L(x), which proves the lemma.
4From now on, we call a linear function what is usually called an affine function, i.e. a function f(x) = ax + b.
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3.2 Martingale generates function
The fixed boundary admits many parametrizations. Fix some line ` in the plane such that the orthogonal
projection onto ` maps ∂fixedΩ to ` bijectively. The inverse map to this projection parametrizes ∂fixedΩ.
Definition 3.3. We say that a function ϕ : I → ∂fixedΩ is monotone if its composition with the projection
onto ` is monotone.
Surely, this notion of monotonicity does not depend on the particular choice of `.
For a function ϕ : I → ∂fixedΩ, we denote its distribution, namely, the image of the normalized
Lebesgue measure under the mapping ϕ, by µϕ. Thus, µϕ is a probability measure supported on ∂fixedΩ.
We note that for any probability measure µ on ∂fixedΩ there exists a unique mod 0 non-increasing function
on [0, 1] and a unique mod 0 non-decreasing function on [0, 1] whose distribution coincides with µ. This
functions are called the non-increasing and non-decreasing rearrangements of the probability measure µ
correspondingly.
Theorem 3.4. IfM ∈MΩ (see Definition 2.9), then the non-decreasing rearrangement of the distribution
of M∞ belongs to AΩ.
Proof. Let ϕ be the non-decreasing rearrangement of the distribution of M∞. We note that ϕ is a
summable function and 〈ϕ〉
[0,1]
= M0. We have to prove that for any J = [a, b] ⊂ [0, 1] = I the point 〈ϕ〉J
is not in Ω1. We may assume that J ⊂ int I. Let A = limt→a+ ϕ(t), B = limt→b− ϕ(t). We note that by
the monotonicity, for any t ∈ J the point ϕ(t) lies on ∂fixedΩ between the points A and B (we denote the
set of all such points by the arc
^
AB). For any function f : ∂fixedΩ→ R we have
|J |
|I| 〈f(ϕ)〉J = E fhJ(M∞),
where
hJ = χ ^
AB
− |{t ∈ I \ J | ϕ(t) = A}||{t ∈ I | ϕ(t) = A}| χ{A} −
|{t ∈ I \ J | ϕ(t) = B}|
|{t ∈ I | ϕ(t) = B}| χ{B}.
We note that if the convex hull of
^
AB belongs to Ω, then the point 〈ϕ〉
J
is in Ω too, because it lies in the
mentioned convex hull. So, we assume that the arc
^
AB is a “long arc”, i.e. the segment AB intersects Ω1.
The idea of the proof is that if the point 〈ϕ〉
J
is not in Ω1, then it can be separated from this set by
a line. In other words, it suffices to construct a linear function L : R2 → R such that L > 0 on Ω1,
but L(〈ϕ〉
J
) 6 0. We consider two cases: M0 is inside the domain SA,B and M0 is outside SA,B (by SA,B
we mean the closed set shown on Firure 3).
First case. Let L be a linear function such that L > 0 on Ω0\SA,B , but L(M0) 6 0. For any x ∈ ∂fixedΩ
we have L(x) > LhJ(x). Therefore,
|J |
|I|L
(〈ϕ〉
J
)
=
|J |
|I| 〈L(ϕ)〉J = ELhJ(M∞) 6 EL(M∞) 6 EL(M0) 6 0.
The last but one inequality is a consequence of Lemma 2.19.
Second case. The domain Ω \ SA,B consists of two connectivity components. Let CB be the one that
is adjacent to B. Without loss of generality, we may assume M0 ∈ CB . We take L such that L = 0 on
the common boundary of SA,B and CB and L > 0 on Ω1. Surely, L > LhJ on ∂fixedΩ. Let f be some
continuous function on ∂fixedΩ such that L > f > LhJ and f = 0 on ∂fixedΩ ∩ CB . Then,
|J |
|I|L
(〈ϕ〉
J
)
=
|J |
|I| 〈L(ϕ)〉J = ELhJ(M∞) 6 E f(M∞) = EBΩ,f (M∞) 6 EBΩ,f (M0) 6 0.
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Figure 3: Domain S
A,B
.
The last but one inequality is a consequence of Lemma 2.19 and Proposition 2.7. The last inequality
follows from the fact thatB
Ω,f
is non-positive on the common boundary of S
A,B
and C
B
(because f 6 L)
and zero on ∂
fixed
Ω ∩ C
B
, therefore, it is non-positive inside C
B
. This implication heuristically follows
from the hereditary property, Lemma 2.6, and the maximal principle sup
x∈w
B
w,f
(x) = sup
x∈∂
fixed
w
f(x).
However, the domain whereto we restrict the function is by no means strictly convex, therefore, on the
formal level, such an implication does not work. Instead of this, one can assume that B
Ω,f
is positive
at some point of C
B
, then B
Ω,f
can be changed for min(B
Ω,f
, 0) on C
B
and become smaller while
retaining to be locally concave (by Fact B.1, see Appendix B), which contradicts the minimality. In
particular, B
Ω,f
(M
0
) 6 0.
Corollary 3.5. If M ∈M
b
Ω
, then the monotonic rearrangement of the distribution of M
∞
belongs to A
b
.
3.3 Function generates martingales
Definition 3.6. Let Ω = cl Ω
0
\Ω
1
be a domain satisfying assumptions (1.5), (1.7). We call a domain
˜
Ω
an extension of Ω if
˜
Ω = cl Ω
0
\
˜
Ω
1
,
˜
Ω
1
is a convex open set,
˜
Ω satisfies assumptions (1.5), (1.7) and cl
˜
Ω
1
⊂
Ω
1
.
Theorem 3.7. Let
˜
Ω be an extension of Ω. If ϕ ∈ A
Ω
, then there exists a martingale M ∈ M
˜
Ω
such
that M
∞
is equimeasurable with ϕ.
Fact 3.8. Define the function ∆: Ω→ [1,∞) as follows:
∆(x) = sup
{
max
(
1,
|x− y|
|x− z|
)
∣
∣
∣
∣
x ∈ [y, z], y ∈ Ω, z ∈ cl
˜
Ω
1
}
.
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The function ∆ is uniformly bounded on every compact subset of Ω.
The following geometric observation goes back to [32] (Lemma 4 there) and lies in the heart of the
theory.
Lemma 3.9. Let ϕ be a function on an inteval I such that ϕ ∈ AΩ. For any extension Ω˜ of Ω there
exists a partition of I into two intervals I1 and I2 with disjoint interiors such that
[〈ϕ〉
I1
, 〈ϕ〉
I2
] ⊂ Ω˜ and max
( |I1|
|I2| ,
|I2|
|I1|
)
6 ∆(〈ϕ〉
I
).
Here ∆ is the function introduced in Fact 3.8.
Proof. For brevity, we assume I = [0, 1] and d = ∆(〈ϕ〉
I
). Let `1(t) = [〈ϕ〉[0,t] , 〈ϕ〉[0,1] ] and `2(t) =
[〈ϕ〉
[t,1]
, 〈ϕ〉
[0,1]
]. For each t, not more than one of the segments `1(t) and `2(t) intersects Ω˜1. If `2(t)
intersects Ω˜1, then 1−tt < d. Thus, if
1−t0
t0
= d, then `2(t0)∩ Ω˜1 = ∅. Similarly, `1(1− t0)∩ Ω˜1 = ∅. The
set Aj , j = 1, 2, of all t ∈ [t0, 1 − t0] such that `j(t) ∩ Ω˜1 6= ∅ is a relatively open subset of [t0, 1 − t0]
that does not cover the whole interval [t0, 1 − t0]. The sets A1 and A2 do not intersect, therefore, it
follows from the connectivity of [t0, 1 − t0] that there exists a point t such that t /∈ A1 ∪ A2. We can
take I1 = [0, t] and I2 = [t, 1].
Proof of Theorem 3.7. Using Lemma 3.9 inductively, we build a sequence {{Ink }2
n
k=1}n of partitions
of I such that
1. For each n the partition {In+1k }k is a subpartition of {Ink }k, moreover, for each n and k, 1 6 k 6 2n,
one has In+12k−1 ∪ In+12k = Ink
2. For each n and k, 1 6 k 6 2n−1, the segment
[
〈ϕ〉
In
2k−1
, 〈ϕ〉
In
2k
]
lies in Ω˜;
3. For each n and k, 1 6 k 6 2n, max
( |In+12k−1|
|In+12k |
,
|In+12k |
|In+12k−1|
)
6 ∆(〈ϕ〉
In
k
).
Each partition generates an algebra Sn of sets. By the first property of our partitions, {Sn}n is an
increasing sequence of algebras. Define the martingale M by the formula Mn = E(ϕ
∣∣Sn). We claim
that M is an Ω˜-martingale. We have to verify three properties listed in Definition 2.9. The first property
is obvious. It follows from the second property of the partitions that M satisfies the third property of
Defintion 2.9.
To prove the second property, we need to justify that limn→∞maxk |Ink | = 0. Let In(t) denote
the unique interval of the n-th partition that contains t (these functions are defined on the set of full
measure). Assume that limn→∞maxk |Ink | 6= 0, then there exists t such that In(t)→ J , |J | 6= 0. In such
a case, 〈ϕ〉
In(t)
→ 〈ϕ〉
J
. Therefore, the sequence ∆(〈ϕ〉
In(t)
) is bounded, say, by C, by Fact 3.8. Then,
from the third property of the partitions it follows that |In+1(t)| 6 C1+C |In(t)|, which contradicts the fact
that In(t)→ J .
By Le´vy’s zero-one law, it follows that Mn(t) → ϕ(t) for almost all t. Thus, the second property of
Definition 2.9 is fulfilled for M and M∞ = ϕ.
Remark 3.10. The assertion of Theorem 3.7 is not valid, if one asks M to be in MΩ.
3.4 Corollaries
Monotonic rearrangements
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Definition 3.11. Let ϕ : I → ∂fixedΩ be a measurable function. A non-decreasing function ϕ∗ (see
Defintion 3.3) that is equimeasurable with ϕ is called the non-decreasing rearrangement of ϕ.
Corollary 3.12. Suppose that Ω satisfies conditions (1.5), (1.7). If ϕ ∈ AΩ, then ϕ∗ ∈ AΩ.
Proof. Assume the contrary, let J ⊂ I be an interval such that 〈ϕ∗〉
J
/∈ Ω. Let Ω˜ be an extension of Ω
such that 〈ϕ∗〉
J
/∈ Ω˜. We apply Theorem 3.7 to ϕ and get some Ω˜-martingale M such that M∞ is
equimeasurable with ϕ. The distribution of the non-decreasing rearrangement of M∞ is equimeasurable
with ϕ, therefore, the said monotonic rearrangement coincides with ϕ∗ mod 0. Thus, by Theorem 3.4, ϕ∗ ∈
AΩ˜, this contradicts the assumption 〈ϕ∗〉J /∈ Ω˜.
Corollary 3.13. Suppose that Ω satisfies conditions (1.5), (1.7). Let {ϕk}k be a sequence of functions
on an interval I, belonging to AΩ. Assume that conv{〈ϕk〉I}k is a bounded subset of Ω. Let {αk}k be
a sequence of non-negative numbers such that
∑
k ak = 1. Then, there exists a function ϕ ∈ AΩ such
that µϕ =
∑
k αkµϕk .
Proof. We take ϕ to be the non-decreasing rearrangement of the measure
∑
k αkµϕk . We note that 〈|ϕk|〉I
is uniformly bounded by virtue of Lemma 3.2, so ϕ ∈ L1(I). To prove that ϕ ∈ AΩ, it is sufficient to
prove the inclusion ϕ ∈ AΩ˜ for all the extensions Ω˜ of Ω. Fix Ω˜ and using Theorem 3.7, construct
martingales Mk ∈ MΩ˜, each on its own probability space (Sk, Pk) with filtration {Skn}n, such that Mk∞
equimeasurable with ϕk. Consider a new probability space S =
⊔∞
k=1Sk, P (A) =
∑∞
k=1 αkPk(A ∩Sk)
for any measurable set A. Define an increasing sequence of algebras {Sn}n given by formula
A ∈ Sn if and only if A ∩Sk ∈ Skn−k for all k 6 n and A ∩Sk ∈ Sk0 for all k > n.
Define Mn by formula
Mn(σ) =
M
k
n−k(σ), σ ∈ Sk, k 6 n;
1∑
m>n
αm
∑
m>n
αmM
m
0 , σ ∈ Sk, k > n
with obvious modifications for the case where {ϕk}k is a finite sequence. It is easy to see that M is a
martingale, M ∈MΩ˜, and M∞ is equimeasurable with ϕ. Therefore, by Theorem 3.4, ϕ ∈ AΩ˜.
Bellman functions
Corollary 3.14. Suppose that Ω satisfies conditions (1.5), (1.7), then
BbΩ,f 6 BbΩ,f .
If f is bounded from below, then
BΩ,f 6 BΩ,f .
This follows from Theorem 3.4.
Corollary 3.15. Suppose that Ω satisfies conditions (1.5), (1.7). For any extension Ω˜ of Ω
BbΩ,f 6 BbΩ˜,f .
If f is bounded from below, then
BΩ,f 6 BΩ˜,f .
This follows from Theorem 3.7.
Corollary 3.16. The functions B and Bb are locally concave.
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This follows from Corollary 3.13 for the case where the sequence {ϕk}k consists of two functions. This
particular case of Corollary 3.13 for two functions ϕ+ and ϕ− justifies the heuristics that the concatenation
of two functions belonging to the class is again in this class (this is not so, but if one takes the monotonic
rearrangement of the concatenation, the statement becomes correct). This heuristics was usually used to
explain why the searched-for Bellman function is assumed to be locally concave (see, e.g., [8], Section 2.1).
Distributions of functions belonging to dyadic classes
Definition 3.17. Let Q be a cube in Rd. Let DQ be the set of all dyadic subcubes of Q. Define the
dyadic class by the formula
AdyadΩ =
{
ϕ ∈ L1(Q,R2) ∣∣ ϕ(Q) ⊂ ∂fixedΩ, ∀R ∈ DQ 〈ϕ〉R ∈ Ω}.
Dyadic classes (BMOdyad and Adyadp ) are widely studied from different points of view. For the Bellman
function approach to similar problems on such classes, see, e.g. [28] and [29].
Corollary 3.18. There exists an extension Ω˜ of Ω such that the monotonic rearrangement of any ϕ ∈
Adyad belongs to AΩ˜.
We believe that this statement is not new (for particular cases A = BMOε or A = Aδp; for the case of
the Gehring class see [17]), however, we have not found it in the literature. For each concrete domain Ω,
the said extension Ω˜ can be found by hand (however, the authors do not see a good pattern for its
description in full generality). In particular, the procedure below leads to the fact that the monotonic
rearrangement of a function belonging to the dyadic BMO (or the dyadic Muckenhoupt class) on the
cube is in BMO (or the Muckenhoupt class).
We give a sketch of the proof, not going into a detailed study of dyadic classes. Each function
from AdyadΩ generates a natural martingale in some extension Ω˜ of Ω (for example, see Lemma 3.2
in [15]5), which, by Theorem 3.4, generates a monotonic function in AΩ˜. It coincides with the monotonic
rearrangement of ϕ. Though Corollary 3.18 may seem very natural, we warn the reader against identifying
the dyadic and continuous classes, see Section 6 of [15] for some properties that distinguish them. We
also mention the forthcoming paper [30] that treats the Bellman function problem on the dyadic classes
in arbitrary dimension.
4 Widening the strip
4.1 The plot
Theorem 4.1. If the domain Ω satisfies assumptions (1.5), (1.6), (1.7), ∂fixedΩ ∈ C2, f ∈ C2(∂fixedΩ),
then
BΩ,f = inf
{
BΩ˜,f
∣∣ Ω˜ is an extension of Ω}.
This theorem finishes the proof of the main theorem for the case of C2-smooth ∂fixedΩ and f (this is
discussed in detail in Subsection 4.4). Proof of Theorem 4.1 occupies the whole present section (except
the concluding Subsection 4.4). For convenience of the reader, we give an informal plot before passing to
details.
If BΩ,f is infinite, there is nothing to prove. In what follows, we assume the finiteness of this function
to avoid confusion. Our aim is, with any positive δ at hand, to construct an extension Ω˜δ and a locally
concave function G˜δ on it such that
∀x ∈ Ω BΩ,f (x) 6 G˜δ(x) 6 BΩ,f (x) + δ.
5If one follows the constants here, for the particular case of BMO we get ‖f∗‖BMO([0,1]) 6 2
d
2 ‖f‖BMOdyad([0,1]d).
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This is done in several steps. We begin with an investigation on the behavior of a minimal locally
concave function near the free boundary. By Proposition 2.8, B is continuous at the points of ∂freeΩ. If
the boundary and the boundary conditions are C1-smooth, then at any point x ∈ ∂freeΩ there exists a
linear function L[BΩ,f ;x] such that L[BΩ,f ;x](x) = B(x) and B(y) 6 L[BΩ,f ;x](y) if the points x and y
see each other6. In other words, the graph of L[BΩ,f ;x] is a supporting plane at the point (x,B(x)) to
the graph of B restricted to the set of points that see x.
Though the graph of L[BΩ,f ;x] is a supporting plane, the value of B can be bigger than the value
of L[BΩ,f ;x] at the point y that is near x but is not seen from it (e.g., y is another point of ∂freeΩ), and
this is very common for minimal locally concave functions. However, L[BΩ,f ;x] can be chosen in such a
way that the gain the valueB(y) can obtain “against the usual concavity” is small,B(y)−L[BΩ,f ;x](y) 6
O(|x− y|3). From this inequality, it is not hard to see that we can find some small locally concave on Ω
function Eδ such that 0 6 Eδ 6 δ2 and the sumB+Eδ is strictly locally concave. This material constitutes
Subsection 4.2.
We have to construct some locally concave function on some extended domain. The idea is to extend
the function B + Eδ through the free boundary (i.e. construct the function G˜δ on Ω˜δ in such a way
that G˜δ = B + Eδ on Ω). In Subsection 4.3, we prove that any strictly locally concave function can be
extended in such a way, thus proving Theorem 4.1. The procedure may seem a bit illogical at the first
sight: minimal locally concave functions usually cannot be extended through the free boundary. However,
they can be perturbed to become strictly locally concave, and only then extended.
Before turning to the proof, we mention an easy consequence of the extension theorem.
Corollary 4.2. The statement of Theorem 4.1 is valid with milder condition f ∈ C(∂fixedΩ) instead
of f ∈ C2(∂fixedΩ).
Proof. For any ε > 0 we can find a function fε ∈ C2(∂fixedΩ) such that 0 6 fε − f < ε. This leads
to 0 6 Bfε −Bf 6 ε. Applying Theorem 4.1 to the function fε and then sending ε to zero, we prove the
corollary.
4.2 Superdifferential and local growth along free boundary
We introduce some notation. Let x be a point in ∂freeΩ. Define uL(x) and uR(x) to be two points on ∂fixedΩ
such that x ∈ [uL, uR] and this segment touches ∂freeΩ. Such points exist due to assumptions (1.6)
and (1.7). The line that passes through uL and uR is denoted by u = u(x). The closure of the part of Ω
that is separated from Ω1 by the line u is called SuL,uR . We note that SuL,uR consists of those points in Ω
that see x. We parametrize the fixed boundary with the inverse of some orthogonal projection as we did
at the beginning of Subsection 3.2. With this projection at hand, we say that one point lies on the left
of another if it has smaller projection (we also fix some orientation of the line whereto we project). We
assume that for any x the point uL(x) lies on the left of uR(x). See Figure 4 for clarity.
Lemma 4.3. Suppose that Ω and f satisfy the assumptions of Theorem 4.1 and x ∈ ∂freeΩ. There exists
a linear function L such that L(x) = B(x) and L(y) > B(y) whenever [x, y] ⊂ Ω.
Proof. The function B
∣∣
[uL(x),uR(x)]
is concave, therefore, there is some linear function ` : u → R such
that `(x) = B(x) and `(y) > B(y) for any y ∈ [uL, uR]. The function L we are searching for will coincide
with ` on [uL, uR].
By differentiability of f on the fixed boundary, there exist positive ε and c such that
|f(z)− f(uL)| 6 cdist(z, u) for z ∈ ∂fixedΩ ∩ SuL,uR , dist(z, uL) < ε,
6By this we mean that [x, y] ⊂ Ω.
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Figure 4: Illustration to the notation.
and a similar inequality holds true with u
R
instead of u
L
. Therefore, there exists some linear function L
1
that coincides with ` on u and satisfies the inequality f(z) 6 L
1
(z) for all z such that z ∈ ∂
fixed
Ω∩S
u
L
,u
R
and dist(z, u) < ε.
On the other hand, the function f is bounded on the set S
u
L
,u
R
∩ ∂
fixed
Ω ∩ {z | dist(z, u) > ε}, thus
there exists a linear function L
2
such that it coincides with ` on u and L
2
(z) > f(z) for z ∈ ∂
fixed
Ω∩S
u
L
,u
R
such that dist(z, u) > ε.
Let L be the maximum of L
1
and L
2
(on S
u
L
,u
R
). We see that L(z) > f(z) on ∂
fixed
Ω ∩ S
u
L
,u
R
and
on [u
L
, u
R
]. By the minimality of B, L(y) > B(y) for all y ∈ S
u
L
,u
R
. Indeed, if this inequality does
not hold, then the function that equals min(B, L) on S
u
L
,u
R
and B everywhere else is smaller than B,
satisfies the boundary conditions, and is locally concave (all this contradicts the minimality of B).
We have built a function L that coincides with some linear function ` on u and exceeds B on S
u
L
,u
R
.
Surely, there exists a pointwise minimal on S
u
L
,u
R
function among those which satisfy the same conditions
(with the function ` fixed). We call it L[B
Ω,f
;x]. Note that its choice depends on our choice of `
7
. Let
us clarify the notation. If ω is a set, G is a locally concave function on it, then L[G;x] denotes a linear
function with two properties: first, L[G;x](x) = G(x); second, L[G;x](y) > G(y) for any y in some
neighborhood of x, [x, y] ⊂ ω. The importance of collections of such linear functions is emphasized by
Fact 4.8 below. We note that the function L[G;x] may not be well defined. However, we will always
clarify what specific linear function we choose.
It follows from the minimality of L[B;x] that for each x there exists some point e
x
∈ S
u
L
(x),u
R
(x)
∩
∂
fixed
Ω such that L[B;x](e
x
) = f(e
x
). The following fact is an easy consequence of the C
2
-smoothness
7
One can prove that B
∣
∣
(u
L
,u
R
)
is in C
1
with the same regularity assumptions at hand. Therefore, the function ` is
unique. We do not need this.
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assumptions.
Fact 4.4. In the assumptions of Theorem 4.1, for any x ∈ ∂freeΩ, there exists a point ex inside the
set SuL(x),uR(x) ∩ ∂fixedΩ such that for any z in ∂fixedΩ, [x, z] ⊂ Ω, the following equality holds:
|L[B;x](z)− f(z)| = O(|z − ex|2),
where the O is uniform when x is in some compact set.
It follows from the construction of the linear functions L[B;x] that they are uniformly bounded on
compact sets (uniformly with respect to x lying in some compact set). Therefore, the slopes of these
linear functions are uniformly bounded.
Proposition 4.5. For each compact set K ⊂ ∂freeΩ, there exist constants ε > 0 and c > 0 such that
B(y) 6 L[B;x](y) + c|x− y|3 whenever x ∈ K, y ∈ ∂freeΩ, |x− y| < ε.
Proof. Assume that y lies on the right of x. If ε is sufficiently small, then uL(y) ∈ SuL(x),uR(x) and uR(x) ∈
SuL(y),uR(y). We consider two cases: [ex, y] ⊂ Ω and [ex, y] 6⊂ Ω. Here ex is the point defined in Fact 4.4.
If the segment [ex, y] lies inside Ω, then ex ∈ SuL(y),uR(y). Consider the function B−L[B;x] restricted
to the segment [ex, y]. This function is concave, it has zero value at the point z = ex and non-positive
value at the point [uL(x), uR(x)] ∩ [ex, y]. Therefore, it has non-positive value at the point y, and the
inequality B(y) 6 L[B;x](y) holds without the additional term on the right-hand side8.
If ex /∈ SuL(y),uR(y), then we use Fact 4.4 and see that∣∣f(uL(y))− L[B;x](uL(y))∣∣ = O(|uL(y)− ex|2) = O(|uL(x)− uL(y)|2) = O(|x− y|2).
Now we consider the function B−L[B;x] restricted to the segment [uL(y), y]. This function is bounded
from below by O(|x − y|2) at the point uL(y) and it is non-positive at the point px,y = [uL(y), y] ∩
[uL(x), uR(x)]. Therefore, at the point y, it is bounded from above by the value
|px,y − y|
|px,y − uL(y)|O(|x− y|
2) = O(|x− y|3).
Now one only has to look through the proof again and convince himself that the constants are uniform
on the compact set K.
By a strictly concave C2-smooth function we mean a function whose Hessian (the matrix of second
differential) is strictly positive-definite at every point.
Lemma 4.6. For any convex domain Ω0 ⊂ R2 that does not contain lines and any δ > 0 there exists a
strictly concave C2-smooth function Eδ on cl Ω0 such that 0 < Eδ(x) < δ for any x ∈ cl Ω0.
Proof. If Ω0 does not contain lines, then it lies inside some convex cone. Therefore, there exist non-parallel
lines `1 and `2 such that `1 ∩ cl Ω0 = `2 ∩ cl Ω0 = ∅. One can easily verify that the function
Eδ(x) =
δ
2
(
2− e− dist(x,`1) − e− dist(x,`2))
does not exceed δ, is positive, and is strictly concave on cl Ω0.
8In the case where ex = uR(x) this does not work exactly. In such a case, one has to approximate ex by some
point z ∈ ∂fixedΩ ∩ SuL(x),uR(x), do the same reasoning for the segment [y, z], use Fact 4.4, and passing to the limit
as z → uR(x) get the same inequality without the additional term.
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Corollary 4.7. Suppose that Ω and f satisfy the assumptions of Theorem 4.1; let Eδ be the function
constructed in the previous lemma. For any δ > 0 the function BΩ,f +Eδ has the properties listed below.
1. BΩ,f 6 BΩ,f + Eδ 6 BΩ,f + δ.
2. For any point x ∈ ∂freeΩ there exists a linear function L[BΩ,f +Eδ;x] such that BΩ,f (y) +Eδ(y) 6
L[BΩ,f + Eδ;x](y) for all y ∈ Su1(x),u2(x), but BΩ,f (x) + Eδ(x) = L[BΩ,f + Eδ;x](x); for any
compact set K ⊂ ∂freeΩ the value supx∈K
(|∇L[BΩ,f + Eδ;x]|+ |L[BΩ,f + Eδ;x](0)|) is finite.
3. For any compact set K ⊂ ∂freeΩ there exist εK > 0 and cK > 0 such that
BΩ,f (y) + Eδ(y) 6 L[BΩ,f + Eδ;x](y)− cK |x− y|2 whenever x ∈ K, y ∈ ∂freeΩ, |x− y| < εK .
Proof. The first condition follows from the construction, the second one is a consequence of Lemma 4.3
(the functions L[BΩ,f +Eδ;x] are defined as the L[BΩ,f ;x] plus the linear functions that approximate Eδ
at the same points), and the third one is provided by Proposition 4.5 and the strict concavity of Eδ.
4.3 Extension of strictly locally concave function
We are going to extend the function BΩ,f + Eδ. What we need to construct an extension are the
linear functions L[BΩ,f + Eδ;x] only. We treat ∂freeΩ as a fixed boundary and try to construct a
domain Ωˆδ, ∂freeΩ = ∂fixedΩˆδ, and a locally concave function Gˆδ on it such that Gˆδ = BΩ,f + Eδ
on ∂fixedΩˆ and for each z the inequality Gˆδ(z) 6 L[BΩ,f + Eδ;x](z) holds, whenever z and x see each
other in Ωˆδ and x ∈ ∂fixedΩˆδ. Then we can glue the functions Gˆδ and BΩ,f + Eδ to get G˜δ (a locally
concave extension ofBΩ,f+Eδ) defined on Ω˜δ = Ω∪Ωˆδ. The local concavity of G˜δ will follow immediately
from a simple fact indicated below (which is a consequence of a similar principle for concave functions
on an interval).
Fact 4.8. Let w be a subset of Rd, let G be a function on it. If for each point x ∈ w there exists a
linear function L[G;x] such that L[G;x](x) = G(x) and L[G;x](y) > G(y) for all y in some neighborhood
of x, [x, y] ⊂ w, then G is locally concave on w.
We need an abstract lemma about extending domains.
Lemma 4.9. Suppose that Ω0 is a strictly convex unbounded open non-empty subset of R2 that does not
contain lines. For any ρ : ∂Ω0 → (0, 1] that is separated from zero on each compact subset of ∂Ω0, there
exists a convex open set Ω1 such that Ω = cl Ω0 \ Ω1 satisfies assumptions (1.5) and (1.7) and whenever
the points x and y belonging to ∂Ω0 see each other in Ω, the inequality |x− y| 6 ρ(x) holds true.
Proof. Define Ω′1 by the formula
Ω′1 = conv
({x+ y
2
∣∣∣∣ x, y ∈ ∂Ω0, |x− y| > ρ(x)2 }
)
.
It follows from the strict convexity of Ω0 that the closure of Ω′1 does not intersect ∂Ω0. We can enlarge the
set Ω′1 up to some bigger strictly convex open set Ω1 still lying strictly inside Ω0 such that Ω = cl Ω0 \Ω1
satisfies condition (1.5) and (1.7). We only have to prove that the points x and y from ∂Ω0 do not
see each other in Ω if |x − y| > ρ(x). This follows from the fact that the midpoint of [x, y] is in Ω′1
provided |x− y| > ρ(x).
Corollary 4.10. Suppose that Ω0 is a strictly convex unbounded open non-empty subset of R2, which
has C2-smooth boundary and does not contain lines. Suppose the linear functions Lx, x ∈ ∂Ω0, satisfy
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the condition that for any compact set K ⊂ ∂Ω0 there exist positive numbers εK and cK such that for
any x ∈ K and y ∈ ∂Ω0,
Ly(y) 6 Lx(y)− cK |x− y|2 (4.1)
whenever |x − y| < εK . In such a case, there exists a domain Ω1 such that Ω = cl Ω0 \ Ω1 satisfies
conditions (1.5) and (1.7) and inequality (4.1) holds when x ∈ K and y ∈ ∂Ω0 see each other in Ω (with
some different parameter c′K); the domain Ω also satisfies the condition that the points see each other in
it only when the distance between them does not exceed 1.
Proof. This corollary is a particular case of Lemma 4.9. Consider a locally finite covering of ∂Ω0 by a
family K of compact sets. For each x ∈ ∂Ω0, we fix a compact set κx ∈ K such that x ∈ κx. Define the
function ρ by the formula
ρ(x) = min
(
0.1,
εκx
2
)
, x ∈ ∂Ω0.
This function is surely separated from zero on any compact set (because it attains only a finite number
of values on this set). We apply Lemma 4.9 with this particular function ρ to build the domain Ω. We
have to verify inequality (4.1) for any compact set K ⊂ ∂Ω0. It follows from the very definition of the
objects that this inequality holds with the parameters C ′K chosen by the rule
c′K = min
{
cκ
∣∣∣ κ ∈ K, κ ∩K 6= ∅}.
Let Ω0 and the collection of linear functions {Lx}x be as in the previous corollary. We construct the
function G by the formula
G(z) = inf{Lx(z)
∣∣ [z, x] ⊂ Ω, x ∈ ∂fixedΩ}, (4.2)
where the domain Ω is the one constructed in the previous corollary. This function, surely, satisfies G(x) =
Lx(x) and G(z) 6 Lx(z) whenever x ∈ ∂fixedΩ and [z, x] ⊂ Ω. We are going to prove its local concavity
on some domain Ω∗ which is a subdomain of Ω. We almost obtain it from formula (4.2) and Fact 4.8:
if G(z) = Lzˇ(z) and zˇ sees some neighborhood of z, then G is smaller than Lzˇ in some neighborhood of z
by the definition of G. It occurs that if z is not far from ∂fixedΩ, then zˇ is also not far from z, and thus
sees some neighborhood of z. Here is the precise statement.
Lemma 4.11. Suppose that Ω satisfies the assumptions (1.5), (1.7), and that if [x, y] ⊂ Ω, then |x− y| 6 1.
Suppose the linear functions Lx, x ∈ ∂fixedΩ, satisfy the condition that for any compact set K ⊂ ∂fixedΩ
there exists cK > 0 such that for any points x ∈ K, y ∈ ∂fixedΩ that see each other in Ω inequality (4.1)
holds true. We also assume that |∇Lx|+ |Lx(0)| is uniformly bounded when x belongs to a compact set. If
the function G is given by formula (4.2), then for any compact set K ⊂ ∂fixedΩ there exists εK > 0 such
that if x ∈ K, y ∈ ∂fixedΩ, and |x − y| 6 εK , then [x, y] ⊂ Ω and for any z ∈ [x, y] there exists a linear
function L[G; z] such that G(z) = L[G; z](z), but G is not bigger than L[G; z] in some neighborhood of z.
Proof. We need to fix two parameters for each compact set K ⊂ ∂fixedΩ, dK = dist(K, ∂freeΩ) and sK =
sup |∇Lx|, where the supremum is taken over all x ∈ ∂fixedΩ that are seen from some point of K (this
set is compact due to our assumptions on Ω). The parameter εK will satisfy several inequalities to be
specified later, the first one is that εK is much smaller than dk (say, εK 6 0.1dK).
We are going to prove that there exists K > 0 such that for any points z0, p ∈ K such that z0 and p see
each other in Ω and any point z ∈ Ω such that |z−z0| 6 K , |z−p| > 0.5dK , the inequality Lz0(z) 6 Lp(z)
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holds. This is easy:
Lz0(z) 6 Lz0(z0) + sK |z − z0|
(4.1)
6 Lp(z0)− cK |z0 − p|2 + sK |z − z0| 6
Lp(z)− cK |z0 − p|2 + 2sK |z − z0| 6 Lp(z)− cK
(|z − p| − |z0 − z|)2 + 2sK |z − z0| 6
Lp(z)− cK(0.5dK − K)2 + 2sKK
K60.2dK
6 Lp(z)− 0.09cKd2K + 2sKK
K60.04
cKd
2
K
sK
6 Lp(z).
So, for any compact set K we take K = min(0.1dK , 0.04
cKd
2
K
sK
). Now we take εK = 0.1K1 , where K1
is the set of all points on ∂fixedΩ that are seen from the points that are seen from K. In such a case,
G(z) = inf{Lp(z) | |z − p| 6 0.5dK1 , p ∈ ∂fixedΩ}
if z ∈ [x, y], |x − y| 6 εK , x ∈ K, y ∈ ∂fixedΩ. Indeed, choose any point p ∈ ∂fixedΩ such that |z − p| >
0.5dK1 and p sees z. In such a case, p sees either x or y. We take z0 = x or z0 = y in such a way that p
sees z0. Then, both p and z0 are in K1, |z−z0| 6 εK 6 K1 , and |z−p| > 0.5dK1 . Thus, by the argument
above, Lp(z) > Lz0(z) > min(Lx(z), Ly(z)).
The set of points p that see z and satisfy |z − p| 6 0.5dK1 is compact, thus there exists zˇ such
that G(z) = limzn→zˇ Lzn(z). Take L[G; z] to be limzn→zˇ Lzn (the sequence {Lzn}n is uniformly bounded
as a set of linear functions, therefore, it has some convergent subsequence; without loss of generality, we
assume that {Lzn}n has a limit itself). Surely, zˇ sees some neighborhood of z (and so does zn eventually),
because |z − zˇ| 6 0.5dK1 and zˇ ∈ K1. Therefore, by the construction of G (formula (4.2)), G does not
exceed L[G; z] on this neighborhood.
Proposition 4.12. Suppose that Ω satisfies the assumptions (1.5) and (1.7), and that if [x, y] ⊂ Ω,
then |x− y| 6 1. Suppose the linear functions Lx, x ∈ ∂fixedΩ, satisfy the condition that for any compact
set K ⊂ ∂fixedΩ there exists cK > 0 such that for any points x ∈ K, y ∈ ∂fixedΩ that see each other in Ω
inequality (4.1) holds true. Suppose also that |∇Lx| + |Lx(0)| is uniformly bounded when x belongs to a
compact set. If the function G is given by formula (4.2), then there exists some domain Ω∗ satisfying
conditions (1.5), (1.7) such that Ω is an extension of Ω∗ and G is locally concave on Ω∗.
Proof. Using Lemma 4.11, we match each compact set K ⊂ ∂fixedΩ its parameter εK and define the
function ρ : ∂fixedΩ→ (0, 1] by the formula
ρ(x) = min
(
1, sup
{εK
2
∣∣∣ K is a compact subset of ∂fixedΩ, x ∈ K}).
We build Ω∗1 with the help of Lemma 4.9 and this function ρ. First, the domain Ω is an extension of Ω∗.
Second, if z ∈ Ω∗, then there exist two points x and y belonging to ∂fixedΩ∗ such that z ∈ [x, y] ⊂ Ω∗.
There exists a compact set K ⊂ ∂fixedΩ∗ such that x ∈ K and ρ(x) 6 εK . In such a case, |x−y| 6 εK . By
Lemma 4.11, there exists a linear function L[G; z] such that G(z) = L[G; z](z) and G 6 L[G; z] in some
neighborhood of z. Therefore, the function G satisfies the assumptions of Fact 4.8 in the domain Ω∗,
thus it is locally concave.
Proof of Theorem 4.1. We start with the function BΩ,f on the domain Ω. Fix δ > 0. Using
Lemma 4.6 and Corollary 4.7, we build the strictly locally concave function BΩ,f +Eδ such that BΩ,f 6
BΩ,f + Eδ 6 BΩ,f + δ, and the family of linear functions {L[BΩ,f + Eδ;x]}x∈∂freeΩ. Treating the
curve ∂freeΩ as the fixed boundary of a searched-for domain and using Corollary 4.10 (with Ω1 as Ω0 in
the conditions of the corollary and the functions L[BΩ,f +Eδ;x] as Lx), we build some domain Ωˆ′δ such
that ∂freeΩ = ∂fixedΩˆ′δ and the “boundary conditions” L[BΩ,f +Eδ;x] satisfy the concavity condition (4.1)
“inside” this domain. In such a case, we construct the function Gˆδ by formula (4.2), i.e. by the formula
Gˆδ(z) = inf{L[BΩ,f + Eδ;x](z)
∣∣ [z, x] ⊂ Ωˆ′δ, x ∈ ∂freeΩ}, z ∈ Ωˆ′δ
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(the domain Ωˆ′δ is needed for this construction). By Proposition 4.12, the function Gˆδ is locally concave on
some domain Ωˆδ, ∂fixedΩˆδ = ∂freeΩ, satisfies the inequality Gˆδ(z) 6 L[BΩ,f +Eδ;x](z) in a neighborhood
of x (for any x ∈ ∂freeΩ), z ∈ Ωˆδ, and the equality Gˆδ(x) = L[BΩ,f + Eδ;x](x) = BΩ,f (x) + Eδ(x)
for any x ∈ ∂freeΩ. We define G˜δ to be equal BΩ,f + Eδ on Ω and Gˆδ on Ωˆδ. The third point of
Corollary 4.7 implies that G˜δ(z) 6 L[BΩ,f +Eδ;x](z) in a neighborhood of x for any x ∈ ∂freeΩ, z ∈ Ω˜δ.
The function G˜δ is locally concave on Ω˜δ = Ω∪ Ωˆδ by Fact 4.8 and satisfies the inequality G˜δ 6 BΩ,f + δ
on Ω because the function BΩ,f + Eδ does.
4.4 Proof of the main theorem for smooth case
Theorem 4.13. Suppose that the domain Ω satisfies the assumptions (1.5), (1.6), (1.7) and also has C2-
smooth fixed boundary. Let the function f be bounded from below and continuous. Then BΩ,f = BΩ,f .
Proof. By Proposition 2.7, BΩ,f is continuous at every point of the fixed boundary. Consequently,
Theorem 2.21 asserts that BΩ,f = BΩ,f . By Corollary 3.14, BΩ,f = BΩ,f 6 BΩ,f . By Corol-
lary 3.15, BΩ,f 6 infΩ˜BΩ˜,f = infΩ˜BΩ˜,f ; here the infimum is taken over all the extensions of Ω. By
Corollary 4.2, infΩ˜BΩ˜,f = BΩ,f , which finishes the proof.
Theorem 4.14. Suppose that the domain Ω satisfies the assumptions (1.5), (1.6), (1.7) and also has C2-
smooth fixed boundary. Let the function f be continuous. Then BΩ,f = BbΩ,f .
The proof is the same.
The most technically difficult counterpart, Theorem 4.1, is not needed for the classical domains Ω (such
as the parabolic strip or the hyperbolic strip; namely, all the domains listed in Subsection 1.3 on which
the Bellman functions are considered) if one also assumes some mild summability conditions, because
these domains have additional homogeneous structure. For example, see [8], proof of Statement 2.6,
where the general extension theorem is replaced by a one line formula using homogeneity (however, the
reasoning there requires additional summability, for example, with this method one is, seemingly, not
able to prove Theorem 6.2 below). It would be great either to find a shorter and more transparent proof
of Theorem 4.1 in the full generality, or change it for something weaker that is still sufficient for the proof
of the main theorem.
5 Smoothing
We begin this section with the construction that will be used as the main engine of the smoothing
procedure. The idea resembles the one used to prove Theorem 4.1, namely, we are going to define the
smoothed function G′ as an infimum of linear functions generated by the initial function G, as we did it
in formula (4.2).
Let Ω satisfy conditions (1.5) and (1.7). Let G be a locally concave function on Ω that is locally
bounded. We choose a linear function L[G;x] for any x ∈ int Ω; as usual, we require two proper-
ties: L[G;x](x) = G(x) and G(y) 6 L[G;x](y) for any y such that [y, x] ⊂ Ω.
Let {An}n∈Z be a monotone sequence (the ordering was defined at the beginning of Subsection 3.2)
of points on the fixed boundary such that [An, An+2] does not intersect Ω1 and each point of ∂fixedΩ lies
between two points of this sequence (i.e. the sequence “covers” the whole boundary). We also require
that at each point An the curve ∂fixedΩ is differentiable. For each n we find a unique point Bn ∈ R2 such
that the segments [An−1, Bn] and [Bn, An+1] touch ∂fixedΩ. The symbol ∆n denotes the open triangle
with the vertices An−1, Bn, and An+1. We will also need one more domain that lies inside ∆n. Let us
call it ∆′n. We introduce it in several steps. By Hλx we denote the homothety with coefficient λ and
center x (i.e. the mapping R2 3 y 7→ x+ λ(y − x)). Consider the convex set
H2An−1
(
Ω ∩∆n
) ∩H2An+1(Ω ∩∆n).
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Figure 5: Construction related to sequence {A
n
}.
The convex set ∆
′
n
lies inside this set, contains Ω∩∆
n
, and has a C
2
-smooth boundary (except, maybe,
at the points A
n−1
and A
n+1
). See Figure 5 for the visualization of the construction. There are many
methods how to construct such a set, we leave it to the reader. The main property that we will use is the
following one: there is a small ε such that when x ∈ ∆
′
n
\Ω and |x−A
n−1
| < ε, one has |x−x
′
| 6 |x
′
−A
n−1
|,
where x
′
= [A
n−1
, x] ∩ ∂
fixed
Ω; a similar condition also holds when A
n+1
is replaced by A
n−1
.
We are going to extend the function G through the fixed boundary. The following lemma is about
extending through a small part of it.
Lemma 5.1. In the above notation, the function U
n
: R
2
→ R ∪ {−∞} defined by the formula
U
n
(y) = inf{L[G;x](y) | x ∈ (A
n−1
, A
n+1
)} (5.1)
is finite inside ∆
n
. If the function G is continuous at A
n−1
, then the restriction of U
n
to the domain ∆
′
n
is also continuous at A
n−1
(and the same claim holds with A
n+1
in place of A
n−1
).
Proof. To prove the first claim, we fix a point y ∈ ∆
n
\ Ω and introduce several points related to it.
Let y
n−1
= [A
n−1
, y]∩∂
fixed
Ω and let y
n+1
= [A
n+1
, y]∩∂
fixed
Ω. If x ∈ (A
n−1
, A
n+1
), then (the point x
y
stands for [x, y] ∩ (y
n−1
, y
n+1
), see Figure 6)
L[G;x](y) = L[G;x](x) +
|y − x|
|x
y
− x|
(
L[G;x](x
y
)− L[G;x](x)
)
> −
|y − x
y
|
|x
y
− x|
G(x) +
|y − x|
|x
y
− x|
G(x
y
). (5.2)
This value is uniformly bounded from below when x ∈ (A
n−1
, A
n+1
), because the values G(x), G(x
y
),
and the coefficients are bounded. Therefore, the function U
n
is finite on ∆
n
, and Fact 2.4 shows that it
is continuous there.
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Figure 6: Construction for point y.
Let us turn to the second claim of the lemma. First we prove the semi-continuity from below.
Fix ε > 0. It suffices to prove a uniform in x ∈ (A
n−1
, A
n+1
) bound L[G;x](y) > G(A
n−1
)−ε when y ∈ ∆
′
n
and |y − A
n−1
| is sufficiently small. This estimate is obvious for y ∈ Ω ∩∆
n
due to the continuity of G
at A
n−1
. In what follows, we suppose that y ∈ ∆
′
n
\ Ω. Let r be a positive number such that
∣
∣
G(z) −
G(A
n−1
)
∣
∣
< δ when |z−A
n−1
| < r and z ∈ Ω. Consider the two cases: |x−A
n−1
| < r and |x−A
n−1
| > r.
In the case |x − A
n−1
| > r, we argue as follows: take |y − A
n−1
| to be so small that
|y−x
y
|
|x
y
−x|
<
1
3
ε(sup
[A
n−1
,A
n+1
]
|G|)
−1
whenever |x − A
n−1
| > r and x ∈ (A
n−1
, A
n+1
) (one can do so because the
curve ∂
fixed
Ω is differentiable at the point A
n−1
); we also require that in such a case |x
y
− A
n−1
| < r.
Thus, formula (5.2) provides the estimate
L[G;x](y) > −
ε
3
+
(
1−
ε
3
( sup
[A
n−1
,A
n+1
]
|G|)
−1
)
(G(A
n−1
)− δ) > G(A
n−1
)− ε if δ is sufficiently small.
In the case |x − A
n−1
| 6 r, we use the fact that the ratio
|y−x
y
|
|x
y
−x|
is bounded by 2. Indeed, if y is
sufficiently close to A
n−1
, then
|y−x
y
|
|x
y
−x|
6
|y−y
n−1
|
|y
n−1
−A
n−1
|
(it follows from the Thales theorem), and the latter
quantity does not exceed 2 by our assumptions on the domain ∆
′
n
. Therefore, formula (5.2) results in
L[G;x](y) > −
|y − x
y
|
|x
y
− x|
(
G(A
n−1
) + δ
)
+
|y − x|
|x
y
− x|
(
G(A
n−1
)− δ
)
=
G(A
n−1
)−
(
2
|y − x
y
|
|x
y
− x|
+ 1
)
δ > G(A
n−1
)− ε
if δ 6
ε
7
. The semi-continuity from below of U
n
at A
n−1
is proved.
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On the other hand, G is continuous at the pointAn−1 (and concave), thereforeG(An−1) equals limx→An−1 L[G;x](An−1),
where x ∈ [An−1, An+1]. Fix ε > 0 and let x ∈ [An−1, An+1] be such that G(An−1) > L[G;x](An−1)− ε.
Then,
lim
y→An−1
Un(y) 6 lim
y→An−1
L[G;x](y) = L[G;x](An−1) 6 G(An−1) + ε.
Sending ε to 0, we get the semi-continuity from above.
Lemma 5.2. Let G be a locally concave function on the domain Ω satisfying conditions (1.5), (1.6). There
exists a locally concave function G′ on the domain Ω ∪ (∪k∈Z∆′2k) such that G = G′ on Ω \ (∪k∈Z∆′2k)
and G 6 G′ on Ω, and G′ is continuous everywhere, except, possibly, the points A2k−1, k ∈ Z. If G is
continuous at A2k−1 for some numbers k, then G′ can be chosen to be continuous at the same points.
Proof. For each n ∈ Z, define the function Un : R2 → R by formula (5.1). This function is concave, it is
not less than G on Ω ∩ cl ∆n, and coincides with G on the segment (An−1, An+1).
Let the function G′ be equal G on Ω \ ∪k∆′2k and U2k on ∆′2k for each k ∈ Z. First, this function is
equal to G on Ω \ ∪k∆′2k. Second, this function is locally concave by Fact 4.8. Third, it is continuous at
every point of its definition domain (because the functions U2k are finite on the corresponding domains by
Lemma 5.1), except for the points A2k−1, k ∈ Z, by Fact 2.4. The continuity result for the points A2k−1
has also been proved in Lemma 5.1.
Corollary 5.3. Let Ω satisfy conditions (1.5), (1.6), (1.7). If the function f : ∂fixed → R is bounded from
below and continuous, then BΩ,f = BΩ,f . If f is any continuous function, then BbΩ,f = BΩ,f .
Proof. We prove only the first assertion, the second one is similar. There is nothing to prove if B is
infinite, so we assume that it is locally bounded. The inequality BΩ,f 6 BΩ,f follows from Theorem 2.21
and Corollary 3.14.
To prove the converse inequality, we fix some point x ∈ Ω \ ∂fixedΩ. Fix ε > 0 and choose a monotone
sequence Ak of the points in ∂fixedΩ such that x /∈ ∆k for any k and the values of f inside the arc
between Ak−3 and Ak+3 do not differ for more than ε (so, on this arc f is a constant fk plus an error
term that does not exceed ε in modulus). We apply Lemma 5.2 to the locally concave function BΩ,f
to get the function G′. This function is locally concave and continuous on the domain Ω ∪ (∪k∈Z∆′2k),
moreover, G′ > f2k − ε on the arc of ∂fixedΩ between the points A2k−1 and A2k+1. We can construct
a convex closed set Ω′0 such that Ω0 ⊂ Ω′0 ⊂ Ω0 ∪ (∪k∆′2k), G′
∣∣
∂Ω′0∩∆2k
> f2k − 2ε, and the boundary
of Ω′0 is C2-smooth except, maybe, for the points A2k−1, k ∈ Z. On the fixed boundary of this new
domain, we find a new sequence (say, {A′k}k) such that its points differ from the Ak (and between each
points Ak and Ak+1 there is at least two points of the new sequence; we may also suppose that the tangent
triangles that correspond to this sequence lie inside Ω ∪ ∪n∆n), but the point x does not belong to the
corresponding triangles ∆′′k . Applying Lemma 5.2 to the domain Ω
′ = cl Ω′0\Ω1 and the function G′ (with
the sequence {A′k}k), and then narrowing the obtained domain near the points A′2k (where its boundary
may be non-smooth), we get the domain Ω′′0 with a C2-smooth boundary such that Ω ⊂ Ω′′0 , and a locally
concave function G′′, G′′ is continuous and locally concave on cl Ω′′0 \Ω1, and G′′(x) = BΩ,f (x). We may
also require that G′′ > fk − 4ε on ∂fixedΩ′′ ∩∆k (by one more narrowing). Let Ω′′ = cl Ω′′0 \ Ω1, then
BΩ′′,G′′|∂fixedΩ′′ (z) > fk − 4ε > f(z)− 5ε, z ∈ ∂fixedΩ ∩∆k.
We apply Corollary 4.2 to the function BΩ′′,G′′|∂fixedΩ′′ on the domain Ω
′′ to find an extension Ω˜′′ of the
domain Ω′′ such that BΩ˜′′,G′′|∂fixedΩ′′
does not exceed BΩ′′,G′′|∂fixedΩ′′ + ε on the domain Ω
′′. Let Ω˜ =
Ω˜′′ \ (Ω′′ \Ω) and let f˜ be the restriction of BΩ˜′′,G′′|∂fixedΩ′′ + 5ε to ∂fixedΩ. Then, f˜ > f and BΩ˜,f˜ does
not exceed BΩ,f + 6ε at the point x. We can write
BΩ,f (x)
Cor. 3.15
6 BΩ˜,f (x)
Th. 2.21
= BΩ˜,f (x) 6 BΩ˜,f˜ (x) 6 BΩ,f (x) + 6ε.
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Sending ε to 0, we prove the corollary.
Now we are ready to prove the main theorem in the full generality.
Corollary 5.4. Let Ω satisfy conditions (1.5), (1.6), (1.7). If the function f : ∂fixed → R is bounded from
below, then BΩ,f = BΩ,f . If f is any locally bounded function, then BbΩ,f = BΩ,f .
Proof. We will prove only the first assertion, the second one is similar. There is nothing to prove if B is
infinite, so we assume that it is locally bounded. It suffices to prove that
〈f(ϕ)〉
I
6 BΩ,f (〈ϕ〉I )
for any non-constant ϕ ∈ AΩ. Choose a monotone sequence Ak of the points in ∂fixedΩ such that 〈ϕ〉I /∈
∆k for any k. Let G′ denote the function provided by Lemma 5.2 applied to the locally concave func-
tion BΩ,f . The function G′ is continuous on Ω except for the points A2k−1, k ∈ Z. Let G′′ denote the
function which is obtained by an application of the same lemma to the function G′ and the sequence of
poins A′k
def
= Ak−1, k ∈ Z (so the corresponding triangles have the points A2k among their vertices). The
function G′′ has several nice properties: it is continuous on the whole domain Ω (the main point is that
Lemma 5.2 allows it to remain continuous at the points A2k−1), it is not less than BΩ,f , and
G′′(〈ϕ〉
I
) = BΩ,f (〈ϕ〉I ).
The proof of the inequality wanted looks like this:
〈f(ϕ)〉
I
6 〈G′′(ϕ)〉
I
Cor. 5.3
6 B
Ω,G′′
∣∣
∂fixedΩ
(〈ϕ〉
I
) 6 G′′((〈ϕ〉
I
)) = BΩ,f (〈ϕ〉I ).
6 Summability questions
We have statements of two types: either the boundary value f is bounded from below or we consider
functions (and martingales) with bounded values. In this section we try to combine them, i.e. to extract
the a posteriori correctness of the integral in formula (1.2) from the finiteness of BΩ,f .
We begin with a discouraging claim: there exists a function f such that the function BbΩ,f = BΩ,f
is finite, but for some ϕ ∈ AΩ the integral 〈f(ϕ)〉I is not well defined (i.e. both f+(ϕ) and f−(ϕ) are
not summable, f+ = min(f, 0), f− = max(f, 0)). Such an example can be constructed for the case of the
parabolic strip (thus the class AΩ is isomorphic to BMOε for some ε) using formulas from the paper [8].
We do not dwell on this, the reader is referred to the forthcoming paper [7]. The example shows that
the summablity questions are not only technical ones. First, we prove that the summability of f(ϕ) for
all ϕ ∈ AΩ is equivalent to finiteness of BΩ,f+ (under assumption that BΩ,f is finite), and second, we
provide an easy-to-verify criterion for the function f that gives the finiteness of BΩ,f and BΩ,f+ (and
thus the correctness of formula (1.2)).
In what follows, we say that the Lebesgue integral
∫
g is well defined if either
∫
g− or
∫
g+ is finite.
Proposition 6.1. Suppose that Ω satisfies conditions (1.5), (1.6), (1.7), the function f is locally bounded
from below, and BΩ,f is finite. Then, the integral 〈f(ϕ)〉I is well defined for all ϕ ∈ AΩ if and only
if BΩ,f+ is finite. Moreover, in such a case BΩ,f = BΩ,f .
Proof. Suppose that BΩ,f+ is finite. The function f+ is bounded from below, therefore, by Corol-
lary 5.4, BΩ,f+ = BΩ,f+ <∞, which means that 〈f+(ϕ)〉I is always finite. Thus, 〈f(ϕ)〉I is well defined.
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The reverse implication is a bit more difficult. First, we prove that if 〈f(ϕ)〉
I
is well defined for
all ϕ ∈ AΩ and BΩ,f is finite, then BΩ,f = BΩ,f (and thus BΩ,f is finite). By Corollary 5.4, we know
that BΩ,f = BbΩ,f 6 BΩ,f , so it suffices to prove the inequality
〈f(ϕ)〉
I
6 BΩ,f (〈ϕ〉I )
for any ϕ ∈ AΩ. We may assume that ϕ is non-constant. By Corollary 3.12, we may assume that ϕ is
defined on [0, 1] and monotonic. Let ϕn be the restriction of ϕ to the interval In = [ 1n ,
n−1
n ], n > 2. For
each n, ϕn ∈ AbΩ, thus,
〈f(ϕn)〉In 6 BΩ,f (〈ϕn〉In ).
The integral 〈f(ϕ)〉
[0,1]
is well defined, thus 〈f(ϕn)〉In → 〈f(ϕ)〉[0,1] as n → ∞. By continuity of the
function B, provided by Fact 2.4 and Proposition 2.8, BΩ,f (〈ϕn〉In )→ BΩ,f (〈ϕ〉[0,1]), and the inequality
is proved. So, BΩ,f = BΩ,f .
We have to prove that BΩ,f+ is finite. Assume the contrary, let it be infinite at some point x. By
the very definition, there exists a sequence {ϕn}n of functions belonging to AΩ such that 〈ϕn〉I = x
and 〈f+(ϕn)〉I > 2n. We apply Corollary 3.13 to this sequence of functions and the sequence of num-
bers αn = 2−n to obtain a function ϕ ∈ AΩ such that 〈ϕ〉I = x, but 〈f+(ϕ)〉I =∞. The integral 〈f(ϕ)〉I
is well defined, therefore, 〈f(ϕ)〉
I
=∞, which contradicts the finiteness of BΩ,f .
Though we have a criterion for the Bellman function to be finite given by the previous proposition,
it seems to be rather difficult to verify. Now we give a condition on f that guarantees the finiteness
of BΩ,f+ . It is explicit modulo calculations of certain Bellman functions, which are very easy, but need
some technique that requires a vast exposition. So, we write our estimates in terms of certain Bellman
functions, and then show, what do they give for the case of the parabolic strip (in particular, we show
that our estimates are not far from being sharp).
We parameterize the fixed boundary with the inverse projection as we did in the beginning of Subsec-
tion 3.2. Next, we choose an increasing sequence {An}n of points lying on the fixed boundary such that
for each n the segment [An−1, An] touches the upper boundary (the sequence may be finite, for example,
for the domain {x ∈ R2 | x1x2 > 1, (x1 − 1)(x2 − 1) 6 2, x1, x2 > 0}). Let An be the arc of the fixed
boundary with the endpoints An−1 and An+1. Define the maximal function f [ : ∂fixedΩ → R+ by the
formula
f [ =
∑
k∈Z
sup
{|f(z)| ∣∣ z ∈ Ak}χAk . (6.1)
This maximal function approximates f , if f does not oscillate to much. It suffices to find at least one
finite function in the class ΛΩ,f . For example, it can be the function∑
k∈Z
f [(Ak)BΩ,χ
Ak
if the series converges at every point of the domain (a sum of locally concave functions is locally concave).
The Bellman functions on the right-hand side can be easily calculated. As we have said, we would not
do this in the full generality, but concentrate on the example of the ball in BMO. In this case, one can
take Ak = (2k, 4k2), and write an easy estimate for the corresponding Bellman function:
BΩ,χ
Ak
(x) . e−|x1−2k|.
Similar Bellman functions had been calculated in [22] and [35]. Thus, we have the following theorem that
lies beyond the classical John–Nirenberg inequality.
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Theorem 6.2. If the function f satisfies the condition∑
k∈Z
e−|k|/ε sup
[k−2,k+2]
|f | <∞,
for some ε > 0, then 〈f(ϕ)〉
I
is finite for any ϕ ∈ BMOε(I).
This theorem is sharper than the condition |f(t)| 6 e|t|/ε+ for some ε+ > ε from [8]. However,
Theorem 6.2 heavily relies on Theorem 4.1.
7 Generalizations
As the reader may have already noticed, the abstract theory of Subections 2.2 and 2.3 can be transferred
to Riemannian manifolds (or even more general objects). This may be useful in the context of working
with domains of the type “circle minus circle”, e.g. Ω = {x ∈ R2 | ε 6 x21 + x22 6 1}. For such a
domain one can consider similar function classes, Bellman functions, etc.. However, one does not have
here analogs of the embedding results from Subsections 3.1 and 3.2. Moreover, the natural domain for
the martingales is not the domain Ω itself, but its fundamental covering (because the martingales do not
“feel” the fundamental group). However, the corresponding class of functions on the fixed boundary of
this manifold does not match the naturally defined one. Nevertheless, the main theorem still holds. This
is again due to topological reasons. Namely, the martingales that optimize the Bellman function cannot
turn over the inner circle. This is a consequence of the following conjecture.
Conjecture 7.1. Let Ω0 be a compact convex subset of R2 with non-empty interior. Suppose that Ω1
is a convex open set such that cl Ω1 ⊂ Ω0. Let Ω = Ω0 \ Ω1. In such a case, for any bounded func-
tion f : ∂fixedΩ→ R there are at least two points x1, x2 on ∂freeΩ such that BΩ,f (xi) = BΩ0,f (xi), i = 1, 2.
In particular, this shows that the foliation (see [8] for the definition) consisting of the tangents only
cannot be a foliation of some minimal locally concave function (except for the trivial case of a linear
function). So, the study of minimal locally concave functions and corresponding problems for functions
and martingales may be influenced by some topological properties of the domain (here the effect comes
from the fact the domain is not simply connected).
Conjecture C.6 (see Appendix) seems to be very natural. It is also required for further study of
abstract locally concave functions.
A more demanding thing is to find some similar duality for dyadic problems (see, e.g. [28] for some of
them). There is surely some: one can consider dyadic martingales on domains. However, the correspond-
ing properties of minimal dyadically concave functions are not studied in a similar way that is presented
here. There are also some small miracles: for example, the solution of the John–Nirenberg problem for
dyadic classes appears to coincide with the solution of continuous problem for some bigger ball (or what
is the same, for some wider strip), see [28, 29].
There is a conjecture that, in a sense, related to the Bellman function on dyadic classes.
Conjecture 7.2. Define the Bellman function for the John–Nirenberg inequality on a cube by the formula
BBMO,d,ε,exp(x1, x2) = sup
{
〈exp(ϕ)〉
Q
| 〈ϕ〉
Q
= x1, 〈ϕ2〉Q = x2, ‖ϕ‖BMO(Q) 6 ε
}
.
Here Q is a d-dimensional cube (and the BMO norm is defined as the supremum of the value (1.8),
where J runs through all subcubes of Q). There exists some c = c(d) > 1 such that BBMO,d,ε,exp =
BBMO,1,c(d)ε,exp|Ωε , where Ωε = {x ∈ R2 | x21 6 x2 6 x21 + ε2}.
The conjecture says that the Bellman function for the d-dimensional problem can be obtained by
restricting the solution of the corresponding one-dimensional problem on some bigger ball to Ωε. The
exponential function is important here, because it gives additional homogeneous structure.
As we have seen, this problem is a friend of the corresponding monotonic rearrangement estimate.
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Conjecture 7.3. The constant c(d) from the previous conjecture is the best possible constant in the
inequality
‖f∗‖BMO([0,1]) 6 c(d)‖f‖BMO(Q).
We also believe that considering zigzag martingales (see [21] for the definition) on domains and
manifolds may lead to new estimates for the martingale transform, i.e. martingales on domain, or w-
martingales may build the bridge between the two very nearby, but still not very connected on the formal
level, topics: the Bellman function and the Burkholder method.
Appendices
A Projective transform trick
We describe a procedure that enables us to work with the domains Ω for which cl Ω0 /∈ Ω1 (for example,
with the natural domain for the Gehring class). We are not trying to reach the full generality, but give a
recipe that allows to cover all the known cases. Let Φ and Ψ be strictly convex non-negative functions on
the half-line [0,∞). Let them grow faster than any linear function at infinity and let Φ′(0) = Ψ′(0) = 0.
Suppose also that Φ < Ψ on the open half-line. Consider the sets Ω0 = {x ∈ R2 | x1 > 0, x2 > Φ(x1)}
and Ω1 = {x ∈ R2 | x1 > 0, x2 > Ψ(x1)}. As usual,
Ω =
{
x ∈ R2 ∣∣ x1 > 0, Φ(x1) 6 x2 6 Ψ(x1)}.
The subset of Ω where the inequality Φ(x1) = x2 turns into equality is called the fixed boundary, the
subset of Ω where the inequality x2 = Ψ(x1) turns into equality, is called the free boundary. As usual, we
can define the class AΩ by formula (1.1) and the Bellman function by formula (1.2). The dual problem
is also well defined by formulas (1.3) and (1.4).
We are going to perform a projective transform. Let ω be a subset of R3 given by the formula
ω = {z ∈ R3 | z = (tx1, tx2, t), t > 0, x ∈ Ω}.
For any function G : Ω→ R∪{+∞} define the function g : ω → R∪{+∞} by the formula g(tx, t) = tG(x).
It is not hard to see that the function g is locally concave on ω if and only if G is locally concave on Ω
(for details, see [6], Subsection 2.3). Consider now the section of the three-dimensional problem by the
hyperplane {z ∈ R3 | z1 = 1}. Let the coordinates there be y1 = z3 and y2 = z2. Then, the section of
the domain ω looks like this:
Ωpr =
{
y ∈ R2 ∣∣ y1 > 0, Φpr(y1) 6 y2 6 Ψpr(y1)}, where Φpr(s) = sΦ(s−1),Ψpr(s) = sΨ(s−1).
On the level of points, our projective transform acts by the rule (x1, x2) 7→ ( 1x1 , x2x1 ) = (y1, y2). It is
not hard to see that the domain Ωpr satisfies the assumptions (1.5) and (1.7). The assumption (1.6)
is equivalent to the C2-smoothness of the function Ψ. For any G ∈ ΛΩ,f we consider the function Gpr
given by the formula Gpr(y1, y2) =
G(x1,x2)
x1
= y1G(
1
y1
, y2y1 ). Again, Gpr is the restriction of the homo-
geneous function g to the hyperplane {z ∈ R3 | z1 = 1}, therefore, Gpr is locally concave whenever g
is locally concave. Thus, G ∈ ΛΩ,f whenever Gpr ∈ ΛΩpr,fpr , where fpr : ∂fixedΩpr → R is given by the
formula fpr(y1, y2) =
f(x1,x2)
x1
. So, we see that
BΩpr,fpr(y1, y2) =
BΩpr,fpr(x1, x2)
x1
, y ∈ Ωpr.
The project transform acts on AΩ in a more sophisticated way. For any function ϕ ∈ AΩ denote its
first coordinate by ϕ1 (thus, ϕ(t) = (ϕ1,Φ(ϕ1))). For convenience, we assume that I = [0, 1]. We note
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that the function t 7→ 〈ϕ1〉−1[0,1]
∫ t
0
ϕ1(ζ) dζ is an increasing absolutely continuous function mapping [0, 1]
to [0, 1]. Let ψ be its inverse function. Denote the projective transform of ϕ1 by the formula
(ϕ1)pr(t) =
1
ϕ1(ψ(t))
.
We claim that the corresponding function ϕpr = ((ϕ1)pr,Φpr((ϕ1)pr)) belongs to the class AΩpr (and
vice versa, if ϕpr ∈ AΩpr , then ϕ ∈ AΩ). Indeed, it suffices to prove that for any interval Jpr ⊂ [0, 1]
there exists an interval J ⊂ [0, 1] such that 〈ϕpr〉Jpr = (〈ϕ〉J )pr. But this is straightforward (for clarity,
let Jpr = [a, b]):
〈ϕpr〉Jpr =
(∫ b
a
ds
ϕ1(ψ(s))∫ b
a
ds
,
∫ b
a
Φ
(
ϕ1(ψ(s))
)
ds
ϕ1(ψ(s))∫ b
a
ds
)
ψ(s)=t
=
( 1
〈ϕ1〉[ψ(a),ψ(b)]
,
〈Φ(ϕ1)〉[ψ(a),ψ(b)]
〈ϕ1〉[ψ(a),ψ(b)]
)
= (〈ϕ1〉J , 〈Φ(ϕ1)〉J )pr,
where J = [ψ(a), ψ(b)]. The same change of a variable justifies the equality 〈f(ϕ)〉
[0,1]
=
〈fpr(ϕpr)〉[0,1]
〈(ϕ1)pr〉[0,1]
.
This shows that BΩpr,fpr(y1, y2) =
BΩ,f (x1,x2)
x1
.
We see that if the main theorem holds true, then its analogue for the domain “with one cusp” (as
described above) is also valid. Moreover, since the said projective transform does not change the ordering
of the fixed boundary, the assertion “the monotonic rearrangement of a function belonging to AΩ is also
in AΩ” also holds true for the domains “with one cusp”9.
B Proofs of geometric statements
Lemma 2.6 can be easily deduced from a similar one-dimensional fact.
Fact B.1. Let F : [a, b] → R be a concave function. Suppose that [c, d] ⊂ [a, b]. Let G : [c, d] → R be a
concave function such that G(c) = F (c) if c 6= a, G(d) = F (d) if d 6= b, and G 6 F on [c, d]. Then the
function H given by the formula
H(x) =
{
G(x), x ∈ [c, d];
F (x), x ∈ [a, b] \ [c, d]
is concave.
Proof of Lemma 2.6. We claim that the function
G(x) =
{
Bw,f (x), x /∈ w˜;
min
(
Bw,f (x),Bw˜,f˜ (x)
)
, x ∈ w˜
is locally concave on w. If this assertion is proved, then the lemma follows by the minimality of Bw,f ,
because G > f on the fixed boundary of w. To prove that G is locally concave, it suffices to prove that
its restriction to each segment ` ⊂ w is concave. The set `∩ w˜ is a closed convex subset of `, therefore, it
is either a closed interval, or a point, or an empty set. In the latter two cases, there is nothing to prove,
because in such a case G
∣∣
`
= Bw,f
∣∣
`
. The first case is Fact B.1 exactly.
Remark B.2. The assertion of the lemma is not true if w˜ is not strictly convex, but only convex.
The following fact is useful for the proof of Statement 2.7.
Fact B.3. Suppose that a strictly convex closed set w ⊂ Rd touches the hyperplane {x |xd = 0} at the
point 0. Then, for every δ > 0 there exists δ′ > 0 such that w∩{x |xd = ±ζ} ⊂ Bδ(0) for all ζ, 0 < ζ < δ′.
9Surely, the same method allows to cope with domains with two “smooth” cusps.
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Proof of Statement 2.7. By virtue of Lemma 2.6, we may change w for Br(x)∩w without changingB;
till the end of the proof the latter set is also denoted by w. Consider a supporting hyperplane to w at x,
let it be the plane {y | yd = 0}. Suppose also that yd > 0 for y ∈ w. Take any ε > 0. Let δ be so
small that |f(y) − f(x)| 6 ε for all y ∈ ∂w ∩ Bδ(x). Now take δ′ as in Fact B.3. Then, every point y
in w ∩Bδ′(x) can be represented as
y = α1y
1 + α2y
2; α1 + α2 = 1, αj > 0, yj ∈ ∂w, yjd = yd.
In such a case,
B(y) > α1B(y1) + α2B(y2) > f(x)− ε.
Thus, it suffices to find δ1 such thatB(y) 6 f(x)+2ε for all y ∈ w∩Bδ1(x) provided ε is given. This δ1
can be found in such a fashion: build a linear function L such that L(x) 6 f(x) + ε and L(y) > B(y)
for all y ∈ w. By the minimality of B, the inequality L(y) > B(y) may be verified only on ∂w. The
function L we are looking for is given by formula
L(y) = f(x) + ε+
(
sup
z∈∂ω
|f(z)|+ |f(x)|)yd
δ′
.
The statement is proved.
Finally, to prove Statement 2.8, we need a lemma.
Lemma B.4. Let V be the simplex with the vertices Vj , j = 0, 1, . . . , d, in Rd. Suppose that K is an open
convex set such that for j = 1, 2, . . . , d one has [V0, Vj ] ∩ clK = Vj. Let G be a locally concave function
on V \K. If G(Vj) > 0 for each j, then G > 0 on V \K.
Proof. We prove the lemma by induction in d. There is nothing to prove for d = 1. Let us prove the
assertion of the lemma assuming that it is valid for the dimension d− 1.
Assume the contrary, let x ∈ V \K be such that G(x) < 0. There exists a hyperplane L that passes
through x and does not cross K. Its intersection with V is a convex set. The boundary of this intersection
belongs to the set ∂V \ K. Therefore, there exists a point y in ∂V \ K such that G(y) < 0. But the
set ∂V \K is a union of (d−1)-dimensional domains of the same type as we are working with. Therefore,
the inequality G(y) < 0 contradicts the induction hypothesis.
Proof of Statement 2.8. Let x0 = 0. Choose a supporting plane S to Br(0) \ w at the point 0. We
may assume that S is {x | xd = 0} and Br(0) \ w contains the point (0, 0, . . . , δ) for some δ > 0. We
note that the restriction of B to S is continuous in a neighborhood of 0 by Fact 2.4; we take r so small
that Br(0) ∩ S is contained in this neighborhood.
To prove the continuity of B at 0, we have to prove two estimates for this function in some neigh-
borhood of 0. We begin with an estimate from above. It is obtained by different methods for the points
lying in w ∩ {x | xd < 0} and w ∩ {x | xd > 0}. We consider the former case first.
Fix ε > 0. Choose δ to be so small that
∣∣B(x1, x2, . . . , xd−1, 0) − B(0)∣∣ 6 ε4 when |xi| 6 δ, i =
1, 2, . . . , d − 1. Choose a positive number δ˜ < δ to be so small that B(δ, 0, 0, . . . ,−xd) > B(0) − ε2
when 0 < xd < δ˜ (here we use the continuity of B at the point (δ, 0, . . . , 0)), we also require the convex
hull of Bδ˜
(
(δ, 0, . . . , 0)
)
and Bδ˜
(
( δ2 , 0, . . . , 0)
)
to be in w. So, if |x| < δ′ and xd is negative, using local
concavity, we get the estimate:
1
2
B(x1, x2, . . . , xd) 6 B
(x1 + δ
2
,
x2
2
, . . . ,
xd−1
2
, 0
)
− 1
2
B(δ, 0, . . . , 0,−xd) 6 B(0) + ε
4
− 1
2
B(0) +
ε
4
.
Thus, B(x) 6 B(0) + ε.
Now we have to prove the estimate from above for the points in {x | xd > 0}. Fix ε0 > 0 such
that (0, 0, . . . ,−ε0) ∈ Br(0) ∩w. Fix ε > 0. First, we take δ to be so small that the point (0, 0, . . . ,−ε0)
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“sees” all the points in Bδ(0) ∩ w (i.e. the segment joining them is inside w). Second, for y ∈ Bδ(0) ∩ ω
such that yd > 0, we write an estimate
α1B(0, 0, . . . ,−ε0) + α2B(y) 6 B(α2y1, α2y2, . . . , 0), where − α1ε0 + α2yd = 0, α1 + α2 = 1.
By continuity on S, B(α2y1, α2y2, . . . , 0) 6 B(0) + ε for δ small enough, and yd is sufficiently small. We
are done.
Figure 7: Simplices for d = 2.
To provide an estimate from below, we are going to cover the set w ∩ B
δ
(0) by a finite number
of simplices V
k
, k = 1, 2, . . . , d. Let W be a simplex in S ∩ B
δ
(0) containing 0. Consider the rays
from (0, 0, . . . ,−ε
0
) to all the vertices of W. Let them intersect the free boundary at the points U
k
, k =
1, 2, . . . , d. The simplex V
k
is a convex hull of (0, 0, . . . ,−ε
0
), all the U
j
except for U
k
, and 0. These
simplices have two properties (see Figure 7 also). First, their union covers B
δ
′
(0) ∩ w for every δ
′
small
enough. Second, each such simplex satisfies the hypothesis of Lemma B.4, if we take K to be B
δ
(0) \ w
and (0, 0, . . . ,−ε
0
) to be the 0-th vertex of the simplex. Therefore, for each point y ∈ B
δ
′
∩ w we have
an estimate
B(y) > L
k
(y),
where L
k
is a linear function interpolating B on the vertices of the V
k
the point y belongs to. This is
the estimate from below we are looking for.
C Martingales on cheese domains
We begin with two definitions.
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Definition C.1. Let w be a subset of Rd. We say that an w-martingale M is of finite time if for almost
all σ ∈ S one has Mn(σ) ∈ ∂fixedw for some n.
Definition C.2. We say that a set w ⊂ Rd is martingale connected, if for each x ∈ w there exists a
finite time martingale starting at x.
Our aim is to provide easy sufficient geometric conditions for a set that give the minimal principle (as
Lemma 2.14) and the duality theorem we discuss in Subsection 2.3.
Definition C.3. Let Ωj be strictly convex compact subsets of Rd with non-empty interior. Suppose
that Ωj ⊂ int Ω0, j > 0, and Ωj are mutually uniformly separated for j > 0 (in particular, there is only a
finite number of them). Then, w = Ω0 \
( ∪j int Ωj) is called a cheese domain.
Theorem C.4. Cheese domains are martingale connected.
Proof. For each point x on the free boundary of w choose an open segment `(x) such that `(x) ⊂ w and
the endpoints of `(x) lie on the boundary (fixed or free) of w. Such segments have a nice property: the
distance from x to each of the endpoints of `(x) is uniformly bounded from below, because it is not less
than min
i,j 6=0
(
min(dist(Ωj ,Rd \ Ω0),dist(Ωi,Ωj))
)
.
Let z ∈ w, we are going to construct a finite time w-martingale M starting at z. So, let M0 = z.
We can easily split z into a convex combination z = α1m1 + α2m2 such that [m1,m2] ⊂ w and m1
and m2 lie on the boundary of w. We take M1 equal m1 with probability α1 and m2 with probability α2.
Each of the points m1 and m2 can be splitted into two points m11 and m12 and m21 and m22 along
the segments `(m1) and `(m2) correspondingly, if it lies on the free boundary. In the opposite case, the
martingle’s trajectory has reached the fixed boundary, so it does not walk any more. Then, the random
variable M2 equals one of these four (or less) points with the corresponding probabilities. To pass to M3,
we divide each of the points mij that lie on the free boundary, and so on.
We have to prove that the process described above stops almost surely. We consider the val-
ues EG(Mn), where G(x) = −|x|2. By Lemma 2.10, the function n 7→ EG(Mn) is non-increasing.
Moreover, the function G is uniformly strictly concave, so, we can say more. If x+ and x− are in Rd
and α+ and α− are separated from 0 and 1, then
G(α+x+ + α−x−) > α+G(x+) + α−G(x−) + c˜|x+ − x−|2
for some small c˜. Therefore, if Mn is in ∂freew with probability pn, then
EG(Mn+1) 6 EG(Mn)− cpn,
because the lengths of the segments `(x) are bounded from below. The value EG(Mn) is bounded from
below (because G is bounded from below on Ω0), so pn → 0, which means that Mn stops eventually
a.s.
Lemma C.5 (Minimal principle for cheese domains). Let w be a cheese domain. Suppose that the
function f : ∂fixedw → R is continuous. Then,
min
x∈wBw,f (x) = minx∈∂fixedw
f(x).
Proof. We note that cheese domains satisfy the assumptions of Propositions 2.7 and 2.8 that assert thatB
is continuous on w. As in the proof of Lemma 2.14, we show that B(z) > minx∈∂fixedwB(x) for all z ∈ w.
Let Mz be a finite time w-martingale starting at z, the existence of such a martingale is provided by
Theorem C.4. By Lemma 2.10, B(z) > EB(Mn). The latter value tends to E f(Mz∞) by the Lebesgue
dominated convergence theorem (we recall that B is a continuous function on a compact set), which is
not smaller than minx∈∂fixedw f(x).
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The reader can easily construct sets w for which the minimal principle does not hold. For example,
if Ω is as described in the beginning of Section 1, but does not satisfy condition (1.7) (and the set Ω1
is not bounded), then the minimal principle does not hold for it. Moreover, there exist compact sets w
for which the minimal principle does not hold. However, all the compact sets the authors managed to
construct have fractal boundary.
Conjecture C.6. Suppose that w is a bounded closed connected set with non-empty interior, whose
boundary is a real-analytic submanifold of Rd. Then, w is martingale connected.
We end this section with an analog of Theorem 2.21.
Theorem C.7. Let w be a cheese domain. Suppose that f : ∂fixedw → R is continuous. Then, Bw,f =
Bw,f .
Proof. The proof is the same as for Theorem 2.21, one only has to recall Proposition 2.7 for the continuity
of the function B at the fixed boundary and replace Lemma 2.14 by Lemma C.5 in the proof of the analog
of Lemma 2.19.
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