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Abstract. We study the homogenization of a G-equation which is advected by a diver-
gence free stationary vector field in a general ergodic random environment. We prove that
the averaged equation is an anisotropic deterministic G-equation and we give necessary
and sufficient conditions in order to have enhancement. Since the problem is not assumed
to be coercive it is not possible to have uniform bounds for the solutions. In addition, as
we show, the associated minimal (first passage) time function does not satisfy, in general,
the uniform integrability condition which is necessary to apply the sub-additive ergodic
theorem. We overcome these obstacles by (i) establishing a new reachability (control-
lability) estimate for the minimal function and (ii) constructing, for each direction and
almost surely, a random sequence which has both a long time averaged limit (due to the
sub-additive ergodic theorem) and stays (in the same sense) asymptotically close to the
minimal time.
1. Introduction
We study the homogenization limit (averaged behavior), as ε→ 0, of the solution to the
so-called G−equation
(1.1)
{
uεt = |Duε|+ 〈V (xε , ω),Duε〉 in RN × (0, T ),
uǫ = u0 on R
N × {0} ,
set in a general stationary ergodic environment. We work in the context of viscosity solu-
tions. Here u0 is continuous functions and V (y, ω) is a random process as it depends on ω,
an element of an underlying probability space (Ω,F ,P). Notation and precise hypotheses
are given in the following section. Here we mention that the vector field V has divergence
zero and is stationary. We also remark that the results presented here can be generalized, at
the cost of additional technicalities, to more sophisticated G-equations where | · | is replaced
by |(ai,j(x/ε, ω)pipj |1/2, with the matrix (ai,j) uniformly elliptic and stationary.
The G-equation is a level set pde widely used as a model in “turbulent” combustion
and flame propagation. It is related to typical discrete percolation problems but we do
not expand on this here. The level sets of the solution to (1.1) are supposed to be flame
fronts moving in the normal direction n with (normal) velocity vn = 1− 〈V (xε , ω), n〉. The
expectation is that, in a self-averaging (stationary ergodic) environment, the oscillatory
fronts will converge, as ε→ 0, to an averaged one moving with normal velocity vn = H(n)
for an (averaged) H determined by the problem. A natural question, which we answer
completely here, is whether the presence of the advection leads to an enhancement of the
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front velocity, i.e., whether the averaged fronts move with normal velocity strictly larger
than one.
The homogenization of the G-equation in random environments has been an open prob-
lem for some time. The difficulty is that, since it is not assumed that V < 1, the equation
may not be coercive. As a result there no, uniform in ε, apriori (integrable) estimates con-
trolling either the oscillations of the solution or the growth of the associated minimal (“first
passage”) time function, i.e., the “shortest time” it takes to connect two points using the
underlying dynamics. Actually we provide a concrete example of a random environment and
vector field for which such bounds are not available. The lack of such bounds puts the study
of the averaging properties of the G equation outside the scope of the sub-additive ergodic
theorem, which is one of the main tool for the homogenization of Hamilton-Jacobi equations
in random media. We note that a similar problem arises in the context of identifying as-
ymptotic shapes in the percolation theory. Overcoming it requires additional assumptions
except, as far as we know, only in couple cases (see [20] for a detailed explanation and [21]).
To overcome this major obstacle we devise a novel strategy consisting of two steps. The
first is a new reachabililty (controllability) estimate for the minimal time. The second is the
construction of a random sequence, which is independent of the original probability space,
along which the minimal time function has an almost sure long time asymptotic limit while
it stays (in the same sense) close to the minimal time in a fixed direction.
The first main result of this paper (Theorem 2.1 stated in Section 2) is the identification
of a deterministic, positively homogeneous of degree one and convex effective Hamiltonian
H, satisfying |H(p)| ≥ |p| + 〈E[V ], p〉 for all p ∈ RN , combined with the assertion that, as
ε→ 0, the solutions uε of (1.1) converge, locally uniformly in (x, t) and almost surely in ω,
to a deterministic function u, the unique solution of the initial-value problem
(1.2)
{
ut = H(Du) in R
N × (0,∞),
u = u0 on R
N × {0}.
The second main result (Theorem 2.2 also stated in Section 2) is the enhancement prop-
erty of H which asserts that the only way to have no enhancement in the direction of
p ∈ RN , i.e., to have H(p) = |p|+ 〈E[V ], p〉, is for the vector field V (y, ω) to be orthogonal
to p for all y and almost surely in ω. In other words the front moves faster in any direction
that “feels” the advection.
Although there has been considerable interest recently in the homogenization of Hamilton-
Jacobi, “viscous” Hamilton-Jacobi and uniformly elliptic second order pde in stationary er-
godic environments, the analysis of the averaging behavior of (1.1) under general conditions
has been an open problem until now. The main reason is that all previous works concerning
Hamilton-Jacobi and “viscous” Hamilton-Jacobi equations in random environments require
that the problem is coercive in p, which, of course, is not the case for (1.1) if ‖V ‖ ≥ 1. It is
worth noting that there are very few results for the homogenization of noncoercive problems
(see Alvarez and Ishii [1], Bardi and Ferrone [4], Barles [6], Cardaliaguet [11] and Imbert
and Monneau [18]) all dealing with the periodic problems and none with the particular
structure considered here.
The homogenization of the G-equation in (spatio-temporal) periodic environments, under
“a small divergence”-type assumption on V , as well as the enhancement properties were
obtained recently by Cardaliaguet, Nolen and Souganidis in [12] — a special case was also
studied independently by Xin and Yu in [37]. The need for some additional conditions on
V , besides boundedeness and Lipschitz continuity, to have averaging was illustrated by a
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specific example in [12]. The lack of coercivity is dealt with in [12] using the isoperimetric
inequality which yields estimates that allow to control uniformly the oscillations of the
“right quantities” (see Section 3 for a complete explanation).
The random setting is considerably more complicated due to the lack of compactness
of the probability space. Nolen and Novikov [29] studied (1.1) only in R2 and under the
additional hypothesis that V is the gradient of a stream function satisfying some integra-
bility condition, a fact which, in general, is not true for stationary ergodic fields. Here we
prove a general result in RN without any restrictions on V . To overcome the difficulties it
is necessary to introduce new ideas and arguments which we explain later in the paper.
For completeness we refer to some of the recent work for the homogenization of stationary
ergodic (degenerate) elliptic pde. While the linear case was settled long ago by Papanicolaou
and Varadhan [30, 31] and Kozlov [24], and general variational problems were studied by Dal
Maso and Modica [14, 15] (see also Zhikov, Kozlov, and Ole˘ınik [38]), it was only relatively
recently that nonlinear problems were considered (in bounded environments). Results for
stochastic homogenization of Hamilton-Jacobi equations were first obtained by Souganidis
[35] (see also Rezakhanlou and Tarver [32]), and for viscous Hamilton-Jacobi equations
by Lions and Souganidis [27, 26] and Kosygina, Rezakhanlou, and Varadhan [22]. The
homogenization of these equations in spatio-temporal media was studied by Kosygina and
Varadhan [23] and Schwab [33]. More recently Armstrong and Souganidis [2] considered
unbounded environments satisfying general mixing assumptions. We also mention the works
of Caffarelli, Souganidis and Wang [9] on the stochastic homogenization of uniformly elliptic
equations of second-order, Caffarelli and Souganidis [8] who obtained a rate of convergence
for the latter in strongly mixing environments, and Schwab [34] on the homogenization of
nonlocal equations. A new proof of the results of [22, 26, 32, 35], which yields convergence
in probability but does not rely on formulae, was found by Lions and Souganidis [27] and
was extended in [2] to almost sure. These arguments do not apply, however, to the problem
here due the lack of coercivity.
The paper is organized as follows. In the next section (Section 2), we review the notation,
introduce the assumptions, and state the precise results as well as an observation about the
ergodic properties of the controlled flow associated with V . In Section 3 we recall the
approach taken in [12], [37] and [29], identify the additional difficulties, outline the new
strategy that is needed to study the problem and provide an example of an environment
and vector field showing that, in general, the integrability estimates needed to employ the
sub-additive ergodic theorem are not available. In Section 4 we present a new controllability
estimate while the homogenization is proved in Section 5. The enhancement is studied in
Section 6. In the Appendix we present a simpler proof for the homogenization in R2 taking
advantage of the special geometry.
2. Preliminaries, assumptions and results
We briefly review the basic notation used in the paper, state the precise assumptions and
results and conclude with an observation about the ergodic properties of the (controlled)
flow associated to V , which is used several times in the paper.
2.1. Notation and conventions. The symbols C and c denote positive constants, which
may vary from line to line and, unless otherwise indicated, do not depend on ω. We work
in the N -dimensional Euclidean space RN with N ≥ 1 and we write R+ = (0,∞) and
R+ = [0,∞). The sets of rational numbers and positive integers are respectively Q and N.
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For x, y ∈ RN we denote by |x| and 〈x, y〉 the Euclidean norm of x and the inner product of
x, y respectively, while |x|∞ = maxi|xi|. B(x, r) is the closed ball in RN centered at x and
of radius r. We simply set B = B(0, 1) and Br = B(0, r) for r ≥ 0. We also use the notation
Qr = [− r2 , r2 ]N . If S1, S2 are Borel measurable subsets of RN , we note by |S1| and S1∆S2
the Lebesgue measure of S1 and the symmetric difference between S1 and S2 respectively.
If f : RN × R → R, we write Df and ft for the space and time derivatives. For any
set A we write 1A for its indicator function. C(RN ), C1,1(RN ) and C1c (RN ) are respectively
the spaces of bounded continuous, bounded continuously differentiable Lipschitz continuous
and compactly supported continuously differentiable functions on RN . The norms of C(RN )
and C1,1(RN ) are ‖ · ‖ and ‖ · ‖C1,1 . When we say that a family of functions defined on a
subset U of Rk converges in C(U), we mean that the family converges locally uniformly in
U . If V : RN → R, we write V = (V1, ..., VN ) and Vˆ = (V2, ..., VN ), and, for u : RN → R,
Du = (ux1 , ..., uxN ) = (∂1u, ..., ∂Nu) and Dˆu = (∂2u, ..., ∂Nu).
We emphasize that, throughout this paper, we work in the context of viscosity solutions
and all differential inequalities involving functions not known to be smooth are assumed to
be satisfied in the viscosity sense. When we refer to “standard viscosity solution theory” in
support of a claim, the details can always be found in [13].
Some additional notation and terminology will be recorded in the next subsection after
we introduce the probabilistic setting.
2.2. Assumptions and results. The random environment is described by a probability
space (Ω,F ,P). A particular “medium” is an element ω ∈ Ω. The probability space is
endowed with a measurable map τ : RN × Ω → Ω. The family (τx)x∈RN is supposed to
consist of F-measurable, measure-preserving transformations τx : Ω→ Ω and to satisfy, for
all x, y ∈ RN , the group property τx ◦ τy = τx+y.
We assume that
(2.1) the family (τx)x∈RN is ergodic,
which means that, if D ⊆ Ω is such that τz(D) = D for every z ∈ RN , then either P[D] = 0
or P[D] = 1.
A F-measurable function f on RN × Ω is said to be stationary if the law of f(y, ·) is
independent of y. This is quantified in terms of τ by the requirement that
f(y, τzω) = f(y + z, ω) for every y, z ∈ RN and almost surely in ω.
Notice that if φ : Ω → Rk is a random process, then φ˜(y, ω) = φ(τyω) is stationary.
Conversely, if f is a stationary function on RN × Ω, then f(y, ω) = f(0, τyω).
The expectation of a random variable g with respect to P is written as E[g]. If f :
RN × Ω → Rk is stationary, then E[f(x, ·)] is independent of x. In this context we abuse
the notation by simply writing E[f ].
If f : RN × Ω → R is stationary and f(·, ω) ∈ C(RN ) a.s. in ω, then ‖f(·, ω)‖ =
‖f(·, τxω)‖ for all x and a.s. in ω. It follows from (2.1) that ‖f(·, ω)‖ is independent of ω.
In this context, to simplify the notation we write ‖f‖.
We introduce some additional notation and terminology. Whenever possible we abbrevi-
ate the phrase almost surely in ω by a.s. in ω. Most of the statements in the paper are true
a.s. in ω, i.e., for all ω’s in some subset Ω′ ⊆ Ω of full measure, which, of course, means that
P[Ω′] = 1. To avoid enumerating all these subsets as we move from statement to statement,
we always denote them by Ω0 with the understanding that Ω0 changes from claim to claim.
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The Ω0 in the main results is, of course, the intersection of the Ω0’s arising in the finitely
many the steps of the proofs.
Finally, for any measurable E ⊂ Ω and any ω ∈ Ω, we denote by E(ω) the subset of RN
consisting of all the points in RN which “drive” ω to E, i.e.,
(2.2) E(ω) = {y ∈ RN : τyω ∈ E}.
We assume that:
(2.3)


V : RN × Ω→ RN is stationary and, a.s. in omega,
V (·, ω) ∈ C1,1(RN ;RN ) and divV (·, ω) = 0.
Before we continue, we emphasize that (2.1) and (2.3) are assumed throughout the paper
and, hence, we will not repeat them in each statement. We also note that, although the
homogenization result and the enhancement property only require (2.1) and (2.3), for a
number of technical steps we need to assume, in addition, that the vector field has mean 0,
i.e., that
(2.4) E[V ] = 0.
Next we record the constant
(2.5) M = ‖V ‖+ 1,
which we will be using at several places in the paper.
Our results for (1.1) are:
Theorem 2.1 (Homogenization). Assume (2.1) and (2.3). There exists a set of full prob-
ability Ω0 ⊆ Ω and a positively homogeneous of degree one, Lipschitz continuous, convex
Hamiltonian H : RN → R such that, for all p ∈ RN , H(p) ≥ |p| + 〈E[V ], p〉 and, for any
u0 ∈ C(RN ), if uε ∈ C(RN × R+) and u ∈ C(RN × R+) are the solutions to (1.1) and (1.2)
respectively, then, as ε→ 0 and for every ω ∈ Ω0 , uε → u in C(RN × R+).
Theorem 2.2 (Enhancement). Assume (2.1) and (2.3). For any p ∈ RN , H¯(p) = |p| +
〈E[V ], p〉 if and only if 〈V (x, ω), p〉 = 0 in RN and a.s. in ω.
2.3. A technical fact. Let A be the set of time measurable maps α : R → B. For any
(x0, t0, α) ∈ RN × R×A, the solution Xx0,t0,α,ωt : R→ RN of the controlled system
(2.6) x′(s) = α(s) + V (x(s), ω) a.e. in s and x(t0) = x0,
gives rise, for any s, t ∈ R such that s ≤ t, to a transformation Tαs,t : Ω→ Ω defined by
(2.7) Tαs,tω = τX0,s,α,ωt
ω.
When s = 0, we abbreviate the notation by setting Tαt = T
α
0,t. We have:
Proposition 2.3. For any α ∈ A, (Tαs,t)s,t∈R,s≤t is a measure preserving group on Ω.
Proof : First we show that Tαs,t is a group. The stationarity of V and the uniqueness of
the solutions to (2.6) yield
(2.8) X
x0,t0,α,τyω
t = X
x0+y,t0,α,ω
t − y for all y ∈ RN .
Then, for s < t < u, we have
Tαs,uω = τX0,s,α,ωu ω = τX
X
0,s,α,ω
t ,t,α,ω
u
ω,
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where, by (2.8),
X
X0,s,α,ωt ,t,α,ω
u = X
0,t,α,τ
X
0,s,α,ω
t
ω
u +X
0,s,α,ω
t .
Setting, to simplify the expressions, xt = X
0,s,α,ω
t , we find
Tαs,uω = τX0,t,α,τxtωu
τxtω = T
α
t,u ◦ Tαs,tω .
To show that Tαs,t is measure preserving, we need an intermediate step. For any measur-
able E ⊂ Ω (recall (2.2)), we claim that
(2.9) (Tαs,tE)(ω) = {Xs,y,α,ωt : y ∈ E(ω)} .
Indeed, if z ∈ (Tαs,tE)(ω), then, by definition, τzω ∈ Tαs,tE. This means that Tαt,s(τzω) ∈ E,
where Tαt,s is the inverse of T
α
s,t. But
Tαt,s(τzω) = τXt,0,α,τzωs ◦ τz ω = τXt,0,α,τzωs +z ω = τXt,z,α,ωs ω .
Therefore Xt,z,α,ωs ∈ E(ω), z ∈ {Xs,y,α,ωt : y ∈ E(ω)} and, hence,
(Tαs,tE)(ω) ⊆ {Xs,y,α,ωt : y ∈ E(ω)} .
The other inclusion follows similarly.
Next we recall that, since V is divergence free, the map y → Xs,y,α,ωt preserves the
Lebesgue measure in RN . Hence, for any R > 0,
|{Xs,y,α,ωt : y ∈ E(ω) ∩B(0, R)}| = |E(ω) ∩B(0, R)| .
Moreover, for some C = C(s, t) > 0,
| {Xs,y,α,ωt : y ∈ E(ω) ∩B(0, R)} ∆ ({Xs,y,α,ωt : y ∈ E(ω)} ∩B(0, R) ) |
≤ C|B(0, R +M(t− s))\B(0, R −M(t− s))| ≤ C(RN−1 + 1).
Using the ergodic theorem and (2.9), we obtain, a.s. in ω,
P[E] = lim
R→+∞
|E(ω) ∩B(0, R)|
|B(0, R)| = limR→+∞
|{Xs,y,α,ωt : y ∈ E(ω)} ∩B(0, R)|
|B(0, R)| = P
[
Tαs,tE
]
.

3. review of previous results, the new strategy and an example
We discuss here previous results, identify the difficulties and outline our strategy. Then
we provide an explicit example that illustrates that the integrability property needed to
apply the sub-additive is, in general, not available.
3.1. Review of previous results and the new strategy. As mentioned in the intro-
duction, the homogenization result in this paper gives a complete answer to the program
initiated [12] where the vector field V is assumed to be periodic in space and time. A
simpler space periodic case was studied in [37] while [29] extended the result to the random
setting but for N = 2 and under an additional assumption on V .
The main issue concerning the asymptotics of the G-equation is that it is not assumed
that ‖V ‖ < 1. Hence the Hamiltonian H(x, p, ω) = |p|+ 〈V (x, ω), p〉 is not coercive in p for
some x and ω. This lack of coercivity is the main mathematical challenge in the analysis. If
either ‖V ‖ < 1 or the nonlinearity has superlinear instead of linear growth (e.g., |p|α with
α > 1 instead of |p|), then H is coercive in |p| and the problem is within the scope of the
theory developed in [25] in the periodic and in [26], [27] and [35] in the random framework.
HOMOGENIZATION AND ENHANCEMENT OF THE G−EQUATION IN RANDOM ENVIRONMENTS 7
To explain the need for the new idea/approach we put forward here, next we describe
briefly the key step of the proof in [12]. To this end, for any P ∈ RN and λ > 0, let vλ = vPλ
be the unique solution to
(3.1) λvλ = |vλ + P |+ 〈V,Dvλ + P 〉 in RN .
It is well known (see [27, 2]) that the homogenization of (1.1) is strongly related (actually
it is equivalent) to the, a.s. in ω, uniform convergence in balls of radius 1/λ, as λ → 0, of
λvλ to H¯(P ).
In the periodic framework, it is shown in [12] using a novel argument based on the
isoperimetric inequality for periodic sets, that the vλ’s have bounded oscillations uniformly
in λ. In random media, however, as far as we know, there is no isoperimetric inequality for
random sets, and this technique breaks down completely.
An alternative approach, used in [37] and [29], consists of analyzing the “minimal time”
function for the controlled system (2.6). To motivate the introduction of this approach, we
describe next the control formulation of (1.1). For simplicity we set ε = 1. It turns out that
the solution of (1.1) is given by
u(x, t, ω) = supα∈Au0
(
Xx,0,α,ωt
)
.
The minimal time θ(x, y, ω) to reach y ∈ RN starting from x ∈ RN is the smallest time
t for which there is a control α ∈ A such that the solution of (2.6) satisfies Xx,0,α,ωt = y.
The homogenization result of [29] relies on some local bounds on θ obtained employing
the special structure of the two-dimensional space as well as the additional assumption that
vector field V has mean 0 and is the gradient of a potential Ψ satisfying some integrability
conditions. Indeed, using the stream lines, i.e., the boundary of the level-lines of Ψ, which
are generically closed curves and play the role of controllability zones, it shown in [29],
under the additional assumptions on V , that the minimal time θ(x, y, ω) is finite for x, y
and ω and, in addition, satisfies
(3.2) E[ sup
|x|,|y|≤R
θ(x, y, ·)] < +∞ for all R > 0,
and
(3.3) lim
R→+∞
sup
|x|,|y|≤R
θ(x, y, ω)
R
< +∞ .
In view of these estimates, it follows, using arguments introduced in [35], that there exists
a deterministic time constant, i.e, for any v ∈ RN , the limit
lim
t→+∞
θ(0, tv, ω)
t
= q¯(v)
exists almost surely and is independent of ω. The main tool for this is the sub-additive
ergodic theorem applied to θ(sv, tv, ω).
The example in the next subsection shows that, in higher dimensions or even in two
dimensions but without that additional conditions on Ψ, an estimate of the form (3.2) does
not hold in general.
To overcome this difficulty, we first establish a controllability property for the system.
We prove in Theorem 4.1 that, if (2.1), (2.3) and (2.4) hold, then, a.s. in ω and for any
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ε > 0 small, there exists a T (ω, ε) > 0 such that
(3.4) θ(x, y, ω) ≤ T (ω, ε) + ε|x| + (1 + ε)|y − x| for all x, y ∈ RN ,
a fact which, of course, yields (3.3).
However, in contrast with [29], we have no control on the expectation of the constant
T (·, ε). Hence, we cannot apply directly the sub-additive ergodic theorem to θ(sv, tv, ω),
since the latter requires an integrability estimates on θ(0, tv, ·). This is a major obstacle
that we are able to overcome in this paper using a novel approach. It is worth remarking
that this difficulty is also present in the theory of first passage percolation in probability
in the context of finding asymptotic shapes, which are level sets of the time constant. This
necessitates additional assumptions on the dynamics with the exception of a model studied
by Kesten [20] (see also [21]) where we also refer for more discussion about percolation.
Since (3.4) cannot be used to derive directly the existence of a time constant, it is essential
that we develop a new argument. Indeed we identify a new quantity which (i) is sub-additive
and bounded, and, hence, by the sub-additive ergodic theorem, has a long time averaged
limit, which is, however, random and (ii) stays, in an appropriate way, near θ and, hence,
the latter has the same, a priori random, long time averaged limit. On the other hand,
the ergodicity yields that the largest and smallest possible long time averaged limits of the
minimal time must be a.s. independent of ω. The result then follows.
When N = 2, a good choice is simply the quantity θ(X a¯s ,X
a¯
t , ω), where a¯ ∈ B and X a¯t is
the solution of (2.6) with initial condition (0, 0). Indeed, by definition, θ(X a¯s ,X
a¯
t , ω) (recall
that the notation implicity assumes that s ≤ t) is sub-additive and, obviously, bounded by
t− s. It is also possible to check, using that V is divergence free, that it is stationary (the
meaning of this is made precise later in the paper). Moreover, X a¯t behaves almost like ta¯.
Indeed it is shown that, a.s. in ω, X a¯t /t has, as t→ ±∞, a random limit of the form λ(ω)a¯
with P[{ω ∈ Ω : λ(ω) ≥ 1}] > 0. Using the reachability estimate we can then prove the
existence of the time constant q(a¯).
In higher dimensions, the construction is far more involved because the limit of X a¯t /t,
as t → ±∞, is not necessarily proportional to a¯. To overcome this problem we introduce
a control α which oscillates randomly, but independently of ω, around a¯. In this setting
we consider θ(Xαs ,X
α
t , ω). As before, this quantity turns out to be sub-additive, bounded
(again by t−s) and stationary in the product probability space. Using the Kakutani ergodic
theorem, a more sophisticated version of the classical ergodic theorem, we show that, as
t→ ±∞ and a.s. in the product space, Xt/t approaches a¯. Then we find that θ(0,Xαt , ω)/t
has, as t→∞ and a.s. in ω, a (random) limit, which in view of the reachability estimate,
is also the a.s. in ω limit of θ(0, ta¯, ω). We conclude, using the ergodicity, that this limit is
actually independent of ω and, hence, the time constant q(a¯).
The proof of the enhancement property for periodic environments given in [12] was based
on the fact that, the uniform in λ, estimate on the oscillation of the solutions vλ to (3.1)
yields some kind of approximate corrector. We do not have such estimates in random
environments. We can use, however, the fact that we have already established the homoge-
nization. This yields, as previously explained, the a.s. in ω and uniform in B1/λ convergence
of the λvλ’s to H(p). It is then possible to obtain the result, after some regularizations,
based on the convexity of the problem, and several technical arguments.
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3.2. An example. We work in R2. We present an example of medium and vector field for
which (3.2) fails to hold and, more precisely, for some x,
E [θ(0, x, ·)] = +∞.
Let {e1, e2} be the canonical basis of R2. We have:
Proposition 3.1. There exists a probability space (Ω,F ,P) satisfying (2.1) and a station-
ary, mean zero V2 : R × Ω → R such that V2(·, ω) ∈ C1,1(R) a.s. in ω, ‖V2‖ ≤ 2 and, if
δ(ω) = min{|r|, |V2(r, ω)| ≤ 1}, E[δ] =∞. Let θ be the minimal time function corresponding
the vector field V = (0, V2). Then
(3.5) either E [θ(0, e2, ·)] = +∞ or E [θ(0,−e2, ·)] = +∞.
Before we enter into the proof we remark that the heuristic interpretation of E[δ] =∞ is
that V2 is strictly above 1 or strictly below −1 on very large intervals.
We turn next to the
Proof of Proposition 3.1: First we assume that there exists a random variable V2 with the
properties described in the statement of the proposition, and, hence and we prove (3.5). It
is, of course, immediate that V = (0, V2) satisfies (2.3) and (2.4).
Fix ω such that V2(0, ω) > 1. Then, by definition, V2(x1, ω) > 1 on the interval
(−δ(ω), δ(ω)). Moreover, for any control α ∈ A, the first component of the solution X0,0,α,ωt
of (2.6) remains in (−δ(ω), δ(ω)), at least for t ∈ (0, δ(ω)), because its horizontal speed is
at most 1. So
d
dt
〈X0,0,α,ωt , e2〉 ≥ V2(X0,0,α,ωt )− 1 > 0 on (0, δ(ω)) .
In particular, the second component of X0,0,α,ωt remains positive on [0, δ(ω)), so that
θ(0,−e2, ω) ≥ δ(ω). In the same way, if V2(0, ω) < −1, then θ(0, e2, ω) ≥ δ(ω). So
θ(0, e2, ω) + θ(0,−e2, ω) ≥ δ(ω) .
Taking the expectation in the above inequality yields (3.5).
Now we turn to the construction of the probability space and V2. To this end consider a
marked point process (Yn, σn)n∈N, where (Yn) is an increasing sequence in R and the marks
σn are in {−1, 1}. The map V2 is constructed so that it has a constant sign σn−1 on the
space intervals (Yn−1, Yn), with an absolute value above 1 in the interior of large intervals
(Yn−1, Yn).
Let µ be a probability measure on (0,+∞) such that m = ∫∞0 xdµ(x) is finite but∫∞
0 x
2dµ(x) = +∞. Next we define a probability measure Pˆ on Ωˆ = ((0,+∞) × {−1, 1})Z
such that, for any element (Tn, σn)n∈Z of hatΩ,
(1) Pˆ(σ0 = 1) = Pˆ(σ0 = −1) = 12 ,
(2) given {σ0 = 1}, we have σn = (−1)n for any n ∈ Z while, given {σ0 = −1}, we have
σn = (−1)n+1 for any n ∈ Z,
(3) (Tn) are i.i.d. with law µ and are independent of the (σn).
It is immediate that Pˆ is stationary with respect to shift τ¯ on Ωˆ which is naturally de-
fined by τ¯((Tn, σn)n∈Z) = (Tn+1, σn+1)n∈Z. We claim that Pˆ is actually ergodic. Indeed
let E be a measurable invariant with respect to τ¯ subset of Ωˆ. Then E = E1 ∪ E−1 where
E1 = E ∩ {σ0 = 1} and E−1 = E ∩ {σ0 = −1}. Since τ¯(E1) = E−1, E1 and E−1 have
the same probability and Pˆ(E) = 2Pˆ(E1). Moreover note that E1 is also invariant under
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τ¯2. Let F1 be the projection of E1 onto the first component of Ωˆ. Since (tn)n∈Z ∈ F1 if
and only if (tn, (−1)n)n∈Z ∈ E1, F1 is a measurable subset of (0,+∞)Z and satisfies a.s.
τ¯2(F1) = F1, where to keep the writing simple we abuse the notation denoting by τ¯ also
the shift on (0,+∞)Z. The image Pˆ1 of Pˆ onto the first component of Ωˆ is also the prod-
uct measure µ⊗Z, for which the shift τ¯2 is ergodic. Therefore Pˆ1(F1) = 0 or 1, so that
Pˆ(E1) = Pˆ1(F1)Pˆ({σ0 = 1}) = 0 or 1/2. It follows that either Pˆ(E) = 0 or 1.
Next we describe the law P of (Yn, σn)n∈Z in such a way that the sequence (Tn)n∈Z
represents the intervals between the points (Yn)n∈Z. In order to get a medium which is
stationary and ergodic, the law of the arrival times (Tn)(n ∈ Z) has to be (slightly) distorted
under the measure P on the set Ω = (R× {−1, 1})Z as follows:
(1) P(σ0 = 1) = P(σ0 = −1) = 12 , and, given {σ0 = 1}, σn = (−1)n for any n ∈ Z,
while, if {σ0 = −1}, then σn = (−1)n+1 for any n ∈ Z,
(2) the pair (Y0, Y1) is independent of (σn)n∈Z and
P[−Y0 ∈ dx, Y1 − Y0 ∈ dv] = 1
m
1[0,v](ds)µ(dv),
(3) for n ∈ Z \ {0, 1}, the Yn’s are defined inductively by the relation Tn = Yn − Yn−1,
where the (Tn)n 6=1 are i.i.d. with law µ and are independent of (Y0, Y1) and (σn)n∈Z.
By construction the sequence (Yn)n∈Z is increasing with Y0 ≤ 0 < Y1. It follows (see, for
example, [17, 28]) that medium constructed above is (strictly) stationary, in the sense that
the random variable ((Yn + s, σn))n∈Z has the same law as ((Yn, σn))n∈Z for any s ∈ R.
Since Pˆ is the Palm measure of the process ((Yn, σn))n∈Z and, in addition, ergodic, it follows
that P is ergodic too (see statement I.6.3 of [3]).
Next we claim that
E[|Y0| ∧ Y1] = +∞ .
Indeed
E[|Y0| ∧ Y1] =
∫ +∞
0
P [−Y0 > x, Y1 > x] dx.
Since
P [−Y0 > x, Y1 > x] = P [−Y0 > x, Y1 − Y0 > x− Y0]
=
1
m
∫ +∞
0
∫ v
0
1{s>x, v>x+s} ds µ(dv)
=
1
m
∫ +∞
2x
(v − 2x) µ(dv),
it follows that
E[|Y0| ∧ Y1] = 1
m
∫ +∞
0
∫ +∞
2x
(v − 2x) µ(dv) dx
=
1
m
∫ +∞
0
v2
4
µ(dv) = +∞.
Finally fix a smooth, Lipschitz continuous function ϕ : [0,+∞) × R → [0, 2] such that
ϕ(a, x) = 0 if x ≤ 0 or x ≥ a for any a, and ϕ(a, x) = 2 if a ≥ 1 and x ∈ [1, a − 1]. We
define
V2(x1, ω) =
∑
n∈Z
ϕ(Yn(ω)− Yn−1(ω), x1 − Yn−1(ω))σn−1(ω)1[Yn−1(ω),Yn(ω))(x1) .
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By construction, V2 is stationary, |V2| ≤ 2 and E[V2] = 0. It only remains to show that
the map δ : Ω→ R is not integrable. Let dist(0, N) denote the distance between 0 and the
set N = {Yn : n ∈ Z}. If dist(0, N) ≥ 2, the definition of ϕ yields that |V2(x1, ω)| = 2 if
x1 ∈ [−dist(0, N) + 1,dist(0, N) − 1], and, therefore
(3.6) δ(ω) ≥ dist(0, N)− 1 .
It follows that E[δ] =∞, since dist(0, N) = |Y0| ∧ Y1 and
E [dist(0, N)] = E [|Y0| ∧ Y1] = +∞ .

4. A controllability estimate
For x ∈ RN and t ≥ 0 we denote byRt(x, ω) the reachable set at time t, which is the is the
set of points y ∈ RN for which there is a control α ∈ A such that Xx,0,α,ωt = y. Similarly we
denote by R−t(x, ω) the reachable set at time t for the controlled system x′ = α− V (x, ω).
For future use we remark here that, in view of the properties of V , we have, for all
R,T > 0 with R > MT (recall (2.5)) and all t ∈ [0, T ],
(4.1) Rt(x, ω) ⊆ B(x,R).
The minimal time to reach a point y from a point x is given by
θ(x, y, ω) = min{t ≥ 0 : y ∈ Rt(x, ω)} ,
where we set θ(x, y, ω) = +∞ if there is no t ≥ 0 with y ∈ Rt(x, ω).
The main result of this section is the following controllability estimate:
Theorem 4.1. Assume (2.1), (2.3) and (2.4). Then there exist ε0 > 0 and Ω0 ⊆ Ω of full
probability such that, for all ε ∈ (0, ε0) and ω ∈ Ω0, there exists a constant T (ω, ε) > 0 such
that (3.4) holds.
Notice that although Theorem 4.1 yields that the minimal time is finite a.s. in ω, it does
not imply any type integral bound on θ.
Some comments about assumption (2.4) are now in order. Although the mean 0 property
of V is not necessary for either of our main results (Theorems 2.1 and 2.2), Theorem 4.1,
on the contrary, cannot be expected to hold without some smallness assumption on E[V ].
Indeed, if |E[V ]| is large (for instance, if 1+‖V −E[V ]‖ < |E[V ]|), then θ(0,−E[V ], ω) = +∞
a.s. in ω simply because any solution X0,0,α,ω satisfies
〈X0,0,α,ωt ,E[V ]〉 =
∫ t
0
〈V (X0,0,α,ωs , ω) + α(s),E[V ]〉 ds
≥ t (|E[V ]|2 − |E[V ]| (‖V − E[V ]‖+ 1))) > 0 ,
and, hence, X0,0,α,ωt 6= E[V ] for all t ≥ 0.
Throughout this section, and unless otherwise specified, we assume that (2.1, 2.3) and
(2.4) hold.
The proof of (3.4) is rather long and consists of several steps some of which we iden-
tify next. The first (Lemma 4.2) concerns the volume and perimeter of the reachable set
Rt(x, ω). It turns out that, for every x and a.s. in ω, the volume of the reachable set grows
in time with a uniform lower bound of order tN while its perimeter is bounded from above
by sN−1 for some s in each time interval of length of order t. These estimates combine to
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give that, for each x ∈ RN and a.s. in ω, the reachable set Rt(x, ω) eventually “fills up
the whole space”, in the sense that it intersects E(ω) for any E ⊂ Ω with sufficiently large
probability (Lemma 4.3). The second step is that, again for every x and a.s. in ω, the set
theoretic upper and lower limits, as t → ∞, of Rt(x, ω)/t are independent of ω compact
subsets E± of RN (Lemma 4.6) and, in addition, E− is convex (Lemma 4.7) and contains
the unit ball B (Lemma 4.8). The last step is to “transform” the set-theoretic limits to
limits in terms of measure (Lemma 4.9).
We begin with
Lemma 4.2. There exists Ω0 ⊆ Ω of full probability such that, for all t ∈ R \ {0}, x ∈ RN
and ω ∈ Ω0, Rt(x, ω) has a non empty interior and a boundary with a finite perimeter.
Moreover, there exists β > 0 depending on N such that
|Rt(x, ω)| ≥ β|t|N .
Finally, for any 0 < γ1 < γ2, there exists K = K(γ1, γ2) > 0 such that, for all t > 0,
Per(Rs(x, ω)) ≤ KsN−1 for some s ∈ [γ1t, γ2t].
Proof : We only present the proof for t > 0 since the argument for t < 0 is similar.
Throughout the proof we fix ω such that V (·, ω) ∈ C1,1(RN ) and a horizon T > 0. It
follows from the regularity of V (·, ω) (see Cannarsa and Frankowska [10]) that, for any
0 < τ < T , there exits a constant r = r(τ, T ) > 0 such that, for all t ∈ [τ, T ], Rt(x, ω) has
the interior ball property of radius r, i.e., for all z ∈ ∂Rt(x, ω), there exists y ∈ RN such
that z ∈ B(y, r) ⊂ Rt(x, ω). In particular, for all t > 0, the set Rt(x, ω) has a non empty
interior and a finite perimeter.
Arguing exactly as in the proof of Lemma 3.2 of [12] we find that, for any ϕ ∈ C1c (RN ),
the map t→ I(t) = ∫Rt(x,ω) ϕ(y)dy, is absolutely continuous and, for almost all t ≥ 0,
d
dt
I(t) =
∫
∂Rt(x,ω)
ϕ(y)(1 − 〈V (y, ω), νy〉)dHN−1(y),
where νy is the measure theoretic outward unit normal of Rt(x, ω) at y.
Choose ϕ ∈ C1c (RN ) such that ϕ = 1 in B(x,R) where R > MT . It follows from (4.1)
that I(t) = |Rt(x, ω)| and
d
dt
|Rt(x, ω)| =
∫
∂Rt(x,ω)
(1− 〈V (y, ω)), νy〉)dHN−1(y).
The facts that V is divergence free and Rt(x, ω) has a finite perimeter yield∫
∂Rt(x,ω)
〈V (y, ω)), νy〉dHN−1(y) = 0.
Let cI be the constant in the isoperimetric inequality in R
N , i.e., cI is the smallest
constant such that |E|(N−1)/N ≤ cIHN−1(∂E) for any Borel set E ⊂ RN . It follows that
HN−1(∂Rt(x, ω)) ≥ 1
cI
|Rt(x, ω)|(N−1)/N .
Thus
d
dt
|Rt(x, ω)| ≥ 1
cI
|Rt(x, ω)|(N−1)/N ,
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and, since |Rt(x, ω)| > 0 for any t > 0,
|Rt(x, ω)| ≥
(
t
NcI
)N
for all t > 0.
A slight modification of the above argument yields the estimate for the perimeter. Indeed,
assume that, for some constant K > 0 to be chosen later,
Per(Rs(x, ω)) ≥ KsN−1 for all s ∈ [γ1t, γ2t].
Since
d
ds
|Rs(x, ω)| = Per(Rs(x, ω)),
integrating over [γ1t, γ2t] and using the lower bound on the perimeter we get
|Rγ2t(x, ω)| ≥
K
N
(γN2 − γN1 )tN ,
while
|Rγ2t(x, ω)| ≤ |B(x,Mγ2t)| ≤ (Mγ2t)N |B(0, 1)| .
This leads to a contradiction if K is chosen so that
K > N |B(0, 1)| (Mγ2)
N
γN2 − γN1
.

As a consequence we have:
Lemma 4.3. There exist constants δ0 ∈ (0, 1) and k > 0, and, for any δ ∈ (0, δ0) and any
measurable set E ⊂ Ω with P[E] ≥ 1 − δ, a subset Ω′ ⊆ Ω of full probability such that, for
all ω ∈ Ω′, there exists a constant K = K(E,ω, δ) > 0 such that, for all x ∈ RN ,
|Rt(x, ω) ∩ E(ω)| > 0 for t = ±(K + kδ1/N |x|) ,
and, in particular, Rt(x, ω) ∩ E(ω) 6= ∅.
Proof : We only present the proof for t = K + kδ1/N |x|. Since P[E] ≥ 1 − δ, the
ergodic theorem yields Ω′ ⊆ Ω of full probability such that, for all ω ∈ Ω′, there exists some
R0 = R0(ω) > 0 such that, for all R ≥ R0,
(4.2) |QR ∩ E(ω)| ≥ (1− 2ε)|QR| .
Also note that, for all t ≥ 0,
Rt(x, ω) ⊂ Q|x|+Mt
Choose R = |x|(1 + 2M(2δ/β)1/N ) + R0 and t = (R − |x|)/M , where β is defined in
Lemma 4.2. Then
t = R0/M + 2(2δ/β)
1/N |x| ,
which is of the form K+kδ1/N |x| as in the claim. It follows that, as soon as 2M(2δ/β)1/N <
1, an inequality that fixes δ0 ∈ (0, 1),
(4.3) t > R(2δ/β)1/N .
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Indeed
t = (R− |x|)/M > 2|x|
(
2δ
β
)1/N
=
R−R0
1 + 2M(2δ/β)1/N
2
(
2δ
β
)1/N
> R
(
2δ
β
)1/N 2
1 + 2M(2δ/β)1/N
> R
(
2δ
β
)1/N
We now claim that |Rt(x, ω) ∩E(ω)| > 0. If not, since Rt(x, 0) ⊂ Q|x|+Mt = QR,
RN = |QR| ≥ |Rt(x, 0) ∪ (E(ω) ∩QR)| = |Rt(x, 0)| + |E(ω) ∩QR| ,
while, in view of Lemma 4.2 and (4.2) and (4.3),
|Rt(x, 0)| + |E(ω) ∩QR| ≥ βtN + (1− 2δ)|QR| > RN ,
which is not possible.

We continue with a technical lemma (Lemma 4.5) which does not require V to have mean
0 and is essential for the sequel, as it serves as a tool later in the paper to prove that some
random quantities are actually independent of ω. It also provides a link between the ergodic
properties of the flow (2.6) and time-independent super-solutions of the G-equation.
Before the statement and proof we recall the notions of inf-convolution and sup-convolution
which are a very basic tool of the theory of viscosity solutions (see [13]). To this end, let
f : RN → R be bounded and lower semicontinuous (to define the inf-convolution) or up-
per semicontinuous (to define the sup-convolution). For each η > 0 the inf-convolution
fη : R
n → R and the sup-convolution fη of f are
(4.4) fη(x) = inf
y∈RN
{f(y) + (2η)−1|x− y|2} and fη(x) = sup
y∈RN
{f(y)− (2η)−1|x− y|2}.
It turns out that fη (resp. f
η) is a bounded, Lipschitz continuous, semiconvex (resp.
semiconcave) approximation from below (resp. above), as η → 0, of f which also preserves
the notion of supersolution (resp. subsolution).
We also need the following technical remark concerning the properties of the flow (2.6).
Lemma 4.4. There exists η > 0 such that, for all x ∈ RN and a.s. in ω, the open cone
Cη(x) = {x+ s(−V (x, ω) + ηb) : s ∈ (0, η), b ∈ B}
is contained in
⋃
t∈(0,1)R−t(x, ω).
Proof : For b ∈ B, s ∈ [0, η] and η ∈ (0, 1) to be chosen below, let Xs = x+ s(−V (x, ω)+
ηb). Then
|X ′s + V (Xs, ω)| ≤ ‖DV ‖|Xs − x|+ η ≤ (‖DV ‖(‖V ‖+ η) + 1)η .
We choose η such that the right-hand side is less than one. Then, setting αs = X
′
s+V (Xs, ω),
we have α ∈ A and Xs = Xx,0,α,ω−s . Therefore Xs ∈ R−s(x, ω) for s ∈ (0, η).

We have:
Lemma 4.5. Assume (2.1) and (2.3). (i) Let w : RN × Ω → R be a bounded, stationary,
lower semicontinuous, super-solution of
(4.5) 0 ≥ |Dw|+ 〈V,Dw〉 in RN .
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Then w is constant with respect to both x and ω, i.e, there exists a set Ω0 ⊆ Ω of full
probability and a constant c such that w(x, ω) = c for all (x, ω) ∈ RN × Ω0.
(ii) If w : RN ×Ω→ R is bounded, stationary and, a.s. in ω, for any control α ∈ A, any
x ∈ RN the map t→ w(Xx,0,α,ωt , ω) is nonincreasing, then w is constant, i.e., there exists a
set Ω0 ⊆ Ω of full probability and a constant c such that w(x, ω) = c for all (x, ω) ∈ RN×Ω0.
Proof: (i) To prove the claim we need to use the ergodic theorem which requires some
integration. On the other hand (4.5) holds only in the viscosity sense. It is therefore
necessary to regularize the w so that we can have an inequality like (4.5) holding a.e. in
x and a.s. in ω. Following an argument used in [37] for the periodic setting, for θ > 0 we
consider the inf-convolution wθ of w and observe that, for any δ > 0 small, it is possible
to choose θ sufficiently small (depending on δ) so that wθ(·, ω) is Lipschitz continuous
uniformly in ω and satisfies, a.e. in x and a.s. in ω,
0 ≥ (1− δ)|Dwθ|+ 〈V,Dwθ〉 .
Integrating over B(0, R) and using that wθ is bounded and V is divergence free yields
0 ≥ (1− δ)
∫
B(0,R)
|Dwθ| − CRN−1 .
Since Dwθ is stationary and bounded, dividing the above inequality by |B(0, R)| and letting
R→ +∞, we find, making use of the ergodic theorem, that
E[|Dwθ|] = 0.
This implies that wθ is constant, i.e., there exits Ωθ ⊆ Ω of full probability and cθ ∈ R such
that wθ(x, ω) = cθ for any (x, ω) ∈ RN×Ωθ. Choosing θn → 0 such that c = limn cθn (recall
that the wθ’s are bounded independently of θ) exists and setting Ω0 =
⋂
nΩθn , we obtain
that P[Ω0] = 1 and w(x, ω) = c for any (x, ω) ∈ RN × Ω0.
(ii) It follows that the lower semicontinuous envelope of w∗ of w is also bounded, sta-
tionary and such that, a.s., the map t → w∗(Xx,0,α,ωt , ω) is non-increasing for all controls
α ∈ A and x ∈ RN . This implies that w∗ is a lower semicontinuous viscosity super-solution
of (4.5).
According to the first part of the Lemma, w∗ is constant, i.e., there exists a set of full
measure Ω0 ⊆ Ω and a constant c such that w∗(x, ω) = c for all (x, ω) ∈ RN × Ω0. We
claim that w must be constant itself, i.e., that w(x, ω) = c for all (x, ω) ∈ RN×Ω0. Indeed
if not, there must exist some (x, ω) ∈ RN × Ω0 and ε > 0 such that w(x, ω) > c+ ε. Note
that the set {ω ∈ Ω : w(y, ω) > c+ ε} is invariant for the map Xy,0,α,ω−t for all y and α ∈ A,
because the map t → w(Xy,0,α,ω−t , ω) is nondecreasing. Lemma 4.4 states that there exists
some η > 0 such that, for all x and ω, the small open cone Cη(x) = x+(0, η)(−V (x, ω)+ηB)
is contained in
⋃
t∈(0,1)R−t(x, ω). Then w(·, ω) > c+ε in Cη(x), and, hence, w∗(·, ω) ≥ c+ε
in Cη(x). This is impossible since w∗ = c.

Having basically concluded with all the preliminaries we now turn to the essential part
of this section, i.e., the long time averaged properties of the reachable set Rt(x, ω). To this
end, let
E+(x, ω) = {z ∈ RN : there exist tn → +∞ and zn ∈ 1
tn
Rtn(x, ω) such that zn → z}
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and
E−(x, ω) = {z ∈ RN : there exist zt ∈ 1
t
Rt(x, ω) such that zt → z as t→ +∞}
be the upper and lower Kuratowski limits, as t→∞, of the sets Rt(x, ω)/t. It follows easily
that E±(x, ω) are compact subsets of RN and, in addition, that E+(x, ω) is nonempty. Our
aim is to show that (i) the sets E±(x, ω) are in fact independent of x and ω, and (ii) E−(x, ω)
is convex and contains the closed unit ball B of RN . The proof of the equality between E+
and E− is established in the next section (Theorem 5.1).
We have:
Lemma 4.6. There exist compact sets E± ⊂ RN and a set Ω0 ⊆ Ω of full probability such
that, for all (x, ω) ∈ RN × Ω0, E±(x, ω) = E±.
Proof: Since the arguments are similar, here we prove the claim only for E+. To this end,
for any nonnegative ϕ ∈ C(RN ) we define the measurable map wϕ : RN × Ω→ R by
wϕ(x, ω) = max
z∈E+(x,ω)
ϕ(z) .
Since, in view of the stationarity of V
Rt(x+ y, ω) = Rt(x, τyω) + y ,
we have
E+(x+ y, ω) = E+(x, τyω) ,
and, hence, wϕ is stationary. Moreover, noting that, for any 0 ≤ s ≤ s′,
Rt(Xx,0,α,ωs′ , ω) ⊂ Rs′−s+t(Xx,0,α,ωs , ω),
we also get
E+(Xx,0,α,ωs′ , ω) ⊂ E+(Xx,0,α,ωs , ω) .
Therefore the map s → wϕ(Xx,0,α,ωs , ω) is nonincreasing for any x ∈ RN and α ∈ A.
Lemma 4.5 then yields the existence of a constant cϕ and a set Ωϕ ⊆ Ω of full probability
such that, for all (x, ω) ∈ RN × Ωϕ, wϕ(x, ω) = cϕ. Let ϕn be dense in C(BM+1,R+)
and set Ω0 =
⋂
nΩϕn . Then P[Ω0] = 1 and, since ϕ → wϕ(x, ω) is uniformly continuous
with respect to (x, ω), for any ϕ there exists a constant cϕ such that wϕ(x, ω) = cϕ for all
(x, ω) ∈ RN × Ω0.
Finally, we define
E+ = {z ∈ RN : cϕ ≥ ϕ(z) for all ϕ ∈ C(BM+1;R+)} ,
and claim that E+ = E+(x, ω) for all (x, ω) ∈ RN × Ω0. Indeed fix (x, ω) ∈ RN × Ω0. If
z /∈ E+, there must exist ϕ ∈ C(BM+1;R+) such that cϕ < ϕ(z). Since cϕ = wϕ(x, ω) =
maxz′∈E+(x,ω) ϕ(z
′), this implies that z /∈ E+(x, ω). If z ∈ E+, let ϕ ∈ C(BM+1; [0, 1]) be
such that {ϕ = 1} = {z}. Then 1 = ϕ(z) ≤ cϕ = maxz′∈E+(x,ω) ϕ(z′) ≤ 1, and, hence,
z ∈ E+(x, ω).

We remark that, although the compact sets E± are independent of ω, they are defined
for all ω’s in some Ω0 ⊆ Ω with P[Ω0] = 1. In view of this, the reader should keep in mind
that, even though there is no reference to ω in the statements of the next two Lemmata
which apply to E−, the claims are valid for those ω’s for which E− is identified.
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Lemma 4.7. The set E− is convex.
Proof: Let Ω0 be the set of full probability where E− is defined and δ0 > 0 and k be the
two fixed constants in Lemma 4.3. For ε ∈ (0, δ0) choose Tε so large that P[Sε] > 1 − ε
where
Sε =
{
ω ∈ Ω0 : E− ⊂ 1
t
Rt(0, ω) + εB for all t ≥ Tε
}
,
and set Sε(ω) = {x ∈ RN : τxω ∈ Sε}.
Since P[Sε] > 1− ε, it follows from Lemma 4.3 that there exists a subset Ω′ε = Ω′(Sε) of
Ω0 of full probability such that, for all ω ∈ Ω′ε, there exists a constant K = K(Sε, ω, ε) > 0
such that, for all x ∈ RN ,
RK+kε1/N |x|(x, ω) ∩ Sε(ω) 6= ∅ .
Next we fix ω ∈ Sε∩Ω′ε and y1, y2 ∈ E−. We show that, for some C > 0, y3 = (y1+y2)/2 ∈
E− + Cε1/NB. This yields the convexity of E−, since E− is compact and ε is arbitrary.
Let t¯ = t/(2 + K + Ckε1/N ) for t large enough so that t¯ ≥ Tε. We construct a control
α : [0, t]→ B by gluing together three other ones chosen as follows. By the definition of Sε,
there exits α1 ∈ A such that ∣∣∣∣1t¯ X0,0,α1,ωt¯ − y1
∣∣∣∣ ≤ ε .
Note that, since x1 = X
0,0,α1,ω
t¯ satisfies |x1| ≤ Mt¯ , there exits α2 ∈ A and a time t2 =
K + Ckε1/N t¯ such that x2 = X
x1,0,α2,ω
t2 ∈ Sε(ω). Moreover, since ω2 = τx2ω ∈ Sε, there
exits some α3 ∈ A such that ∣∣∣∣1t¯ X0,0,α3,ω2t¯ − y2
∣∣∣∣ ≤ ε ,
and, in addition, X0,0,α3,ω2
t¯
= Xx2,0,α3,ω
t¯
− x2.
We set
α(s) =


α1(s) on [0, t¯),
α2(s− t¯) on [t¯, t¯+ t2),
α3(s− (t¯+ t2)) on [t¯+ t2,+∞).
In view of the definition of t¯, we have t = 2t¯+ t2 and X
0,0,α,ω
2t¯+t2
= X0,0,α3,ω2
t¯
+Xx1,0,α2,ωt2 ,
while ∣∣∣Xx1,0,α2,ωt2 − x1
∣∣∣ ≤ Ct2 .
Hence ∣∣∣∣1tX0,0,α,ωt − y1 + y22
∣∣∣∣
≤
∣∣∣∣ 12t¯+ t2 −
1
2t¯
∣∣∣∣ |X0,0,α,ω2t¯+t2 |+
∣∣∣∣ 12t¯X0,0,α3,ω2t¯ − y22
∣∣∣∣+
∣∣∣∣ 12t¯Xx1,0,α2,ωt2 − y12
∣∣∣∣
≤ t2
2t¯(2t¯+ t2)
M(2t¯+ t2) +
ε
2
+
Mt2
2t¯
+
ε
2
≤ Cε1/N ,
with the last inequality holding for t¯ (or t) large enough since t2 ≤ C(K + kε1/N t¯).

We continue with
Lemma 4.8. The closed unit ball B ⊂ RN is contained in E−.
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Proof: Let α ∈ B be a constant control. Then the transformation Tαt : Ω → Ω defined
by (2.7) is autonomous and, according to Proposition 2.3, is measure preserving. Let Fα
be the σ−algebra of the invariant sets for Tαt . Using the ergodic theorem we find that, as
t→∞ and a.s. in ω,
(4.6)
1
t
X0,0,α,ωt =
1
t
∫ t
0
(V (X0,0,α,ωs , ω) + α)ds =
1
t
∫ t
0
(V (Tαs ω) + α)ds→ E [V + α | Fα] .
We also note for later use that, since the invariant sets for V + α and for −(V +α) are the
same, a.s. in ω,
(4.7) lim
t→−∞
1
t
X0,0,α,ωt = limt→+∞
−1
t
X0,0,α,ω−t = −E [−(V + α) | Fα] = limt→+∞
1
t
X0,0,α,ωt .
It follows from (4.6) that, a.s. in ω, E [V + α | Fα] ∈ E−. Since E− is convex and compact
and V has mean zero, the last claim implies that α = E [E [V + α | Fα]] ∈ E− .

The final step is to transform the set theoretic Kuratowski limits given by Lemma 4.8
into a limit in terms of measure.
We have:
Lemma 4.9. There exists Ω0 ⊆ Ω of full probability such that, for every ω ∈ Ω0 there
exist a positive constant k and, for any δ ∈ (0, 1/kN ), a (measurable with respect to ω)
T = T (ω, δ) > 0 such that, for t ≥ T (ω, δ), there exists t1 ∈ ((1− kδ1/N )t, t) such that∣∣∣∣B\
(
1
t
Rt1(0, ω)
)∣∣∣∣ ≤ δ .
Proof : Fix ω ∈ Ω0, the set of full measure of ω’s such that B ⊂ E−, let tn → +∞ be any
sequence and γ ∈ (0, 1) to be chosen later. Since, in view of Lemma 4.2, there exist some
constant K > 0 and a sequence sn ∈ [γtn, tn] such that
Per (Rsn(0, ω)) ≤ KsN−1n ,
there exists a subsequence (sn′)n′∈N such that the uniformly bounded sets Rsn′ (0, ω)/sn′
converge in L1, as n′ → ∞, to some set E. In addition we may also assume that the
bounded sequence (sn′/tn′)n′∈N converges to some η ∈ [γ, 1]. We claim that
(4.8) |B\E| = 0 .
Assuming (4.8), we complete the proof of the Lemma. Since, as n′ →∞,
(4.9)
1
tn′
Rsn′ (0, ω)→ ηE in L1 ,
we find that
limn′→∞
∣∣∣B\( 1tn′Rsn′ (0, ω)
)∣∣∣ = |B\(ηE)|
≤ |B\B(0, η)| ≤ |B\B(0, γ)| = cN (1− γ)N .
Accordingly we have proved that, for any sequence tn → +∞, there exits a subsequence
(tn′)n′∈N and some sn′ ∈ [γtn′ , tn′ ] such that, for sufficiently large n′,∣∣∣∣B\
(
1
tn′
Rsn′ (0, ω)
)∣∣∣∣ ≤ 2cN (1− γ)N ,
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which gives the result with k = (1/2cN )
1/N and γ = 1− kδ1/N .
We now show (4.8). To simplify the notation, for the rest of the proof we write sn
instead of sn′ . To this end, observe that it suffices to check that any z ∈ Int(B) has a
positive density in E, i.e., that, for any z ∈ Int(B),
(4.10) lim inf
r→0+
|E ∩B(z, r)|
|Br| > 0 .
Fix z ∈ Int(B) and r > 0, choose σ = r/(1 + 2M), and note, for later use, that B((1 −
σ)z, 2Mσ) ⊂ B(z, r).
Lemma 4.8 yields zn ∈ R(1−σ)sn(0, ω) such that, as n → ∞, zn/(1 − σ)sn → z. Then
Rσsn(zn, ω) ⊂ Rsn(0, ω) while, for n large enough,
1
sn
Rσsn(zn, ω) ⊂
1
sn
B(zn,Mσsn) ⊂ B((1− σ)z, 2Mσ) ⊂ B(z, r) .
Then (4.10) follows since, for the β defined in Lemma 4.2, we have
|E ∩B(z, r)| = lim
n→+∞
∣∣∣∣ 1snRsn(0, ω) ∩B(z, r)
∣∣∣∣ ≥ lim infn→+∞
∣∣∣∣ 1snRσsn(zn, ω) ∩B(z, r)
∣∣∣∣
≥ lim inf
n→+∞
∣∣∣∣ 1snRσsn(zn, ω)
∣∣∣∣ ≥ βσN = β(1 + 2M)N rN .

Having established all the necessary ingredients, we now proceed with the
Proof of Theorem 4.1: Fix ω ∈ Ω0, where Ω0 is the (finite) intersection of the sets of
full measure where V is defined and for which Lemmata 4.6 and 4.9 hold, δ > 0 sufficiently
small to be chosen later and let T1 = T1(ω, δ) > 0 be the measurable map defined in Lemma
4.9 so that, for any t ≥ T1, there is exists t1 ∈ [(1 − kδ1/N )t, t] such that
(4.11)
∣∣∣∣B\
(
1
t
Rt1(0, ω)
)∣∣∣∣ < δ .
We first prove that, for every ε > 0, there exists a (measurable in ω) T2(ω, ε) > 0 such
that, for all y ∈ RN ,
(4.12) θ(0, y, ω) ≤ T2(ω, ε) + (1 + ε)|y| .
Fix y ∈ RN and ε > 0. In view of Lemma 4.2, for any s ≥ 0 we have
|R−s(y, ω)| ≥ βsN and R−s(y, ω) ⊂ B(0, |y| +Ms) .
Choose next
s = max{( |y|δ
1/N
β1/N − δ1/NM ), T1(ω, δ)
(
δ
β
)1/N
} and t = (β/δ)1/N s.
Since t ≥ |y|+Ms, we have
(4.13)
1
t
R−s(y, ω) ⊂ B and
∣∣∣∣1tR−s(y, ω)
∣∣∣∣ ≥ βsNtN = δ .
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Observing that t ≥ T1 (a consequence of s ≥ T1(ω, δ)(δ/β)1/N ), we conclude that there
exists t1 ∈ [(1 − kδ1/N )t, t] such that (4.11) holds, a fact which, in view of (4.13), implies
that
1
t
Rt1(0, ω) ∩
1
t
R−s(y, ω) 6= ∅ .
Therefore y ∈ Rs+t1(0, ω) and, hence, since t1 ≤ t,
θ(0, y, ω) ≤ s+ t1 ≤ |y|
(
1 + (δ/β)1/N
1− (δ/β)1/NM
)
+ (1 + (δ/β)1/N )T1(ω, δ) .
This gives (4.12) for δ sufficiently small so that 1 + (δ/β)1/N /(1− (δ/β)1/NM) ≤ 1 + ε and
T2(ω, ε) = (1 + (δ/β)
1/N )T1(ω, δ).
Next we prove the full reachability. Fix ε > 0, let k and δ0 be defined in Lemma 4.3,
δ ∈ (0, δ0) be so small that kδ1/N (1 + (1 + ε)M) < ε and L sufficiently large so that the
set Eε = {ω ∈ Ω0 : T2(ω, ε) < L} has probability larger then 1− δ with T2(ω, ε) as above.
Let Ω0,ε denote the set of full probability obtained as the intersection of Ω0 with the set Ω
′
(of full probability) associated to Eε by Lemma 4.3. Let K = K(ω, ε) > 0 be defined by
Lemma 4.3 for each ω ∈ Ω0,ε. Then, for all x ∈ RN and for t = t(ω, δ) = K(ω) + kδ1/N |x|,
Rt(x, ω) ∩ E(ω, ε) 6= ∅ where, as usual, E(ω, ε) = {z ∈ RN : τzω ∈ Eε}. Choose x1 ∈
Rt(x, ω) ∩ E(ω, ε). Since τx1ω ∈ Eε, we know from the first step that, for any y ∈ RN
there exists some t1 ≤ L + (1 + ε)|y − x1| such that y − x1 ∈ Rt1(0, τx1ω) while, in view
of Rt1(x1, ω) = Rt1(0, τx1ω) + x1 , y ∈ Rt1(x1, ω) ⊂ Rt+t1(x, ω). It follows that, for some
T (ω, ε) > 0,
θ(x, y, ω) ≤ t+ t1 ≤ t+ L+ (1 + ε)(|y − x|+ |x− x1|)
≤ L+K(1 + (1 + ε)M) + kδ1/N (1 + (1 + ε)M)|x| + (1 + ε)|y − x|
≤ T (ω, ε) + ε|x|+ (1 + ε)|y − x|.
We conclude noting that we can remove the ε−dependence of the set Ω0,ε by replacing
it by
⋂
nΩ0,εn with εn → 0.

5. Homogenization
Here we show that the G-equation homogenizes. The proof relies on the next theorem
which yields the existence of the “time constant”.
We have:
Theorem 5.1 (Existence of the “time constant”). Assume (2.1, 2.3) and (2.4). There
exist a set of full probability Ω0 ⊆ Ω and, for any v ∈ RN , a “time constant” q¯(v) ≥ 0 such
that, for all v ∈ RN and all ω ∈ Ω0,
lim
t→+∞
1
t
θ(0, tv, ω) = q¯(v).
The map v → q¯(v) is positively homogeneous, convex and such that, for v ∈ RN ,
M−1|v| ≤ q¯(v) ≤ |v|,
and
(5.1) E+ = E− = {v ∈ RN : q¯(v) ≤ 1} .
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Finally, for all R > 0 and ω ∈ Ω0,
(5.2) lim
r→+∞
sup
|v|≤R, |x|≤R
∣∣∣∣θ(rx, r(x+ v), ω)r − q¯(v)
∣∣∣∣ = 0.
As a consequence, we have:
Proof of Theorem 2.1: If V has mean zero, then, following [35] (see also [29]), Theorem
5.1 readily implies the homogenization property of the G-equation with effective Hamilton-
ian H¯ given by
H(p) = sup
q¯(v)≤1
〈p,−v〉 .
It is, of course, clear that H is positively homogeneous of degree one, Lipschitz continuous
and convex. Finally, since q¯(v) ≤ |v| for any v, the vector z = −p/|p| satisfies q¯(z) ≤ 1, so
that H¯(p) ≥ −〈p, z〉 = |p|.
We now assume that E[V ] 6= 0. For any P ∈ RN , let zP be the unique solution to
(5.3)
{
zt = |Dz + P |+ 〈V,Dz + P 〉 in RN ×R+,
z = 0 on RN × {0}.
It is well known (see [27, 2]) that the homogenization of (1.1) is equivalent to the, a.s. in
ω and uniform in balls of radius Rt convergence, as t→ +∞, of t−1zP (·, t) to some constant
H(P ) and for all P ∈ RN and R > 0.
Let now V˜ = V −E[V ]. Since E[V˜ ] = 0, it follows from the first part of the ongoing proof
that there exists a homogenized Hamiltonian H˜ such that, for all P ∈ RN , H˜(P ) ≥ |P |. It
is also immediate that
z˜P (x, t) = zP (x− E[V ]t, t) − 〈E[V ], P 〉 t
solves {
zt = |Dz + P |+ 〈V˜ ,Dz + P 〉 in RN ×R+,
z = 0 on RN × {0}.
Since we have homogenization for V˜ , for any R > 0 and a.s. in ω, we find
lim
t→+∞
sup
|x|≤Rt
∣∣∣t−1zP (x, t)− (H˜(P ) + 〈E(V ), P 〉)∣∣∣
= lim
t→+∞
sup
|x|≤Rt
∣∣∣t−1z˜P (x+ E[V ]t, t)− H˜(P )∣∣∣
≤ lim
t→+∞
sup
|x|≤(R+|E[V ]|)t
∣∣∣t−1z˜P (x, t)− H˜(P )∣∣∣ = 0
It follows that the homogenization holds for V , with the homogenized Hamiltonian given
by H¯(P ) = H˜(P )+ 〈E(V ), P 〉. Moreover, for all P ∈ RN , we have H¯(P ) ≥ |P |+ 〈E(V ), P 〉.

The rest of the section is devoted to the proof of Theorem 5.1. For this we assume, that
(2.1, 2.3) and (2.4) hold. As already discussed, the main difficulty stems from the lack of
an integral bound for θ, a fact which prevents us to use directly the sub-additive ergodic
theorem. Our idea to overcome this difficulty is to construct, for each direction a¯ ∈ B, a
random control α such that (i) the associated solution X0,0,α,ωt of (2.6) has an a.s. long
time average limt→∞X
α
t /t a.s. close to a¯, (ii) it is possible to apply the sub-additive ergodic
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theorem to the minimal time θ(Xαs ,X
α
t , ω) to obtain a (random) a.s. limit, and (iii) the
averaged long time limits of θ(0,Xαt , ω) and θ(0, ta¯, ω) are a.s. close by the reachability
estimate. Since the ergodicity and stationarity yield that the largest and smallest possible
limits, as t → ∞, of θ(0, ta¯, ω)/t are actually almost surely independent of ω we may
conclude. The construction of the random controls is rather involved. When N = 2,
however, the special geometry allows to simply use constant controls, i.e., to take α = a¯.
We present in the Appendix this simpler proof.
We begin with the last of the steps discussed above.
Lemma 5.2. There exists Ω0 ⊆ Ω of full probability such that, for all v ∈ RN and ω ∈ Ω0,
the limits lim supt→+∞ t
−1θ(0, tv, ω) and lim inft→+∞ t
−1θ(0, tv, ω) are independent of ω.
Proof : Since the arguments are similar, we only present the proof for the lim sup. Fix
ω ∈ Ω0, the latter been defined in the proof of Theorem 4.1, and let ε > 0 be small. It
follows that there exists T = T (ω, ε) > 0 such that, for all x, y ∈ RN ,
θ(x, y, ω) ≤ T (ω, ε) + ε|x|+ (1 + ε)|y − x|.
Then, for any y ∈ RN , we have
θ(0, tv, τyω) = θ(y, y + tv, ω)
≤ θ(y, 0, ω) + θ(0, tv, ω) + θ(tv, y + tv, ω)
≤ T (ω, ε) + (1 + 2ε)|y| + θ(0, tv, ω) + T (ω, ε) + ε|tv|+ (1 + ε)|y|,
and, hence,
lim sup
t→+∞
1
t
θ(0, tv, τyω) ≤ lim sup
t→+∞
1
t
θ(0, tv, ω) + ε|v| ,
which proves the claim since ε is arbitrary.

We describe now the construction of the random control. We fix a¯ ∈ B, with |a¯| < 1, and
we introduce some random variations around a¯ in the following way. For ε ∈ (0, 1− |a¯|) we
set
ak =
{
a¯+ εek for k = 1, . . . , N,
a¯− εek−N for k = N + 1, . . . , 2N,
where {ek} is the usual basis of RN . Note that, since ak ∈ B for any k, the ak’s are also
admissible controls.
We denote by Q the product probability measure on the set D = (0, 2δ) × {1, . . . , 2N}
given, for all a, b ∈ (0, 2δ) such that a < b and all k ∈ {1, . . . , 2N}, by
Q((a, b) × {k}) = 1
2N
∫
(a,b)
f(t)dt,
where f : (0, 2δ) → [0, 1] satisfies ∫ 2δ0 f(t)dt = 1. This simply means that t and k are chosen
independently with probability f(t) and 1/2N respectively. For reasons which will become
clear later in the section, we choose the density f so that
(5.4)
∫ 2δ
0
|t− δ|f(t)dt ≤ δ2 and
∫ 2δ
0
tf(t)dt = δ.
Having introduced the random setting, we now present the heuristic idea of the construc-
tion of the random control α. At time σ0 = 0, we choose at random (according to the prob-
ability Q) a pair Z0 = (t0, ak0) ∈ D. We set α = ak0 on [0, t0] and σ1 = σ0+ t0. At time σ1
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we choose at random (again according to the probability Q) a new pair Z1 = (t1, ak1) ∈ D,
independent of Z0, and set α = ak1 on [σ1, σ1+t1] and σ2 = σ1+t1. By induction this yields
almost surely with respect to Q a control α : [0,+∞)→ {a1, . . . , a2N} which is constant on
each random interval [σi, σi+1] of length at most 2δ.
The first part of the proof consists in showing that, as t→∞, Xαt /t is, a.s. in the product
probability space, close to a¯. To prove this we first note that the system we are constructing
is ergodic. Indeed, for z = (t, k) ∈ D, we consider the transformation T zω = τ
X
0,0,ak,ω
t
ω. It
is clear that (T z)z∈D is a family of measure preserving transformations on Ω. The following
lemma states that this family is ergodic.
Lemma 5.3. If E ∈ F is invariant by T z for Q-almost every z ∈ D, then P(E) = 0 or
P(E) = 1.
We postpone the proof of Lemma 5.3, which is rather technical, to the end of the section
and we proceed with the (rigorous) construction of the control α.
Let (Zn = (tn,kn))n∈Z be a sequence of i.i.d. random variables on D with law Q which
is taken to be an element of the “canonical” probability space (Ω,F ,P) with Ω¯ = DZ. We
denote by τ¯ : Ω → Ω the usual right-shift, i.e., for ω¯ = (zn)n∈Z ∈ Ω, τ¯ ω¯ = (zn+1)n∈Z. By
construction, τ¯ is a measure preserving transformation of Ω and the sequence (Zn)n∈Z is
stationary with respect to τ¯ .
Let F ∈ L1(Ω). Since, in view of Lemma 5.3, the probability space (Ω,F ,P) is ergodic
with respect to the family (T z)z∈D, the Kakutani random ergodic Theorem [19] states that,
in L1(Ω× Ω) and a.s. with respect to the product measure P⊗ P¯,
(5.5) lim
n→+∞
1
n
n−1∑
i=0
F
(
TZi(ω¯) ◦ · · · ◦ TZ0(ω¯)ω
)
= E[F ].
As described above, the random control α = α(ω¯) is given by
(5.6) α(ω¯)(t) = akn(ω¯) for t ∈ [σn(ω¯), σn+1(ω¯)) where σn(ω¯) =
n∑
i=0
ti(ω¯) .
A simple induction argument yields
TZi(ω¯) ◦ · · · ◦ TZ0(ω¯)ω = τ
X
0,0,α(ω¯),ω
σi(ω¯)
ω.
Hence, applying (5.5) to the map V , we find that, P⊗ P¯ a.s. and in L1(Ω ×Ω),
(5.7) lim
n→+∞
1
n
n−1∑
i=0
V
(
X
0,0,α(ω¯),ω
σi(ω¯)
, ω
)
= E[V ] = 0 ,
a fact that implies, as we explain next, that the sequence X
0,0,α(ω¯),ω
t is asymptotically close
to the line Ra¯.
We have:
Lemma 5.4. Let α ∈ A be defined by (5.6). There exists C > 0 depending only on ‖V ‖C1,1
such that, a.s. in P⊗ P¯,
(5.8) lim sup
t→+∞
∣∣∣∣1tX0,0,α(ω¯),ωt − a¯
∣∣∣∣ ≤ Cδ.
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Proof : To simplify the notation, for the rest of this proof we omit ω and ω¯ and we simply
write set Xασn in place of X
0,0,α(ω¯),ω
σn(ω¯)
.
Since V is Lipschitz continuous and ti ≤ δ,∣∣∣Xασi+1 −Xασi − ti (V (Xασi) + aki)
∣∣∣ ≤ Ct2i ≤ Cδ2
and
1
σn
Xασn =
1
σn
n−1∑
i=0
(
Xασi+1 −Xασi
)
=
1
σn
n−1∑
i=0
ti
(
V (Xασi) + aki
)
+O(
nδ2
σn
).
Therefore
(5.9)
1
σn
Xασn =
δ
σn
n−1∑
i=0
V (Xασi) +
1
σn
n−1∑
i=0
(ti − δ)V (Xασi) +
1
σn
n−1∑
i=0
tiaki +O(
nδ2
σn
).
Next we observe that, as n→∞, the law of large numbers yields that, P a.s.,
(5.10)
σn
n
→ E[t0] = δ , 1
n
n−1∑
i=0
tiaki → δa¯ and
1
n
n−1∑
i=0
|ti − δ| → E[|t0 − δ|] ≤ δ2,
where E¯ denotes the expectation with respect to the probability measure P¯.
Combining (5.7), (5.9) and (5.10), we get, P× P a.s., the estimate
lim sup
n→∞
∣∣∣∣ 1σnXασn − a¯
∣∣∣∣ ≤ Cδ.
Finally, using that (i) for any t ≥ 0, there is some n such that σn ≤ t ≤ σn+1 with
σn+1 − σn ≤ 2δ, and (ii) the dynamics are bounded, we obtain (5.8).

The next lemma is about the averaged long time behavior of the minimal time along the
special trajectory X
0,0,α(ω¯),ω
σn(ω¯)
.
We have:
Lemma 5.5. There exists a random variable Γ : Ω×Ω→ R such that the averaged minimal
time n−1θ(0,X
0,0,α(ω¯),ω
σn(ω¯)
, ω) converges, as n→∞ and a.s. in (ω, ω¯), to Γ(ω, ω¯).
Proof : We introduce on Ω× Ω¯ the measure preserving transformation
T˜ (ω, ω¯) =
(
T
ak0 (ω¯)
t0(ω¯)
ω, τ¯ ω¯
)
,
and note that, in view of (5.6), for any n ∈ N,
T˜ n(ω, ω¯) =
(
τ
X
0,0,α(ω¯),ω
σn(ω¯)
ω, τ¯nω¯
)
.
Consider the family of random variables
(Z(n, ω, ω¯))n∈N = (θ(0,X0,0,α(ω¯),ωσn(ω¯) , ω))n∈N.
The first observation is that each Z(n, ω, ω¯) is bounded and, hence, integrable. Indeed,
since X
0,0,α(ω¯),ω
t is a solution of (2.6), we have
Z(n, ω, ω¯) ≤ σn(ω¯) ≤ 2δn .
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It also turns out that the family is sub-additive, i.e., for all n,m ∈ N and (ω, ω¯) ∈ Ω× Ω¯,
(5.11) Z(n+m,ω, ω¯) ≤ Z(n, ω, ω¯) + Z(m, T˜ n(ω, ω¯)).
To see this we first remark that we clearly have
Z(n +m,ω, ω¯) ≤ Z(n, ω, ω¯) + θ(X0,0,α(ω¯),ωσn(ω¯) ,X
0,0,α(ω¯),ω
σn+m(ω¯)
, ω).
Since, for any n ∈ N,
σm+n(ω¯) = σn(ω¯) + σm(τ¯
nω¯) ,
the semi-group property of the flow yields
X
0,0,α(ω¯),ω
σm+n(ω¯)
= X
σn(ω¯),X
0,0,α(ω¯),ω
σn(ω¯)
, α(ω¯), ω
σn(ω¯)+σm(τ¯nω¯)
= X
0,X
0,0,α(ω¯),ω
σn(ω¯)
, α(ω¯)(·+σn(ω¯)), ω
σm(τ¯nω¯)
.
The definitions of the random control α and the random time σn also imply that
α(ω¯)(·+ σn(ω¯)) = α(τ¯nω¯)(·) ,
and, thus,
X
0,0,α(ω¯),ω
σm+n(ω¯)
= X
0,X
0,0,α(ω¯),ω
σn(ω¯)
,α(τ¯nω¯),ω
σm(τ¯nω¯)
= X
0,0,α(τ¯nω¯),τ
X
0,0,α(ω¯),ω
σn(ω¯)
ω
σm(τ¯nω¯)
+X
0,0, α(ω¯),ω
σn(ω¯)
.
Set Y ω,ω¯ = X
0,0,α(ω¯),ω
σn(ω¯)
. Since, for any x, y, z ∈ RN ,
θ(x+ z, y + z, ω) = θ(x, y, τzω)
we obtain (5.11) from the following string of equalities:
θ(X
0,0,α(ω¯),ω
σn(ω¯)
,X
0,0,α(ω¯),ω
σn+m(ω¯)
, ω) = θ
(
Y ω,ω¯,X
0,0,α(τ¯nω¯),τY ω,ω¯ω
σn(τ¯nω¯)
+ Y ω,ω¯, ω
)
= θ
(
0,X
0,0,α(τ¯n ω¯),τY ω,ω¯ω
σn(τ¯nω¯)
, τY ω,ω¯ω
)
= Z(m, τY ω,ω¯ω, τ¯nω¯) = Z(m, T˜ n(ω, ω¯)).
It follows now from Kingman’s sub-additive ergodic theorem (see [36]) that there exists
a random variable Γ : Ω× Ω¯→ R such that, a.s. in (ω, ω¯),
(5.12) lim
n→∞
n−1Z(n, ω, ω¯) = Γ(ω, ω¯).

Notice that in (5.12) the long-time averaged limit Γ is not deterministic, since the under-
lying measure preserving transformation is not itself ergodic. On the other hand, in view of
the reachability estimate and Lemma 5.2, the existence of Γ is enough to yield the existence
of an a.s. in ω deterministic limit for t−1θ(0, ta¯).
We have:
Lemma 5.6. There exist Ω0 ⊆ Ω of full probability and a positively homogeneous of degree
1 map q : RN → R+ such that, for all v ∈ RN ,
(5.13) M−1|v| ≤ q¯(v) ≤ |v| ,
and, for all a¯ ∈ RN and ω ∈ Ω0, t−1θ(0, ta¯, ω) converges, as t→∞, to q(a¯).
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Proof : Theorem 4.1 yields the existence, a.s. in ω ∈ Ω, of a constant T (ω, ε) such that,
for all x, y ∈ RN ,
θ(x, y, ω) ≤ T (ω, ε) + ε|x|+ (1 + ε)|y − x|.
To simplify the presentation, for the remainder of the proof we omit the dependence with
respect to (ω, ω¯) and revert to writing Xαt for X
0,0,α(ω¯),ω
t .
Fix a¯ ∈ B. For t > 0 large, let n be such that σn ≤ t < σn+1 and note that, since
σn/n→ δ a.s. in ω¯ as n→∞, we also have limn→∞ t/n→ δ a.s. in ω¯. In addition, in view
of the inequalities
θ(0, ta¯) ≤ θ(0,Xασn) + θ(Xασn , ta¯)
≤ θ(0,Xασn) + T (ω, ε) + ε|Xασn |+ (1 + ε)|Xασn − ta¯|,
using Lemma 5.4 and Lemma 5.5, we get
lim sup
t→+∞
1
t
θ(0, ta¯) ≤ lim sup
t→+∞
n
t
1
n
θ(0,Xασn) + ε(‖V ‖∞ + 1) + (1 + ε) lim sup
t→+∞
1
t
|Xασn − ta¯|
≤ 1
δ
Γ + ε(‖V ‖∞ + 1) + (1 + ε)Cδ,
and, similarly,
lim inf
t→+∞
1
t
θ(0, ta¯) ≥ 1
δ
Γ− ε(‖V ‖∞ + 1)− (1 + ε)Cδ .
In particular we have
lim sup
t→+∞
1
t
θ(0, ta¯)− lim inf
t→+∞
1
t
θ(0, ta¯) ≤ 2ε(‖V ‖∞ + 1) + 2(1 + ε)Cδ ,
which, since ε and δ are arbitrary, implies that t−1θ(0, ta¯, ω) has, as t → ∞, an a.s. limit
q(a¯). The fact that this limit is independent of ω has been proved in Lemma 5.2.
It is also immediate that q¯ can be extended to a positively homogeneous of degree one
map from RN to R+. To prove (5.13), we first note that, in view of the assumed bounds
on V , we have, for all t ≥ 0 and all controls α ∈ A, |Xαt | ≤ M . Hence, for all v ∈ RN and
t ≥ 0,
θ(0, tv, ω) ≥M−1t|v| ,
and, therefore, q¯(v) ≥M−1|v|.
For the upper bound, we recall that Theorem 4.1 yields, a.s. in ω and for sufficiently
small ε > 0, some positive T (ω, ε), such that, for all v ∈ RN and t ≥ 0,
θ(0, tv, ω) ≤ T (ω, ε) + (1 + ε)t|v| ,
and, hence, q(v) ≤ (1 + ε)|v| for all v ∈ RN , which gives the claimed upper bound since ε
is arbitrary.

We are now in position to present the
Proof of Theorem 5.1: Since all the statements below are true a.s. in ω throughout the
proof we do not make any reference to this fact and, when we use an ω, it is assumed that
it belongs to the “good” subset of Ω.
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Fix v ∈ RN\{0}. The definition of θ yields rv ∈ Rθ(0,rv,ω)(0, ω). Since θ(0, rv, ω)→ +∞
as r → +∞ and a.s., using Lemma 5.6 and the convexity of E−, we find
v
q(v)
= lim
r→+∞
rv
θ(0, rv, ω)
∈ E− and {v ∈ RN : q¯(v) ≤ 1} ⊂ E− .
Conversely, if z ∈ E+, then there exists a sequence tn →∞ and xn ∈ Rtn(0, ω) such that
xn/tn → z and θ(0, xn, ω) ≤ tn .
Theorem 4.1 yields that, for any ε > 0 and an appropriate T (ε, ω) > 0,
θ(0, tnz, ω) ≤ θ(0, xn, ω) + θ(xn, tnz, ω) ≤ tn + T (ε, ω) + εtn|z|+ (1 + ε)|xn − tnz| .
Dividing by tn and letting first n→ +∞ and then ε→ 0 gives q¯(z) ≤ 1, and, hence,
E+ ⊂ {v ; q¯(v) ≤ 1} ⊂ E− ,
and (5.1) holds.
Since q is positively homogeneous of degree 1 and the set E− is convex, (5.1) implies that
q¯ is also convex. Theorem 4.1 again yields (we do not repeat here the qualifiers) that, for
any v, v′ ∈ RN ,
θ(0, tv, ω) ≤ θ(0, tv′, ω) + θ(tv′, tvω) ≤ θ(0, tv′, ω) + T (ε, ω) + εt|v′|+ (1 + ε)|v′ − v|.
The inequality above has the following two consequences. Firstly, the convergence of
θ(0, tv, ω)/t to q(v) is uniform with respect to v for |v| ≤ R. Secondly, after dividing by
t and passing to the limit t → ∞, it follows that q is Lipschitz continuous with Lipschitz
constant 1.
We conclude showing (5.2). We have just proved that, for each ε > 0 small, there exists
a sufficiently large Tε so that the set
Eε =
{
ω ∈ Ω : sup
r≥Tε,|v|≤R
∣∣∣∣θ(0, rv, ω)r − q¯(v)
∣∣∣∣ ≤ ε
}
has a probability larger than 1− ε.
In view of Lemma 4.3, we know that there exist k and a Ωε ⊆ Ω of full probability
such that, for each ω ∈ Ωε, there exists a positive constant K(ω, ε) such that, for t =
K(ω, ε) + kε1/N |x|,
Rt(x, ω) ∩ Eε(ω) 6= ∅,
where, as usual, Eε(ω) = {x ∈ RN : τxω ∈ Eε} .
Fix |v|, |x| ≤ R and let y ∈ Rt(rx, ω) ∩ Eε(ω) with t as above. Then
θ(rx, r(x+ v), ω) ≤ θ(y, r(x+ v), ω) + θ(rx, y, ω)
≤ θ(0, rx− y + rv, τyω) + T (ω) + εr|x|+ (1 + ε)|y − rx|
≤ θ(0, rv, τyω) + 2T (ω) + εrR+ 2(1 + ε)|y − rx|,
where
|y − rx| ≤Mt ≤MK(ω) +Mkε1/Nr|x| ≤MK(ω) +MRkε1/Nr .
Since τyω ∈ Eε(ω) we have, for some positive constant C(ω) depending on R but not on
x and v, that
θ(rx, r(x+ v), ω)
r
≤ q¯(v) + ε+ C(ω)
r
+ C(ω)ε1/N ,
while a similar argument gives the reverse inequality, i.e,
θ(rx, r(x+ v), ω)
r
≥ q¯(v)− ε− C(ω)
r
− C(ω)ε1/N .
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The conclusion, i.e., (5.2), now follows after letting ε → 0 providing we remove the
ε-dependence of the set Ωε as in the proof of Theorem 4.1

We now turn to the proof of Lemma 5.3 which is rather involved. For the convenience of
the reader we present first a heuristic argument. The main idea is that, since E is invariant
by T z for Q-almost every z ∈ D, the indicator function u = 1E must satisfy
(5.14) 0 ≥ max
i
〈Du, V + ai〉,
where
(5.15) max
i
〈Du, V + ai〉 = ε|Du|∞ + 〈V + a¯,Du〉.
Since the vector field V + a¯ is divergence free, then (5.14) and (5.15) then imply
0 ≥ εE[|Du|∞] ,
which, in turn, yields that u is constant. Hence P[E] = 0 or P[E] = 1. Unfortunately
the derivation of (5.14) is not easy. The information we have is only a measure theoretic
invariance for E (recall T zE = E P a.s. for almost all z), while the proof of an inequality
like (5.14) requires more “point-wise” information. Getting around this difficulty is the
main point of the proof and requires several steps.
Next we introduce some additional notation and summarize some facts that are used
in the proof. To this end, let D0 ⊂ D be the subset of probability 1 of Q such that E
is invariant with respect to T z for all z ∈ D0. Note that D0 is dense in D. We restrict
further D0 by selecting in D0 a countable dense sequence D1. Recall that the invariance
assumption means that
(5.16) P[T z(E)∆E] = 0 for all z ∈ D1.
For any ω ∈ Ω and any measurable set S ⊂ Ω, we set as usual S(ω) = {x ∈ RN : τxω ∈ S}.
Recall that, if P[S] = 0, then a simple application of Fubini’s theorem yields the set of ω’s,
such that S(ω) has zero Lebesgue measure in RN , has probability 1. So, in view of (5.16)
and the ergodic theorem, there exists Ω0 ⊆ Ω of full measure such that, for all ω ∈ Ω0 and
z ∈ D1,
(5.17) lim
R→∞
|BR ∩ E(ω)|
|BR| = P(E) and |(T
z(E)∆E)(ω)| = 0.
Let A = {v ∈ RN : |v − a¯|∞ ≤ ε} – note that A is the convex envelope of the
set {ak : k = 1, . . . , 2N}, and denote by A0 ⊂ A the set of time-measurable controls
α : [0,+∞) → A. Given α ∈ A0, we denote by Xαt the map x → X0,x,α,ωt and recall that,
for each fixed t, it is a bi-Lipschitz continuous, and, hence, a bi-measurable, bijection from
RN to RN .
We are now ready for the
Proof of Lemma 5.3: In view of the previous discussion we assume (5.16) and P[E] > 0
and we show that P[E] = 1. For the convenience of the reader we divide the proof in four
steps.
Step 1: We claim that, for all ω ∈ Ω0, t ∈ (0,∞) and α ∈ A0
(5.18) |Xαt (E(ω))∆E(ω)| = 0.
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If there is some k ∈ {1, . . . , 2N} such that α = ak on [0, t] and z = (t, ak) ∈ D1, then
(5.18) holds because, by the definition of T z,
|Xαt (E(ω))∆E(ω)| = |(T zE ∩ E)(ω)| = 0 ,
the last equality coming from the choice of ω in (5.17). By induction, (5.18) also holds
if there exist sequences of times 0 = t0 < t1 < · · · < tn = t and integers k1, k2, . . . , kn ∈
{1, . . . , 2N} with (ti+1− ti, ki) ∈ D1 such that α = aki on [ti, ti+1). For future reference we
name such a control a simple control and say that t is its associated final time.
Next we fix α ∈ A0 and t > 0. Since D1 is dense in D, there exists a sequence of simple
controls (αn)n∈N with associated final times tn such that, as n→∞, αn → α in L∞loc-weak-∗
and tn → t. The goal is to pass to the limit in the equality
∣∣Xαntn (E(ω))∆E(ω)∣∣ = 0. Note
that, in view of the weak convergence of the αn’s to α, the map x→ Xαntn (x) converges locally
uniformly to the map x→ Xαt (x). We denote by Y αntn and Y αt the inverse maps of Xαntn and
Xαt respectively. For any sufficiently large R > 0 and sufficiently small η > 0, let φ : R
N →
[0, 1] be a smooth map with compact support in BR such that ‖1E(ω)∩BR − φ‖L1(RN ) ≤ η.
Since Y αntn and Y
α
t preserve the measure in R
N , we also have
(5.19) ‖1E(ω)∩BR ◦ Y αntn − φ ◦ Y αntn ‖L1(RN ) ≤ η and ‖1E(ω)∩BR ◦ Y αt − φ ◦ Y αt ‖L1(RN ) ≤ η .
In view of the local uniform convergence of the Xαntn ’s to X
α
t and the continuity of φ, for
n ≥ n0, where n0 is sufficiently large, we have ‖φ ◦ Y αntn − φ ◦ Y αt ‖1 ≤ η. This inequality
combined with (5.19) implies that, for all n ≥ n0,
‖1E(ω)∩BR ◦ Y αntn − 1E(ω)∩BR ◦ Y αt ‖L1(RN ) ≤ 3η.
Since
1E(ω)∩BR ◦ Y αntn = 1Xαntn (E(ω)∩BR) and 1E(ω)∩BR ◦ Y
α
t = 1Xαt (E(ω)∩BR),
we have shown that
(5.20) lim
n→+∞
‖1Xαntn (E(ω)∩BR) − 1Xαt (E(ω)∩BR)‖L1(RN ) = 0 .
Recalling that Xαntn is a bijection and
∣∣Xαntn (E(ω))∆E(ω)∣∣ = 0, we also have, that, as
n→∞,
1Xαntn (E(ω)∩BR)
= 1Xαntn (E(ω))∩X
αn
tn
(BR) = 1E(ω)∩Xαntn (BR)
→ 1E(ω)∩Xαt (BR) in L1(RN ) .
Combining (5.20) and the claim above implies that
1Xαt (E(ω)∩BR) = 1E(ω)∩Xαt (BR) a.e. in R
N
and, hence, as R→ +∞, (5.18).
Step 2: Let Eˆ(ω) be the set of positive density points of E(ω), i.e.,
Eˆ(ω) =
{
x ∈ RN : lim inf
r→0+
|B(x, r) ∩E(ω)|
|B(r)| > 0
}
,
and recall that, in view of the assumption at the beginning of the proof, we have Eˆ(ω) =
E(ω) a.e. in RN . We claim that Eˆ(ω) is invariant under the action of Xαt for any α ∈ A0
and any t ≥ 0, i.e.,
(5.21) if x ∈ Eˆ(ω), then Xαt (x) ∈ Eˆ(ω) .
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Note the difference with (5.18). Here we have a point-wise statement.
Since Xαt is a bi-Lipschitz bijection of R
N with Lipschitz constant L, for any x ∈ RN and
ε > 0, we have
Xαt (B(x, ε)) ⊂ B(Xαt (x), Lε).
Let x ∈ Eˆ(ω) and set y = Xαt (x). Then, for any r > 0,
|E(ω)∩B(y, r)| ≥ |Xαt (E(ω))∩Xαt (B(x, r/L)| = |Xαt (E(ω)∩B(x, r/L))| = |E(ω)∩B(x, r/L)|,
where the last equality holds because Xαt preserves the measure.
Since x is a point of positive density of E(ω), we have
lim inf
r→0+
|E(ω) ∩B(y, r)|
|B(r)| ≥ lim infr→0+
|E(ω) ∩B(x, r/L)|
|B(r)| ≥
1
LN
lim inf
r→0+
|E(ω) ∩B(x, r)|
|B(r)| > 0 ,
and, hence, y is also a point of positive density for E(ω), i.e., (5.21) holds.
Step 3: The set Eˆ(ω) coincides a.e. in RN with its topological closure Eˆ(ω), which is
invariant under that action of Xαt for any t > 0 and α ∈ A0, i.e., for all t > 0 and α ∈ A0,
(5.22) if x ∈ Eˆ(ω), then Xαt (x) ∈ Eˆ(ω).
Following the arguments of the proof of Lemma 4.4, there exists a sufficiently small η > 0
such that, for all x ∈ RN , the cone Cη(x) = x + (0, η)[V (x, ω) + B(a¯, η)] is contained in
{Xαs (x) : α ∈ A0, s ∈ (0, h)}. If, furthermore, x ∈ Eˆ(ω), then Step 2 implies that the
set in the right-hand side of the above inclusion is also contained in Eˆ(ω). Hence, for all
x ∈ B(0, R) ∩ Eˆ(ω),
Cη(x) ⊂ Eˆ(ω).
This regularity property easily implies that |Eˆ(ω)\Eˆ(ω)| = 0. Indeed, otherwise, there
would exist a Lebesgue point x for the set Eˆ(ω)\Eˆ(ω), i.e., for some x we would have
lim
r→0+
|(Eˆ(ω)\Eˆ(ω)) ∩B(x, r)|
|B(r)| = 1 .
Let (xn)n∈N be a sequence in Eˆ(ω) converging to x. Then, since Cη(xn) ⊂ Eˆ(ω), we must
have
|(Eˆ(ω)\Eˆ(ω)) ∩B(x, r)| ≤ |B(x, r)\Cη(xn)| .
Letting n→∞ in the above inequality yields
|(Eˆ(ω)\Eˆ(ω)) ∩B(x, r)| ≤ |B(x, r)\Cη(x)| ,
and, hence,
1 = lim
r→0+
|(Eˆ(ω)\Eˆ(ω)) ∩B(x, r)|
|B(r)| ≤ lim supr→0+
|B(x, r)\Cη(x)|
|B(r)| < 1 ,
which is a contradiction. Therefore we must have |Eˆ(ω)\Eˆ(ω)| = 0.
The fact that (5.22) holds is a straightforward consequence of the same property for Eˆ(ω)
proved in Step 2.
HOMOGENIZATION AND ENHANCEMENT OF THE G−EQUATION IN RANDOM ENVIRONMENTS 31
Step 4 : We now complete the proof of the Lemma. It is easily checked that, if u is
the indicator function of RN\Eˆ(ω), then u is a stationary viscosity supersolution to
0 ≥ max
i
{〈Du, V + ai〉} ,
where
max
i
{〈Du, V + ai〉} = ε|Du|∞ + 〈V + a¯,Du〉 ≥ (ε/
√
2)|Du|+ 〈V + a¯,Du〉 .
Hence u satisfies, in the viscosity sense,
0 ≥ |Du|+ 〈V + a¯
(ε/
√
2
,Du〉
where (ε/
√
2)−1V + a¯ is a stationary, divergence free vector field. In view of Lemma 4.5,
this implies that u is constant.
So E(ω) = Eˆ(ω) = RN a.e. in RN , and, hence, P(E) = 1.

6. Enhancement of the velocity
In the previous section we proved that the averaged front is governed by a Hamilton-
Jacobi equation with a Hamiltonian H satisfying, for all p ∈ RN , H(p) ≥ |p| + 〈E[V ], p〉.
Here we prove Theorem 2.2 which yields that this inequality is actually strict in all directions
“seen” by the vector field V . In other words, the presence of the vector field V enhances
the speed.
In view of the reduction argument given in the proof of Theorem 2.1, we may assume
(2.4) throughout this section.
Before we enter in the proof of Theorem 2.2, we present a formal argument that yields
the enhancement and motivates the several technical steps of the rigorous proof.
To this end, for simplicity we take p = e1, assume that H(e1) = 1, i.e., that there is no
enhancement in the e1 direction, and show (formally) that V1 = 0.
Assume next that the “cell problem”
(6.1) |Dw + e1|+ 〈V (y, ω),Dw + e1〉 = 1 in RN and a.s. in ω,
has an a.s. Lipschitz continuous solution w with Dw stationary and of mean 0 and, in
addition, that (6.1) holds a.s. in ω at y = 0. Note that the existence of such w is a big
assumption. Indeed most probably the claim does not hold even in the periodic setting.
Averaging over ω and using the properties of V yields
(6.2) E[|Dw + e1|] ≤ 1.
Employing the elementary fact that
(6.3) (a2 + b2)1/2 ≥ (1− ε)1/2a+ ε1/2b for all a, b ∈ R+ and ε > 0
as well as Jensen’s inequality in (6.2) yields that
1 ≥ (1− ε)1/2E[|∂1w + 1|] + ε1/2E[|Dˆw|].
where Dˆw = (∂x2w, . . . , ∂xNw). Hence,
E[|Dˆw|] = 0 and E[(∂1w + 1)−] = 0,
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and, therefore,
(6.4) Dˆw = 0 and ∂1w + 1 ≥ 0 a.s. in ω.
In view of (6.4), it follows from (6.1) that
(1 + V1)(∂1w + 1) = 1 a.s. in ω,
and, hence,
(6.5) V1 + 1 ≥ 0 a.s. in ω.
Moreover,
∂1w = − V1
1 + V1
a.s. in ω,
and
E[∂1w] = −E
[
V1
1 + V1
]
= 0.
Using again Jensen’s inequality (more details are given in the course of the rigorous proof)
leads to V1 = 0.
The rest of the section is devoted to the proof of Theorem 2.2. Since we do not know
that correctors, i.e., solutions of (6.1) with the properties listed above, exist for all p, we
need to work with the solutions vpδ of
(6.6) δvpδ =
∣∣Dvpδ + p∣∣+ 〈Dvpδ + p, V 〉 in RN ,
which, for δ > 0 and p ∈ RN , (see, for example, [13]), are a.s. in ω, unique, bounded,
continuous and stationary.
As explained in the introduction, in the periodic setting it is possible to obtain, using the
isoperimetric inequality, uniform in δ, bounds for the oscillation of vpδ . This in turn implies
that the family (δvpδ )δ>0 converges, as δ → 0, uniformly in RN to a constant and, hence,
homogenization takes place. The convergence of the δvpδ ’s was then used in [12] to show the
enhancement.
In our setting, such estimates were not available and we followed a different approach to
prove that the G-equation homogenizes. Having established this fact, we may now go back
and ascertain that the δvpδ ’s converge, as δ → 0, in the appropriate sense to H(p). The
exact statement is in the next lemma, which we state without proof. For the latter we refer
to [27] and [2].
We have:
Lemma 6.1. For each p ∈ RN and R > 0, as δ → 0, δvpδ → H(p) uniformly in balls
B(y/δ,R/δ) for y bounded and a.s. in ω.
We continue with the
Proof of Theorem 2.2:
First assume that 〈V (·, ω), p〉 = 0 in RN and a.s. in ω. Then vpδ (x, ω) = |p|δ is the unique
solution to (6.6), and, hence, H¯(p) = 1.
For the rest of the proof we assume, for simplicity, that p = e1 and we denote by vδ the
solution of (6.6) with p = e1, i.e., vδ = v
e1
δ . The result will come from the analysis of the
behavior of the δvδ ’s as δ → 0. In order to avoid measurability issues, we will always work
up to subsequences as δ → 0 (although we will not write it explicitly for notations sake).
Next we assume that H(e1) = 1 and we show that V1 = 0 a.s. in ω. The proof follows
the formal arguments presented earlier. But making these rigorous is rather involved. For
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the arguments below it is necessary to use that (6.6) holds in the a.e. sense (viscosity is not
enough), and to let δ → 0. Due to the lack of estimates we need to regularize the vδ’s and
the sup-convolution (see (4.4)) is the right way to do it. To this end, for η > 0 small, let
v˜δ,η(x, ω) = sup
y∈RN
{
vδ(y, ω)− (2η)−1|x− y|2
}
.
It follows that the v˜δ,η’s are Lipschitz continuous, stationary and, as η → 0, v˜δ,η → vδ and
δv˜δ,η → δvδ locally uniformly in Rn and a.s. in ω. Notice that the δv˜δ,η ’s are uniformly
bounded uniformly in η. Therefore, the convergence as η → 0, of the δv˜δ,η’s to δvδ also
holds in L1(Ω). Hence, we can choose η > 0 sufficiently small so that, if ‖f‖1 denotes the
L1(Ω)-norm of f : Ω→ R,
‖δv˜δ,η − δvδ‖1 ≤ ‖δvδ − 1‖1 .
Next we use the fact that the sup of solutions of Hamilton-Jacobi equations with concave
Hamiltonians is still a solution (of a modified equation) (see Barron-Jensen [7], Barles [5]).
Using the argument in the proof of Lemma 4.5 we can find γδ,η > 0 such that v˜δ,η satisfies,
a.e. in RN and a.s. in ω,
δv˜δ,η ≥ (1− γδ,η) |Dv˜δ,η + e1|+ 〈Dv˜δ,η + e1, V 〉,
and
δv˜δ,η ≤ (1 + γδ,η) |Dv˜δ,η + e1|+ 〈Dv˜δ,η + e1, V 〉.
Note also that, since γδ,η → 0 as η → 0, we can choose η = η(δ) such that, as δ → 0,
γδ,η(δ) → 0.
From now on, in order to simplify the presentation, we omit the dependence of the various
quantities on η and we set v˜δ = v˜δ,η(δ) and γδ = γδ,η(δ).
For later use we rewrite the previous observations with the new notation, i.e., as δ → 0,
γδ → 0, while v˜δ satisfies a.e. in RN and a.s. in ω,
(6.7) δv˜δ ≥ (1− γδ) |Dv˜δ + e1|+ 〈Dv˜δ + e1, V 〉,
and
(6.8) δv˜δ ≤ (1 + γδ) |Dv˜δ + e1|+ 〈Dv˜δ + e1, V 〉.
A simple Fubini Theorem-type argument also yields that we may assume that (6.7) and
(6.8) hold a.s. in ω for some (independent of ω) x0. For notational simplicity below we
take x0 = 0 and assume, although we do not write it explicitly, that (6.7) and (6.8) hold
for x = 0 and a.s. in ω. Finally recall that, since v˜ and its gradient are both stationary
functions, any integral norm in ω is independent of where the function is evaluated in space.
Hence below, when we write L1-norms, we omit this dependence.
The proof is based on the three lemmata which we state next. We present their proofs
after the end of the ongoing one.
We have:
Lemma 6.2. As δ → 0, ‖Dˆv˜δ‖1 → 0 and ‖ (∂x1 v˜δ + 1)− ‖1 → 0.
Lemma 6.3. There exists a set of full measure Ω0 ⊆ Ω such that, for all ω ∈ Ω0,
∂x1 v˜δ(0, ω) + 1 ≥ 0 for δ > 0 sufficiently small.
Lemma 6.4. For all ω ∈ Ω0 given in the previous lemma, V1(0, ω) ≥ −1
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Let
Eδ = {ω ∈ Ω0 : ∂x1 v˜δ(0, ω) + 1 ≥ 0} ,
and note that Lemma 6.3 yields that, as δ → 0, P[Eδ]→ 1.
Since (6.8) implies that, for any σ > 0 and a.s. in ω,
δv˜δ ≤ (1 + γδ + σ) |∂x1 v˜δ + 1|+ (1 + γδ)
∣∣∣Dˆv˜δ∣∣∣+ 〈Dv˜δ + e1, V 〉 ,
on Eδ we have
δv˜δ ≤ (1 + γδ + σ) (∂x1 v˜δ + 1) + |Dˆv˜δ|(1 + γδ + ‖V ‖∞) + (∂x1 v˜δ + 1)V1.
In view of Lemma 6.4 we know that 1 + V1 ≥ 0. Hence, on Eδ,
(1 + γδ + σ + V1)
−1(v˜δ − |Dˆv˜δ|(1 + γδ + ‖V ‖∞)− (1 + γδ + σ)− V1) ≤ ∂x1 v˜δ.
Integrating over ω this last inequality we get
E[(1 + γδ + σ + V1)
−1(v˜δ − |Dˆv˜δ|(1 + γδ + ‖V ‖∞)− (1 + γδ + σ)− V1)1Eδ ] ≤ E [∂x1 v˜δ1Eδ ] .
Note that, since
0 = E[∂x1 v˜δ] = E[∂x1 v˜δ1Eδ ] + E[(∂x1 v˜δ + 1)1Ecδ ]− P[Eδ],
and, as δ → 0,
P[Eδ]→ 0 and E[(∂x1 v˜δ + 1)1Ecδ ] = −E[(∂x1 v˜δ + 1)−]→ 0,
always as δ → 0, we have
E[∂x1 v˜δ1Eδ ]→ 0.
Observe also that, since 1 + V1 + σ ≥ σ > 0, as δ → 0,
E[−(1 + γδ + σ + V1)−1(γδ + σ + V1)1Eδ ]→ E[−(1 + σ + V1)−1(σ + V1)]
while ‖Dˆv˜δ‖L1(Ω) → 0 and ‖δv˜δ‖L1(Ω) → 1, as δ → 0, imply
E
[
(1 + γδ + σ + V1)
−1(δv˜δ − |Dˆv˜δ|(1 + γδ + ‖V ‖∞)− 1)1Eδ
]
→ 0.
Combining all the above we find that
E
[
(1 + σ + V1)
−1(σ + V1)
] ≥ 0 .
Next for s > −1, let Φ(s) = − s1+s = −1 + 11+s . The monotone convergence theorem
implies that, as σ → 0,
E [Φ(V1)] = E
[ −V1
1 + V1
]
≤ 0 .
Since Φ is convex, using Jensen’s inequality and the facts that E[V1] = 0 and Φ(0) = 0,
we get
0 = Φ(E[V1]) ≤ E[Φ(V1)] ≤ 0 .
But Φ is actually strictly convex, so that the equality Φ(E[V1]) = E[Φ(V1)] implies that
V1 must be constant, and, therefore, 0.

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We return to the proofs of the three lemmata used in the course of the proof of Theo-
rem 2.2 and we begin with the
Proof of Lemma 6.2: Using in (6.3) we find that, a.s. in ω and a.e. in RN ,
δv˜δ ≥ (1− γδ)(1− ε)
1
2 |∂x1 v˜δ + 1|+ (1− γδ)ε
1
2
∣∣∣Dˆv˜δ∣∣∣+ 〈Dv˜δ + e1, V 〉.
Since V is divergence free and has mean zero, averaging over balls BR and letting R→∞,
we obtain, using the ergodic theorem,
E[〈Dv˜δ + e1, V 〉] = −E[v˜δdiv(V )] + 〈e1,E[V ]〉 = 0 .
Recalling that, as δ →, δv˜δ → 1 in L1(Ω) and, in addition, E [∂x1 v˜δ] = 0, we get
1 + o(1) ≥ (1− γδ)(1− ε)
1
2E[|∂x1 v˜δ + 1|] + (1− γδ)ε
1
2E[|Dˆv˜δ]
≥ (1− γδ)(1− ε)
1
2 |E[∂x1 v˜δ] + 1|+ (1− γδ)ε
1
2E[|Dˆv˜δ|]
≥ (1− γδ)(1− ε)
1
2 + (1− γδ)ε
1
2E[|Dˆv˜δ|].
Choosing εδ > 0 such that, as δ → 0,
((1− γδ)ε
1
2
δ )
−1(1 + o(1) − (1− γδ)(1 − εδ)
1
2 )→ 0,
for example, let εδ = |θδ| 12 + γ
1
2
δ with θδ → 0, we get, that, as δ → 0, E[|Dˆv˜δ|]→ 0.
Using in (6.7) that s → s+ is convex and E [∂x1 v˜δ] = 0 we obtain, for some o(1) → 0 as
δ → 0,
1 + o(1) ≥ (1− γδ)E[|∂x1 v˜δ + 1|]
≥ (1− γδ)(E[(∂x1 v˜δ + 1)−] + E[(∂x1 v˜δ + 1)−])
≥ (1− γδ)(1 + E[(∂x1 v˜δ + 1)−]).
Hence, as δ → 0,
E
[
(∂x1 v˜δ + 1)−
] ≤ (1− γδ)−1(γδ + o(1))→ 0.

We continue with the
Proof of Lemma 6.3: In view of Lemma 6.2 there exits Ω0 ⊆ Ω of full measure and a
subsequence, which for notational simplicity we still denote with δ, such that, a.s. in Ω0,
Dˆv˜δ(0, ·)→ 0 and (∂x1 v˜δ(0, ·) + 1)− → 0 in Ω0.
Fix ω ∈ Ω0. If, up to a subsequence, ∂x1 v˜δ(0, ω) + 1 < 0, then ∂x1 v˜δ(0, ω) + 1→ 0. Since
Dˆv˜δ(0, ω)→ 0, letting δ → 0 in (6.8) implies 1 ≤ 0 , an obvious contradiction.

We conclude with the
Proof of Lemma 6.4: Fix ω ∈ Ω0. Lemma 6.3 implies that, for δ > 0 sufficiently small,
∂x1 v˜δ(0, ω) + 1 ≥ 0. Then, (6.8) evaluated at (0, ω) gives
δv˜δ ≤ (1 + γδ) (∂x1 v˜δ + 1) + |Dˆv˜δ|(1 + γδ + ‖V ‖∞) + (∂x1 v˜δ + 1)V1
Assume that V1(0, ω) + 1 < 0. Then, for δ small enough, we find
(1 + γδ + V1(0, ω))
−1(δv˜δ(0, ω) − |Dˆv˜δ(0, ω)|(1 + γδ + ‖V ‖∞)) ≥ ∂x1 v˜δ(0, ω) + 1 .
The left-hand side in the above inequality converges, as δ → 0, to (1 + V1(0, ω))−1 < 0,
while the right-hand side is nonnegative, a contradiction.

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7. Appendix: A simple proof of the homogenization when N = 2
We present here a shorter and simpler argument of the homogenization result when
N = 2. Here again it will be convenient to work under the additional assumption that V
has mean zero, which, of course, can be removed as in Section 5. The simpler proof relies
on two facts. The first, which holds in any dimension, is that, for each a ∈ B, r−1θ(0, rp, ω)
has a.s a limit, as r → +∞, for any direction p belonging to the essential support of the
random variable Za = E[V + a | Fa], where Fa is the invariant sets for the measure pre-
serving transformations (T at ) (see the proof of Lemma 4.8). This is especially useful when
N = 2. Indeed the second fact is that, on the plane and for any a ∈ B, the support
of Za is contained in Ra. Hence, since E[Za] = a, the support must contain λa for some
λ ≥ 1. Combining these two facts one can show that the limit r−1θ(0, rp, ω) exists for any p.
As we already pointed out in the proof of Lemma 4.8, for any fixed vector a ∈ B and a.s.
in ω, limt→∞ t
−1X0,0,a,ωt = Z
a = E[V + a | Fa].
Let W a denote the essential support of Za, i.e.,
W a =
{
w ∈ RN : P[{ω : |Za(ω)− w| < ε}] > 0 for all ε > 0} .
Note that, since E[Za] = E[E[V +a|Fa]] = a,W a must contain some w such that 〈w, a〉 ≥ 1.
We have:
Lemma 7.1. For any w ∈ W a, q(w) = limt→+∞ t−1θ(0, tw, ω) exists a.s. in ω and in all
dimensions.
Proof : If T a(s, t, ω) = θ(X0,0,a,ωs ,X
0,0,a,ω
t , ω), we claim that there exists Γ
a : Ω→ R such
that, a.s. in ω and as t→∞,
(7.1) t−1T a(0, t, ω)→ Γa(ω).
To prove (7.1) we first note that, for any σ > 0, if xσ = xσ(ω) = X
0,0,a,ω
σ , then
T a(s+ σ, t+ σ, ω) = θ(Xxσ,0,a,ωs ,X
xσ ,0,a,ω
t , ω).
We also know that
θ(Xxσ,0,a,ωs ,X
xσ ,0,a,ω
t , ω) = inf
{
r ≥ 0 : Xxσ ,0,a,ωt ∈ Rr(Xxσ ,0,a,ωs , ω)
}
,
with
Xxσ ,0,a,ωt = X
0,0,a,τxσω
t + xσ(ω),
while
Rr(Xxσ ,0,a,ωs , ω) = Rr(X0,0,a,τxσωs , τxσω) + xσ(ω).
Hence,
θ(Xxσ,0,a,ωs ,X
xσ ,0,a,ω
t , ω) = θ(X
0,0,a,τxσω
s ,X
0,0,a,τxσω
t , τxσω).
Since the map ω → τxσ(ω)ω is measure preserving, the process T a is stationary. It is also
clearly sub-additive and, in addition, for 0 < s < t, we have
T a(s, t, ω) ≤ t− s .
Then (7.1) follows immediately from the sub-additive ergodic theorem.
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Fix w ∈W a and ε > 0. The definition ofW a yields that the set Sε = {ω ∈ Ω : |Za(ω)− w| < ε}
has a positive measure. Fix ω ∈ Sε such that, limt→∞ t−1X0,0,a,ωt → Za(ω) and let
T (ω, ε) ∈ (0,∞) > 0 be given by Theorem 4.1. Then
θ(0, tw, ω) ≤ θ(0,X0,0,a,ωt , ω) + θ(X0,0,a,ωt , tw, ω)
≤ T a(0, t, ω) + T (ω) + ε|X0,0,a,ωt |+ (1 + ε)|X0,0,a,ωt − tw|,
and, thus,
lim sup
t→+∞
1
t
θ(0, tw, ω) ≤ lim sup
t→+∞
1
t
T a(0, t, ω) +Mε+ (1 + ε)ε ≤ Za(ω) + (1 + ε)ε .
Similarly, we find
lim inf
t→+∞
1
t
θ(0, tw, ω) ≥ Za(ω)− (1 + ε)ε .
Hence,
lim sup
t→+∞
1
t
θ(0, tw, ω) − lim inf
t→+∞
1
t
θ(0, tw, ω) ≤ 2(1 + ε)ε ,
which shows the equality between lim sup and lim inf since ε is arbitrary.

When N = 2, W a consists only of a direction parallel to a. Indeed we have:
Lemma 7.2. If N = 2, then W a ⊂ Ra and there exists λ ≥ 1 such that λa ∈W a.
We remark that the proof actually shows that there exists a random variable λ such that
lim
t→±∞
1
t
X0,0,a,ωt = λ(ω)a a.s. with P[λ ≥ 1] > 0 .
Before we present the proof of this last lemma, we observe that combining Lemma 7.1
and Lemma 7.2 easily provides the existence of a time constant, exactly as in the proof of
Theorem 5.1.
We have:
Corollary 7.3. If N = 2, for any a ∈ B, limt→+∞ t−1θ(0, ta, ω) exists a.s. in ω.
We conclude with the
Proof of Lemma 7.2 : First we prove that W a is contained in a single line. If not
there must exist z¯1, z¯2 ∈ W a such that z¯1 6= 0, z¯2 6= 0 and, if we set z¯⊥1 := Jz¯1, where
J =
( −1 0
0 1
)
, then 〈z¯⊥1 , z¯2〉 6= 0. We choose ε > 0 so small that 〈z⊥1 , z2〉 6= 0 for any
z1 ∈ B(z¯1, ε) and z2 ∈ B(z¯2, ε) and consider the set
E2 = {ω ∈ Ω : | lim
t→±∞
1
t
X0,0,a,ωt − z¯2| ≤ ε} .
The definition ofW a implies that P(E2) > 0. As usual we setE2(ω) =
{
x ∈ R2 : τxω ∈ E2
}
and fix ω such that
z1 = lim
t→±∞
1
t
X0,0,a,ωt
exists and belongs to B(z¯1, ε) (hence z1 is non zero) and, in addition,
lim
R→+∞
|QR ∩ E2(ω)|
|QR| = P [E2] > 0 .
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The curve L = {X0,0,a,ωt : t ∈ R} (recall z1 6= 0) divides the plane into two connected
components Π+ and Π−. Moreover, for any σ > 0 small, there exists some δ > 0 such that
(7.2) Π+ ⊂
{
x ∈ R2 : 〈x, z⊥1 〉 ≥ −δ − σ|x|
}
and Π− ⊂
{
x ∈ R2 : 〈x, z⊥1 〉 ≤ δ + σ|x|
}
.
Choose R > 0 sufficiently large so that QR ∩ E2(ω) 6= ∅. If x2 ∈ E2(ω), then, for some
z2 ∈ B(z¯2, ε),
lim
t→±∞
1
t
Xx2,0,a,ωt = limt→±∞
1
t
(
X
0,0,a,τx2ω
t + x2
)
= z2.
Since z2 6= z1, the trajectory Xx2,0,a,ωt never crosses the curve L and therefore remains
either in Π+ or in Π−. But then the fact that
lim
t→±∞
1
t
〈Xx2,0,a,ωt , z⊥1 〉 = 〈z2, z⊥1 〉 6= 0
contradicts (7.2) as soon as σ is sufficiently small.
So we have proved that there is a direction z 6= 0 such that W a ⊂ Rz, i.e., a.s. in ω,
limt→±∞
1
tX
0,0,a,ω
t ∈ Rz. Since, from (4.6),
E
[
lim
t→±∞
1
t
X0,0,a,ωt
]
= E[E[V + a | Fa]] = a ,
we can choose z = a. This also implies the existence of some λ ≥ 1 such that λa ∈W a.

References
[1] O. Alvarez and H. Ishii, Hamilton-Jacobi equations with partial gradient and application to ho-
mogenization. Comm. Partial Differential Equations 26 (2001), no. 5-6, 983—1002.
[2] S. Armstrong and P. E. Souganidis, Stochastic homogenization of Hamilton-Jacobi and degenerate
Bellman equations in unbounded environments, JMPA, to appear.
[3] F. Baccelli, P. Bre´maud, Elements of queueing theory. Palm martingale calculus and stochastic
recurrences. Springer, Berlin, second edition, 2003.
[4] M. Bardi and G. Terrone, On the Homogenization of some Non-coercive Hamilton-Jacobi-Isaacs
Equations, preprint.
[5] G. Barles Discontinuous viscosity solutions of first-order Hamilton-Jacobi Equations: A guided
visit. Nonlinear Analysis, Theory Methods and Appl. Pergamon Press, 9 (1993), 1123–1134.
[6] G. Barles, Some homogenization results for non-coercive Hamilton-Jacobi equations. Calculus of
Variations and Partial Differential Equations 30, 4 (2007) 449–466.
[7] E. N. Barron and R. Jensen, Semicontinuous viscosity solutions for Hamilton-Jacobi equations
with convex Hamiltonians Comm. Partial Differential Equations 15 (1990) 1713–1742.
[8] L. A. Caffarelli and P. E. Souganidis, Rates of convergence for the homogenization of fully non-
linear uniformly elliptic pde in random media. Invent. Math., 180(2) (2010): 301–360. 2010.
[9] L. A. Caffarelli, P. E. Souganidis and L. Wang, Homogenization of fully nonlinear, uniformly
elliptic and parabolic partial differential equations in stationary ergodic media, Comm. Pure
Appl. Math. 58(3) (2005) : 319–361.
[10] P. Cannarsa and H. Frankowska. Interior sphere property of attainable sets and time optimal
control problems. ESAIM Control Optim. Calc. Var., 12(2):350–370 (electronic), 2006.
[11] P. Cardaliaguet Ergodicity of Hamilton-Jacobi equations with a non coercive non convex Hamil-
tonian in R2/Z2. Ann. Inst. H. Poincare´ Anal. Non Line´aire 27 (2010), no. 3, 837-856.
[12] P. Cardaliaguet, J. Nolen and P. E. Souganidis, Homogenization and enhancement for the
G−equation. Arch. Ration. Mech. Anal. 199 (2011), no. 2, 527-561.
[13] M. G. Crandall, H. Ishii and P. L. Lions, User’s guide to viscosity solutions of second order
partial differential equations. Bull. Amer. Math. Soc., 27 (1992), no 1, 1–67.
[14] G. Dal Maso and L. Modica, Nonlinear stochastic homogenization., Ann. Mat. Pura Appl. 4
(1986), 144 347–389.
HOMOGENIZATION AND ENHANCEMENT OF THE G−EQUATION IN RANDOM ENVIRONMENTS 39
[15] G. Dal Maso and L. Modica, Nonlinear stochastic homogenization and ergodic theory, J. Reine
Angew. Math., 368 (1986) 28–42.
[16] D. J. Daley and D. Vere-Jones. An introduction to the theory of point processes. Vol. I. Proba-
bility and its Applications (New York). Springer-Verlag, New York, second edition, 2003.
[17] D. J. Daley and D. Vere-Jones. An introduction to the theory of point processes. Vol. II. Prob-
ability and its Applications (New York). Springer, New York, second edition, 2008.
[18] C. Imbert and R. Monneau Homogenization of first-order equations with u/ǫ−periodic Hamil-
tonians. Part I : local equations., Archive for Rational Mechanics and Analysis, 187 (1), 49-89,
(2008).
[19] S. Kakutani, Random ergodic theorems and Markoff processes with a stable distribution, (Proc.
Second Berkeley Sympos. on Mathematical Statistics and Probability, 1950), Univ. of California
Press, Berkeley and Los Angeles, 1951, pp. 247-261.
[20] H. Kesten, Percolation theory for mathematicians, volume 2 of Progress in Probability and
Statistics. Birkha¨user Boston, Mass., 1982.
[21] H. Kesten and V. Sidoravicius, A shape theorem for the spread of an infection, Ann. of Math.
167 (2), 701–766, (2008).
[22] E. Kosygina, F. Rezakhanlou and S. R. S. Varadhan, Stochastic homogenization for Hamilton-
Jacobi- Bellman equations, Comm. Pure Appl. Math. 59 (2006), no.10, 1489-1521.
[23] E. Kosygina and S. R. S. Varadhan, Homogenization of Hamilton-Jacobi-Bellman equations with
respect to time-space shifts in a stationary ergodic medium, Comm. Pure Appl. Math., 61(6)
(2008), 816-847.
[24] S. M. Kozlov, The averaging method and walks in inhomogeneous environments. Uspekhi Mat.
Nauk, 40 2(242) (1985), 61–120.
[25] P.-L. Lions, G. Papanicolaou, S.R.S. Varadhan, Homogenization of Hamilton-Jacovi Equations,
unpublished manuscript, c. 1986.
[26] P.-L. Lions and P. E. Souganidis, Correctors for the homogenization of Hamilton-Jacobi equations
in the stationary ergodic setting, Comm. Pure Appl. Math. 56 (2003), pp. 1501-1524.
[27] P.-L. Lions and P. E. Souganidis. Stochastic homogenization of Hamilton-Jacobi and “viscous”-
Hamilton-Jacobi equations with convex nonlinearities—revisited. Commun. Math. Sci. 8 (2010),
no. 2, 627-637.
[28] J. Neveu: Processus Ponctuels. Lect. Notes in Math. 598, 24–445, 1976
[29] J. Nolen and A. Novikov. Homogenization of the G-equation with incompressible random drift.
Commun. Math. Sci. Volume 9, Number 2 (2011), 561-582.
[30] G. Papanicolaou and S. R. S. Varadhan, Boundary value problems with rapidly oscillating random
coefficients. In Random Fields, Vol. I, II (Esztergom, 1979), volume 27 of Colloq. Math. Soc.
Janos Bolyai, 835 -873. North-Holland, Amsterdam, 1981.
[31] G. Papanicolaou and S. R. S. Varadhan, Diffusions with random coeffiecients. In Statistics and
probability: essays in honor of C. R. Rao, pages 547 – 552. North- Holland, Amsterdam, 1982.
[32] F. Rezakhanlou and J. E. Tarver, Homogenization for stochastic Hamilton-Jacobi equations,
Arch. Ration. Mech. Anal., 151 (2000), no. 2, 277 – 309.
[33] R. Schwab, Stochastic homogenization of Hamilton-Jacobi equations in stationary ergodic spatio-
temporal media, Indiana Univ. Math. J. 58 (2009), no. 2, 537–581.
[34] R. Schwab, Stochastic homogenization for some nonlinear integro-differential equations. preprint.
[35] P. E. Souganidis, Stochastic homogenization of Hamilton-Jacobi equations and some applications,
Asymptotic Analysis, 20 (1999), No. 1, pp. 1-11.
[36] J. M. Steele, Kingman’s subadditive ergodic theorem, Ann. Inst. H. Poincare´ Probab. Statist. 25
(1989), no. 1, 93-98.
[37] J. Xin and Y. Yu Periodic Homogenization of Inviscid G-equation for Incompressible Flows.
Commun. Math. Sci. 8 (2010), no. 4, 1067-1078.
[38] V. V. Zhikov, S. M. Kozlov and O. Ole˘ınik, Averaging of parabolic operators. Trudy Moskov.
Mat. Obshch., 45 (1982), 182–236.
Ceremade, Universite´ Paris-Dauphine, Place du Mare´chal de Lattre de Tassigny, 75775
Paris cedex 16 - France
E-mail address: cardaliaguet@ceremade.dauphine.fr
40 PIERRE CARDALIAGUET AND PANAGIOTIS E. SOUGANIDIS
Department of Mathematics, University of Chicago, Chicago, Illinois 60637, USA
E-mail address: souganidis@math.uchicago.edu
