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Abstract
This paper explores the applicability of Adaptive Resistance Theory- (ART-) type
neural networks for finding and encoding linguistic structures, specifically those corresponding to acoustic patterns in natural speech. We build an interpretation of
human perceptual response to acoustic pattern in natural speech, translating this to
a neural architecture as a model of acquisition, storage, and classification of acoustic
speech patterns.
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Chapter 1
Introduction

Some of the more fundamental questions in linguistics involve theories of generalizing
linguistic structure from a massive, complex, and totally inseparable data set. The
data set in question depends in part on the approach, and varies from the reliance
on personal linguistic experience to conducting corpus-based searches on patterns.
Established theories are mostly a direct result of observations on consistencies in
linguistic forms, while generalizations over consistencies are a statement of the underlying fundamental processes in language.
The practice of seeking generalizations over linguistic consistencies has been successful at producing some semi-consistent, yet complex, theories over various linguistic domains. Such is the case when generative theories segment pieces of statistically
prominent acoustic waveforms into ”phonemes”, and use even more disperse patterns of waveforms such as the properties of neighboring segments to hypothesize a
”phonological” interpretation connecting sounds with more general use. Other linguistic structures follow the same pattern: acoustically and semantically specifiable
forms such as nouns, verbs, and adjectives are segmentations of acoustic waveforms
by pattern consistencies in both the acoustic and semantic domains.

1

Chapter 1. Introduction
Unfortunately, this approach amounts to data fitting rather than being strictly
based on cognitive or biological principles. So when generative theory proposes a
”rule” by which phonemes change due to their environment, it is primarily because
a rule exists that (mostly, usually, often, sometimes, etc.) generalizes an acoustic
pattern. It is often by inference that these patterns are related to actual cognitive
processes. In addition, this approach is logistically problematic, as it is notoriously
difficult to identify generalized structure from complex and inseparable data without losing detail that might otherwise be essential to making predictions. While
researchers have been able to identify obvious, fairly consistent, and prevalent structures well, there have always been inconsistencies and ”exceptions” to theoretical
linguistic structure historically. Finally, a generalized structure hypothesis can e↵ectively destroy other structures extractable from waveforms, having been e↵ectively
”averaged out” due to the choice of hypothesis.
That is not to say that making generalizations over patterns won’t produce relevant structure; however the methodological and interpretive issues remain. In addition, more recent research [4] provides strong evidence that generalizations need to
be probabilistic, not deterministic in nature, indicating that variation must play a
more fundamental role in linguistic structure.
A good deal of linguistically significant patterns occur in the acoustic patterns of
natural speech. Our intuition is that the most e↵ective approach to extracting these
patterns is computational in nature. Such an approach would be capable of aiding
researchers in finding linguistic structure from patterns in real linguistic input, as
well as better understanding the nature of variation over input controls. A pattern
recognition expert system could have more control over recognition, thereby allowing
us more e↵ective structural analysis without necessarily adhering to a structurallybased interpretation of those patterns. Such a system would chiefly need to be able
to recognize similarities between forms in order to capture structural relationships.
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Neural networks such as ART and fuzzy ART [12] [13] are expert systems at classification, which makes them excellent candidates. Other types of neural networks, such
as Simple Recurrent Networks (SRN) [11] and Parallel Distributed Processing (PDP)
[29], have also been shown to capable of finding important linguistic structures [7].
In order to identify the underlying processes necessary for such a system, an
interpretation would need to be made from cognitive principles, sound linguistic
theory, and real linguistic corpora data. In the following sections we will build a case
for a neural network interpretation of language perception, acquisition, and storage
for finding and encoding relevant acoustic structure from linguistically based acoustic
waveforms. We will test the network and interpretation in a manner such that we can
compare system to human perception of acoustic patterns. Our attention will focus
on phonemes as target linguistic forms, as these are arguably the most specifiable to
the acoustic domain compared to other linguistic forms (e.g., lexical items).
One caveat must be established first. The purpose of the approach detailed here is
to model human performance rather than to build an expert system in classification.
Expert systems in classification of acoustic patterns exist in large numbers, many of
which perform very well within specific domains. The model presented here needs
not only to perform well where humans perform well, but perform poorly where
humans also perform poorly.
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Human Classification Performance
Classification of phonemes is the recognition of an acoustic waveform as being, across
time, as the same, similar, or di↵erent from another waveforms. Original work on
categorical perception in language revealed class boundaries over relevant acoustic features between phonemes [28], for example between voice onset times (VOT)
between voiced and voiceless bilabial plosives. In addition, clean categorical boundaries can be produced for English vowels over spectral and duration parameters [24].
This indicates that speakers are able to recognize di↵erent phonemes by contrasts in
acoustic features across the acoustic signal.
Regular acoustic patterns can be thought of as cues which shape perception. A
set of cues being consistently identified as a form distinct from other forms indicates a
mapping from acoustic signals onto a multi-dimensional perceptual space over these
cues as part of the perceptual process. Linguistic classes like phonemes could therefore be thought of as occupying distinct spaces on a topology formed over relevant
cues.
It was previously, and indeed often currently, thought that detailed or redundant
acoustic information is lost during perception, perception relying on only relevant in-
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formation necessary to distinguish forms and storage being composed of only relevant
forms. On this viewpoint, the listener e↵ectively maps only linguistically relevant
acoustic features onto discrete categories, ultimately leading to distinct units of storage [28]. Linguistic relevance corresponds to only the minimal processes necessary
to form larger linguistic forms, while those not needed are lost or discarded and not
used in perception and storage.
However, it is not always the case that a category can be uniquely specified
by a given set of acoustic cues. Psycholinguistic experiments centered on finding
contrastive properties of perception and classification have revealed that even best
exemplars of categories can be recognized variably, as is the case between /s/ and
/T/ [19]. In addition, goodness tests reveal that categories have internal structure
over relevant cues [21]. Finally, even well defined categories have variable boundaries
based on cues not strictly in the acoustic domain, such as rate of speech and lexical
status [21]. This indicates that detailed information may not be lost in storage, but
rather the nature of categorization is more complex than previously thought.
Most attempts to map acoustic waveforms involve extracting statistically significant acoustic patterns. These patterns can be said to have perceptual ”meaning” as
they occur frequently enough to be important to perception. These include extracting ”features” such as ”plosive”, ”nasal”, ”a↵ricate”, or ”lateral”, many of which
have good correspondences to physical movements that take place in the vocal tract.
However, it is not always straightforward how to choose which cues are important
or redundant to the perception of a contrast, nor are there unique ways to build a
”meaningful” perceptual topology from a pure acoustic signal, as meaningful cues
are often interdependent. This makes the task of building a meaningful artificial
map from the acoustic signal to a perceptual space over a set of cues a difficult one,
as such a map potentially destroys vital information related to other cue patterns.
Such would be the case with fricatives, where noise length and intensity profile can
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be shown to both be important contrastive cues in perception. In this case, neither
feature can be changed without a↵ecting the other. Finally, since it is not always
the case that more salient cues are more important to perception of contrasts [1],
perceptual importance of cues cannot be established by salience properties alone.
That is not to say that perceptual categories of acoustic features are not important to perception; however, rather than to rather than assume these features as a
priori parts of the perception, if may be desirable to allow these features to emerge
heuristically from statistics. This approach allows for meaningful cues to emerge
as statistically relevant features of linguistic forms, but also allows for cues to be
context dependent. In this sense, a cue can have di↵erent emphasis based on the
statistics within the context it is used.
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Fuzzy ART for Classification of
Vowels in English
An interpretation of some basic principles of phoneme perception can be formed from
the above observations:
1) The perception process is such that acoustic information can be partitioned into
separate perceptual classes based on common patterns in acoustic information.
2) Acoustic information does not always uniquely identify phonemes, so phoneme
classes need to allow for variable membership.
3) Information that is not relevant to a contrast is not necessarily lost in the
perceptual process.
4) Meaningful cues are dynamic and interrelated in their role in perception, and
probably structurally heuristic.
We can build a model with processing features compatible with the first three
interpretations using fuzzy ART, as developed by Carpenter and Grossman [12] [13].
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The fourth we will address in future work, but serves to influence us not to construct
a feature space strictly from perceptually ”meaningful” components. Fuzzy ART is
a two layer neural system that heuristically learns a n-class clustering discriminator
function from input. Neurally the discriminator function is represented as connections of adaptive weights between the two layers: an input layer and a classification
layer. Each neuron on the input layer is a component or dimension of the input
space, while each neuron on the classification layer represents a class. Classification
occurs as an input pattern resonates with a classification node over the adaptive
weights, and learning occurs so as to adjust the weights to maximize the resonance
between a classification node and an input pattern.
The discriminator functions and input patterns have geometrical interpretations
over a feature space. Input is represented as points over the feature space, their
coordinates directly corresponding to their components over the input space. The
feature space can can have an arbitrary number of dimensions and can contain as
many redundancies as are included in the input.
The discriminator functions or class template are geometrically interpretable as
hyperboxes in the feature space. Hyperboxes are allowed a maximum size, and new
input expands a hyperbox to include the new input such that the new hyperbox
is the smallest one under a maximum size (Figure 3.1). ”Size” is determined by
some metric over the feature space, which is, in the case of a prototypical fuzzy
ART network, the sum of all the individual sides of the hyperbox or L1 norm. If no
hyperbox fits this criteria, a new class is formed with a null-size hyperbox centered
on the new point.
While final classification is based on the class with maximal resonance with an
input pattern, typically all classes will have some resonance with an input pattern, so
there are possibilities for a natural interpretation of ”goodness”, ”class confidence”,
or ”similarity”. Finally, internal structure is preserved, as the discriminator functions
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(a) Before Adaptation

(b) After Adaptation

Figure 3.1: The adaptation of 2 class hyperboxes given a new data point in a hypothetical 3-dimensional feature space. The smallest box under a maximum size is
expanded to include the new input point. All future points within this box will be
classified with the new point.

are defined over the entire feature space, rather than projections as would be the case
with the redundant information loss.
As a preliminary step we developed an initial prototype to our model using fuzzy
ART in order to test our interpretation in a simplified feature space. Acoustic patterns generally vary over time, all of which are critical for a complete picture of classification. Fuzzy ART by itself is not suitable for encoding time-dependent patterns, so
we chose a ”meaningful” feature space, where static features are known to be important to perception: major formants of vowels. While this contradicts our fourth interpretation, this is a necessary simplification for a first step to demonstrate Fuzzy-ARTs
ability to map linguistic input to a hypothetical perceptual space. As input we chose
12 common vowels in American English, whose representation in the input and feature space are the first four ”typical” formant values: I(n) = (F 0n , F 1n , F 2n , F 3n ).
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These phonemes can be discriminated well by English listeners solely by their formant
values, and they are essentially speaker averages and exclude formant transitions or
other time-dependent information. This is statistically static input, using only one
”case” of each vowel as input and not very natural, but another necessary simplification for this prototype.

3.1

Implementation

The Fuzzy ART algorithm we implemented has three real number parameters: a
choice parameter ↵ > 0, a learning rate parameter

2 [0, 1], and a vigilance param-

eter ⇢ 2 [0, 1], which a↵ect performance. The vigilance parameter ⇢, determines the
size in which class templates are allowed to grow: the smaller the vigilance parameter, the smaller template hyperboxes are allowed to grow, resulting generally in more
class templates. The learning rate parameter determines how quickly a hyperbox
grows to include an input: a learning rate of

= 1 will ensure an hyperbox exists

that includes an instance of an input, while lower

will only ensure that a hyperbox

grows toward an input.
We wrote our fuzzy ART algorithm using Clozure CL, an implementation of
Common LISP. LISP is an e↵ective programming language at handling indexed or
listed input, as lists have a very natural representation. This is advantageous as
input and templates have high level representations as lists, and LISP is particularly
powerful when making computations over lists.
The formant values for each vowel were taken from Hillenbrand data averaged
from 45 native speaking men, 48 native speaking women, and 46 native speaking
children [16], which we used to produce ordered input for the 12 point vowels in
American English: /i/, /I/, /e/, /E/, /a/, /æ/, /O/, /o/, /U/, /u/, /2/, and /3~/.
To ensure convergence in 2 epochs, the we used the norm-compliment of the data as
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input. The system was run with

= 1 (fast learning) and ↵ = 10 5 , also to ensure

convergence. Classifications were made for values of ⇢ = {0.80, 0.90, 0.93, 0.96, 0.99}.

3.2

Results

Figures 3.2a to 3.2e demonstrate linguistic input in a feature space made up of
formant values with F 0 values projected out. The 3-d cubes are the class templates
defined over the feature space, each of which have been artificially extended so that
border phonemes are completely encompassed.
The figures demonstrate several aspects and shortcomings of the templates as ⇢
is varied. For lower ⇢ up to 0.85, template structure is dominated by ordering. For
example, for ⇢ = 0.70, /a/ is closer to /O/, but gets classified with /E/ as the template
is under the maximum size and this template was formed before /O/ appeared on
the feature space. With fast learning, once a template is grown to include an input,
is a somewhat unlikely to be reclassified, regardless of alternate template sizes. As a
further example, this is strikingly evident in Table 3.2c, where /O/ is classified with
the earlier input, /a/, rather than with the much closer /2/ because of the later
presentation. There is a template in which /2/ already fits into, formed by /a/ and
/æ/. It is not until the the maximum template sizes are reduced with ⇢ = 0.88 that
/O/ and /2/ are classified together.
In addition, the topology itself heavily influences class formation, as the feature
space is euclidean with distance scaled to normalize each formant component space
separately. /3~/ is a point template as low as ⇢ = 0.50, purely because its distance
in the F 3 direction.
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(a) ⇢ = 0.50

(d) ⇢ = 0.88

(b) ⇢ = 0.70

(c) ⇢ = 0.85

(e) ⇢ = 0.95

Figure 3.2: Classification patterns for 5 di↵erent values of ⇢, fast learning, and a
presentation order of /i/, /I/, /e/, /E/, /a/, /æ/, /O/, /o/, /U/, /u/, /2/, and /3~/.

3.3

Discussion

Despite the above shortcomings, this simple fuzzy-ART algorithm is able to capture
some of the perceptual patterns reminiscent to some confusion patterns in human
performance [31] [16]. This is promising and encourages us to further expand the
model to accommodate some of the shortcomings.
Some of the more obvious shortcomings may be remedied when the presented

12

Chapter 3. Fuzzy ART for Classification of Vowels in English
⇢
0.80
0.90
0.93
0.96
0.99

Classes
(i, I, e, E, æ, a, 2)(O, o, U, u, 3~)
(i, I, e)(E, æ, a)(O, o, U, u, 2)(3~)
(i, I, e)(E, æ)(a, O, o)(U, u, 2)(3~)
(i)(I, e, æ)(E)(a, 2)(O, o)(U, u)(3~)
(i)(I)(e)(E)(æ)(a)(O)(o)(U)(u)(2)(3~)

Table 3.1: Classification patterns for 5 di↵erent values of ⇢, fast learning, and a
presentation order of /i/, /I/, /e/, /E/, /a/, /æ/, /O/, /o/, /U/, /u/, /2/, and /3~/.

input better represents statistically accurate linguistic input. The ordering of our
input preferentially ordered classes from front vowels to low vowels, which is hardly
statistically accurate. In addition, single prototypical tokens are hardly an accurate
representation of linguistic input, as these are the exact categories we wish to arrive
to heuristically.
With naturally variable input absolute category problem may still remain though,
as once a class is formed members can rarely leave, even if the class becomes statistically clustered far from a member. The only real way membership change is allowed
is if some set of points belonging to another class surrounds a hyperbox in such a
way that the hyperboxes overlap, but even in this case neither hyperbox will shrink
to reflect the change in membership.
There are several ways possible to address this. Setting the learning rate,

<1

will ensure that statistics play a more prominent role in the template distributions.
Templates can also be forced to shrink according to some criteria over time, making
it so that only statistically significant patterns survive. This will be a subject of
future work.
Very critically though, topological questions still remain. First and foremost
is whether a feature space made from formants is an appropriate space to model
vowel perception. Related to this is the perceptual relationship between components
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of the feature space: whether there should be a topology over the feature space
that influences template size. For example, F 3 could be scaled down such that the
di↵erences evident in /3~/ are less important to template size. Such a topological
scaling would ensure that templates tend to be less divided along F 3 than the other
formant values. In addition, a hypothetical correlative cost for F 1 and F 2 would
tend to make hyperboxes grow from low F 1 and F 2 to high F 1 and F 2. There is
probably initially little reason to assume that a feature space is euclidean or uniform,
and this may be an appropriate way to expand the model.
The topological problems could be solved by simply choosing the appropriate
space, varying the topological parameters until the behavior matches human performance. But it would be best to at least ascertain if there are some biological or
linguistic principles for topology formation, possibly to the point that the topology
is formed heuristically. One possible clue is that well known perceptual spaces are
often made up of components that are statistically significant. Such is the case with
formants, which are statically consistent patterns of vowels. The statistics of formant patterns could create a preference in the perceptual space toward their use in
perception.
However, while heuristic topologies are possibly important to modeling human
perception, they are not the central component of fuzzy-ART: that role belongs to
the templates. In the following discussion we explore how statistics should influence
template formation by building an interpretation of human learning.
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Classification and Language
Experience

4.1

Experience or Usage-Based Representations

There is ample evidence listeners form unique classification patterns depending on
experience. Native Japanese speakers typically have difficulty perceiving r/l contrasts
in English, and Spanish speakers can have difficulty with i/I contrasts [6] [24] [14],
each of these contrasts being absent in their native language.
Of equal importance is that recognition of the ”same” phoneme between languages often shows reliance on di↵erent cues or ranges of cues. Even when two
languages share contrasts, speakers often rely on cues di↵erently for perception [24].
This manifests itself in use, as with contrasts shared between Spanish and English,
where Spanish and English speakers di↵er on the formant patterns of similar point
vowels [3]. These di↵erences also occur in dialects, such as between native listeners
of American and Australian English, where listeners use cues di↵erently with perception of high front vowels [6]. By extension, this should apply to di↵erent speakers
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of the same dialect as they have unique language experience, though the di↵erences
may be less pronounced.
In observations of second language acquisition, it has been shown that cues can
have di↵erent roles in perception depending on the experience with L2. For L1 Spanish L2 English speakers, cue reliance in perception varies with the level of English
proficiency [24]. Studies for Japanese L1 English L2 show similar results [14].
These observations strongly indicate that we must allow for some sort of variability based on experience in the perception of phonemes. That said, it seems unlikely
that we can encode structure using generalized prototypes of cues, phonemes, or
other forms over the language. Therefore, traditional Natural Language Processing
software (NLP) would be incapable of producing a model that would predict the
above e↵ects, as such software would rely at some level on known prototypical forms
for their discriminator functions, instead of allowing classification to continuously
and heuristically change.

4.2

Models for Experiential Learning

There are some well known theories that are designed to account for experience and
phoneme classification, most notably prototypes and exemplars [17] [26]. In each of
these models, raw acoustic input is used to form classes, while statistically prevalent
features emerge as criteria of categorization. Prototype theory hypothesizes structure
as a central best member with all or relevant linguistic detail. Exemplar theory
hypothesizes structure as a cloud of related tokens with all linguistic information,
classification being dependent on regular patterns between members.
In prototype theory, the cues that make up the resulting category prototype
are statistical in nature, while the actual statistics, such as frequency information
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regarding the cues themselves are lost, as is the case with the frequency of phonemes
that formed classes in our prototype. Exemplar theory on the other hand retains the
statistics of the cues as the tokens and their frequencies form a structural hierarchy
between cloud members.
Exemplar and prototype theory are able to do very similar things, but each has
it’s drawback. Each is able to account for categorical perception goodness tests.
The big disadvantage to exemplar theory is the space needed to retain the spatial
distribution of tokens and the structural hierarchy can be arbitrarily large. This is
computationally intensive and not motivated from biological first principles. Next,
it’s unclear to what degree an exemplar is a member of a class, nor is there a straightforward way to determine the criteria for class membership, classification relying on
a complex computation over all relevant exemplars in a cloud to determine membership, the nature of which has not been resolved.
The structure from prototype theory scales as the number of categories, but it’s
unclear how new categories can emerge, nor do variations of a category have a representation. In addition, direct statistical information is not present in the prototype,
so it is not straightforward how prototypes change given new linguistic information.
Prototype theories generally have difficulty modeling categorical change, as group
dynamics within and between categories are not modeled well. Finally, there is no
natural way for prototypes to account for directional asymmetries, an e↵ect found
in child acquisition [19].

4.3

Language Acquisition

Ultimately, prototype and exemplar theory are purely models of classification and
have little predictive power on their own as models of language acquisition and perception. Fortunately, there are models based on psycholinguistic evidence which
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address patterns of perception and acquisition directly, including Perceptual Assimilation Model (PAM) [1], Speech Learning Model (SLM) [10], and Native Language
Magnet / Neural Commitment (NLM/NC) [19]. These in particular have had some
success describing and predicting perception and acquisition patterns in infants and
small children.
Although infants and young children show adult-like perception of native and nonnative sounds, their perception di↵ers from adults in some fundamental ways. First,
infants have a very limited lexicon and do not perceive phonemes phonologically as
adults do [1]. Next, they perceive more graded and indistinct boundaries between
categories, particularly during the proposed ”critical period” [30]. In child acquisition
of language, recognition of phonemic contrasts changes with exposure to language.
Newborns can recognize non-native contrasts which adults cannot, despite having
no exposure to them [18]. As the child experiences their native language over time,
they can lose contrasts not perceived by adults [1] [19]. Finally, some native contrasts
decline, while some non-native contrasts can be retained [1] [19] [32].
PAM has had more success than SLM in predicting L2 learning and child acquisition [1] [14]. PAM predicts maintenance and loss of perception of contrasts based
on the gestural similarity of tokens to established categories, predicting recognition
of non-native contrasts based on these similarities, but falls short when predicting
facilitation [19]. The predictions that PAM makes are purely maintenance and loss
by means of gestures, and PAM does not make predictions regarding how much
loss or maintenance results from particular gestures. In addition, while Best makes
arguments against acoustic cues in favor of gestures for perception, the focus is almost entirely on the salience of cues and not on their statistics. Finally, it seems
questionable that regularities in gestures and acoustic patterns aren’t interrelated in
some non-arbitrary way, such that gestural patterns manifest themselves as acoustic
regularities.
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NLM/NC argues that ”learning of the acoustic and statistical regularities of ambient speech alters neural tissue; neural connections responding to ambient regularities are strengthened.” [19]. NLM/NC has had success predicting loss, maintenance,
and facilitation in child acquisition [19]. What is interesting about NLM/NC is the
hypothesis that statistically regular patterns promote facilitation of phonemic contrasts. In essence, NLM/NC recognizes that perception of phonemes depends on the
statistics of cues rather than the salience of the cues themselves.
The above observations motivate us to add some additional interpretations to out
model:
5) Acoustic regularities, or cues are fundamental to higher structure, at least with
phonemes.
6) Experience changes the nature in which cues are used, such that more frequently used cues are more important to perception of categories than less
frequent ones.
7) Class membership needs to be allowed to change such that di↵erent cues become
more or less important to perception as the statistics of exposure changes.
The fifth interpretation indicates acoustic regularities need to be encoded in order
to accurately model phoneme perception. In essence, if our pattern recognition
system could build templates of cues, phonemes could emerge as some organization
of those templates. In this, phoneme templates could be build from cue-template
patterns.
The sixth interpretation is related to the above discussion regarding topologies.
If indeed certain features were less important to a contrast, that could correspond to
certain portions of the feature space ”shrinking” so that templates in that direction
became less sensitive to those variations. In the case of the vowel formant model
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above, this could correspond to the metric used to compute template sizes being
changed slowly in the F 3 direction to reflect the lack of clustering the that direction. This will be the subject of future work, after the feature space itself has been
presented.
This approach is an alternative to prototype and exemplar theories: rather than
encoding the statistics in the class itself, the statistics are reflected by the topology
of the space in which classification is measured. This seems conceptually compatible
with NLM/NC, as relative amounts of connective tissue is mathematically representable as a topology, neural activity patterns being points on that topology.
The fifth interpretation also seems to reiterate the issue of ”fast learning” and
non-shrinking hyperboxes. This will also be addressed in future work, possibly by
slowing learning and/or allowing for templates to shrink with time.

4.4

The Feature Space

At this point, we lack the linguistic insight to build a feature space that would
allow for the type of heuristic categories above that are seen across all languages.
This motivates us to use a more biological basis for building the initial feature space
designed to capture cue patterns. The Auditory Image Model of Peripheral Auditory
Processing (AIM) [25] [27] is partially a cochlear simulator which can transform
acoustic waveforms into a neural activity pattern (NAP), which is a discrete set of
frequency responses over time. The cochlear simulator is composed of two modules:
a gammatone auditory filerbank (GTFB ) which performs a spectral analysis of the
waveform simulating basilar membrane motion in the cochlea and 2-dimensional
adapted-threshold units that transduces the membrane motion, converting it into
a multi-channel representation of a NAP [27]. The output of the NAP is a timesequenced set of vectors over each gammatone filter.
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We can use AIM to generate a discrete set of frequency responses from linguistic
waveforms as input to the first layer. This ignores any biological post-processing
that may occur between the cochlea and perception, but it is at least unbiased by
our knowledge about how the perceptual space should be organized. If there are
any issues, they should occur across input from all languages, as biological postprocessing should be uniform.
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A Temporal Fuzzy ART
Architecture
Our prototype used time averages of vowel frequency patterns, and in general acoustic
waveforms are time-varying and have important patterns across frequency variation.
For example, it has been shown that vowels can be recognized with their stable
formant information removed, leaving only formant transitions and extra-segmental
information intact. Also, perception of plosives is time-dependent [20], perception
depending on voice onset time and other time dependent cues. Finally, duration has
been shown to be an important cue in English vowels, for example /i/ and /I/.
Healy and Caudell [15] have proposed a modification to the fuzzy-ART algorithm
that is capable of processing and encoding time-dependent input, building templates
of time-varying patterns. Their work has primarily been used for pattern recognition
for moving visual data, but should be naturally adaptable for acoustic input.
The temporal fuzzy-ART architecture uses two fuzzy-ART units, s and s0 with a
temporal integration unit between them (Figure 5.1). Each fuzzy-ART unit has it’s
own parameterization: ↵, , and ⇢ for s and ↵0 ,
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, and ⇢0 for s0 . The first unit s is
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Fuzzy-ART unit s

Temporal Integrator I

Fuzzy-ART unit s'

Figure 5.1: The three part temporal fuzzy ART architecture

presented a time-sequential set of input from which templates are formed. s is blind
to the time ordering, forming templates based purely on static patterns. For any
particular state of the first s at time t, there is a total number of templates T (t). For
each input presented to s, this activates a single template, which can be interpreted
geometrically as a unit vector in a T (t)-dimensional space.
The temporal integration unit is designed to capture the temporal ordering of the
input by establishing a recency gradient over a sequence of templates from unit s.
The state of the integration layer I(t) is a T (t)-dimensional vector over the s-template
space where each component represents the recency that an s-input activated each
template. At each time step, t, and the presentation of template i from unit s, each
component of the temporal integrator, I(t)j corresponding to template j on unit s
is updated by:

Ij (t) =

(

1,
Ij (t

i = j,

(5.1)

1) · d, i 6= j,
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Figure 5.2: NAP for phoneme sequences /Ad/ and /æt/

where d is the down-time-constant. The temporal integrator essentially timeintegrates its components down for every time step from the time of each template
presentation. The number of e↵ective time steps since the last template j was presented to I is given by nj =

ln(Ij )
,
ln(d1 )

and the real time since the presentation is t = n t.

Each state of the temporal integrator, I(t) is presented to the second fuzzy-ART
unit, s0 . I(t) is geometrically interpretable as a point in the T -dimensional feature
space, from which s0 uses to build templates. In this, s0 builds templates of similar stemplate sequences in time. The feature space of s0 grows monotonically as templates
over s are formed.

5.1

Temporal Fuzzy-ART with NAP input

As time-sequential input to s, we use

t time-averaged time slices from the NAP,

and the first fuzzy ART, s unit creates templates of individual NAP time slices.
A NAP is essentially a time-varying frequency profile (Figure 5.2). Using this as
input, the s-templates are geometrically interpretable as hyperboxes in a feature
space composed of broadband filter channels. When a NAP time slice is presented,
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Figure 5.3: a) Side lengths for a template across presentations for s over NAP timeslice presentations. These grow monotonically with presentation.
b) Side lengths for a template across presentations for s0 .

the sides of the corresponding hyperbox is expanding monotonically to enclose the
NAP pattern (Figure 5.3a).

NAP time slices are presented sequentially in time, so there is a correspondence
between the sequence of presented NAP time slices and the sequence of resonating
s-templates. The temporal integrator establishes the recency gradient between stemplates (Figure 5.4) and s0 builds templates from those recency gradients (Figure
5.3b).

It seems appropriate to link each template on s conceptually to a static acoustic
cue. Given that cues are encoded into s as templates, time varying acoustic cues
and phonemes should emerge as templates of time-sequence templates of s-templates
over s0 . The more frequent cues over s are more important to formation of templates
over s0 , as these are presented more to the temporal integrator and s0 .
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5.2

Approach

In this section we describe the process of classifying time-dependent phoneme input
through the di↵erent components of our model: a speech synthesizer (Festival) or
natural speech input, a cochlear simulator (AIM), a fuzzy ART unit, a temporal
integrator, and a second fuzzy ART unit (Figure 5.5). The final output is a sequence
of classifications from the second ART unit, from which we will derive a simple
discriminator function.
For the first part, we produced prototypical waveforms using Festival, a speech
synthesis package developed out of the University of Edinburgh [8]. Festival provides
a general framework for developing phoneme to speech systems, allowing us to produce acoustic waveforms with a high level of control. We produced speech sounds
using a diphone for more predictable input patterns, allowing for simpler analysis.
For the second part, we produced real speech input for the classifier. The synthesized speech, regardless of the variation in phoneme sequence input, produces almost
the exact same waveform for each phoneme, an aspect not found in natural speech.
The exception to this is at vowel-consonant boundaries, at which Festival attempts
to simulate some of the formant transitions found in natural speech.
The natural speech waveforms were produced in an uncontrolled environment
by an adult male speaker of American English. The speaker was not a trained
phonetician, and the speech was recorded using the built-in mic on a Apple Macbook
Pro, recorded with Amadeus Pro, a waveform manipulation program. The resulting
waveforms were trimmed to have minimum initial silence and to be approximately
400ms in length.
We restricted the input to VC syllable combinations to simplify analysis. Consonants for the synthesized speech were /t/, /d/, /k/, and /g/ and vowels were, /i/,
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/I/, /E/, /æ/, /A/, and /u/. Consonants for the natural speech were the same, while
vowels were /i/, /E/, /æ/, and /o/.

The acoustic waveforms were used as input to AIM [27], which processed the
sounds into NAPs.

t for the NAP output was in general much smaller than 6ms,

so in general averaged over NAP output to produce the desired

t. The output of

the NAP depends on a set of parameters, some of which can be used to adjust the
frequency bin size, others of which are more related to cochlear dynamics. Both were
chosen to balance computation power with performance.

It should be noted that Patterson prefers the Stabilized Auditory Image (SAI )
over the NAP as a description of auditory processing [27]. The SAI is basically a 2-D
acoustic perceptual image in time, the added dimension being the result of strobed
temporal integrations over the NAP. It suffices to say here that Patterson’s issues with
the NAP are related to sound perception and not raw informational aspects of the
NAP. Our system will be able to capture important perceptual patterns directly from
the NAP, as the perceptual problems related to the NAP are related to mismatches
between NAP features and direct human performance.

Not all the details of the NAP are known well to us, and some modification may
be necessary in order to better model human performance. One is whether the NAP
applied some form of Webber’s law, which would be needed to ensure that di↵erential
perception improves with lower gain. This needs to be explored in more detail, but
necessary modifications would be simple, requiring only a log transformation on the
input. At this point however, system performance was sufficient without verifying
AIM performed a Webber’s law transformation on the NAP output.
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5.3

Setup

Each acoustic waveform generated by Festival was approximately 430ms in length
with about 100ms of silence before and after the waveform. AIM converted these
into NAPs composed of 50 broadband filter channels with 69 time channels composed
of 150 samples each. We chose the time slice sizes from the NAP to be on the order
of half the size of the smallest static acoustic feature. Plosives are fairly small and
have an extent of about 12ms, so we chose

t ' 6ms. The samples were ultimately

averaged over to create input for the first ART unit composed of 50 channels over
69 time steps for a

t of about 6.2ms.

Each natural speech waveform was approximately 400ms in length with less than
10ms of silence preceding and following. AIM converted these into NAPs composed
of 50 broadband filter channels with 59 time channels composed of 150 samples each.
The samples were averaged as above for a

t of about 6.8ms.

For the ART parameterization, we chose ↵ = ↵0 = 10
0

5

and fast learning,

=

= 1. This was to ensure fast convergence for this demonstration. ⇢ and ⇢0 were

chosen based on system performance.
We set the down-integrating constant by a threshold, ✓, after ⌧ time steps of
which the integrator should down-integrate the presentation of an s-template to ✓
and then set the value to 0. This was done to control the time scale from which the
s0 builds templates.
We initialized the system by running first only with the first fuzzy-ART unit s
with completely randomized input. This was done because template formation was
influenced by the monotonic increase of the responses of frequency channel as the
acoustic waveform moved from silence to vowel. This can cause several problems,
as low-intensity input will tend to form templates together when presented in near-
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sequence in the absence of any high-intensity input. The network was initialized for
each data set, meaning that the synthesized and naturally-produced speech did not
share templates.

5.4

Results

It was generally difficult to build a discriminator for consonants and vowels together.
Consonant templates were very sensitive to time scale parameters, which proved
them to be difficult to analyze. Vowels, however, were relatively insensitive to parameterization, thus easily discriminated and the focus of our analysis.
Generally, vowel discrimination improved with longer temporal integration times,
⌧ . For the synthesized speech, we found very good performance for ✓ = 0.01 and ⌧ =
25 corresponding to 155ms for the synthesized speech and 169ms for the naturally
produced speech, corresponding to most of the temporal extent of any given vowel.
For the vigilance parameters, ⇢ = 0.87 and ⇢0 = 0.67 for both sets of data proved to
be good choices.
Table 5.1 shows the template sequences for each of the 24 phoneme sequences of
synthesized speech. From the correlations between template and input we can build
a discriminator function based on the appearance of a template: Table 5.2 shows an
example of a set of discriminator functions for the synthetic speech. Tables 5.3 and
5.4 show the template sequences and an example set of discriminatory functions for
the 16 naturally-produced phoneme sequences.
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Table 5.1: Template Sequences for Phoneme Sequences
/Ad/ 0 0 0 0 0 0 0 0 0 0 0 0 0 1
/Ag/ 0 0 0 0 0 0 0 0 0 0 1 1 1 1
/Ak/ 0 0 0 0 2 2 2 0 0 2 2 2 2 2
/At/ 2 3 3 2 2 3 3 3 3 3 3 3 3 3
/æd/ 4 4 4 4 4 4 4 5 5 5 5 5 5 5
/æg/ 7 7 7 7 7 7 7 7 7 8 8 8 8 8
/æk/ 9 9 9 9 9 9 9 9 9 9 9 10 10 10
/æt/ 4 4 4 4 4 4 4 10 10 10 10 10 10 10
/Ed/ 11 11 11 11 11 11 11 11 11 11 11 11 11 11
/Eg/ 11 11 11 11 12 12 12 12 12 12 12 12 12 12
/Ek/ 11 11 11 11 11 11 11 11 13 13 13 13 13 13
/Et/ 11 11 11 11 11 11 14 14 14 14 14 14 14 12
/Id/ 15 15 15 15 15 15 15 15 15 15 15 15 15 15
/Ig/ 15 15 15 15 15 15 15 15 15 15 15 15 15 15
/Ik/ 15 15 15 15 15 15 15 15 15 15 15 15 15 15
/It/ 15 15 15 15 15 15 15 15 15 15 15 15 15 15
/id/ 16 16 16 16 16 16 16 16 16 16 16 16 16 0
/ig/ 16 16 16 16 16 16 16 16 16 16 16 16 16 16
/ik/ 4 16 16 16 16 16 16 16 16 16 16 16 16 16
/it/ 4 16 16 16 16 16 16 16 16 16 16 16 16 16
/ud/ 17 17 17 17 17 17 17 17 17 17 17 17 17 17
/ug/ 15 15 17 17 18 18 18 18 18 18 18 17 17 17
/uk/ 15 15 17 18 18 18 18 18 18 18 18 18 18 18
/ut/ 10 19 19 17 17 19 19 19 19 19 17 17 17 17
Template sequences over s0 for phoneme sequences
of final silence portion have been removed.

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1
5 5 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 6 6 6 6
10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 1 1 1
10 10 10 10 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 1 1
13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 1 1 1 1
12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12
15 15 13 13 13 13 13 13 13 13 13 13 13 13 13 13 10 6 6
15 15 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13
15 15 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13
15 15 15 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13
0 0 0 0 10 10 10 10 10 10 10 10 10 10 10 10 6 6 6
16 16 16 16 16 16 16 16 16 16 16 16 16 13 13 0 0 0 0
16 16 4 13 13 13 13 13 13 13 13 13 13 13 13 13 13 1 1
17 17 17 17 17 17 17 17 17 17 17 10 10 10 10 10 10 10 10
13 13 13 13 13 13 13 13 13 13 0 0 0 0 0 0 0 0 0
17 17 17 17 17 17 13 13 13 13 13 13 13 13 13 13 13 13 13
18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 13 13
17 17 17 17 17 17 13 10 10 10 10 10 10 10 10 10 10 10 10
for the synthetic speech input. Initial silence portion and some

Table 5.2: Example Discriminator Functions for Synthetic Vowels
Templates
1
2, 3
5, 7, 8, 9
4
11, 12, 14
15
16
18, 19

Vowel
/A/
/A/
/æ/
/æ/
/E/
/I/
/i/
/u/
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Error
0.69
0
0
0.25
0
0
0
0
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(a) /æg/

(b) /æk/

(c) /Eg/

(d) /Ek/

Figure 5.4: Integrator states across time for 4 di↵erent phoneme sequences. a) and
b) share vowels and are more similar, while c) and d) share vowels and are more
similar
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Phoneme Sequence

Festival
waveforms
AIM
NAP
Fuzzy-ART Unit s
s templates
Temporal Integrator I

Fuzzy-ART Unit s'

Figure 5.5: The phoneme classifier
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Table 5.3: Template Sequences for Phoneme Sequences
/æd/ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
/æg/ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
/æk/ 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1
/æt/ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
/Ed/ 4 4 4 4 4 4 4 4 4 4 4 4 3 3 3
/Eg/ 4 4 4 4 4 4 4 4 4 5 5 5 5 5 3
/Ek/ 5 5 5 4 4 4 6 4 6 6 6 6 6 3 3
/Et/ 8 8 8 8 8 5 5 5 9 3 3 3 3 3 3
/Id/ 10 11 11 11 11 11 9 12 12 12 12 12 11 11 11
/Ig/ 14 15 15 15 15 15 15 15 16 16 16 16 16 17 13
/Ik/ 18 18 18 18 19 19 19 19 19 19 10 10 10 10 10
/It/ 17 18 18 18 18 18 19 19 19 19 19 19 10 10 10
/od/ 22 22 22 22 22 22 22 22 22 22 22 13 23 13 13
/og/ 26 26 26 27 27 28 28 28 29 29 29 12 29 29 29
/ok/ 31 28 28 31 32 32 32 32 33 33 33 33 33 24 24
/ot/ 35 35 35 35 36 36 36 36 36 24 24 24 24 24 24
Template sequences over s0 for phoneme sequences for
final silence portion have been removed.

0 0 0 0
1 0 0 0
1 1 1 0
1 1 1 1
3 3 3 3
3 3 3 3
3 3 3 3
3 3 3 3
13 13 13 13
13 13 13 13
10 10 10 10
10 10 10 10
13 13 23 23
29 24 24 24
24 24 24 24
24 24 24 24
the natural

0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 3 3
3 3 3 3 3 3 3 3 3 3 3 3 3 0
3 3 3 3 3 3 3 3 3 3 3 3 3 3
3 3 3 3 3 0 0 0 0 0 0 0 0 0
3 3 3 3 3 10 10 10 10 10 10 10 10 10
3 3 3 3 3 3 3 3 10 10 10 10 10 10
10 10 10 10 10 10 10 10 10 10 10 10 10 10
10 10 10 10 0 0 0 0 0 0 0 0 0 0
10 10 10 10 10 10 10 10 10 10 10 10 10 10
23 13 13 3 3 24 11 11 11 11 23 23 24 3
24 24 24 24 24 10 10 10 3 3 3 3 10 10
24 24 10 10 10 10 10 10 10 10 10 10 10 10
10 10 10 10 10 10 10 10 10 10 10 10 10 10
speech input. Initial silence portion and some of

Table 5.4: Example Discriminator Functions for Naturally-Produced Vowels
Templates
1
4, 5, 6, 8
12, 16, 19
22, 24

Vowel
/æ/
/E/
/I/
/o/

33

Error
0
0
0
0

Chapter 6
Conclusion
Overall, the discriminator functions perform well within their scopes. They are able
to correctly discriminate between vowels with a reasonable degree of error.
The discriminator functions su↵er in a few places, most notably for the input
presented first. The silence template tends to be small compared to others because
silence is essentially a hyperbox with only one side corresponding to the zero-intensity
static frequency pattern presented to s with little variation. When vowel s-templates
begin to be presented to the temporal integrator and the down-integrated templates
are presented to s0 , the cost of incorporating the silence in the first vowel template is
fairly low. This will be fixed by allowing randomization to form s0 -templates, which
will build a silence-template large enough to disallow further growth yet lack the
shape of any particular vowel.
This may also be improved by using more statistically accurate input and allowing
for a heuristic topology. The statistical variations should form a silence-template
possibly large enough to exclude vowels. Also, as silence may be fairly pervasive in
natural speech, a topology could be introduced to reflect this which would increase
sensitivity of classification to low-intensity input. The result of this is that the cost
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of making hyperboxes that combine low-intensity points with higher intensity ones
higher, thus making silence/vowel templates more unlikely.
Questions remain about the performance, which have not been resolved yet. For
the synthesized speech, template 13 seems overly pervasive, initially appearing as a
strong indicator of /Ek/, but then overwhelmingly becoming a /I/ and then appearing
in some cases with /i/ and /u/. This may be a matter of a bad choice of the
vigilance parameter, ordering, the expression of some shared feature unknown to
us, interactions with consonant, etc. Other templates display similar and strange
behavior, such as 10 and 17.
With the synthesized speech the question arises why there is any variation in
templates in the first place with vowels. The synthesizer produces fairly uniform
waveforms with phonemes, so multiple templates with the same vowel, at least at
earlier times before the consonant expressed itself, could be interpreted as an error.
An analysis of the acoustic waveform, however, did show some variation between
waveforms produced from the same vowel phoneme. What is missing here is the
similarity between di↵erent templates.
An example of this can be seen in Figure 6.1 which show template 8 and 14 on s.
These are portions of the /æ/ waveform which an analysis showed are mostly similar
with some small variation which cause them to be classified di↵erently for di↵erent
presentations.
Template 8 and 14 are somewhat similar to each other, but not enough to be
the same given the vigilance. This may be useful information once phoneme classification occurs. The issue may simply come down to overly high vigilance, but the
parameters were chosen to better discriminate between vowels: lowering the vigilance may cause more shared templates between vowels increasing the error in our
discriminator functions.
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Figure 6.1: Templates 8 and 14. The overlaps of which are in dark blue.

This may be improved by introducing statistically-induced heuristic topologies.
Depending on the statistics of the frequency distributions, this may raise or lower the
importance of the similarities and di↵erences of the two templates. In addition, rather
than forwarding the winning template to the temporal integrator, the ”suitability” of
the input to other templates could also be forwarded. This will be a focus of future
work.
Ultimately, this demonstration displays the capabilities of fuzzy-ART to heuristically form classifiers for vowels for both synthetic and natural speech. However,
the system needs to be tested with a wider range of data before absolute conclusions
of its performance can be made. A natural extension of this model would be to
use a much larger, far more variable data set, possibly extracted phrases of natural
occurring speech. Such an input would provide the desired variation in which to test
our model, though modifications would need to be made for analysis.
Crucially though we are at a point where we can expand the model in any number of directions. The model needs to include our sixth and seventh interpretations,
allowing for classes to change over time and to be a↵ected by the frequency of presented input. When implemented with more ”natural” linguistic input, we will be
in a position to begin comparing performance to human performance.
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