Conditional Gaussian changepoint models are an interesting subclass of jump-Markov dynamic linear systems, in which, unlike the majority of such intractable hybrid models, exact inference is achievable in polynomial time. However, many applications of interest involve several simultaneously unfolding processes with occasional regime switches and shared observations. In such scenarios, a factorial model, where each process is modelled by a changepoint model is more natural. In this paper, we derive a sequential Monte Carlo algorithm, reminiscent to the Mixture Kalman filter (MKF) [1] . However, unlike MKF, the factorial structure of our model prohibits the computation of the posterior filtering density (the optimal proposal distribution). Even evaluating the likelihood conditioned on a few switch configurations can be time consuming. Therefore, we derive a propagation algorithm (upward-downward) that exploits the factorial structure of the model and facilitates computing Kalman filtering recursions in information form without the need for inverting large matrices. To motivate the utility of the model, we illustrate our approach on a large model for polyphonic pitch tracking.
INTRODUCTION
Time series models with switching regimes are useful in various areas of applied sciences, such as control, econometrics, signal processing and machine learning, see, e.g, [2] . In these disciplines, many phenomena of interest can be naturally described as a sequence of regimes, where, conditioned on the latent regime label, observed data is thought of as a realization from a (simple) model. ' We use the notation ["text"] to denote an indicator function that evaluates to 1 (or 0) when the proposition "text" is true (or false The difficulty of this optimisation problem stems from the fact that a potentially intractable integral needs to be evaluated for each of the exponentially many configurations rl:K. Such "hybrid" inference problems, also known as MMAP (Marginal Maximum a-posteriori [3] ) are significantly harder than computing expectations and marginals (which only involves integration) or optimisation (which only involves maximisation) [4] . This is due to the fact that the "inner" integration over a subset of the variables renders the remaining variables fully coupled destroying the Markovian structure which in turn renders the "outer" optimisation problem a hard joint combinatorial optimisation problem2. Rk) where Ak, Qk denote the transition matrix and noise covariance, Ck, Rk denote observation matrix and noise covariance and 1Mk, Vk are reinitialization mean and noise covariance. We assume these are known given rk, i.e. we have Ak = A(rk), e.t.c. Intuitively, the model is tractable because the integral can be computed analytically and when a changepoint occurs, all the past memory in the state variable 0 is "forgotten". In this case, it can be shown that one can introduce a deterministic pruning schema that reduces the number of exponentially many filtering potentials /(Ok rl:k) to a polynomial order and meanwhile guarantees that we will never eliminate the prefix of the MMAP configuration rl.k (e.g. see [6] ). This exact pruning method hinges on the factorisation of the posterior for the assignment of variables rk = new that breaks the direct link between Ok and Ok-1.
However, for many real-world applications, that involve independent and several simultaneously occurring events, a single changepoint model may not be sufficient. For example, in video surveillance independent objects can enter and exit the scene and we may be interested in infering their trajectory or visual features, given only video data. Another application is in sound analysis and music transcription where independent sound sources occur simultaneously and these need to be separated and segmented jointly [6] . For such scenarios, it is convenient to model each object/source by an independent changepoint model. We call such models factorial changepoint models. 
FACTORIAL CHANGEPOINT MODEL

Sequential Inference
One theoretically justifiable inference method for the MMAP problem is simulated annealing (SA). However, SA is an inherently batch method requiring simulation of a Markov Chain with a logarithmic cooling schedule [7] . For switching Kalman filter models, the analytical structure due to conditional Gaussianity can be exploited to design an efficient Rao-Blackwellized MCMC sampler, where it is sufficient to sample from the latent switches r and integrate out the continuous state variables 0 analytically [8] .
The sequential counterpart of this algorithm is Rao-Blackwellized particle filter (RBPF) [1, 9] , that for the conditional Gaussian case is known as the mixture Kalman filter. While RBPF is not directly relevant for computing the MMAP but rather approximating the posterior by a weighted set of samples, we have found empirically that for a given computational cost the solution quality can be significantly better than a naive SA implementation (e.g. see [10] ). Moreover, many real-time applications require sequential inference only.
A generic Rao-Blackwellized particle filter approximates the conditional filtering potential by a collection of Gaussian kernels
where each kernel is of form Z(i)AV(0k; Q(i), z(i)) with mean ,u , covariance Ez(i) and z f dOkji. However, the factorial structure of the model prohibits the computation of the optimal proposal distribution (the filtering distribution) for the (i)'th particle q = p(rk Yl:k, r(i) 1 The advantage of this organisation is that the proposal can be evaluated for every configuration rk C 7i1 directly. To see the other advantage, consider the Kalman prediction in information form
A -FTS-1F
where A= b1kdiag{K2 1], 4Q-1 and 
DISCUSSION
In this paper, we have described a time efficient method to evaluate the filtering density for a factorial changepoint model. The advantage of the method is that the likelihood of a configuration and its 1-neighbours can be computed efficiently and numerically stable -only matrices of size equal to the bandwidth of the transition matrix need to be inverted. The disadvantage in contrast to the direct approach is increased storage requirement: the downward (or upward) messages need to be stored.
Clearly, the upward-downward propagation can be used to compute the likelihood of all configurations with Hamming distance one to an arbitrary configuration, not only the zero changepoint configurations r,eg. This could be used to design an off-line Rao-Blackwellized Metropolis algorithm.
One other alternative approach, that we have not addressed here is to compute a variational approximation to the exact filtering density by variational methods such as mean field or expectation propagation [13] . The former of these approaches requires the propagation equations to be in information form, hence upward-downward algorithm is useful here, too.
