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Abstract
We study nonlinear matrix equations of the form Ax  f x, where f is mildly
nonlinear. We identify a particular set, called the Fucik spectrum or resonance set,
which is relevant to questions of solvability of the equation. We develop theorems to
describe the spectrum and show how it relates to the solvability of the matrix equation.
We see that a small perturbation in the constant coecients in f may cause a radical
change in the character of the solutions of Ax  f x. Ó 1999 Elsevier Science Inc. All
rights reserved.
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1. Introduction
In studying the numerical approximation to a nonlinear partial dierential
equation we have encountered a finite dimensional nonlinear matrix equation
of the form
Ax  f x; 1:1
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where A is an n n matrix and f is in a class of functions which we call ‘‘mildly
nonlinear’’. Examples of such functions are, for f x  f1x; . . . ; fnx:
fix  kjxij  lxi; fix  expÿkix _x; ki P 0;
f x  kxi  l

r2  x2i
q
; fix  jxij  xi  sinxi;
any bounded function. We identify a particular set, which we call the ‘‘Fucik
spectrum’’ or resonance set following a dierential equations model, as in [6,2].
This set determines the regions in the plane on which the Brouwer degree of a
function relevant to our equation may change. These are the regions on which
there may be a change in the number of solutions. We present some theorems
to describe the spectrum, indicate how to compute the spectrum of a given
square matrix, and include an example to illustrate the change in the number of
solutions.
These results are of interest for at least two reasons. In the matrix equation
itself we see that a small perturbation in the constants of f x (caused possibly
by numerical round o or inaccurate measurement) may cause a radical change
in the character of the solutions. Secondly this may be of importance to the
numerical treatment of the dierential equation
ÿDu  f u;
ujoX  0; X  Rn;
where
lim
t!1
f t
t
 a; lim
t!ÿ1
f t
t
 b:
This type of equation occurs in such diverse problems as suspension bridges in
engineering [7] and competing species in biology [4]. Investigating the solv-
ability of such equations and the nature of the Fucik spectrum is the topic of
much current research, e.g. [11,10,9,8,1,3].
In Section 2 we make appropriate definitions and introduce the type of
nonlinear equation which we will study.
In Section 3 we provide a theorem which describes the Fucik spectrum for
a real self-adjoint n n matrix. We prove a second theorem regarding the
existence of solutions to (1.1) if f is mildly nonlinear. The proof of the
theorem illustrates how to calculate the resonance set for a given n n
matrix.
In Section 4 we develop a method to calculate the spectrum for a 2 2
matrix and provide some higher order matrix examples.
In Section 5 we show in the 2 2 case how the spectrum aects the solv-
ability of (1.1).
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2. Definitions and preliminaries
Let A be a real n n matrix and
x 
x1
..
.
xn
264
375
be an n-vector.
Definition 2.1. Let
x 
x1
..
.
xn
264
375 and xÿ  x
ÿ
1
..
.
xÿn
264
375; where xi  maxxi; 0:
Consider the equation
Ax  ax ÿ bxÿ: 2:1
Definition 2.2. The Fucik spectrum, denoted by Aÿ1, of an n n matrix A is
Aÿ1  fa; b 2 R2 j there is a nontrivial solution to 2:1g:
The following facts are straightforward to check.
Lemma 2.3.
(a) x  x ÿ xÿ.
(b) jxj  x  xÿ.
(c) The functions  are continuous.
(d) If x is a solution to
Ax  ax ÿ bxÿ;
then rx is a solution for all real r P 0.
Definition 2.4. Let f : Rn ! Rn be a function. Then f is mildly nonlinear if
f x  ax ÿ bxÿ  gx;
where
lim
kxk!1
gx
kxk 
0
..
.
0
24 35 and kxk  x21      x2nq :
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We study the Fucik spectrum of a self-adjoint matrix A and its eect on the
existence and multiplicity of solutions of the equation
Ax  f x; 2:2
where f is mildly nonlinear.
3. Theorems
We obtain the following description of the spectrum.
Theorem 3.1. Let A be a matrix with real eigenvalues of order n. Then the Fucik
spectrum of A is a subset of a set of finitely many algebraic curves. In particular,
the Fucik spectrum does not contain an open set.
Proof. We need to find a; b for which there are nontrivial solutions to
Ann
x1
..
.
xn
264
375  a x

1
..
.
xn
264
375ÿ b x
ÿ
1
..
.
xÿn
264
375: 3:1
This is a system of n equations in n unknowns of the formX
j
aijxj  axi ÿ bxÿi
or, equivalently,X
j
aijxj  axi if xi P 0;bxi if xi < 0:

Let
Q  fQ  qijj where Q is an n nmatrix with qij  0 for i 6 j
and qii  1 or 0g:
Thus Q consists of all n n diagonal matrices with 0 or 1 in the diagonal. There
are 2n such matrices.
Put
pa; b  detAÿ aQÿ bI ÿ Q; 3:2
where Q 2 Q. Then p is a polynomial in a and b which depends on Q. There are
2n such polynomials. Eq. (3.1) has a nontrivial solution only if pa; b  0. The
set fa; b j pa; b  0g is an algebraic curve in R2. It is closed and does not
contain any open set since a nontrivial polynomial of degree n does not vanish
in a neighborhood of any point. The Fucik spectrum of A is contained in the
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union of all such curves of the form pa; b  0. Hence the Fucik spectrum does
not contain an open set. 
Remark 1. The question of whether or not the spectrum of a self-adjoint dif-
ferential operator contains an open set is a current research problem [3]. This
theorem answers this question for the matrix case.
Next we discuss the existence of solutions to (3.1).
Lemma 3.2. Aÿ1 is a closed subset of R2.
Proof. Let fxng be a sequence of vectors such that
Axn  anxn ÿ bnxÿn :
By Lemma 2.3 we may take kxnk  1 so that the set fxng is a subset of the unit
sphere. Hence it has a convergent subsequence fxnjg, where xnj ! x and
kxk  1. Now A is continuous as are multiplication by scalars and . Hence
Axn ! Ax, anxn ! ax, bnxÿn ! bxÿ. Therefore x satisfies
Ax  ax ÿ bxÿ
and a; b 2 Aÿ1. 
We prove Theorem 3.3 using Brouwer degree theory. See, for example, [5].
We use in particular the following properties of degree:
(a) (Homotopy invariance) Deght; ;X; y is independent of t whenever
h : 0; 1  X! Rn is continuous and y 62 ht; oX for every t 2 0; 1.
(b) Given f 2 CX, Deg;X; y is constant in fg 2 CX j jf ÿ gj0 < qg,
where q  disty; f oX.
(c) If Ann is invertible, then DegA;X; y  sgndet A for y 62 oX.
Theorem 3.3. Let A be a self-adjoint matrix of order n. Let f be mildly nonlinear
so that f x  ax ÿ bxÿ  gx. Let a; b be in a connected component of the
complement of Aÿ1 which contains a diagonal point k; k where k is not an ei-
genvalue of A. Then there exists at least one solution to
Ax  f x:
Proof. Let
Akx  Axÿ kx  Axÿ kx  kxÿ:
First we calculate DegAk;Br; 0 for a ball of radius r; r > 0. Then we use the
homotopy invariance of degree to obtain the desired result.
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To begin, given r > 0, 0 62 Im Akx, for kxk  r. This holds since k is not an
eigenvalue, so x  0 is the only solution to Axÿ kx  0. Hence for any r > 0,
there is no solution to Akx  0 on the boundary of the ball Br. Together with
the fact that A is continuous, we see DegAk;Br; 0 is defined for any r > 0.
Further, DegAk;Br; 0  sgndet Ak: Now the det Ak 6 0 since k is not an ei-
genvalue of A. Hence sgndet Ak  1. Similarly DegAxÿ ax ÿ bxÿ;Br; 0,
for a; b 62 Aÿ1, is defined for any r > 0 since there are no nontrivial solutions
to Axÿ ax ÿ bxÿ  0. Since a; b is in the component of the complement of
R which contains k; k, DegAxÿ ax ÿ bxÿ;Br; 0  DegAk;Br; 0  1.
This follows since both degrees are defined, the complement of the Fucik
spectrum is open, an open connected set in Rn is arcwise connected and, finally,
property (b) may be applied on disks covering an arc from a; b to k; k. Now,
let k  infkxk1kAxÿ ax  bxÿk. We see k > 0 since Axÿ ax  bxÿ has no
nontrivial solutions and the sphere is compact. Let t 2 0; 1. Consider the
equation
Axÿ ax  bxÿ  tgx: 3:3
Choose R > 0 so that kgxk6 1
2
kkxk for kxkP R. Suppose x is a solution to
(3.3) and kxk  R. Then
kkxk6 kAxÿ ax  bxÿk  tkgxk6 1
2
kkxk:
This is a contradiction, so there can be no such x. Hence, DegAxÿ
ax  bxÿ ÿ gx;BR; 0 is defined for all t 2 0; 1. By property (a),
DegAxÿ ax  bxÿ ÿ tgx;BR; 0  DegAxÿ ax  bxÿ;BR; 0:
Hence, DegAxÿ ax  bxÿ ÿ gx;BR; 0  1. 
4. Fucˇik spectrum for the 2 2 case and other examples
In this section we calculate the spectrum of a 2 2 matrix. Then we provide
some higher order examples of the spectrum.
Let A be a nonzero real self-adjoint matrix of order 2:
A  a11 a12
a12 a22
 
:
Definition 4.1. A vector is positive if at least one component is positive and the
others are nonnegative.
Lemma 4.2. Let A be as above. Then A has a positive eigenvector.
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Proof. This follows immediately since for a self-adjoint matrix the eigenvectors
are orthogonal. Hence if one lies in the second or fourth quadrants the other
must lie in the first or third quadrant. If A does not have distinct eigenvalues,
then a quick computation shows A is a diagonal matrix with diagonal elements
equal. Hence,
v1  10
 
and v2  01
 
are orthogonal eigenvectors, both of which are positive. 
Lemma 4.3. Let A be as above and suppose a116 a22: If l1 and l2 are two distinct
eigenvalues of A such that l1 < l2, then
l16 a116 a226 l2:
Similarly, if a11 > a22, then
l16 a22 < a116 l2:
Proof. Suppose a116 a22. The eigenvalues are
l1 
a11  a22 ÿ

a11 ÿ a222  4a212
q
2
and
l2 
a11  a22 

a11 ÿ a222  4a212
q
2
:
Now
l16
a11  a22 ÿ a22 ÿ a11
2
 a11
and
l2 P
a11  a22  a22 ÿ a11
2
 a22:
If a11 > a22, then the proof is similar. 
Theorem 4.4. Let A be as above with eigenvalues k1 and k2 and corresponding
eigenvectors v1; v2. Suppose v1 is positive.
(i) If a12 6 0 and a11 6 a22, then the spectrum consists of a horizontal and a
vertical line through k1; k1 and the branches of two different hyperbolas through
k2; k2
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(ii) If a12 6 0 and a11  a22, then the spectrum consists of a horizontal and a
vertical line through k1; k1 and the component of one hyperbola through k2; k2
(iii) If a12  0, then the spectrum consists of vertical and horizontal lines
through each of a11; a11 and a22; a22.
Proof. To prove (i), we take cases:
Case (a): x1; x2 > 0. Eq. (2.1) becomes
a11x1  a12x2  ax1; 4:1
a12x1  a22x2  ax2: 4:2
This has nontrivial solutions if and only if a11 ÿ aa22 ÿ a ÿ a212  0. This
occurs when a  k1 or a  k2: When a  k1, we know the corresponding
eigenvector v1 is positive. This gives us a nontrivial solution when a  k1, b
arbitrary. For v1, we see from (4.2) that
x2  k1 ÿ a11a12 x1:
Hence, k1 ÿ a11 and a12 are of the same sign. Now, if a  k2,
x2  k2 ÿ a11a12 x1:
By Lemma 4.3, either k2 < a11 < k1 in which case a12 > 0 so that x1 and x2 must
be of opposite signs contrary to our assumption; or k1 < a11 < k2 in which case
a12 < 0 and again x1 and x2 are of opposite signs, giving no solutions. Hence
there are no solutions with x1 > 0; x2 > 0 for a  k2.
Case (b): x1; x2 < 0: This case is similar to Case (a) and gives a nontrivial
solution if b  k1, a arbitrary.
Case (c): x1 > 0; x2 < 0: The equations become
a11x1  a12x2  ax1;
a12x1  a22x2  bx2:
There is a nontrivial solution if and only if
a11 ÿ aa22 ÿ b ÿ a212  0: 4:3
In this case a solution is
x2  aÿ a11a12 x1
with a  k1 or k2: The expression
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aÿ a11
a12
must be negative. Again, using Lemma 4.3 as in Case (a), we see that we must
have a  k2. The spectrum here is the branch of (4.3) through k2; k2:
Case (d): x1 < 0; x2 > 0: The equations become
a11x1  a12x2  bx1;
a12x1  a22x2  ax2:
This has a nontrivial solution if and only if
a11 ÿ ba22 ÿ a ÿ a212  0: 4:4
Similar to Case (c), the spectrum is the branch of the hyperbola (4.4) through
k2; k2:
Case (e): x1  0; x2 6 0: Then we have a12x2  0 so x2  0 and we have no
nontrivial solutions. The situation is similar if x2  0 and x1 6 0:
The proof of (ii) is the same except in Cases (c) and (d) the two curves (4.3)
and (4.4) are the same since a11  a22. A similar computation proves (iii). 
Finally we consider some examples.
Example 4.1. Let
A  5 1
1 3
 
:
Then k1  4

2
p
and k2  4ÿ

2
p
: The spectrum through k2; k2 is given by
the branches of the hyperbolas
5ÿ a3ÿ b ÿ 1  0 and 5ÿ b3ÿ a ÿ 1  0
passing through k2; k2. The spectrum through k1; k1 consists of a horizontal
and a vertical line.
Example 4.2. Let
B 
5 1 0
1 3 0
0 0 4ÿ 2p
24 35:
Then an easy calculation shows that the spectrum of B consists of the curves in
Example 4.1, and in addition, a vertical and a horizontal line through k2; k2.
This example shows that a multiple eigenvalue pair may have more than two
curves through it and that the curves of the spectrum may intersect.
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5. A 2 2 nonlinear example
We now provide an example which shows that the Fucik spectrum of A
aects the solvability of Ax  f x when f is mildly nonlinear.
Let
A  2 ÿ1ÿ1 2
 
and
f x  k x1
x2
 
 l

r  x21
p
r  x22
p ; 5:1
where r > 0, k  1
2
a b, l  1
2
aÿ b, a 6 b and a12 6 0. Thus a  k l and
b  kÿ l.
A calculation verifies that f is mildly nonlinear and that the eigenvalues of A
are k1  1, k2  3 with corresponding eigenvectors
Fig. 1. Solution set for Eq. (5.1).
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v1  t 11
 
; v2  t 1ÿ1
 
; ÿ1 < t <1:
The Fucik spectrum of A consists of a vertical line a  1, b arbitrary, through
1; 1, the horizontal line b  1, a arbitrary also through 1; 1 and the branch
of the hyperbola 2ÿ a2ÿ b ÿ 1  0 or, equivalently, b  3ÿ 2a=2ÿ a,
which passes through 3; 3.
The equation
Ax  f x
with f as above and r  1 may be solved, with some calculations, to show that
there are infinitely many solutions at 1; 1 and in the branch of the hyperbola
b  3ÿ 2a=2ÿ a which passes through 3; 3. In the rest of the plane we see
there is a unique solution for a < 1; b < 1 and a > 1; b > 1. There are no so-
lutions for a > 1; b < 1 and a < 1; b > 1. There are no solutions for a  1,
b 6 1 arbitrary and b  1, a 6 1 arbitrary. See Fig. 1.
Remark 2. A similar result holds for any real self-adjoint 2 2 matrix A with
a11  a22.
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