Abstract: It is well accepted that the left and right hemispheres of the brain typically play separate and distinct roles in cognitive processing. Extensive research examining the lateralization of music and language processes has provided a clear and consistent demonstration of this division of processing across the cerebral hemispheres. However, in spite of this line of research examining population-level lateralization of these processes, little focus has been placed on examining the relationship between the two processes. Do these two processes share a common developmental origin that influences their pattern of lateralization, or do independent processes govern their lateralization? In this study we examined the relationship pattern in degree of lateralization between linguistic processing and melody recognition using dichoticlistening tasks. The expected right ear advantage was observed for the linguistic processing task. Additionally, the expected left ear advantage was not observed for the melody recognition task, precluding an informative assessment of complementarity between the two tasks. A positive correlation between the laterality scores on the two tasks suggests a shared processing network for linguistic and melodic processing.
Music and language are both unique in that they are exclusive to human experience and they are both universally present in every culture [1] . In addition, both functions share common processing features -music and language both rely on the ability to process temporal auditory complexity, tonal structure at the global and local level, syntax, and sequence [2] . Indeed, there is some strong evidence to suggest a large degree of overlap in the processing networks for music and language [3] [4] [5] [6] . Finally, both functions are known to be highly lateralized, with specific features of music and language processing showing left or right hemisphere processing advantages [7] . The degree of similarity in processing and evidence of a shared processing network hints at a common developmental origin underlying these two cognitive functions [8] [9] [10] . However, we cannot provide informative and effectively testable theories of developmental origin for these functions until we understand the relationship between them. This invites the question: do these two cognitive functions share a common lateralizing influence?
Music is multifaceted with both the left and right hemispheres playing active roles in the different aspects of musical-stimuli processing. The left hemisphere is involved in rhythm and temporal processing [11] , familiarity [12, 13] , and local interval processing [14, 15] . The right hemisphere is known to be involved in contour processing [16] , harmony [17] , and melody recognition [18, 19] . Melodic processing is *Address correspondence to this author at the Department of Psychology, University of Saskatchewan, 9 Campus Drive, Saskatoon, Saskatchewan, S7N 5A5, Canada; Tel: 306-966-6657; Fax: 306-966-6630; E-mail: lorin.elias@usask.ca information in much the same way as language; a melody can convey meaning through syntactic structure, emotion, emphasis, and context by mirroring or contrasting a particular theme or feel in tempo, pitch pattern, and dynamics [2] .
Evidence for right-hemisphere dominance in melodic processing comes from three key sources: first, work focused on patient populations with unilateral lesions or lobectomies has revealed a consistent pattern of melodic recognition deficit following right-hemisphere damage [12, [20] [21] [22] . Steinke, Cuddy, and Jakobson [23] examined melody recognition in a stroke patient (KB) with right-hemisphere damage. KB demonstrated significant impairment in familiar melody recognition for instrumental melodies. Interestingly, KB was still able to recognize familiar song (lyrical) melodies even when the melodies were played without the lyrics.
A second source of evidence for right-hemisphere dominance in melody recognition comes from dichoticlistening studies in neurologically healthy populations [18, 24, 25] . Boucher and Bryden [26] used one-second, singleinstrument melodies excerpted from classical works, which they played at a speeded rate of 400 bps. They presented dichotic pairs of the melodies and asked participants listen for a specific target melody. An overall left ear advantage (LEA) for melody recognition was observed.
The third source of evidence for right-hemisphere dominance in melody recognition comes from neuroimaging work in neurologically healthy populations [27, 28] . Patterson, Uppenkamp, Johnsrude, and Griffiths [29] found greater right-hemisphere activation in the temporal region using fMRI in response to melodic stimuli compared to fixed-pitch stimuli. Additional work by Platel et al. [13] examined the influence of familiarity on melody recognition and found right-hemisphere dominance when the melodies were unfamiliar but found more bilateral activation when melodies were familiar to the participants. Taken together, there is clear evidence for a dominant role of the right hemisphere in processing melodic information.
Language, much like music, is also multifaceted, and involves both left and right hemisphere processes. The right hemisphere is shown to be involved in processing the paralinguistic features of language such as prosody [30] [31] [32] [33] [34] . However, it is the left hemisphere's dominance for processing semantic meaning, syntax, and phonology that is the hallmark of language lateralization [35] [36] [37] [38] [39] .
This population-level pattern of lateralization for linguistic and melodic processing is consistent with Bryden's [40] Modal Model of cerebral organization, which proposes a differentiation of processing abilities between the two hemispheres [41, 42] resulting in more efficient cognitive processing [43, 44] . According to this view, the right hemisphere is specialized for holistic, integrative processing of information whereas the left hemisphere is specialized for serial, sequential, and analytic processing of information [45] . This complementary organization of left-and rightlateralized functions is often taken as evidence for the Modal Model; however, an examination of the correlation of the degree of lateralization between these functions withinsubjects is necessary to establish whether or not a true relationship is present.
Three possible patterns of complementarity can be observed when examining the relationship between a leftand a right-lateralized cognitive process. The first pattern is causal complementarity [40, 46] . This pattern reflects a relationship where the asymmetrical lateralization of one cognitive function impels the opposite lateralization of the other function. For example, the specialization of the left hemisphere for linguistic processing leads to righthemispheric lateralization for non-linguistic processes. As this pattern predicts opposite lateralization for complementary processes, in cases where language is found to be lateralized to the right hemisphere, this pattern would predict that non-linguistic processes would then be lateralized to the left-hemisphere. As such, a negative correlation in the degree of lateralization between the left-and right-hemisphere functions should be observed.
The second pattern is bias complementarity [40] . This pattern reflects the influence of asymmetries of either ascending sensory systems or attention, producing an overall bias for cognitive processing [47] [48] [49] [50] . As the bias influences either a complete sensory system or a global attentional mechanism the bias complementarity pattern predicts that a strong right ear advantage (REA) for a left hemisphere lateralized task will be accompanied by a weak LEA for a right hemisphere lateralized task (and vice versa); thus, a positive correlation in the degree of lateralization between the two functions should be observed.
The third pattern is statistical complementarity [40, 46, 51] . This pattern reflects independent sources influencing asymmetrical lateralization of cognitive processes. As such, each cognitive function carries a specific probability of being lateralized to either the right or left hemisphere depending on the source of influence. The two functions may be consistently lateralized to opposite hemispheres through separate, independent influences. A statistical pattern suggests that the population-level pattern of lateralization has been determined by chance and that the lateralization of one process to a particular hemisphere says nothing of the nature of the processes lateralized to the other hemisphere within an individual [51] . An examination of the relationship between two such statistically independent cognitive functions would reveal no correlation.
Few studies have directly examined the relationship in degree and direction of lateralization between left-and rightlateralized tasks within individuals. Ley and Bryden [32] examined complementarity of linguistic and emotional processing using sentences spoken in emotional tones. They observed the expected population-level pattern with a REA observed for the linguistic content of the sentence stimuli and a LEA for the emotional content; however, when the relationship between the left-and right-lateralized tasks was examined, no significant correlation was observed. The authors argued that this result provides support for the statistical model of complementarity. Using a similar method, Saxby and Bryden [52] assessed the lateralization of emotional and linguistic processing in kindergarten, grade 4, and grade 8 children; they found no predictive relationship in the degree of lateralization for linguistic and emotional processing, again suggesting a statistical pattern of complementarity. Finally, similar evidence in support of statistical complementarity was found by McNeely and Parlow [53] who also examined the complementarity of linguistic and prosodic processing. They measured linguistic lateralization using the Fused Words Dichotic-listening Task (FWDT) and measured prosodic lateralization using the Dichotic Emotion Recognition Test (DERT). The expected population-level pattern was observed: an overall REA for linguistic processing and an overall LEA for prosodic processing, but no significant correlation between the two functions was observed when the relationship was examined within individuals.
Similar evidence in support of statistical complementarity has come from recent studies using functional transcranial Doppler (fTCD) to measure lateral differences in cerebral blood flow. Whitehouse and Bishop [54] examined the relationship between fTCD laterality indices (LI) for both visuospatial memory and lingusitic processing. They found no significant relationship between the two complementary functions. Similarly, Rosch, Bishop, and Badcock [55] found no significant correlation between fTCD laterality indices measured during word generation and those measured during a visuospatial landmark task.
However, not all research in this area has found evidence consistent with a statistical pattern of complementarity. To the best of our knowledge, two studies have found evidence against a statistical pattern of complementarity. Elias, Bulman-Fleming, and Guylee [56] examined the relationship between lateralized linguistic and prosodic processing within individuals displaying atypical laterality profiles. Elias and colleagues found the expected population-level pattern of laterality for linguistic and prosodic processing across the sample, with an overall REA for the linguistic processing task and an overall LEA for the prosodic processing task. However, in contrast to the previous findings, they observed a significant positive correlation between the two lateralized tasks suggesting a bias pattern of complementarity. The other discrepant finding in this body of research comes from a functional magnetic resonance imaging (fMRI) study examining the lateralization of face, linguistic, and visuospatial processing. Badzakova-Trajkov, Haberling, Roberts, and Corballis [57] found partial support for causal complementarity with significant negative correlations observed between LIs recorded during word generation and LIs recorded during both an emotional facial processing task and a visuospatial landmark task. An additional nonsignificant positive correlation was observed between the LIs for emotional face processing and visuospatial processing. The authors argued that these results suggest the influence of multiple lateralizing influences.
Despite the evidence in support of a left-hemisphere dominance for linguistic processing and a right-hemisphere dominance for melody recognition, the issue of complementarity has not been researched within-subjects using music processing tasks; more specifically, the relationship between melodic and linguistic processing has not yet been examined. Do these population-level biases reflect a true causal pattern at the level of the individual? The present study examined both the global, population-level pattern of lateralization for linguistic and melodic processing as well as relationship between the degrees and direction of lateralization observed for the two cognitive processes at the individual level using dichotic-listening tasks. The three patterns of complementarity provide three possible outcomes of this examination: first, if a true causal relationship exists between linguistic and melodic recognition, then a significant negative correlation between laterality scores for the two tasks should be observed, indicating clear opposite lateralization. Second, if the lateralization of these two cognitive processes is governed by an attentional or sensory system bias, then a significant positive correlation should be observed, indicating a greater bias for one hemisphere or the other overall. Third, if the mechanisms directing lateralization of these two processes are independent of one another then no significant correlation should be observed, indicating no relationship between the lateralized tasks.
METHOD Participants
Participants in the present study were 49 (9 male and 40 female) undergraduate students from the University of Saskatchewan who participated for course credit (mean age = 19.4, SD = 1.94). All participants were right handed (mean score 22.35, SD = 4.43); handedness was assessed using the Waterloo Handedness Questionnaire (see Elias, Bryden, & Bulman-Fleming, 1998). Right-handed participants were exclusively recruited for this study as they show a greater consistency in the lateralization of cognitive functions as compared to left-handers or mixed-handers [45, 51] . Additionally, only participants without formal music training or education were recruited. All participants in the study reported normal hearing with no history of hearing loss. The data from one participant was excluded because of a failure to follow task instructions. All participants gave written consent prior to completing the experiment, and the procedures used received approval from the Ethics Review Board of the University of Saskatchewan.
Materials

Fused Dichotic Words Test (FDWT).
Participants' language lateralization was assessed using the Fused Dichotic Words Test (FDWT) [58] . Fifteen pairs of rhymed words are presented dichotically; the rhymed words differ only on the initial phoneme sound (e.g. deer and tear). The two words fuse when presented simultaneously resulting in the perception of a single word. The rhyming word stimuli were played on CD via Windows Media Player through Sennheiser headphones (model HD-437). The rhyming word pairs were presented 16 times (eight times on each channel) for a total of 240 trials. These trials were presented in two main blocks of 120 trials each (Block A and Block B). Each of these main blocks was further divided into four blocks of 30 trials each for a total of eight blocks. Participants were asked to circle which word was heard from a list of four possible choices in the provided answer booklet.
Unfamiliar Melody Recognition Task (UMRT)
An unfamiliar melody recognition task was developed for the present study to assess lateralization for melodic processing. Kimura [18] found a significant left ear advantage for melody recognition using samples of orchestral music that differed in rhythm, timbre, and tempo. Similarly, Messerli, et al. [24] and Boucher and Bryden [26] also found overall LEAs when presenting single-instrument melodies differing in rhythm to non-musicians. As melody is typically defined as a sequential series of pitches [2] and is argued to be distinct from other musical elements such as rhythm and timbre [59] we based our task on these previous studies but simplified the stimuli, holding rhythm, timbre, and tempo constant across the melodies, altering only the pattern of pitches presented. This approach allows us to assess the lateralization of melodic pitch-sequence processing in isolation.
A stimulus set of 12 monodic melodies was created using an M-Audio Keystation Pro 88 synthesizer and Finale Allegro composition software. The stimulus melody files were produced with a sampling rate of 44.1 KHz at a resolution of 16 bits. Each melody was seven quarter notes in length and was generated using the grand piano sound. All melodies were played in the C major scale, beginning on middle C (261.6 Hz) and ending on the tonic -either C4 (261.1 Hz) or C5 (523.3 Hz). The note values of the melodies ranged from an octave below middle C (C3 -130.8 Hz) to an octave above middle C (C5 -523.3 Hz). Each melody was 1000msec in duration, played at 240 bpm; all melodies were equalized for intensity. Each of the 12 melodies was paired dichotically with every other melody to create a total of 132 melody pairs. The melodies were presented using E-prime.
Procedure
Participants were tested individually. Following provision of informed consent, the participants were asked to fill out a demographics questionnaire [see 60] assessing handedness, footedness, sex, age, and the presence of vision or hearing impairments. A second questionnaire assessed musical experience. Participants then completed the FDWT and the UMRT; order of presentation of the two tasks was counterbalanced across participants. All tasks were completed in a single session approximately one hour in duration.
FDWT
The participants were seated at a table and were given a set of headphones and a response booklet to report their responses during the task. Once the task instructions had been given the participants completed a set of 30 practice trials; these trials were single-word, binaural presentations of the 30 words used to create the rhymed pairs. Participants were asked to circle which word they had heard presented in the response booklet. Following the test trials participants completed the eight blocks of test trials. The rhyming word pairs were presented with an interstimulus interval of 2.5 seconds. Participants were given a brief rest period following each block of trials; headphone position was reversed after blocks 1, 3, 5, and 7 to control for channel effects.
UMRT
The participants were seated in front of a computer monitor and keyboard; they were first presented with a target melody. The melody was played five times to familiarize the participant with their specific target; the participant initiated each presentation of the target melody with a key press. Participants then completed a set of 26 practice trials. Participants were instructed to place their index and middle fingers of their right hand on the 'y' and 'u' keys, respectively. A single melody was presented binaurally following which the participant was prompted to indicate whether their target melody had been played by pressing the yes key (y) or the no key (u) on the keyboard. During sound presentation the monitor displayed a black screen; following completion of the melody presentation a response prompt was presented on the screen ("yes or no?"). The participant's response on a given trial triggered the start of the next trial. Once the practice trials were completed, the participants were prompted to press the space bar to begin the test trials.
The test trials followed the same procedure as the practice trials except a dichotic melody pair was presented in place of the binaurally presented single melody. Participants were again prompted to indicate whether their target melody was presented in either ear by pressing the yes or no key following each dichotic melody pair presentation. After completing the first block of 132 test trials, participants were assigned a new target melody, the headphones were reversed, and the task was repeated. Participants each completed two blocks of trials in total. Order of target melodies was pseudo-randomized and counterbalanced across participants. 
Calculation of Asymmetry Scores
RESULTS
FDWT
To assess the potential influence of block order, performance on block A and block B of the task was compared; no difference was observed, t (47) Table 1 for mean performance by ear.
UMRT
To assess a potential influence of target melody, a oneway ANOVA compared performance across all melodies; no significant difference was found, F(12, 96) = 1.122, p = .355. A 2 x 2 repeated measures ANOVA assessed the effects of testing block order (first and second) and ear (left and right) using percent correct performance values. The main effect of block was not significant, F(1, 47) = .633, p = .430. Similarly, no main effect of ear was observed, F(1, 47) = 1.691, p = .200. The interaction between block and ear was also not significant, F(1, 47) = 1.140, p = .291. As no significant differences between the test blocks were observed, the data were collapsed for subsequent analyses. A LEA was observed for 35% (17/48) of participants. Two participants did not elicit an ear advantage on the task; one participant was added to the REA group and the other to the LEA group for subsequent analyses. A one-sample t-test using the λ scores as a measure of overall ear advantage for 
Lateral Preferences
All participants were right-handed (M = 22.35, SD = 4.43). Forty-five participants showed a right-foot preference, two participants showed a left-foot preference, and one participant failed to show a preference for either foot (M = 5.45, SD = 3.33). Handedness and footedness were found to be positively correlated, r = .385, p = .007. There were no significant correlations observed between performance on the FDWT and degree of handedness (r = .147, p = .318) or footedness (r = .016, p = .912). Significant positive correlations were observed between performance on the UMRT and degree of handedness (r = .396, p = .005) as well as degree of footedness (r = .294, p = .043) indicating that more strongly right-handed and right-footed participants show greater REAs (left-hemisphere lateralization) on the melody task.
Correlation Between Linguistic and Melodic Processing
We assessed the relationship between linguistic and melodic lateralization; the complementary pattern of lefthemisphere dominance (REA) for the linguistic task and right-hemisphere dominance (LEA) for the melodic recognition task was observed in 38% (18/48) of participants. The reverse pattern of lateralization was only observed in one participant (1/48 = 2%). Most participants displayed left-hemisphere dominance for both the linguistic and melodic recognition tasks (29/48 = 60%). No participants displayed right-hemisphere same-side dominance for both tasks. A non-significant positive correlation between the FDWT and UMRT λ scores was observed, r = .259, p = .076 (See Fig. 1) .
Influence of Musical Experience
To assess the possible influence of musical experience on melody recognition performance (operationalized as the number of hours spent listening to music per week), we performed a regression analysis using the overall task accuracy as the independent variable and the number of hours spent listening to music per week as the dependent variable. There was no significant relationship between musical experience and overall UMRT task accuracy observed (r = .107, b = .003, p = .474). This suggests that participants who spend more time listening to music do not tend to show greater accuracy on the UMRT than those participants who do not listen to music as frequently. Similarly, we assessed the relationship between the observed λ values for the UMRT task and musical experience. Again, no significant relationship was observed (r = .016, b = .003, p = .915). This result suggests that participants who listen to music more frequently are not more likely to show greater bias scores (ear-advantages) on the UMRT. 
DISCUSSION
We examined the pattern of complementarity observed between linguistic processing (FDWT) and unfamiliar melody recognition (UMRT). We observed the expected REA in the linguistic task, but failed to observe a significant LEA for unfamiliar melody recognition. The number of hours spent listening to music did not influence either performance or degree of lateralization on the melody recognition task. Handedness and footedness were both found to be positively correlated with degree of lateralization for melody recognition. Finally, no relationship was observed between degree of laterality for the linguistic and melodic recognition tasks.
The overall REA observed for the linguistic processing task is consistent with the previous findings of a lefthemisphere dominance for language [32, 39] . The failure to find a significant LEA for the melody recognition task was unexpected, but can be explained by a shift in processing strategy for the task. Despite the evidence from studies demonstrating that melody recognition is more efficient when pitch information is presented in isolation from rhythm information [62, 63] , there is evidence suggesting that melodic processing is inherently rhythmical [64] . Kidd, Boltz, and Jones [65] found that melodies with different pitch sequences were judged as being the same when they shared the same rhythmic structure. This suggests that both pitch and rhythm information may be perceived and processed as a single dimension in melody recognition. In fact, responses from participants following task completion in the present study frequently indicated that they did not hear the melody tokens as true melodies, rather they were perceived as a non-unified string of notes. The absence of rhythmic variation was often cited as the cause of this perception.
The similarity of rhythm across all the tokens in the UMRT, in addition to the limited pitch range and the similar starting note across tokens, may have biased participants to view the melodies as highly similar. Together these conditions may have resulted in participants switching from a global, contour-based strategy for melodic processing to a more local, interval-based strategy. There is evidence to suggest that interval and contour information are processed with opposite hemispheres (left and right, respectively) [15, [66] [67] [68] . Peretz, et al. [15] demonstrated that a shift from a contour-based holistic processing strategy (LEA) to an interval-based analytic (REA) strategy could be induced by prompting participants to focus on specific notes or intervals within a presented melody. Such a shift in processing would result in increased reliance on left-hemisphere analytic processes, thus potentially explaining our failure to find a LEA for the UMRT.
A non-significant positive correlation between the λ values for the FDWT and the UMRT was observed. The failure to find a significant negative relationship suggests that participants showing a REA for the linguistic task are not more likely to show an LEA on the melody recognition task, as would be predicted by the Modal Model. This finding is not surprising, given the failure to elicit the expected LEA with the melody recognition task. As such, the relationship between the linguistic and melodic task laterality scores is not informative regarding the nature of complementary lateralization of the two functions; however, the positive direction of the correlation, especially given the REA observed for both tasks, does provide some evidence in support of a shared processing network for the processing of linguistic and elements of musical stimuli.
Neuropsychological evidence for dissociation between the mechanisms governing music and language processing is compelling [19] . For example, Peretz [69] provided a description of patient G.L. who, following bilateral temporal lobe damage, demonstrated a significant impairment in pitch tone interpretation in the absence of language processing difficulties. Conversely, Poeppel [70] presents a case where bilateral temporal lobe damage resulted in total impairment in understanding spoken language while preserving the ability to process and identify musical or other environmental sounds. However, neuroimaging studies have provided evidence suggesting that significant overlap exists in the processing networks for music and language [4, 71] . For example, Brown, Martinez, and Parsons [3] had participants complete sentence and melody fragments with spontaneous, improvised responses. Using positron emission tomography (PET), the authors found bilateral activation in superior temporal and inferior frontal regions for both the music and language generation tasks. In fact, the real difference between music and language processing did not seem to lie in the processing locations, rather more in the lateralization of the functions, with greater left hemisphere activation observed for language processing. They argued that these results provide evidence for a shared role in the generation of complex sounds.
Zatorre and Belin [72] suggest that the left and right hemispheres are not specialized for language and music, respectively, but rather are specialized for specific aspects of sound processing, with the left hemisphere specialized for rapid temporal processing and the right hemisphere specialized for general pitch processing. According to this view, it is possible that participants resorting to an interval processing approach to the melody recognition task may have engaged left-hemisphere temporal processing mechanisms to process the temporal order of the relative pitches in the presented melodies. The observed positive correlation between the linguistic and melodic processing tasks in our study may indicate a shared processing mechanism, as effective processing of linguistic stimuli requires rapid temporal sequencing.
Alternatively, Patel [73] argues that music and language each have a domain-specific representational network where the knowledge systems for the two processes are thought to be independent [74] . This can be thought of as a rule-book for the syntax and structural rules governing language and music composition. Patel also suggests that music and language each have a resource network used in the processing and integration of information during processing, and that these networks overlap resulting in shared processing. In essence, the resource networks are a sorting and organizing system allowing for rapid selection and associative activation of information during online processing. According to this view, it is possible that both the linguistic and melody recognition tasks in our study showed similar reliance on these shared resources for the rapid sequencing and processing of the structural information of both the words and melodies presented. To differentiate between these two potential explanations, further research is needed.
As our ability to examine the relationship between lateralization of linguistic and melodic processing was precluded by the failure to elicit the expected LEA for melodic processing, conclusions about the nature of the complementary relationship between language and melodic processing cannot be drawn. Additional examination of this relationship is needed using tasks that more accurately capture the typical population-level pattern of lateralization. Further study of the relationship between left-lateralized linguistic processing and right-lateralized melodic processing would benefit from focusing more specifically on melodic contour information or including temporal information in the melodies presented in an attempt to reduce reliance on left-hemisphere processing strategies.
