We revisit the discrete additive and multiplicative coalescents, starting with n particles with unit mass. These cases are known to be related to some "combinatorial coalescent processes": a time reversal of a fragmentation of Cayley trees or a parking scheme in the additive case, and the random graph process (G(n, p)) p in the multiplicative case. Time being fixed, encoding these combinatorial objects in real-valued processes indexed by the line is the key to describing the asymptotic behaviour of the masses as n → +∞.
Introduction
Consider a family of weighted particles (carrying a mass, or a size) which (informally) merge according to the following rule: given some non-negative symmetric collision kernel K, each pair of particles with masses x and y collides at rate K(x, y), upon which they coalesce to form a single new particle of mass x + y (later on, this is sometimes referred to as a cluster). A mean-field model is provided by Smoluchowski's equations [30] , which consist in an infinite system of ordinary differential equations characterising the joint evolution of the densities of particles of each mass as time goes. The systems are only solved in some special cases, among which one may cite the cases when the kernel is either additive, K(x, y) = x + y, or multiplicative, K(x, y) = xy ( [5, 8] , see [16] for more recent and general results).
Arguably, one of the objectives in the field of coalescent processes is to tend towards models of physical systems that would be more realistic "at the particles level", even if many of the features of real systems are still ignored, starting with the positions in space and energies of the particles. For an overview of the literature on these issues, and of the relation between coalescence processes and Smoluchowski's equations, we refer the interested reader to Aldous' survey [5] , Pitman [28] , or Bertoin [8] .
ADDITIVE COALESCENT. Here the central combinatorial model is the percolation process on a uniformly random labelled tree, hereafter referred to as CP AP + which has initially been built using random forests. The construction due to Pitman [27] (see also references there for a complete and long history of the problem) leads to a continuous representation of the standard additive coalescent in terms of the time reversal of a fragmentation process (the logging process) of the Brownian continuum random tree (see Aldous and Pitman [4] ). We introduce a slight modification of the parking model, that we refer to as CP CL + , constructed by Chassaing and Louchard [13] as an approximation of the additive coalescence process. Our model CP + is equivalent to CP CL + up to a random time change. Again CP + is a onedimensional model in which only consecutive blocks merge as time evolves. Our contribution here is to unify these results by showing that the model CP + can be used to encode CP AP + . Similarly to what is done in [13] , the blocks (resp. limiting blocks) have a representation in terms of the excursion lengths of some associated random walks (resp. functional of the normalised Brownian excursion) indexed by a two-dimensional domain (space and time). In this case, the limiting process is the standard additive coalescent and its construction using a Brownian excursion was already known ( [7, 13] ).
Main results about additive and multiplicative coalescents
We present here the consequences of our work in terms of coalescence processes. Write p ↓ for the set of non increasing sequences of non-negative real numbers belonging to p equipped with the standard p norm, x p = ( i |x i | p ) 1/p . As explained in Evans and Pitman [15] , p ↓ is a convenient space to describe coalescence processes. Consider an element x = (x i , i ≥ 1) of this space as a configuration, x i being the mass of particle i. When two particles with masses x i and x j merge, their masses are removed from x, and replaced by one mass x i + x j and another one with mass zero, inserted at the positions that ensure that the resulting configuration remains a non-increasing sequence of masses.
The 26] , see also [3] ) definition of the finite-mass additive (resp. multiplicative) coalescent can be extended to sequences of masses in 1 (resp. 2 ) (see [4] and [3] ). More precisely, Aldous [3, Proposition 5] (resp. Evans & Pitman [15, Theorem 2] ) proved that there exists a Feller Markov process taking values in 2 ↓ (resp. 1 ↓ ) which has the dynamics of the multiplicative (resp. additive) coalescent.
Let X n be the additive coalescent process started at time 0 in the state (1/n, . . . , 1/n, 0, 0, . . . ) ∈ 1 ↓ , a configuration with n particles each having mass 1/n. Evans & Pitman [15] (see also Aldous & Pitman [4, Proposition 2] ), proved that X n t + 1 2 log n −∞<t<+∞
for the Skorokhod topology on D((−∞, +∞), 1 ↓ ), the space of cadlag functions from (−∞, +∞) taking values in 1 ↓ , where the limiting process is also an additive coalescent, called the standard additive coalescent (see also Section 3.2.1).
In the multiplicative case, Aldous [3, Proposition 4] states that starting with a configuration with n particles of mass n −2/3 , when the parameters of the exponential clocks between clusters are the product of their masses, then the sorted sequence of cluster sizes present at time n 1/3 + t (for a fixed t) converges in distribution in 2 ↓ to some sequence γ × (t) (described below). In Corollary 24, he shows that there exists a Markov process, called the standard multiplicative coalescent, whose distribution at time t coincides with γ × (t), and whose evolution is that of the multiplicative (Marcus-Lushnikov) coalescent. Nevertheless, with the construction he proposes, he is not able to prove that, as a process, γ × is the standard multiplicative coalescent.
The marginals of these standard coalescents both possess a representation using Brownian-like processes. Let e be a normalised Brownian excursion (with unit length) and let B be a standard Brownian motion. Define
and consider the operator Ψ on the set of continuous functions f : Λ → R defined by
where
. An important property of Ψ is the following immediate lemma, which is illustrated in Fig. 1 .
is an excursion of f above its minimum if and only if I is an excursion of g above 0. As a consequence, when these are well-defined, the multiset of the k largest excursion sizes of f above its minimum and of g above 0 coincide. × , respectively, sorted in decreasing order. Clearly, for any λ ≥ 0, γ + (λ) ∈ 1 ↓ and, by Aldous [3, Lemma 25] , for any λ ∈ R, γ × (λ) ∈ 2 ↓ . Then, it is known that for any integer k and real numbers λ 1 < λ 2 < · · · < λ k the vectors
are distributed as the marginals at times (λ 1 , . . . , λ k ) of the standard additive and multiplicative coalescent, respectively (for the additive case, see Bertoin [7] and Chassaing-Louchard [13] ; for the multiplicative case, see Aldous [3] for the marginal convergence, and Bhamidi et al. [10] for the finite-dimensional distributions).
Bertoin [7] also proved that the process (γ + (− ln(λ))) λ≥0 is a version of the standard additive coalescent. A similar statement has been announced by Armendariz [6] for (γ × (λ)) λ∈R , but has never been published. Both [7] and [6] argue directly in the continuum (Chassaing and Louchard [13, Theorem 4.2] proceeded from a parking scheme, see Section 3.2.2, and proved only convergence of marginals). The main purpose of this paper is to give a simple and unified proof of these results based on discrete versions of the coalescents. The objects involved are, as we said earlier, a parking scheme in the additive case and the random graph process (G(n, p)) p in the multiplicative one. More precisely, our approach relies on encodings of these objects using discrete analogues of y 
will be seen (and this is standard) to coincide with lengths of their excursions above their respective minima (up to some details, see Note 6) . Using the Prim order alluded above, the strength of these encodings will appear to be that the lengths of the excursions of Ψy (λ),n + (resp. Ψy (λ),n + ) correspond, up to a time change and a normalisation, to the cluster sizes in an additive (resp. multiplicative) coalescent process, as a time-indexed process (λ plays the role of time). In particular, as λ grows, only successive excursions of Ψy (λ),n merge, which translates the fact that the Prim order linearises the additive and multiplicative processes, in the sense that it makes them consistent with a linear order.
Again, the construction in the additive case is close to that of Chassaing-Louchard [13] where the same property holds. As developed in Section 3.2.4, the novelty here is that our combinatorial additive coalescent corresponds to the linearisation of the time reversal of a fragmentation of a uniform Cayley tree defined by Pitman (see Section 3.2.1). We show that in a suitable space
as a process indexed by (λ, x) (see Theorem 8) .
The linearisation in the multiplicative case is new and allows us to prove the convergence of y
× (x) as a process indexed by (λ, x) (see Theorem 5) . Using the properties of Ψ and of the operator "extraction of excursion sizes", we prove:
and
in the sense of Skorokhod convergence on D(R, 1 ↓ ) and D(R, 2 ↓ ), respectively.
A a corollary, using a correspondence with coalescence (which in the additive case amounts to clarifying the time change) we establish that Corollary 3. The processes (γ + (e −t )) t∈R = (X ∞ + (t)) t∈R and (γ × (λ)) λ∈R are versions of the additive and multiplicative coalescent, respectively.
There, the statement means that (γ + (e −t )) t∈R is a Markov process taking values in 1 ↓ such that for every t, γ + (e −t ) is distributed as follows [4] . Consider a Brownian continuum random tree T [2] with mass measure µ and length measure l on its skeleton Sk(T ). Consider a Poisson point process P of intensity measure l ⊗ ds on Sk(T ) × [0, ∞). At time s, splits T at the marks u such that (u, t) ∈ P and t ≤ s, and denote by F(s) := (F 1 (s), F 2 (s), . . . ) the sequence of the µ-masses of the connected components (subtrees) obtained, sorted in decreasing order. Then, for every s ∈ R, we have F(s) ∈ 1 ↓ and F(s) 1 = 1. With this setting, (γ + (s)) s∈R and (F(s)) s∈R have the same distribution, a result which is originally due to Bertoin [7] .
In the multiplicative case, this means that (γ × (λ)) λ∈R is a Markov coalescent process taking values in 2 ↓ such that for every λ ∈ R, the vector γ × (λ) is distributed as the limit rescaled component sizes of the random graph G(n, p λ (n)) for
The existence of such a process, the standard multiplicative coalescent, has been proved by Aldous [3, Corollary 24] by resorting to Kolmogorov's extension theorem. Here, we provide an explicit construction of the process from a single Brownian motion. The fact that the coalescing rates are multiplicative is a direct consequence of weak convergence used for the construction. The proofs of Theorem 2 and of Corollary 3 are postponed until Section 7.
In the multiplicative case, we also construct a version of the standard augmented multiplicative coalescent of Bhamidi et al. [10] as a "decorated" process of γ × . For a connected graph, let the excess be the minimum number of edges that one must remove in order to obtain a tree. Then, the augmented multiplicative coalescent is the scaling limit of the sizes and excesses of the connected components of G(n, p λ (n)), that is of (γ ×,n (λ), s n (λ)) where s n (λ) = (s n i , i ≥ 1) and s n i is the excess of the ith largest connected component of G(n, p λ (n)). The zero-set {x ≥ 0 : Ψy 
Then write s(λ) = (s i (λ)) i≥1 . The state space of interest is now U ↓ defined by
x i s i < ∞ and s i = 0 whenever x i = 0 endowed with the metric
Theorem 4. The following convergence
holds in D(R, U ↓ ). In particular, (γ × (λ), s(λ)) λ∈R is a version of the standard augmented multiplicative coalescent.
Observe that the metric structure of the connected components obtained in [1] from a similar representation at fixed λ seems to be ruined by the random Prim order. A careful look at Section 4 should suffice to convince the reader that the very idea of obtaining a representation that is consistent in λ is incompatible with tracking the internal structure of connected components. The aim of this part is to present some elements concerning the multiplicative coalescence processes, our new approach, and the main steps to the proofs of Theorem 2 and 3.
We first define the random graph process on the vertex set [n] := {1, 2, . . . , n}, for a positive integer n. Let E n = {{i, j}, i = j, i, j ∈ [n]} denote the set of pairs of elements of [n], the set of edges. Let (U e ) e∈E n be a collection of i.i.d. uniform random variables on [0, 1]. Let G(n, p) be the graph on [n] consisting of the edges e ∈ E n for which U e ≤ p. Then, (G(n, p)) p∈ [0, 1] is the classical random graph process [11, 18] . It is a Markov process but not time-homogeneous (as it would have been if instead of uniform random variables we would have used exponential ones). The ordered sequence of sizes of connected components (|C n i (t)|) i≥1 is also a Markov process, for which the initial state is (1, 1, . . . , 1) and the components of the vector coalesce at rate which is proportional to the product of their values. Indeed, conditionally on G(n, t), the next edge to be added is equally likely among the ones which are not already present, so that the probability that it joins a vertex of C n i (t) to one of C n j (t) is proportional to |C n i (t)| × |C n j (t)|. Thus, up to a time change, the connected components in G(n, p) behave as the multiplicative coalescent.
To obtain a limit theorem for these connected component sizes as a time-indexed process, our approach uses ideas from the proof by Aldous [3] of the convergence at a fixed time. He encodes the connected components into a discrete random real-valued process whose convergence implies the convergence of the sizes of the connected component. To get suitable limit theorem, the probability p has to be chosen inside the critical window, that is of the form p = p λ (n), as defined in (3) . The method of Aldous relies on a breadth-first traversal of the graph G(n, p λ (n)). It is easily seen that, in the context of the random graph G(n, p), the following "smallest-label-first" traversal has the same distribution, so that the results of Aldous [3] apply when using this modified algorithm. In the following, we call neighbourhood of a set of vertices S the collection of nodes that have an edge to a node in S, but are not themselves in S.
Algorithm 1 (Standard traversal).
Traverse the vertices of a graph on [n] as follows:
• Start at step k = 1 with node v 1 = 1 and set S 1 = {v 1 }.
• At step k + 1 ∈ {2, . . . , n}, the nodes v 1 , . . . , v k are already known, and we have
Let v k+1 be the node with smallest label among the neighbours of S k , or if the neighbourhood of S k is empty, v k+1 is the node with smallest label in
the size of the neighbourhood of S k and set
Then, the sizes of the connected components of G(n, p λ (n)) are precisely the lengths of the intervals between the zeros of (Z
and Lemma 12) . Then define
Aldous [3] proved that, for any fixed λ ∈ R,
where the convergence holds for the topology of uniform convergence on every compact.
We propose to modify a bit the traversal of the graph in Algorithm 1: instead of using the labels order to define the traversal, use the Prim order (see Section 4 for more details): that is proceed as in Algorithm 1 but replace the two instances of "the node with smallest label" by "the node with smallest Prim rank". Observe that the Prim order on G(n, p) is defined using the weights (U e ) e∈E n only, and thus does not depend on p, unlike the order given by the standard traversal used by Aldous. In the following, we add the subscript "×" in the notation for the random variables defined using this modified Prim traversal, and we set
where Y × is assumed to be interpolated between integer points. Observe that in the superscript of y n,(λ) , the superscript (λ) corresponds to the parameter p λ (n) defined in (3). In the following, the processes λ → y n,(λ) × and λ → y 
The proof is postponed until Section 6 (and more details on the distribution of (y n,(λ) × , λ ∈ R) are given in Section 6.1).
Observe that for a fixed λ, the convergence (4) obtained by Aldous [3] implies that y
× in distribution, provided that we additionally prove that y n,(λ) × and y n,(λ) have the same distribution, a fact that we prove in Lemma 13. We also provide a direct proof of the fixed-time convergence in Section 6.2.
Note 6. When we are talking about interpolated discrete processes and discrete coalescence, a slight modification in the definition of excursions has to be done in order to obtain an exact correspondence between the cluster sizes and excursion sizes. For the excursion away from zero, f (a) = f (b) = 0 and b = inf{t > a : f (t) = 0} has to be replaced by f (a) = f (b) = 0 and b = inf{t > a + α n : f (t) = 0}, where α n is the size of a rescaled discrete step. The discrete excursions above the current minimum are defined by a = min{t : f (t) = f (a)}, and b = min{t : f (t) = f (b)} with f (b) = f (a) − β n , where β n is the space normalisation.
Note 7. In order to obtain exactly the (time-homogenenous) Markovian coalescent from the random graph process, one only needs to consider a new time parameter given by t = − ln(1 − p λ (n)). However, as n → ∞, − ln(1−p λ (n)) and p λ (n) behave similarly (at the second order), and the study of coalescent can be done using p λ (n). We use p λ (n) in order to stay closer to the random graph model, as did Aldous [3] .
Additive coalescence processes
In the three next subsections, we treat the different combinatorial coalescence processes related to the additive coalescent. The main references here are [4, 7, 13, 15, 27, 28] .
The combinatorial coalescence process CP

AP
+
The following discussion relies on the results by Aldous and Pitman [4] , see also Pitman [27, (ii)' p. 170]. We define a process of random forests of unrooted labelled trees F (n, s), s ≥ 0 as follows. At time s = 0, the forest F (n, 0) consists of n isolated trees t 1 , . . . , t n where t i is reduced to the node i alone. When the number of trees is m, wait an exponential random variable with parameter m − 1, then pick a pair of trees (t i , t j ) with 1 ≤ i < j ≤ m with probability (|t i | + |t j |)/(n(m − 1)), and add an edge between a uniform node in t i and a uniform node in t j . Considering only the rescaled tree sizes C n,s = (C n,s i /n, i ≥ 1) of the forest F (n, s) (sorted and completed by an infinite sequence of 0), we have (C n,s , s ≥ 0)
Since any pair of trees coalesces with probability proportional to the sum of their sizes, we just need to check that the same time-scale arises in the additive coalescent. This is indeed the case, since in the latter, when m particles with total unit mass are present, the first coalescence occurs after a time equal to the minimum of independent exponential random variable with parameters K(x i , x j ), and
Thus in the present coalescent, if one takes
v. with parameter 1, then the number of coalescences before time s is
where the convergence holds in D((−∞, +∞), R) (the convergence holds in fact uniformly on any compact [−λ , λ ]).
The combinatorial coalescence process CP
CL
+
We now present quickly the model and results of Chassaing & Louchard [13] . Assume n cars park on a circular parking, identified with Z/nZ, according to the following algorithm. Let (Ch i , 1 ≤ i ≤ n) be a family of i.i.d. random variables uniform on Z/nZ. The cars park successively. When the i − 1 first cars have already parked, car i chooses place Ch i and parks at the first available place in the list Ch i , Ch i + 1 mod n, Ch i + 2 mod n... Assume that m cars are parked and call block a sequence of adjacent occupied places. As explained in [13, Section 8] to get a suitable relation with the additive coalescent, the correct notion of size for a block is the number of cars consecutively parked plus one. This model coincides exactly with the Marcus-Lushnikov additive process up to a random time change. When m = m(n) = n − λ √ n cars are parked, the large n asymptotic evolution of the sizes of these blocks (sorted in decreasing order)
is given by the standard additive coalescent up to a time change. Here are some precisions on this time change: the time n − λ √ n coincides with the number of coalescence done. From what we said above in the additive coalescent, this occurs at a random time of order t + (1/2) log(n) for t such that exp(−t) = λ, so that for a fixed λ > 0 one can prove
More precisely, Chassaing and Louchard obtained in [13, Theorem 1.3 ] the convergence of the sizes of the k largest blocks to that of the k largest excursions of Ψy 
The new combinatorial coalescence process CP +
Our new combinatorial coalescence process is in the mean time very close to that of Chassaing and Louchard [13] and to that of Pitman (Section 3.2.1 above). The new idea of Prim's order makes the connection between these two models very clear, in a way that is both different from the one discussed in [13, Section 8] , and similar to our approach to the multiplicative coalescent.
Although the intuition comes from the percolation model on the uniformly random labelled tree, it is convenient for the proofs to construct the process CP + as follows. The connections with the parking model and the fragmentation on trees are made later on in Section 3.2.4 Consider a sequence of i.i.d. Poisson random variables (X(i), 1 ≤ i ≤ n) with parameter one, and associate to this sequence the random walk
From now on, consider that (Y n,(t) + (m), 0 ≤ m ≤ n) is a continuous process in the variable m, obtained by linear interpolation between integer points. Set
+ (x) are denoted more simply y n + and y + in the sequel. They are seen as random variables taking their values in D(R + , C([0, 1], R)). In words, for fixed λ, y is non-increasing in λ.
is just a random walk conditioned to hit −1 at time n. By a generalisation of Donsker's invariance principle [14] , see for instance [20, 25] , we have
in C([0, 1], R) equipped with the topology of uniform convergence (recall that y
+ = e). The proof of the next theorem is postponed until Section 5.
Theorem 8. The following convergence holds in
D(R + , C([0, 1], R)), y n + (d) − − → n y + .
Between a parking scheme and fragmentation of Cayley trees
THE PARKING SCHEME POINT OF VIEW ON CP + . The construction in Section 3.2.3 may be interpreted as follows in terms of a parking scheme: X(i) is the number of cars whose first choice is place i and that park at the first empty place to the right of i. The condition τ −1 = n amounts to saying that, in then end, the place n is still empty (see [13] for more details). The random variable X n,(t) + (i) represents the number of cars that have chosen place i by time t. Observe that conditionally on τ −1 = n,
+ (i) is binomial with parameters n − 1 and t. In particular, this is random, unlike in [13] . Hence, at time t = 1 − λ/ √ n the number of coalescences that already occurred, denoted by N n,λ , is binomial(n − 1, 1 − λ/ √ n) and it follows that
the convergence holding in distribution in D([0, λ ], R) for any λ , since the convergence is uniform on any compact. Indeed one may check that, as a process
The process λ → W n,λ is non-decreasing, and its finitedimensional distributions converge to those of the deterministic process (λ, λ ≥ 0) (convergence of the mean, and the variance goes to 0), and thus the convergence is almost sure (a.s.) on any compact (see [25, Appendix] if more details are needed). The convergence of this time change between our model and the discrete coalescence process, together with the convergence of the excursion sizes (as a process in λ) are the main tool to obtain the convergence to the additive coalescent.
THE PERCOLATION POINT OF VIEW. Consider a uniform Cayley tree with n vertices (uniformly labelled tree on [n]), and root it at the vertex labelled 1. For a node in [n], let its out-degree be the number of its neighbours that are further from the root. Then, it is folklore that the sequence of node outdegrees (d i , 1 ≤ 1 ≤ n) where the nodes are sorted according to the breadth-first order is distributed as (X(i), 1 ≤ i ≤ n) conditional to τ −1 = n, as described above. The random walk Y n,(0) + appears in the literature as the Łukasiewicz walk associated with a uniform Cayley tree [see, e.g., 22]. Now, equip the edges of the Cayley tree with i.i.d. uniform weights (U e , e ∈ E) (independently of the tree) and keep the edges with weight smaller than t, discarding the others. One then obtains a forest. In this forest F t , let d i (t) denote the out-degree of the node that had previously rank i in the Cayley tree (so that
The following proposition is a consequence of Lemma 14 (and Lemma 13):
Proposition 9. Let T be a uniform Cayley tree on n vertices whose edges are (independently) equipped with i.i.d. uniform [0, 1] weights. Let (u i , 1 ≤ i ≤ n) be the nodes sorted according to the Prim order (when the root node is u 1 = 1), and let X t (i) be the number of edges between u i and its children, that have a weight at most t. Then
As a consequence the collection of excursion sizes of ΨY n,(t) + at time t evolves, up to a time change, as the additive coalescent.
It is classical that a tree (or a forest) can be encoded by a Łukasiewicz walk. This walk encodes the sequence of node degrees (Y n,t (j) = i − 1)). As a consequence, the sequence of sizes of the trees in F t , sorted using the Prim order correspond to the sequence of excursion sizes of ΨY n,(t) + , and this property is true as a process indexed by t. This makes a connection between the results by Aldous and Pitman [4] and our representation of additive coalescent, and explains again the fact that the additive coalescent can be linearised.
Prim's order and linear representations of coalescents
This part presents the main new idea underlying this work.
Prim's algorithm and coalescents
In this section, we assume that an integer n ≥ 2 is fixed. Let G = ([n], E) be any connected graph, where the edges are marked by some weights, w = (w e , e ∈ E) ∈ [0, 1] #E , some non-negative real numbers. The pair (G, w) is said to be properly weighted if the weights are distinct and positive.
Prim's algorithm (or Prim-Jarník algorithm) is an algorithm which associates with any properly weighted graph (G, w) its unique minimum spanning tree, the connected subgraph of G that minimises the sum of the weights of its edges. It also defines a total order ≺ on the set of vertices. Let us describe the nodes u 1 , . . . , u n satisfying u 1 ≺ u 2 ≺ · · · ≺ u n . We will use below the notation V i for the set {u 1 , . . . , u i }.
First set u 1 = 1 and V 1 = {u 1 }. Assume that for some 1 ≤ i ≤ n−1, the nodes u 1 , . . . , u i have been defined. Consider the set of weights {w {a,b} | a ∈ V i , b / ∈ V i } of edges between a vertex of V i and another outside of V i . Since all weights are distinct, the minimum is reached at a single pair (a , b ) ∈ V i × V i . Set u i+1 = b . This iterative procedure completely determines the Prim order ≺. If one sets additionally π i+1 = a , a classical result (not used in the paper) is that the minimum spanning tree is the tree on [n] with set of edges {(π i , u i ) : 2 ≤ i ≤ n}.
Definition 10. We say that a set of nodes {v 1 , . . . , v } forms a Prim interval, if {v 1 , . . . , v } = {u i , i ∈ a, a + − 1 } for some a, that is if their Prim ranks are consecutive. Any Prim interval can be written as V j \ V i for some pair (i, j).
Given a properly weighted graph (G, w), for any t ∈ [0, 1], E t (w) = {e ∈ E : w e ≤ t} and G t (w) = ([n], E t ) the graph whose edges are the edges of E with weight at most t. The next proposition, which seems to be folklore in graph theory, is of prime importance to us. In the sequel we write E t and G t for short, the weights being clear from the context. Proposition 11. Let (G, w) be a properly weighted graph. For any t ∈ [0, 1], all the connected components of G t are Prim intervals. As a consequence, the coalescence of connected components arising when t increases corresponds to coalescence of consecutive Prim intervals.
Proof. Only the first statement needs to be proved. The graph G t is non-decreasing for t ∈ [0, 1], and since by hypothesis the weights are distinct and non-zero, we have E 0 = ∅ and E 1 = E. The finite set of weights/times {w e , e ∈ E} are the jumping times for the function (G t , 0 ≤ t ≤ 1), and exactly n − 1 of these dates t 1 , . . . , t n−1 modify the number of connected components. So the result needs only be checked at these times. For t = t 0 = 0 the result holds. Assume that, at time t k for some 0 ≤ k ≤ n − 2, all the connected components are consecutive intervals (I 1 , . . . , I ) with I j = [a j , b j ] and a j+1 = b j + 1.
Denote by e the edge which is added at time t k+1 . By hypothesis adding it decreases the number of connected components, and so its end points lie in two distinct intervals I x = [a x , b x ] and I y = [a y , b y ] for some x < y. If y = x+ 1 we are done, so assume for a contradiction that y > x + 1. The weight w e is smaller than all those of the missing edges at time t k+1 ; in particular, it is smaller than all the weights of the edges between ∪ i≤x I i and I x+1 . But this is impossible, since it contradicts the fact that the vertices are sorted according to the Prim order: indeed, by definition, the extremity of the lightest edge out of ∪ i≤x I i is a x+1 ∈ I x+1 .
Denote by Neigh G (v) = {u : {u, v} ∈ E} the set of neighbours of v in G. For a set of nodes S let also Neigh G (S) = v∈S Neigh G (v) \ S, the set of neighbours of S (out of S). Aldous [3] study of the multiplicative coalescent relies on an exploration of the graph and an encoding of the process i → #Neigh G (S i ), for an increasing collection of sets (S i ) 1≤i≤n that are built by a breadth-first search algorithm. The modified Algorithm 1 uses the standard order on the nodes instead of breadth-first search, but here we investigate the influence of the order on [n], hereafter denoted by <, that is used in building the sets (S i ) 1≤i≤n . The exploration is as follows. The first visited node is the smallest one v 1 for the order <. Assume we have visited S k = {v 1 , . . . , v k } at some time 1 ≤ k ≤ n. Then two cases arise:
In the exploration used by Aldous, the labels of the nodes 1, 2, . . . , n are compared using the standard order < on N. The exploration clearly depends on the order <, and the notation should have reflected this fact. For example, we could have written v k (<) and S k (<) instead of v k and S k . We will sometimes used further these enriched notation, and for 0 ≤ k ≤ n + 1 we also use the more compact notation
where by convention Z In the following we will call Prim exploration the exploration based on the Prim order ≺. Unlike the standard exploration, it is defined only on properly weighted graphs (G, w).
Prim traversal versus standard traversal
Take a random graph G = ([n], E) whose edges are equipped with i.i.d. uniform [0,1] weights. Let us examine the similarities and the differences between the standard exploration (using the order <) and the Prim exploration of the random graph G t . By Lemma 12 the multiset of excursions lengths of Z Gt < and Z Gt ≺ are the same, but in general the paths Z Gt < and Z Gt ≺ do not have the same distribution. We already said that the distributions of the corresponding processes in t were different (by Proposition 11), but this is also true for fixed t (even if the distribution of G is invariant by random permutation of the node labels). The reason is that during the exploration, the Prim order favours the nodes with a large indegree since the order is defined using the weights of the edges. Here is an example illustrating this. Consider G the graph with vertices {1, a 1 , a 2 , a 3 } and edges (1, a 1 ), (1, a 2 ), (1, a 3 ), (a 2 , a 3 ). Conditionally on G t = G, one sees that for the standard exploration, under a random labelling preserving 1, one visits 1, a 2 , a 3 , a 1 in that order with probability 1/6. However, under the Prim exploration, it is easy to check that, among the 24 possible orderings of the weights (w e , e ∈ E), six of them give this order so that the probability is 1/4.
There are however some special cases, including when G is a uniform Cayley tree or the complete graph for which the distributions of Z Gt < and Z Gt ≺ are the same.
Lemma 13. Let (G, W ) = (([n]
, E), W ) be a rooted weighted random graph. Assume that, for any k the distribution of #Neigh
• independent of the weights w e on the edges between S k and Neigh Gt (S k (≺)),
• the same as the distribution of #Neigh
Proof. We prove by induction on k ≥ 0 that under the conditions of the lemma, for any t ∈ [0, 1], (Z Gt ≺ (i)) 0≤i≤k and (Z Gt < (i)) 0≤i≤k have the same distribution. The base case k = 0 is clear. Suppose now that this holds up to some integer k. Then, by Skorokhod's representation theorem, we can find a coupling for which (Z Gt ≺ (i)) 0≤i≤k and (Z Gt < (i)) 0≤i≤k are a.s. the same. Now, the distribution of #Neigh(S k+1 ) conditional on (S k , #Neigh(S k )) is the same as the one conditionally on (S k , Neigh(S k )), for both orders. Furthermore, since this distribution is independent of the weights between S k and Neigh(S k ), it is not affected when modifying them in such a way that the end point of the lightest edge is the node of minimum label in Neigh(S k ). But in this modified version, we then have Z Gt ≺ (k + 1) = Z Gt < (k + 1) with probability one, so that (Z Gt ≺ (i)) 0≤i≤k+1 and (Z Gt < (i)) 0≤i≤k+1 , which completes the proof of the induction step. Case (b) can easily be extended to Galton-Watson trees conditioned to have size n, but we omit the details (see the proof below).
Proof. In the entire proof, there is no risk of confusion and we write S k instead of S k (≺), and drop the superscript referring to the graph we are working on.
(a) The case of the complete graph is straightforward: whatever the node v k+1 , the distribution of #Neigh(S k+1 ) given (S k , Neigh(S k ) is always the same and is that of
In particular, it is independent of the weights on the edges between S k and Neigh(S k ). Also, this distribution is the same conditionally on (S k , Neigh(S k )).
(b) The case of the Cayley tree is based on the invariances of the distribution of the tree. Observe first that the percolated tree G t is distributed as a forest of Cayley trees, which may each be seen as rooted at the node of smallest label. Now, condition on (S k , #Neigh(S k )). If #Neigh(S k ) = 0, then the claim clearly holds. Otherwise, the distribution of #Neigh(S k+1 ) is that of
where D k+1 + 1 denotes the degree of v k+1 , the next node to be visited. However, the subtrees rooted at Neigh(S k ) are exchangeable, and since the weights are independent of the tree, we see that the distribution of D k+1 is independent of the weights between S k and Neigh(S k ). Furthermore, the distribution conditionally on S k and Neigh(S k ) is unchanged since we may still permute the sets of children of the nodes in Neigh(S k ) without altering the conditional distribution.
5 Encoding the additive coalescent: Proof of Theorem 8
Finite-dimensional distributions
We start with the proof of the convergence of the finite-dimensional distributions (fdd).
Lemma 15. For any integers k ≥ 1 and ≥ 1, and for any s 1 , s 2 , . . . , s k ∈ [0, 1] and λ 1 , λ 2 , . . . , λ ≥ 0, we have y
We start with two bounds that will be used all along the proof. First, for any ε > 0,
as n → ∞. To see this, observe that X n,(1) + (i) are Poisson(1) random variables conditioned to satisfy τ −1 = n, and we have P(τ −1 = n) ∼ cn −3/2 as n → ∞. So the conditioning may be removed at the expense of a factor (cn −3/2 ) −1 , the union bound brings another factor n, and then P(Poisson(1) ≥ n ε ) ≤ min{e −1+e s −sn ε : s > 0} by standard Chernoff's bounding method. The case λ = 1 provides the bound in (8) . Furthermore, as a consequence of the weak convergence in C([0, 1], R) stated in (6), we have
and y
+ ∞ < ∞ with probability one.
Proof of Lemma 15. By the Skorokhod representation theorem, there exists a probability space on which the convergence stated in (6) is almost sure. In the following, we work on this space, and keep the same notation for the version of y n,(0) + which converges a.s., and still denote the discrete increments by
where ε n,s,λ is the term coming from the fact that ns is not an integer, so that the sum misses a contribution corresponding to the portion between ns and ns. We have the simple bound
Note that, by (8) , the bound in (11) goes to 0 in probability. Using the fact that
(s), we may rewrite y n,(λ) + (s) as:
Now, for λ ∈ R fixed, the first term goes to 0 in probability (conditionally on the X i ). To see this, observe that the number of terms in the sum is ns + √ ny n,(0) + (s), and that the terms 1 {U i ( )≤1−λn −1/2 } − (1 − λn −1/2 ) are independent and each have variance bounded by λn −1/2 . So the total variance of this first term is O(n −1/2 ). Since y n,(0) + ∞ converges a.s. on the probability space we are working on, and that each term is centred, Chebyshev's inequality guarantees that we have convergence to zero in probability.
The term in the second line of the right-hand side of (12) is
Finally, we see that on the probability space we are working on for any s, λ,
This completes the proof of convergence of the fdd.
Tightness of the sequence (y
It suffices to show that the sequence (λ → y
for each a ≥ 0. So fix a > 0. According to Kallenberg [21, Theorem 14.10] , considering the modulus of continuity
it suffices to show that for any ε, ε > 0, there exists δ > 0 such that for all n large enough, P(ω δ (y n + ) ≥ ε) ≤ ε . Observe that this modulus of continuity is a priori not adapted to convergence in a space of cadlag functions, but we take advantage of the continuity of the limit, and simply show that the convergence is uniform on [0, a] × [0, 1]. So fix ε, ε > 0. Considering again (8) and (9), there exist constants b ∈ (0, 1/4) and b > 0 such that the following event
has probability 1 − ε /10 for all n large enough. From (12) and the discussion just below it, taking λ 1 < λ 2 , we have
,
On B n , the O( · ) term in (14) goes to zero in probability. Furthermore, since P( B) < ε /10, in order to complete the proof, it suffices to show the following lemma:
Lemma 16. For every ε, ε > 0 there exists δ > 0 such that for every n large enough
In fact, v n,(λ) (s) appears to be very small since it is a sum of ns + √ ny n,(0) + (s) centred r.v. with variance 1/ √ n and the normalisation by n −1/2 makes of the sum a centred r.v. with variance 1/ √ n;
however the fluctuations along the two dimensional rectangle are more difficult to handle.
Proof. We discretise the parameter λ and consider λ j = ja/ √ n for j = 1, . . . , n. Then,
Now, v n,(λ) does not fluctuate much between the any two successive λ j , j = 1, . . . , n:
The first term goes to 0. As for the second one, for a single j, on B n the term is dominated by n −1/2 Bin(n + n 1+b , a/n), where Bin(n, p) denotes a binomial r.v. with parameters n and p. Now, using Bernstein's inequality, one can show, that for some c > 0, and n large enough,
so that the union bound then suffices to control the supremum on j ∈ {1, 2, . . . , n}. It remains to bound the fluctuations restricted to the λ j , 1 ≤ j ≤ n. Now, let (λ, s) → w n,(λ) (s) be the continuous process (in C([0, a] × [0, 1], R)) which interpolates v n as follows: for any 1 ≤ j ≤ n, w n,(λ j ) = v n,(λ j ) . Each w n,(λ j ) is interpolated between the points (k/n, (k + 1)/n) (this corresponds to the discrete increments), and the interpolation from v n,(λ j ) (s) to v n,(λ j+1 ) (s) being then also linear for each s. To end the proof of tightness, we will show that w n is tight in C([0, a] × [0, 1], R) . We use the criterion given in Corollary 14.9 p. 261 of [21] . It suffices to show that (w n,(0) (x)) x∈[0,1] is tight (which is the case since y n,(0) + is tight), and for some constant C, some α, β > 0, for any (λ 1 , s 1 ) and (λ 2 , s 2 
We will show this conditionally on B n only, which is sufficient too. As usual, it suffices to get the inequality at the discretisation points.
Using that for any sequence of independent and centred random variables
this is much smaller than needed: conditionally on B n this is at most
, which completes the proof of lemma.
6 Encoding the multiplicative coalescent: Proof of Theorem 5
Theorem 5 states the convergence of y n × . Before proving this convergence, we need to establish carefully the distribution of the sequence y n × . This is the aim of the next subsection. We then move on to the proof of convergence in the sense of finite-dimensional distributions in Section 6.3 and of tightness of the sequence (y n × ) n≥1 in Section 6.4.
Distribution of y n ×
In this part, we work on G = K n equipped with the weights w = (W (i, j), ij ∈ [n]) on its edges, some i.i.d. uniform r.v. on [0, 1]. Let u 1 , . . . , u n be the list of nodes of [n] sorted according to Prim's order on (G, w). We now let U k ( ) = W (u k , u ). In this case G t coincides with G(n, t), and Lemmas 14 and 13 apply.
For i ≥ 1 and t ∈ [0, 1], define
and let Z t (i) = #Z t (i) and S t (i) = #S t (i). The set Z t i is the list of nodes with Prim index greater than i, that share an edge in G t with a node with index at most i. The set S t (i) records the neighbours of u i in G t with Prim index larger than i, that are not neighbours of any u j for j < i. Observe that for every i the map t → Z t (i) is non-decreasing, non-negative, and that Z t (0) = ∅ for every t ∈ [0, 1]. Then define ∆Z t (i) := Z t (i) − Z t (i − 1); in G t , this is the number of nodes in {u i+1 , ..., u n } that are adjacent to u i but are not to any of u 1 , . . . , u i−1 , minus the number of nodes in {u i , . . . , u n } with an edge from u 1 , . . . , u i−1 but not from u i . Hence ∆Z t (i) ≥ −1 since only u i can be in Z t (i) but not in Z t (i − 1).
For a vector x = (x 1 , x 2 , . . . , x k ) of distinct real numbers, we write x ↓ for the vector consisting of the elements x 1 , . . . , x n sorted in decreasing order. 1] , and
Proof. We define the sets (Z t (i), 1 ≤ i ≤ n) and the Prim ordering (u 1 , u 2 , . . . , u n ) simultaneously. For i ≥ 1, V i denotes the set of nodes {u 1 , . . . , u i }. We proceed by induction on i ≥ 1 and prove (a), (b) and (c) simultaneously for every t ∈ [0, 1]. Initially, we have Z t (0) = ∅ and i = 1, u 1 = 1, V 1 = {u 1 }. The weights (W (u 1 , k)) 1<k≤n of the n − 1 edges which have u 1 as an end point are independent and uniformly distributed on [0, 1], and by definition of G t , for every t ∈ [0, 1],
which proves the base case since
This proves all three claims for every t ∈ [0, 1], in the case that i = 1. Suppose now that the claims (a), (b) and (c) hold true for all j ∈ {1, 2, . . . , i}, and consider Prim's algorithm just after u i has been defined. By definition, the node u i+1 is the node v in [n] \ V i for which
Observe that the choice of u i+1 is done by looking at the weights of the edges W (u j , v) for j ≤ i and v ∈ V i . In particular, this choice is independent of the weights (W (u i+1 , k) : k ∈ V i+1 ), so that these weights are also i.i.d. uniform on [0, 1], conditionally on the nodes rank u 1 , . . . , u i+1 . This is even true conditionally on (Z t (i)) t∈[0,1] since these random variables only depend on the weights W (u j , v),
Observe that once u i+1 is defined, the collection (the set) of weights to its neighbours in [n] \ V i+1 is fixed, even if we do not know yet the precise Prim order induced on [n] \ V i+1 , so (a) follows readily. To prove (b), observe that we have the following disjoint union (denoted by ),
which expresses the fact that we canonically assign the elements v of Z t (i) to the first node u j ∈ V i for which W (u j , v) ≤ t. The first set of (16) is easy to deal with. Indeed, by Proposition 11, we have:
• if Z t (i) = ∅ none of the nodes in V i is connected to any of the nodes in [n] \ V i by an edge of E t ;
• if Z t (i) = ∅ some nodes of V i are connected to some nodes in [n]\V i . But then, by Proposition 11, u i+1 ∈ Z t (i) and there are Z t (i) − 1 ≥ 0 nodes of [n] \ V i+1 which are connected to some node of V i .
So, in any case, there are (Z t (i) − 1) + nodes of the set [n] \ V i+1 which are already connected to nodes in V i by edges of E t , and we have
The representation of (b) follows immediately, and (c) is straightforward from the definition.
Proof. The proof consists simply in observing that #( (17) , and in reordering the random variables, (U i (j)) i<j≤n for every fixed i in such a way that they are hit by the set Z t (i − 1) in increasing order of index as time increases. So fix i ≥ 2 and define t i i+1 = inf{t ≥ 0 : #Z t (i − 1) ≥ 1}. Note that a.s., Z i−1 (t i i+1 ) contains a single element which we denote by π i (i + 1). Then, for i < j < n, let t i j+1 = inf{t > t i j : #Z t (i − 1) > #Z t− (i − 1)} and define π i (j + 1) to be the a.s. unique element of Z Using Lemma 12, the process (Z t (i), i ≥ 0) seems to be a nice tool to study CC(G t ), but it is not since its convergence is not sufficient to entails the convergence of the sizes of the excursions . To circumvent this problem, the idea, already exploited by [3] and [13] , is to use a companion process Y which has a drift and for which the lengths of the excursions above the current minimum converge.
For this, we use the settings of Corollary 18, and for 0 ≤ i ≤ n, t ∈ [0, 1] we set X n,t We are now ready to prove the convergence of y n × . The proof is quite similar to that of Theorem 8. Again it is sufficient to show the weak convergence in D ([λ , λ ], C([0, a], R) ) for −∞ < λ < λ < +∞ and a > 0 fixed. We start by revisiting the proof of Aldous [3] of (4). Again, Lemma 13 entails that y n,(λ) × has same distribution as Aldous' version y n,(λ) associated with breadth first order.
6.2 Proof of convergence of y n,(λ) × for a fixed λ
Here λ is fixed, and we obtain the convergence in C([0, a], R) of y n,(λ) × . Aldous proved (4) using the approximation of the Markov chain Y n,(λ) by a diffusion, the convergence being on D([0, 1], R); here, we provide a proof that is simpler and more easily extendable. For short, we use the following notation
Define also X (λ) (i) and X (λ) (i) by
(The term n 1/2 in the definition of X (λ) (i) may be replaced by n α , for any α ∈ [1/3, 2/3].) Here, in Section 6.2, λ is fixed and we further shorten the notation by dropping the superscripts indicating its value. Then define Y (i) and Z(i) (resp. Y (i) and Z(i)) with X (resp. X) in the same way that Y and Z are defined with X in (18) . The random variables X(i), X(i) and X(i) are all defined with the same uniforms, and, as long as Z i ≤ n 1/2 , we have
In particular, this inequality holds at least until the first time when Z(i) exceeds n 1/2 , which is no earlier than the first time i when Z(i) ≥ n 1/2 , that we denote by τ n 1/2 (Z). Now, consider some times t 0 := 0 < t 1 < · · · < t κ ≤ a, for some κ ≥ 1, and let us investigate the convergence of (Γ(n 2/3 t j ), 1 ≤ j ≤ κ) for Γ = Y and W = Y . Set ∆t j = t j − t j−1 and ∆ 2 t j = t 2 j − t 2 j−1 . The increments (∆Γ(n 2/3 t j ) := Γ(n 2/3 t j ) − Γ(n 2/3 t j−1 ), 1 ≤ j ≤ n) are independent, and for 1 ≤ j ≤ κ,
where ε 1 and ε 2 account for the error made by replacing k(k + 1) 2 /2 by k 2 /2 and by the approximation of the fractional parts; in particular, ε 1 , ε 2 = O(n 2/3 ) and eventually negligible. Recall that p λ (n) = 1/n + λn −4/3 . By the central limit theorem, for every j ∈ {1, . . . , κ} we have
where N (µ, σ 2 ) denotes the normal distribution with mean µ and variance σ 2 . This provides the convergence of the fdd of Y and Y to those of the process (y
. This also implies that τ n 1/2 (Z)/n 2/3 → +∞. Then, the tightness of Y follows from that of Y and Y , and these ones are consequences of a simple control of the fourth moment of
which is 3(t j − t j−1 ) 2 + O(n −1/3 ) the O( · ) term being independent of 0 ≤ t j , t j−1 ≤ a (we just used here that the fourth centred moment of Bin(n, q) is nq(1 − q)(1 + (3n − 6)(q − q 2 )). The same estimate with a different O( · ) term holds for Y . This completes the proof of (4).
We now slightly adapt the proof to get the full convergence of the bi-dimensional process as stated in Theorem 5. We will prove the convergence in D([λ , λ ] × [0, a], R) which will be sufficient to conclude. 
and we will express the limit of y × (x) < a.s. +∞.
We rely on the approximations X (λ) and X (λ) introduced in the previous section, and recall that all the variables X, X, X are all defined on the same probability space (the space where are defined the U ). Clearly, we have sup
where the X (λ ) (i), 1 ≤ i ≤ an 2/3 , are independent Bin(n − i, p λ (n)) random variables. Thus, for ε > 0 small,
sup 0≤i≤an 2/3 X (λ) (i) ≥ n ε ≤ an 2/3 · P(Bin(n, p λ (n)) ≥ n ε )
= O(exp(−n /2)).
the family of functions (γ ×,n (λ)) λ∈I , n ≥ 1, in D(I, 2 ↓ ). To complete the proof of the convergence, it suffices now to prove convergence of the fdd.
To this aim, use Theorem 5 and a Skorokhod's representation in order to obtain a sequence of functions (y n × ) n≥1 that converge a.s. in D(R + × R, R). Then, in particular, for any ≥ 1 and for any λ ≤ λ 1 < λ 2 < · · · < λ ≤ λ , we have Proof of Corollary 3. Since the finite-dimensional distributions (fdd) characterize the law of the process, it suffices to verify that the fdd of (γ + (e −t )) t∈R and (γ × (λ) λ∈R coincide with those of the standard additive and multiplicative coalescents, respectively.
Consider any natural number k ≥ 1 and any t 1 < t 2 < · · · < t k . Then, for fixed n ≥ 1, the vector (γ +,n (e −t 1 ), . . . , γ +,n (e −t k )) is distributed as the values at times t 1 , t 2 , . . . , t k of the additive coalescent started at time t 1 in the state γ +,n (e −t 1 ). Since (γ +,n (e −t 1 ), . . . , γ +,n (e −t k )) → (γ + (e −t 1 ), . . . , γ + (e −t k ))
in distribution as n → ∞, the Feller property of the additive coalescent implies that if the coalescent is started at time t 1 in state γ + (e −t 1 ), then the distributions at times t 1 , t 2 , . . . , t k are given by (γ + (e −t 1 ), . . . , γ + (e −t k )).
In other words, the fdds of (γ + (e −t )) t∈R are those of the an additive coalescent, so that it is in fact an additive coalescent. We have the standard additive coalescent since for a single fixed time t, γ + e −t is the scaling limit of a percolated Cayley tree. The proof in the multiplicative case is similar, one only needs to use Note 7 to make the process time-homogeneous for fixed n, and identify the standard multiplicative coalescent because γ × (λ) is the scaling limit of the cluster sizes of G(n, p λ (n)); the details are omitted.
Proof of Theorem 4
The representation we have of the process also yields a construction of a standard version of the augmented multiplicative coalescent of Bhamidi et al. [10] , which also keeps tracks of the surplus of the connected components (the minimum number of edges to remove in order to obtain a tree). We start with Corollary 18. Consider the random variables U i (k), i < k ≤ n, and arrange them geometrically in a field (P n i (j)) 1≤i≤n,1≤j≤n−i on the first quadrant N × N by setting P n i (j) := U i+1 (i + 1 + j) for 1 ≤ i ≤ n and 1 ≤ j ≤ k − i. Then, the number of extra edges in G(n, t) of a connected component corresponding to an interval I is precisely the number of P n i (j), i ∈ I, lying below the graph of Z t whose value is at most t. (See Figure 3.) Proof of Theorem 4. For every t = 1/n + λn −4/3 , the Bernoulli point set {(in −2/3 , jn −1/3 ) : P n i (j) ≤ t} converges to a Poisson point process with intensity one on R + × R + . Furthermore, the limit point set is independent of λ ∈ R.
The convergence of the finite-dimensional distributions follows from arguments similar to the ones used in the proof of Theorem 2 which rely on Skorokhod's representation theorem. So it suffices to prove convergence of the marginals. For fixed t, note that the random variables of the Bernoulli point set that i Z t P i (2) = U i+1 (i + 2) ≤ t Figure 3 : Z t and the field (P n i (j)) is represented by the bullets; the black ones are the ones whose value is at most t. So here, the graph represented has two connected components, each having one extra edge.
