Maximal operators with rough kernels on product domains  by Al-Salman, Ahmad
J. Math. Anal. Appl. 311 (2005) 338–351
www.elsevier.com/locate/jmaa
Maximal operators with rough kernels on product
domains
Ahmad Al-Salman
Department of Mathematics, Yarmouk University, Irbid, Jordan
Received 26 October 2004
Available online 31 March 2005
Submitted by J.H. Shapiro
Abstract
In this paper, we study the Lp boundedness of certain maximal operators on product domains
with rough kernels in L(logL). We prove that our operators are bounded on Lp for all 2 p < ∞.
Moreover, we show that our condition on the kernel is optimal in the sense that the space L(logL)
cannot be replaced by L(logL)r for any r < 1. Our results resolve a problem left open in [Y. Ding,
A note on a class of rough maximal operators on product domains, J. Math. Anal. Appl. 232 (1999)
222–228].
 2005 Elsevier Inc. All rights reserved.
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1. Introduction and statement of results
It is well known that maximal functions are very important tools in harmonic analysis. In
this paper, we are interested in studying the Lp boundedness of maximal operators that are
related to a family of singular integral operators on product domains of the type considered
by R. Fefferman [11] and Fefferman–Stein [12]. For background information on singular
integrals and related operators on product spaces, we refer the readers to consult [3,7,10],
and the references therein.
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A. Al-Salman / J. Math. Anal. Appl. 311 (2005) 338–351 339Let Rd (d  2) be the d-dimensional Euclidean space and Sd−1 be the unit sphere in Rd
equipped with the normalized Lebesgue measure dσd . Let L2(R+ ×R+, r−1s−1 dr ds) be
the space of all measurable functions h : R+ × R+ → R that satisfy
‖h‖L2(R+×R+,r−1s−1 dr ds) =
( ∞∫
0
∞∫
0
∣∣h(r, s)∣∣2r−1s−1 dr ds
)1/2
< ∞.
Let Ω ∈ L1(Sn−1 × Sm−1) be such that
Ω(tx, sy) = Ω(x,y) for any t, s > 0; (1.1)∫
Sn−1
Ω(u′, ·) dσn(u′) =
∫
Sm−1
Ω(·, v′) dσm(v′) = 0. (1.2)
For Ω ∈ L1(Sn−1 × Sm−1) that satisfies (1.1)–(1.2), we let TΩ,h be the singular integral
operator defined on Rn × Rm by
(TΩ,hf )(x, y) = p.v.
∫∫
Rn×Rm
f (x − u,y − v)|u|−n|v|−mΩ(u′, v′) dudv. (1.3)
In 1999, Y. Ding [9] studied the following maximal function MΩ that is related to the class
of operators in (1.3):
(MΩf )(x, y) = sup
h∈U
∣∣(TΩ,hf )(x, y)∣∣, (1.4)
where U is the set of all h ∈ L2(R+ × R+, r−1s−1 dr ds), ‖h‖L2(R+×R+,r−1s−1 dr ds)  1.
It should be pointed out here that the maximal operator MΩ in (1.4) was first introduced
in the one parameter setting by Chen–Lin in [8]. For a background information and recent
results regarding the analogy of MΩ in the one parameter setting, we advise the readers to
consult [1,2,8].
Regarding the operator MΩ in (1.4), Y. Ding [9] proved the following L2 boundedness
result.
Theorem A [9]. If Ω ∈ L(logL)2(Sn−1 × Sm−1) and satisfies (1.1)–(1.2), then MΩ is
bounded on L2(Rn × Rm).
The question concerning the Lp boundedness of the operator MΩ (for p = 2) was left
open in [9]. In this paper, we shall obtain the Lp boundedness of the operator MΩ for all
2 p < ∞. Moreover, we shall show that the condition Ω ∈ L(logL)2(Sn−1 × Sm−1) in
Theorem A can be substantially weekened even for p = 2. In fact, we have the following.
Theorem B. If Ω ∈ L(logL)(Sn−1 ×Sm−1) and satisfies (1.1)–(1.2), then MΩ is bounded
on Lp(Rn × Rm) for all 2 p < ∞.
By noticing that L(logL)2(Sn−1 × Sm−1) is contained properly in L(logL)(Sn−1 ×
Sm−1), we observe that Theorem B is an improvement of Theorem A even for the special
case p = 2.
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singular integrals [6], one is naturally led to ask the following question.
Question. Does the result of Theorem B still hold if the condition Ω ∈ L(logL)(Sn−1 ×
Sm−1) is replaced by Ω ∈ L(logL)r(Sn−1 × Sm−1) for some r < 1?
We resolve this question by our next theorem.
Theorem C. There exists an Ω which lies in L(logL)1−ε(Sn−1 × Sm−1) for all ε > 0 and
satisfies (1.1)–(1.2) such that MΩ is not bounded on L2(Rn × Rm).
Clearly Theorem C shows that our size condition Ω ∈ L(logL)(Sn−1 × Sm−1) is
optimal in the sense that the L2 boundedness of MΩ may fail if the condition Ω ∈
L(logL)(Sn−1 × Sm−1) is replaced by Ω ∈ L(logL)r(Sn−1 × Sm−1) for some r < 1.
As a consequence of Theorem B, we obtain the following result concerning the singular
integral operator TΩ,h.
Corollary D. Suppose that Ω ∈ L(logL)(Sn−1 × Sm−1) and satisfies (1.1)–(1.2) and that
h ∈ L2(R+ × R+, r−1s−1 dr ds). Then TΩ,h is bounded on Lp(Rn × Rm) for all 1 <
p < ∞.
Throughout this paper the letter C will stand for a constant that may vary at each occur-
rence, but it is independent of the essential variables.
2. Two introductory lemmas
Suppose that Ω ∈ L1(Sn−1 × Sm−1) that satisfies (1.2). Let a  2 be a real number. For
two sequences of radial functions {ψj,a : j ∈ Z} and {θj,a : j ∈ Z} defined on Rn and Rm,
respectively, we define the square function Ra,j,k by
Ra,j,k(f )(x, y) =
( ∑
l,γ∈Z
2a∫
1
2a∫
1
∣∣∆a,j+l,k+γ (f )(x, y, r, s)∣∣2r−1s−1 dr ds
)1/2
, (2.1)
where
∆a,j+l,k+γ (f )(x, y, r, s)
=
∫∫
Sn−1×Sm−1
Ω(u′, v′)(Γa,j+l,k+γ ∗ f )(x − 2aj ru′, y − 2aksv′) dσ (v′) dσ (u′) (2.2)
and
Γa,j+l,k+γ = (ψj+l,a ⊗ θk+γ,a) ∗ (ψj+l,a ⊗ θk+γ,a). (2.3)
Now, we have the following result.
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( ∑
j,k∈Z
∣∣Γa,j,k ∗ f ∣∣2
)1/2∥∥∥∥
p
 Cp‖f ‖p (2.4)
for some p > 2 with constant Cp independent of a, then∥∥Ra,j,k(f )∥∥p  a‖Ω‖1Cp‖f ‖p. (2.5)
Proof. The proof is straightforward. In fact, we choose g ∈ L(p/2)′ with ‖g‖(p/2)′ = 1 such
that ∥∥Ra,j,k(f )∥∥2p
=
∫∫
Rn×Rm
∑
l,γ∈Z
2a∫
1
2a∫
1
∣∣∆a,j+l,k+γ (f )(x, y, r, s)∣∣2r−1s−1 dr ds∣∣g(x, y)∣∣dx dy.
(2.6)
Let
MΩ,ag(x, y) = sup
j,k∈Z
∫∫
2aj<|u|2a(j+1)
2ak<|v|2a(k+1)
∣∣g(x + u,y + v)∣∣ |Ω(u′, v′)||u|n|v|m dudv. (2.7)
Then it is clear that
∫∫
Rn×Rm
2a∫
1
2a∫
1
∣∣∆a,j+l,k+γ (f )(x, y, r, s)∣∣2r−1s−1 dr ds
 ‖Ω‖1
∫∫
Rn×Rm
∣∣(Γa,j+l,k+γ ∗ f )(x, y)∣∣2MΩ,ag(x, y) dx dy (2.8)
which when combined with (2.6) imply
∥∥Ra,j,k(f )∥∥2p  ‖Ω‖1
∫∫
Rn×Rm
{ ∑
l,γ∈Z
∣∣(Γa,j+l,k+γ ∗ f )(x, y)∣∣2
}
MΩ,ag(x, y) dx dy
 ‖Ω‖1
∥∥∥∥
( ∑
l,γ∈Z
|Γa,l,γ ∗ f |2
)1/2∥∥∥∥
p
‖MΩ,ag‖(p/2)′ . (2.9)
Now, by a theorem in [14, p. 477], it can be easily seen that
‖MΩ,ag‖(p/2)′  a2Cp‖Ω‖1‖g‖(p/2)′ . (2.10)
Hence, (2.5) follows by (2.9), (2.10), and the fact that ‖g‖(p/2)′ = 1. 
Now, we prove the following lemma which will simplify the proof of Theorem B.
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that the sequences {ψj,a : j ∈ Z} and {θj,a: j ∈ Z} satisfy: (i) the estimate (2.4) for
all p > 2 with constant Cp independent of a; (ii) ψˆj,a and θˆj,a are supported in
{ξ ∈ Rn: 2−a(j+1)  |ξ |  2−a(j−1)} and {ξ ∈ Rm: 2−a(j+1)  |ξ |  2−a(j−1)}, respec-
tively; and (iii) 0 ψˆj,a, θˆj,a  1. Then∥∥Ra,j,k(f )∥∥p  aCp2−αp |j |2−βp |k|‖f ‖p (2.11)
holds for all 2  p < ∞ with constants Cp , αp , and, βp independent of j , k, and the
parameter a.
Proof. By Lemma 2.1 and the assumption that ‖Ω‖1  1, we have∥∥Ra,j,k(f )∥∥p  aCp‖f ‖p. (2.12)
Next, we estimate ‖Ra,j,k(f )‖2. By Plancherel’s theorem and Fubini’s theorem, we have∥∥Ra,j,k(f )∥∥22  ∑
l,γ∈Z
∫∫
Aa,j+l×Ba,k+γ
∣∣fˆ (ξ, η)∣∣2Ja,j,k(ξ, η) dξ dη, (2.13)
where
Aa,j+l = supp(ψˆj+l,a), Ba,k+γ = supp(θˆk+γ,a), and
Ja,j,k(ξ, η) =
2a∫
1
2a∫
1
∣∣∣∣∣
∫∫
Sn−1×Sm−1
Ω(u′, v′)e−i2aj (ξ ·u′)r
× e−i2ak(η·v)s dσ (v′) dσ (u′)
∣∣∣∣∣
2
dr ds
rs
. (2.14)
Clearly Ja,j,k satisfies the following estimate:
Ja,j,k(ξ, η) a2. (2.15)
On the other hand, by the cancelation property (1.2) and the assumption that ‖Ω‖1  1,
it is straightforward to see that the following estimates hold:
Ja,j,k(ξ, η) 22aa2|2aj ξ |2; (2.16)
Ja,j,k(ξ, η) 22aa2|2akη|2; (2.17)
Ja,j,k(ξ, η) 24aa2|2aj ξ |2|2akη|2. (2.18)
Now, since ‖Ω‖2  2a , it can be easily seen that
Ja,j,k(ξ, η) 22aJ(1)a,j (ξ)J
(2)
a,k(η), (2.19)
where
J(1)a,j (ξ) =
( ∫∫
n−1 n−1
∣∣∣∣∣
2a∫
e−i2aj ξ ·(u′−x′)r dr
r
∣∣∣∣∣
2
dσ(u′) dσ (x′)
)1/2
, (2.20)
S ×S 1
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( ∫∫
Sm−1×Sm−1
∣∣∣∣∣
2a∫
1
e−i2aj η·(v′−y′)s ds
s
∣∣∣∣∣
2
dσ(v′) dσ (y′)
)1/2
. (2.21)
Therefore, by integration by parts and the trivial estimates∣∣∣∣∣
2a∫
1
e−i2aj ξ ·(u′−x′)r r−1 dr
∣∣∣∣∣ a,
∣∣∣∣∣
2a∫
1
e−i2aj η·(v′−y′)ss−1 ds
∣∣∣∣∣ a
and
J(1)a,j (ξ) a, J
(2)
a,k(η) a,
we have
Ja,j,k(ξ, η) a222aC min
{|2aj ξ |−1/4|2akη|−1/4, |2aj ξ |−1/4, |2akη|−1/4}. (2.22)
Thus by (2.15)–(2.18), (2.22), and an interpolation, we get
Ja,j,k(ξ, η) a2|2aj ξ |2/a; (2.23)
Ja,j,k(ξ, η) a2|2akη|2/a; (2.24)
Ja,j,k(ξ, η) a2|2aj ξ |2/a|2akη|2/a; (2.25)
Ja,j,k(ξ, η) a2|2aj ξ |2/a|2akη|−2/a; (2.26)
Ja,j,k(ξ, η) a2|2aj ξ |−2/a|2akη|2/a; (2.27)
Ja,j,k(ξ, η) a2|2aj ξ |−2/a|2akη|−2/a. (2.28)
By (2.13), (2.15), and (2.23)–(2.28), we immediately obtain∥∥Ea,j,k(f )∥∥2  aC2−α|j |2−β|k|‖f ‖2 (2.29)
for some positive constants α,β, and C independent of a, j, and k. Hence, (2.11) follows
by (2.12), (2.29), and an interpolation. This completes the proof. 
3. Proof of the Lp boundedness
This section is devoted to the proofs of Theorem B and Corollary D.
Proof of Theorem B. Assume that Ω ∈ L(log+ L)(Sn−1 ×Sm−1) and satisfies (1.1)–(1.2).
By a similar argument as in [3], we decompose the function Ω as follows:
For an integer κ  1, let
Eκ =
{
(x′, y′) ∈ Sn−1 × Sm−1: 2κ+1  ∣∣Ω(x′, y′)∣∣< 2κ+2}.
Also, we let
E0 =
{
(x′, y′) ∈ Sn−1 × Sm−1: ∣∣Ω(x′, y′)∣∣< 4}.
Set bκ = ΩχEκ and D = {κ ∈ N: ‖ΩχEκ‖1  2−3κ }, where χA stands for the characteristic
function of the set A. Define the sequence of functions {Ωκ}κ∈D∪{0} on Sn−1 × Sm−1 by
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(∥∥ΩχEκ∥∥1)−1
(
ΩχEκ (x, y)−
∫
Sn−1
ΩχEκ (u, y) dσ (u)
−
∫
Sm−1
ΩχEκ (x, v) dσ (v)+
∫
Sn−1×Sm−1
ΩχEκ (u, v) dσ (u)dσ(v)
)
,
(3.1)
for κ ∈ D and
Ω0(x, y) = Ω(x,y)−
∑
κ∈D
∥∥ΩχEκ∥∥1Ωκ(x, y). (3.2)
Then we have the following:∫
Sn−1
Ωκ(u, ·) dσ (u) =
∫
Sm−1
Ωκ(·, v) dσ (v) = 0, (3.3)
‖Ωκ‖1  C, ‖Ωκ‖2  C · 24(κ+2), (3.4)
Ω(x,y) = Ω0(x, y)+
∑
κ∈D
∥∥ΩχEκ∥∥1Ωκ(x, y), (3.5)
∑
κ∈D∪{0}
(κ + 2)∥∥ΩχEκ∥∥1  C‖Ω‖L(logL)(Sn−1×Sm−1). (3.6)
Therefore, by (3.5) we have
MΩ(f )(x, y)
∑
κ∈D∪{0}
∥∥ΩχEκ∥∥1MΩκ (f )(x, y). (3.7)
Thus, to prove the Lp boundedness of MΩ for 2 p < ∞, it suffices by (3.6) and (3.7) to
prove that the inequality∥∥MΩκ (f )∥∥p  (κ + 2)Cp‖f ‖p (3.8)
holds for all 2 p < ∞ and κ ∈ D ∪ {0} where Cp is a constant independent of κ .
To prove (3.8), we shall follow similar ideas developed in the one parameter settings
in [2]. Let κ ∈ D ∪ {0}, then by duality, it can be easily seen that
MΩκ (f )(x, y)
=
( ∞∫
0
∞∫
0
∣∣∣∣∣
∫∫
Sn−1×Sm−1
Ωκ(u
′, v′)f (x − ru′, y − sv′) dσ (u′) dσ (v′)
∣∣∣∣∣
2
dr ds
rs
)1/2
.
(3.9)
Now, we choose two collections of C∞ radial functions {ψj,κ+2: j ∈ Z} and {θj,κ+2:
j ∈ Z} defined on Rn and Rm, respectively, that satisfy, in addition to the assumptions
(i) and (ii) of Lemma 2.2 with a is replaced by κ + 2, the following conditions:
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j∈Z
(ψˆj,κ+2)2(ξ) =
∑
j∈Z
(θˆj,κ+2)2(η) = 1, (3.10)
∣∣∣∣∂αψˆj,κ+2∂ξα (ξ)
∣∣∣∣ Cα|ξ |−|α|, (3.11)∣∣∣∣∂αψˆj,κ+2∂ηα (η)
∣∣∣∣Cα|η|−|α|, (3.12)
for all multi-indices α and for all ξ = 0, and η = 0 with constants Cα independent of κ .
Let Γκ,j,k = (ψj,κ+2 ⊗ θk,κ+2) ∗ (ψj,κ+2 ⊗ θk,κ+2). Then, it follows that
MΩκ (f )(x, y)
∑
j,k∈Z
Rκ+2,j,k(f )(x, y), (3.13)
where Rκ+2,j,k is given by (2.1) with Ω is replaced by Ωκ and a is replaced by κ + 2.
Now, we prove that the sequence {Γκ,j,k} satisfies (2.4) for all p  2 with a is replaced
by κ + 2. To do so, we argue as in the one parameter settings in [4]. Let mj,k,κ+2(ξ, η) =
ψˆj,κ+2(ξ)θˆj,κ+2(η) and let Ij,k,κ be the interval in Rn × Rm given by
Ij,k,κ =
{
ξ ∈ Rn: 2−κ(j+1)  |ξ | 2−κ(j−1)}× {ξ ∈ Rm: 2−κ(k+1)  |ξ | 2−κ(k−1)}.
Then, it is clear that mj,k,κ+2 is supported in Ij,k,κ and that Ij,k,κ ∩ Il,s,κ = ∅ whenever
(l, s) /∈ {j − 1, j, j + 1} × {k − 1, k, k + 1}. Moreover, by (3.11) and (3.12), we have∣∣∣∣ ∂α+β∂ξα∂ηβ mj,k,κ+2(ξ, η)
∣∣∣∣ Cα,β |ξ |−|α||η|−|β| (3.14)
for all multi-indices α, β and for all ξ = 0, and η = 0 with constant Cα,β independent of κ .
Thus, by Littlewood–Paley theory [13], it follows that∥∥∥∥
( ∑
j,k∈Z
|Γκ,j,k ∗ f |2
)1/2∥∥∥∥
p
 Cp‖f ‖p (3.15)
for all p  2 with constant Cp that may depend on p, the dimension nm, and the constants
Cα,β in (3.14), but it is independent of the parameter κ . Hence by (3.4), (3.10)–(3.13),
(3.15), Lemmas 2.1 and 2.2, we obtain (3.8). This completes the proof. 
Proof of Corollary D. The proof is straightforward. By Theorem B and the inequality∣∣(TΩ,hf )(x, y)∣∣ ‖h‖L2(R+×R+,r−1s−1 dr ds)MΩ(f )(x, y),
it follows that TΩ,h is bounded on Lp for 2  p < ∞. Thus, by duality, we obtain that
TΩ,h is bounded on Lp for 1 <p < ∞. This completes the proof of Corollary D. 
4. Proof of the sharpness of the size condition
This section is devoted to the proof of Theorem C. Throughout this section, we shall let
dσn,m(u
′, v′;x′, y′) denote dσn(u′) dσm(v′) dσn(x′) dσm(y′).
A key step towards proving Theorem C is the following simple proposition which is a
simple consequence of duality and Plancherel’s Theorem.
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Kn : Sn−1 × Sn−1 × Sn−1 → C, Km : Sm−1 × Sm−1 × Sm−1 → C, and mΩ : Rn × Rm → C
be given by
Kn(ξ
′, u′, x′) = log∣∣ξ ′ · (u′ − x′)∣∣−1 − π
2
i sgn
(
ξ ′ · (u′ − x′)), (4.1)
Km(η
′, v′, y′) = log∣∣η′ · (v′ − y′)∣∣−1 − π
2
i sgn
(
η′ · (v′ − y′)), (4.2)
mΩ(ξ,η) =
∫∫
(Sn−1×Sm−1)2
Ω(u′, v′)Ω(x′, y′)Kn(ξ ′, u′, x′)
×Km(η′, v′, y′) dσn,m(u′, v′;x′, y′). (4.3)
Then the maximal function MΩ is bounded on L2(Rn × Rm) if and only if the function
mΩ(ξ,η) is in L∞(Rn × Rm).
As a consequence of Proposition 4.1, one can readily observe the following.
Proposition 4.2. Let Ω ∈ L1(Sn−1 × Sm−1) be a real valued function. Let mΩ be given
by (4.3) and let R(mΩ) be its real part. Then R(mΩ) is in L∞(Rn × Rm) if and only if
R0(mΩ) is in L∞(Rn × Rm) where
R0(mΩ) =
∫∫
(Sn−1×Sm−1)2
Ω(u′, v′)Ω(x′, y′) log
∣∣ξ ′ · (u′ − x′)∣∣−1
× log∣∣η′ · (v′ − y′)∣∣−1 dσn,m(u′, v′;x′, y′). (4.4)
Now, we are in a position to prove Theorem C.
Proof of Theorem C. We shall prove Theorem C for the case n = m = 2 and real Ω .
The proof of the general case follows by minor modifications. For sake of simplicity, we
shall work on [−1,1]2 instead of S1 × S1. Thus, by Propositions 4.1 and 4.2, it suffices to
construct an Ω with the following properties:
1∫
−1
Ω(u, ·) du =
1∫
−1
Ω(·, v) dv = 0; (4.5)
∫∫
[−1,1]2
∣∣Ω(u,v)∣∣(log(2 + ∣∣Ω(u,v)∣∣))dudv = ∞; (4.6)
∫∫
[−1,1]2
∣∣Ω(u,v)∣∣(log(2 + ∣∣Ω(u,v)∣∣))1−ε dudv < ∞ for each ε > 0; (4.7)
∫∫∫∫
4
Ω(u,v)Ω(t, s)
(
log |u− t |−1)(log |v − s|−1)dudv dt ds = ∞; (4.8)[0,1]
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∫∫∫∫
[−1,1]4\[0,1]4
∣∣Ω(u,v)Ω(t, s)(log |u− t |−1)(log |v − s|−1)∣∣dudv dt ds < ∞. (4.9)
Towards constructing such function, we shall follow similar ideas as in the one parame-
ter setting in [2] (see also [5]).
For k ∈ N, let Dk = [1/(k + 1),1/k) and
bk = k
(log k)
∞∑
j=3
1
(log j)(log k + log j) . (4.10)
Then, it is easy to verify that
bk  k log(logk)(log k)−2C (4.11)
which implies that
∞∑
k=3
k−1(k + 1)−1bk < ∞. (4.12)
Now we define Ω on [−1,1]2 by
Ω(u,v) =
∞∑
j=3
∞∑
k=3
jk
(log j)(log k)(log k + log j)χDk×Dj (u, v)
− χ[−1,0](v)
( ∞∑
k=3
bkχDk (u)
)
− χ[−1,0](u)
( ∞∑
k=3
bkχDk (v)
)
+ χ[−1,0]2(u, v)
( ∞∑
k=3
bk
k(k + 1)
)
,
where χA represents the characteristic function of a set A.
We now show that Ω satisfies (4.5)–(4.9). Clearly (4.5) holds trivially. To prove (4.6),
it suffices to show that∫
[0,1]2
∣∣Ω(u,v)∣∣(log(2 + ∣∣Ω(u,v)∣∣))dudv = ∞. (4.13)
However, the proof of (4.13) is straightforward. In fact,∫
[0,1]2
∣∣Ω(u,v)∣∣(log(2 + ∣∣Ω(u,v)∣∣))dudv
=
∞∑
j=3
∞∑
k=3
jk
∫
Dk×Dj (log(2 + |Ω(u,v)|)) dudv
(log j)(log k)(log k + log j)
 C
∞∑ ∞∑ log j + logk
jk(log j)(log k)(log k + log j) = C
( ∞∑ 1
j log j
)2
= ∞.j=3 k=3 j=3
348 A. Al-Salman / J. Math. Anal. Appl. 311 (2005) 338–351We now turn to the proof of (4.7). We write∫∫
[−1,1]2
∣∣Ω(u,v)∣∣(log(2 + ∣∣Ω(u,v)∣∣))1−ε dudv = I1 + I2 + I3 + I4, (4.14)
where
I1 =
∫∫
[0,1]2
∣∣Ω(u,v)∣∣(log(2 + ∣∣Ω(u,v)∣∣))1−ε dudv; (4.15)
I2 =
∫∫
[−1,0]×[0,1]
∣∣Ω(u,v)∣∣(log(2 + ∣∣Ω(u,v)∣∣))1−ε dudv; (4.16)
I3 =
∫∫
[0,1]×[−1,0]
∣∣Ω(u,v)∣∣(log(2 + ∣∣Ω(u,v)∣∣))1−ε dudv; (4.17)
I4 =
∫∫
[−1,0]×[−1,0]
∣∣Ω(u,v)∣∣(log(2 + ∣∣Ω(u,v)∣∣))1−ε dudv. (4.18)
It can be easily seen that I1 < ∞. In fact,
I1  C
∞∑
j=3
∞∑
k=3
(log j + logk)1−ε
jk(log j)(log k)(log k + log j) C
{ ∞∑
j=3
1
j (log j)1+ε/2
}2
< ∞.
(4.19)
Next, notice that
I2 =
∞∑
k=3
bk(log(2 + bk))1−ε
k(k + 1)  C
∞∑
k=3
log(log k)(log k)1−ε
k(log k)2
< ∞, (4.20)
where the first inequality follows by (4.11). Similar calculations show that
I3  C < ∞. (4.21)
Finally, we show that I4 < ∞. By (4.12), we have
I4 =
∫∫
[−1,0]×[−1,0]
( ∞∑
k=3
bk
k(k + 1)
)
log
(
2 +
∞∑
k=3
bk
k(k + 1)
)
dudv
 C log(2 +C)
∫∫
[−1,0]×[−1,0]
dudv < ∞. (4.22)
Hence, (4.7) follows by (4.14) and (4.19)–(4.22).
To prove (4.8), set
aj,k = jk , al,ν = lν ,
(log j)(log k)(log k + log j) (log l)(logν)(logν + log l)
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Dj,k,l,ν = Dj ×Dk ×Dl ×Dν.
Then ∫∫∫∫
[0,1]4
Ω(u,v)Ω(t, s)
(
log |u− t |−1)(log |v − s|−1)dudv dt ds
=
∞∑
j=3
∞∑
k=3
∞∑
l=3
∞∑
ν=3
aj,kal,ν
∫∫∫∫
Dj,k,l,ν
(
log |u− t |−1)(log |v − s|−1)dudv dt ds

∞∑
j=3
∞∑
k=3
∞∑
lj+2
∞∑
νk+2
aj,kal,ν
∫∫∫∫
Dj,k,l,ν
(
log |u− t |−1)(log |v − s|−1)dudv dt ds
 C
∞∑
j=3
∞∑
k>2j
∞∑
l>2k
∞∑
ν>2l
aj,kal,ν(log j)2
j2k2l2ν2
 C
∞∑
j=3
log j
j
∞∑
k>2j
1
k(log k)2(log j + log k)  C
∞∑
j=3
1
j log j
= ∞.
Now, we prove (4.9). To do so, we break the integral over [−1,1]4 \ [0,1]4 into four-
teen parts. Namely, the integral over [0,1]3 × [−1,0], [0,1]2 × [−1,0] × [0,1], [0,1] ×
[−1,0] × [0,1]2, [−1,0] × [0,1]3, [−1,0]2 × [0,1]2, [−1,0] × [0,1] × [−1,0] × [0,1],
[−1,0] × [0,1] × [0,1] × [−,0], [0,1] × [−1,0]2 × [0,1], [0,1] × [−1,0] × [0,1] ×
[−1,0], [0,1]2 ×[−1,0]2, [−1,0]3 ×[0,1], [−1,0]2 ×[0,1]× [−1,0], [−1,0] ×[0,1]×
[−1,0]2, and [0,1] × [−1,0]3.
By symmetry, it suffices to show that the integrals over [0,1]3 × [−1,0], [0,1]2 ×
[−1,0]2, and [0,1] × [−1,0]3 are finite.
We start by showing that the integral over [0,1] × [−1,0]3 is finite. In fact,∫∫∫∫
[0,1]×[−1,0]3
∣∣Ω(u,v)Ω(t, s)(log |u− t |−1)(log |v − s|−1)∣∣dudv

( ∞∑
k=3
bk
k(k + 1)
) ∞∑
j=3
bj
∫
Dj
0∫
−1
0∫
−1
0∫
−1
∣∣(log |u− t |−1)(log |v − s|−1)∣∣dt ds dv du

( ∞∑
k=3
bk
k(k + 1)
)2
< ∞.
Next, we show that the integral over [0,1]2 × [−1,0]2 is finite. To see this, notice that∫∫∫∫
2 2
∣∣Ω(u,v)Ω(t, s)(log |u− t |−1)(log |v − s|−1)∣∣dudv dt ds
[0,1] ×[−1,0]
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( ∞∑
k=3
bk
k(k + 1)
) ∞∑
j=3
∞∑
k=3
aj,k
∫
Dj
∫
Dk
0∫
−1
0∫
−1
∣∣(log |u− t |−1)(log |v − s|−1)∣∣dt ds dv du
C
( ∞∑
k=3
bk
k(k + 1)
) ∞∑
j=3
∞∑
k=3
aj,k
jk
C
( ∞∑
j=3
1
j (log j)3/2
)2
< ∞.
Finally, we show that the integral over [0,1]3 × [−1,0] is finite. To see this, we argue as
follows: ∫∫∫∫
[0,1]3×[−1,0]
∣∣Ω(u,v)Ω(t, s)(log |u− t |−1)(log |v − s|−1)∣∣dudv dt ds

∞∑
j=3
∞∑
k=3
∞∑
l=3
blaj,k
∫
Dj
∫
Dk
∫
Dl
0∫
−1
∣∣(log |u− t |−1)(log |v − s|−1)∣∣ds dt dv du
 C
∞∑
j=3
∞∑
k=3
∞∑
l=3
blaj,k
k2
∫
Dj
∫
Dl
∣∣(log |u− t |−1)∣∣dt du
 C
( ∞∑
k=3
1
k(log k)3/2
) ∞∑
j=3
∞∑
l=3
jbl
(log j)3/2
∫
Dj
∫
Dl
∣∣(log |u− t |−1)∣∣dt du
 C{S1 + S2 + S3}, (4.23)
where
S1 =
∞∑
j=3
∞∑
l=j+2
jbl
(log j)3/2
∫
Dj
∫
Dl
∣∣(log |u− t |−1)∣∣dt du, (4.24)
S2 =
∞∑
j=3
j−2∑
l=3
jbl
(log j)3/2
∫
Dj
∫
Dl
∣∣(log |u− t |−1)∣∣dt du, (4.25)
and
S3 =
∞∑
j=3
j+1∑
l=j−1
jbl
(log j)3/2
∫
Dj
∫
Dl
∣∣(log |u− t |−1)∣∣dt du. (4.26)
Thus, to show that (4.23) is finite, it suffices to show that S1, S2, S3 < ∞.
First, notice that
S1 C
∞∑
j=3
∞∑
l=j+2
bl
j (log j)1/2l(l + 1)  C
∞∑
j=3
∑∞
l=j+2 log(log l)/(l(log l)2)
j (log j)1/2
C
∞∑ log(log j)+ 1
j (log j)3/2
< ∞. (4.27)j=3
A. Al-Salman / J. Math. Anal. Appl. 311 (2005) 338–351 351Secondly,
S2  C
∞∑
j=3
∑j−2
l=3 bl(log l)/(l(l + 1))
(j + 1)(log j)3/2  C
∞∑
j=3
(log(log l))2
j (log j)3/2
< ∞. (4.28)
Thirdly,
S3  C
∞∑
j=3
bj−1 + bj + bj+1
j3(log j)1/2
< ∞. (4.29)
Hence, by (4.23) and (4.27)–(4.28), we get∫∫∫∫
[0,1]3×[−1,0]
∣∣Ω(u,v)Ω(t, s)(log |u− t |−1)(log |v − s|−1)∣∣dudv dt ds < ∞. (4.30)
This completes the proof of Theorem C. 
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