Abstract Understanding of processes and factors influencing slope stability is essential for assessing the stability of potentially hazardous slopes. Passive monitoring of acoustic emissions and microseismology provides subsurface information on fracturing (timing and identification of the mechanism) and therefore complement surface displacement data. This study investigates for the first time acoustic and microseismic signals generated in steep, fractured bedrock permafrost, covering the broad frequency range of 1 − 10 5 Hz. The analysis of artificial forcing experiments using a rebound hammer in a controlled setting led to two major findings: First, statistically insignificant cross correlation between signals indicates that waveforms change strongly with propagation distance. Second, a significant amplification is found in the frequency band 33-67 Hz. This finding is strongly supported by evidence from artificial rockfall events and more importantly by naturally occurring fracture events identified in fracture displacement data. Thus, filtering this frequency band enables enhanced detection of microseismic events relevant for slope stability assessment. The analysis of 2-year time series in this frequency band further suggests that the detected energy rate baseline of all automatically triggered events using the STA/LTA algorithm is not sensitive to temperature forcing, an observation of primary importance for long-term data collection, analysis, and interpretation. The event detection in the established frequency band is not only improved but also not affected by the short-and long-term temperature changes in such a rapidly changing environment.
Introduction
Rock slope failure is a significant hazard potentially posing a risk for people and infrastructure. While rock slope failure is in general related to fracture of cohesive rock bridges and the overcoming of frictional resistance within different material combinations (Erismann & Abele, 2001) , permafrost can be an important transient element subjected to fast change (Gruber & Haeberli, 2007) . The formation of ice induces pressure variations in rock pores and cracks at a sufficient level to fracture intact high-porosity rocks (Murton et al., 2006) . Therefore, cryostatic pressure is an important driver of rock fracturing and can arise from ice expansion or ice segregation (Matsuoka & Murton, 2008) . The presence of permafrost and its associated freeze-thaw cycles can lead to an increase in shear stress due to (i) a change in water or cryostatic pressure and (ii) a decrease of shear resistance by altering the mechanical behavior of intact rock, rock-rock contacts, rock-ice contacts, and interstitial ice (Krautblatter et al., 2013) .
Detecting and monitoring rock slope instabilities as they progress toward final failure are key to the understanding of failure mechanisms (Eberhardt et al., 2008) and offer new opportunities for effective early warning (Stähli et al., 2015) . Precursory displacements or small failures in advance of the final full failure are the result of internal failure processes such as fracture propagation or sliding (Eberhardt et al., 2004; Petley, 2004) . Measuring relative surface displacements and spatial patterns are common approaches to monitor kinematic properties aiming to identify environmental forcing (Blikra & Christiansen, 2014; Draebing et al., 2017; Hasler et al., 2012; Matsuoka & Murton, 2008; Nordvik et al., 2010; Weber et al., 2017; Wegmann & Gudmundsson, 1999) . However, the separation of distinct patterns that are indicative of progression toward a rock slope failure from background processes often remains difficult if not impossible, because each point measurement is dominated by local effects rather representing the general behavior of the whole slope (Rosser et al., 2007) . In general, stability assessment based on surface displacement measurements has two main disadvantages: (1) substantial movement does not necessarily lead to catastrophic collapse (Szwedzicki, 2003) and (2) surface displacement data may provide little or no data with respect to rock slope instability 10.1029 at depth (Arosio et al., 2009) . Rosser et al. (2007) suggested that spatial and temporal patterns in rockfall activity, identified by three-dimensional laser scanning, can potentially be viewed and quantified as precursory behavior prior to slope failure. The laser scanning approach provides constraints on the location and released volume of rock but delivers limited information on rockfall triggering mechanisms and the dynamics (i.e., detachment, fall, impact, and disintegration) of individual events (Dietze et al., 2017) . In contrast, passive monitoring of acoustic emission (AE) and microseismic (MS) activity addresses these shortcomings as the emission signals captured provide information with respect to fracture processes ongoing within a delimited perimeter. However, it can provide only limited information on the location and volume of a potential release. Furthermore, analyzing such signals presents significant challenges, since it is dependent first on the nature and positioning of sensors, second on attenuation of signals in the rock mass under observation, and third on the superimposed ambient noise.
So far, the ability to detect fracture events based on AE/MS measurements in steep bedrock permafrost is largely unexplored outside of laboratory settings and the appropriate frequency range relevant for fracture detection in a full-scale outdoor environment remains unclear, limiting our ability to deploy suitable systems with the highest event detection probability. This study focuses on filling this void aiming to characterize the propagation of AE/MS signals to facilitate fracture event detection in such media on an actual field site. The detailed understanding of the relevant processes at scale and in a real target environment is a prerequisite for future research on processes of fracture initiation and mechanisms leading to failure. Before outlining the aim and objective of this study in detail, we provide an overview of existing research of AE/MS in rock slopes and permafrost and give the theoretical background on signal propagation and attenuation in such media.
Acoustic Emissions and Microseismic Measurements
Acoustic emissions and microseismic signals are elastic waves generated by the rapid release of energy within a material (Hardy, 2003) , mostly caused by mechanical loading and related to an increase in material damage (Lockner et al., 1991; Scholz, 1968) , such as crack formation, fracture propagation, failure of intact rock bridges, friction between rock blocks, or grain motion/rearrangements in granular materials. Detection of AE and MS are not distinct techniques, but are usually referring to different frequency domains: AE refers to acoustic signals in the higher sonic and ultrasonic range: 1 kHz to 1 MHz (Ohnaka & Mogi, 1982) . AE is often measured with piezoelectric sensors and allows analysis of microfracturing in diverse materials. It has a very limited spatial observation range (centimeters to meters) due to the strong signal attenuation of high frequencies in heterogeneous materials (Dixon et al., 2003) . MS refers to much smaller event intensities (microearthquake) and observation range (meters to kilometers) than conventional seismology with signals in the broad infrasonic and lower hearing range of 10 −3 − 10 2 Hz (Podolskiy & Walter, 2016) . In this manuscript, we use MS in the range of 1 − 10 3 Hz and AE in the range of 10 4 − 10 6 Hz according to the definition of Amitrano et al. (2012) .
AE/MS studies can be distinguished along three main criteria, namely, the number of stations (single station versus network installation), the duration of recording (short-term snapshot versus long-term monitoring), and type of analysis (continuous versus event-based). The detection of AE and MS activity is a powerful nondestructive analysis technique, able to give continuous insights into local irreversible (nonelastic) deformation processes due to mechanical loading of rocks (Grosse & Ohtsu, 2008) , for example, formation and progression of microcracks, friction processes, fracturing, or slips of rock masses and rockfall. Hence, AE and MS appear to be an efficient way to monitor the progression of damage with a wide range of possible applications at different scales (Michlmayr et al., 2012) , such as studies in mines detecting MS emissions in rock (Obert, 1977) or AE in laboratory rock fracture experiments (Lockner, 1993) . Sensing and interpreting MS activity is one of the most promising approaches to monitoring failure development continuously in time over an entire slope or rock mass (Amitrano et al., 2005 (Amitrano et al., , 2010 Dixon et al., 2003; Got et al., 2010; Lévy et al., 2010; Spillmann et al., 2007) , in a hanging glacier (Faillettaz et al., 2008 (Faillettaz et al., , 2011 or in a steep snowpack (Reiweger et al., 2015; Van Herwijnen & Schweizer, 2011) . The AE approach has been applied to landslide deformation characterization using a waveguide (Dixon et al., 2003 Smith et al., 2017; Zoppè et al., 2015) , to frozen rock in lab studies (e.g., Duca et al., 2014; Hallet et al., 1991; Mamot et al., 2018; Murton et al., 2016) and most recently at locale scales to mountain permafrost (e.g., Amitrano et al., 2012; Girard et al., 2013; Weber et al., 2012) . So far, simultaneous recording of AE and MS has technically not been realized (Amitrano et al., 2012) as it requires a combination of different sensor types with individual data acquisition systems.
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Many studies investigated the theoretical existence of seismic precursors prior to catastrophic failure in heterogeneous media (Alava et al., 2006; Cohen et al., 2009; Faillettaz & Or, 2015; Faillettaz et al., 2016; Hidalgo et al., 2002; Kun et al., 2003; Pradhan et al., 2005 Pradhan et al., , 2010 . Experimental field evidence at slope scale are rare and limited to specific sites: For example, Amitrano et al. (2005) identified a power law acceleration of energy release and seismic rate 2 hr prior to a chalk cliff collapse on the Normandy ocean shore (Western France). Faillettaz et al. (2011) also identified seismic precursory signs of the imminent catastrophic failure of a hanging glacier located on the east face of the Weisshorn (Valais, Switzerland). However, the potential to detect such precursory signs has not been investigated yet in bedrock permafrost. The large spatial and temporal heterogeneity in rock thermal conditions as well as in rock physical properties (e.g., fracture state, moisture content, thermal, and hydraulic conductivity) constitute a significant challenge in understanding the process of rock damage and in producing methods that are widely transferable rather than site specific. An improved understanding of these processes is a prerequisite for the robust transfer of theoretical insight to field investigations, for slope stability assessments or design of early warning systems.
Recent theoretical considerations based on simple numerical modeling pointed out that the attenuation phenomenon experienced by seismic waves traveling in natural material can lead to misleading interpretation of the statistical properties of the signal amplitude (Faillettaz & Or, 2015) . Therefore, a good understanding and characterization of this phenomenon is required when investigating the AE/MS signals captured in a natural heterogeneous medium.
Wave Propagation and Attenuation in Fractured Bedrock
The recorded amplitude A(d) of an elastic wave depends on the characteristics of the source (size and frequency components) with amplitude A 0 , the signal propagation (travel path with distance d), and the nature of the sensor with its coupling to the medium. As the amplitude of a stress wave is proportional to the square root of the energy per unit area, the energy decreases due to geometric spreading G(d) and internal friction (Hardy, 2003) . The overall loss of signal amplitude is denoted as attenuation and a simplified expression for waves traveling directly from a point source to the receiver (Dobrin, 1960 ) is given as
where G(d) is 1∕d for a wave of spherical type. The internal friction, given by the frequency-dependent attenuation (f ) and the distance d, describes the inelastic response of the medium, which leads to absorption or loss of energy. In addition to geometric spreading and internal friction, the effect of scattering may lead to an additional energy loss when a wave undergoes reflection and follows a ray path of length r(d) (Peters et al., 2012 )
where R(d) is the reflectivity at a subsurface horizon. The scattering phenomenon leads to attenuation by the generation of secondary waves spreading out in different directions when the wavelengths of the incident stress wave is comparable in dimensions to the mean grain diameter (Hardy, 2003) . This effect is often negligible in field observations as normally low frequencies are involved, unless the wavelength of the stress wave, given by the ratio between propagation velocity C (e.g., 2,700-5,200 m/s for gneiss) and frequency f , and block dimension are of similar length (Hardy, 2003) . Moreover, the characteristics of an elastic wave propagating through a boundary or interface are modified in response to the differences in the acoustic impedance (defined as the product of the material's density and wave velocity) of the materials on either side of that boundary (Hardy, 2003) . If the incident wave strikes the boundary at an oblique angle an additional phenomenon, known as mode conversion, may also occur causing the generation of refracted and reflected components and thus effectively reducing the level of stress wave amplitude and outgoing energy (Rinehart, 1975) .
Wave attenuation in a rock mass restricts the detection of AE to approximately 1 m, whereas MS can be detected over larger distances (up to kilometers; Amitrano et al., 2012) . Although interest in applying AE or MS during the last decade has increased, so far, studies in steep, fractured permafrost are rare and the analysis of empirical data on AE and MS, including wave propagation and attenuation, is limited.
Aim of This Study
The Matterhorn Hörnligrat field site, Mattertal (Swiss Alps), has been under investigation for several years (Hasler et al., 2008 (Hasler et al., , 2012 (Hasler et al., , 2011 ) in response to a slope failure with a rock volume of approximately 1,500 m in summer 2003. Several rockfall events (total volume of ∼10-20 m 3 ) were observed at Matterhorn Hörnligrat field site in spring 2015 using a time lapse camera (detachment area is marked in Figure 1 ). Consequently, in this study the existing fracture displacement and thermal condition monitoring (Weber et al., 2017) and energy spectral density) of elastic waves in the frequency range of 1 − 10 5 Hz change as they propagate? What are possible implications on fracture detection in different frequency domains?
To our knowledge, only a few studies using either AE or MS technique have been carried out in fractured bedrock permafrost (Amitrano et al., 2012 (Amitrano et al., , 2010 Girard et al., 2013; Occhiena et al., 2012) , but none has covered the entire broadband frequency range of 1 − 10 5 Hz in such an environment. This is important so as to determine the appropriate frequency range relevant for fracture detection. In addition, propagation characteristics of AE/MS signals are poorly understood in such media and extreme environments.
In this manuscript, we present a novel instrumentation setup to measure AE/MS activity combining all frequency domains (1 − 10 5 Hz) in steep, fractured bedrock permafrost at the Matterhorn Hörnligrat field site (Figure 1) . We analyze the AE/MS response of the failure event on 14 August 2015, which was identified as irreversible fracture displacement and by the collapse of the instrumented rock ( Figure 11 in Weber et al., 2017) . Then, we set out to explore the characteristics of propagating waves in detail through controlled experiments with artificial point sources simulating propagation of signals from the surface. 
Field Site and Methods
Site Description and Investigation History
The Matterhorn is one of the most famous mountains in the European Alps at the Swiss-Italian border and has been an attractive destination for mountaineers since the first ascent in 1865. Mid of July 2003, a rock volume of approximately 1,500 m 3 released from the Hörnligrat (northeast ridge of Matterhorn) at 3,500 m asl (above sea level) uncovering ice in the failure plane (Hasler et al., 2012) . Motivated by this observation, this site has been instrumented with temperature sensors, crackmeters, and other geotechnical devices within and around the 2003 detachment zone located on the ridge since October 2007 (Hasler et al., 2008 ) with a further extension in June 2010 (Hasler et al., 2012) . The mean annual air temperature is −3.7 ∘ C (period 2011-2012) and precipitation mostly falls as snow with occasional infrequent rainfall events in summer (Weber et al., 2017) .
Geologically, the Hörnligrat field site is located above the Penninic Metasediments and Ophiolites (Combin Zone) and consists of gneiss and amphibolite of the Dent Blanche nappe, which forms the main part of the Matterhorn summit (Pleuger et al., 2007) . The Albite-Gneiss with a characteristic decimeter-to meter-scale mylonite banding dips SE parallel to the Dent-Blanche overthrust (Bucher et al., 2004) . The light bands are compositionally lukocratic granitic gneisses and the darker, greenish bands comprise of Epidote-Chlorite-Aktinolithe-Albite-Gneiss. The principal schistosity/cleavage is developed parallel to the banding (Bucher et al., 2004) . The area around the field site is strongly fractured but with a relatively stable surface at the north facing part of the ridge, indicated by the occurrence of lichens (Hasler et al., 2012) . Laboratory investigations of rock samples from the field site exhibit (i) very low porosity (0.9% for gneiss and 1.3% for amphibolite, measured with a pycnometer), (ii) metamorphic lamination for gneiss and mixed fabric directions for amphibolite, and (iii) considerable increase of P wave velocity with freezing (9%-13% for gneiss and 16%-20% for amphibolite) depending on the direction (perpendicular or parallel) of cleavage (Draebing & Krautblatter, 2012) . The east facing study area is located in the detachment zone of the 2003 rockfall event close to the Hörnligrat. The main fractures in this area have an extent of 3-40 m, exhibit a spacing of 0.2-2 m with apertures of 3-30 m and are oriented parallel to the ridge with a nearly vertical dip (fracture family A, Figure 2b in Hasler et al., 2012) . The surface in the detachment zone consists mainly of inferior surface-parallel fractures and free surfaces in proximity to the rockfall zone (Hasler et al., 2012) .
Extensive permafrost with a thin active layer of a few meters (indicated by moderately positive temperature values at 1-m depth in summer) is expected on the north side of the ridge, while local permafrost with a considerable active layer of several meters (indicated by maximal rock temperature at 1-m depth up to 10 ∘ C) is expected on the south side of the ridge (Hasler et al., 2012; Weber et al., 2017) . The active layer thickness at the PERMOS Matterhorn borehole close to the Hörnlihut, located 200 m lower (500 m in 70 ∘ N direction on 3,295 m asl), is less than 4 m (PERMOS, 2016).
The Matterhorn Hörnligrat field site is affected by two main anthropogenic activities. First, the popular main climbing route traverses right through the field site. Several hundreds to few thousands of mountaineers climb the Matterhorn via the Hörnligrat every year. Most climbing activity is observed between 4 a.m. and 6 a.m. (UTC + 2:00) for the ascent, with descents spread out more over the course of the day. Little climbing activity is observed in the evening (8 p.m. until midnight, UTC + 2:00) with hardly any at night (midnight until 4 a.m., UTC + 2:00). Further, helicopter sight-seeing flights with tourists circumnavigate the Matterhorn several times a day, resulting in a very distinct but equally time limited signal.
Instrumentation
Beside the broadband AE/MS instrumentations (which is described further below), fracture displacement (perpendicular to and along fractures, recorded at 2-min intervals with an accuracy of ±0.01 mm) as well as rock temperatures at different depths (5, 10, 20, 30, 50 , and 100 cm at 2-min intervals with an accuracy of ±0.2 ∘ C) were recorded from summer 2015 until the beginning of 2018 (see Figure 1 ; for details on installation, see Weber et al., 2017) . A time lapse camera took several (season dependent, but at least four) high-resolution images per day (12.0 MP, giving an approximate pixel resolution of 1.5 cm) serving for visual inspection of the instrumentation and providing information on visible changes at the surface and mass loss.
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The AE/MS instrumentation required to cover the broadband frequency range of 1 − 10 5 Hz consisted of three different transducer types and data acquisition systems. They were all colocated in the detachment zone within a distance of 1-2 m with the exception of a second seismometer located on the ridge about 20 m above (see Figure 1 ).
The high-frequency AE signal was measured with two piezoelectric sensors (Mistras Physical Acoustics Corporation R.45, 5-30 kHz, 20-kHz resonance frequency and R6 , 35-100 kHz, 55-kHz resonance frequency) using a custom-built acoustic emission monitoring system, the AE node . These two sensors were glued into the bottom of individual 20-cm-deep boreholes located in close proximity (∼6 cm apart). The low-power AE node triggers the signal analysis by the crossing of a threshold defining the beginning of an event. The recording ends when the threshold has not been exceeded for a post-trigger period of 400 μs with subsequent transmission of the detected hit using a wireless sensor network (WSN) in near-real time to a data collection server (Beutel et al., 2009 ). To reduce power consumption, the ultralow-power WSN lacks facilities for exact global time synchronization. Therefore, these data can only be timed with a 1-s accuracy with respect to global UTC reference time, although the relative timing accuracy between the two sensing channels within the AE node system is on the order of milliseconds.
The middle-frequency microseismic data were measured continuously using an accelerometer based on a Wilcoxon 728A/T (10-10,000 Hz, 24-kHz resonance frequency), netADC data acquisition system and netSP+ seismological processor of the Institute of Mine Seismology with a sampling rate of 24 ksps (kilo samples per second) from beginning until 19 August 2015 and a reduced sampling rate of 12 ksps since 20 August 2015.
According to the Nyquist-Shannon sampling theorem, frequencies up to 12,000 Hz, respectively, 6,000 Hz can be detected. Data are synchronized to a global time reference using GPS (<1 μs).
The low-frequency seismic data were measured using a Lennartz electronic low-noise seismometer LE-3Dlite MKIII (1-100 Hz) and Nanometrics Centaur digital recorder, a 24-bit high-resolution seismic data acquisition system disciplined by GPS (<100 μs) with a sampling rate of 1,000 sps. The data acquired from all three systems recorded approximately 7 GB binary raw data per day that were transmitted to the Internet using directional WLAN (802.11a at 5 GHz).
However, these sensors with individual data acquisition systems provide variable sensitivities and differ in their mounting. The sensors for the high-and middle-frequency range were installed in boreholes (at 0.2 m, respectively, at 1.1 m), while the seismometers for the low-frequency range were mounted on the surface. For the high-frequency range, only the events crossing a fixed threshold of 50 dB (1.6 mV without gain) were recorded, stored, and parameterized. Waveforms in the middle-and low-frequency range were monitored continuously, while the events were detected automatically with an adaptive trigger in post processing. Running these systems all year round requires an extensive amount of power of about 24 W, which is mostly used for sensor signal amplification and wireless data transmission (especially by the accelerometer DAQ with an average power consumption >15 W). Therefore, the accelerometer DAQ has to be turned off during some periods in winter and during bad weather periods with heavy snowfall despite a large photovoltaic power supply (4 × 125-Ah batteries with 3 × 90-W solar panels).
Artificial Forcing Experiment Using Point Sources
To characterize the field site and to investigate its AE/MS response, two reproducible experiments with artificial point sources were performed: (1) An artificial rebound hammer experiment and (2) a rock drop experiment.
In the first experiment, nine impulses were generated at each of the four different locations (indicated with yellow stars in Figure 1 ) on 26 July 2016 in the course of the morning. The impulses were generated by a Proceq Original Schmidt rebound hammer, a portable instrument for nondestructive compressive strength and homogeneity assessment with a standard impact energy E = 2.207 Nm (p.3 ; Proceq, 2017) . The rebound hammer was chosen as a point source, because it generates a calibrated signal with consistent energy in the complete frequency domain under observation and thus allows investigations on frequency-dependent attenuation.
In the second experiment, small debris fall events were artificially generated by dropping a piece of rock (∼3 kg) 10 times next to the seismometer SM scarp and 7 times next to the seismometer SM ridge from ∼0.75-m
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height. The order of magnitude of the impulse energy E was estimated as follows:
The response of dropping rocks is of interest, because it simulates the impact of small rockfalls reflected in the waveform as well as in the frequency domain.
Field Data: Processing and Analysis 2.4.1. Data Processing and Event Triggering
The three data acquisition systems provided different data types. The AE node triggers on and parameterizes hits using a constant, empirically defined threshold of 50 dB (1.6 mV without gain) constituting a compromise between trigger sensitivity and noise level. The two acquisition systems for the accelerometer and seismometers record the full signal waveform on all three components (vertical, north, and east) continuously. After removing the instrument response, the waveforms are representative of the ground motion velocity in m/s. Events are triggered using a recursive short-term/long-term average (STA/LTA) algorithm (Krischer et al., 2015; ObsPy, 2017; Withers et al., 1998) . The peak amplitude (A) of the ground velocity envelope (Dammeier et al., 2011 ) and the energy (E) are quantified for all trigger records. The energy was calculated by discrete summation of the signal's square amplitude for the duration of the event (Evans, 1979) . The sensitivity of event triggering with STA/LTA depends on the temporally changing long-term average. Following the approach of Walter et al. (2008) , the relative signal strength of the events detected, given by the peak amplitude of each event, is used to investigate and clean the temporally changing trigger sensitivity by selecting a set of events above a defined threshold.
Cross Correlation
Cross correlation is a measure of similarity of two time series. Cross correlation has been used in seismology to identify repeating earthquakes (e.g., Gibbons & Ringdal, 2006; Holland, 2013) . In this study, the normalized cross correlation CC based on the Pearson correlation (p. 292 ; LeBlanc, 2004) was applied for searching for a feature A (short reference signal) in a longer signal B record
where B ′ is the sliding subset of B with the same length as A, the mean, and the standard deviation of the corresponding features.
Filter Effect Estimation
The filter effect k of the rock was estimated by the deconvolution of the waveform of two artificially generated, identical point sources l and m at different locations
This approach is based on the principle of seismic reciprocity, an interchange of point sources and receivers (Knopoff & Gangi, 1959) . The two point sources l and m are on a virtual line with the receiver where m is closer to the receiver. Channel k in the signal frequency domain was described aŝ Figure 2 ) measured by the (a) accelerometer in the scarp and the (b) seismometer on the ridge but not for the seismometer in the scarp (SM scarp ) because of a system failure. Even though the microseismic data enabled a more precise timing, the distinction between fractures and possible rockfall impacts is not trivial.
Results and Interpretation
First, this section presents the AE/MS response and corresponding fracture displacement data of the rockfall on 14 August 2015 and the two preceding fracture events. Then, results from two controlled experiments are presented and discussed with respect to the representativeness of natural occurring fracture/failure events. Based on this analysis, we further investigate the applicability to longer-term time series in the following section.
Rockfall on 14 August 2015 With Preceding Fracture Events
A rockfall event with a volume of 2 to 3 m 3 was recorded by a crackmeter and AE/MS measurements on 14 August 2015 UTC 20:10 (red bar in Figure 2 ). The MS response to the failure measured at the accelerometer (AM) and the seismometer on the ridge (SM ridge ) is shown in Figure 3 . A preceding fracture displacement of 13.2 mm was recorded 10 hr previously and a much smaller displacement of only 0.15 mm was observed a few days earlier on 9 August 2015 (gray bars in Figure 2a) . Most of the threshold-triggered AE hits were captured just before or at these previous fracture displacements, but none during the failure event itself (Figures 2b  and 2c ). In contrast, the waveforms measured at the accelerometer and seismometers show high amplitude values on several occasions, which are asynchronous of the measured fracture displacement (Figures 2d-2f ) . However, there are amplitude peaks in the MS range coincident with the failure and the two preceding displacements, but with lower amplitudes. These waveform records show that the colocated accelerometer and seismometer capture a few common events but also many independent ones (not detected simultaneously by different sensors, Figures 2d and 2e) . A similar behavior can be observed for the two identical seismometers with different locations (Figures 2e and 2f ) . This behavior indicates an influence of both the signal frequency and the propagation path on the waveforms recorded at the receiver. To investigate these effects, we performed an artificial rebound hammer experiment. Figure 4 gives an overview of the results of the rebound hammer experiment, in which we applied nine active rebound hammer impulses representing a point source at Locations 1-4 (see section 2.3). We only show a representative period of 30 s containing two rebound hammer impulses, but the full record containing all nine rebound hammer impulses was consistent and used for analysis. The AE hits triggered at the two acoustic sensors (high and low frequency) are indicated with cyan diamonds. The waveform and its spectrogram are shown for the continuously measured microseismic signal at the accelerometer and at the two seismometers for all three components (Z = vertical, N = north, and E = east). All events detected with the recursive STA/LTA algorithm using 0.5 s and 10 s for the short-term and long-term average, are indicated with cyan diamonds.
Artificial Rebound Hammer Experiment
Journal of Geophysical Research: Earth Surface
10.1029/2018JF004615
This first result showed that the rebound hammer impulse contained energy in the frequency range from Hz to kHz with a specific distribution. The detection of the artificial point source depends on the sensor's frequency sensitivity and the distance between point source and sensor (see Figure 5) . As expected, a strong decrease in the signal amplitude and band spectrum of the accelerometer (AM scarp , 10-6,000 Hz) is visible with distance from Locations 3 and 2 (see white ellipses in Figure 4) . While the spectrogram for Location 3 indicates substantial energy in the whole frequency range, only little energy in the lower-frequency band can be seen in the spectrogram for Location 2. This observation is consistent with the theoretical frequency-dependent attenuation due to internal friction [see equation (1)]. Figure 6 shows a channel by channel cross correlation between a reference signal and the signals measured at all sensors. The reference signal (Figure 6a ) was the first rebound hammer point source generated at Location 3 (red bar in Figure 6b ) and measured at the closest seismometer in the scarp. The cross correlation between the reference signal and the signals detected at the seismometer in the scarp (of the successive impulse experiments) show a very high similarity (>0.9) for all three components (see Figure 6b , middle) and all eight successive artificial point sources generated at Location 3. The similarity strongly decreases with increasing distance between the point source and the seismometer (Location 2: 1.7 m; Location 4: 4.8 m) until it is not distinguishable from noise any more (Location 1: 8.2 m). The similarity between the reference signal and the seismometer on the ridge as well as the accelerometer in the detachment is weak or not detectable. Consequently, the waveform generated by the point source must have changed substantially during its travel through rock and therefore can hardly be compared directly, unless the locations of the point source and of the detection are very close. This observation demonstrated the strong influence of the propagation path on the waveforms recorded at the receiver.
The rebound hammer experiments were used to estimate the filter effect k of the rock [following equations (7) and (8)] between Locations 3 and 4, as these point sources are located on a line with the seismometer. The mean filter spectrum ratio of these artificial point sources is shown in Figure 7a for each component individually as well as combined (ALL). Energy loss in higher frequencies was expected due to attenuation in the heterogeneous material (see section 1.2). Surprisingly, an amplification (ratio factor >1) was observed in the intermediate frequency band. Figure 7b shows the sum of the ratio factors of all components combined (Figure 7a ) for different frequency windows (size and center). This results in a frequency window with the most intense amplification ranging from 33 to 67 Hz. The reason for this signal amplification is not clear. This amplification might be attributed to energy transformation or concentration in some frequency bands as an additional energy source can be excluded. The other plausible explanation could lie in a possible phenomenon of acoustic resonance, which describes an amplification in a medium when the wave frequency exactly matches integer multiples of the medium's fundamental frequency. The site or topographic effects in rock slopes (Ashford et al., 1997; Moore et al., 2011) and related earthquake-induced slope failures (Del Gaudio et al., 2014; Kleinbrod et al., 2017; Moore et al., 2012) have shown site-specific amplification suggesting a resonance effect at the fundamental frequency (ranging from a few Hz to tens of Hz depending on the scale and site characteristics). The damping in the upper frequency corresponded to the theoretical frequency-dependent attenuation caused by internal friction [see equation (1)]. But there currently is no clear explanation for such filtering out of low frequencies.
When applying a band-pass filter in the frequency band 33-67 Hz, the detection of the rebound hammer point source events (magenta diamonds in Figure 4 ) has been improved in comparison to the unfiltered case (cyan diamonds in Figure 4 ). The effect of this filter is visualized in more detail in the supporting information in Figure S2 (band-pass filtered, respectively, band-stop filtered seismogram and spectrogram). Table 1 gives a summary of the number of triggered events out of the nine artificial rebound hammer impulses with and without filtering. This underpins again the importance of appropriate filtering for event detection. However, a few events are still not detected after filtering (in particular, at Location 2), probably due to a high noise level leading to an enhanced long-term signal average of the STA/LTA trigger algorithm.
Artificial Debris Fall Experiment
A second experiment with artificial point sources was performed. Here small debris fall events were simulated by dropping a piece of rock (see section 2.3) at two different locations, once next to the seismometer in the scarp (10 point sources, left part Figure 8 ) and once next to the seismometer on the ridge (seven point sources, right part Figure 8 ).
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Figure 4. Experiment applying nine active rebound hammer impulses as a point source at Locations 1-4. A period of 30 s of the traces and their spectrograms for all three components (Z = vertical, N = north, and E = east) are shown for all locations. This period only contains two of nine impulses as the full record is consistent. The approximated distance between point source and sensor is given in meters above each plot (see Figure 1) . AE hits triggered by the two AS (acoustic sensors, high and low frequency) are indicated with cyan diamonds. The microseismic signal is recorded continuously with an accelerometer (AM) in the scarp and two seismometers (SM), one in the scarp and another on the ridge. Events were detected by a short-term/long-term average algorithm with 0.5-and 10-s averages for the seismometers and 0.05-and 10-s averages for the accelerometer. Cyan diamonds indicate triggered events without filtering, while magenta diamonds indicate triggered events for the seismometers in the filtered frequency range of 33-67 Hz. The logarithmic power spectral density from blue to yellow indicates increasing values (same scale as in Figure 3 ).
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Figure 5. Frequency-dependent (sensor types bandwith) detection range using active rebound hammer point sources at Locations 1-4 (26 July 2016). The size of the circles indicate the detection rate of the nine artificial rebound hammer impulses applying a fix threshold (50 dB with gain equal to 1.6 mV without amplifier) trigger for the acoustic sensors (AS) and a short-term/long-term average algorithm for the accelerometer (AM) and the seismometers (SM). The squares indicate undetected impulses.
The filtering shows no improvement if the point source is located close to the seismometer (Figures 8c and 8f ) . The explanation lies in the short traveling path of the signals and the resulting attenuation, derived from geometric spreading, internal friction, and scattering, is negligible. With an increased distance (∼20 m) between source and seismometer, the filtering has strongly improved the detection of the point sources (Figures 8d  and 8e ). While none of the 10 impulses have been detected at the seismometer on the ridge without the filter, all 10 impulses have been detected after filtering on the vertical component (Z) and eight impulses have been detected on the north (N) and east (E) components (Figure 8e ). For the seismometer in the scarp, without filtering five impulses were already detected on the east (E) component but none on the vertical (Z) and north (N) components, whereas all impulses have been detected on all three components after filtering (Figure 8d ).
Representativeness of Artificial Sources for Fracture/Failure Events
The experiments using artificial point sources described, for example, rebound hammer and dropping rocks, were aiming to characterize the propagation of AE/MS signals. Even though the waveform might not be representative of natural fracture and failure events, cross correlation analysis shows a strong change of waveform with propagation ( Figure 6 ). Therefore, a signal representing a similar energy-frequency distribution or covering at least the same frequency range is found to be more important than a specific waveform. A qualitative comparison shows that a rebound hammer impulse performs a similar signal in the frequency domain (Figure 4 ) as the signal emitted by the fracture/failure events (Figure 3) . The second artificial forcing experiment (dropping rocks) not only simulates the impact of small rockfalls but also generates a signal with more energy compared to the rebound hammer and interestingly exhibits similar behavior in signal propagation.
Application to Naturally Occurring Time Series
Based on the findings of the artificial transmission experiments, we further investigate the transfer of the proposed filtering methods for natural events originating from irreversible fracture displacement and provide a sensitivity analysis using data collected during a 2-year period using the setup described earlier.
Application to Natural Events Originating From Fracture Displacements
The band-pass filtering derived from the two artificial experiments was applied to naturally occurring events. Crackmeter data provided useful information on the occurrence of fracture displacements between two consecutive measurement points and therefore is limited in timing to the resolution of the recording interval (2 min). Although the microseismic data enabled a more precise timing, the distinction between fractures and potential rockfall impacts cannot be made. Figure 9 shows two additional examples of fracture displacements measured in a 2-min interval at crackmeter CR old located in the scarp on 27 and 30 June 2015 (for location see Figure 1 ). While Figure 9a shows the 6-day time series of the crackmeter data, Figures 9b and 9c is a zoom-in of the observed fracture displacement events. Figures 9d and 9e show clear microseismic events with the same characteristics during both displacement periods. After filtering, the sensitivity of the event detection was strongly improved in three ways: First, the seismic noise, a combination of different signals (e.g., sourced by anthropogenic activity and/or environmental factors such as rainfall and wind) was reduced. Second, the fracture displacement was simultaneously detected in all components at both seismometers. Third, a few events only detected in the east direction in the scarp, probably false positives, were not detected anymore. Similar findings were made for the fracture and failure event described on 14 August 2015 (Figures 2 and S3) . Thus, WEBER ET AL. the application of the proposed filtering method was highly successful for observed fracture displacement events and confirms its transferability to natural displacement and fracture events.
Analysis of 2-Year Continuous Time Series Data
Microseismic activity was recorded almost continuously for two consecutive years, and events were detected automatically in postprocessing by applying a recursive STA/LTA algorithm using 0.5 s and 10 s for the short-term and long-term average. This automatic event detection algorithm was based on a ratio between two running averages. Thus, the event-triggering procedure was sensitive to variations in background seismicity, which complicates the analysis of event time series. Therefore, the weakest events detected, a proxy for trigger sensitivity with temporal variations, are used to set the lower peak amplitude level (i.e., 3 ⋅ 10 −6 m/s without the filter and 5 ⋅ 10 −7 m/s in the band 33-67 Hz for the seismometer in the scarp and 6 ⋅ 10 −6 m/s, respectively, 2 ⋅ 10 −6 m/s for the seismometer on the ridge, see Figure S4 ). This enabled selection of the events which were strong enough to be triggered at any time (Walter et al., 2008) . This reduced set of triggered Table 1 Number
of Automatically Triggered Events on the Individual Components (Z = vertical, N = north and E = east) With and Without Filtering at Each Seismometer Out of the Nine Artificial Rebound Hammer Impulses Generated at Each of Locations 1-4
Location 1 (Z, N, E) Location 2 (Z, N, E) Location 3 (Z, N, E) Location 4 (Z, N, E) SM scarp , without the filter 0 0 8 5 7 9 9 9 9 0 9 9 SM scarp , filtered 33-67 Hz 9 9 9 8 6 9 9 9 9 9 9 9 SM ridge , without the filter measured at both seismometers. The events were detected by a short-term/long-term average algorithm with 0.5-and 10-s averages. Cyan diamonds indicate triggered events without filtering, while magenta diamonds indicate triggered events for the seismometers in the 33-67-Hz range. The logarithmic power spectral density from blue to yellow indicates increasing values (same scale as in Figure 3 ). No acoustic events were detected and the accelerometer was not running yet. Figure 10 . Two-year time series of (a) rock temperature at 0.1-, 0.3-, and 1-m depth in the scarp, (b) wind speed on the ridge, and (c-f ) energy rate for the triggered seismic events in the scarp (blue points represent hourly energy rates, while cyan and magenta points indicate their daily minima). The temperature dependency of the (g) peak amplitude and (h) energy rate for the triggered seismic activity in the scarp.
events, used in Figures 10c-10f , is the combination of natural (including drivers of damage) and anthropogenic (e.g., mountaineers or helicopters) sources allowing time series analysis. Figure 10 shows a 2-year time series of rock temperature in the scarp at three different depths (Figure 10a ), wind speed measured on the ridge (Figure 10b ), and the energy rate for the microseismic events recorded at the seismometer SM scarp without and with filtering (see Figures 10c and 10d) . We further show in Figures 10e and 10f the data from nighttime only in order to exclude anthropogenic disturbance from mountaineering activity and helicopter flights during the day. During bad weather periods with strong wind, we would expect increased hourly energy rate for the events triggered (without and with filter), while accumulated snow could reduce this
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effect. However, we can see no clear pattern nor relationship between wind velocity, snow cover, and hourly energy rate.
Longer periods (summer) with positive temperature values (Figure 10a ) seem to have an influence on the daily minimum energy rates (E rate ) for the events triggered without the filter (Figure 10c ), but almost no influence in the case of the events triggered in the filtered band 33-67 Hz (Figure 10d ). This dependency is shown quantitatively in Figure 10h for the events triggered without the filter (cyan) and with filter band 33-67 Hz (magenta). The energy rate of the events triggered without the filter (cyan) shows a strong increase with the onset of positive temperature values, while the energy rate of the events triggered in the filtered band (magenta) is almost constant over the whole temperature range. The daily minimum of the peak amplitude (Figure 10g ) was temperature independent as the threshold for the peak amplitude was high enough to remove the trigger sensitivity. This bias with positive temperature values could not be caused by mountaineers, as it was also observed during the night (Figures 10e and 10f ) with almost no or negligible human activity.
In contrast, the events triggered in the band 33-67 Hz have an almost constant baseline offset over the whole temperature range (Figure 10h ). Such an unbiased set of events appears to be an important prerequisite for successful statistical analysis of seasonally varying environmental forcing. Further, it is essential to distinguish seismic activity generated by changes in the material from anthropogenic seismic activity.
Discussion
This study successfully captured AE/MS activity in steep, fractured bedrock permafrost in the frequency band of 1−10 5 Hz simultaneously for the first time. This was achieved using three separate data acquisition systems and sensor types covering different frequency ranges but also providing different sensitivities. This implies that a careful interpretation of the time series acquired by the three sensor types is needed and that event parameters can only be compared relatively.
AE/MS Response to Fracture Events, Rockfall, and Controlled Experiments
Two distinct fracture events were detected prior to the 2015 rockfall with the fracture displacement monitoring system (crackmeter). Analyzing the AE/MS activity during this period enabled accurate time stamping of these events, but in contrast to other studies (Amitrano et al., 2005; Faillettaz et al., 2011) , no change in statistical behavior of microseismicity was found. For both events, the signals were simultaneously recorded at the different measurement devices, but the characteristics (waveform, amplitude, etc.) differed substantially. The controlled rebound hammer experiment further investigated this discrepancy and led to two major findings.
First, statistically insignificant cross correlation between signals indicates that waveforms change strongly with propagation distance. We demonstrate in Figures 4 and 5 that these waves are strongly attenuated during the travel through the inhomogeneous rock mass. In accordance with theory, signals with high frequencies of short wavelength are more attenuated. This may be explained by the frequency-dependent exponent [to the power of e, equation (2)] in combination with an increased scattering phenomenon and mode conversion at boundaries or interfaces in such heterogeneous fractured bedrock (see section 1.2).
Second, based on the characterization of artificially generated events, a significant amplification was found in the frequency band 33-67 Hz leading to an enhanced detection in this particular frequency band. This filter effect of the rock mass was estimated using the artificial rebound hammer experiment and supported by artificial rockfall events as well as natural fracture displacements. The amplification found between 33 and 67 Hz has important implications for event detection: it not only improves event detection of previously untriggered events but also removes false positives. We have no obvious explanation for such amplifying behavior in a narrow frequency band, but the evidence seems statistically sound. We envisage three potential explanations: (1) energy transformation or concentration in some frequency bands, (2) the phenomenon of acoustic resonance related to the geological structure with coincident damping in the upper frequencies due to frequency-dependent attenuation, and (3) a combination or mixture of wave types not being clearly assignable to body and surface waves.
A possible limitation of the rebound hammer experiment could be the coupling of the source with the rock mass. However, the estimation of the rock filter showed similar results for the path between Locations 1 and 2, even if these two locations and the seismometer did not lie on the same line. The similarity in amplification for these propagation paths is not obvious, given that these paths are perpendicular to each other. This implies a negligible influence of the principal schistosity/cleavage on this amplification effect, as the two orthogonal
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propagation paths exhibit different spatial orientations with respect to the schistosity/cleavage. The fact that both propagation paths are on the same rock mass supports the explanation of rock mass resonance. The second type of experiment using rock fall impact further corroborates the above findings. In a nutshell, all impulse experiments at each location provided statistically sound evidence of this amplification behavior. These controlled experiments with artificial point sources turned out to be suitable for the characterization of waves propagating through steep, fractured bedrock permafrost. They further suggest that a broadband excitation at the artificial point source is more important than the detailed characteristics of the waveform of such signals, as the waveform strongly changes with propagation due to the frequency selective medium.
Analysis of naturally occurring fracture displacement events can be consistently detected when applying the filter derived from the artificial propagation experiments. It is not obvious whether the captured signal is the microseismic response to the fracture or to the impact of possibly falling rocks. But the analyzed microseismic response to fracture events indicates that the measured fracture displacement between two consecutive measurement points consists only of a single slip event. Nevertheless, it remains open whether this specific frequency band for amplification is site or location dependent and what the influence of the geological conditions is. Further research is needed to provide a clear answer here. Notably, hazard-related seismic activity in other media is observed in similar frequency ranges indicating that the filtering method could be transfered. For example, in glacier ice, the formation of surface crevasses results in icequakes with a seismic signal in the frequency range between 10 and 50 Hz (Deichmann et al., 2000; Mikesell et al., 2012; Neave & Savage, 1970; Roux et al., 2008; Walter et al., 2008) characterized by a dominant Rayleigh wave and few or no visible P and S phase arrivals (Röösli et al., 2014) .
Implications on Fracture Detection in Different Frequency Domains
Our study showed that AE data in the kHz range could only be used to monitor very local effects due to the strong attenuation. Hence, AE is more suitable for monitoring initial cracking and microprocesses than for early warning purposes but requires preknowledge of the location where the cracking is expected to occur. Further, the AE system triggered multiple AE hits for one rebound hammer impulse. The reason for this is likely twofold: First, AEs usually occur in bursts and not as a single hit (Grosse & Ohtsu, 2008) . Second, the fixed threshold and the system-designed maximal recording duration may slice one larger, long event into several shorter ones. Interestingly, an increased activity was recorded at both AE sensors (AE high and AE low ) during the initial phase of enhanced fracture displacement measured approximately 4 m apart (gray bar in Figures 2b  and 2c ). Although the link between fracture displacement and AE hits seems obvious, no evidence is provided.
In contrast to the AE records, the detection range of the MS is much larger as long as the source is strong enough to be distinguished from background seismicity, anthropogenic noise, and other sources. This distinction is a common and major problem for analyzing microseismic data. Our investigations therefore underline again the difficulties in interpreting MS signals themselves in steep, structured permafrost bedrock. Thus, experiments with a range of different forcing are needed to quantify the wide-scale attenuation and its influence on the detection of fracture events farther away.
The link between AE/MS signals and the specific forcing process in general is not straightforward. For instance, the recorded AE/MS signals could potentially have been generated by three different types of mechanical loading of rock, that is, constant (gravity), fluctuating (pressure variations in rock pores and cracks), and short-term (e.g., earthquakes or rockfalls) loads (Amitrano et al., 2012) . For the analysis of the recorded fracture events, we interpreted the microseismic signal as the response to fracture although the only indication was the temporal coincidence of the microseismic signal with the observed fracture displacement or mass loss. Nevertheless, this would imply a link to the driver of fracture kinematics. In mountain permafrost, fracture kinematics is often related to (i) thermally induced stress, (ii) pressure evolving in ice-filled fractures or pores, and (iii) water-related destabilization (Weber et al., 2017) . While thermally induced stress-causing rock fracture acts either by repetitive low-magnitude temperature cycles leading to thermal stress fatigue or by rapid temperature change (Murton, 2007) , frost cracking yields stronger damage under sustained freezing conditions than repeated freeze-thaw cycling (Girard et al., 2013) . In the long term, fatigue processes due to periodic loading of discontinuities can lead to enhanced displacement driven by the culmination of progressive damage in heterogeneous natural materials (Faillettaz & Or, 2015) . However, the identification of fracture events in the AE/MS signals without complementary surface displacement measurements is not possible, because the AE/MS response to fracture does not exhibit a distinctive characteristic due to its change with propagation.
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Implications for Early Warning
Only a few single fracture displacements and small rockfall events have been observed by the multimodal monitoring setup consisting of crackmeter, time lapse camera, and AE/MS sensors (Figure 1) . Thus, the occurrence of precursory signals prior to larger rock slope failures remains unclear in such fractured bedrock. Analyzing and interpreting AE/MS data correctly and performing the instrumentation and monitoring under such extreme environmental conditions constitutes a main challenge.
Nevertheless, this work demonstrates the feasibility of long-term monitoring deployment and the 2-year time series provides the ground truth data, which potentially enables the identification of a statistical precursor for future rock slope failure. As discussed in section 4, anthropogenic activity (see section 2.1) impedes our analysis, but considering only night hours in our time series resolves this issue. Interestingly, the seasonal varying baseline offset remains, but time dependence can be removed with appropriate filtering (see section 4.2). Removing anthropogenic disturbance would enable us to perform an in-depth study of the possible link between AE/MS activity and all these processes for the general case. This would constitute a further step toward identification of possible precursory signs of impending failure. From the general context of early warning analysis, an unbiased MS catalog is a prerequisite to improve understanding of the processes which lead to irreversible fracture displacement, potentially precondition rock slope instabilities (Weber et al., 2017) , or to perform stability assessment using event-based statistical analysis, for example, evolution of the probability density function before failure (Amitrano et al., 2005) .
Conclusion and Further Work
In this study, AE/MS activity was monitored in high mountain bedrock permafrost during a period of 2 years. Although technically challenging, we managed to capture for the first time the AE/MS activity in a frequency band ranging from 1 to 10 5 Hz. In addition to passive monitoring, we also performed active measurements using a rebound hammer and rock drop as point sources to simulate surface detachment events. Based on these controlled experiments, we demonstrate a strong attenuation of the propagating waveform at high frequencies and a strong change in waveform characteristics during propagation, which disables feature detection by cross correlation. Furthermore, a signal amplification in the frequency band 33-67 Hz was observed. The origins of this phenomenon remain uncertain, and it is not clear whether this frequency band of amplification is site/location dependent or is a general characteristic for fractured bedrock conditions and therefore transferable to other sites.
We demonstrated that band-pass filtering raw data in this frequency band helps to automatically detect not only artificial but also naturally occurring events: Seismic events recorded during fracture displacements were detected much more reliably and on all three components in the filtered band. Furthermore, our analysis of the 2-year time series suggested that filtering raw data in this frequency band might be a first important step toward the constitution of an unbiased catalog of microseismic events. Indeed, the energy rate baseline of the triggered events in this frequency band is no longer sensitive to positive temperature values. This is essential for data analysis, result interpretation, and preventing misinterpretation, in particular, for studies investigating the response to environmental forcing.
In summary, our study provides a better understanding of signal propagation in steep, structured bedrock permafrost. The transfer of the proposed filtering band to the time series allows an improved detection of naturally occurring fracture events. This provides a basis for future investigation of the fracture mechanism-based AE/MS data. However, the occurrence of microseismic events caused by anthropogenic noise remains and further efforts are needed on labeling and eventually distinguishing anthropogenic activity from bedrock internal activity. The analysis of the continuous waveform, for example, ambient seismic noise correlograms (Mainsant et al., 2012) or polarization of particle motion (Burjánek et al., 2014 (Burjánek et al., , 2018 , might successfully complement the event-based analysis, as automatically triggered events using an STA/LTA algorithm strongly depend on the setting of the trigger parameters.
