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ABSTRACT

ELECTRO-THERMAL TRANSPORT IN TWO-DIMENSIONAL
MATERIALS AND THEIR HETEROSTRUCTURES
MAY 2021
ARNAB K. MAJEE
B.Tech., W.B.U.T. INDIA
M.S.E.C.E., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Prof. Zlatan Aksamija

”Smaller is better” is the mantra that has driven semiconductor industry for the past
50 years. The on-going quest for faster electronic switching, higher transistor density, and
better device performance, has been driven by a self-fulfilling prophecy popularly known
as Moore’s law, according to which the number of transistors per unit area of a chip doubles
itself approximately every two years. A modern smartphone has about 8 billion transistors,
which is as large as current earth’s population. Although each transistor dissipates negligible power, but the collective power dissipation from all the transistors in an electronic
gadget and inefficient heat removing capability of ultrathin silicon have led to the formation of hotspots—which degrade device performance and, ultimately, lead to their failure.
Since the breakthrough of graphene, two-dimensional (2D) materials have drawn tremendous research attention due to their ultra-thin nature and yet high carrier mobility and are,
thus, envisioned as potential materials to replace silicon in future electronic devices.
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Among 2D materials, transition metal dichalcogenides (TMDs) and black phosphorene (a 2D analogue of black phosphorus) exhibit high carrier mobility and on-off ratio—
necessary requirements for high-speed switching applications. 2D materials, in suspended
form, exhibit extremely high carrier mobility, but when they are placed on a substrate,
as would be the case in a transistor, their mobility drops by one to two orders of magnitude due to strong Coulomb scattering from the charged impurities in the substrate. In
few-layered (FL) devices, where the top layers are shielded from the charged impurities by
bottom layers, the mobility has been found to improve significantly. Due to high surface-tovolume ratio, heat removal in FL devices occurs mainly in the cross-plane direction. Weak
vdW forces cause weak thermal coupling between layers, and therefore limits the heatremoving capability—characterized by thermal boundary conductance (TBC)—of these
materials in the cross-plane direction to the substrate. Most of the studies, so far, have been
geared towards improving the room-temperature (RT) mobility and TBC of FL 2D devices.
However, modern transistors operate at temperatures much higher than the RT due to selfheating; as a result, their mobility deteriorates significantly from their RT values due to
the increased electron-phonon scattering. Therefore, to examine the potential of a FL 2D
material, it is imperative to perform coupled electro-thermal studies where one can probe
power dissipation and temperature rise simultaneously to assess the mobility of the device
under actual operating conditions.
I chose tungsten diselenide (WSe2 ) as the representative material because it exhibits the
highest carrier mobility among all TMDs. It also has high on-off ratio—a desirable characteristic for transistor applications. WSe2 has large charge-screening length (λT F ) which
means the induced carriers in the FL WSe2 stack due to the applied gate voltage would
spread over more number of layers. Because of large λT F in FL WSe2 devices the top
layers carry majority current whose contribution to the TBC is fairly poor. The mobility in
WSe2 is strongly temperature-dependent; as a result, there is significant temperature rise in
the top layers causing its mobility to deteriorate. The mobility degradation in the top layers
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causes the current to route itself to the bottom layers, where the TBC is higher, resulting in
better heat removal and less temperature rise which limits the severity of self-heating and
its impact on carrier mobility in FL WSe2 devices. Our electro-thermal simulations also
revealed that a FL 2D material with smaller λT F and high TBC will be a suitable candidate
for next-generation electronic material.
The second part of my dissertation aims at improving thermal management in 2D materials from fundamental perspective. The microscopic interactions between phonons and
electrons play a major role in influencing electrical properties of solids and are therefore
well studied. However, their impact on phonon transport has received far less attention
because they are generally weak except at cryogenic temperatures. Recent studies suggest
that phonon-electron scattering can significantly reduce the in-plane thermal conductivity
in materials like silicon and its 2D counterpart, silicene. However, the heat removal in devices made up of 2D materials takes place in the cross-plane direction. For cross-plane thermal conduction, the internal resistance due to phonon-phonon interactions is found to be
the bottleneck. A significant phonon-electron scattering can reduce the internal resistance
and boost its TBC. To examine it, I calculate phonon-electron scattering from the phonon
dispersion calculated from first principles and then studied its impact on TBC between a 2D
material and a substrate. Our results show that among TMDs, the TBC of MoS2 exhibits
the maximum enhancement of about 36% when the carrier density is increased from 1014
to 1018 m−2 . This provides a novel tool to dynamically tune TBC between a 2D material
and a 3D substrate via electrostatic gating.
Thermal conduction in solids is mainly considered to be diffusive in nature where the
quasiparticles carrying heat, called phonons, lose their momenta due to collisions with
the underlying lattice. These momentum-relaxing scattering processes are called umklapp
scattering. A strong fraction of momentum-relaxing collisions is a signature of diffusive
transport. However, under special conditions such as cryogenic temperatures, a large fraction of phonons might undergo momentum-conserving collisions, therefore carrying heat
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over a longer characteristic length called mean-free-path, and hence it may lead to a higher
thermal conductivity. Such fluid-like thermal transport in solid is referred to as hydrodynamic transport. Recently, researchers have found graphene to exhibit hydrodynamic
transport at around 100 K, which is much higher than cryogenic temperatures. Phonon
hydrodynamics at higher temperatures has received significant attention because it may
now be used for practical applications. Since hydrodynamic transport is a wave-like phenomenon, it is more rational to study thermal conductivity in the frequency domain. In
my dissertation, I derived an expression for thermal conductivity in 2D materials by solving Boltzmann Transport equation, which governs heat conduction in solids, in frequency
domain. We quantified the range of frequencies of temperature gradient, where normal
scattering is more dominant than umklapp scattering, which supports hydrodynamic transport in graphene ribbons. The method also provides an unique opportunity to perform
phonon lifetime spectroscopy.
The principle ”Smaller is better is not only applicable for transistors, but for interconnects as well. Along with shrinking the dimensions of transistors, the dimension of interconnects and wires, typically made of copper, has also shrunk. Current state-of-the-art
technology uses copper interconnects as thin as 10 nm. However, the resistivity of copper
increases exponentially below 100 nm. On the other hand, graphene ribbons exhibit lower
resistance at similar linewidths, which makes them promising candidates for interconnects
in the next-generation integrated circuits. Mass production of graphene is achieved via
chemical vapor deposition technique (CVD). Unfortunately, CVD-grown graphene are,
inherently, polycrystalline in nature. The large film consists of several grains, each having different crystal orientation and size, which are separated from each other by grain
boundaries (GBs). The relative mismatch in the crystal orientations of the adjacent grains,
typically referred to as misorientation angle ΘM , is expected to play a significant role in
determining the electrical properties of a polycrystalline material.
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In this dissertation, I first studied the impact of misorientation angles on the GB resistivities (ρGB ) of 2D materials where the GBs were assumed to be straight lines. We
found that ΘM alone does not determine the GB resistivity rather it is the pair of angles
that the physical GB makes with the crystal orientations of each grain which governs ρGB .
Symmetric GBs are found to be highly conductive approximately equal to the ballistic conductance. Asymmetric GBs are resistive—the resistivity increases exponentially with the
degree of asymmetry. In graphene, they exhibit stronger angle dependence than those in
MoS2 . In practice, GBs are straight lines only in microscopic regions, however, over an
extended region, GBs are never straight lines. Consequently, the prediction of ρGB differ significantly from experimental measurements, especially for asymmetric GBs. Here I
used two different approaches to simulate extended GBs in graphene and then integrated
them with the electrical transport model developed by me to compute GB resistivity. Our
results revealed that the resistivity is inversely proportional to the effective slope of the
GB, which is given by the ratio of the rms roughness and correlation length. The segments
which symmetrically divide the grains destroy the correlation between the resistivity and
misorientation angles which we found in our previous study on straight-line GBs. We calculated the resistivity for extended GB to lie between 102 to 104 Ω µm, which aligns well
with the measured resistivity values found in the literature.
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CHAPTER 1
INTRODUCTION

1.1

Moore’s law: Roadmap for semiconductor industries

Gordon E. Moore’s famous 1965 essay states that the number of transistors on a microprocessor chip will double itself every year. In 1975 after co-founding Intel Corporation,
he revised his prediction of doubling chips to approximately two years. Doubling the number of transistor count on a given area means each transistor’s area needs to be scaled to
half. In 1974, Robert H. Dennard proposed a scaling law where each transistor dimension is reduced by 30% (0.7x) and thus the area by 50% (Figure 1.1(a)), and observed a
40% reduction in circuit delays making devices 40% faster. To keep the electric field constant, the operating voltage is reduced to 0.7x, which implies the power consumption is
reduced by 50%. Thus, for double transistor count, the device becomes 1.4x faster and
power consumption remains the same. Moore’s prediction combined with Dennard’s scaling law transformed the crude computing devices of 1950’s and 1960’s, mainframe and
minicomputers, to sophisticated personal computers and laptops in early 1980’s (Figure
1.1(b)). The dynamic power consumption of CMOS circuits is proportional to the clock
frequency. Simultaneously shrinking device dimensions and operating voltage allowed the
chip manufacturers to aggressively ramp up the clock frequencies without impacting power
consumption. It was around 2005 Dennard’s scaling law started to breakdown when the increase in performance achieved by increasing clock frequency caused the chips to heat up
and posed a threat of thermal runaway. Since then, although the manufacturers stopped increasing clock frequency to boost performance but the transistor size kept on shrinking as
per Moore’s law until 2016. Recently, the smallest feature size in a transistor has reached
1

few nanometers (TSMC, a chip manufacturing company based on Taiwan, are etching 7 nm
transistors and 5 nm ones are there in their list). We are already down to few tens of atoms
where quantum uncertainties alter electron behavior; if shrinkage continues then eventually
(in next few generations) we will run out of atoms. Several efforts have been made to preserve Moore’s law including multicore processors and 3D architectures with processor and
memory on the same chip. A different approach comes from materials perspective which
strives for finding a ”millivolt switch”—a material that could be used for transistors which
are at least as fast as their contemporary silicon counterparts, but that would generate much
less heat.

Figure 1.1: (a) Evolution of processing power (number of transistors per unit chip area and
clock frequencies) for last last five decades followed Moore’s law. (b) New generation of
machines emerged every ten years while the transistors were shrinking every two years.
(adapted from Mitchell et al. [1])

1.2

Emergence of two-dimensional materials

Although the idea of graphene (a single layer of graphite) existed theoretically for several decades, it was believed that crystalline two-dimensional (2D) materials, including
graphene, could not exist in nature because of thermodynamical instability [15]. It was in
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2004, when a group of scientists from University of Manchester in United Kingdom and Institute for Microelectronics Technology in Russia successfully separated a single layer from
bulk graphite for the first time [16]. Their groundbreaking work resulted in the 2010 Nobel
Prize in Physics being awarded to Novoselov and Geim. They followed it up by preparing
single-layer exfoliated forms of other van der Waals 2D atomic crystals, including transition metal dichalcogenides (TMDs) such as MoS2 and NbSe2 , and boron nitride [17].
This cohort of 2D materials includes graphene, hexagonal boron nitride (hBN), and transition metal dichalcogenides (TMDs), which have covalent in-plane bonds and weak van
der Waals (vdW) bonds across atomic planes. The weak interlayer coupling allows these
vdW monolayers to be separated, manipulated, and assembled into vertical and lateral heterostructures. These materials have a host of unique and superlative electronic, optical,
thermal, and thermoelectric properties, thus forming a basis for future low-power logic
devices, high-efficiency energy materials, and high-performance optoelectronics.
The unique electronic structure of graphene, where the low energy charged carriers
mimic relativistic particles with zero rest mass having an ’effective speed of light’ of 106
ms−1 [18], along with experimental demonstrations of integer quantum Hall states [19]
and Klein tunneling [20], not only opened up avenues for rich, fundamental science but
also led to a possibility of realizing new electronic and magneto-electronic device applications. Earlier reports suggested that carrier mobilities, which were found to be about
15,000 cm2 V−1 s−1 for both electron and holes, were independent of temperature over the
range between 10 and 1000 K [18], suggesting a very strong influence from the interaction
with the underlying substrate. This has led to a series of studies trying to establish the
upper bound of the intrinsic phonon-limited mobility by fabricating and measuring highly
crystalline, suspended graphene [21, 22, 23].
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1.3

Charge impurity scattering in monolayer TMDs

An electron mobility of 230,000 cm2 V-1 s-1 at a carrier concentration of 2 × 1011 cm−2
is among the highest ever measured mobility in suspended graphene [21]. This value is
considered as the phonon-limited upper bound [24]. Despite such high mobilities, the weak
electrostatic gating and absence of band gap makes it an undesirable candidate for 2D fieldeffect transistor (FET). However, it did not deter scientific community from continuing
research on graphene because of its rich and unique fundamental physical properties. On
the other hand, the inherent band gap of TMDs made them promising candidates for making
FETs. So, researchers turned to this new family of 2D materials based on TMDs. Early
studies of MoS2 found significantly lower mobility but with a much better electrostatic
control. The subsequent introduction of a substrate [25, 26, 27, 28] for better electrostatic
gating provided an opportunity to measure large-area graphene sheets, although substrate
impurity [29], interface, and remote phonon scattering [30] significantly reduce carrier
mobility.
An avalanche of experiments have been conducted to fabricate defect- and impurity-free
samples, which demonstrated a significant increase in mobility. [31, 32, 33] For low impurity concentrations, and especially at high temperatures, the mobility is found to approach
phonon-limited value of about 400 cm2 V−1 s−1 in monolayer MoS2 . In this regime, the
mobility is dominated by remote-optical phonon scattering. It has been shown that encapsulating MoS2 with HfO2 [34] or Al2 O3 [35] improves mobility because the encapsulation
shields the monolayer from charged impurities in the substrate. An alternative route to circumvent the effect of charged impurity scattering is to use few-layered (FL) TMDs where
the bottom layers shield the top layers from the charges in the substrate. Consequently, FL
TMDs exhibit improved mobility as compared to its single layer counterparts.
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1.4

Heat Dissipation in FL 2D Materials

Despite their superior electrical mobilities, thermal management in devices based on FL
TMDs remains a critical issue in their development and implementation in next-generation
electronic devices [36, 37]. Owing to the weak van der Waals forces between layers, heat
dissipation in FL TMDs is more complex because each layer carries a different current
[38], resulting in highly non-uniform Joule heating in the stack. Heat removal in 2D FETs
is mainly cross-plane through the substrate due to the small thermal healing length (a measure of heat spreading, around 100 nm) [39] and large lateral/vertical aspect ratio [40, 41].
Heat dissipated by electrons is carried to the substrate via quantized lattice vibrations, or
phonons, whose transmission is further limited by: (i) large difference between the phase
spaces of the 2D material and the 3D substrate [42], (ii) small overlap between their vibrational densities of states [43], and (iii) mechanical mismatch between the stiff substrate
and soft out-of-plane flexural phonon modes [44], which transfer most of the heat across
the interface. Consequently, thermal boundary conductance (TBC) between the 2D material and the substrate, typically between 12 and 27 MWm−2 K−1 , is the main bottleneck
for heat removal [44, 41, 45, 46]. For FL TMDs to potentially replace silicon in the nextgeneration electronic devices, it is imperative that we find a TMD which exhibits not only
high carrier mobility but also high TBC. Therefore, it is necessary to solve for the charge
and heat current simultaneously in FL TMDs and examine the materials which could be a
potential candidate for future electronic devices.

1.5
1.5.1

Improving Thermal Management Using Fundamental Physics
Phonon-Electron Coupling

Electron-phonon scattering plays an major role in determining electrical resistance of a
material. Their interactions have received less attention for phonon transport because it is
believed that such processes can impact thermal conductivity only at sub-zero temperatures.
But recent reports on reduction of in-plane thermal conductivity at room temperature in
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silicon [47] and 2D materials like silicene [48] have revived interests in the interactions of
phonons and electrons, especially in 2D materials. While a strong coupling between them
is detrimental to in-plane transport, phonon-electron interactions can reduce the internal
resistance (due to the interaction of quasiparticles in the 2D material itself), which is found
to be the bottleneck to TBC of most 2D materials on SiO2 , and enhance their TBC. This
motivated me to conduct a study to examine the effect of phonon-electron coupling on TBC
in 2D materials which, until now, is completely unexplored.

1.5.2

Phonon Hydrodynamics

In solids, including 2D materials, heat is known to flow diffusively through lattice vibrations (phonons). In diffusive regime, phonons lose their momentum on interacting with
the underlying lattice, that is, other phonons. Mean-free-path (MFP)—an average characteristic length over which phonons can travel in a solid without scattering—determines the
thermal conductivity (κ) of a solid; larger MFP translates to a larger κ. More than fifty years
ago, phonons in insulators and electrons in metals were found to exhibit wave-like behavior under special conditions such as cryogenic temperatures where momentum-conserving
collisions (normal scattering) among phonons become more prominent than momentumrelaxing (umpklapp) scattering. As a result, phonons exhibit larger MFP and hence larger
thermal conductivity which is critical for variety of thermal and electronic applications.
Such wave-like transport in solids is often referred to as phonon hydrodynamics. In recent
years, phonon hydrodynamic transport has become a subject of renewed interest because of
evidence of it in graphene at temperatures much higher than cryogenic temperatures. Since
hydrodynamic transport is a wave-like phenomenon, it is more rational to study thermal
conductivity in the frequency domain. In my dissertation, I derived an expression for thermal conductivity in 2D materials by solving Boltzmann Transport equation, which governs
heat conduction in solids, in frequency domain. We quantified the range of frequencies,
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where normal scattering is more dominant than umklapp scattering, which supports hydrodynamic transport in graphene ribbons.

1.6

Scope of Polycrystalline Graphene as an Electronic Material

On-chip interconnects and vias between layers in 3D stacking architecture are becoming increasingly challenging due to the downscaling of interconnects in modern ultra-large
scale integration. A few years ago, the performance of an integrated circuit was mainly
determined by the gate delays until recently when the interconnect delays are becoming
more prominent due to increasing parasitic effects. The primary requirement for a material to be used as interconnect is excellent electrical conductivity, and thus metals like
copper and tungsten were the obvious choices. In recent years, the resistivity of interconnects, typically made of copper, has increased significantly due to surface roughness and
grain boundary (GB) scattering, especially below 100 nm [49]. Because of the superior
electrical properties of graphene, graphene nanoribbons (GNRs) are proposed to be the
most promising candidates for future interconnect materials. For commercial applications,
waferscale-sized graphene is required and chemical vapor deposition (CVD) is the most inexpensive and popular method to grow such large-area graphene. Because of the inherent
nature of this method, CVD-grown graphene is polycrystalline in nature, which makes it
essential to understand the effect of GBs on electron transport. In this dissertation, I developed a numerical transport model to decipher the impact of GB misorientation angles on
electron flow in 2D polycrystalline structures. Large variations in GB resistance for different misorientation angles could raise serious reliability issues in future integrated circuits
where the interconnect delays significantly impact their performance.
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CHAPTER 2
ELECTRO-THERMAL MODELING IN FEW LAYER
TWO-DIMENSIONAL MATERIALS

The on-going quest for faster switching, higher density, and better performance has
led to persistent downscaling of nanoelectronic devices. Shrinking the device dimensions
increases their surface-to-volume ratio [50] and introduces atomic-scale disorder at boundaries and interfaces [51, 52], reducing performance and threatening to limit scaling. To
avoid these issues, the nanoelectronics community has turned to intrinsically 2D materials
platforms. The ultrathin nature of 2D materials facilitates device downscaling [53] and
vertical stacking [27, 54], which could extend Moore’s law and enable high-density device
integration for modern integrated circuits. Atomic flatness and the absence of dangling
bonds [55] prevent scattering of carriers by surface roughness (SR), which limit mobility in
ultra-thin body 3D silicon-on-insulator (SOI) field-effect transistors (FETs)[56]. Graphene
exhibits superlative thermal [57] and electrical conductivity [21], flexibility [58], and optical transparency [59] but lacks a bandgap, which is a basic requirement for switching and
logic applications. In contrast, TMDs have an intrinsic energy bandgap which makes them
preferable candidates for applications in digital logic[60, 61], NEMS [62], optoelectronics
[63], photovoltaics [64], spin- and valleytronics [65, 66]. Despite their immunity to SR
scattering, single-layer (SL) TMDs typically exhibit degraded carrier mobility [17] relative to bulk due to strong Coulomb scattering from charged interfacial impurities [67, 68].
Measured room temperature (RT) mobilities of SL MoS2 on SiO2 substrates [69, 70] range
from 0.1 to 55 cm2 V−1 s−1 . Significant research efforts have been invested towards growing high-quality, impurity- and defect-free samples [71, 72]. Another route is encapsulating
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the SL with a 2D insulator, such as graphene sandwiched between two sheets of hexagonal
boron nitride (hBN) [27], but these methods are time-intensive and expensive.
A viable alternative is to use FL TMDs, in which the bottom layers act akin to encapsulation, screening the layers above from impurities. Due to this self-encapsulating
nature, carrier mobility improves significantly in FL TMDs [73, 74], with the highest RT
field-effect mobility on SiO2 attained in FL tungsten diselenide (WSe2 ) FETs reaching 350
cm2 V−1 s−1 [75]. Above RT, mobility in FL TMDs is limited by phonon scattering and
decreases nearly quadratically with temperature [76]. Despite their superior electrical mobilities, thermal management in devices based on FL TMDs remains a critical issue in their
development and implementation. High lateral voltages increase Joule heating and cause
transistors to self-heat, a process which, if unchecked by heat removal, can be highly detrimental to mobility and device performance [36, 37]. Heat dissipation in FL TMDs is more
complex because each layer carries a different current [38], resulting in highly non-uniform
Joule heating and temperature rise among layers. Current in FL graphene [77] and MoS2
[78] is vertically localized in a few layers, causing a hotspot, where the location and spread
of this hotspot depends on gate voltage via carrier concentration in each layer.
Heat removal in 2D FETs is mainly cross-plane through the substrate, owing to the
small thermal healing length of around 100 nm [39] and large lateral/vertical aspect ratio
[40, 41]. Interactions between the atoms on the two sides of the interface are governed by
van der Waals (vdW) forces, which are weaker than covalent bonds and thus known for
reducing interface thermal transport [17, 68]. Heat dissipated by electrons is carried to the
substrate via quantized lattice vibrations (phonons), whose transmission is further limited
by the large difference between the phase spaces of the 2D material and the 3D substrate
[42], small overlap between their vibrational densities of states [43], and the mechanical
mismatch between the stiff substrate and soft out-of-plane flexural phonon modes [44],
which transfer most of the heat across the interface [67]. This causes the TBC between
the 2D material and the substrate, typically between 12 and 27 MW m−2 K−1 , to be the
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main bottleneck for heat removal [44, 41, 45, 46]. In FL TMDs, layers farther from the
substrate are partially insulated by layers below them and thus contribute less to TBC [79],
but measurements to date only provide us with the average temperature rise of the entire
stack through Raman thermometry [80].
To fully understand heat removal in FL 2D FETs, it is imperative that we quantify the
temperature rise in each layer of the stack. Moreover, the effect of self-heating on electrical performance of each layer in FL 2D devices remains unexplored. In this work, we
study Joule heating and thermal management in FL FETs built from WSe2 and extract their
layer-dependent temperature rise to elucidate its impact on performance. We employ a
resistance-network model to understand the current distribution in a FL TMD FET and extract parameters for our model by fitting experimentally measured ID -VDS characteristics
of the device operating under low-field conditions; the experimental measurements were
done at my collaborators at University of Illinois Chicago (Prof. Amin Salehi-Khojin’s
lab). Then we employ the resistance-network model to study the effects of self-heating
under high-field conditions. We use a layer-resolved TBC model developed in our previous work [80, 81] to calculate the temperature rise in each layer of the device due to
self-heating. The calculated temperatures were validated against experimentally-measured
average temperature rise. At large bias voltages, the temperature rise in layers near the top
of the stack, which are carrying the majority of the current, increases significantly, which
deteriorates the mobility of these layers. We uncover an interesting dual behavior of the
hotspot caused by Joule heating: at small drain biases, the hotspot shifts towards the top
layers with increasing gate voltage, whereas at high drain biases, the temperature rise and
mobility degradation cause the hotspot to re-route towards the bottom layers to minimize
self-heating. We also found that, unlike SL TMDs, there is a considerable amount of heat
removal through the contacts in FL TMD FETs, even in those with long channels, due to
longer thermal healing length of top layers.
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2.1

Results

Figure 2.1: (a) Schematic depiction of a FL 2D FET device configuration showing nonuniform current distribution across various layers. (b) shows the resistance-network model
used to represent the FL 2D FET.

2.1.1

Layer-dependent Electrical Properties of FL WSe2

In this work, we consider a typical back-gated device configuration, shown schematically in Figure 2.1(a). The metal source and drain contacts are deposited on the topmost
layer and the current is injected from the top through contact resistances Rc between the
metal and the TMD, assuming an ohmic contact. Each layer in the stack has a different resistance Ri , where ‘i’ refers to the i’th layer in an N-layered stack, depending on
its local carrier concentration, mobility, and temperature. Current encounters an additional resistance Rint to access the next layer. A resistor-network model represents the
current flow through the FL stack, as shown in Figure 2.1(b). The extent of current penetration through the stack would depend on the strength of Rint with respect to the layer
resistances Ri . Ri is the product of carrier concentration ni and mobility µi of that layer,
Ri = [qni µi (T )]−1 (L/W ). The total charge on the gate is Qtot = Cox (VGS − VT ), where
11

Cox is the capacitance per unit area of the oxide and VT is the threshold voltage. However,
charge screening causes the distribution of carriers across layers to be highly non-uniform.
Carrier concentration is highest in the bottommost layer and decreases exponentially with
each additional layer, given by the ratio [38] ni+1 /ni = exp (dF L /λT F ), such that the total
P
charge induced in the channel is equal to the charge on the gate, Qtot = q i ni . dF L is the
layer thickness of WSe2 , 0.645 nm, and λT F is the Thomas-Fermi (TF) screening length.
Analogously, mobility in the bottommost layer [µ1 (ni )] is primarily limited by chargedimpurity (CI) scattering [82]; mobility increases in the layers away from the substrate as
the charged impurities are screened by layer charges, approaching the phonon-limited bulk
mobility µ∞ (Ti ), which depends on the temperature of each layer. Its dependence was
experimentally determined to follow a power-law µ∞ (Ti ) = µ∞ (300) × (Ti /300)−γ with
γ=1.9 [83].

2.1.2

Coupled Electro-thermal Model

The mobility of individual layers is expressed as [38]




(i − 1)dF L
µi (ni , Ti ) = µ1 (n1 , nimp ) + [µ∞ (Ti ) − µ1 (n1 , nimp )] 1 − exp −
λT F


, (2.1)

where µ∞ and µ1 are the bulk and SL mobilities of WSe2 , while Ti and ni are the temperature and carrier concentration in the i’th layer, respectively. The SL mobility is calculated
based on our previous work [84], which includes acoustic, optical, and remote surface
optical phonon, as well as CI scattering. Using this resistive network model, we fit our
calculated ID -VDS curves at low lateral fields for different gate voltages to experimentally
measured values to obtain Rint , λT F and µ∞ , which are inputs to the model. The experimental measurements were performed by my collaborator, Zahra Hemmat at Prof. Amin
Salehi-Khojin’s lab, in University of Illinois Chicago. To capture both lateral and crossplane heat conduction, and their impact on the mobility of each layer, we calculate the
temperature rise in each layer of the FL stack from
12


∆Ti =

Qi
WL






1
2LHi
L
×
1−
tanh
Gi
L
2LHi

(2.2)

where WL is the surface area of the WSe2 layers and LH is the thermal healing length.
The derivation of the thermal healing length is detailed in the appendix. Healing length is
calculated as LHi = κin × dSL /Gi , where κin is the in-plane thermal conductivity of WSe2 ,
which is 53 Wm−1 K−1 [85]. Depending on the average temperature rise of each layer ∆Ti ,
we update the layer mobilities µi in Eq. 2.1, and then re-calculate the layer resistances Ri .
Based on the updated Ri , we re-compute Qi and ∆Ti . Using this electro-thermal coupling,
we set up an iterative loop where we update ∆Ti based on the µi (ni , Ti ) of the previous
P
iteration. We continue until total Joule heating i Qi reaches convergence, typically taking
between 5 to 15 iterations.
Here, WSe2 was selected as a representative TMD because of its high carrier mobility
[86] and good stability to oxidation in ambient conditions [87]. The parameters for our
resistance-network model Rint , λT F , and µ∞ are extracted from fitting the current-voltage
curves of exfoliated FL WSe2 flakes which were transferred onto a Si-SiO2 substrate. The
details on fabrication of these devices can be found in [88]. On fitting our calculated ID VDS curves to the experimentally measured data, we obtain Rint of 5958 Ω µm, µ∞ = 114
cm2 V−1 s−1 , and a TF screening length λT F = 13 nm.
2.1.3

Joule Heating and Layer-resolved Temperatures

Once we extract the values of both intra- as well as inter-layer resistances, we calculate
the current distributions across all the layers and obtain their layer-specific Joule heating
Qi = I2i Ri . Self-heating is significant in two operating conditions: when the overdrive voltage (Vg − VT ) is smaller than VDS and the carriers are pinched-off near the drain contact,
and when Vg − VT ≥ VDS but the lateral field (VDS /L) is large enough for the carrier drift
velocity to reach the saturation region, vd → vsat . The average lateral field beyond which
the device is driven into velocity saturation is given by [89] (Vg − VT )/L ≈ 2vsat /µeff .
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Figure 2.2: (a) shows ID -VDS output characteristics in 18-layer WSe2 with different Vg
calculated at room temperature (300 K). The color of square markers represent the rise
in average device temperature ∆Tavg at each VDS and Vg . Large square colored markers
denote experimentally measured ID and ∆Tavg with VDS at Vg equals 60 V. (b) shows the
drain current per layer for different gate voltages Vg at VDS equal 60 V. (c) shows Joule
heating vs. VDS at different Vg . The insets show Joule heating among layers at different
VDS and Vg . (d) shows thermal boundary conductance Gi (left y-axis) and thermal healing
length LH (right y-axis) of each layer in an 18-layer WSe2 stack. (e) shows temperature
rise in each layer for different Vg at VDS equal to 60 V. (f) shows calculated (red curve)
and measured (red circles) average temperature rise of the stack vs. VDS at Vg equals 60
V. The blue curve represents the average temperature rise if the heat removal was entirely
cross-plane.

Thus, the critical device length (Lcrit ) for velocity saturation in FL WSe2 is 3.5 µm, where
vsat in FL TMDs is about 3 × 106 cm2 V−1 s−1 [90, 91]. In this work, we chose a longchannel device (L=4.9 µm > Lcrit ) such that the carriers are not driven into velocity saturation. Figure 2.2(a) shows the drain-source characteristics for different gate voltages at RT
(300 K). With the increase in VDS , there is increased Joule heating and the average device
temperature ∆Tavg , denoted by the color of square markers on top of the ID − VDS lines
in Figure 2.2(a), rises. The large square markers represent the experimentally measured
drain-source characteristics at Vg =60 V, and the marker color denotes the measured aver-
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age temperature rise of WSe2 with respect to the substrate, which was obtained from Raman
thermometry. We found that at large Vg (=60 V) there is an increase in Joule heating due
to higher carrier concentration and the ∆Tavg reaches as high as 130 K. In Figure 2.2(b),
we show that the current distribution among layers is non-monotonic for large VDS =60 V,
especially at large gate bias. Due to strong TF screening and Rint , the top layers carry
higher currents at large Vg , resulting in an increased Joule heating and temperature in these
layers. This deteriorates their mobilities, and the current penetrates lower into the stack
as Vg is increased. In Figure 2.2(c), we plot Joule heating against VDS for the same gate
voltages as Figure 2.2(a). We find that the distribution of Joule heating among layers shows
a distinct variation with Vg and VDS , as shown by the insets in Figure 2.2(c), where Joule
heating, normalized by its maximum value, is schematically depicted for different gate and
source-drain voltages. While for small Vg heat is mostly concentrated in the top layers,
increasing Vg causes dissipation to become concentrated in the bottom layers.
To understand these trends, we next delve into the temperatures ∆Ti in each layer.
We used layer-dependent TBC values (Gi ), calculated from our first-principles FL thermal
transport model [81, 80]. In Figure 2.2(d), we plot Gi and observe that most conductance
is contributed by the bottom layers, with Gi decaying approximately quadratically with
P
distance from the substrate. The total Gtot = i Gi =15 MW m−2 K−1 , in good agreement
with Raman measurements, and the TBCs exhibit only a weak increase with Ti above RT
[44, 92]. The TBC of the top layer is about two orders of magnitude lower than the layers
close to the substrate because heat has to traverse all the weak vdW bonds of the layers in
series below it. The average temperature rise of each layer, calculated from Joule heating
via Eq. (2.2) in Methods, is plotted for varying gate-bias conditions at VDS =60 V in Figure
2.2(e). ∆Ti shows a strong layer-dependence for large gate voltages (Vg = 60V), indicating
significant self-heating near the top of the FL stack, far exceeding the average. Although
there is significant Joule heating in the bottom layers [Figure 2.2(c)], the temperatures of
these layers do not increase significantly because of their higher TBC.
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The thermal healing length LH , which represents the lateral length along the channel
over which the temperature increases away from the contact, also shows a prominent layer
dependence, plotted on the right axis of Figure 2.2(d). LH of the bottom layer is about 80
nm, comparable to SL TMDs [41], indicating that there is negligible lateral heat conduction
in the bottom layers while LH for the top layer reaches about 1.1 µm, indicating that there
is considerable heat removal through the contacts from the top layers. The ratio of power
dissipation through cross-plane and in-plane against channel length is also examined; we
find Qcross /Qin =5 for L=4.9 µm. Although heat removal through contacts is non-negligible
in the upper layers due to their large LH , cross plane thermal conduction still plays a dominant role and the temperatures of those layers increase tremendously because of their poor
TBC. In Figure 2.2(f), the average device temperature rise ∆Tavg , shown by the solid red
line, is plotted as a function of VDS for Vg =60 V. ∆Tavg shows a sharp rise for small VDS ,
but for large drain-source voltage Joule heating shifts towards the bottom layers, which efficiently conduct heat into the substrate, resulting in a smaller rise in ∆Tavg with VDS . Our
calculated average device temperatures show a good agreement with those obtained from
Raman thermometry, represented by red circular markers. The solid blue line represents
the average device temperature with VDS if the heat removal was entirely cross-plane into
the substrate. The difference stems from lateral heat removal through the contacts, mainly
from the top layers due to their large LH .
2.1.4

Mobility Degradation and Current Re-routing

Earlier, we showed that ID does not increase quadratically with Vg for a large VDS
[Figure 2.2(a)], indicating that carrier mobility in the device is not independent of gate
bias, especially for large VDS . To elaborate, we plot intrinsic mobility of each layer for
different gate biases at VDS equal to 60 V in Figure 2.3(a). For small Vg , the mobility is
low for the bottom layers because of dominant CI scattering from the substrate. It increases
monotonically towards bulk value with layer number due to charge screening from the bot-
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Figure 2.3: (a) shows the effect of self-heating on mobility of each layer for different Vg .
(b) shows the shift in the hotspot in 18-layer WSe2 with Vg for different VDS (10, 30, and
60 V). Color corresponding to each layer denotes the amount of Joule heating in that layer
with respect to the maximum Joule heating. The color bar is scaled from 0.9 to 1 to show the
migration of the hotspot in the stack. The effective mobility and weighted TBC of the stack
are plotted against VDS for different gate voltages under normal operating conditions with
self-heating (solid lines) and isothermal case (dashed lines) in (c) and (d), respectively. The
blue, red, and black lines represent Vg equal to 40, 50, and 60 V, respectively. The average
device temperatures due to self-heating are represented by the marker colors in (c) and (d).

tom layers. For large gate bias conditions, the temperature rises significantly for top layers
due to self-heating [shown earlier in Figure 2.2(c)]. Since layer mobility in Eq. (2.1) is
temperature-dependent, it decreases with Vg , showing a peak in the sixth layer when Vg =
60 V. To demonstrate the effect of self-heating, we compare mobility during device operation with the isothermal case (no self-heating). We find that self-heating has negligible
impact on mobilities of the bottom layers because of their excellent TBC. However, mo-
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bilities of top layers exhibit severe degradation due to self-heating with a 57% reduction in
the topmost layer at Vg =60 V.
Interestingly, we found that the migration of the hotspot with Vg exhibits different
trends for low and high VDS . Figure 2.3(b) shows that at VDS equal to 10 V, the hotspot
shifts towards the top layers with increasing gate bias because of the increase in charge
concentration in these layers, which was also found earlier in FL MoS2 [38]. However,
at large VDS , the location of the hotspot shows an opposite trend—it migrates towards the
bottom layers with increasing Vg , even though charge concentration increases in the top
layers. This is a consequence of the mobility reduction in top layers due to self-heating,
which forces the current, and hence the hotspot, to move towards the bottom layers. Figure
2.3(b) also shows that at small VDS , the layers contributing at least 90% of the peak Joule
heating are spread over a wide number of layers with a weak dependence on Vg , while
at large VDS the spread decreases from 11 to 6 layers with increasing gate bias and gets
localized in a few bottom layers.
To observe the effect of hotspot migration on device performance, we calculate an effective device mobility [89] µeff = L/(WCox VDS/Dsat )(∂ID /∂Vg |Vg ) and plot it in Figure
2.3(c). Relative to the isothermal cases (dashed curves), µeff of the device decreases significantly due to the average temperature rise with VDS (shown by the colored markers).
With increasing VDS , the hotspot migrates toward the bottom layers, whose mobilities are
primarily limited by CI scattering, resulting in a decrease of the effective mobility of the
device. While µeff reduces from the hotspot shifting to the bottom layers with VDS , the
effective capacity of the FL device to remove heat, which we capture by a dissipationP
weighted TBC Gw = N
i=1 Qi Gi / maxi (Qi ), increases, as shown in Figure 2.3(d). We
conclude that Joule heating increases temperature and degrades mobility, but the trend is
weaker than quadratic because current re-routes into layers closer to the substrate, improving heat removal. There is a trade-off between effective mobility and TBC; we explore
computationally how this trade-off varies with the thickness of the FL stack and find that
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drive current improves with increasing thickness but effective mobility saturates around
6-9 layers. For comparison, we repeat our calculations for a hypothetical material with a
shorter TF screening length of 1 nm and observe improvements in current and mobility,
with a peak around 6 layers.

2.2

Conclusions

In summary, we have developed a tightly-integrated experimental and numerical study
of Joule heating in FL WSe2 FETs, allowing us to extract the heat dissipation, thermal
conduction, and temperature rise in each layer of the FL stack. The combination of nonuniform heating, caused by top layers having less CI scattering and higher mobility, and
layer-dependent TBC results in significant temperature rise toward the top of the FL stack,
far exceeding the average. This dramatic layer dependence is driven by the approximately
quadratic drop in thermal conductance with distance from the substrate, caused by heat
traversing the series of relatively weak interlayer vdW bonds, and offset only partially by
the increased role of lateral heat spreading from the top layers into the contacts. Ultimately,
this temperature rise reduces mobilities in layers near the top of the stack, where mobility
is phonon-limited and exhibits a strong temperature dependence, and causes the current to
re-route into layers nearer the substrate as their TBC is higher. In contrast to isothermal
and low-field operation, when layer-wise Joule heating and TBC are fully accounted for,
the dissipation hotspot moves down as gate voltage, and with it carrier concentration, increases. This means mobility gains from additional layers in the stack are partially offset
by self-heating. However, current re-routing improves the effective heat removal as the
layers closer to the substrate have higher TBCs. Short-channel FL TMD devices could
benefit somewhat from heat removal through the contacts, but a more complete solution
may require a carefully-designed heterostructure stack possessing both stronger screening
and substrate/interlayer vdW coupling.
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CHAPTER 3
IMPACT OF PHONON-ELECTRON COUPLING ON THERMAL
BOUNDARY CONDUCTANCE OF 2D MATERIALS

The prospect of vertically stacking [93]—both homogeneous and heterogeneous—vdW
materials has opened numerous avenues to engineer them for superior device performance.
However, practical realization of electronic devices made of 2D vdW materials is limited
by the inefficient thermal dissipation from the 2D material to the substrate. The high interface thermal resistance can cause unreliable performance and even lead to device failure.
Significant research interests have been invested towards improving the electronic properties such as mobility, subthreshold slope etc. [21, 69], but heat dissipation has received less
attention.
As discussed in chapter 2, heat removal in 2D field-effect transistors is mainly crossplane through the substrate, especially in long devices, [88, 42] owing to the small thermal
healing length [39] and large lateral/vertical aspect ratio [94]. Thermal energy carried
by electrons is dissipated to the substrate via flexural out-of-plane lattice vibrations (ZA
phonons) and the efficiency of heat transfer is quantified by the inverse of the Kapitza
resistance between the 2D material and the substrate, which we call in our work external TBC. Electrons interact with the underlying lattice vibrations of the 2D material via
phonon-electron scattering and transfer their thermal energy to phonons. The rate of this
energy transfer depends on the strength at which the electrons scatter with various phonon
modes which we refer to as internal phonon-electron resistance. [95] Similarly, the finite
scattering strength between different phonon modes (anharmonic phonon scattering) also
adds to the internal resistance. The different components of internal resistance are summarized by arrows in the schematic shown in Figure 3.1.
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Figure 3.1: (a) Schematic depiction of the interplay of electrons and phonons in a fewlayered 2D field-effect transistors

Typically, the interaction between electrons and phonons is weak in semiconductors
and insulators, except at cryogenic temperatures. It causes the average lattice temperature,
which does not exceed beyond a few hundred Kelvin, to be vastly different than that of
electrons which is typically one order magnitude higher than phonons. [95] Thus, the poor
thermal coupling between them acts as a bottleneck to the cross-plane heat transfer. Moreover, recent measurements revealed that Raman peaks in 2D materials exhibit different
temperature-dependent broadening and there exists a strong thermal non-equilibrium between different phonon branches, especially the high-frequency optical phonons and lowfrequency ZA phonons. [96] The thermal non-equilibrium between phonon branches indi21

cates that the coupling between them is also weak, which can cause an addition resistance
to the heat flow between the 2D material and substrate. Most theoretical studies, so far,
have been geared towards improving the external TBC, however, to get a complete picture
of the heat transfer between a 2D material and a substrate, it is essential that we quantify
the various components of internal resistance and investigate their effect on the total TBC.
In this work, we compute various components of internal resistances and examine their
effect on the total TBC. We first calculate the phonon dispersions and electronic bandstructures of various 2D materials from first principles Density Functional Theory using
an open-source software package called Quantum ESPRESSO. Then we use the dispersion and bandstructure information to compute the phonon-electron rates for graphene and
various TMDs. Then the phonon-electron rates are used to calculate the corresponding
internal resistances to the heat transfer from electrons to various phonon modes. A recent
study demonstrated lowering of in-plane thermal conductivity of 2D materials via phononelectron interactions, opening a new avenue to modulate heat transfer by electrostatic gating. [48] Here we also examine the impact of doping on the phonon-electron scattering
rates and investigate whether the phonon-electron internal resistance can be reduced by
doping. The ability to do so will provide a novel tool to dynamically tune TBC by gating
the 2D material.

3.1

Methodology

We calculate the electronic bandstructures and phonon dispersions of 2D materials
from first principles Density Functional Theory using the QUANTUM ESPRESSO package [97]. Due to the coupling between the 2D material and the substrate, ZA phonons
in the 2D material experience an offset ω0 in their energies; the effect is dominant only
for the long-wavelength ZA phonons. The modified dispersion is calculated as ω̃ZA (~q) =
p
2
ωZA
(~q) + ω02 , where the ω0 is precisely the oscillating frequency of a harmonic oscillap
tor, ω0 = Ka /m2D , where Ka is the van der Waals spring coupling constant between
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the 2D material and the substrate and m2D is the atomic mass of the 2D material in contact
with the substrate. The dispersion of the ZA phonon branch for various TMDs is shown
by the red lines in the Figure 3.2. Then we compute phonon-electron rates (Γph−el ) from
Fermi’s Golden rule, the derivation is detailed later in this section. Γph−el is added to the
anharmonic phonon rates in our thermal model [98] to obtain the internal scattering rates
Γint . The details of our thermal model can be found in the appendix section (chapter 7),
Multilayer Thermal Boundary Conductance Model. Since the bottom-most layer in a multilayer stack has the highest TBC, it is desirable that all the carriers are concentrated in the
bottom layer to observe the maximum effect of phonon-electron scattering on TBC. The
TBC of a single layer is obtained from the multilayer model in the limit when the number
of layers equal to 1. The TBC is then calculated as
Z
G=

~ωD2D (ω)

dN0 (T ) Γsub (ω)Γint(ω)
dω
dT Γsub (ω) + Γint(ω)

(3.1)

where N0 is the equilibrium Bose-Einstein distribution, D(ω) is the phonon density of
states, and Γsub and Γsub are the substrate and internal scattering rates, respectively. Mathematically, the internal rate is calculated as Γint = Γph−el + Γph−ph .
On rearranging the scattering terms in eq. 3.1, we get
Z
G=


−1
1
1
dN0 (T )
+
dω.
~ωD2D (ω)
dT
Γsub (ω) Γint (ω)

(3.2)

The external TBC Gext is calculated in the limit when Γint  Γsub . Mathematically, Gext
is obtained by replacing Γint → ∞ in eq.3.2.
Z
Gext =

~ωD2D (ω)

dN0 (T )
Γsub dω.
dT

(3.3)

In the opposite limit, when Γsub  Γint , the TBC is limited by the internal scattering rate;
in this limit, we get the internal TBC by replacing Γsub → ∞.
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Z
Gext =

~ωD2D (ω)

dN0 (T )
Γint dω.
dT

(3.4)

The internal TBC due to phonon-electron scattering only can be calculated as
Z
Gph−el =

~ωD2D (ω)

dN0 (T )
Γph−el dω,
dT

(3.5)

where the Γph−el is replaced by eqn. 3.13, 3.14 or 3.15 depending whether we want
to calculate the internal resistance for in-plane acoustic phonon-, ZA phonon-, or optical
phonon-electron scatterings.

Figure 3.2: Phonon dispersions for various TMDs calculated from first principles Density
Functional Theory.
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3.1.1

Derivation of Phonon-electron rates

The derivation and expressions for phonon-electron scattering, for both acoustic and optical phonons, in 2D material is detailed here within deformation potential approximation.
From Fermi’s Golden rule, we can write the standard expression for the rate of transition
of phonons as

γqν =

2π X ν
| g (k, q) |2 [fnk (1 − fmk+q )δ(Emk+q − Enk − ~ωqν )−
~ mn,k mn

(3.6)

fnk (1 − fmk+q )(nqν + 1)δ(Emk−q − Enk + ~ωqν )].
Under the relaxation time approximation (RTA) formalism, if the distribution function
of only one phonon mode is perturbed from equilibrium by a small amount nqν = n0qν +
δnqν , while assuming all the other electrons and phonons to be in equilibrium, the lifetime
ep
of this phonon mode τqν
is defined via γqν =

δnqν
ep .
τqν

This simplifies the transition rate of

phonons
1
2π X ν
=
−
| g (k, q) |2 [(fnk − fmk+q )δ (Emk+q − Enk − ~ωqν ) ,
ep
τqν
~ mn,k mn

(3.7)

where the matrix element can be written as (From Ziman’s book on Electrons and Phonons) [99]
s
ν
gmn
(k, q) =

~
hmk + q|∂qν V |nKi .
2m0 ωqν

(3.8)

The matrix element hmk + q|∂qν V |nKi can either be calculated from first principles Density Functional Theory (DFT) calculations or can be approximated using appropriate deformation potential. Within Deformation Potential Approximation (DPA), the matrix element
can be replaced by Da q for acoustic phonon mode and Do for optical phonon mode (From
Lundstrom’s book on Fundamentals of carrier transport, 2009) [100]. The mass m0 can be
substituted by the product of mass density and area ρA. We use an effective mass approximation for expressing energies of the electron modes and the Einstein’s model for phonon
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vibrational frequencies—
Enk =

2
~2 kn
,
2m?

Emk+q =

~2
(km + q) · (km + q),
2m?

(for optical branches), and also

3.1.2

P

k0 ,k

=

A
(2π)2

ωqν = vs q (for acoustic branches), ωqν = ω0
R
d2 k.
k0 ,k

Phonon-electron rate for acoustic phonons

The transition rate for acoustic phonon can be written as
 2 2

Z
1
Da2 q 2 X
~ kn
~2
2
d k(fnk − fnk+q )δ
−
(kn + q) · (kn + q) − ~vs q
ep = −
τqν
4πρωqν n k0 ,k
2m?
2m?
(3.9)
The Dirac-delta function in Eqn. 3.9 can be simplified further to obtain

q m? vs
~2 q
) ,
δ − ? (kn cosθ + +
m
2
~


where cosθ is the angle between kn and q. We use the properties of Dirac-delta function,
δ(−x) = δ(x) and δ(αx) =

δ(x)
|α|

to write Eqn. 3.9 as



Z
m? Da2 q X
q m? vs
1
2
d k(fnk − fnk+q )δ kn cosθ + +
.
ep = −
τqν
4π~2 ρωqν n k0 ,k
2
~

(3.10)

The integration is done along two cartesian axes kn1 and kn2 , which are chosen such that
kn1 is pointing towards q, that is kn cosθ = kn1 . Substituting the Fermi-Dirac distribution
in non-degenerate limit, we can write Eqn. 3.10 as




Z Z 
1
m? Da2 q X
Enk − EF
Enk+q − EF
exp −
− exp −
δ[kn1 −kn0 ],
ep = −
τqν
4π~2 ρωqν n kn1 kn2
kB T
kB T
where kn0 = (− 2q −

m? vs
).
~

The detailed steps for the integration is given in the appendix,

chapter 7.3.
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1
m? 3/2 Da2 (kB T )1/2 X
~2 q 2
m? vs2
~vs q
~vs q
EF
exp
exp − ?
−
−
exp
−1 .
ep =
τqν
(2π)1/2 2~3 ρvs
k
T
8m
k
T
2k
T
2k
T
k
T
B
B
B
B
B
n
(3.11)
In the limit of small q, that is q → 0, the transition rate for the acoustic phonons can be
written as





m? 3/2 Da2 (kB T )1/2 X
EF
m? vs2
~vs q
1
exp
exp −
1+
−1
ep =
τqν
(2π)1/2 2~3 ρvs
k
T
2k
T
k
T
B
B
B
n




? 3/2 2
X
EF
m? vs2
m
Da q
exp
exp −
.
=
(2π)1/2 2~2 ρ(kB T )1/2 n
kB T
2kB T

(3.12)

We can collect some of these terms and can express the acoustic phonon-electron scattering
rate in terms of 2D carrier density. The electronic density of states for 2D material is given
by
1 2πk
m?
D2d (E) = 2
=
.
4π | ∇E |
2π~2
And the 2D carrier density is given as
Z
n2D (E) =

m? kB T
exp
D2D (E)f (E)dE =
2π~2



EF − Ec
kB T


.

The transition rate for acoustic phonons in Eqn. 3.12 can thus be written as


X
1
(2πm? )1/2 Da2 q
m? vs2
n(E)
exp −
.
ep =
τqν
2ρ(kB T )3/2
2k
T
B
n

(3.13)

The derivation for the phonon-electron rates of ZA phonons is also similar, but the
difference in the final expression comes from the quadratic dispersion of ZA phonons as
opposed to the linear dispersion for in-plane acoustic phonons. The expression is


2



1
2

m? ωq
~q 2

+
2
X
1
(2πm? )1/2 DZA
 ~
=
n(E)
exp
−

ep
τqν
ρq(kB T )3/2
2m? q 2 kB T
n
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2 

.

(3.14)

The efficiency of the heat transfer from electrons to the optical phonon modes depends
on the strength of coupling between them. The derivation for the optical phonon-electron
rate is detailed in the appendix, chapter 7.3.2. The final expression for the optical phononelectron rate is
1
ep =
τqν



2πm?
kB T

1/2


 


Do2
m? ωo2
1
~ωo
exp −
n(E)sinh
.
ρωo
2kB T q 2
~q
2kB T

(3.15)

It can be used to estimate how efficiently the electrons transfer their energy to the optical
phonons. The TBC due to the optical phonon-electron rate can be calculated by replacing
eqn. 3.15 in eqn. 3.5.

3.2

Results and Discussion

Figure 3.3 shows the TBC for various TMDs at different temperatures. The TBC in
this figure is calculated for a carrier density equal to 1014 m−2 . The TBC values are much
smaller than their corresponding external TBCs at all temperatures; at room temperature,
TBC is smaller by a factor of about 3 to 4 for all the TMDs. This clearly indicates that the
internal resistance due to anharmonic phonon-phonon scattering, also shown by the dotted
lines in the figure, is the bottleneck to the cross-plane heat transfer from the 2D material
to the substrate. In other words, the rate at which the ZA phonons carry thermal energy
into the substrate, is much larger than the rate at which ZA phonons are replenished in the
2D material due to internal anharmonic phonon rates. At higher temperatures, due to the
increase in the anharmonic phonon rates—as indicated in the figure by the increase in TBC
due to phonon-phonon rates—the effective TBC (shown by the solid lines) improves, but
still is much smaller than the external TBC. The overall TBC can be improved if we can
tune the internal scattering rate such that there is either faster replenishment ZA phonons
or by exploring additional channels to boost internal scattering rate.
Next, we examine the impact of phonon-electron scattering on the TBC of 2D materials. Figures 3.4(a)-(d) show the TBC of MoS2 , MoSe2 , WS2 , and WSe2 vs. temperature
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Figure 3.3: shows the external TBC (dashed lines) and the effective TBC (solid lines)
vs. temperature (T) at negligible carrier densities (1014 m−2 ) for various TMDs—MoS2
(black), MoSe2 (green), WS2 (red) and WSe2 (blue).

at different carrier densities. We can see that when the carrier density is increased from
1014 to 1018 m−2 , the TBC curves also shift upwards. We found that the TBCs of MoS2
improves significantly by 36%, when the carrier density is varied from 1014 cm−2 to 1018
m−2 at 300 K. The enhancement is relatively smaller in MoSe2 where the TBC increased
by 15% for the same range of carrier densities. On the other hand, WS2 and WSe2 show
a weaker dependence on phonon-electron coupling with an improvement of 13% and 5%,
respectively, which is due to dominant phonon-phonon scattering in these materials. The
maximum enhancement in TBC due to phonon-electron coupling is obtained for TMDs
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Figure 3.4: shows the TBC vs. temperature for various TMDs—MoS2 (black), MoSe2
(green), WS2 (red) and WSe2 (blue)—when the carrier density is tuned from 1014 to 1018
m−2 .

composed of lighter chalcogen atoms. Since ZA phonon-electron scattering acts as a parallel channel to repopulate ZA phonons in the 2D material, we compute the conductance
R
0
due to phonon-electron scattering as T BCZAph−el = ~ωD2D (ω) dN
ΓZAph−el dω. In FigdT
ure 3.5, we can see that the ZA phonon-electron scattering channel in MoS2 exhibits the
maximum conductance, which explains the largest enhancement in its TBC due to phononelectron scattering. The contributions of TBC due to phonon-electron scattering to the
overall TBC in WS2 and WSe2 is less than a 1 MW m−2 K−1 , whcih translates directly to
weak enhancement of TBC due to doping in these materials.
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Figure 3.5: shows the TBC vs. temperature due to phonon-electron scattering for various
TMDs—MoS2 (black), MoSe2 (green), WS2 (red) and WSe2 (blue)—at a carrier density
equal to 1018 m−2

3.3

Conclusions

To summarize, our results show that the TBC across a 2D-3D interface is limited by
the internal scattering rate and ranges between 5 to 15 MW m−2 K−1 . However, if internal
resistance is not the bottleneck, then the TBC between a 2D material and substrate can
be much higher and will be given by the external TBC, which ranges from 40 to 50 MW
m−2 K−1 for various TMDs. Our calculations reveal that the bottleneck due to internal
resistance can be lowered by doping or gating the 2D material. MoS2 exhibits the maximum
enhancement in TBC of about 36% when the carrier density is increased from 1014 to 1018
m−2 . The enhancement of TBC in MoSe2 , WS2 , and WSe2 due to doping are 15%, 13%,
and 5%, respectively. Tuning TBC by varying carrier densities via doping/gating opens up
a new avenue to manipulate heat flow in 2D materials.
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CHAPTER 4
DYNAMICAL THERMAL CONDUCTIVITY AND PHONON
HYDRODYNAMICS IN GRAPHENE RIBBONS

4.1

Introduction

In the context of developing of on-chip heat management, thermoelectric, and other
energy conversion applications, the ability to tailor the thermal conductivity of a material is of fundamental importance. The steady-state behavior of the thermal transport in
bulk semiconductors [101, 102], metals [103] and, more recently, in two-dimensional (2D)
materials [104, 105, 106, 107, 108] has been widely studied, expanding the upper [109]
and lower [110] bounds on thermal conductivity. Significant efforts have also been devoted to understand the reduction of thermal conductivity due to atomically rough interfaces [111, 112, 113] and boundaries [114, 115, 116] in nanostructured materials ranging
from nanowires [117, 118, 119] to thin films [120, 121], superlattices [122, 123, 124, 125],
and nanocomposites [126]. Heat conduction at short length scales, comparable to the
phonon mean-free-path (MFP), and from small heat sources is a related type of size effect
that has also drawn significant research attention in recent years [127, 128, 129]. When the
temperature gradient varies over a length scale comparable to the phonon MFP, Fourier’s
concept of local thermal equilibrium breaks down [130, 131] and transport becomes nonlocal [132] and partially ballistic [133, 134].
To treat this situation, Mahan [135] proposed a nonlocal theory of heat conduction,
while Chen [136] derived ballistic-diffusive heat equations to capture this nondiffusive nature of phonons. There have been numerous observations of the reduced thermal transport
at length scales comparable to the phonon MFP [137, 138, 139, 140] and the interplay between phonon MFP spectra and size effects is now quite well understood [141, 142]. On the
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other hand, the effect of fast transients and the frequency response of thermal conduction,
sometimes called the dynamical thermal conductivity, has been given less attention. The
response of thermal conductivity to rapidly varying heat sources may become more crucial
in the future, especially with the constant growth in the clock frequencies in microprocessors and increase in giga- and terahertz applications of semiconductor devices. Analogous
to transport at short scales in nanostructures, transport of heat at short time scale smaller
than the phonon lifetime also becomes non-diffusive in nature, where local non-equilibrium
prevails. It has been theoretically predicted in 3D materials that the heat flux in response to
a time-varying temperature gradient starts decaying when the frequency of the applied heat
source (Ω) exceeds a certain cut-off frequency Ωc , which was related to the inverse of the
average phonon relaxation time τC [143, 144, 145]. This dynamical and transient behavior
has also been quantified in metals [146, 147, 148] and argon crystals [149].
Using molecular dynamics simulation, Volz[143] found that the phonon relaxation time
in bulk semiconductors such as silicon is short, on the order of 30-140 ps, and concluded
that a frequency-dependent behavior of thermal conductivity can only be observed when the
applied temperature gradient is varying at frequencies exceeding 10 gigahertz (GHz). Sellitto et al. [150] used a phonon-hydrodynamical model with suitable boundary conditions
to study the frequency dependent thermal conductivity in silicon nanowires, while Yang
and Dames [151] extended the gray BTE model for periodic heating on the surface of bulk
materials. Ezzahri and Joulain [145] solved the Boltzmann-Peierls transport equation in the
frequency domain within single-mode relaxation time approximation and used the DebyeCallaway model [152] to obtain expressions for dynamical thermal conductivity of natural
silicon and germanium crystals, and semiconductor alloys Si0.7 Ge0.3 , In0.53 Ga0.47 As, and
In0.49 Ga0.51 P. Among these materials, Si0.7 Ge0.3 alloys exhibited the most pronounced dynamical thermal conductivity trend with cut-off frequencies ranging from 0.1 megahertz
(MHz) at 3 K to 2 GHz at the room temperature. Chaput [153] solved frequency-dependent
phonon Boltzmann transport equation (pBTE) by linearizing it and transforming it into an
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integral equation over the irreducible Brillouin zone to compute dynamical thermal conductivity in diamond, silicon, and magnesium silicide. The frequency-dependent behavior
was observed only beyond 10 GHz, corroborating Volz [143].
In contrast to the aforementioned bulk semiconductors, 2D materials, especially graphene,
have longer phonon relaxation times [154]. The presence of strong momentum-conserving
normal phonon-phonon processes in graphene, overshadowing momentum-destroying umklapp processes, results in hydrodynamic transport [155, 156]. Therefore, in suspended
graphene and wide graphene ribbons the cut-off frequency Ωc is much lower than that of
silicon, even at room temperature. This could impact thermal dynamics and transients [157]
in graphene at comparatively lower frequency ranges. Therefore, the dynamical thermal
conductivity is expected to play a significant role in removing heat from electronic devices
based on graphene and other related two-dimensional materials switching at high frequencies. Some of the other interesting phenomena that can be studied using dynamical thermal
conductivity are Poiseuille flow [158] and second sound, where heat does not diffuse but
rather propagates in a wave-like fashion [159, 160, 161, 162]. This phenomenon, which has
been observed at low temperatures in liquid helium [163], NaF [164, 165], Bi [166, 167],
and SrTiO3 [168], was predicted from first-principles calculations to persist even at room
temperature in graphene [155].

4.2

Methodology

In this paper, we focus on the dynamical thermal conductivity of suspended graphene
ribbons. We calculate a frequency-dependent thermal conductivity by solving the timedependent phonon Boltzmann transport equation (pBTE). In response to a rapidly timevarying temperature field, the heat conduction in solids becomes non-local in time and
space κ(~r, t; r~0 , t0 ) [169]. Phonons that are driven by a temperature gradient at position r~0
and time t0 , move from r~0 to ~r in time between t0 and t to cause a heat current at position
~r and time t. The heat current J(~r, t) is given by the convolution of thermal conductivity
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with the temperature gradient ∇~r T at position r~0 and time t0 as[141]
Z
J(~r, t) = −

dr~0 dt0 κ(~r, t; r~0 , t0 )∇~r T (r~0 , t0 ).

It is mathematically convenient to express the heat current in Fourier domain, where the
convolution becomes a simple product of a frequency- and wavenumber-dependent thermal
conductivity and temperature gradient. On taking the Fourier transform of the time-domain
heat current, we get
e Q,
~ Ω) = −e
~ Ω) × ∇T
e (Q,
~ Ω),
J(
κ(Q,

(4.1)

e Q,
~ Ω), κ
~ Ω) and ∇T
e (Q,
~ Ω) are the Fourier-transformed heat current, thermal
where J(
e(Q,
conductivity, and temperature gradient, respectively, while Q and Ω are the wavenumber
and frequency of the temperature gradient. The time-dependent pBTE is given by


∂Nq,b (~r, t)
∂Nq,b (~r, t)
+ ~vq,b · ∇~r Nq,b (~r, t) =
,
∂t
∂t
coll

(4.2)

where Nq,b (~r, t) is the phonon distribution function, which is a function of position ~r as
~ Ω) in
well as time t. From here on, we suppress (~r, t) in T (~r, t) and Nq,b (~r, t), and (Q,
eq,b (Q,
~ Ω) for clarity, where N
eq,b (Q,
~ Ω) is the Fourier-transformed distribution function.
N
~vq,b = ∂ωq,b /∂q is the group velocity of the phonon wavevector q in branch b, ωq,b being its
vibrational frequency. Using Callaway’s idea [152], we write the collision term as the sum
of two terms


∂Nq,b
∂t


=−
coll

0
Nq,b − Nq,b
R
τq,b

!
−

∗
Nq,b − Nq,b
N
τq,b

!
,

(4.3)

where the first term on the right hand side of the equation represents the rate at which the
0
non-equilibrium distribution returns to the equilibrium Bose-Einstein distribution Nq,b
=

[exp(~ωq,b /kB T )−1]−1 due to momentum-destroying resistive scattering mechanisms. The
second term represents how the perturbed distribution function in the presence of collective
momentum-conserving normal phonon-phonon processes relaxes to a drifted distribution
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∗
Nq,b
, often referred to as flowing equilibrium. The flowing equilibrium distribution is writ

∗
ten as Nq,b
= [exp ~ωq,b /kB T + ~λ · q − 1]−1 , where ~λ is the displacement vector of the
N
R
and τq,b
drifted distribution and is related to the drift velocity by ~λ = ~~νd /kB T . The τq,b

are the average resistive and normal scattering times respectively.
Resistive processes include umklapp phonon-phonon processes, isotope, and line-edge
roughness scattering so the resistive scattering rate is calculated by combining them as
.
 R
 U
 LER
1 τq,b
= 1 τq,b
+ 1 τωIso
+ 1 τq,b
. While Callaway’s approach of separating the colliq
sion integral into resistive and normal components is not as exact as the iterative [170, 171,
172] and direct pBTE solvers [173], it has been widely used and shown to be reasonably
accurate in graphene [174] and graphite ribbons [175] when combined with ab initio dispersion. Here we compute the phonon dispersion of suspended graphene from first-principles
Density Functional Theory (DFT) as implemented in the open-source package Quantum
Espresso [97]. The expressions for all the relevant scattering rates, including anharmonic
umklapp and normal phonon-phonon [176], isotope [177], and line-edge roughness [178],
are taken from our recent work [108].
The deviation of the phonon distribution function from equilibrium is Φq,b (~r, t) =
0
e q,b (Q, Ω)
Nq,b − Nq,b
. The derivation of this deviated distribution in frequency domain Φ

is discussed in details later in the section. Once Φq,b (~r, t) is obtained, the non-local heat
e q,b (Q, Ω) through
current is related to Φ

e Ω) = −e
e (Q, Ω) =
J(Q,
κ(Q, Ω) × ∇T

X

e q,b (Q, Ω)
~ωq,b vq,b Φ

(4.4)

q,b

from which we obtain an expression for the frequency-dependent thermal conductivity
composed of two parts κef f (Q, Ω) = κRT A (Q, Ω) + κcorr (Q, Ω). The κRT A (Q, Ω) is the
resistive component thermal conductivity given by

κRT A (Q, Ω) =

C
0
τq,b
∂Nq,b
1 X
2
~ωq,b vq,b
C
Aδ q,b
1 + jΩτq,b
+ jQΛq,b ∂T
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(4.5)

where A and δ are the area of the unit cell and thickness of the graphene monolayer. This
κRT A is the component of thermal conductivity originating from the relaxation time approximation (RTA), where all the scattering mechanisms including normal scattering are treated
as resistive. Hence, we refer to κRT A as the resistive or RTA thermal conductivity. The freC
quency dependence and non-locality enter the κRT A through the term 1 + jΩτq,b
+ jQΛq,b

in the denominator, which acts as a suppression function: when frequency exceeds the
C
scattering rate Ω > 1/τq,b
of a phonon mode or the wavelength is smaller than its MFP

Q−1 < Λq,b , the contribution of that mode to the conductivity is correspondingly reduced.
In graphene, momentum-conserving normal scattering mechanisms are strong and the
RTA solution κRT A underestimates the total thermal conductivity [171]. Following Allen’s
improved Callaway (AIC) model [179], the hydrodynamic effect of normal processes is
encapsulated as a correction term κcorr =

λ1 (Q, Ω) =

λ1 λ2
,
λ3

where

C
e0
τq,b
∂N
1 X
q,b
vq,b qk
C
Aδ
1 + jΩτq,b + jQΛq,b ∂T

(4.6)

q,b

"
#
N
C
e0
/τq,b
τq,b
∂N
1 X
q,b
λ2 (Q, Ω) =
vq,b qk
C
Aδ
1 + jΩτq,b + jQΛq,b ∂T

(4.7)

"
#
2
C
N
e0
τq,b
/τq,b
∂N
1 X qk
q,b
1−
λ3 (Q, Ω) =
C
Aδ
~ωq,b
1 + jΩτq,b + jQΛq,b ∂T

(4.8)

q,b

q,b

The effective thermal conductivity κef f is a sum of the RTA, which treats all scattering
mechanisms as resistive, and a correction that accounts for an additional collective contribution from momentum-conserving normal processes, both of which are complex-valued
and depend on the frequency and spatial wavenumber of the temperature gradient. Similar
to κRT A , each of the correction terms has an Ω- and Q-dependent suppression function.
However, the dependence of κcorr due to the combined three terms λ1 λ2 /λ3 is more complex than κRT A .
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4.2.1

Derivation of the deviated phonon distribution

e q,b (Q, Ω), we first Fourier-transform the time-dependent
To obtain an expression for Φ
pBTE (Eq. 4.2), akin to the work by Ezzahri and Joulain [145], and write the pBTE in
Fourier domain as
0
~ · ~vq,b Φ
e q,b + ~vq,b · ∇T
e (Q, Ω)
e q,b + jΩN
eq,b
+ jQ
jΩΦ

e0
∂N
q,b
∂T

eq,b − N
e0
eq,b − N
e∗
N
N
q,b
q,b
=−
−
,
R
N
τq,b
τq,b

(4.9)

e∗
where the right-hand side is the collision term from Eq. (4.3). The flowing equilibrium N
q,b
is expanded around ~λ = 0 in a Taylor series [145, 179], keeping terms up to first order in ~λ

∗
∗ ~
eq,b
eq,b
N
≈N
(λ = 0) + ~λ ·

e∗
∂N
q,b
∂~λ

!
~λ=0

e0
kB T 2 ∂ N
q,b ~
0
e
(λ · ~q).
= Nq,b −
~ωq,b ∂T

(4.10)

e ∗ on the right side of Eq. (4.9) with the expression in Eq. (4.10), and
On replacing N
q,b
eq,b − N
e 0 with Φ
e q,b , we write Eq. (4.9) as
N
q,b
e0
∂N
q,b
0
e
e
~
e
e
jΩΦq,b + jΩNq,b + j Q · ~vq,b Φq,b + ~vq,b · ∇T (Q, Ω)
∂T
"
#
0
2 ∂N
e
e
1 kB T
Φq,b
q,b ~
=− C − N
λ · ~q ,
τq,b
τq,b ~ωq,b ∂T

(4.11)

R
N
C
where 1/τq,b
+ 1/τq,b
is the combined quasi-particle relaxation rate 1/τq,b
[179]. By rear-

e q,b can be written as
ranging the terms, Φ
C
e0
τq,b
∂N
e (Q, Ω) q,b
~
v
·
∇T
q,b
C
∂T
1 + jΩτq,b
+ jQΛq,b
C
N
e0
τq,b
/τq,b
kB T 2 ∂ N
q,b ~
e0 τ C ,
−
(λ · ~q) − jΩN
q,b q,b
C
1 + jΩτq,b + jQΛq,b ~ωq,b ∂T

e q,b (Q, Ω) = −
Φ

(4.12)

C
where Λq,b = vq,b τq,b
is the modal phonon MFP and Q is the component of the wavevector

~ both along the direction of transport.
of the temperature gradient Q,
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To obtain an expression for the displacement of the drifted distribution ~λ we follow
Allen’s improved Callaway (AIC) model [179], according to which the total crystal moeq,b and the flowing equilibrium
mentum should be the same for both the actual distribution N
e ∗ . This means
N
q,b
X

eq,b − N
e∗ ) = 0 =
~q(N
q,b

q,b

X

e q,b + N
e0 − N
e ∗ ).
~q(Φ
q,b
q,b

(4.13)

q,b

e ∗ obtained in Eq. (4.10), we write N
e0 − N
e ∗ on
Using the Taylor series expansion for N
q,b
q,b
q,b
the right hand side of Eq. (4.13) as
2 ∂N
e0
q,b ~
e0 − N
e ∗ = kB T
λ · ~q.
N
q,b
q,b
~ωq,b ∂T

(4.14)

Taking ~λ to be in the direction of the applied temperature gradient, ~λ · ~q can be simplified
to λqk , where qk is the phonon wavevector in the transport direction. Then, combining
e q,b and N
e0 − N
e ∗ can be replaced in Eq. (4.13) to solve for the
Eqs. (4.12) and (4.14), Φ
q,b
q,b
displacement

X
q,b
e
λ(Q,
Ω) =

The term

X

qk

!
X
C
e0
∂N
τq,b
q,b
0 C
e (Q, Ω) + jΩ
eq,b
vq,b
∇T
~qN
τq,b
C
∂T
1 + jΩτq,b
+ jQΛq,b
q,b
!
.
X ∂ Ne 0 k T 2
N
C
τq,b /τq,b
q,b B
2
qk
1−
C
∂T ~ωq,b
1 + jΩτq,b
+ jQΛq,b
q,b
(4.15)

e 0 τ C in the numerator of Eq. (4.15) is equal to zero because both the
qN
q,b q,b

q,b

equilibrium distribution and the scattering rates are even functions while the wavevector
e
e to be
e (Q, Ω). We also find λ
~q is odd; consequently, the displacement λ(Q,
Ω) ∝ ∇T
dependent on both wavenumber Q and frequency Ω, unlike earlier derivations that assumed
e
e q,b can now be expressed by substituting λ(Q,
it to be constant [145]. The deviation Φ
Ω)
e q,b (Q, Ω) is replaced in Eq. 4.4 to obtain thermal conductivity as a
in Eqn. 4.12. Now Φ
function of wavenumber and frequency.
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4.3
4.3.1

Results and Discussions
Frequency Dependence
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Figure 4.1: (a) shows the frequency dependence of the real part of thermal conductivity
Re(κef f ) for several ribbon sizes at 300 K. In (b), the mode-dependent thermal conductivity is plotted against the scattering rate of the corresponding phonon modes at different
frequencies of temperature gradient, Ω = 0, 109 , and 1010 s−1 shown by black, red and blue
markers respectively. The inset in (b) shows the accumulative thermal conductivity with
modal scattering rates for the same set of frequencies as described by the markers previously. The normalized thermal conductivity κef f (Ω)/κef f (Ω = 0) in dB vs. frequency of
temperature gradient (Ω) is plotted in (c) for 100 and 300 K. The solid, dashed, and dotted
lines represent normalized κef f , κRT A , and κcorr , respectively. The inset shows the components of thermal conductivity at 300 K. In (c), the size of the ribbon considered is 100
µm × 100 µm. The cut-off frequency corresponding to κef f is plotted against temperature
for various ribbon sizes in (d). The rms value of edge roughness is taken to be 2 nm for all
the cases.

First we focus on the effect of the dynamical temperature gradient on thermal conductivity. We separate the temporal dependence from the spatial dependence by setting Q = 0
in Eqns. 4.5-4.8. Figure 4.1a shows the real part of thermal conductivity vs. frequency of
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the temperature gradient (Ω) for various ribbon sizes at room (300 K) temperature. For any
given ribbon size, thermal conductivity shows two distinct behaviors: the first is a constant
thermal conductivity regime at low frequencies of the temperature gradient, where the thermal conductivity is equal to its steady-state value κef f (Ω = 0) and the second is a high
frequency regime, where thermal conductivity exhibits a decaying frequency-dependent
behavior with Ω. The high-frequency regime resembles the response of a typical low-pass
filter. The zero-frequency (steady-state) thermal conductivity is highest for the flake of
dimensions 100 µm × 100 µm (largest size considered here) and lowest for the narrowest ribbon, whose width equals 1.5 µm, due to the strong edge-roughness scattering in the
narrow ribbon.
The low-pass frequency-dependent behavior can be explained as follows: thermal conductivity is a sum of a broad distribution of modal thermal conductivities. At low frequencies, all the thermally-excited phonon modes have sufficient time to undergo multiple
scattering events during one cycle of the temperature gradient. As a result, a local thermal
equilibrium is restored to yield a steady-state thermal conductivity. In contrast, when the
frequency is increased beyond the cut-off, phonons with relaxation times larger than one
period of the temperature gradient do not have sufficient time to scatter and equilibrate.
Such phonon modes do not fully contribute to conductivity; instead, their contribution is
C −1
suppressed by an amount determined by the term (1 + jΩτq,b
) , leading to an apparent

reduction in thermal conductivity at high frequencies. Thus, the frequency of temperature
oscillations Ω can be used to control which phonon modes contribute towards thermal conductivity, and to what extent, based on their lifetimes. Frequency-dependent measurements
can potentially be used to probe the distribution of phonon lifetimes, analogously to recent
advances in MFP spectroscopy [180, 181, 182].
The frequency-dependent dynamical suppression is depicted in Figure 4.1b, where the
mode-dependent thermal conductivity is plotted against their scattering rates for frequencies Ω equal to 0, 109 , and 1010 s−1 , shown by black, red, and blue markers respectively.
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For Ω equal to 109 s−1 , it can be seen that the phonon modes with scattering rates smaller
than Ω do not thermalize and thus contribute less towards thermal conductivity than in
steady-state. The contribution of phonon modes with small scattering rates to thermal conductivity is further suppressed when Ω equals 1010 s−1 , while modal thermal conductivities
for phonon modes with scattering rates much larger than the frequency of the temperature
gradient remain unaffected. The reduced contribution from the phonon modes with scattering rates smaller than Ω is also demonstrated in the cumulative thermal conductivity vs.
scattering rate plot shown in the inset of Figure 4.1b.
The frequency-dependent thermal conductivity exhibits a low-pass thermal filter behavior, analogous to the frequency response of electrical conductivity for time-varying electric
fields, as described by Drude’s model. We normalize the frequency-dependent thermal
conductivity for a given ribbon size and temperature by dividing with its corresponding
steady-state value and then express it in decibels (dB), as one would describe the gain of
an electronic filter, 20 log10 [κef f (Ω)/κef f (0)]. The solid lines in Figure 4.1c show the
frequency response of the normalized thermal conductivity in dB at 100 and 300 K temperatures. If all the phonon modes scattered at the same rate, then the two thermal conductivity regimes, constant and frequency-dependent, would be separated by a single corner
frequency Ωcorner = τ −1 such that κ(Ω) = κ(0) /(1 + jΩτ ). Multiplying both sides of
this expression by ∇T and taking the inverse Fourier transform produces the Cattaneo+ J(x, t) = κ(0)∇T (x, t), which
Vernotte (C-V) equation for the heat current τ dJ(x,t)
dt
describes wave-like heat transfer with a finite velocity of propagation [183], x is considered as the direction of transport here. For comparison, the single-τ frequency response is
plotted by yellow-dotted lines for different corner frequencies ranging from about 108 to
1012 Hz.
In contrast, in most solids including graphene, each phonon mode scatters at a vastly
different rate. Owing to this broad spectrum of scattering rates, the transition of κef f from
constant at low frequencies to decaying at high frequencies is broad and smooth. In Fig-
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ure 4.1c, the thermal conductivity at both temperatures shows a much gradual decay than
the yellow-dotted lines. As there is no single corner frequency to demarcate the transition
between the constant thermal conductivity regime at low frequencies and decaying thermal
conductivity at high frequencies, we define a cut-off frequency Ωef f where the real part
of the thermal conductivity decays to -6 dB or half of its steady-state value, shown by the
black-dashed horizontal line in Figure 4.1c. The inset in Figure 4.1c shows the frequency
response of the RTA (κRT A ), correction (κcorr ), and effective (κef f ) thermal conductivity
at room temperature (RT, 300 K) by the dashed, dotted, and solid lines respectively for a
graphene ribbon of size 100 µm × 100 µm. κef f is much greater than κRT A indicating hydrodynamic transport, where it is no longer sufficient to describe thermal conductivity with
the RTA term alone. We normalize the resistive, normal, and effective thermal conductivities by their steady-state values in Figure 4.1c and observe different cut-off frequencies for
each of the κRT A , κcorr , and κef f . In suspended graphene ribbons, where a major fraction
of the scattering events are momentum-conserving normal scattering, the heat flux is dissipated at a much slower rate than the purely resistive case and the relaxation time is larger
than the one obtained under the RTA, leading to ΩRT A > Ωef f > Ωcorr .
As Ωef f is closely associated with the scattering rates, it can be tuned by both temperature and size of the ribbon. In Figure 4.1d, the cut-off frequencies for various ribbon sizes
have been plotted against temperature. For a given ribbon size, owing to the increase in
phonon-phonon scattering with temperature Ωef f shows an increasing trend. At a given
temperature, Ωef f decreases with increasing ribbon size, which we attribute to the decrease
in the boundary scattering with increasing ribbon size. At temperatures around 300 K, the
size dependence of Ωef f becomes weak because phonon-phonon scattering dominates over
the boundary scattering. The cut-off frequencies in graphene ribbons are found to range
from 100 MHz to 2 GHz at 20 K, and 3-10 GHz at room temperature, depending on ribbon
width. We contrast these frequencies to the analogous behavior of high-frequency electrical conductivity of graphene, which was found to follow a Drude model [29] with a decay
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at frequencies exceeding 4-6 THz, depending on substrate and carrier concentration [184].
Hence, there is a wide swath of frequencies between ∼3 GHz and ∼4 THz where thermal conductivity is strongly suppressed while electrical conductivity is at its DC value,
offering a potential avenue for dynamic enhancement of the thermoelectric figure-of-merit
ZT (Ω) ∝ σ(Ω)/κ(Ω) [185].
The dynamical thermal conductivity can be split into real and imaginary parts, where
Re(κef f ) is related to heat flux dissipation via scattering while the imaginary part of the
thermal conductivity is related to the storage of thermal energy in the ballistic phonon
modes. The imaginary component turns the heat diffusion equation (HDE) ρCV dT /dt =
κd2 T /dx2 into a dampened wave equation; in fact, a purely imaginary conductivity turns
the HDE into a wave equation, analogous to the Schrödinger equation, admitting solutions of the form T (x, t) ∝ exp[j(Qx − Ωt)] that satisfy jΩρCV T = −κ(Ω, Q)Q2 T (ρ
and C are density and specific heat capacity). Furthermore, the relative sizes of the real
and imaginary components dictate the phase of the heat flux relative to the temperature
gradient that drives it, with the imaginary component representing phase lag. This lagging behavior can be traced back to the C-V equation, which is to first order equivalent
to J(x, t + τ ) = −κ(0)∇T (x, t) [186], with τ being the flux-gradient phase lag. The
frequency response of the imaginary part of thermal conductivity Im(κef f ), shown by the
solid curves in Figure 4.2a for 100 µm×100 µm at different temperatures. Im(κef f ) shows
an increasing trend beyond the frequency where the real part of thermal conductivity starts
to fall off. Then Im(κef f ) peaks before decaying to zero at high frequencies. The height of
the peak depends on temperature in the same way as the steady-state thermal conductivity.
The dashed and solid lines in Figure 4.2a represent the imaginary parts of the RTA
component Im(κRT A ) and total thermal conductivity Im(κef f ); the imaginary part of correction κcorr is omitted for clarity. At both 100 and 300 K, Im(κRT A ) peaks at a higher
frequency than the corresponding Im(κef f ) due to the presence of strong normal scattering, associated with hydrodynamic thermal transport, indicating that the RTA component
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Figure 4.2: (a) Imaginary part of thermal conductivity vs. frequency of the temperature
gradient for L = W = 100 µm at 20, 100, and 300 K. The frequency response of the
Im(κRT A ) is shown by the dashed lines for different temperatures. (b) shows the normalized real as well as the imaginary part of thermal conductivity for the same set of
temperatures and ribbon size. The solid lines represent the normalized Re(κef f ) and the
dotted-lines their imaginary counterparts Im(κef f ).

has a smaller phase delay. There is a window of frequencies between the two peaks where
κcorr is complex, thus lagging in phase, while κRT A is real and in-phase with the gradient.
In Figure 4.2b, we observe that the imaginary part of thermal conductivity peaks at the same
frequency Ωef f where the real part of thermal conductivity decays to half of its steady-state
value. Thus, the peak of the imaginary part can also be used to determine the cut-off frequency, at which the phase angle between flux and gradient is 45◦ for a first-order and 90◦
for a second-order frequency slope. In the frequency range between Ωef f and ΩRT A , the
κcorr will be complex while κRT A is still real-valued, indicating a phase difference between
these two components of the heat flux.

4.3.2

Spatial Dependence

Now we turn to the spatial dependence of thermal conductivity. To isolate it from the
temporal response of thermal conductivity, we set Ω=0 in Eqs. (4.5-4.8). The real part of
thermal conductivity is plotted in Figure 4.3 against the wavelength (Q−1 ) of the tempera-
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Figure 4.3: Real part of the thermal conductivity vs. wavelength of temperature gradient
(Q−1 ) for several ribbon sizes at 300 K, showing super-linear scaling in the narrow (Kn <
1) regime. Dashed line indicates a linear (∝ Q−α with α = 1) trend for comparison. The
inset shows the corresponding wavelength dependence of the imaginary part of thermal
conductivity.

ture gradient for ribbon dimensions ranging from 1.5 to 100 µm at 300 K. The wavelength
of temperature gradient Q−1 is the relevant lengths scale; when it is larger than the phonon
MFP (Λ), all the phonons undergo multiple scattering events within a single temperature
node, leading to thermalization. On the other hand, when the wavelength is comparable to
the phonon MFP, a fraction of the phonons having Λ > Q−1 travel ballistically and do not
scatter on the length scale over which the temperature is varying. The modal dependence
is captured by the suppression 1 /(1 + jQΛq,b ) in Eqs. (4.5-4.8), where the dimensionless
term Kn = QΛq,b plays the role of an effective modal Knudsen number. This also leads
to an apparent reduction of thermal conductivity for Kn > 1, as observed previously in
thermal grating experiments [140], and in narrow ribbons of width W < Λavg ; Λavg being
the phonon MFP averaged over all phonon modes and across all branches. When the ribbon
edges are rough, heat flux decays at the edges due to diffuse scattering and components of
the flux having whose wavelength exceeds the width, or QW < 1, are suppressed so the
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wavelength dependence informs us about size scaling. Figure 4.3 shows that in narrow ribbons, thermal conductivity scales as κ ∝ Q−α with a slope α > 1, indicating super-linear
scaling. In contrast to the ballistic-to-diffusive transition [187] where size scaling is sublinear, the hydrodynamic correction κcorr has a stronger size dependence as all three terms
Eqs. (4.6-4.8) explicitly depend on Q. The imaginary component of thermal conductivity
is shown in the inset, displaying a peak around the same wavelength where the real part
reduces to one-half of its Q = 0 value. At the peak, Kn = 1 and the wavelength equals the
average phonon MFP Q−1 = Λavg ≈1 µm [177].
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Figure 4.4: Surface plots of the frequency and spatial dependence of real part in (a) and
imaginary part in (b) of thermal conductivity in a graphene ribbon of size L=W=100 µm
and at 300 K.

The complete temporal and spatial dependence of the thermal conductivity at RT are
shown in Figures 4.4a and 4.4b, respectively. At small wavenumbers (Q) and frequencies
(Ω) of temperature gradient, the real part of thermal conductivity goes to its highest value
Re[κef f (Ω = 0, Q = 0)] for a given temperature and ribbon size. The Re[κef f (Ω, Q)]
decays to zero when either Ω exceeds the average scattering rate or the wavelength Q−1 
Λavg , the average phonon MFP. For any intermediate values, Re[κef f (Ω, Q)] decays from
Re[κef f (0, 0)] to zero with increasing Q and Ω. The imaginary part of thermal conductivity
against frequency and wavenumber of the temperature gradient is plotted in Figure 4.3b.
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For small wavenumbers, Q−1  Λ, Im[κef f (Ω, Q)] shows a resonant behavior: it is equal
to zero at low as well as high frequencies with a peak at the cut-off frequency (also shown
in Figure 4.2). Im[κef f (Ω, Q)] vs. Q shows a similar trend for small frequencies below the
scattering rate, also shown in the inset of Figure 4.5. However, for intermediate values of Ω
and Q, the imaginary part of thermal conductivity exhibits a very interesting behavior: for
Q  105 m−1 , it is constant and decays to zero at high frequencies of temperature gradient.
On the other hand, for Ω close to the cut-off, Im[κef f ] starts constant, then reaches a broad
peak where Q−1 = Λavg (Kn =1) before decaying to zero at very high wavenumbers
Q  107 m−1 , implying larger phase shift for spatially localized or peaked heat pulses
whose wavelength is around the phonon MFP ≈1 µm.
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Figure 4.5: (a) shows the combined, normal, and resistive scattering rates along with the
cut-off frequencies for a ribbon size of L = W = 100 µm as a function of temperature
ranging from 20 to 300 K. (b) variation in phase of κRT A (solid) and κcorr (dashed lines)
vs. frequency at T=20 (blue), 200 (red), and 300 K (green), showing first and second-order
behavior, respectively, along with a constant lag in the second sound frequency window
ΓR < Ω < ΓN , marked by vertical dashed lines in colors matching the corresponding
temperatures.

4.3.3

Conductivity in the Second Sound Regime

The propagation of a heat pulse in the form of a temperature wave is referred to as second sound. For a material to host such a wave-like thermal transport, the primary condition
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is that it should exhibit hydrodynamic transport,which occurs when there is significantly
more momentum-conserving normal scattering than momentum-destroying resistive scattering mechanisms. Then there exists a ”window” of frequencies ΓR < Ω < ΓN [160]
where second sound can be observed. This makes suspended graphene a promising candidate to host second sound even at room temperature [155]. Second sound has also been
characterized by a two-fluid flow where superfluid (in this case hydrodynamic, represented
by κcorr ) and non-superfuid (here resistive, κRT A ) components are out of phase [188]. This
is in contrast to purely ballistic transport where all the components of the heat flux are in
phase. We compare the cut-off frequencies to the scattering rates, which are all plotted in
Figure 4.5a as a function of temperature for a large (L = W =100 µm) graphene flake.
ΩRT A corresponds to the cut-off frequency of κRT A from to the combined scattering rate
ΓC = ΓR + ΓN , while Ωcorr and Ωef f represent cut-off frequencies corresponding to κcorr
and κef f , respectively. The frequency window ΓR < Ω < ΓN coincides with the regime
where the dissipative and hydrodynamic components of thermal conductivity, κRT A and
κcorr , are out of phase by a constant shift, shown in Figure 4.5b. Ultimately, we find that
the hydrodynamic transport should be treated as two fluxes, each with its own lag arising
out of the corresponding cut-off frequencies ΩRT A and Ωcorr .

4.4

Conclusions

We have studied the dynamical response of thermal conductivity to time- and spatiallyvarying temperature gradients at several temperatures and ribbon sizes. We derived a compact and computationally efficient model for dynamical thermal conductivity by Fouriertransforming the pBTE, while including first-principles phonon dispersion and differentiating between resistive and normal scattering mechanisms. We found that the frequencydependent thermal conductivity in suspended graphene resembles a low-pass thermal filter,
whose cut-off frequency is related to the scattering rate and can be tuned over a wide range
from a few MHz to several GHz by size and temperature. At low temperatures when the
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phonon-phonon scattering is weak, the cut-off frequency rises inversely to ribbon width.
The RTA contribution always has a higher cut-off, related to the total scattering rate, than
the hydrodynamic correction. Both are complex-valued in the transition region, indicating
a phase lag. The dynamical response of thermal conductivity can be used as a platform
for phonon lifetime spectroscopy in frequency-dependent measurements. The dual cut-offs
and phase lags of the two components of heat flux can be employed to study the hydrodynamic phenomenon of second sound.
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CHAPTER 5
EFFECT OF MISORIENTATION ANGLE ON INTERFACES
FORMED BY TWO-DIMENSIONAL MATERIALS

5.1

Introduction

Graphene, a monolayer of sp2 hybridized carbon atoms arranged in a honeycomb lattice
structure, has a unique Dirac cone electronic structure and exhibits numerous interesting
properties including quasi-ballistic electron transport up to several microns of length even
at room temperature. Besides graphene, transition metal dichalcogenides (TMDs) are another class of 2D materials which have attracted intense research interests in recent years.
The potential applications of graphene and TMDs have motivated mass scale production
of large-area films. Among the most popular methods, chemical-vapor deposition (CVD)
on transition metal substrates is relatively cheap and extensively used to grow high quality
large 2D sheets [189]. However, CVD-grown films are typically found to be polycrystalline in nature, consisting of many single crystalline grains each with random crystal
orientation and separated by grain boundaries (GBs) [6]. Several studies have reported that
grain boundaries in 2D materials impact both their electronic [189, 4, 5, 190, 191, 192] and
thermal properties [193, 116, 194].
The earliest of these studies focused on the electrical resistance across graphene GBs.
Experimentally, graphene GB resistance has been found to vary over a broad range from
a few Ω µm [7] to tens of kΩ µm [4, 5]. Huang et al. [8] showed a wide distribution
of misorientation angles between adjacent grains in a polycrystalline monolayer graphene
sheet with a preferential low angle growth of about 7◦ . The GB resistance across such GBs
was found to be about 240 Ω µm. Contrasting this to the sheet resistance of 700 Ω/
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for the entire device, they concluded that the GB resistance is about one-third of the total
resistance of a 250 nm grain. Koepke et al. [195] observed a reduction in mobility in
CVD-grown graphene and attributed it to the strong carrier scattering at grain boundaries.
Clark et al. [2] found resistance across graphene GBs to be varying between 40-140 Ω µm
for samples with misorientation angles ranging from 9◦ to 21◦ . The resistivity of GBs was
more than 3 times the bulk resistivity of the grains consistently across all of their samples.
There was a positive correlation between misorientation angles and GB resistance, but the
width of the transition region surrounding the GB also played a role.
Besides experimental measurements, there are several theoretical studies [196, 197,
198, 199, 200] which have helped to gain more insight on transport across graphene GBs.
Yazyev and Louie [196] found that GBs across grains represented by the same translational
vectors are highly transparent to charge carriers with a transmission of about 80%, whereas
GBs formed by grains with different translational vectors behave as perfect reflectors of
carriers. Vancso et al. [197] performed wave packet dynamical transport calculations to
show that transmission properties across graphene GBs depend on misorientation angles
as well as localized structures at the boundaries. Zhang et al. [198] showed that intrinsic
(defect-free) GBs are almost transparent to carrier transport in highly symmetric GB. They
concluded that the degradation in transmission mainly comes from the extrinsic defects at
the boundaries which results in the passivation of the π-orbital. Recently, Sun et al. [199]
investigated electrical properties along different transport directions with respect to the
GB direction using Density Functional Theory (DFT) calculations combined with Green’s
function technique. They showed that the zero band gap nature of graphene bandstructure
remains intact even in the presence of GBs. They also found that there is an at least 50%
current suppression in the transport across GBs as compared to the current in prinstine
graphene. Despite the numerous studies on various types of graphene GBs, the dependence
of GB resistance on misorientation angles is still inconclusive.
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There has also been a growing interest in electrical transport of CVD-grown MoS2
[201, 202, 203, 204, 205, 206]; however, little is known about the impact of misorientation
angles on its GB resistance. Najmaei et al. [201] studied the individual and collective
effect of GBs on electronic transport properties and found that the carrier mobility shows
a weak dependence on channel length up to 75 µm. Kang [206] et al. also reported a
similar dependence of field-effect mobility on channel length, again indicating that GBs
don’t significantly degrade the electronic transport properties in CVD-grown MoS2 . This
observation was further corroborated by Schmidt et al. [202], where they demonstrate that
the electronic properties of CVD-grown monolayer MoS2 are comparable to those of their
exfoliated counterparts. In contrast, Ly et al. [205] showed that MoS2 sheets exhibit very
poor electrical transport properties (mobilities below 70 cm2 V−1 s−1 ) for all their devices
with different misorientation angles. They observed a positive but non-linear correlation
between field-effect mobility and misorientation angles.
Electronic transport in lateral [84, 207, 208, 209] as well as vertical [210, 211, 212]
2D heterostructures has recently gained significant research attention with particular focus on graphene-contacted MoS2 lateral (in-plane) heterostructures [213, 214, 215, 216].
Graphene has been reported to form an ohmic contact with MoS2 [84, 217], resulting in
an increase in mobility up to an order of magnitude as compared to that of in metal-MoS2
field-effect transistors (FETs). This calls for investigating the role of misorientation angles
in determining the graphene-MoS2 interface resistance in such heterostructures. Throughout the numerous studies of the resistance of GBs and interfaces, a common thread is that
the resistance spans a wide range of values depending on mismatch angle. A definitive
trend explaining this variation, especially in MoS2 GBs and graphene-MoS2 interfaces,
still requires further investigation.
In this paper, we focus on the fundamentals behind the impact of grain misorientation
angles in 2D homojunctions and heterojunctions. Starting from electronic structure obtained through first principles Density Functional Theory (DFT), we calculate the transmis-
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sion coefficients and boundary/interface resistances for graphene and MoS2 grain boundaries, as well as graphene-MoS2 heterojunctions. We use the transmission coefficients to
compute the conductance of the boundaries/interfaces as a function of both mismatch angle and carrier concentration. In Sec. 5.2 we further detail our approach and delineate
two different classes of GBs (twin and tilt homojunctions) and interfaces (Class-I and II
heterojunctions). In Sec. 5.3, we discuss our results showing that transport across twin
homojunctions and Class-I heterojunctions show a weak dependence on mismatch angles,
whereas the resistance across tilt homojunctions and Class-II heterojunctions exhibits a
strong dependence on mismatch angles. We conclude in Sec. 5.4 that GBs play a moderate
role in MoS2 due to its parabolic bands, but can be quite significant in graphene and largemismatch graphene-MoS2 heterostructures owing to graphene’s steep linear Dirac cones.

5.2

Theoretical approach

To study the impact of misorientation angles on interface resistance, we have developed
a numerical model based on first-principles DFT electronic bandstructure calculations and
electron transmission coefficients from simultaneous energy and momentum conservation.
The latter is an extension of the approach originally proposed by Yazyev and Louie [196]
to calculate the transmission coefficient of electrons across a graphene grain boundary.
The interface resistance is calculated in the following steps: bandstructure calculations for
graphene and MoS2 individually from the first principles, rotation of the Brillouin zones
(BZ) to account for the misorientation angle between adjacent grains, calculation of electron transmission across the interface from the energy and momentum conservation, and
finally computing the interface resistance in the Landauer formalism. For heterojunctions
between dissimilar materials, an additional second step involves band alignment at the interface based on the Schottky-Mott rule.
First, we calculate the electronic bandstructure for single-layer graphene and MoS2
individually from first principles using Density Functional Theory (DFT) as implemented
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within the open-source distribution Quantum Espresso [97] (further details on the DFT
calculations are given in the Methods). It is followed by the alignment of the bands at
the interface. In homojunctions such as graphene-graphene GBs and MoS2 -MoS2 GBs,
the bands are always well-aligned at the interface, whereas in heterojunctions, such as the
graphene-MoS2 GBs, the bands need to be aligned. In contrast to the planar charge in a
3D interface, a 2D heterojunction forms a line dipole at the junction [218, 214]. It has
been shown that in 2D heterojunctions, the effect of this interfacial dipole vanishes when
the overall dimensions of the device are much larger than the characteristic junction-width,
typically about 10 nm [218]. As a result, the band alignment in 2D heterojunctions is far
less sensitive to the interfacial details and the band alignment closely follows the SchottkyMott rule [218].

Figure 5.1: (a) shows orientation of the grains with respect to the interface. The dashoutlined hexagons represent the orientation of the Brillouin zones for perfectly matched
condition (ΘL = ΘR = 0◦ ). ΘL is the angle of rotation, measured in anticlockwise direction, between the rotated left grain (solid-outlined hexagon) and the one for perfectlymatched condition (dash-outlined hexagon). ΘR is the angle of rotation, measured in
clockwise direction, between the rotated right grain and the grain for perfectly-matched
condition. The total misorientation angle is then given as ΘM = ΘL + ΘR . (b) shows
the bandstructure and density of states of graphene (in red) and MoS2 (in black) computed
from the first principles.

In our case, the graphene and MoS2 are treated as semi-infinte, so we use the SchottkyMott rule [219] and align the vacuum levels of the two materials at the interface. Next, the
work function of graphene (φgraphene = 4.55 eV [220]) and the electron affinity of MoS2
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(χM oS2 = 4.2 eV [221]) are used to align the respective bands away from the interface
relative to the vacuum level. Due to the difference in the work function of graphene and
electron affinity of MoS2 , an energy barrier ΦB (nC ) = φgraphene (nC ) − χM oS2 is formed
at the interface. As graphene is essentially metallic, the bands bend on the MoS2 side near
the interface to account for the energy barrier height in equilibrium. The amount of bandbending on MoS2 side, which is also a function of carrier concentration nC , is given by
Φinterf ace (nC ) = φM oS2 (nC ) − χM oS2 − ΦB (nC ) [84]. The carrier concentration typically
depends on the level of impurities, doping, or gating [222, 223, 224].
The orientation of the grains with respect to the GB/interface is defined by two angles
ΘL and ΘR , each being the angle of rotation between the grain on the left and the right side
with respect to the interface, taken here as reference, as shown in Figure 5.1. According
to our convention, ΘL is taken to be positive for anticlockwise rotation of the left grain,
whereas ΘR is positive for clockwise rotation of the right grain. We define misorientation
angle as ΘM = ΘL + ΘR . To include the effect of the misorientation angle in our calculation, the wavevectors in the first Brillouin zone are rotated by ΘL for the left grain and ΘR
for the grain on the right hand side of the interface. The rotation of the Brillouin zone does
not affect the aforementioned band structure alignment at the interface.
In 2D materials, GBs can be of different types depending on both the orientation of each
grain with respect to the grain boundary and the orientation of the grains with respect to
each other. One extreme is when both the grains are rotated symmetrically by equal angles
away from the GB in opposite directions (i.e. ΘL = ΘR = ΘM /2) and the second is when
only one of the grains is rotated away from the interface (i.e. ΘL = 0◦ , ΘR = ΘM ). In
literature, the former type of symmetric grain boundaries are referred to as twin GBs and
the latter as the most asymmetric tilt GBs.
So far, we have discussed the two extreme cases of GBs for a given misorientation
angle ΘM , but we can have many intermediate cases of tilt (asymmetric) GBs depending
on the position of the boundary itself. For example, given that ΘM is 4◦ we can have
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ΘL = ΘR = ΘM /2 (twin GBs), or ΘL = 0◦ and ΘR = ΘM (the most asymmetric tilt GB),
or intermediate cases such as ΘL = 1◦ and ΘR = 3◦ , and so on so forth. In order to denote
these intermediate tilt cases, we introduce an angle ΘB , which is defined as the angle,
in the anticlockwise direction, that the boundary makes with the reference line. So, an
intermediate case of ΘL = 1◦ and ΘR = 3◦ can be represented as ΘM = 4◦ and ΘB = 1◦ .
The effect of GB/interface on transport is incorporated by using boundary conditions
based on quantum-mechanical wave continuity [225]. From translational symmetry, transmission requires simultaneous conservation of energy and transverse momentum of the incident electron across the interface. Momentum conservation requires that the parallel component of the incident wave vector kik be equal to the parallel component of the transmitted
wave vector ktk , in their respective domains that is ktk = kik ; simultaneously, energy is conserved by finding a perpendicular component of the transmitted wave vector kt⊥ , within the
first Brillouin zone of the right grain, such that E2 (ktk + kt⊥ ) = E1 (ki ) = E1 (kik + ki⊥ ).
Then we calculate the mode-dependent transmission coefficient τb (~k) for each band b using
the perpendicular components of the incident ki⊥ and transmitted kt⊥ wave vectors by the
expression

τb (ki ) =

| 4ki⊥ kt⊥ |
| ki⊥ + kt⊥ |2

(5.1)

Next, we obtain the energy-resolved transmission coefficient Γb (E) by averaging the modedependent transmission coefficient τb (k) over the constant energy contour, described by
δ(E − Eb (k)), using the 2D version of the linear extrapolation approach described by Gilat
and Raubenheimer [226] as
R
1/4π 2 τb (ki )δ(E − Eb (ki ))dki
R
Γb (E) =
1/4π 2 δ(E − Eb (ki ))dki

(5.2)

The denominator of Eq. 5.2 is the density of states in band b Db (E), shown in Figure
5.1(b). The same transformation method is employed for converting the mode-dependent
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velocity vbk (k) into energy-resolved velocity vbk (E) in the direction of transport. We then
calculate the transport distribution function TDF Ξ(E) as

Ξ(E) =

X

vbk (E)Γb (E)Db (E)

(5.3)

b

The TDF is then used to numerically calculate the grain boundary conductance in the Landauer formalism and inverted to obtain the grain boundary resistance RGB/int. (G−1
GB/int. ).
The grain boundary conductance is obtained from an integral of the product of TDF and
Fermi window function ∂f (E − EF , T )/∂E over energy

Z

GGB/int.

Emax

e2
=
2 E
C



∂f (E − EF , T )
Ξ(E) −
dE
∂E

(5.4)

where EC is the bottom of the conduction band and Emax is the highest electron energy in
the first four conduction bands and f (E) is the Fermi-Dirac distribution function f (E) =
[1 + exp((E − EF )/kB T )]−1 .

5.3

Results and Discussion

Electron transport across graphene grain boundaries
We calculate the transmission and resistance of graphene GBs in order to explore the
impact of the misorientation angle. The angle dependence of GB resistance largely depends
on the type (tilt or twin) of the GB. Figure 5.2(a) and Figure 5.2(b) show transmission coefficient Γ(E) and GB resistance RGB respectively for various misorientation angles in twin
GBs. We see in Figure 5.2(a) that perfect transmission, that is transmission coefficient
Γ(E) equals 1, is obtained for 0◦ mismatch angle at any given energy level. However, as
the misorientation angle increases, the modes that do not conserve energy and transverse
momentum are reflected at the interface, resulting in a reduction of the transmission coefficient, which varies between 0.8 and 0.5 for various mismatch angles. Besides band gap,
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the energy range for which there is no transmission (Γ(E)=0) is referred here as transmission/transport gap. In twin GBs, we note that even for large mismatch angles there is no
transmission gap in the energy spectrum. For GBs with 0◦ mismatch angle, we obtain a

Figure 5.2: (a) shows transmission coefficient vs. energy for various misorientation angles
across graphene twin grain boundaries. (b) shows the variation of grain boundary resistance with carrier concentration for the same mismatch angles as plotted in (a). The curves
for large mismatch angles (14◦ and 21◦ ) are overlapping on each other in both (a) and (b).
Transmission coefficient vs. energy and the resultant GB resistance vs. carrier concentration for different misorientation angles in graphene tilt GBs are plotted in (c) and (d)
respectively. A transmission gap opens up for tilt but not for twin GBs, resulting in much
stronger angle dependence.

coefficient Γ(E) = 1; in contrast, Yazyev and Louie [196] reported a linear transmission
probability T (E) with energy. They used a non-equilibrium Green’s function (NEGF) formalism to calculate conductance across graphene grain boundaries. In the coherent transport regime, the conductance from NEGF formalism reduces to the conductance in Lan2 R
F ,T )
)dE. Comparing this
dauer formalism [227], given by [228] G = eh T (E)(− ∂f (E−E
∂E
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with our conductance expression (Eqn. 5.4), we find that T (E) in the NEGF formailsm
is analogous to our transport distribution function Ξ(E). For the graphene GBs with 0◦
mismatch, Ξ(E) in Eqn. 5.3 is proportional to the DOS Db (E), which is linear with energy
[as shown in Figure 5.1(b) and Eqn. 7.19]; thus our TDF is consistent with the T (E) vs.
energy plot from NEGF [196].
In Figure 5.2(b), the GB resistance is plotted for different misorientation angles and
carrier concentrations. For a given carrier concentration, the GB resistance increases with
misorientation angles. This is due to the reduction in transmission coefficient with increasing misorientation angle, as can be seen in Figure 5.2(a), which maps to an increase in
GB resistance. Perfect transmission at 0◦ mismatch angle translates into ballistic resistance
across graphene GBs as shown in Figure 7.2(b) in the Appendix [same as the blue curve
in Figure 5.2(b) and (d)]. For a given mismatch angle, the GB resistance decreases with
increasing carrier concentration as we can see in Figure 5.2(b). At intrinsic carrier concentration, the Fermi level EF is near the Dirac point in graphene. But with the increase
in electron concentration the Fermi level goes into the conduction band, and consequently,
the Fermi window function (−df /dE) which is centered at EF also shifts towards higher
energy levels. As the DOS in graphene is proportional to energy near the Dirac point
(from Eqn. 7.19 and Figure 5.2(b)), the TDF Ξ(E) also increases with energy away from
the Dirac point. Thus the value of the integral in Eqn. 5.4, which is a product of TDF and
Fermi window function, increases with carrier concentration. As a result, we see a decrease
in GB resistance with increasing carrier concentration in Figure 5.2(b).
Figure 5.2(c) and Figure 5.2(d) show transmission coefficient Γ(E) and grain boundary
resistance respectively for various mismatch angles in tilt grain boundaries. The transmission coefficient shows a similar reduction with increasing mismatch angles as seen in
Figure 5.2(a); however the reduction is more pronounced than in the case of twin GBs. In
tilt GBs we also observe a widening of the transmission gap, shown in the Figure 5.2(c),
with increasing misorientation angle. This transmission gap around the Dirac point maps
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into large GB resistance for large-angle tilt GBs and grain boundary resistance becomes
less sensitive to the variation in carrier concentration.
Previously, it was found that the GB resistance across graphene GBs varies within a
wide range from a few Ω µm to several kΩ µm [6, 4]. The wide variation in GB resistance can be fully explained with the trends observed in Figure 5.2(b) and Figure 5.2(d):
there is a large difference in resistance between twin and tilt GBs, with twin GBs being
less sensitive to misorientation angles as compared to the tilt GBs. The GB resistance in
tilt GBs range from about 350 Ω µm at 4◦ mismatch to several thousands of GΩ µm at
14◦ mismatch, even at high carrier concentration of about 1013 cm−2 . The transmission
coefficient eventually becomes zero for misorientation angles beyond 14◦ mismatch due to
the large transmission gap in tilt GBs and we observe extremely high values of resistances.
In contrast, the resistance of twin GBs in near-intrinsic graphene varies from 400 Ω µm at
low to about 1 kΩ µm at high mismatch angles, while at high carrier concentration it varies
over a very narrow range of about 90 Ω µm at 4◦ mismatch to 110 Ω µm at 14◦ mismatch.
Our calculated graphene GB resistances include a ballistic resistance of 53 Ω µm at high
carrier concentration of 1013 cm−2 and 424 Ω µm at intrinsic carrier concentration. After
removing the ballistic resistance, the calculated GB resistance for a low-mismatch twin
GBs of about 1◦ at high carrier concentration is 8 Ω µm. This is in good agreement with
Grosse et al. [7].

Electron transport across MoS2 grain boundaries
To study electronic resistance across MoS2 GBs, we use the same procedure as used
for graphene GBs in the previous section. The transmission coefficient as a function of
energy is plotted in Figure 5.3(a) for different misorientation angles in twin GBs. The blue
curve shows transmission across an imaginary, perfectly-matched grain boundary (which
corresponds to 0◦ mismatch). A perfect transmission is obtained for energies greater than
about 0.94 eV and less than about -0.94 eV. Zero transmission at energies between -0.94
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Figure 5.3: (a) shows transmission coefficient vs. energy for various misorientation angles
across MoS2 twin grain boundaries. (b) shows the variation of grain boundary resistance
with carrier concentration for the same mismatch angles as plotted in (a). Transmission
coefficient vs. energy and the resultant GB resistance vs. carrier concentration for different
misorientation angles in MoS2 tilt GBs are plotted in (c) and (d) respectively. Besides
intrinsic band gap, an additional transmission gap opens up for large tilt GBs.

eV and 0.94 eV corresponds to the energy band gap of 1.88 eV in intrinsic MoS2 . We
also observe a gradual reduction in transmission coefficient with increasing misorientation
angles as compared to that of graphene GBs. However, there is no transmission gap found
for MoS2 twin GBs, similar to what we observed in graphene twin GBs. Corresponding
to the transmission coefficient for various misorientation angles, the boundary resistance
across MoS2 twin grain boundaries vs. carrier concentration is shown in Figure 5.3(b).
We note that the values of RGB in MoS2 twin GBs are almost double than the values of
GB resistance in graphene twin boundaries for a carrier concentration of 1 × 1012 cm−2 ,
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whereas for large carrier concentrations between 6 × 1012 and 9 × 1012 cm−2 , MoS2 twin
GBs have GB resistance similar to that of graphene twin GBs.
Figure 5.3(c) and Figure 5.3(d) show transmission coefficient vs. energy and GB resistance vs. carrier concentration respectively for various misorientation angles in MoS2 tilt
GBs. It can be seen in Figure 5.3(c) that the transmission coefficient decreases with increasing misorientation angle and the rate of reduction of transmission coefficient is more rapid
than what was observed in MoS2 twin GBs. Like in tilt graphene GBs, a transmission gap
is also observed in tilt MoS2 GBs for large misorientation angles, however the transmission
gap in MoS2 is much smaller than that of graphene. We attribute this trend to the flatter
parabolic conduction band bottom of MoS2 as compared to the steep conical bandstructure
of graphene around the Dirac point. The variation of GB resistance with misorientation
angle is quite distinct in this case as compared to the variation of RGB in graphene tilt
GBs. It is important to note that the resistance across MoS2 GBs is much smaller than
what we found in graphene tilt GBs. Thus, misorientation of adjacent grains across grain
boundaries can cause a significant reduction in electronic conductance in polycrystalline
graphene, while GBs in polycrystalline MoS2 might not play such a strong role in electron
conduction, which is in good agreement with few recent reports on electronic transport in
CVD-grown MoS2 [206, 202].
Figure 5.4(a) and (b) depict the surface plots of GB resistance vs. ΘM and ΘB for
graphene and MoS2 GBs respectively. The calculated value of resistances across graphene
GBs range from few tens of Ω µm to about 1013 Ω µm depending on the ΘM (the angle
between the two grains) and ΘB (the position of the boundary with respect to the left grain).
However, the GB resistance across MoS2 GBs vary over a relatively narrow range of about
130 Ω µm to 5700 Ω µm for various combinations of ΘM and ΘB . Thus, we can see that
for a given misorientation angle, one can have different GB resistance depending on the
position of the GB with respect to the grains, and any resistance value falling in this range
can be explained by a combination ΘM and ΘB .
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Figure 5.4: shows resistance (a) across graphene GBs and (b) across MoS2 GBs vs. misorientation angles ΘM and various combinations of ΘL and ΘR , represented as ΘB for a
given ΘM . Here ΘB is expressed as a fraction of ΘM .

Electron transport across graphene-MoS2 interfaces
The interfaces formed between two dissimilar materials (heterojunctions) are different
from those of homojunctions because of the difference in the properties of the grains on
either side of the interface—including electron affinity, work function, and bandstructure.
So, before discussing about electron transport across such heterojunctions, we redefine the
nomenclature of the interfaces formed between graphene and MoS2 to differentiate with
those of homojunctions. When graphene (taken here to be on left side of the boundary)
and MoS2 (right side of the boundary) grains are rotated by equal angles with respect to the
interface i.e. ΘL = ΘR , we use the term Class-I interface, whereas when ΘL 6= ΘR we call
them Class-II interfaces in this work.
Figure 5.5(a) shows the thermionic transmission of the electrons across graphene-MoS2
Class-I interface for various misorientation angles at a carrier concentration of 1 × 1012
cm−2 . Due to the difference in the work function and electron affinity in graphene and
MoS2 , the bands bend and an energy barrier (the energy difference between fermi-level,
approximately equal to 0 eV in Figure 5.5(a) and (c), to the bottom of the conduction band
of MoS2 at the interface where the transmission of electrons start) is formed at the interface.
Like in homojunctions, the band alignment at the interface is independent of the misorientation angle, and thus, the barrier height is also independent of ΘM . In Figure 5.5(b),
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Figure 5.5: (a) shows transmission coefficient vs. energy for various misorientation angles across graphene-MoS2 Class-I interfaces. (b) shows the variation of interface resistance with carrier concentration for the same mismatch angles as plotted in (a). Class-I
graphene-MoS2 interfaces show neglibible sensitivity towards misorientation angles. (c)
shows transmission coefficient vs. energy for different misorientation angles in grapheneMoS2 Class-II interfaces. On top of intrinsic barrier height, an additional transmission gap
opens up for such Class-II graphene-MoS2 interfaces. The resulting interface resistance in
Class-II interfaces vs. carrier concentration for different misorientation angles are plotted
in (d).

we see that at low carrier concentrations of about 1 × 1012 cm−2 , the interface resistance
is in the order of 108 Ω µm because of the large energy barrier. However, at high carrier
concentrations between 6 × 1012 cm−2 and 9 × 1012 cm−2 , the interface resistance reduces
significantly because the energy barrier between graphene and MoS2 almost disappears at
such concentrations and they behave like Ohmic contacts.
Figure 5.5(c) shows transmission coefficient vs. energy for various misorientation angles in Class-II graphene-MoS2 interfaces at a carrier concentration of 1 × 1012 cm−2 . The
transmission coefficient decreases with increasing mismatch angle similar to the tilt GBs
in graphene GBs. A transmission gap is formed in addition to the existing potential bar-
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rier, marked in the figure, and this transmission gap widens with increasing misorientation
angles. Transmission becomes zero for large mismatch angles beyond 14◦ . This strong
dependence of mismatch angle on transmission coefficient leads to a strong dependence
of the interface resistance on misorientation angles in Class-II graphene-MoS2 heterojunctions, which can be seen in Figure 5.5(d). At a carrier concentration of 1 × 1012 cm−2 ,
the interface resistance varies from about 108 for low mismatch angles to 1014 Ω µm for a
mismatch of 14◦ , whereas at high concentrations the interface resistance ranges from about
102 for low mismatch angles to 108 Ω µm for a mismatch of 14◦ .

Figure 5.6: show transmission coefficient vs. energy for various carrier densities (a) for 0◦
mismatch, (b)-(c) for 4◦ in Class-I and Class-II graphene-MoS2 interfaces respectively, and
(d) for 14◦ mismatch in Class II interfaces.

In homojunctions like graphene-graphene and MoS2 -MoS2 GBs, the band alignment
is independent of the position of the Fermi level so the transmission coefficient is also
independent of carrier concentration. In contrast, the barrier height in heterojunctions is a
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function of carrier concentration via the position of the Fermi level, owing to the difference
in DOS between graphene and MoS2 . The transmission coefficient in Class-I grapheneMoS2 interface is plotted with carrier concentration in Figure 5.6. Figure 5.6(a) shows the
transmission coefficient vs. energy for perfectly matched graphene-MoS2 interface, that is
0◦ mismatch. The shape of the Γ(E) vs. energy does not change with carrier concentration
rather the curves get shifted towards the left in energy due to the decrease in energy barrier
height with carrier concentration. In Figure 5.6(b) and (c), the transmission coefficient
vs. energy is plotted for 4◦ mismatch in Class I and II heterojunctions respectively. The
decrease in the magnitude of transmission coefficient as compared to that of Figure 5.6(a) is
more pronounced for Class II than Class-I interfaces. For large misorientation angles, that
is beyond 14◦ the transmission coefficient in Class II interfaces becomes very small about
0.1 eV as can be seen in Figure 5.6(d), whereas for Class I heterojunctions the transmission
coefficient peak is about 0.4 eV (shown by the green curve in Figure 5.5(a), noting that a
change in carrier concentration only shifts the Γ vs E curve and does not change the shape).
Figure 5.7 shows a comparison of the interface resistance among Gr-Gr, MoS2 -MoS2 ,
and Gr-MoS2 interfaces. It can be seen that, in general, symmetric twin GBs in homojunctions and Class-I interfaces in heterojunctions show a very weak dependence on the degree
of mismatch between adjacent grains, whereas tilt GBs in homojunctions and Class-II interfaces in heterojunctions exhibit strong dependence on misorientation angles except in
MoS2 , where both tilt and twin GBs are found to show a weak dependence on mismatch angles. The weak angle dependence in MoS2 -MoS2 GBs can be attributed to the flat parabolic
conduction band because of which the underlap in the bandstructures on the either side of
the GB is quite small even at large mismatch angles. In order to explain the wide range
of the graphene GB resistances in the literature via misorientation angle and type of GBs,
the data from the literature has also been included in the figure. The yellow markers in the
figure denote the combinations of ΘM and ΘB obtained by fitting the experimental measurements by Kochat et al. [3] (ΘB = 2.83◦ and 3◦ for ΘM = 12◦ and 22◦ respectively),
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Clark et al. [2] (ΘB = 0◦ , 0.2◦ and 0.75◦ for ΘM = 9◦ , 14◦ , and 21◦ respectively), and Yu
et al. [4] (ΘB = 3.1◦ for ΘM = 28◦ ).

Figure 5.7: compares the calculated GB/interface resistance vs. misorientation angles
across twin (solid lines) and tilt (dashed lines) Gr-Gr (shown in blue) and MoS2 -MoS2
(shown in magenta) GBs, and Class-I (solid black line) and Class-II (dashed black line)
Gr-MoS2 interfaces. The reported values of graphene GB resistance in the literature are
also plotted in this figure. The data for graphene GB resistance which are available with
misorientation angles are plotted with blue markers [2, 3, 4]. The other studies about
graphene GB resistance where mismatch angle wasn’t mentioned explicitly are plotted on
the right with red and black markers. The red markers are the resistance values from literature across single graphene GB [5, 6, 7, 8, 9]. The black markers are for the literature
data on GB resistance extracted by polycrystalline scaling from polycrystalline samples
[10, 11, 12, 13, 14].The yellow markers represent the calculated graphene GB resistance
corresponding to those combinations of ΘM and ΘB which fit the experimental measurements.

The aim of our study is to understand the effect of misorientation angle on GB conductance. There could be additional effect due to grain boundary roughness [116] and the
presence of localized electronic states, which have been observed at 3D interfaces [229]
and 2D grain boundaries [230, 231, 205]. The localized states are not included in our
model, but could be treated by modifying Db (E) in Eqn. 5.3. The presence of localized
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interface states could lead to two types of behavior, depending on the magnitude of the
transport gap. For low mismatch angles or symmetric GBs where the transport gap is small
and the transmission coefficient is close to unity, the localized states and roughness at the
GB would reduce the transmission coefficient; in that case, our calculated conductance values can be thought of as an upper bound. For large mismatch angles, we found a wide
transport gap where transmission is zero, especially in graphene GBs and graphene-MoS2
interfaces. Then localized states might introduce additional channels for transmission and
lead to slightly higher GB conductance than what we report here without these localized
states. In that sense, our conductance values could be thought of as a lower bound.

5.4

Conclusion

In conclusion, we find that misorientation angle between two adjacent grains plays a
very significant role in both homojunctions and heterojunctions. We show that the resistance across graphene GBs and graphene-MoS2 interfaces varies over a very wide range
depending on the degree of mismatch between adjacent grains and type of GBs. The transmission coefficient across symmetric interfaces (twin GBs in homojunctions and Class-I
interfaces in heterojunctions) is found to be less sensitive to misorientation angles between
adjacent grains because they deflect electrons rather coherently. In these symmetric interfaces, there is no transmission gap. On the other hand, the transmission across asymmetric
interfaces (tilt GBs in homojunctions and Class-II interfaces in heterojunctions) is largely
diminished by mismatch angles and a transmission gap opens up in the energy spectrum. In
contrast to graphene-graphene tilt GBs, the resistance across MoS2 -MoS2 tilt GBs show relatively much weaker dependence on mismatch angles. This is attributed to the flat parabolic
conduction band bottom in MoS2 as compared to the steep conical conduction band bottom
in graphene. As a result, the rotation of the BZ in MoS2 by large angles causes a small transmission gap, whereas even a small misorientation angle across graphene GBs gives rise to
a large transmission gap. In homojunctions, the bands are identical on either side of the
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interface and the response to the carrier concentration, and hence the back-gated voltage, is
also uniform on both sides. Thus, for a given misorientation angle, the variation of transmission coefficient vs. energy is independent of carrier concentration in homojunctions.
In heterojunctions, the bands are aligned at the interface using the macroscopic variables,
including work function and electron affinity, based on Schottky-Mott rule, forming an energy barrier at the interface. The band alignment, and with it the energy barrier between
graphene and MoS2 , reduces with the carrier concentration because of the differences in
their densities-of-states. Consequently, the interface resistance strongly decreases with carrier concentration in heterojunctions in both classes of interfaces. In summary, electrical
transport across twin homojunctions and Class-I heterojunctions shows a weak dependence
on mismatch angles, whereas the resistance across tilt homojunctions and Class-II heterojunctions exhibits a strong dependence on mismatch angles.
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CHAPTER 6
ELECTRONIC TRANSPORT ACROSS EXTENDED GRAIN
BOUNDARIES IN GRAPHENE

6.1

Introduction

Over the last 50 years, dimension scaling of transistors in integrated circuits has been
accompanied by shrinking the dimension of interconnects and vias, typically made of copper. Current state-of-the-art uses polycrystalline copper interconnects as thin as 10 nm.
However, due to the increased surface roughness and grain boundary (GB) scattering, the
resistivity of copper increases exponentially below 100 nm which imposes a limit to further downscaling of copper interconnects [49]. This limitation has led to extensive research in finding a suitable alternative which can replace copper in the next-generation
nanoelectronic devices and circuits. Owing to the ultrathin nature and superior carrier
mobility, graphene is envisioned as a promising candidate for interconnects and contacts in
the emerging integrated circuits [232, 233, 234]. The dimension of mechanically exfoliated
single crystalline graphene grains are limited to few tens of microns, however, commercial
integration as interconnects would require wafer-scale manufacturing. Currently, chemical vapor deposition (CVD) on metal substrates is the most commonly used technique to
grow such large-area 2D sheets [235, 236, 237, 116]. Controlled growth and nucleation
processes using low-pressure CVD, adjusting content of oxygen on the surface of Cu substrate, and replacing methane with ethanol as carbon source have yielded single crystals up
to a centimeter [235, 31, 238] and films up to 30 inches [239] in dimension.
CVD-grown graphene is, inherently, polycrystalline in nature. It consists of grains of
various sizes and random crystallographic orientations, where every pair of adjacent grains
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are separated by a GB. The difference in crystallographic orientation between adjacent
grains—often referred to as misorientation angle ΘM —results in mismatch in the crystal
structure at their junction. Based on the substrate imperfections and factors governing the
growth process, GBs may contain topological defects and have wrinkles of varying width
up to 20 nm [2, 116, 240]. In general, GBs are found to limit electrical performance of
graphene transistors [241]. Several experimental studies [8, 6, 242] have been carried out
to understand the effect of ΘM on electrical transport properties in graphene. The resistivity
of individual GB (ρGB ) varies over a wide range—few hundred Ω µm [7, 2] to several
tens of kΩ µm [4, 5, 191] and shows no clear correlation with ΘM . Imaging GBs using
optical [243], scanning electron [244] and high resolution scanning transmission electron
microscopes [245, 246] reveals that GBs are straight lines only in microscopic scale, upto
few nanometers. Typically, the average length of the GBs may extend from few hundred
nanometers to few microns and over this macroscopic length scale, the GBs are rarely
straight lines rather they meander between two grains.
In contrast to experimental findings, there are a few theoretical studies that have investigated the effect of ΘM on graphene ρGB and found a strong correlation between
them [247, 196, 248, 249]. These studies reveal the opening of an energy transport gap—
a consequence of the simultaneous energy and momentum conservation of a quantummechanical wave traveling across an interface [225]—the size of which depends on the ΘM
and the symmetry of the GBs. The ρGB depends very strongly on the size of the transport
gap as the number of carriers contributing to transport depends exponentially on the size
of the gap. It has also been shown that ρGB does not only depend on the total ΘM , but
exhibits a strong dependence on the degree of asymmetry of GBs which is given by the
relative angles between the boundary and the crystallographic orientations of each grain.
In asymmetric GBs with large ΘM , the transport gap is so large that ρGB is 20 orders of
magnitude larger than those with small ΘM [249]. These theoretical studies have investigated GBs only at micro-scale level, upto few nanometers, and assumed GBs to be straight
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lines [200, 249] which is not representative of actual (experimentally-observed) GBs. Consequently, the prediction of ρGB deviates significantly from experimental measurements.
To distinguish between previous theoretical studies where researchers have investigated
GBs at micro-scale level, and assumed GBs to be straight lines, we call GBs at macroscopic level as extended/non-straight GBs. There has not been any attempt made, so far, to
examine the impact of zig-zagness on the resistivity of extended graphene GBs.
In order to simulate transport across and in the vicinity of extended GBs, we developed a two-step approach. The first step is to use a generalized autocorrelation function
that satisfies the requirements for generating isotropic self-affine 1D boundaries with given
roughness ∆ and lateral correlation lengths Lcorr . Then we employed a method developed
in our previous work [249] to calculate the transmission of charge carriers across each GB
segment based on energy and momentum conservation principle and extended it to study
transport across these non-straight GBs. Our results clearly show that the meandering nature of a GB yields a few highly conductive GB segments, and consequently, the overall
resistivity of actual GBs always falls within a universal range of 102 to 104 Ω µm, irrespective of the misorientation angles. The range of resistivity values align quite well with
those measured experimentally. The conductive segments are found to be the ones which
bisect the relative crystallographic angles of the grains constituting the boundary. We show
that the ρGB is inversely proportional to the effective slope of the GB, given by ∆/Lcorr .
In the second step, we developed a new approach to study the effect of spreading resistance on electrical transport in graphene samples with extended GBs. The method uses a
2D Voronoi tessellation (VT) to emulate an extended GB and simultaneously discretize the
grains on either sides of the GB into small simulation cells. Then we iteratively solved for
the current in each discretized Voronoi cell to obtain a steady-state voltage profile. Our
results corroborate that even in the presence of grain resistance, most voltage drop occurs
near the GB and the current curves in graphene grains to flow through the few conductive
segments of a GB giving rise to spreading resistance. The spreading resistance that results
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from the longer current path is found to be directly proportional to the resistance of the
graphene grains.

6.2
6.2.1

Methodology
Simulation of non-straight GBs

In the past, researchers have generated 2D self-affine surfaces from their autocorrelation
functions for understanding the effect of surface roughness on several physical properties
of materials [250, 251, 252]. Here we used a generalized autocorrelation function of the
form [253]
" 
2H #
|
x
|
C(x) = ∆2 exp −
Lcorr
to generate non-straight GBs with a given rms roughness (∆) and correlation length (Lcorr ).
Several natural surfaces used in various engineering applications are shown to exhibit a
Hurst exponent (H) greater than 0.7 [254]. The values of H vary between 0 and 1, where
higher values represent rough lines with smoother peaks and hence less roughness. We have
used H=1, where peaks resemble gaussian curves, here in this study to simulate extended
boundaries. Then we calculated the power density spectrum S(q) of the autocorrelation
function as
S(q) = F [C(x)],
where F is the Fourier transform. To generate correlated heights (h) for a range of x, we
first multiply the square root of S(q) with a random phase eiφ generated by taking Fourier
transform of a randomly distributed points and then take an inverse Fourier transform of
the product as
p
h(x) = F −1 [ S(q)eiφ ].
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Figure 6.1: shows non-straight GBs with different rms roughness (∆) and correlation
lengths (Lcorr ). The red and blue lines represent highly correlated and uncorrelated GBs,
respectively, with small ∆, whereas the black and yellow curves represent GBs with large
∆ for Lcorr equal to 1000 and 25 nm, respectively. The inset shows a zoomed-in view of
the various non-straight GBs.

Fig.6.1 shows a 10 µm-wide non-straight GBs with different Lcorr and ∆. The yellow
and blue curves are for a small correlation length (Lcorr =25 nm) and different rms roughness (100 and 10 nm, respectively), whereas the black and red lines correspond to GBs with
large correlation length (Lcorr = 1 µm) and ∆ equal to 100 and 10 nm, respectively. The inset shows a zoomed view of a region for these GBs. The regions on the left and right-hand
side of the GB are the two grains with crystallographic angles of x◦ and y◦ , respectively,
with respect to the y-axis, such that x◦ + y◦ = ΘM . Each GB segment makes a different
angle with the crystal orientation of the left and right grains, which we refer here as ΘL and
ΘR , respectively.
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6.2.2

Calculation of GB resistivity

Figure 6.2: shows the resistivity ρGB for various combinations of ΘL and ΘR . The color
bar represents the ρGB in log scale [log10 ρGB ]. The regions with blue color represents low
resistivity and red color stands for high resistivity.

Next, we compute the resistivity of each segment corresponding to the pair of angles, ΘL and ΘR . The details of the theoretical approach used for the calculation of resistivity of each segments is given by equations 5.1-5.4 in Chapter 5.2. A carrier density of 6×1016 m−2 is used to compute the GB resistivity. The dependence of ρGB on
any combination of ΘL and ΘR is summarized in Fig. 6.2. Symmetric GBs (ΘL =ΘR )
exhibit the smallest resistivity in the order of 102 Ω µm, whereas the asymmetric GBs
show orders of magnitude higher resistivity which is due to the opening of a transport
gap [247, 196, 248, 249]. Based on the ΘL and ΘR corresponding to each GB segment,
we calculate their resistivity ρiGB . Since the GB segments are parallel channels for the
charge carriers, the overall GB conductance is given by the sum of the conductance of all
the segments, GGB = Σi [(ρiGB )−1 × LiGB ], where LiGB represents the length of the ith GB
segment. Then the GB resistivity is calculated as ρGB = [GGB ]−1 × LGB , where LGB is
the length of the GB. The method discussed above computes the ballistic resistance across
any non-straight GB with given ∆, Lcorr and ΘM . But to get a complete picture of electron
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transport across a graphene sample with GB, it is essential that we solve for the voltage
profile between two contacts where both grains and GB are present simultaneously in the
calculation. Therefore, we developed an interesting approach using a 2D-Voronoi Tessellation (VT) to emulate a non-straight GB while also using it as a tool to discretize the
grains.

6.2.3

Calculation of steady-state current and spreading resistance

Voronoi tessellation (VT) has been widely used in the past to emulate the microstructure
of polycrystalline materials for both 2D [194] as well as three-dimensional materials [255].
Here we employ a 2D-VT to mimic non-straight GBs. The 2D-VT starts with a set of
points (also called seed points) uniformly distributed in a 2D plane. The space is then
divided into subspaces around each seed point called Voronoi cell such that all the points
inside any given Voronoi cell is spatially closest to the seed point associated with it than
any other seed points. In other words, these seed points are the centroids (center of mass)
of the respective Voronoi cells, and hence this method is also called centroidal Voronoi
tessellation (CVT). The number of Voronoi cells that would be generated is equal to the
number of seed points, N. The network of non-overlapping polygons thus formed is called
Voronoi diagram as shown in Fig. 6.3. The Voronoi cells are grouped to form two grains.
The left grain comprises of all the Voronoi cells whose centers are located on the left of the
red-dotted line, which bisects the Voronoi diagram laterally. The right grain consists of the
remaining Voronoi cells, whose centers are located on the right of the red-dotted line. The
zig-zag line separating the two grains forms a non-straight GB, as shown by the blue line
in Fig. 6.3. Then we follow a similar approach as discussed above to calculate the local
orientations of each GB segment with respect to the orientations of the left and right grains,
indicated by ΘL and ΘR , respectively, as shown in the inset of Fig. 6.3.
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Figure 6.3: shows a Voronoi diagram obtained from 2D-VT. All the Voronoi cells on the
left of the blue line form the left grain and the ones on the right side constitute the right
grain. The left and right grains have crystal orientations at angles x◦ and y◦ , respectively,
measured with respect to the y-direction. The blue line represents the GB between the left
and right grains. The orientations of the left and right grains relative to the GB is given by
ΘL and ΘR , as shown in the inset of the figure.

Then one Volt is applied in a region on the left side of the sample shown in Fig. 6.3
and a region on the extreme right of the sample is grounded. Then we, iteratively, updated
the voltage of all the Voronoi cells to compute the steady-state current flowing through the
entire graphene sample. In the steady state condition, the net current flowing through the
boundaries (in and out) of each Voronoi cell must be zero. Mathematically,

78

X

Iij = 0, ∀ i,

(6.1)

j

where the index j represents the first neighboring Voronoi cells, shown in blue in Fig. 6.3,
of the i-th cell, the red cell in Fig. 6.3. The current flowing out of the i-th Voronoi cell
Iij is calculated as (Vi − Vj )Gij , where Gij is the conductance between cells i and j. The
resistance Rij (reciprocal of Gij ) comprises of the total resistance between i-th and j-th
GB
Voronoi cells. Mathematically, Rij = (ρgrain × Lij /Wij ) + Rij
, where ρgrain is the sheet

resistance of single crystalline graphene which depends on the mobility and carrier density.
Lij is the distance between i-th and j-th cells and Wij is the length of the edge separating
GB
the two Voronoi cells. If the Voronoi cells i and j are on either sides of the GB, then Rij

is the resistance of the GB segment, else it is zero.
On substituting Iij = (Vi − Vj ) × Gij in Eqn. 6.1 and rearranging the terms, Vi can be
written as
P
Vi =

Vj × Gij
P
.
j Gij

j

(6.2)

Then we set up an iterative loop, where we updated the voltages of each Voronoi cell based
on the voltages of its neighbors from the last iteration as
P
Vin+1

=

Vjn × Gij
P
.
j Gij

j

(6.3)

A steady-state is reached when the maximum voltage change of all the cells between two
consecutive iterations is less than 10−4 %. For most of the cases, it took about 5000 iterations to reach steady-state.

6.3
6.3.1

Results and Discussion
Resistivity for GBs with different roughness and correlation length

We focus here on the effect of structure of non-straight GBs on their resistivity, especially for the asymmetric GBs with large ΘM ; for demonstration, we used an asymmetric
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Figure 6.4: (a) shows the dependence of ρGB on the roughness and correlation length of
non-straight GBs. The same data for ρGB is plotted against the average slope of the GB in
(b).

case of (x◦ ,y◦ )=(0◦ ,20◦ ). We used roughness and correlation length to characterize the
structure of extended GBs. In Fig. 6.4(a), we found that the resistivity is the least for GBs
with the largest ∆ and the smallest Lcorr which is counter-intuitive because roughness and
poor correlation lengths are often associated with negative effects. Since the conductivity
of a non-straight GB depends on the probability of finding a symmetric segment, a more
wavy GB, which is characterized by large roughness and small correlation length, exhibits
the smallest resistivity, as we can see in the figure. Small correlation length and large
roughness corresponds to a GB with steep effective slope. Fig. 6.4(b) shows the GB resistivity for the same set of correlation length and roughness but plotted against the slope of
the GB, ∆/Lcorr . We found that GB resistivity is inversely proportional to the slope with
ρGB showing an universal trend for all correlation lengths and roughness. It indicates that
the average slope of a GB—described by ∆/Lcorr —can be used as a quantifier for the GB
resistivities. The resistivity of a symmetric, non-straight GB shows negligible dependence
on roughness and correlation length, as shown by the dashed lines in Fig. 6.4(a).
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Figure 6.5: (a) shows the resistivity of non-straight line GBs vs. misorientation angle
ΘM for various correlation length and roughness. The solid and dashed lines represent
the resitivities of asymmetric and symmetric GBs, respectively. (b) shows the resistivity
of each GB segment ρiGB vs. the angles (Θi ) that each segment makes with a vertical
reference axis for various ΘM . Red, black, yellow, blue and green curves correspond to 5◦ ,
10◦ , 15◦ , 20◦ , and 25◦ , respectively. Segments with Θi equal to ΘM /2 ± 30◦ divide the
crystallographic angles of the grains symmetrically and will exhibit the smallest resistivity.
This is illustrated in (c) where the resistivity of each segment is plotted against the relative
difference between the crystallographic angles of each grain with Θi , given by ΘL − ΘR ;
the segments with the smallest | ΘL − ΘR | has the least resistivity and as | ΘL − ΘR |
increases, ρiGB increases exponentially.

Next, we go on to explore the effect of misorientation angles on resistivity of nonstraight GBs. In Fig. 6.5(a), the solid lines represent the most asymmetric cases (0◦ , ΘM )
and dashed lines are for symmetric ones (ΘM /2, ΘM /2). For asymmetric GBs, when the
effective slope of the GB (∆/Lcorr ) is large (blue and yellow solid lines), the GB resistivity
varies between 102 to 104 Ω µm and is more or less independent of the misorientation angle,
especially for ΘM > 5◦ . Our results show that the zig-zag nature of GBs makes them
orders of magnitude more conductive than the straight line ones. An extended GB with
small ∆ and large Lcorr would resemble a straight-line GB. We calculated the resistivity
for GBs with ∆ and Lcorr equal to 10 and 500 nm, respectively, (green curves) for various
misorientation angles to compare the results with those of the straight line GBs published
in our previous work [249]. We found that the solid green curve shows a strong dependence
on ΘM and the resistivity values range from a few hundreds to 1020 Ω µm, similar to those
of the black square markers, which show the resistivity vs. ΘM for asymmetric, straight
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line GBs. On the other hand, the green dashed line shows a similar trend as the resistivities
of straight line GBs for symmetric case, which is shown here by black circular markers.
For symmetric cases, the resistivities of uncorrelated boundaries with different roughness
show slightly higher values than those of the straight line ones, but the resistivity values are
still quite small, varying between 1000 to 2000 Ω µm. In short, due to the waviness of GBs,
there always exists a few segments which provide a conductive path for the current to flow
across a GB, and as a result, the resistivity of most experimentally-observed (non-straight)
GBs exhibits negligible dependence on misorientation angle.
To identify the conductive segments in a non-straight GB, we plotted the resistivity of
each segment ρiGB against the angles Θi that each segment makes with a vertical reference
axis for various ΘM shown by different colors in Fig. 6.5(b)—red, black, yellow, blue
and green curves correspond to ΘM equal to 5◦ , 10◦ , 15◦ , 20◦ , and 25◦ , respectively. We
found that only a few segments have resistivity as small as 102 Ω µm, whereas remaining
segments are highly resistive. To see which segments are most conductive, we plotted ρiGB
vs. ΘL − ΘR in Fig. 6.5(c). We found that the segments with ΘL − ΘR equal to zero have
the smallest resistivity; ΘL − ΘR equal to zero corresponds to the segments which divide
the crystallographic angles of the grains symmetrically. When | ΘL − ΘR | increases, the
resistivity of those segments also increases exponentially; consequently, we found that only
those segments with | ΘL − ΘR |< 5◦ contributes to the overall conductance of the GB.
6.3.2

Spreading resistance

Lastly, we turn to the path of current near the GB and examine the effect of the large
variation in resistivity along the GB on current flow. Fig. 6.6(a) shows the steady-state
voltage profile in a 2.5 µm × 2.5 µm sample with an asymmetric GB at x=0. The crystal
orientations of left and right grains are 0◦ and 20◦ , respectively. The conductance of the
GB segments is qualitatively represented here by a color scheme shown on the right of
the figure. The highly resistive segments are depicted by black lines, and the light-colored
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Figure 6.6: (a) shows the steady-state voltage profile between the two contacts in a 2.5
µm × 2.5 µm graphene sample with a GB at x=0. The resistivity of each GB segment is
represented here by a color scheme on the right of the figure. The direction and magnitude
of the current flowing through the sample is shown by the direction and length of the arrows,
respectively. (b) shows the average voltage profile along the x-direction for various grain
resistances (∝ µ−1 ). (c) shows the variation of the total and spreading resistance as a
function of grain resistance.

segments are the conductive ones. We used a carrier density of 6 × 1012 cm−2 to calculate
the GB and grain resistances. A mobility of 100 cm2 V−1 s−1 is used here to compute the
sheet resistance of graphene grains. For the contacts, a fixed voltage of 1V (shown by dark
red) is applied in the region -1< x <-0.75 µm, whereas the region on the right, 0.75< x <1
µm, is grounded (shown by dark blue). The smooth transition in the voltage profile from
red to blue near the conductive segments corroborates that majority current flows through
a few narrow segments of a highly resistive GB. The current flow in the grains and across
the GB is shown by arrows overlaid on this figure, where the magnitude and direction of
the current flow is represented by the length and direction of the arrows, respectively. We
can see here that the current starts bending near the GB and its magnitude increases around
conductive GB segments, which are shown by the two dotted circles in the figure.
To determine potential drop along the sample length, we calculated an average voltage,
R
shown by the blue line in fig. 6.6(b), in the x-direction, V (x) = L1y V (x, y)dy, where
Ly is the width of the sample. We see that about 65% of the applied voltage drops at
the GB. The green curve in fig. 6.6(b) represents voltage drop in a sample without GB,
where the potential drops linearly along the sample, as expected. Since the conductance
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of a single-crystalline graphene varies between a wide range depending on the impurities,
defects and other fabrication parameters, we plotted V(x) along the sample for different
grain resistance, Rgrain , which we tuned by varying mobility between 102 to 104 cm2 V−1
s−1 . We see that in a sample where the mobility is as high as 104 cm2 V−1 s−1 , more than
95% of the voltage drops at the GB; in such samples one can approximate the resistance of
the entire sample by the RGB only.
The effect of current bending and traversing additional path in the grain to access the
conductive channels of a highly resistive GB is, typically, represented by spreading resistance, Rspread , such that Rtot = Rgrain + RGB + Rspread . Fig. 6.6(b) shows the spreading
resistance as a function of the grain resistance, which is proportional to the µ−1 as shown
by the dashed blue line. The total resistance of the sample, which is calculated as the voltage difference between the two contacts divided by the total steady-state current passing
through the GB, is shown by the black curve. We can see that Rtot is equal to RGB + Rgrain
(shown by the solid blue line) when the grains are highly conductive, that is µ=104 cm2
V−1 s−1 . When the resistance of the grains (∝ µ−1 ) increases, the difference between the
Rtot and RGB + Rgrain , which is the spreading resistance as shown by the green curve,
also increases. In other words, we found that the current bends more to flow through the
conductive GB segments in relatively more resistive grains. As a result, the current flow
is non-uniform along the GB; the degree of non-uniformity is determined by the spreading
resistance. We also found that the current flowing through a narrow conductive GB segment, qualitatively, resembles to a cylindrical current source in 3D [256]. Since graphene
is two-dimensional, the voltage profile would approximately follow a circular solution of
the form—V (L) ∝ Iρsheet × 21 ln( 2lLGB ) for lGB  L/2. L is the distance between the
two contacts and lGB is the effective length of the conductive segment. We calculated an
effective length of the conductive channel,

Σi Gi Li
,
Σi Gi

total length of the GB.
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to be about 30 nm which is 1.2% of the

6.4

Conclusions

Due to the zigzag nature of extended GBs, there are GB segments which divide the
relative crystallographic angles between two grains symmetrically, which makes these segments highly conductive. The presence of these conductive segments destroys the correlation between the resistivity and misorientation angles which was reported in previous
theoretical studies on straight-line GBs. The resistivity of non-straight GBs are found to
be independent of misorientation angles and lie in an universal range of 102 to 104 Ω µm.
It bridges the discrepancy found in experiments and previous theoretical reports. Since the
probability of finding conductive segments is higher when ∆ is large, we found that the
resistivity is inversely proportional to the effective slope (∆/Lcorr ) of the GB. As a result,
extended GBs with large roughness and small correlation length exhibit the least resistivity.
The steady-state voltage profile of a graphene sample with extended GB clearly shows that
the current bends in the grains to flow through the few conductive segments which gives
rise to a spreading resistance. We found that the spreading resistance scales with the grain

q
L
” term, which qualitatively
resistance—the scaling factor is proportional to a ”ln
2lGB
resembles to the solution for current emanating from a cylindrical source in 3D. Beyond
improving our understanding on electrical transport across graphene GBs, this study will
be crucial for designing future nanoelectronic circuits.
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CHAPTER 7
APPENDIX

7.1

First-Principles Phonon Dispersion Calculation of Monolayer WSe2

The full phonon dispersion of monolayer WSe2 is calculated with the PHonon code
as distributed with the Quantum-Espresso package [97]. The unit cell structure is first relaxed using the Broyden-Fletcher-Goldfarb-Shanno algorithm [257, 258] until the forces
acting on each atom are less than 2.6 × 10−5 eV/Å. The equilibrium lattice parameters in order of lattice constant a, Se-Se distance z, and W-Se distance r of the energetically
relaxed structure are a=3.321 Å, z=3.348 Å, and r=2.545 Å. To ensure that interplanar van
der Waals interactions between adjacent trilayer planes are neglected, a separation distance
of about 10 Åis imposed along the z-direction. In the relaxation calculation and the selfconsistent field total energy calculation, we use a plane wave kinetic energy cutoff of 100
Ry, a shifted Monkhorst-Pack grid scheme of 16×16×1, and a convergence threshold for
self-consistency of 10−14 . A GGA functional with Perdew-Burke-Ernzenhof parameterization and Vanderbilt type ultrasoft pseudopotential [259] is used for both W and Se. In
calculating interatomic force constants from Density Functional Perturbation Theory [260],
a 8×16×1 q-mesh is used with a convergence threshold of 10−14 . After the phonon calculation, the dynamical matrices are inverse Fourier Transformed to obtain the interatomic
force constant matrices (IFCs) in real space. Finally, we sample the 1st brillouin zone for
phonon frequencies using a dense grid of 25,208 q-points. Using this dense grid we then
calculate the pDOS including homogeneous collision broadening through internal mechP
χ
,
anisms Γj,int , with a Lorentzian broadening function DW Se2 (ω) = q~,b π[χ2 +[E−~ω(~
q ,b)]2 ]
where χ is an energetic smearing term equal to Γj,int [ωb (~q)], E is a discretized energy space
86

spanning [0,100] meV, and ωb is the phonon dispersion per branch b. The resulting phonon
dispersion, pDOS, and equilibrium structure are shown in Figure 7.1.

Figure 7.1: (a)The full phonon dispersion (left) and pDOS (right) for monolayer WSe2
as calculated from first-principles DFPT. An energetic smearing of 0.3 meV is used in
calculating the pDOS. (b) Schematics of the unit cell structure of monolayer WSe2 marking
lattice constant a, chalcogen-to-chalcogen (Se-Se) distance z, W-Se distance r, and vacuum
spacing c

7.2

Multilayer Thermal Boundary Conductance Model (Theory)

Phonon transport across a 2D-3D van der Waals (vdW) interface is carried by out-ofplane flexural (ZA) branch phonons, which are interacting with the substrate through the
vdW bond and hopping across the interface [43]. The rate at which ZA phonons hop across
the interface is given by a substrate scattering rate Γsub [261]. When a ZA phonon hops
across the 2D-3D interface it depopulates the population of ZA phonons in the monolayer,
which can then only be replenished by internal scattering mechanisms Γint . Therefore, the
picture of thermal boundary conductance between a vdW (2D) material and its substrate
involves both an external (or Kapitza) resistance [43, 262] determined by the rate at which
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ZA phonons transfer into the substrate Γsub and an internal resistance [262, 263] determined by the rate at which ZA phonons are replenished by Γint . The thermal boundary
conductance can then be written as a sum of series conductances resulting in
Z
G=

~ωDW Se2 (ω)

dN0 (T ) Γsub (ω)Γint (ω)
dω
dT Γsub (ω) + Γint (ω)

(7.1)

In the above, the first three terms of the integrand are the modal heat capacity CW Se2 (ω) =
~ωDW Se2 (ω)(dN0 (T ))/dT , where N0 is the Bose-Einstein distribution function N0 (T ) =
[exp(~ω/(kB T )) − 1]−1 . The last term in the integrand represents the summation of two
series resistances that are determined by their respective scattering rates Γint and Γsub , and
−1
−1
can be written more compactly as [Γ−1
sub (ω) + Γint (ω)] . We can then write the spectral
−1
−1
conductance as G(ω) = CW Se2 (Ω)[Γ−1
sub (ω) + Γint (ω)] . Therefore, the effective thermal

boundary conductance is determined by the slowest scattering rate, Γint or Γsub .
The rate at which ZA phonons transfer from a (single) monolayer to substrate, termed
by the substrate scattering rate Γsub , is given by [264]:

Γsub (ω) =

π Dsub (ω) Ka2
2 MM L Msub ω 2

(7.2)

In the above, DM L (ω) is the substrate phonon Density of States (pDOS), Ka is the van der
Waals spring coupling constant, ω is the phonon frequency, MM L is the mass of the atoms
of the monolayer in contact with the substrate, and Msub is the mass of the atoms at the
surface of the substrate. However, in this work we have few-layer WSe2 flake of thickness
H of about 7 nm. Taking the thickness of the trilayer (Se-W-Se) plus the thickness of the
vdW gap between adjacent planes to be about 6.45 Å[265], we have 11 layers of WSe2 .
We can treat this few-layer WSe2 as an N-layer monolayer and extend the above following
formulations by Ong [266] for multilayer thermal boundary resistance. The resulting sub-
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strate scattering rate for phonon transport between a few-layer vdW (stacked 2D) system
to a (3D) substrate can be written as,

L
ΓFj,sub
(ω)


−2
((j − 1)MW Se2 )
MSe Dsub (ω)
π MSe
+
=
2 Ksub
Kz
Msub ω 2

(7.3)

where Ksub is the vdW spring coupling constant between the bottom-most monolayer and
the substrate, Kz is the interlayer spring coupling constant [267], MSe is the mass of the
chalcogen atom selenium, MW Se2 is the unit cell mass of WSe2 , and j represents the j-th
layer in the few-layer stack. While Ksub is taken as an input parameter, Kz (per unit area) is
reported to be 8.63× 1019 N m−3 in WSe2 [267]. This value is then multiplied by the unit
cell area of WSe2 to obtain the interplanar spring coupling constant Kz =8.24 N m−1 which
is the value of Kz used in all our calculations.
The rate at which ZA phonons are repopulated by internal mechanisms Γint is determined by the summation of three-phonon anharmonic processes Γanh [268], phononboundary scattering [178] Γbound , and, when encapsulated, phonon interactions with an
encapsulating layer Γj,enc —precisely, Γj,int = Γanh + Γbound + Γj,enc . Three-phonon anharmonic scattering is taken as the summation of Normal (non-resistive) and Umklapp
(resistive) scattering mechanisms Γanh (ω) = ΓN (ω) + ΓU (ω), where

ΓN (ω) =

γ 2 (SM X hM X )α
β
mM X vac

ω aN T exp(−ΘD /3T ),

~γ 2
ΓU (ω) =
ω 2 T exp(−ΘD /3T ).
2
mM X vac ΘD

(7.4)

(7.5)

In either ΓN or ΓU , γ is the Gruneisen parameter, SM X is the unit cell surface area, hM X
is the interlayer spacing, mM X is the atomic mass, vac is the acoustic sound velocity of the
monolayer, ΘD is the Debye Temperature, and T is temperature. The α, β, and aN terms in
ΓN correspond to fitted empirical constants. For phonon-boundary scattering we assume a
purely diffuse scattering model in which Γbound (ω) = vg /H, where H is the thickness of
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the few-layer vdW structure. We can use a purely diffuse model because both the substrate
and encapsulating layer are amorphous. It has been shown that, regardless of boundary
roughness, phonon collisions at a boundary with an amorphous material results in mainly
diffusive scattering [269].
Phonon interactions rate with an encapsulating layer in a few-layer vdW structure can
L
(ω) as
be written similarly to ΓFj,sub

L
(ω)
ΓFj,sub


−2


π MSe
((N L − j)MW Se2 )
MSe (Denc (ω)) (DW Se2 (ω))
=
+
+
,
2 Kenc
Kz
ω2
Menc
MSe
(7.6)

where NL represents the total number of vdW layers, Menc is the mass of the surface
atoms of the superstrate, Kenc is the spring coupling constant between the topmost WSe2
layer and the encapsulating layer, and Denc (ω) is the pDOS of the encapsulating layer. For
simplicity, we assume here that the spring coupling constant between the topmost layer
and the encapsulating layer Kenc is equal to that between the bottommost layer and the
substrate Ksub . Lastly, the thermal boundary conductance contribution from each layer j in
the multilayer (or few-layer) stack is then calculated, analogously to a single layer, from
Z
Gj (T ) =

~ωDW Se2 (ω)

dN0 (T ) Γj,sub (ω)Γj,int (ω)
dω.
dT Γj,sub (ω) + Γj,int (ω)

(7.7)

Each layer is coupled to the substrate acting as a system of parallel resistive elements.
Since Raman thermometry measures a single average temperature based on the total heat
dissipation, we consider a uniform temperature across the multilayer stack to compute
an effective conductance. Thus, the total conductance (TBC) of this network of parallel resistors can then be obtained by summing over the conductance of each layer from
P
TBC= j Gj (T ). The thermal boundary resistance per layer (TBRj ) values correspond
precisely to TBRj =G−1
j at room-temperature.
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7.3

Integrals for phonon-electron rates

7.3.1

Acoustic phonon-electron rate integrals

7.3.1.1

First integral


Enk − EF
δ[kn1 − kn0 ]dkn1 dkn2
[exp −
I1 =
k
T
B
k
k


Z n1 Z n2
EF
~2
2
=
exp
exp(− ?
(k 2 + kn2
))δ[kn1 − kn0 ]dkn1 dkn2
kB T
2m kB T n1
kn1 kn2

Z




Z
2
2
EF
~2 kn1
~2 kn2
0
= exp
exp − ?
δ[kn1 − kn ]dkn1
exp − ?
dkn2 .
kB T
2m kB T
2m kB T
kn1
kn2
Z



Z

The integral with respect to dkn2 is a Gaussian integral of zeroth order which yields
q

2πm? kB T
.
~2

Using the integral property of Dirac-delta function, we evaluate the integral

with respect to dkn2 . Thus, I1 simplifies to

r
~2 kn02
2πm? kB T
I1 = exp
exp − ?
2m kB T
~2

r


EF
2πm? kB T
~2 q 2
m? vs2
~vs q
= exp
exp − ?
−
−
.
kB T
~2
8m kB T
2kB T
2kB T


7.3.1.2

EF
kB T



(7.8)

Second integral



Enk+q − EF
δ[kn1 − kn0 ]dkn1 dkn2
I2 =
[exp −
k
T
B
k
k




Z n1 Z n2
EF
~2
2
2
=
exp
exp − ?
(k + q + kn · q) δ[kn1 − kn0 ]dkn1 dkn2
kB T
2m kB T n
kn1 kn2
r


Z





2
~2 q 2
~2 kn1
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2πm? kB T
EF
=
exp
exp − ?
exp − ?
exp − ?
~2
kB T
2m kB T
2m kB T
2m kB T
kn1
Z

Z

δ[kn1 − kn0 ]dkn1 .
r




EF
2πm? kB T
~2 q 2
m? vs2
~vs q
~2 q 2
I2 = exp
exp − ?
−
−
exp − ?
×
kB T
~2
8m kB T
2kB T
2kB T
2m kB T





~2 q 2
~2 q
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exp − ?
exp − ?
− −
.
2m kB T
m kB T
2
~


(7.9)
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By combining Eqn. 7.8 and Eqn. 7.9, we can write the transition rates as


1
m? Da2 q X
EF
exp
ep = −
τqν
4π~2 ρωqν n
kB T



~vs q
1 − exp
.
kB T

r



2πm? kB T
m? vs2
~vs q
~2 q 2
−
−
×
exp − ?
~2
8m kB T
2kB T
2kB T








1
m? 3/2 Da2 (kB T )1/2 X
EF
~2 q 2
m? vs2
~vs q
~vs q
exp
exp − ?
−
−
exp
−1 .
ep =
τqν
(2π)1/2 2~3 ρvs
k
T
8m
k
T
2k
T
2k
T
k
T
B
B
B
B
B
n
(7.10)

7.3.2

Phonon-electron rate for optical phonons

Following the same procedure as the acoustic case, we can write the rate of optical
phonon-electron transition as
m? Do2
1
ep = −
τqν
4π~2 ρωo q

q m? ωo
d k(fnk − fnk+q )δ kn cosθ + +
2
~q
k

Z



2


.

(7.11)

We can again split this integral into two integrals, and solve them separately.

7.3.2.1

First integral

The first integral is the same as the first integral in acoustic case (Eqn. 7.8) with vs q
replaced by ωo .

I1 = exp

7.3.2.2

EF
kB T

r



2πm? kB T
~2 q 2
m? ωo2
~ωo
exp − ?
−
−
.
~2
8m kB T
2kB T q 2 2kB T

(7.12)

Second integral

The second integral also takes a similar form as in the acoustic case in Eqn.3.11 except
vs q replaced by ωo .

I1 = exp

EF
kB T

r





2πm? kB T
~2 q 2
m? ωo2
~ωo
~ωo
exp − ?
−
−
exp
.
~2
8m kB T
2kB T q 2 2kB T
kB T
(7.13)
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By combining Eqn. 7.12 and Eqn. 7.13 along with the prefactor in Eqn. 7.11, we can
write the optical phonon-electron scattering rate as—
1
m? 3/2 Do2 (kB T )1/2
=
exp
ep
τqν
(2π)1/2 2~3 ρωo q



EF
kB T



~2 q 2
m? ωo2
~ωo
exp − ?
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−
8m kB T
2kB T q 2 2kB T






~ωo
exp
−1 .
kB T
(7.14)

In the limit of q → 0, this gets further simplified
1
m? 3/2 Do2 (kB T )1/2
exp
=
ep
τqν
(2π)1/2 2~3 ρωo q
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to be x, we can write
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We again combine few terms in the expression for optical phonon-electron transition rate
to express it in terms of 2D carrier density

1
ep =
τqν

7.4
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kB T

1/2
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m? ωo2
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1
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.
ρωo
2kB T q 2
~q
2kB T

(7.15)

Density Functional Theory calculations of the electronic bandstructure of Graphene and MoS2

For graphene, we used a scalar relativistic, norm-conserving pseudopotential (NCPP)
which implements a direct-fit Von Barth-Car method with a Perdew-Zunger local density
approximation (LDA) exchange-correlation functional [270]. For MoS2 , we used a nonrelativistic NCPP for Mo and a scalar relativistic NCPP for S. Both potentials employed
a Martins-Troullier method with a Perdew-Wang LDA exchange correlation [271]. The
lattice constants are a = 2.459 Å for graphene and a = 3.125 Å, z = 3.11 Å for MoS2 ,
where z is the distance between chalcogen atoms. To ensure that interplanar interactions
93

are neglected, the repeating images of the monolayers are seperated by a 20 Å vacuum. The
cutoff energy for plane waves was 120 Ry for graphene and 140 Ry for MoS2 . We used
a convergence threshold of 10−15 on a Monkhorst-Pack grid sizes of 8×8×1 for graphene
and 6×6×4 for MoS2 for the initial total energy calculation and then performed a bandstructure calculation on a dense grid of 25,208 k-points (wavevectors) with a convergence
threshold of 10−12 . We used the central difference method to obtain the electron velocities
per band which, in turn, are subsequently used in calculating the electronic density of states
(DOS) and other transport properties including interfacial transmission and resistance of
the interface.

7.5

Ballistic resistance of graphene-graphene interface

We derive an analytical expression for the ballistic resistance across graphene GBs and
compare it with the numerically computed values of ballistic resistance at different carrier concentrations. We define ballistic resistance as the resistance between two perfectlymatched grains, that is when misorientation angle (ΘM ) is 0◦ . In the diffusive limit (Ohmic
regime) when the dimension of the conductor is large compared to the carrier mean free
path, the conductance varies inversely with length. One would expect the conductance to
become infinite when the conductor length tends to zero. However, it has been experimentally found in both metals and semiconductors [272] that the measured conductance
converge to a finite value called ballistic conductance. The regime where we see this limiting behavior is called ballistic regime. In this regime, characterized by an absence of
scattering, the conductor has no resistance–the ballistic resistance is not the resistance of
the conductor but the contact resistance [227].
With a careful treatment of the voltage across the GB, as done in a 4-probe measurement
and analogous to the corrections made to the temperature gradient for phonon transmission
[225], one could remove the ballistic contact resistance and show that the resistance across
an idealized perfectly-matched GB is zero. In our calculations, the GB resistance at any
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given mismatch angle includes the ballistic resistance, which varies with the carrier concentration. So, while comparing the 4-probe experimental measurements of GB resistance
for a given mismatch angle with our results, as shown in Figure 5.7, we subtract the ballistic
resistance from the calculated GB resistance.
The ballistic conductance for 1D conductor is given by the expression Gball,1D = 2e2 /h,
where e is the charge of the carrier and h is Planck’s constant. A 2D conductor of width W
could be thought of as a number of parallel 1D conductors, and thus, the conductance of
the 2D conductor is the sum of the conductances of all the 1D conductors. The number of
such 1D conductors that would be equivalent to the 2D conductor of width W is called 2D
channel number, M2D . Using the expression of ballistic conductance for 1D conductor, we
write the ballistic conductance for a 2D conductor as

Gball,2D = Gball,1D × M2D (EF )

(7.16)

The channel number at any energy (E) for a given width of the ribbon is calculated as [100]
h
M (E) = W <vx (E)>D2D (E)
4

(7.17)

where <vx (E)> is calculated by 2D averaging of velocity of all the modes, <vx (E)> =
2
v .
π F

vF is the Fermi velocity (≈ 106 ms−1 ), which is computed from the slope of the

bandstructure (E-k relationship) around Dirac point. D2D (E) is the 2D density of states.
The dispersion of graphene around the Dirac point is approximated by the relation
E(~k) = ~vF | ~k |, where ~ is the reduced Planck’s constant. The general expression for
calculating 2D density of states is
D2D (~k) =

1 2π | ~k |
gs gv
(2π)2 ∇k E(~k)

(7.18)

where gs and gv are constants related to the spin of electron and valley degeneracy respectively. For graphene gv =2 and gs =2 for electrons. ∇k E(~k) is the gradient of energy
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dispersion with respect to the wavevector and around the Dirac point it can be approximated
by ~vF . Thus for graphene,
D2D (E) =

2
|E|
π~2 vF2

(7.19)

In general, 2D carrier concentration is given as
Z
n2D (EF ) =

∞

f0 (E)D2D (E)dE

(7.20)

0

F
)]−1 .
where f0 (E) is the equilibrium Fermi-Dirac distribution function, f0 (E) = [1+exp( E−E
KB T

As graphene is degenerate, so Eqn. 7.20 can be approximated by
Z
n2D (EF ) =

EF

EF

Z
D2D (E)dE =

0

0

2
EF2
EdE
=
π~2 vF2
π~2 vF2

(7.21)

Using the expressions for density of states and 2D-averaged velocity, channel number in
Eqn. 7.17 for graphene can be written as

M2D (EF ) =

2 EF
W
π ~vF

(7.22)

Replacing the expression for channel number obtained from Eqn. 7.22 in Eqn. 7.16, we
can calculate ballistic conductance in graphene as
8q 2
Gball,2D
= 2 EF
W
~ vF

(7.23)

From Eqn. 7.21 and Eqn. 7.23, ballistic conductance in graphene can be expressed in terms
of carrier concentration as
Gball,2D
4q 2
=
W
h

r

n2D
π

(7.24)

Thus the ballistic resistance Rball in graphene, which is the reciprocal of Gball,2D , is inversely proportional to the square root of carrier concentration. On using the values of the
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constants in Eqn. 7.24 and intrinsic carrier concentration of 8 × 1010 cm−2 , the analytical
value of Rball in graphene is about 405 Ω µm.
We compare these analytically calculated values of ballistic resistance for different carrier concentrations with our numerically calculated values as shown in Figure 7.2(b). At
intrinsic carrier concentration (n0 = 8 × 1010 cm−2 ), the numerically calculated ballistic resistance is 424 Ω µm, which compares quite well with the analytical value of 405
Ω µm. In Figure 7.2(a) we can see that transmission coefficient Γ(E) is 1 for the entire
energy range, showing perfect transmission for 0◦ mismatch (perfectly-matched grains).
The curve encompassing the blue area in the figure is the Fermi window function, which
is defined as the derivative of Fermi-Dirac distribution function with respect to energy, for
intrinsic carrier concentration that is when the Fermi level EF is around the Dirac point
and the electron concentration is equal to the hole concentration. Eqn. 5.4 shows that the
grain boundary resistance is a function of transmission coefficient, Fermi window function, velocity (proportional to Fermi velocity in graphene, which is a constant) and density
of states. When the carrier (electron) concentration increases the Fermi level goes inside
the conduction band and as a result Fermi window function, which is symmetric about the
Fermi level, also shifts accordingly as shown in Figure 7.2(a). The integral of the product of
Fermi window, transmission coefficient and velocity with respect to the energy is the same
for all carrier concentrations but it is due to the 2D density of states, which is independent
of the Fermi level, in the integral of grain boundary resistance that causes the difference in
RGB when plotted against carrier concentration as shown in Figure 7.2(b).
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Figure 7.2: (a) shows perfect transmission for 0◦ mismatch angle between two graphene
grains. The curves outlining the area in different colors represent the Fermi window function (−df /dE), which is symmetric about EF , for different carrier concentrations. (b)
shows comparison between numerically and analytically calculated values of GB resistance (RGB ) with carrier concentration. RGB is inversely proportional to the square root of
the carrier concentration.
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