In the field of noise identification with microphone arrays, conventional delay-and-sum (DAS) beamforming is the most popular signal processing technique. However, acoustic imaging results that are generated by DAS beamforming are easily influenced by background noise, particularly for in situ wind tunnel tests. Even when arithmetic averaging is used to statistically remove the interference from the background noise, the results are far from perfect because the interference from the coherent background noise is still present. In addition, DAS beamforming based on arithmetic averaging fails to deliver real-time computational capability. An observer-based approach is introduced in this paper. This so-called observer-based beamforming method has a recursive form similar to the state observer in classical control theory, thus holds a real-time computational capability. In addition, coherent background noise can be gradually rejected in iterations. Theoretical derivations of the observerbased beamforming algorithm are carefully developed in this paper. Two numerical simulations demonstrate the good coherent background noise rejection and real-time computational capability of the observer-based beamforming, which therefore can be regarded as an attractive algorithm for acoustic array signal processing.
I. INTRODUCTION
Phased microphone arrays 1-3 are frequently used for sound source identifications, especially in low noise vehicle design. Various beamforming algorithms for phased microphone array signal processing, such as conventional beamforming, 4 robust adaptive beamforming, 5 CLEAN, 6 and deconvolution approach for the mapping of acoustic sources 7 (DAMAS) have been proposed in recent decades. The conventional beamforming method with delay-and-sum (DAS) approach is still the most popular processing technique especially when in situ signal processing of experimental results is required.
It is well known that acoustic images generated by conventional beamforming of DAS are of low resolution. The image resolution can be improved to a certain degree by increasing array diameters, which is, however, subjected to the size of test facility. 8 On the other hand, advanced signal processing algorithms, such as deconvolution methods, can be applied to post-process the DAS beamforming output for a better resolution.
For statistical confidence, a large amount of experimental data has to be averaged in DAS beamforming to filter out the interference from wind tunnel background noise. It is easy to see that this statistical operation prevents real-time array signal processing. In addition, the performance of background noise rejection is deteriorated for cases with spatial coherent background noise.
In an effort to address the above issues an observerbased algorithm is proposed in this work, where the array signal processing has been treated as a filtering problem that is similar to the so-called observer in classical control. [9] [10] [11] The idea of the observer-based method has been proposed in previous works. 12, 13 In this work a detailed theoretical derivation is developed and the performance of the new method is carefully evaluated through conducting a couple of numerical tests. The performance of the new observer-based algorithm is compared with that of the conventional DAS beamforming method in terms of coherent background noise rejection and real-time capability. The computational costs of DAS, observer-based beamforming, and DAMAS beamformings are also discussed. It can be seen that the proposed observer-based beamforming method is particularly suitable for on-site real-time data processing and, therefore, could be an attractive alternative to conventional beamforming methods. DAMAS or similar deconvolution methods can still be considered and applied off-line afterwards to improve the acoustic resolution.
The paper is organized as follows. In Sec. II a brief description of a classical DAS beamformer is presented along with its limitations for wind tunnel tests. To address the aforementioned issues, the state observer in control theory and the proposed observer-based beamforming algorithm are introduced in Sec. III. Numerical simulations demonstrating the real-time performance and the complete removal of spatial coherent background noise are presented a) Author to whom correspondence should be addressed. Electronic mail:
huangxun@pku.edu.cn and discussed in Sec. IV. Finally, Sec. V summarizes the present work.
II. DAS BEAMFORMING IN WIND TUNNEL
For convenience of readers, fundamentals of acoustic array processing for wind tunnel tests are briefly introduced in this section. Traditional notations of classical control are used whenever possible and thus the difference in notations between DAS beamforming and observer-based beamforming is kept minimal.
In free space a sound wave front forms a spherical shape. The measurements of an array with N omnidirectional microphones for a monopole sound source in the frequency domain can be expressed as follows:
where x represents the angular frequency, C is the speed of sound, r 2 < NÂ1 ð Þare the distances from the sound source S 2C ð Þ to microphones, Y S ð2 C N Þ are all microphones' readings of S, and s 2 < NÂ1 ð Þ are the sound propagation time from the sound source to respective microphones. Equation (1) can be written in a simple form, which is Y S ¼ GS, where
Àjxs and the notation of (jx) is omitted for brevity. Conventional DAS beamforming approximates the solution of S given array measurements, that is,
where w is an optimal weighting vector that can be obtained using a pseudoinverse over Eq. (1), and the asterisk denotes complex conjugate transpose. The covariance matrix of the array output is defined as
where R Y S ¼ hY S Y Ã S i, the symbol of h i denotes statistical averaging. In practical cases the covariance matrix R Y S can be approximated by
where Y S k j is the kth block measurements in the frequency domain, K is the total number of sampling blocks, which should be large enough (e.g., an empirical choice is 100) for accurate statistics.
DAS beamforming based on the covariance matrix [Eq. (3)], instead of Eq. (2), is able to reject background noise interference from wind tunnel when a measurement Y S free from the "pollution" of background noise Y B is unavailable. More specifically, Y BS and Y B can be measured in wind tunnel tests with and without a sound source (in other words, a test model), respectively. We can have 
As a result, acoustic images can be generated in a recursive manner that can be calculated in real-time, though, the total computational time for K blocks is still similar to that of Eqs. (3), (4) . However, a numerical case in Sec. IV demonstrates a limited applicability of the moving average approach for practical cases.
III. OBSERVER-BASED BEAMFORMING
A new beamforming algorithm has been developed in our group to address the above mentioned issues of DAS beamforming. 12, 13 The so-called observer-based algorithm can be recursively applied over sampling blocks and hence holds real-time computational capability. Moreover, the method can reject coherent background noise. Therefore, the observerbased algorithm can be regarded as a promising beamforming method for in situ wind tunnel tests. The details of the new algorithm are presented in the following sections.
The idea of observer-based algorithm originated in linear control theory and has been recently developed for aeroacoustic array tests. 12, 13 Control theory asserts that any state of a linear dynamic system could be estimated using a carefully designed observer, given the measurements of the input and output, and the linear system should be observable. 14 Therefore, it is possible to construct an observer to identify sound sources (i.e., system states) by array measurements (i.e., system outputs).
The classical observer theory is briefly introduced below for the completeness of this paper. A linear time-invariant system is described by _ xðtÞ ¼ AxðtÞ þ BuðtÞ; yðtÞ ¼ CxðtÞ;
where x(t), y(t), and u(t) are the state, output and input of the system, respectively. The state matrix A, input matrix B, and output matrix C are time-invariant. The observability of this system is studied by forming the observability matrix:
where n is the dimension of the matrix A. If the observability matrix Q o satisfies rank(Q o ) ¼ n, the system is observable. A classical state observer 15 can thereafter be designed as follows:
_ xðtÞ ¼ Ax þ BuðtÞ þ LðyðtÞ ÀŷðtÞÞ; yðtÞ À CxðtÞ; (9) wherex denotes the estimation of x and L is observer gain, which should be designed to ensure that all the eigenvalues of the matrix (A À LC) have negative real parts. As a result, the estimation error of the observer converges to zero. 14 This design problem is similar to the typical pole-assignment problem that already has a solution in control theory, 14 thus proper values of L can be easily calculated using computational tools like MATLAB (using the place function). The observer gain L can be calculated off-line and remains constant during the whole observing process for a linear time-invariant system. It is worthwhile to mention that in the case of a noisy environment, a Kalman filter 14, 16 should be the best candidate, which is a statistical version of state estimator and has been applied to acoustic array applications. 17 The Kalman gain 16 is no longer a constant and should be updated at each iteration.
The classical state observer is in the time domain. However, most of the aeroacoustic imaging was conducted in the frequency domain. 4, 6, 7 The proposed observer-based beamforming algorithm is thus formulated in the frequency domain. A discrete-time linear system is formed
where X jx ð Þj k ð2 C M Þ denotes the kth block of sound pressure results of M sound sources in the frequency domain, and Y jx ð Þj k ð2 C N Þ is the array measurement of X(jx). For a stationary signal process, which is generally the case for most wind tunnel tests, A is an identity matrix. It is interesting to note that Eq. (10) has a form similar to a linear timeinvariant system in control. The observability matrix is
where the dimension of G is N À M. It is easy to see that rank(O) min(N, M), while rank(A) ¼ M. If the number of signal of interest (M) is less than the number of microphones (N) in an array, the observability can be ensured. Given that it is possible to construct an observer to approximate the state X(jx).
A simple case with a signal sound source X is considered first. Equation (10) is simplified to
where the dimension of G in Eq. (12) is N Â 1, and the notation of (jx) is omitted for brevity. It is easy to confirm that the observability is still maintained. An observer can be constructed in the form of
The hat denotes the estimation of the state X and the measurement Y using the observer. The estimation error between X andX is
The error e k converges to zero when k ! 1 as long as the eigenvalues of the matrix (A À LG) are within a unit circle.
14 It is worthwhile to emphasize again that state observer in control theory is formulated in the time domain, while the observer-based beamforming method proposed here operates in the frequency domain. For practical wind tunnel tests the linear system has the form as below to considerably include background noise interference
where the subscript of B denotes experimental results without the presence of a model (S). In other words, the array only measures test facility background noise for this case.
On the other hand, the subscript of BS denotes experiments with the presence of a test model. The symbol of / is used for the background noise phase difference between two experiments. The corresponding state observer iŝ
It should be emphasized that the background noise is regarded as a "state" of the system and is also estimated during the observer iterations. As process errors of the model are unknown, the observer is adopted instead of the statistical Kalman filter, which also deteriorates the real-time capability for a time-varying Kalman gain The phase difference / in Eqs. (15), (16) is implicitly assumed a constant and its value is known. Otherwise, Eq. (15) is nonlinear, for which case a nonlinear observer has been proposed to specifically approximate /.
12 It iŝ
where m is an empirically chosen constant which has an impact on the convergence of the observer, and H ¼ @Y=@/. Now the above procedure can be generalized for a case with multiple sound sources
where
The proposed observer iŝ
The estimation error of the above observer is
and I is an identity matrix. Suitable values for observer gain L and m can be chosen to ensure the eigenvalues of the matrix M are within a unit circle and j1 À mH*Hj < 1, given that ej k asymptotically approaches zero. Proper values of m and L can be quickly calculated with a MATLAB code.
In summary, the observer-based algorithm can be conducted as follows.
Step 1: Calculate the propagation matrix G according to the microphone layout and sound sources, and prepare the appropriate observer gain L based on G. Then use Eq. (17) to update the estimation of/. In this step, the value of H*H should be calculated first to determine a proper value for m.
Step 6: Repeat step 5 until convergence of/.
Step 7: Repeat steps 4-6 for every gridpoint in the observed plane to generate an acoustic image. 
IV. NUMERICAL VALIDATION A. Coherent background noise rejection
One of the main benefits of the proposed algorithm is its capability of identifying coherent sound sources. A numerical test is designed here to demonstrate this feature. Figure 1 shows the experimental setup, where two coherent sound sources have the analytical expression of 0:01e j2pft , f ¼ 3 kHz. The coherent sound sources located at (À0.1,0.1) m and (0.1,À0.1) m, respectively, collectively produce the Y BS at the microphone array. The distance between two sources is comparable to their wavelength. The left top one is presumably regarded as the sound source of interest, while the right bottom one is considered as background noise. In addition, it is assumed that Y S is unavailable while Y B of the coherent background noise can be separately measured, which is similar to the scenario of wind tunnel tests.
The phase difference / between two coherent sound sources can be modified to study the algorithm. In this case / is set to 0 rad and any value can be chosen for the initial guess of/, which is 2 rad for the case. The virtual array has 56 microphones forming a multi-arm spiral line (as shown in Fig. 1 ). 8 The origin of the array is aligned with the center of two coherent sound sources. The normal distance between the array origin and center is 0.7 m. The analytical solution of wave equation is numerically sampled at each virtual microphone. The sampling rate f s is 40 kHz. The samples are packed in blocks. Each block has B s samples, which is chosen for 2 n (e.g., 4096) for the efficiency of fast Fourier transform. Both DAS beamforming and observer-based beamforming are applied to the simulated dataset from the virtual array. Figure 2(a) shows an acoustic image of DAS beamforming with the inclusion of the correlated background noise and signal of interest. Figure 2(b) is the result from DAS beamforming with removal of background noise, 12 where K ¼ 100 (100 sampling blocks are averaged to generate covariance matrix for background noise interference rejection). It is easy to see that DAS beamforming fails to completely reject interferences from the coherent background noise, as Eq. (5) is not exactly accurate for a case with interference from spatially coherent sound sources. Figure 3 shows the results using the observer-based algorithm at the 1st, 10th, 20th, and 100th sampling blocks, respectively. It can be seen that the effect of the coherent background noise is gradually diminished and almost completely removed at the 20th block. This numerical test demonstrates that the proposed observer-based algorithm is better suited for suppression of spatially correlated background noise than the conventional DAS beamforming. The reason is that a simple statistical averaging is not suitable for the complete rejection of spatial coherence. Figure 4 shows the profiles of the acoustic images across the dashed line in Fig. 3(a) , where y ¼ Àx, À0.4 x 0.4. The solid lines in Fig. 4 are observer-based beamforming results at the 20th and 100th block, respectively. The dashed lines in Fig. 4 are conventional DAS beam-forming results from Fig. 2(b) . It shows clearly that in DAS beamforming the main lobe of the sound of interest becomes asymmetrical due to background noise. In contrast, the observer-based beamforming can maintain a symmetrical shape of the main lobe. More importantly, compared to DAS beamforming, the observer-based beamforming can attenuate the side lobes by maximally 10 and 14 dB at 20th block and 100th block, respectively. Those side lobes are largely caused by coherent interference and, therefore, their magnitudes provide an accurate estimate of coherence rejection capability.
Next, it is interesting to see the effect of phase difference u. Figure 5 shows the results, where / [the solid line in Fig. 5(a) ] is presumably abruptly changed every 20 blocks. The dashed line in Fig. 5(a) shows the observer result with Eq. (17) . It can be seen that the observer quickly traces any changes of / within about 5 sampling blocks. Figure 5(b) shows the approximation error. It can be seen that large estimation error due to every phase change is rapidly diminished and approaches zero. A stationary error is however remained, in particular between the 40th block and the 60th block, where a large phase change (p=2 rad) occurs. The stationary estimation error could result from the nonlinear observer [Eq. (17)]. However, the present nonlinear observer is still adopted because the estimation error of / is less than 5 for almost all the cases in the simulation.
Comparisons with experiments have also been done for this work. The experimental setup is identical to that of the numerical one in Fig. 1. Figure 6 shows the results for different tones at frequency ranges between 2 and 6 kHz. The initial phase difference is set to p=2 rad. It can be seen that the algorithm quickly converges to a stationary error less than 5 . More details of experiments are omitted here for the attention of this paper is largely in numerical side. Fig. 3(a) . 
FIG. 4. The profiles across the dashed line shown in

B. Real-time capability
This numerical case is designed to demonstrate the realtime computational capability of the proposed observerbased beamforming algorithm. Figure 7 shows the setup. The signal of interest is a monopole that moves around a circle. The whole setup is representative for many practical applications, such as a fan noise application, where the rotating source simulates a blade-vortex interaction noise and central noise simulates the electric driver and gearbox noise. It is easy to see that both sound sources could be spatially coherent. The radius of the circle is 0.2 m and the rotational angular frequency is -rad=s. In this numerical simulation the sound source presumably moves one circle slowly in every 100 blocks, i.e., -¼ 2pf s =100B s . The amplitude of the central background noise is the same as that of the moving sound source, the frequency is 3 kHz. Other setup features, such as array layout and sampling rate, are identical to the previous simulation. Figure 8 shows an instantaneous acoustic image (in a single sampling block) for DAS beamformer without the removal of background noise. It is no surprise to see that the moving sound source measurements are heavily influenced by the background noise. The output can be improved through the application of covariance matrix, which has been done in DAS beamformer with a statistical operation over a large amount of samples. However, that is not the case for a moving sound source.
DAS beamformer with moving average approach [Eq. (6)] has been tried to address the issue. Figure 9 shows the instantaneous results of the 1st, 30th, 60th, and 100th blocks, respectively. The dashed line illustrates the moving path of the monopole. Figure 9 (a) shows that the background noise at the origin is suppressed by almost 8 dB at the very beginning. However, the amplitude of the sound source is incorrectly reduced thereafter [see Fig. 9(b)-9(d) ]. The energy of rotating sound source is evenly distributed along the trajectory. This unphysical behavior is the result of the arithmetic averaging for DAS beamformer.
In contrast, observer-based beamforming can satisfactorily address the issue. Figure 10 shows the instantaneous results by observer-based beamformer [Eq. (19)] at the same spots as those in Fig. 9 . The output of the first block is shown in Fig. 10(a) , which is still contaminated by the coherent background noise, for the initial guess of/ is inaccurate. The actual value of / is set to 0 rad, and the initial guess of / is however 2 rad as before. As we have already shown in the previous numerical case, the estimation error of / is reduced quickly in observer-based beamforming. As a result, the interference from the background noise is suppressed [see Figs. 10(b)-10(d) ]. And more importantly, the amplitude and profile shape of the moving sound source are much better resolved with observer-based beamforming than with simple averaging. As a result, a deconvolution method can be thereafter applied on the accurate images for a better resolution. Table I compares the computational time of DAS beamforming, DAS beamforming with moving average, and observer-based beamforming. The code for each algorithm has been developed in MATLAB and profiled on a laptop with Intel Core 2 Duo processor (P8400 @ 2.26 GHz) and 3 GB memory. The acoustic images include 14 461 (121 Â 121) gridpoints. The computational time for 1 block and whole 100 blocks are reported. For a single block, the required time for DAS beamformer and DAS beamformer with moving average are comparable. The observer-based beamformer is slower because it also has to approximate phase difference with Eq. (17) . For the whole 100 blocks, DAS beamformer performs less than 65 s, while observerbased beamformer needs twice of that time. However, DAS beamformer cannot be applied until the result from all blocks are available [see Eq. (4)]. A recursive variant with moving average [see Eq. (6)] slows down the computational speed by more than three times. In contrast, observer-based beamformer can not only be recursively applied for each block but is much faster than the DAS with moving average. Deconvolution has also been used to post-process results here for a better resolution. For the reader's information, the computational time for a DAMAS processing is about 306 s for the cases. It is also worthwhile to mention that a code written in C language can easily boost the computational performance, which will finally enables real-time computation in practical measurements.
V. SUMMARY
The details of recently proposed observer-based beamforming method are presented in this paper. Both theoretical background and algorithm have been described, and convergence performance has been discussed. Two numerical cases designed to demonstrate the promising capabilities of observer-based beamformer: rejection of spatial coherent background noises and real-time computation. The acoustic image results and computational data of an observer-based beamformer are compared to those of a conventional DAS beamformer. The two simulations suggest that the observer-based beamformer can dynamically trace both a signal of interest and reject coherent background noise in the meantime. In contrast, the correlation between the signal of interest and the background noise prevents the generation of a "clean" acoustic image when DAS beamforming is adopted. It is also worthwhile to mention that the convergence of the observer-based beamformer is not frequency dependent. Cases with different frequencies, such as 2 and 6 kHz, have been tested in this work and similar convergence speed has been achieved. No prior knowledge of the background noise is required; instead, the phase difference / of the background noise can be quickly determined as long as both signal of interest and background noise are stationary. The complete computational time of observer-based beamforming for a whole bunch of data is comparable to DAS beamforming. However, the proposed observer-based algorithm can be conducted recursively over each block and asymptotically achieve accurate solutions. This unique benefit has been clearly demonstrated here in the case with a moving sound source. Postprocessing deconvolution algorithms such as DAMAS can still be applied to the output of observer-based beamformer for an improved resolution.
