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Abstract
We give a capacity formula for the classical communication over a noisy quantum channel, when local operations
and global permutations allowed in the encoding and bipartite states preshared between the sender and the receiver.
The two endpoints of this formula are the Holevo capacity (without entanglement assistance) and the entanglement-
assisted capacity (with unlimited entanglement assistance). What’s more, we show that the capacity satisfies the
strong converse property and thus the formula serves as a sharp dividing line between achievable and unachievable
rates of communication. We prove that the difference between the assisted capacity and the Holevo capacity is
upper bounded by the discord of formation of the preshared state. As examples, we derive analytically the classical
capacity of various quantum channels of interests. Our result witnesses the power of random permutation in classical
communication, whenever entanglement assistance is available.
I. INTRODUCTION
AFUNDAMENTAL task in information theory is to characterize the capability of transmitting classical messageover a channel in the asymptotic limit. The Shannon’s noisy channel coding theorem [1]–[3] stated that the
capacity of a classical channel is representable as a single-letter quantity, capturing the amount of message that
can be transmitted. Quantum channels, however, do not have a single quantity characterizing their capacity for
classical information transmission. The Holevo-Schumacher-Westmoreland (HSW) theorem [4], [5] established that
the classical capacity of a quantum channel is given by the regularized Holevo information of the channel.
When entanglement comes to play, the classical communication over quantum channels becomes much more
profound. Unlike shared randomness cannot increase a classical channel’s capacity [1], shared entanglement will
generally increase the classical communication rate of a quantum channel. For example, the superdense coding [6]
reveals that two classical bits can be sent through a single use of a noiseless qubit channel, when assisted by a Bell
state. The Bennett-Shor-Smolin-Thapliyal (BSST) theorem [7], [8] established a single-letter formula quantifying
the capacity of a quantum channel for classical communication, under the assumption that unlimited entanglement
assistance is available.
On the other hand, less is known on the limited entanglement-assisted classical communication regime: if the
preshared entanglement between the sender and the receiver is limited, or even noisy, how can we make use of
this entanglement assistance and how much classical information can be transmitted? Shor [9] gave a trade-off
curve showing the classical capacity of a quantum channel as a function of the amount of available entanglement
preshared. The entanglement is measured in ebits. Furthermore, Zhu et al. [10] constructed a channel for which
the classical capacity is additive, but that with limited entanglement assistance can be superadditive. Zhuang et
al. [11] gave an additive capacity formula for the classical communication, with separable encoding by the sender
and limited resources supplied by the receiver’s preshared ancilla. Bäuml et al. [12] showed that for any entangled
state, one can always construct a quantum memory channel whose the feedback-assisted classical capacity can be
increased by using the state as assistance.
In this work we push forward the study of limited entanglement-assisted classical communication by deriving
a capacity formula for entangled state assisted classical communication over a noisy quantum channel, when the
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2encoding operations are restricted to local operations and global permutations and multiple copies of an entangled
state are preshared among the sender and the receiver in product form. The two endpoints of this formula are
the Holevo capacity - corresponding to the case without entanglement assistance - and the entanglement-assisted
capacity - corresponding to the case with unlimited entanglement assistance. Our result reveals that whenever
entanglement assistance is available, global permutation can enhance classical communication compared to the case
when only local encoding is allowed. What’s more, we show that the capacity satisfies the strong converse property
and thus the formula serves as a sharp dividing line between achievable and unachievable rates of communication.
We also quantitatively investigate the gap between the assisted capacity and the Holevo capacity, aiming to explore
the preshared state’s ability in enhancing classical communication. We prove that this gap is upper bounded by the
discord of formation of the preshared state.
Notation: For a finite-dimensional Hilbert space H, we denote by L (H) and P(H) the linear and positive
semidefinite operators on H. Quantum states are in the set D(H) := {ρ ∈ P(H)|Tr ρ = 1} and we also define
the set of subnormalized quantum states D≤(H) := {ρ ∈P(H)|0 < Tr ρ ≤ 1}. For two operators A,B ∈ L (H),
we write A ≥ B if and only if A − B ∈ P(H). The identity matrix is denoted as 1 and the maximally mixed
state is denoted as pi. Multipartite quantum systems are described by tensor product spaces. We use capital letters
to denote the different systems and subscripts to indicate on what subspace an operator acts. For example, if LAB
is an operator on HAB = HA ⊗HB , then LA = TrB LAB is defined as its marginal on system A. Systems with
the same letter are assumed to be isomorphic: A′ ∼= A. We call a state a classical-quantum state if it is of the
form ρXA =
∑
x pX(x)|x〉〈x|X ⊗ ρxA, where pX a probability distribution, {|x〉} an orthonormal basis of HX ,
and ρxA ∈ D(HA). A linear map N : L (HA) → L (HB) maps operators in system A to operators in system B.
NA→B is positive if NA→B(ρA) ∈ P(HB) whenever ρA ∈ P(HA). Let idA denote the identity map acting on
system A. NA→B is completely positive if the map idR⊗NA→B is positive for every reference system R. NA→B
is trace-preserving if Tr[NA→B(ρA)] = Tr ρA for all operator ρA ∈ L (HA). If NA→B is completely positive and
trace-preserving, we say that it is a quantum channel or quantum operation. A positive operator-valued measure
(POVM) is a set {Λm} of operators satisfying ∀m,Λm ≥ 0 and
∑
m Λm = 1.
Outline: The remainder of the paper is structured as follows. In Section II, we introduce several different
information of a quantum channel quantifying its ability in establishing correlation assisted by the preshared
entanglement. Properties and relations among these quantities are investigated and a discord-type upper bound is
derived. In Section III, we formally define the set of available encoding operations and the classical communication
task. Section IV is devoted to prove our main result – a capacity formula for the classical capacity defined in the
last section. In Section V we consider various quantum channels of interests and show that their classical capacities
have analytically expression. We conclude in Section VI with some open problems.
II. INFORMATION OF A QUANTUM CHANNEL
Let ρ ∈ D≤(H) and σ ∈P(H) such that the support of ρ is contained in the support of σ. The quantum relative
entropy is defined as. The quantum relative entropy is defined as
D (ρ‖σ) := Tr [ρ(log ρ− log σ)] , (1)
where logarithms are in base 2 throughout this paper. The quantum entropy of ρ is defined as H(ρ) := −Tr ρ log ρ.
Let ρAB ∈ D≤(HA ⊗ HB). The quantum mutual information and conditional entropy of ρAB are defined,
respectively, as
I (A:B)ρ := D (ρAB‖ρA ⊗ ρB) , (2)
H (A|B)ρ := −D (ρAB‖1A ⊗ ρB) . (3)
The quantum mutual information of ρAB is defined as
I (A:B)ρ := D (ρAB‖ρA ⊗ ρB) , (4)
while the conditional entropy of ρAB is defined as
H (A|B)ρ := −D (ρAB‖1A ⊗ ρB) . (5)
3Let NA→B be a quantum channel. The Holevo information of N is defined as
χ(N ) := max
σXB
I(X:B)σ, (6)
where the maximization is taken over all classical-quantum states of the form
σXB :=
∑
x
pX(x)|x〉〈x|X ⊗NA→B(ρxA), (7)
pX is a priori probability distribution over alphabet X and {ρxA} is a set of quantum states. The mutual information
of N is defined as
I(N ) := max
ρA
I(N|ρ), (8)
where the maximization is taken over all quantum states in system A and I(N|ρ) is the mutual information of N
w.r.t. (with respect to) the input state ρA:
I(NA→B|ρA) := I(A′:B)σ, (9)
σA′B = NA→B(ϕA′A), and ϕA′A is a purification of ρA.
The Holevo information and the mutual information represent two extremes of a quantum channel’s ability to
preserve correlations: the former characterizes the ability to preserve the correlation without entanglement assistance,
while the latter characterizes the ability to preserve the correlation with unlimited entanglement assistance. Motivated
by this observation, we are interested in the ability of a quantum channel to preserve correlation assisted by limited
entanglement. We define two information measures aiming to quantify this ability.
Definition 1 (Limited entanglement-assisted Holevo and mutual information of quantum channel) Let ρEAEB
be a preshared bipartite state among Alice and Bob and let NA→B be a quantum channel from Alice to Bob. The
ρEAEB -assisted Holevo information of N is defined as
χρEAEB (N ) := maxωXBEB I (X
:BEB)ω , (10)
while the ρEAEB -assisted mutual information of N is defined as
IρEAEB (N ) := maxωXBEB I (XEB
:B)ω , (11)
where both maximizations are taken over classical-quantum states of the form
ωXBEB :=
∑
x
pX(x)|x〉〈x|X ⊗NA→B ◦ ExEA→A (ρEAEB) , (12)
pX a priori probability distribution over alphabet X and {ExEA→A} a set of encoding channels.
Remark 2 Note that χρ(N ) was previously defined and studied in [13]. However, Iρ (N ) is a new quantity to the
best of our knowledge. This new definition is similar in the form to χρ(N ) but using different partition with respect
to which the mutual information is evaluated.
We can use the quantum relative entropy “distance” between density operators to give the above defined four
information theoretic quantities a geometric and unified view. As we will see, these min-max formulas turn out to
be extremely helpful. The proof is given in Appendix A.
Proposition 3 It holds that
χ(N ) = min
σB
max
ρA
D (NA→B(ρA)‖σB) , (13)
I(N ) = min
σB
max
ρA
D (NA→B(ϕAA′)‖σB ⊗ ϕA′) , (14)
χρ(N ) = min
σBEB
max
EEA→A
D (NA→B ◦ EEA→A(ρEAEB)‖σBEB) , (15)
Iρ(N ) = min
σB
max
EEA→A
D (NA→B ◦ EEA→A(ρEAEB)‖σB ⊗ ρEB) , (16)
4where ϕAA′ is a purification of ρA and EEA→A ranges over all quantum channels from EA to A.
The only difference between χρ(N ) and Iρ(N ) lies in with which two parties we measure the correlation – for
the former we measure the correlation w.r.t. system cut X:BEB , while for the latter we measure the correlation
w.r.t. system cut XEB:B. Interestingly enough, the new cut induces a larger correlation measure. To show this, we
need the following lemma, which is proved in Appendix B.
Lemma 4 For a state ωXBEB defined in (11), we have I(XEB:B)ω − I(X:BEB)ω = I(B:EB)ω.
By taking the maximum w.r.t. ωXBEB , Lemma 4 yields the following relation.
Proposition 5 It holds that χρ(N ) ≤ Iρ(N ). The equality holds if and only if the systems EB and B are independent
under the optimal distribution pX .
The BSST theorem [7], [8] emphasized that I(N ) characterizes the channel N ’s ultimate ability to establish
correlation, when unlimited entanglement is available. We want to know if it is possible for Iρ(N ) to reach I(N )
when ρ is sufficiently entangled. We obtain the following relation between Iρ(N ) and I(N ). Especially, we give a
necessary and sufficient condition under which these two quantities are equal. The proof is deferred to Appendix C.
Assume that ϕ?A′A is a state achieving I(N ) w.r.t. (14).
Proposition 6 It holds that Iρ(N ) ≤ I(N ). The equality holds if and only if ρ = ϕ?A′A.
Inspecting Propositions 5 and 6, we obtain a necessary and sufficient condition under which χϕ?(N ) is equal to
Iϕ?(N ). The proof is given in Appendix D.
Proposition 7 The equality of χϕ?(N ) ≤ Iϕ?(N ) = I(N ) holds if and only if the reduced state TrA′ ϕ?A′A is
completely mixed on its support.
Upper bounds
It is known that separable states are useless for classical communication [12], [14] while maximally entangled
states double the classical capacity of a noiseless channel using superdense coding [6]. These two extreme cases
imply that some states can improve a channel’s classical communication ability while others cannot. This mo-
tivates the question of to what extend a given bipartite quantum state ρEAEB can enhance a channel’s classical
communication capability, that is, how large the gap between Iρ(N ) and χ(N ) can be for an arbitrary N ?
It turns out that such an enhancement (if possible) is upper bounded by the discord of formation of ρEAEB , a
quantity obtained from the relative entropy of quantum discord [15], [16] using the convex-roof construction [17].
This technique was previously applied to define the entanglement of formation [18], [19] form the relative entropy
of entanglement [20].
Definition 8 ([15]) Let ρAB be a bipartite quantum state. The relative entropy of discord of ρAB is defined as
DR(ρAB) := min{|φy〉〈φy|}
D
(
ρAB
∥∥∥∥∥∑
y
pyρ
y
A ⊗ |φy〉〈φy|B
)
, (17)
where the minimization is taken over all orthonormal bases {|φy〉〈φy|} of system B, py := Tr 〈φy| ρAB |φy〉, and
ρAy := 〈φy| ρAB |φy〉 /py.
Note that when ϕAB is pure, DR(ϕAB) evaluates to the entropy of the reduced state ϕA, i.e., DR(ϕAB) = H(A)ϕ.
Now we are ready to define a new discord measure – the discord of formation.
Definition 9 (Discord of formation) Let ρAB be a bipartite quantum state. The discord of formation of ρAB is
defined as
DF (ρAB) := min
ρAB=
∑
x pX(x)ρ
x
AB
∑
x
pX(x)DR (ρ
x
AB) , (18)
5where the minimization is taken over all possible probability distributions pX and choices of ρxAB such that ρAB =∑
x pX(x)ρ
x
AB .
If the minimization is restricted to pure state decompositions ρAB =
∑
x pX(x)ϕ
x
AB in (18), we recover the
definition of the entanglement of formation EF [18]. As so, for arbitrary quantum states ρAB ,
DF (ρAB) ≤ EF (ρAB). (19)
In Appendix E we show the following.
Proposition 10 Let ρEAEB be a preshared bipartite state among Alice and Bob and let NA→B be a quantum
channel from Alice to Bob. It holds that
χρ(N )− χ(N ) ≤ Iρ(N )− χ(N ) ≤ DF (ρEAEB). (20)
Using the fact that the entanglement of formation is faithful [18], we easily recover the fact that separable states
are useless for classical communication from Proposition 10. We remark that the validity of the converse statement
– that every entangled state is helpful for classical communication – is still open [12].
Corollary 11 Let NA→B be a quantum channel. It holds that
∀ρEAEB ∈ SEP(EA:EB), χρ(N ) = Iρ(N ) = χ(N ), (21)
where SEP(EA:EB) is the set of separable states of the composite system EAEB .
III. CLASSICAL COMMUNICATION USING SEMI-GLOBAL OPERATIONS
Throughout this section, we assume ρEAEB a bipartite state preshared between Alice and Bob and NA→B a
quantum channel from Alice to Bob. We will describe the ρEAEB -assisted classical communication over NA→B
such that only local operations and global permutations are allowed when encoding the message. To begin with,
we formally define the operations composed of local operations and global permutation. Such operations will be
termed as semi-global operations.
EA
EA
A
A
TEnA→An
E [i]EA→A
E [n]EA→A
PpiAn→An
Fig. 1. A semi-global operation TEn
A
→An . TEn
A
→An is called semi-global if it can be decomposed as n local channels E [i]EA→A operating
on n different local systems and followed by a global permutation channel PpiAn→An .
Semi-global operation: Let n be a positive integer. Let S(n) be the set of permutations pi : [n] → [n]. Let
pi ∈ S(n) be a permutation and PpiAn→An be the permutation channel from An to An induced by pi. Such a channel
reorders the output systems according to pi. A semi-global operation from EnA to A
n is n parallel local channels
from EA to A, followed by a permutation channel on An. Formally, a channel TEnA→An is semi-global if there
exists a set of local channels {E [i]EA→A}ni=1 and a permutation channel PpiAn→An such that
TEnA→An(·) := PpiAn→An ◦
n⊗
i=1
E [i]EA→A(·). (22)
6Here the supscript [i] indicates that the channel operates on the i-th input system. See Fig. 1 for illustration. At
first glance, (22) seemingly does not cover all operations composed of local operations and global permutations. In
Appendix F we consolidate the compact definition of (22) does so. We denote by TEnA→An the set of semi-global
operations from EnA to A
n. When n = 1, TEA→A reduces to the set of quantum channels from EA to A.
ρ-assisted classical communication using semi-global operations: The task is to transmit classical message as
much as possible from Alice to Bob, using multiple copies of ρ through many independent uses of N , under the
constraint that a copy of ρ is consumed per channel use and ρ cannot be distributed among more than one channel.
Consider now a channel coding of blocklength n. Alice selects some message m from the alphabet Mn, whose
size is Mn. Let M denote the random variable corresponding to Alice’s choice. She applies a semi-global operation
T mEnA→An to her share of the state ρ
⊗n
EAEB
depending on message m. In this way, she encodes m into the preshared
quantum states. This is called semi-global coding since only semi-global operations are allowed on Alice’s side.
After encoding, Alice and Bob share the state
σmAnEnB := T mEnA→An
(
ρ⊗nEAEB
)
= PmAn→An ◦
n⊗
i=1
E [i]|mEA→A (ρEAEB) , (23)
where {E [i]|mEA→A} and Pm are chosen such that T mEnA→An can be decomposed as (22). Note that T m is message m
dependent and so is E [i]|m and Pm. After encoding, Alice sends her encoded state to Bob, through n independent
uses of NA→B , leading to the state
ωmBnEnB := N⊗nA→B
(
σmAnEnB
)
= N⊗n ◦ Pm ◦
n⊗
i=1
E [i]|m (ρ) . (24)
On receiving the state, Bob performs a measurement D := {Λm̂}m̂∈Mn on ωmBnEnB to infer the encoded message m.
Fig. 2 depicts this semi-global coding protocol for the ρ-assisted classical communication. The protocol (n, T ,D)
is called a semi-global coding protocol of blocklength n for the state-channel pair (ρ,N ).
M
M̂ρEAEB
ρEAEB
semi-global
T (m)EnA→An
NA→B
NA→B
DBnEnB→M̂
Fig. 2. Semiproduct channel coding framework of blocklength n. For each message m ∈ Mn, Alice encodes m into her part of the state
ρ⊗nEAEB by performing a semi-global encoding operation T mEnA→An . After receiving the state through n independent uses of NA→B , Bob
performs a decoding operation DBnEn
B
→M̂ to infer the encoded message m.
Let M̂ be the random variable corresponding to the output of Bob’s decoding, representing Bob’s inferred
message. The decoding operation leads to the classical state
γ
MM̂
:=
1
Mn
∑
m,m̂
pm̂|m|m〉〈m|M ⊗ |m̂〉〈m̂|M̂ , (25)
where the conditional decoding probability obeys
pm̂|m := Tr
[
Λm̂ω
m
BnEnB
]
. (26)
7A decoding error occurs if the output m̂ is not equal to the input m. The probability that Bob successfully decodes
m is given by
Pr
{
M̂ = m
∣∣∣M = m} = pm|m. (27)
As a result, the probability of error for a particular message m is
pe(m) := 1− pm|m = Tr
[
(1− Λm)ωmBnEnB
]
. (28)
We need to quantify the performance of the protocol (n, T ,D). One commonly adopted way to quantify the
performance of the protocol is to compute the average probability of error that the decoded message M̂ is not equal
to the encoded message M :
e(n, T ,D) := 1
Mn
∑
m∈Mn
pe(m). (29)
In general, smaller error probability indicates better protocol. However, in order to make the error probability
small, one can only encode classical message with a smaller size. This motivates us to define another quantity that
quantitatively measure the size of the encoded message. We define the coding rate of the protocol as
r (n, T ,D) := 1
n
logMn. (30)
It measures how many bits of classical message can be transmitted per state and channel use.
Let ε ∈ [0, 1) fixed. A coding protocol (n, T ,D) is said to be an (n,R, ε)-code for (ρ,N ), if the protocol
satisfies the following two conditions:
• Coding rate condition: R = r(n, T ,D); and
• Performance condition: e(n, T ,D) ≤ ε.
Intuitively, these two conditions state that the coding protocol (n, T ,D) can transmit classical message at rate R
with probability of error at most ε. Let R ∈ R+ fixed. If for arbitrary δ > 0, there always exists an (n,R− δ, ε)-
code for (ρ,N ) when n is sufficiently large, we say this rate R is ε-achievable. The ρ-assisted ε-classical capacity
of N is defined to be the supremum of all achievable rates.
Definition 12 (ρ-assisted classical capacity with semi-global operations) Let ε ∈ [0, 1). The ρ-assisted ε-classical
capacity of N , when semi-global operations is available, is defined as
Cpi,ερ (N ) := sup {R : rate R is ε-achievable for (ρ,N ) using semi-global operations} . (31)
The supscript pi in Cpi,ερ refers to permutation and indicates that the capacity is defined by using only semi-global
operations, and the supscript ε indicates that the decoding error probability is upper bounded by constant ε. By
definition, it is easy to see Cpi,ερ is monotonic in ε in the sense that
ε ≤ ε′ ⇒ Cpi,ερ (N ) ≤ Cpi,ε
′
ρ (N ) . (32)
Holevo information using semi-global operations: Let n ∈ N+. We define the n-th ρ-assisted Holevo infor-
mation of N , using only semi-global operations, as
χpi,nρ (N ) :=
1
n
max
ωXBnEn
B
I (X:BnEnB)ω , (33)
where
ωXBnEnB :=
∑
x∈X
px|x〉〈x|X ⊗N⊗nA→B ◦ T xEnA→An
(
ρ⊗nEAEB
)
, (34)
{px} is a priori probability distribution over the message space X , and {T x ∈ TEnA→An} is a set of semi-global
operations. Correspondingly, the regularized ρ-assisted Holevo information of a quantum channel, using only semi-
global operations, is defined as
χpiρ (N ) := lim sup
n→∞
χpi,nρ (N ) . (35)
The regularized ρ-assisted Holevo information is a lower bound on Cpi,ερ .
8Proposition 13 Let ε ∈ [0, 1). It holds that Cpi,ερ (N ) ≥ χpiρ (N ).
Proof: By the achievability part of the Holevo-Schumacher-Westmoreland theorem [4], [5] (see also [21,
Chapter 4] for a thorough discussion), it holds that the regularized ρ-assisted Holevo information χpiρ (N ) is an
achievable rate with asymptotically vanishing error probability, that is
Cpi,0ρ (N ) ≥ χpiρ (N ) . (36)
On the other hand, the monotonicity (32) guarantees the above inequality holds for arbitrary ε ∈ [0, 1).
Classical communication using product operations: Assume now that in the above channel coding framework,
the permutation over systems An is not allowed. In this case we can also define a classical capacity using only
product operations.
Definition 14 (ρ-assisted classical capacity with product operations) The ρ-assisted ε-classical capacity of N ,
when only product operations is available, is defined as
C⊗,ερ (N ) := sup {R : rate R is ε-achievable for (ρ,N ) using product operations} . (37)
The supscript ⊗ in C⊗,ερ indicates that the capacity is defined using only product operations.
By the achievability part of the Holevo-Schumacher-Westmoreland theorem [4], [5], χρ(N ) is an achievable rate
for C⊗,ερ (N ). On the other hand, since the set of quantum channels {EEA→A} is compact, it then follows that
χρ(N ) is a strong converse bound for C⊗,ερ (N ) [21, Chapter 4]. To summarize, we obtain the following.
Proposition 15 Let ε ∈ [0, 1). It holds that C⊗,ερ (N ) = χρ(N ).
IV. THE CAPACITY FORMULA
In this section we will show that when pure state ϕEAEB is available, we can derive a “single-letter” formula
for the capacity Cpi,εϕ (N ) — it is given exactly by Iϕ(N ), the ϕ-assisted mutual information of channel N . This
result - together with Propositions 5 and 15 - reveals the power of global permutation in classical communication:
it can increase the communication rate compared to the case when only product operations is available.
We first consider the converse part. We show that Iρ(N ) is a strong converse bound for arbitrary ρEAEB -assisted
classical communication using semi-global operations.
Lemma 16 (Strong converse) The inequality Cpi,ερ (N ) ≤ Iρ(N ) holds for ε ∈ [0, 1).
Combining Proposition 15 and Lemma 16, we have for arbitrary ε ∈ [0, 1) that
χρ(N ) = C⊗,ερ (N ) ≤ Cpi,ερ (N ) ≤ Iρ(N ). (38)
Due to Proposition 5, the equalities in both inequalities hold when there exists a distribution pX on the set {ExEA→A}
for which EB and B independent and I(XEB:B)ω = Iρ(N ). Under this equality condition, local product operations
are as powerful as the semi-global operations in ρ-assisted classical communication.
Lemma 17 (Achievability) The inequality Cpi,εϕ (N ) ≥ Iϕ(N ) holds for ε ∈ [0, 1) when ϕ is pure.
As a corollary of the above two Lemmas 16 and 17, we obtain the following capacity formula.
Theorem 18 The equation Cpi,εϕ (N ) = Iϕ(N ) holds for ε ∈ [0, 1) when ϕ is pure.
Combining Proposition 15 and Theorem 18, we have for arbitrary ε ∈ [0, 1) that
χϕ(N ) = C⊗,εϕ (N ) ≤ Cpi,εϕ (N ) = Iϕ(N ). (39)
Therefore, whenever the equality condition given in Proposition 5 does not hold, global permutations increase the
communication rate compared to the case when only product operations is available.
9A. Achievability
This section aims to prove Lemma 17. More specifically, we will construct a sequence of state ensembles induced
by semi-global operations for which the regularized Holevo information satisfies
χpiϕ (N ) ≥ Iϕ(N ). (40)
This fact together with Proposition 13 implies Lemma 17.
Let X ≡ {a1, · · · , a|X |} be an alphabet of size |X |. Assume {pX(x), ExEA→A}x∈X achieves Iϕ(N ). Define the
following quantum states:
σxB := NA→B ◦ ExEA→A(ϕEA), (41)
σxBEB := NA→B ◦ ExEA→A(ϕEAEB), (42)
σXBEB :=
∑
x
px|x〉〈x|X ⊗NA→B ◦ ExEA→A(ϕEAEB) =
∑
x
px|x〉〈x|X ⊗ σxBEB . (43)
By assumption
Iϕ(N ) = I(XEB:B)σ = H(B)σ + H(EB)σ −H(BEB|X)σ. (44)
The n-th tensor of σXBEB has the form
σXnBnEnB =
∑
xn∈Xn
pXn(x
n)|xn〉〈xn|Xn ⊗ σxnBnEnB , (45)
where xn ≡ x1 · · ·xn,
pXn(x
n) ≡
n∏
i=1
pX(xi), |xn〉 ≡ |x1 · · ·xn〉 , σxnBnEnB ≡
n⊗
i=1
σxiBEB . (46)
Let ρA be a quantum state with spectral decomposition ρA =
∑
z λz|z〉〈z|A. Let {Zuρ } be the set of Weyl
operators in system A w.r.t. to basis {|z〉}, i.e.,
Zuρ :=
dA−1∑
z=0
e2uzpii/dA |z〉〈z|A, u = 0, · · · , d− 1, (47)
where dA is the dimension of system A. We denote by Zuρ (·) := Zuρ (·)(Zuρ )† the corresponding unitary channel.
One can check that Zuρ (ρ) = ρ.
Assume the reduced state ϕEA of ϕEAEB has the spectral decomposition ϕEA =
∑
z λz|z〉〈z|. Let Z be a random
variable such that pZ(z) = 〈z|ϕEA |z〉 = λz . Let ϕEB |z := 〈z|ϕEAEB |z〉 /λz . Then
1
d
∑
u
ZuϕEA (ϕEAEB) =
1
d
∑
u
(Zuϕ ⊗ 1EB)ϕEAEB(Zuϕ ⊗ 1EB) =
∑
z
pZ(z)|z〉〈z|Z ⊗ ϕEB |z ≡ ρZEB . (48)
That is, random phase changing operations Zu erase the entanglement in ϕEAEB , resulting a classical-quantum
state ρZEB , with both systems EA and EB dephased in their eigenbases.
Let Λn be a random variable with alphabet S(n) and probability distribution p(Λn = pin) = 1/(n!). Λn represents
the event of choosing a permutation randomly and uniformly from S(n). Our achievability proof makes use of the
following lemma.
Lemma 19 Let n ∈ N+. Let MEA→B be an arbitrary quantum channel. Define the following states:
σBEB :=MEA→B(ϕEAEB), (49)
ωΛnUnBnEnB :=
1
n!dn
∑
un,pin
|pin〉〈pin|Λn ⊗ |un〉〈un|Un ⊗M⊗nEA→B ◦ Ppin ◦ Zu
n
ϕ (ϕ
⊗n
EAEB
), (50)
where d is the dimension of system EA. It holds that
n I(B:EB)σ − I(ΠnUn:BnEnB)ω ≤ d log(n+ 1). (51)
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Proof: For each pin and un, define the conditional state:
ωpin,u
n
BnEnB
:=M⊗n ◦ Ppin ◦ Zunϕ (ϕ⊗nEAEB). (52)
Then
ωΛnUnBnEnB =
1
n!dn
∑
un,pin
|pin〉〈pin|Λn ⊗ |un〉〈un|Un ⊗ ωpin,u
n
BnEnB
. (53)
We have the following reduced states:
ωBnEnB =
1
n!dn
∑
pin,un
M⊗n ◦ Ppin ◦ Zunϕ (ϕ⊗nEAEB), (54)
ωBn =
1
n!dn
∑
pin,un
M⊗n ◦ Ppin ◦ Zunϕ (ϕ⊗nEA) =M⊗n(ϕ⊗nEA) = σ⊗nB , (55)
ωEnB = σ
⊗n
EB
= ϕ⊗nEB . (56)
Since ϕEAEB is pure and Z
u
ϕ commutes with ϕEA , we can identify another unitary Z˜
u
ϕ on EB such that
(Zuϕ ⊗ 1EB) |ϕEAEB〉 = (1EA ⊗ Z˜uϕ) |ϕEAEB〉 . (57)
Also, for each permutation Ppin on EnA, we can always choose a permutation Ppi
′
n on EnB such that(Ppin ⊗ idEnB) (ϕ⊗nEAEB) = (idEnA ⊗Ppi′n) (ϕ⊗nEAEB) . (58)
The above two observations tell us that the operations Zuϕ and Ppin on system EA can be exchanged to corresponding
operations on system EB without altering the output state. As so
H (BnEnB|ΛnUn)ω =
1
n!dn
∑
pin,un
H (BnEnB)ωpin,un (59)
=
1
n!dn
∑
pin,un
H
(M⊗nEA→B ◦ Ppin ◦ Zun(ϕ⊗nEAEB)) (60)
=
1
n!dn
∑
pi′n,un
H
((
idEnA ⊗Ppi
′
n
)
◦ (idEnA ⊗Zun) ◦M⊗nEA→B(ϕ⊗nEAEB)) (61)
=
1
n!dn
∑
pi′n,un
H
(M⊗nEA→B(ϕ⊗nEAEB)) (62)
= H (BnEnB)σ . (63)
Consider the following chain of inequalities:
I(Bn:EnB)σ − I(ΛnUn:BnEnB)ω (64)
= H(Bn)σ + H(E
n
B)σ −H(BnEnB)σ −H(BnEnB)ω −H (BnEnB|ΠnUn)ω (65)
= H(Bn)ω + H(E
n
B)ω −H(BnEnB)ω (66)
= I(Bn:EnB)ω (67)
≤ I(EnA:EnB)τ , (68)
where the last inequality follows from the data-processing inequality. Let’s go depth on the state τEnAEnB :
τEnAEnB :=
1
n!dn
∑
pin,un
Ppin ◦ Zunϕ (ϕ⊗nEAEB) (69)
=
1
n!
∑
pin
Ppin
(
1
dn
∑
un
Zunϕ (ϕ⊗nEAEB)
)
(70)
=
1
n!
∑
pin
Ppin (ρ⊗nZEB) , (71)
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where the last equality follows from (48). Let T be the set of types for Zn, t ∈ T be a type, TZnt be the type
class corresponding to t, dt be the size of TZ
n
t , and pt be the probability of sequences in T
Zn
t . We refer to [21],
[22] for more information on the concept of type and its applications. We have
1
n!
∑
pin
Ppin (ρ⊗nZEB) = 1n! ∑
pin
Ppin
∑
t∈T
∑
zn∈TZnt
pt|zn〉〈zn|Zn ⊗ ρzn
 (72)
=
∑
t∈T
pt
∑
zn∈TZnt
|zn〉〈zn|Zn ⊗ 1
n!
∑
pin
Ppin (ρzn) (73)
=
∑
t∈T
pt
∑
zn∈TZnt
|zn〉〈zn|Zn ⊗ ρt, (74)
where
ρt :=
1
dt
∑
zn∈TZnt
ρzn . (75)
Set qt ≡ ptdt. Then
∑
t∈T qt = 1 and
I (EnA:E
n
B)τ = H (E
n
B)τ −H (EnB|EnA)τ (76)
= H
(∑
t
qtρt
)
−
∑
t
qt H(ρt) (77)
≤ H({qt}) (78)
≤ log |T | (79)
≤ d log(n+ 1), (80)
where (78) follows from the flip side of concavity of the entropy [23, (11.79)], (79) is the entropy dimension bound,
and (80) follows from an upper bound on the number of types [22, Property 14.7.1]. We are done.
Now we are ready to show the achievability part.
Proof of (40): Our goal is to construct a set of signal states whose Holevo information is no less than Iϕ(N )
when n is sufficiently large. Let T be the set of types for Xn, t ∈ T be a type, TXnt be the type class corresponding
to t, dt be the size of TX
n
t , and pt be the probability of sequences in T
Xn
t . Fix t. For each a ∈ X , define the
following quantities
Λnt(a) := (nt(a))!, Λa := max
t∈T
Λnt(a), Λ :=
∏
a∈X
Λa. (81)
Let pi := {pi1, · · · , pi|X |} be an instance of Λ such that each pii is an instance of Λa. Define the conditional
probability distribution pΛ|Xn as
pΛ|Xn(pi|xn) =

1
Πa∈XΛntxn (a)
, ∀a ∈ X , pia ≤ Λntxn (a)
0, otherwise
(82)
This is an valid conditional probability distribution since pΛ|Xn(pi|xn) ≥ 0 and
∀xn ∈ X n,
∑
pi
pΛ|Xn(pi|xn) = 1. (83)
Fix xn. Let n˜a ≡ ntxn(a). We classify the n input systems EA into |X | groups based on xn such that each
group contains systems EA belonging to the same alphabet, that is,
EnA 7→
⊗
a∈X
En˜aA . (84)
For each conditional sequence pi|xn, we define the following permutation operation:
Ppi|xn :=
⊗
a∈X
Ppia
En˜aA →En˜aA
, (85)
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where each permutation Ppia operates only on the group a as classified in (84) and is indexed by pia. The size of
S(n˜a) is Λn˜a , which is smaller than Λa by definition (81). As so, pia is possibly out of range when indexing the
set of permutation channels from En˜aA to E
n˜a
A . To get rid of this problem, we make the following convention:
Ppia
En˜aA →En˜aA
=
{Ppia
En˜aA →En˜aA
, pia ≤ Λn˜a
idEn˜aA →En˜aA , otherwise
(86)
That is, if pia is no larger than Λn˜a , we use it to index the permutation channels from E
n˜a
A to E
n˜a
A as usual;
if pia is larger than Λn˜a , we set its corresponding permutation channel to be the identity channel. Our conditional
probability distribution construction (82) guarantees that this convention does not affect our result, as we will show.
For each sequence xn ∈ X n, define the classical-quantum state:
ωx
n
ΛUnBnEnB
:=
∑
pi,un
pΛ|Xn(pi|xn)
dn
|pi〉〈pi|Λ ⊗ |un〉〈un|Un ⊗N⊗n ◦ Exn ◦ Ppi|xn ◦ Zun(ϕ⊗nEAEB). (87)
The constructions of the conditional probability distribution pΛ|Xn(pi|xn) in (82) and permutation operation Ppi|xn
in (85) together yield
ωx
n
ΛUnBnEnB
(88)
=
∑
pi,un
pΛ|Xn(pi|xn)
dn
|pi〉〈pi|Λ ⊗ |un〉〈un|Un ⊗N⊗n ◦ Exn ◦ Ppi|xn ◦ Zun(ϕ⊗nEAEB) (89)
=
⊗
a∈X
 1
Λn˜ad
n˜a
∑
pia,un˜a
|pia〉〈pia|Λn˜a ⊗ |un˜a〉〈un˜a |U n˜a ⊗ (N ⊗ Ea)⊗n˜a ⊗ PpiaEn˜aA →En˜aA ◦ Z
un˜a (ϕ⊗n˜aEAEB)
 (90)
≡
⊗
a∈X
ω
a|t
Λn˜aU
n˜aBn˜aEn˜aB
, (91)
where t is the type of xn. We use t instead of xn to indicate the fact that for all sequences xn of the same type t,
the conditional state ωx
n
ΛUnBnEnB
necessarily reduces to (91), which is only type dependent. One can check that each
conditional state ωa|t is of the form (50) defined in Lemma 19 with M≡ N ⊗Ea. This observation is essential in
the achievability part. Consider the classical-quantum state induced by PXn(xn):
ωΛXnUnBnEnB :=
∑
xn
pXn(x
n)|xn〉〈xn|Xn ⊗ ωxnΛUnBnEnB . (92)
The reduced state of ωΛXnUnBnEnB satisfies:
ωXnBn =
∑
pi,xn,un
pΛ,Xn(pi, x
n)
dn
|xn〉〈xn|Xn ⊗N⊗n ◦ Exn ◦ Ppi|xn ◦ Zun(ϕ⊗nEA) (93)
=
∑
xn
pXn(x
n)|xn〉〈xn|Xn ⊗N⊗n ◦ Exn(ρ⊗nEA) (94)
= σ⊗nXB, (95)
where the second equality follows as Zu(ϕA) = ϕA and ϕ⊗nEA is permutation invariant. By the data-processing
inequality of quantum mutual information, it holds that
I(Xn:BnEnB)ω ≥ I(Xn:Bn)ω = I(Xn:Bn)σ. (96)
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Consider now the following chain of inequalities:
n I(XEB:B)σ − I(ΛXnUn:BnEnB)ω (97)
= I(XnEnB:B
n)σ − I(ΛXnUn:BnEnB)ω (98)
= I(EnB:B
n|Xn)σ − I(ΛUn:BnEnB|Xn)ω + I(Xn:Bn)σ − I(Xn:BnEnB)ω (99)
≤ I(EnB:Bn|Xn)σ − I(ΛUn:BnEnB|Xn)ω (100)
=
∑
xn
pXn(x
n) [I(EnB:B
n)σxn − I(ΛUn:BnEnB)ωxn ] (101)
=
∑
t∈T
∑
xn∈TXnt
pXn(x
n) [I(EnB:B
n)σxn − I(ΛUn:BnEnB)ωxn ] (102)
=
∑
t∈T
dtpt
∑
a∈X
[
nt(a) I (EB:B)N◦Ea(ϕ) − I
(
Πnt(a)U
nt(a):Bnt(a)E
nt(a)
B
)
ωa|t
]
(103)
≤
∑
t∈T
dtpt
∑
a∈X
d log(nt(a) + 1) (104)
≤ |X |d log(n+ 1), (105)
where (100) follows from (96), (103) follows from (91), and (104) follows from Lemma 19. Thus
Iϕ(N ) = I(XEB:B)σ (106)
≤ lim inf
n→∞
1
n
{I(ΛXnUn:BnEnB)ω + |X |d log(n+ 1)} (107)
= lim inf
n→∞
1
n
I(ΛXnUn:BnEnB)ω (108)
≤ χpiϕ (N ) . (109)
We are done.
B. Strong converse
This section aims to prove Lemma 16. More concretely, we will show that Iρ(N ) is a strong converse bound for
arbitrary ρEAEB -assisted classical communication under semi-global operations, even when ρEAEB is noisy. That is,
the error probability necessarily converges to one in the limit of many channel uses whenever the communication
rate exceeds Iρ(N ). Together with the achievability statement in Lemma 17 for pure states ϕEAEB , we conclude
that Iϕ(N ) is a very sharp dividing line between which communication rates are either achievable or unachievable
asymptotically.
Our strong converse proof makes use of a meta-converse technique originally invented in [24] and further
investigated in [21, Section 4.6] (see also [25], [26] for more applications of this technique). Roughly speaking, the
meta-converse states that a quantum divergence satisfying some reasonable properties induces an upper bound on the
success probability of any channel coding scheme. Here we adopt the sandwiched Rényi divergence D˜α [26]–[29],
which meets all required properties. For two real numbers x, y ∈ [0, 1], denote the binary divergence
D˜α(x‖y) := D˜α (x|0〉〈0|+ (1− x)|1〉〈1|‖y|0〉〈0|+ (1− y)|1〉〈1|) . (110)
Adapting the meta-converse argument into our communication scenario, we conclude the following relation for
arbitrary α ∈ (1,∞) and blocklength n:
D˜α
(
e(n,R)
∥∥1− 2−nR) ≤ max
ω
D˜α
(
ωXBnEnB
∥∥ωX ⊗ (σ?B ⊗ ρEB)⊗n) , (111)
where R is the rate of communication, e(n,R) is the error probability, ωXBnEnB is defined in (34), and σ
?
B is a state
achieving Iρ(N ) w.r.t. (16). Let s(n,R) := 1−e(n,R) be the success probability. Evaluating the binary divergence
gives [26, (17)]
D˜α
(
e(n,R)
∥∥1− 2nR) = 1
α− 1 log
(
(e(n,R))α(1− 2nR)1−α + (s(n,R))α(2nR)1−α) (112)
≥ 1
α− 1 log
(
(s(n,R))α(2nR)1−α
)
(113)
=
α
α− 1 log s(n,R) + nR. (114)
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Substituting this into the meta converse (111), we get the following upper bound on the success probability:
s(n,R) ≤ 2−nα−1α
(
R− 1
n
maxω D˜α
(
ωXBnEn
B
∥∥∥ωX⊗(σ?B⊗ρEB)⊗n)). (115)
Consider now the following chain of inequalities:
1
n
max
ω
D˜α
(
ωXBnEnB
∥∥ωX ⊗ (σ?B ⊗ ρEB)⊗n) (116)
=
1
n
max
∑
x
pxD˜α
(
ωxBnEnB
∥∥∥(σ?B ⊗ ρEB)⊗n) (117)
≤ 1
n
max
x
D˜α
(
ωxBnEnB
∥∥∥(σ?B ⊗ ρEB)⊗n) (118)
=
1
n
max
x
D˜α
(
N⊗n ◦ Px ◦
n⊗
i=1
E [i]|x (ρ⊗n)∥∥∥∥∥(σ?B ⊗ ρEB)⊗n
)
(119)
=
1
n
max
x
D˜α
(
N⊗n
(
n⊗
i=1
E [i]|x (ρ⊗n))∥∥∥∥∥(σ?B ⊗ ρEB)⊗n
)
(120)
=
1
n
max
x
D˜α
(
n⊗
i=1
(
N ◦ E [i]|x(ρ)
)∥∥∥∥∥(σ?B ⊗ ρEB)⊗n
)
(121)
=
1
n
max
x
n∑
i=1
D˜α
(
N ◦ E [i]|x(ρ)
∥∥∥σ?B ⊗ ρEB) (122)
≤ max
E
D˜α (N ◦ E(ρ)‖σ?B ⊗ ρEB) , (123)
where (117) follows from the direct-sum property, (120) follows from the fact that N⊗n commutes with P and
(σ?B ⊗ ρEB)⊗n is invariant under permutation, and (122) follows from the additivity property w.r.t. tensor product.
Taking the limit α→ 1 on both sides of the above inequality gives
lim
α→1
1
n
max
ω
D˜α
(
ωXBnEnB
∥∥ωX ⊗ (σ?B ⊗ ρEB)⊗n) (124)
≤ lim
α→1
max
E
D˜α (N ◦ E(ρ)‖σ?B ⊗ ρEB) (125)
= max
E
D (N ◦ E(ρ)‖σ?B ⊗ ρEB) (126)
= Iρ(N ), (127)
where (126) follows from limα→1 D˜α = D and (127) follows from that σ?B is a state achieving Iρ(N ). When
R > Iρ(N ), (115) and (127) together guarantee that there exists some α > 1 for which the exponent
α− 1
α
(
R− 1
n
max
ω
D˜α
(
ωXBnEnB
∥∥ωX ⊗ (σ?B ⊗ ρEB)⊗n)) (128)
is strictly positive, which implies the success probability decays exponentially fast to 0. This concludes the strong
converse part.
C. Comparison with previous results
Assume EA ∼= A and let γBEB := NA→B(ϕEAEB). The achievability part of the BSST theorem [7], [8] showed
that I(B:EB)γ is an achievable rate for ϕ-assisted classical communications. The constructed protocol used global
encoding operations. Later, Shor [9] proposed a new protocol using semi-global operations to achieve I(B:EB)γ .
Surprisingly, we find that Iϕ(N ) is larger than I(B:EB)γ . That is to say, we find a larger achievable rate for the
ϕ-assisted classical communication, when semi-global operations are allowed.
Proposition 20 It holds that Iϕ(N ) ≥ I(B:EB)γ .
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Proof: Recall the min-max formula of Iϕ(N ) in Proposition 3, we have
Iϕ(N ) = min
τB
max
EEA→A
D (NA→B ◦ EEA→A(ϕEAEB)‖τB ⊗ ϕEB) (129)
≥ max
EEA→A
min
τB
D (NA→B ◦ EEA→A(ϕEAEB)‖τB ⊗ ϕEB) (130)
= max
EEA→A
I(B:EB)N◦E(ϕ) (131)
≥ I(B:EB)γ , (132)
where (129) follows from the fact that min max is no less than max min, and (132) by choosing E to be the identity
channel.
V. EXAMPLES
A. Pinching channels
Proposition 5 states that χρ(N ) ≤ Iρ(N ) holds in general. In this section, we show that for pinching channels
this inequality can be strict. That is, there exist a pinching channel P and a pure state ϕEAEB for which χϕ(P) <
Iϕ(P). In the light of Proposition 15 and Theorem 18, this result witnesses the power of permutation in classical
communication – the ϕ-assisted classical capacity of P using local operations and global permutations (aka. semi-
global operations) is strictly larger than the ϕ-assisted classical capacity of P using local operations only.
Let A1, · · · , Ak be k Hilbert spaces that each is di-dimensional. Let A = ⊕ki=1Ai be the direct sum of these
spaces. By definition, the dimension of A is d =
∑k
i=1 di. Let Πi be the projection onto Ai w.r.t. A. The pinching
channel PA→A is defined as
PA→A(ρ) =
k∑
i=1
ΠiρΠi. (133)
This channel is a special case of phase-damping channel that removes off-diagonal blocks of the input matrix. Since
I(P|ρA) is concave in ρA [21, (8.45)], I(P) is achieved among states ρA of the form
ρA =
k∑
i=1
pi
Πi
di
, (134)
where p ≡ (p1, · · · , pk) forms a probability distribution. Let ϕA′A be a purification of ρA and set σA′A =
PA→A(ϕA′A). By definition, P(ρA) = ρA and thus σA′ = σA. Then
I(P) = max
p
I(A′:A)σ (135)
= max
p
{
H(A′)σ + H(A)σ −H(A′A)σ
}
(136)
= max
p
{
2
(
H(p) +
k∑
i=1
pi log di
)
−H(p)
}
(137)
= log ∆−min
p
D
(
p
∥∥(d2i /∆)) , (138)
where ∆ ≡∑ki=1 d2i and (d2i /∆) ≡ (d21/∆, · · · , d2k/∆) denotes a probability distribution. Since quantum relative
entropy is non-negative, the minimization in (138) is achieved when p? = (d2i /∆), that is, p
?
i = d
2
i /∆, and the
corresponding optimal state ρ?A has the form
ρ?A =
k∑
i=1
p?i
Πi
di
=
k∑
i=1
di
∆
Πi. (139)
Assume now that there exist indices i 6= j for which di 6= dj . Under this assumption, ρ?A is not completely
mixed on its support since p? is not uniform. Let ϕ?A′A be a purification of ρ
?
A. In the light of Proposition 7, we
conclude that for the ϕ?A′A-assisted classical communication over P , permutation does improve the communication
rate compared to the case when only local encoding is allowed, as captured in the following proposition, whose
proof can be found in Appendix G.
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Proposition 21 The strict inequality C⊗,εϕ? (P) < Cpi,εϕ? (P) = log ∆ holds for ε ∈ [0, 1).
Inspecting the proof for Proposition 21, we obtain an upper bound on the gap between C⊗,εϕ? (P) and Cpi,εϕ? (P).
Corollary 22 The inequality Cpi,εϕ? (P)− C⊗,εϕ? (P) ≤ H(p?) holds for ε ∈ [0, 1).
B. Covariant channels
In this section we investigate the equality condition for χρ(N ) ≤ Iρ(N ). More concretely, we show that for the
class of covariant channels, these two information measures are equal for arbitrary state ρEAEB .
Consider the (projective) representations fA and fB of a compact group G on HA and HB , respectively, such
that fA is irreducible. We call a quantum channel NA→B covariant with respect to {fA(g), fB(g)}g∈G, if
NA→B(fA(g)(·)fA(g)†) = fB(g)NA→B(·)fB(g)† (140)
for all g ∈ G. As examples, erasure channel [21, Example 5.12] and depolarizing channel [21, Example 5.3] are
covariant when G is the unitaries on the input system. Generalized Pauli channel [21, Example 5.8] is covariant
when G is the discrete Weyl representation. The qubit phase damping channel [21, Example 5.10] is covariant when
G is the discrete Weyl representation. However, general qudit phase damping channel is not necessarily covariant.
For a covariant channel N , we have the following known facts [21, Section 9.7.1]:
χ(N ) = H(NA→B(piA))−min
ρA
H(NA→B(ρA)), (141)
I(N ) = H(NA→B(piA)) + log dA −H(NA→B(ΦA′A)), (142)
where |ΦA′A〉 :=
∑dA
i=1
√
1/dA |ii〉 is the maximally entangled state of rank dA. Furthermore, we show that χρ(N )
is equal to Iρ(N ) and obtain an useful expression for these quantities. The proof is given in Appendix H.
Proposition 23 Let ρEAEB be a bipartite state and NA→B be a covariant channel. It holds that
χρ(N ) = Iρ(N ) = H(NA→B(piA)) + H(ρEB)− minEEA→A
H(NA→B ◦ EEA→A(ρEAEB)). (143)
Remark 24 We emphasize that (143) holds even when ρEAEB is not pure. In the light of Proposition 15 and
Lemma 16, (143) implies that the transmission rate χρ(N ) is optimal among semi-global encoding, whenever the
channel is covariant.
Remark 25 For a covariant channel N , (20) becomes
χρ(N )− χ(N ) = Iρ(N )− χ(N ) ≤ DF (ρEAEB). (144)
Substituting (141) and (143), we reach the following non-trivial lower bound which might be of independent interests
regarding covariant channels:
min
EEA→A
H(NA→B ◦ EEA→A(ρEAEB)) ≥ minρA H(NA→B(ρA)) + H(ρEB)−DF (ρEAEB). (145)
C. Erasure channels
As a concrete example of covariant channels discussed above, we consider the qudit erasure channel, whose
corresponding group G is the unitaries on the input system. Specifically, the qudit erasure channel is defined as
Ed,p(ρ) = (1− p)ρ+ p|e〉〈e|, (146)
where p ∈ [0, 1] and |e〉 is an erasure symbol orthogonal to the qudit space. It holds that [21, Section 9.7.6]:
χ(Ed,p) = (1− p) log d, (147)
I(Ed,p) = 2(1− p) log d. (148)
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We assume the following two-qudit pure entangled state is available
|Φλ〉 :=
d∑
i=1
√
λi |ii〉 , (149)
where λ ≡ (λ1, · · · , λd) satisfying λi ≥ 0 and
∑
i λi = 1. Set Φλ ≡ |Φλ〉〈Φλ| and let H(λ) denote the entropy
of λ. When d = 2 (the two-qubit case), we write for simplicity Φλ ≡ Φ(λ,1−λ), where λ ∈ [0, 1/2]. As shown
in Appendix I, the Φλ-assisted classical capacities of Ed,p using product encoding and semi-global encoding have
analytic expression.
Proposition 26 Let ε ∈ [0, 1). It holds that
χΦλ(Ed,p) = C⊗,εΦλ (Ed,p) = C
pi,ε
Φλ
(Ed,p) = IΦλ(Ed,p) = (1− p)(log d+ H(λ)). (150)
Note that χ(Ed,p) is recovered when Φλ is product, i.e., λ = (1, 0, · · · , 0), while I(Ed,p) is recovered when Φλ
is maximally entangled, i.e., λ = (1/d, · · · , 1/d). As an illustrative example, Fig. 3 shows how the Φλ-assisted
capacity varies with parameters p and λ for the qubit erasure channel E2,p and two-qubit pure entangled state Φλ.
Fig. 3. The Φλ-assisted classical capacity of the erasure channel E2,p using semi-global operations as a function of the erasure parameter
p and the state parameter λ. When λ = 0, we recover χ(E2,p); when λ = 1/2, we recover I(E2,p).
We also compare the bounds discussed in Proposition 20 for the qubit erasure channel. By Proposition 20, we
have the following chain of inequalities:
χ(E2,p) ≤ I(E2,p|Φλ) ≤ IΦλ(E2,p) ≤ I(E2,p). (151)
Recall that I(E2,p|Φλ) is defined in (9). Actually, for Ep these inequalities can all be strict. In Fig. 4 we compare
these quantities on the full range p ∈ [0, 1] with fixed λ = 0.2. The strict gap between I(E2,p|Φ0.2) and IΦ0.2(E2,p)
for p ∈ (0, 1) indicate that our obtained capacity formula for the ϕ-assisted classical communication, when only
semi-global operations are allowed, is better than the achievable rate previous derived in [9].
VI. CONCLUSION
We have investigated a special case of classical communication over quantum channels, in which the set of
available encoding is restricted to local operations and global permutations and multiple copies of an entangled state
are preshared among the sender and the receiver in product form. A capacity formula for the classical capacity was
established when the preshared state is pure. Furthermore, we showed that the capacity satisfies the strong converse
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Fig. 4. Comparison among various information measures of the qubit erasure channel E2,p: χ(E2,p), I(E2,p|Φ0.2), IΦ0.2(E2,p), and I(E2,p).
property and thus the capacity formula served as a sharp dividing line between achievable and unachievable rates of
communication. As demonstrative examples, we considered various quantum channels of interests and showed that
their classical capacities have analytical expression. Our result highlighted the importance of random permutation
in entanglement assisted classical communication – it can enhance classical communication compared to the case
when only local encoding is allowed. As by-product, we introduced a new quantity Iρ(N ) – the ρ-assisted mutual
information of N – to quantify how much classical correlation Alice and Bob can establish by using the N , under
the assistance of a preshared ρ. We showed that the gap between Iρ(N ) and the Holevo capacity is upper bounded
by the discord of formation of ρ.
An important open problem is whether our derived capacity formula can be extended to the noisy entanglement
assistance case, i.e., is Iρ(N ) equal to Cpi,ερ (N ) for arbitrary bipartite quantum state ρEAEB and channel NA→B? It
is also interesting to study how large the gap between Iϕ(N ) and χϕ(N ) can be. This gap quantitatively witnesses
the power of random permutations in classical communication.
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APPENDIX A
PROOF OF PROPOSITION 3
Proof: (13) was proved in [30, (19)] and (14) was proved in [8, (5)]. We are going to prove (15). (16) can
shown using the same technique. For arbitrary pX and σBEB , define the quantity
J(N , pX , σBEB) := I (X:BEB)ω + D (ωBEB‖σBEB) . (A.152)
By definition, we have
J(N , pX , σBEB) := I (X:BEB)ω + D (ωBEB‖σBEB) (A.153)
= D (ωXBEB‖ωX ⊗ σBEB) (A.154)
=
∑
x
pX(x) D
(
ωxBEB
∥∥σBEB) , (A.155)
where ωxBEB := NA→B ◦ ExEA→A(ρEAEB) and the last equality follows from the direct-sum property of quantum
relative entropy. It then follows that J(N , pX , σBEB) is linear in pX and convex in σBEB . By the positivity of
quantum relative entropy we have
min
σBEB
J(N , pX , σBEB) = I (X:BEB)ω . (A.156)
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Thus
χρ(N ) = max
pX
I (X:BEB)ω (A.157)
= max
pX
min
σBEB
J(N , pX , σBEB) (A.158)
= min
σBEB
max
pX
J(N , pX , σBEB) (A.159)
= min
σBEB
max
pX
∑
x
pX(x) D
(
ωxBEB
∥∥σBEB) (A.160)
= min
σBEB
max
EEA→A
D (NA→B ◦ EEA→A(ρEAEB)‖σBEB) , (A.161)
where (A.159) follows from Sion’s minimax theorem [31].
APPENDIX B
PROOF OF LEMMA 4
Proof: By the definition of ωXBEB (cf. (12)), X and EB are independent. We have
I(XEB:B)ω − I(X:BEB)ω (B.162)
= H(X)ω + H(EB)ω + H(B)ω −H(XBEB)−H(X)ω −H(BEB)ω + H(XBEB) (B.163)
= H(EB)ω + H(B)ω −H(BEB)ω (B.164)
= I(B:EB)ω. (B.165)
APPENDIX C
PROOF OF PROPOSITION 6
The proof of Proposition 6 relies on the following two lemmas.
Lemma 27 The function I(NA→B|ρA), defined in (9), is strictly concave in ρA.
Proof: This can be shown by applying the Petz’s equality condition for the monotonicity of relative entropy [21,
Corollary 6.1] to [21, Exercise 8.24]. For completeness, we write down the details.
Let ρ1 and ρ2 be arbitrary two quantum states such that ρ1 6= ρ2 and let λ ∈ (0, 1). We now show the following
strict inequality
I (N|λρ1 + (1− λ)ρ2) > λ I (N|ρ1) + (1− λ) I (N|ρ2) , (C.166)
from which the strict concavity property follows. Let UA→BE be a Stinespring representation of NA→B . Let
ρ = λρ1 + (1 − λ)ρ2, σBE = UρU †, and σxBE = UρxU † for x = 1, 2. Then σBE = λσ1BE + (1 − λ)σ2BE and
σE = λσ
1
E + (1− λ)σ2E . We need the following two statements [32, Theorem 7]:
1) D (σBE‖1B ⊗ σE) = λD
(
σ1BE
∥∥1B ⊗ σ1E)+ (1− λ) D (σ2BE∥∥1B ⊗ σ2E) if and only if
log σBE − log σB = log σ1BE − log σ1B = log σ2BE − log σ2B. (C.167)
2) D (σB‖1B) = λD
(
σ1B
∥∥1B)+ (1− λ) D (σ2B∥∥1B) if and only if log σB = log σ1B = log σ2B .
Since σ1BE = Uρ1U
† 6= Uρ2U † = σ2BE , the above two equalities regarding quantum relative entropy cannot both
hold. Using this fact, we have the following chain of inequalities:
I(N|ρ) = H(B|E)σ + H(B)σ (C.168)
= −D (σBE‖1B ⊗ σE)−D (σB‖1B) (C.169)
> − [λD (σ1BE∥∥1B ⊗ σ1E)+ (1− λ) D (σ2BE∥∥1B ⊗ σ2E)]
− [λD (σ1B∥∥1B)+ (1− λ) D (σ2B∥∥1B)] (C.170)
= λ [H(B|E)σ1 + H(B)σ1 ] + (1− λ) [H(B|E)σ2 + H(B)σ2 ] (C.171)
= λ I (N|ρ1) + (1− λ) I (N|ρ2) . (C.172)
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We are done.
Lemma 28 The maximum
max
ρA′A
D (NA→B(ρA′A)‖ρA′ ⊗ TrA′ NA→B(ρA′A)) (C.173)
is attained only when ρA′A can be converted to ϕ?A′A via a local unitary on A
′.
Proof: Assume ρ¯A′A achieves the maximum in (C.173). Let ϕ¯RA′A be a purification of ρ¯A′A. Applying the
Petz’s equality condition for the monotonicity of relative entropy [21, Corollary 6.1] to the following inequality
D (NA→B(ρ¯A′A)‖ρ¯A′ ⊗ TrA′ NA→B(ρ¯A′A)) ≤ D (NA→B(ϕ¯RA′A)‖ϕ¯RA′ ⊗ TrRA′ NA→B(ϕ¯RA′A)) , (C.174)
we find that ϕ¯RA′ has the form ϕ¯R ⊗ ϕ¯A′ , which implies that ρ¯A′A is actually a pure state. Hence, combining
Lemma 27, we obtain the desired statement.
Proof of Proposition 6: Inspecting (14) and (16) and considering the case with ϕAA′ = EEA→A(ρEAEB), we
obtain the inequality Iρ(N ) ≤ I(N ).
As for the necessary and sufficient condition, we focus on the RHS. of (14) and (16). We find that Iρ(N ) = I(N )
holds if and only if there exists a channel EEA→A such that ϕ?AA′ = EEA→A(ρEAEB). By Lemma 28, this condition
is equivalent to the condition that ϕ?AA′ = ρEAEB and EEA→A preserves the eigenspace of the reduced density
TrA′ ϕ
?
AA′ for a non-zero eigenvalue, and thus its action on the eigenspace composed of non-zero eigenvalues is
an unitary. Hence, we identify the equality condition.
APPENDIX D
PROOF OF PROPOSITION 7
Proof: Due to Proposition 5, χρ(N ) = Iρ(N ) if and only if there exist a distribution pX and a set of
encoding operations {ExEA→A} such that the corresponding ωXBEB , as constructed in (12), satisfies the property
that its reduced state ωBEB has independent systems EB and B. On the other hand, from the proof of the equality
condition for Iρ(N ) = I(N ) (cf. Proposition 6), we know each ExEA→A is a unitary that acts only on the support of
the reduced state TrA′ ϕ?A′A and it must hold that
∑
x pxExEA→A(ρEA) = TrA′ ϕ?A′A. Under these constraints, pX
and {ExEA→A} exist only when the TrA′ ϕ?A′A is completely mixed on its support.
APPENDIX E
PROOF OF PROPOSITION 10
Proof: That χρ(N )− χ(N ) ≤ Iρ(N )− χ(N ) follows trivially from Proposition 5.
We now show Iρ(N )− χ(N ) ≤ DF (ρEAEB). Assume DF (ρEAEB) is achieved by the decomposition ρEAEB =∑
z qZ(z)ρ
z
EAEB
and for each ρzEAEB , DR(ρ
z
EAEB
) is achieved by the orthonormal bases {|φy|z〉} in system EB .
For each y and z, define the following conditional probability and state:
pY |Z(y|z) := Tr〈φy|z|ρEAEB |φy|z〉, ρy|zEA := 〈φy|z|ρEAEB |φy|z〉/pY |Z(y|z). (E.175)
Then by assumption we have
DF (ρEAEB) =
∑
z
pZ(z)DR
(
ρzEAEB
)
, (E.176)
DR
(
ρzEAEB
)
= D
(
ρzEAEB
∥∥∥∥∥∑
y
pY |Z(y|z)ρy|zEA ⊗ |φy|z〉〈φy|z|Y
)
, ∀z, (E.177)
where we use classical symbol Y to represent the collapsed quantum system EB . Define the following classical-
quantum states:
ρZEAEB :=
∑
z
pZ(z)|z〉〈z|Z ⊗ ρzEAEB , (E.178)
ρZEAY :=
∑
y,z
pY,Z(y, z)|z〉〈z|Z ⊗ ρy|zEA ⊗ |φy|z〉〈φy|z|Y , (E.179)
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where pY,Z(y, z) := pY |Z(y|z)pZ(z). σZEAY is obtained from ρZEAEB by performing the conditional measurement
{|φy|z〉} on each conditional state ρzEAEB .
Assume {pX , ExEA→A} achieves Iρ(N ). We define two new classical-quantum states by treating ρZEAEB and
ρZEAY as assistance states and {pX , ExEA→A} as encoding operations, respectively:
σXZBEB :=
∑
x
pX(x)|x〉〈x|X ⊗NA→B ◦ ExEA→B(ρZEAEB) (E.180)
=
∑
x,z
pX(x)pZ(z)|x〉〈x|X ⊗ |z〉〈z|Z ⊗N ◦ Ex(ρzEAEB), (E.181)
σXZBY :=
∑
x
pX(x)|x〉〈x|X ⊗NA→B ◦ ExEA→B(ρZEAY ) (E.182)
=
∑
x,y,z
pX(x)pY,Z(y, z)|x〉〈x|X ⊗ |z〉〈z|Z ⊗N ◦ Ex(ρy|zEA)⊗ |φy|z〉〈φy|z|Y . (E.183)
For σXZBEB and σXZBY defined above, we have the following reduced states:
σXBEB = TrZ σXZBEB (E.184)
=
∑
x
pX(x)|x〉〈x|X ⊗N ◦ Ex
(∑
z
pZ(z)ρ
z
EAEB
)
(E.185)
=
∑
x
pX(x)|x〉〈x|X ⊗N ◦ Ex (ρEAEB) , (E.186)
σXZEB = TrB σXZBEB =
∑
x,z
pX(x)pZ(z)|x〉〈x|X ⊗ |z〉〈z|Z ⊗ ρzEB , (E.187)
σB = TrXZEB σXZBEB =
∑
x
pX(x)N ◦ Ex (ρEA) , (E.188)
σXZY = TrB σXZBY =
∑
x,z
pX(x)pY,Z(y, z)|x〉〈x|X ⊗ |z〉〈z|Z ⊗ |φy|z〉〈φy|z|Y , (E.189)
σB = TrXZY σXZBY =
∑
x
pX(x)N ◦ Ex (ρEA) . (E.190)
We have
Iρ(N ) = I(XEB:B)σ ≤ I(XZEB:B)σ, (E.191)
where the equality follows from assumption and the inequality follows from data processing inequality. What’s
more, since X , Y , and Z are all classical systems, we have
I(XY Z:B)σ ≤ χ(N ). (E.192)
Consider now the following chain of inequalities
Iρ(N )− χ(N ) (E.193)
≤ I(XZEB:B)σ − I(XY Z:B)σ (E.194)
= H(B)σ + H(XZEB)σ −H(XZBEB)σ −H(B)σ −H(XZY )σ + H(XZBY )σ (E.195)
= [H(XZEB)σ −H(XZY )σ] + [H(XZBY )σ −H(XZBEB)σ] (E.196)
≤ [H(XZBY )σ −H(XZBEB)σ] (E.197)
= D (σXZBEB‖σXZBEB) (E.198)
=
∑
x,z
pX(x)pZ(z) D
(
N ◦ Ex(ρzEAEB)
∥∥∥∥∥∑
y
pY |Z(y|z)N ◦ Ex(ρy|zEA)⊗ |φy|z〉〈φy|z|Y
)
(E.199)
≤
∑
z
pZ(z) D
(
ρzEAEB
∥∥∥∥∥∑
y
pY |Z(y|z)ρy|zEA ⊗ |φy|z〉〈φy|z|Y
)
(E.200)
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=
∑
z
pZ(z)DR
(
ρzEAEB
)
(E.201)
= DF (ρEAEB), (E.202)
where (E.197) follows from the fact that projective measurement increases entropy [23, Theorem 11.9], (E.198)
follows from that TrσXZBY log σXZBY = TrσXZBEB log σXZBY , (E.199) follows from the direct-sum property,
(E.200) follows from the data processing inequality, (E.201) follows from (E.177), and (E.202) follows from (E.176).
We are done.
APPENDIX F
SEMIPRODUCT OPERATIONS
Here we show that the semi-global operation definition in (22) does cover all operations composed of local
operations and permutations. In its most general form, an operation that is composed solely by local operations
and permutations can be viewed as many rounds of “permutation followed by local operation”:
Ppi1 →
⊗
i
E [i]|1︸ ︷︷ ︸
1-th round
→ Ppi2 →
⊗
i
E [i]|2︸ ︷︷ ︸
2-th round
→ · · · → Ppin →
⊗
i
E [i]|n︸ ︷︷ ︸
n-th round
(F.203)
where the → indicates the state evolution direction. Let’s now go depth into the “permutation followed by local
operation” structure. We can actually exchange the sequential order of the permutation and the local operations by
performing first the local operations in the order dominated by pi−1 (the inverse of pi) and then the permutation
operation without changing the output state. That is,
Ppi1 →
⊗
i
E [i]|1 ≡
⊗
i
E [pi−11 (i)]|1 → Ppi1 (F.204)
Adopting this exchange approach to the first round in (F.203), we get⊗
i
E [pi−11 (i)]|1︸ ︷︷ ︸
1-th round
→ Ppi2pi1 →
⊗
i
E [i]|2︸ ︷︷ ︸
2-th round
→ · · · → Ppin →
⊗
i
E [i]|n︸ ︷︷ ︸
n-th round
(F.205)
Repeating this approach n times, the operation given in (F.203) becomes⊗
i
E [pi−11 (i)]|1 →
⊗
i
E [(pi2pi1)−1(i)]|2 → · · · →
⊗
i
E [(pin···pi2pi1)−1(i)]|n → Ppin···pi2pi1 , (F.206)
which is exactly of the form given in (22).
APPENDIX G
PROOF OF PROPOSITION 21
Proof: We will show the following strict inequality:
χϕ?
A′A
(PA→A) < Iϕ?
A′A
(PA→A) = I(PA→A), (G.207)
which clearly implies Proposition 21. To show the equality in (G.207), we construct explicitly a state ωUAA′
for which I(UA′:A)ω = I(PA→A). The equality then follows from Proposition 6. To show the strict inequality
in (G.207), we recall that ρ?A = TrA′ ϕ
?
A′A is not completely mixed on its support by assumption. This fact together
with Proposition 7 yields the strict inequality.
Let {Wui} be a complete set of Weyl operators of subspace Ai and letWui(·) := Wui(·)W †ui be the corresponding
unitary channel. Consider the following set of unitary channels on system A:{Wu : u = (u1, · · · , uk), ui = 0, · · · , d2i − 1} , (G.208)
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whereWu is understood as thatWui is performed on subspace Ai. Note that these unitary channels are commutative
to the subspace projections Πi. The size of this set is D ≡
∏k
i=1 d
2
i . Let U be a D-dimensional classical system.
Consider the following classical-quantum states:
ωuA′A := PA→A ◦Wu (ϕ?A′A) , (G.209)
ωUA′A :=
1
D
∑
u
|u〉〈u|U ⊗ ωuA′A. (G.210)
The reduced state ωA′A has the form
ωA′A = TrU ωUA′A =
1
D
∑
u
PA→A ◦Wu (ϕ?A′A) =
k∑
i=1
p?ipii ⊗ pii, (G.211)
where pii is the completely mixed state of system Ai. Since U is classical, ωUA′A forms a feasible solution to
Iϕ?
A′A
(PA→A). We have
Iϕ?
A′A
(PA→A) ≥ I(UA′:A)ω (G.212)
= H(A′)ω + H(A)ω −H(A′A|U)ω (G.213)
= 2
(
H(p?) +
k∑
i=1
p?i log di
)
−H(p?) (G.214)
= log ∆, (G.215)
where the last inequality follows from (138). Since I(P) = log ∆, we conclude that ωUA′A is an optimal state
achieving Iϕ?
A′A
(PA→A).
From the above argument, we easily obtain the following lower bound on χϕ?
A′A
(PA→A), since ωUA′A forms
a feasible solution:
χϕ?
A′A
(PA→A) ≥ I(U :A′A)ω (G.216)
= H(A′A)ω −H(A′A|U)ω (G.217)
= H(p?) + 2
k∑
i=1
p?i log di −H(p?) (G.218)
= log ∆−H(p?). (G.219)
APPENDIX H
PROOF OF PROPOSITION 23
Proof: Assume E∗EA→A achieves minEEA→A H(NA→B ◦ EEA→A(ρEAEB)) and let
Ξ ≡ H(NA→B(piA)) + H(ρEB)−H(NA→B ◦ E∗EA→A(ρEAEB)). (H.220)
We will show the following chain of inequalities which trivially implies (143):
Ξ ≤ χρ(N ) ≤ Iρ(N ) ≤ Ξ. (H.221)
To show the first inequality of (H.221), we choose the following encoding operations Eg(·) := fA(g)E∗(·)fA(g)†,
where g is subject to the Haar measure µ. The corresponding classical-quantum state is
ωGBEB :=
∫
G
µ(dg)|g〉〈g|G ⊗NA→B ◦ Eg(ρEAEB). (H.222)
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One can check ωBEB = NA→B(piA)⊗ ρEB . By the definition of χρ(N ), it holds that
χρ(N ) ≥ I(G:BEB)ω (H.223)
= H(BEB)ω −H(BEB|G)ω (H.224)
= H (NA→B(piA)) + H(ρEB)−
∫
G
µ(dg) H (NA→B ◦ Eg(ρEAEB)) (H.225)
= H (NA→B(piA)) + H(ρEB)−
∫
G
µ(dg) H
(
NA→B
(
fA(g)E∗(ρEAEB)fA(g)†
))
(H.226)
= H (NA→B(piA)) + H(ρEB)−
∫
G
µ(dg) H
(
fB(g)NA→B ◦ E∗(ρEAEB)fB(g)†
)
(H.227)
= H (NA→B(piA)) + H(ρEB)−H (NA→B ◦ E∗(ρEAEB)) (H.228)
≡ Ξ, (H.229)
where (H.226) follows from the definition of Eg and (H.227) follows since N is covariant.
The second inequality of (H.221) was proved in Proposition 5.
To show the third inequality of (H.221), assume ωXBEB defined in (12) achieves Iρ(N ). Then
Iρ(N ) = I(XEB:B)ω = H(B)ω + H(EB)ω −H(BEB|X)ω (H.230)
= H(B)ω + H(EB)ρ −
∑
x
pX(x) H(N ◦ Ex(ρEAEB)) (H.231)
≤ H(B)ω + H(EB)ρ −H(NA→B ◦ E∗EA→A(ρEAEB)), (H.232)
where the inequality follows from the assumption of E∗EA→A. On the other hand, it holds that
H(B)ω = H
(∑
x
pX(x)N ◦ Ex(ρEA)
)
(H.233)
=
∫
G
µ(dg) H
(
fB(g)
(∑
x
pX(x)N ◦ Ex(ρEA)
)
fB(g)
†
)
(H.234)
=
∫
G
µ(dg) H
(∑
x
pX(x)N
(
fA(g)Ex(ρEA)fA(g)†
))
(H.235)
≤ H
(∑
x
pX(x)N
(∫
G
µ(dg)fA(g)Ex(ρEA)fA(g)†
))
(H.236)
= H (N (piA)) , (H.237)
where (H.235) follows since N is covariant and (H.236) follows from the concavity of quantum entropy. Combin-
ing (H.232) and (H.237), we get Iρ(N ) ≤ ∆.
APPENDIX I
PROOF OF PROPOSITION 26
Proof: Notice that H(Ep(pi)) = (1−p) log d+Hbin(p) and H(EB)Φλ = H(λ), by Theorem 18 and Proposition 23
it is equivalent to show that
min
E
H(Ep ◦ E(Φλ)) = Hbin(p) + pH(λ). (I.238)
Let σBEB := Ep ◦ E(Φλ) = (1− p)E(Φλ) + p|e〉〈e| ⊗ ΦEBλ . Consider the following isometry:
UB→BY := ΠB ⊗ |0〉Y + |e〉〈e|B ⊗ |1〉Y (I.239)
and the corresponding induced state
ωY BEB := UB→BY σBEBU
†
B→BY = (1− p)Ex(Φλ)⊗ |0〉〈0|Y + p|e〉〈e|B ⊗ ΦEBλ ⊗ |1〉〈1|Y . (I.240)
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We have the following chain of inequalities:
H(Ep ◦ E(Φλ)) = H(BEB)σ (I.241)
= H(BEBY )ω (I.242)
= H(Y )ω + H(BEB|Y )ω (I.243)
= Hbin(p) + (1− p) H(E(Φλ)) + pH
(
|e〉〈e|B ⊗ ΦEBλ
)
(I.244)
= Hbin(p) + pH(λ) + (1− p) H(E(Φλ)) (I.245)
≥ Hbin(p) + pH(λ), (I.246)
where (I.242) follows since quantum entropy is isometry invariant and (I.246) follows as the entropy is non-negative.
Furthermore, the equality in (I.246) is attainable by choosing E to be the identity channel. This concludes (I.238).
