Abstract. We consider sequences in a Hilbert space H of the form (T n f0)n∈I , with a linear operator T , the index set being either I = N or I = Z, a vector f0 ∈ H, and answer the following two related questions: (a) Which frames for H are of this form with an at least closable operator T ? and (b) For which bounded operators T and vectors f0 is (T n f0)n∈I a frame for H? As a consequence of our results, it turns out that an overcomplete Gabor or wavelet frame can never be written in the form (T n f0) n∈N with a bounded operator T . The corresponding problem for I = Z remains open. Despite the negative result for Gabor and wavelet frames, the results demonstrate that the class of frames that can be represented in the form (T n f0) n∈N with a bounded operator T is significantly larger than what could be expected from the examples known so far.
Introduction
This paper is a contribution to dynamical sampling, a recent research topic introduced in [3] . Dynamical sampling has already attracted considerable attention [1, 2, 4, 5, 6, 8, 9, 10, 11, 12, 20] . In short form, and to be made more precise soon, the question is to analyze the frame properties of sequences in a Hilbert space H having the form (T n f 0 ) ∞ n=0 , where T : H → H is a linear operator and f 0 ∈ H. In operator theory, the set (T n f 0 ) ∞ n=0 is called the orbit of the vector f under the operator T . The main purpose of this paper is to characterize and compare the frame properties of orbits (T n f 0 ) ∞ n=0 and the bi-infinite orbits (T n f 0 ) ∞ n=−∞ with a bounded operator T . The first frame characterization of orbits of the type (T n f 0 ) ∞ n=0 with a normal operator T appeared in [3] . Its necessary and sufficient conditions are very explicit in the sense that they allow for actually checking whether a given orbit with a normal operator is a frame or not. In addition, the characterization is suitable for constructing frame orbits with normal operators as generators. On the other hand, it is very restrictive since "most" frame orbits are generated by non-normal operators (see Remark 5.3 for a more detailed description). Hence, it is desirable to find characterizations for general bounded operators. In fact, such a characterization has been found in [5] in the more general framework of "extended" operator orbits (T n f j ) n∈N, j∈J , where J is a countable index set. However, the characterization in [5] is neither explicit in the above sense, nor does it allow for a parametrization of all frame orbits in terms of well known objects. Here, we provide characterizations which satisfy the latter desideratum. In particular, while the property of a sequence of vectors being a frame is independent of the chosen indexing, our results show that the answer to the question whether an orbit sequence (T n f 0 ) ∞ n=0 is a frame or not turns out to be considerably different from the case of the bi-infinite orbits. For example, we will see in Theorem 1.2 that if (T n f 0 ) ∞ n=0 is a frame, then T n f 0 → 0 as n → ∞; and if (T n f 0 ) ∞ n=−∞ is a frame then the vectors T n f 0 , n ∈ Z, are norm-bounded from below. This proves in particular that regardless of the chosen ordering, a Gabor frame cannot be represented in the form (T n f 0 ) ∞ n=0 with a bounded operator T. As we will see, this no-go result is due to the fact that (T n f 0 ) ∞ n=0 is the full orbit of f 0 under T : as a matter of fact, a Gabor frame is always contained in an orbit of a certain bounded operator.
Another objective of this paper is to characterize the frames that can be represented in the form (T n f 0 ) n∈I , where either I = N or I = Z and the linear operator T is closable. The corresponding question for T being bounded was solved in [11, 12] . Surprisingly, we will show that even though closability is a much weaker condition than boundedness, the conditions on the frame remain the same in these two cases.
The paper is organized as follows. In the rest of this Introduction we state certain key definitions and results from the literature and present the main new results. Additional results and the proofs are given in the next four sections. Section 2 contains the abovementioned result for closable operators which is valid for both types of orbits. Section 3 presents results that are particular for the classical orbits indexed by N, and Section 4 discusses bi-infinite orbits indexed by Z. In Section 5 we provide explicit frame constructions (T n f 0 ) n∈N for operators T that are similar to normal operators. Comparing the result with the characterization obtained for general bounded operators proves that the class of frames of the form (T n f 0 ) n∈N with a bounded operator T is much larger than the previously known examples indicate. We also provide a perturbation result which can be used to construct a non-normal frame orbit from a normal one.
In order to make the paper accessible to readers from different communities, an appendix collects the necessary background information on Laurent matrices, contractions, and subspaces of L 2 (T).
Definitions and notation
Throughout this paper, let N = {0, 1, 2, . . .}. We let H denote a complex separable infinite-dimensional Hilbert space. Given Hilbert spaces H 1 and H 2 , we let L(H 1 , H 2 ) denote the set of all bounded operators mapping H 1 into H 2 . Moreover, GL(H 1 , H 2 ) will denote the set of all bijective operators in L(H 1 , H 2 ). As usual, we set L(H) := L(H, H) and GL(H) := GL(H, H).
In order to formulate our results about orbits (T n f 0 ) n∈I in an efficient way, we introduce a natural similarity relation between operator-vector pairs (T, f ). Considering two Hilbert spaces H 1 and H 2 as well as T j ∈ L(H j ) and f j ∈ H j , j = 1, 2, we say that the pairs (T 1 , f 1 ) and (T 2 , f 2 ) are equivalent (or similar) via V ∈ GL(H 1 , H 2 ) if
In this case, we write (
Let T denote the unit circle. If σ ⊂ T is a Borel set, by B(σ) we denote the set of all Borel sets which are contained in σ. For σ ∈ B(T) we denote by |σ| the normalized arc length measure of σ. In particular, |T| = 1. Let σ ∈ B(T). By M σ we denote the operator of multiplication with the free variable in
The operator M σ is obviously unitary. By 1 σ we denote the constant function with value 1 in L 2 (σ).
In what follows, we write L 2 := L 2 (T). By L 2 + we denote the subspace of L 2 consisting of all f ∈ L 2 with vanishing negative Fourier coefficients, i.e.,
where d|z| indicates integration with respect to the normalized arc length measure. We also define L 2 − := L 2 ⊖ L 2 + and denote the orthogonal projections onto L 2 + and L 2 − by P + and P − , respectively. On L 2 + define the operator of multiplication with the free variable by M
+ , z ∈ T. By I we denote the class of functions h ∈ L 2 + such that |h(z)| = 1 for a.e. z ∈ T. The functions in I are exactly the radial limits of the inner functions on the open unit disk (cf. Appendix B). Therefore, we also call them inner. Also, let I * denote the set of all inner functions which are not finite Blaschke products.
An overview of the new results
In this section we will collect some of our main new contributions and relate them to known results and open problems from the literature. We first state a characterization of frames of the forms (T n f 0 ) n∈N and (T n f 0 ) n∈Z , respectively, which is a combination of Theorem 3.6 and Theorem 4.7. Given a closed subspace M of the underlying Hilbert space H, let P M denote the orthogonal projection onto M . Now, for h ∈ I * ∪ {0}, let
Note that the spaces H h , h ∈ I * ∪ {0}, are exactly the infinite-dimensional orthogonal complements of the invariant subspaces of the multiplication operator M + T (cf. Appendix C). The operators A h are the compressions of M + T to these orthogonal complements. Theorem 1.1.
(a) Let T ∈ L(H) and f 0 ∈ H. Then the following statements are equivalent:
H) and f 0 ∈ H. Then the following statements are equivalent:
So, while operators generating frame orbits indexed over Z are similar to multiplication operators, the ones generating frame orbits indexed over N are similar to special compressions of the multiplication operator M + T . Note that the compressions A h play an important role in Nikolskii's book [19] . They also serve as a prominent example for the so-called An important consequence of Theorem 1.1 is that the class of frames that can be represented in the form (T n f 0 ) n∈N with a bounded operator T is much larger than what could be expected from the examples known so far. We will discuss this in more detail in Remark 5.3.
Assuming that the orbit (T n f 0 ) n∈N is a frame for H for some fixed f 0 ∈ H, it is natural to ask for a characterization of all f ∈ H such that (T n f ) n∈N is a frame for H. For T ∈ L(H), we indeed characterize these vectors in Proposition 3.10 (see also Remark 3.11 for a more explicit representation). Analogue results for bi-infinite orbits are given in Section 4.
The next result combines Corollary 3.8 and Corollary 4.5. The conclusion about T * in (1.4) is already known [4] and is only included here for completeness and direct comparison between (a) and (b). Recall that a frame is called overcomplete if it is not a Riesz basis.
(a) Let T ∈ L(H) and f 0 ∈ H such that (T n f 0 ) n∈N is an overcomplete frame for H. Then for each f ∈ H we have that
(b) Let T ∈ GL(H) and f 0 ∈ H, such that (T n f 0 ) n∈Z is a frame for H with frame bounds A and B. Then for all f ∈ H and all n ∈ Z we have
Theorem 1.2 (a) answers a question posed in [8] .
In particular, the result shows that the classical overcomplete frames in L 2 (R), i.e., frames of translates, Gabor frames, and wavelet frames cannot be represented in the form (T n f 0 ) n∈N with a bounded operator T : L 2 (R) → L 2 (R); indeed, all these frames consist of elements of equal norm, which contradicts (1.4). At present it is still an open problem whether there exist overcomplete Gabor frames or wavelet frames that can be represented in the form (T n f 0 ) n∈Z with a bounded operator T : L 2 (R) → L 2 (R). Note that there exist overcomplete frames of translates for subspaces of L 2 (R) with such a representation: indeed, considering the translation operator T 1/2 f (x) = f (x − 1/2), the sequence (sinc(· − n/2)) n∈Z = (T n 1/2 sinc) n∈Z is an overcomplete frame for the Paley-Wiener space because (sinc(· − n)) n∈Z is a basis for that space.
It is interesting to notice that even though an overcomplete Gabor frame cannot be represented in the form (T n f 0 ) n∈N with a bounded operator T , any Gabor frame can actually be written as a subsequence of such a sequence. Indeed, a fundamental result by Halperin, Kitai, and Rosenthal [17] states that every linearly independent countable sequence in a Hilbert space H is contained in the orbit of a certain bounded operator T : H → H. Thus, we have the following result, which in particular applies to every Gabor system with a nonzero window: 17] ). Consider any linearly independent frame (f n ) n∈N in a Hilbert space H. Then there exists a bounded operator T : H → H and a sequence (α n ) n∈N ⊂ N such that
2 (a) also shows that a frame of the form (T n f 0 ) n∈N cannot contain an infinite Riesz sequence. The mentioned example of the frame (sinc(· − n/2)) n∈Z in the Paley-Wiener space shows that this restriction does not apply to frames of the form (T n f 0 ) n∈Z .
Frame orbits generated by closable operators
Throughout this section we will consider frames (f n ) n∈I with indexing over I = N or I = Z. A natural question to ask is whether there exists a linear operator T such that f n+1 = T f n for all n ∈ I? In the affirmative case, the operator T obviously maps the subspace D := span{f n : n ∈ I} into itself; furthermore the operator is surjective if I = Z. In [11, 12] it was proved that such an operator T : D → D exists if and only if the frame is linearly independent. The operator T then is unique (and bijective if I = Z) and f n = T n f 0 for all n ∈ I. Moreover, it was shown in [11, 12] that T is bounded if and only if the kernel of the synthesis operator of (f n ) n∈I is invariant under the right shift operator on ℓ 2 (I).
Since invariance of a subspace of ℓ 2 (I) under the right shift is a fairly strong property, it seems that requiring boundedness of T is very restrictive and relaxing this requirement might lead to a weaker condition. In what follows, we will characterize those frames F = (f n ) n∈I for H which can be represented in the form (T n f 0 ) n∈I , where I = N or I = Z and T is a closable operator, defined on D F := span{f n : n ∈ I}. Recall that an operator T : D F → H is called closable if the closure of its graph in H × H is again the graph of an operator (which is then called the closure of T , denoted by T ).
Let F = (f n ) n∈I be a linearly independent frame for H. As we just mentioned, by [11, 12] there exists a unique linear operator T : D F → H such that f n = T n f 0 , n ∈ I. We call T the generating operator of F . Since the frame is complete in H, its generating operator is obviously densely defined. Therefore, the adjoint T * exists. Recall that
In the sequel, we denote by L and R the left shift and the right shift operator on ℓ 2 (I), respectively.
n∈I be a linearly independent frame for H with generating operator T : D F → H. Then dom T * is closed and
where C denotes the analysis operator of F and (LC) −1 ran C denotes the preimage of the set ran C under the map LC.
Proof. We have T f n = f n+1 , n ∈ I. From this and the definition of dom T * it is clear that dom T * is contained in the right hand side of the first equation. Now, let g, h ∈ H such that for all n ∈ I we have
I ′ ⊂ I is finite and c n ∈ C, n ∈ I ′ . Then
This proves that g ∈ dom T * . For the second equation we note that for g, h ∈ H we have
Thus, g ∈ dom T * if and only if there exists h ∈ H such that LCg = Ch, that is, LCg ∈ ran C. Hence, dom T * = (LC) −1 ran C. As the pre-image of a closed set under a continuous map, dom T * is closed.
The closed graph theorem immediately yields the following corollary.
n∈I be a linearly independent frame for H with generating operator T :
The following theorem is our main result in this section. It shows in particular the surprising fact that the generating operator of a linearly independent frame is closable if and only if it is bounded. Note that we do not assume a priori that the given frame is linearly independent. For I = N, the equivalence of (i) and (iii) was already proved in [12] . Theorem 2.3. Let F = (f n ) n∈I be a frame for H with synthesis operator U . Then the following statements are equivalent.
(i) F has the form (T n f 0 ) n∈I with a bounded operator T.
(ii) F has the form (T n f 0 ) n∈I with a closable operator T .
(iii) ker U is R-invariant. In case these equivalent conditions are satisfied, the closure of the generating operator T of F is given by
where
Proof. Let C denote the analysis operator of F , i.e., C = U * . The implication (i)⇒(ii) is trivial. For the other implications we will make use of the easily proved relation
(ii)⇒(iii). By Lemma 2.1, dom T * = (LC) −1 ran C is closed. From the well known fact that a densely defined operator is closable if and only if its adjoint is densely defined we conclude that (LC) −1 ran C = H. Making use of (2.2), we obtain U R ker U = {0}, which is (iii). (iii)⇒(i). Let us first prove that {f n : n ∈ I} is linearly independent. We prove this for I = N. A similar reasoning applies to the case I = Z. Towards a contradiction, assume that there are c 1 , . . . , c N ∈ C, not all equal to zero, such that N n=0 c n f n = 0. Without loss of generality, we may assume that c N = 0. By (iii),
Inductively, we conclude that f n ∈ span{f 0 , . . . , f N −1 } for all n ∈ N, which clearly is a contradiction as H is infinite-dimensional. Hence, F is linearly independent. The claim now follows from [11, 12] . To prove (2.1), assume that the frame has the form F = (T n f 0 ) n∈N with a bounded operator T . Denote the frame operator of F by S, i.e., S = U C. Let f ∈ H and put c :=
Remark 2.4. Note that the question whether an overcomplete linearly independent frame is generated by a bounded operator highly depends on the order of its elements. This leads to the more general problem of finding necessary and sufficient conditions on a given linearly independent frame under which there exists a permutation of its elements resulting in a sequence that can be represented by a bounded operator. We will not address this problem here.
While the above results and in particular Theorem 2.3 hold for frame orbits indexed over each N and Z, there is clearly a difference between subspace invariance under the (unilateral) right shift on ℓ 2 (N) and the (bilateral) right shift on ℓ 2 (Z). For example, (R n e 0 ) n∈N is a Riesz basis for ℓ 2 (N) and ran R = ℓ 2 (N). As the next proposition shows, this cannot happen for frame orbits indexed over Z.
Proof. Let U be the synthesis operator of (T n f 0 ) n∈Z . From Theorem 2.3 we know that ker U is R-invariant. Therefore, with respect to the decomposition ℓ 2 (Z) = ker U ⊕ran U * we can write
.
From RR * = Id we immediately see that R 22 R * 22 = Id ran U * . Theorem 2.3 also yields
Thus, f ∈ ran T .
Orbits of the form (T n f 0 ) n∈N
In this section we consider frames (T n f 0 ) n∈N with a linear operator T that is bounded and defined on the entire Hilbert space, i.e., T ∈ L(H). We begin with a lemma. 
This shows that (T n
Thus, V is unique.
In what follows, it is our aim to characterize the pairs (T, f 0 ) ∈ L(H)×H for which the orbit (T n f 0 ) n∈N is a frame for H. Such a characterization indeed appears in [5] . However, the conditions in [5] are neither suitable to be checked directly nor do they provide a parametrization of the pairs generating a frame by means of well known objects. Towards a characterization satisfying the latter requirement, we prove the next proposition. The pseudo-inverse of a bounded operator A will be denoted by A † . We refer to Section 1.1 for the notations appearing in the statement of the result and its proof. We will also use some results from the literature, which we have collected in the appendix for easy reference. (i) (T n f 0 ) n∈N is a frame for H.
(ii) There exists a surjective operator U ∈ L(ℓ 2 (N), H) with ker U being R-invariant such that T = U RU † and f 0 = U e 0 , where e 0 = (δ n,0 ) n∈N . (iii) There exist h ∈ I * ∪ {0} and a surjective operator V ∈ L(L 2 + , H) with ker V = hL 2 + such that T = V M + T V † and f 0 = V 1 T . In case these equivalent conditions are satisfied, the operator U in (ii) is necessarily the synthesis operator of (T n f 0 ) n∈N and V = U F, where F :
Proof. The equivalence of (ii) and (iii) follows from Beurling's Theorem (Theorem C.1).
Here, we can write I * instead of I because dim H = ∞ and an operator V ∈ L(L 2 + , H) with finite-codimensional kernel cannot be surjective (cf. Lemma C.3). Also, (i)⇒(ii) is an immediate consequence of Theorem 2.3. For the converse implication, let T = U RU † , where U ∈ L(ℓ 2 (N), H) is surjective with ker U being R-invariant and f 0 = U e 0 . Note that U U † = Id H and U † U = P ran U * . Therefore, T U = U RP ran U * = U R(Id ℓ 2 (N) −P ker U ) = U R and, inductively, T n U = U R n for n ∈ N. Hence, for f ∈ H we have
Since U is bounded and surjective, U * is bounded and bounded below. Thus (T n f 0 ) n∈N is a frame for H. For x ∈ ℓ 2 (N) we have
Hence, the operator U is indeed the synthesis operator of (T n f 0 ) n∈N .
Using that a frame is a Riesz basis if and only if its synthesis operator is bijective, the next result follows immediately from Proposition 3.2.
Corollary 3.3. Let T ∈ L(H) and f 0 ∈ H. Then the following statements are equivalent:
We will now show that one can extend Corollary 3.3 in order to obtain a characterization of all frames (T n f 0 ) n∈N generated by a bounded operator. To this end, we first state the following lemma. As Theorem 3.6 below will reveal, the frames appearing in it areup to similarity -exactly the frames that we aim to characterize. Recall the notations H h , A h and φ h from (1.3). We will frequently use the following fact; the definition of a C 0 -contraction is given in Appendix B.
Lemma 3.4 ([18, Ch. III, Prop. 4.3]).
Each operator A h , h ∈ I * , is a C 0 -contraction and its minimal function is precisely h.
In particular, if h = 0, (A n h φ h ) n∈N is an overcomplete Parseval frame for the infinitedimensional Hilbert space H h .
Proof. Clearly, (3.1) holds for h = 0. Thus, let h ∈ I * . Then H h is always infinitedimensional by Lemma C.3. The subspace hL 2 + is invariant under M
Therefore, by definition of A h and φ h , we get
which is (3.1).
We are now ready to prove our main result in this section.
Theorem 3.6. Let T ∈ L(H) and f 0 ∈ H. Then the following statements are equivalent: (i) The system (T n f 0 ) n∈N is a frame for H.
(ii) (T, f 0 ) ∼ = (A h , φ h ) for some h ∈ I * ∪ {0}. In case these equivalent conditions are satisfied, the function h in (ii) is unique and the frame (T n f 0 ) n∈N is a Riesz basis for H if and only if h = 0.
Proof. Due to Lemma 3.5 and Lemma 3.1, (ii) implies (i). So, assume that (i) holds. By U denote the synthesis operator of the frame (T n f 0 ) n∈N and put V := U F, where F : L 2 + → ℓ 2 (N) is the Fourier transform. Then, due to Proposition 3.2, there exists
This proves the equivalence of (i) and (ii).
The fact that h in (ii) is unique follows from Lemma 3.4 and Lemma B.1. Hence, the last claim is a consequence of Corollary 3.3.
Remark 3.7. Theorem 3.6 provides a parametrization of the pairs (T, f 0 ) generating a frame for H. Indeed, for each h ∈ I * ∪ {0} and every W ∈ GL(H h , H) the pair (W A h W −1 , W φ h ) generates a frame for H and each frame (T n f 0 ) n∈N for H with T ∈ L(H) and f 0 ∈ H is of this form with unique W and h (cf. Lemma 3.1). Hence, the parametrization is injective.
As a consequence of Theorem 3.6 we now prove that if (T n f 0 ) n∈N is an overcomplete frame and T is bounded, then T n f → 0 as n → ∞ for all f ∈ H. As already discussed in Section 1.2 this implies that the classical frames in L 2 (R), e.g., Gabor frames, wavelet frames, and frames of translates, only have representations of the form (T n f 0 ) n∈N with a bounded operator T if they form a Riesz basis. Corollary 3.8. Let T ∈ L(H) and f 0 ∈ H such that (T n f 0 ) n∈N is an overcomplete frame for H. Then for each f ∈ H we have that
In particular, (T n f 0 ) n∈N does not contain any Riesz sequence.
Proof. It was already proved in [4] that (T * ) n f → 0 as n → ∞ for all f ∈ H (independent of whether the frame is overcomplete or not). By Theorem 3.6, there exist an inner function h ∈ I * and V ∈ GL(H h , H) such that T = V A h V −1 . Therefore, it suffices to show that A n h f → 0 for all f ∈ H h . And indeed, for f ∈ H h , via (3.2) and (C.2), we have
, which tends to zero as n → ∞. Let T ∈ L(H) be an operator for which there exists some f 0 ∈ H such that (T n f 0 ) n∈N is a frame for H. An obvious natural question to ask is whether there exist other vectors f ∈ H for which (T n f ) n∈N also is a frame for H and which vectors these are. Therefore, for arbitrary T ∈ L(H) we define the set V N (T ) := {f ∈ H : (T n f ) n∈N is a frame for H} .
The next proposition shows that from one vector f 0 ∈ V N (T ) (if it exists) we obtain all vectors in V N (T ) by applying all invertible operators from the commutant {T } ′ of T to f 0 . Recall that {T } ′ is the set of all V ∈ L(H) commuting with T .
and
Hence, by Lemma 3.4 and Lemma B.1 we have g = h (up to unimodular constant multiples). In particular, H h = H g , A h = A g , and
Remark 3.11. A more explicit characterization of V N (T ) than given in (3.4) can be obtained as follows. Let M ϕ denote the operator of multiplication with ϕ in 
is in GL(H h ) if and only if the function ϕ satisfies inf{|h(z)| + |ϕ(z)| : z ∈ D} > 0. Let us denote the class of functions ϕ ∈ H ∞ satisfying this requirement by Θ h . Now, let (T n f 0 ) n∈N form an overcomplete frame for H and let (T, f 0 ) be similar to
And since by (C.2), P H
h (ϕφ h ) = hP − (ϕhφ h ) = hP − (ϕP − h) = hP − (ϕh) = P H h ϕ, we obtain that V N (T ) = {W P H h ϕ : ϕ ∈ Θ h } .
Orbits of the form (T n f 0 ) n∈Z
In this section we focus on bi-infinite orbits indexed by Z. The following lemma is proved similarly as Lemma 3.1. 
. Then (T n 1 f 1 ) n∈Z is a frame for H 1 if and only if (T n 2 f 2 ) n∈Z is a frame for H 2 . In this case, the operator V in (1.1) is unique.
We will now characterize the pairs (T, f 0 ) ∈ GL(H) × H which yield a frame for H of the form (T n f 0 ) n∈Z . As it will turn out below, up to similarity such frames are exactly the ones presented in the following example.
Let us again start with the Riesz basis case. The next proposition shows that if (T, f 0 ) generates a Riesz basis indexed by Z, then T is similar to the multiplication operator M T on L 2 (T). Proposition 4.3. Let T ∈ GL(H) and f 0 ∈ H. Then the following statements are equivalent:
Proof. The implication (ii)⇒(i) is evident. For the converse direction assume that (T n f 0 ) n∈Z is a Riesz basis for H. Let V ∈ GL(H) be such that (V T n f 0 ) n∈Z is an orthonormal basis (ONB) of H. Thus, (S n e 0 ) n∈Z is an ONB of H, where S := V T V −1 and e 0 := V f 0 . Moreover, (T, f 0 ) ∼ = (S, e 0 ). Put e n := S n e 0 , n ∈ Z. Then (e n ) n∈Z is an ONB of H and Se n = e n+1 for n ∈ Z. Now, define the unitary map U : H → L 2 (T) by U e n := z n , n ∈ Z. It is easily seen that U SU −1 = M T and U e 0 = 1 T . Therefore,
which completes the proof.
Lemma 4.4. Let T ∈ GL(H) and f 0 ∈ H such that (T n f 0 ) n∈Z is a frame for H with frame operator S. Then S −1/2 T S 1/2 is unitary. In particular, T is similar to a unitary operator.
Proof. We have Sf = n∈Z f, T n f 0 T n f 0 for f ∈ H and hence
Therefore, T ST * = S, meaning that U U * = Id, where U := S −1/2 T S 1/2 . As T ∈ GL(H), U is a unitary operator.
Corollary 4.5. Let T ∈ GL(H) and f 0 ∈ H such that (T n f 0 ) n∈Z is a frame for H with frame bounds A and B. Then for all f ∈ H and all n ∈ Z we have that
Proof. Define the operator U := S −1/2 T S 1/2 , where S denotes the frame operator of (T n f 0 ) n∈Z . As U is unitary, for f ∈ H we have
where σ ∈ B(T), the spectrum σ(T ) of T (or, equivalently, that of M σ ) does not necessarily coincide with σ as σ might be non-closed. In fact, it can be proved that σ(T ) is the essential closure of σ (see [14] ).
Hence, we identify sets σ 1 , σ 2 ∈ B(T) whose symmetric difference has arc length measure zero.
The next lemma shows in particular that Theorem 4.7 provides an injective parametrization of the pairs (T, f 0 ) generating frames for H, indexed by Z.
Since V is injective, we conclude that χ σ 1 \σ 2 = g = 0 and thus |σ 1 \ σ 2 | = 0. By interchanging the roles of σ 1 and σ 2 we also obtain |σ 2 \ σ 1 | = 0.
Similarly as in Section 3 for T ∈ GL(H) we define the set V Z (T ) := {f ∈ H : (T n f ) n∈Z is a frame for H} .
The next two statements are analogues of Proposition 3.10 and Remark 3.11 for the case of orbits indexed by Z.
Proposition 4.10. Let T ∈ GL(H) and let f 0 ∈ V Z (T ). Then
Hence, by Lemma 4.9 we have σ 1 = σ 2 (in the sense of Remark 4.
Remark 4.11. Let σ ∈ B(T), |σ| > 0. It is easy to see that {M σ } ′ consists of the operators of multiplication with functions ψ ∈ L ∞ (σ). Such an operator is in GL(L 2 (σ)) if and only if essinf |ψ| > 0. If T ∈ GL(H) and f 0 ∈ H such that (T n f 0 ) n∈Z is a frame for H and (T, f 0 ) is similar to (M σ , 1 σ ) via W ∈ GL(L 2 (σ), H), it follows that
Construction of frame orbits
For two non-negative sequences (a j ) j∈N and (b j ) j∈N we write a j ∼ b j if there exist constants c, C > 0 such that ca j ≤ b j ≤ Ca j for all j ∈ N. Recall that a sequence Λ = (λ j ) j∈N in the open unit disk D is called uniformly separated if
The condition (5.1) is known in the literature under the name the Carleson condition.
The frame characterization in the next theorem was already proved in [3, 4] (see also [5] for a more general version). In addition, we here also provide estimaes for the frame bounds.
Theorem 5.1. Let T ∈ L(H) be a normal operator and f 0 ∈ H. Then (T n f 0 ) n∈N is a frame for H if and only if T = ∞ j=0 λ j · e j e j , where (λ j ) j∈N ⊂ D is uniformly separated, (e j ) j∈N is an orthonormal basis for H, and | f 0 , e j | 2 ∼ 1 − |λ j | 2 . In this case, the frame (T n f 0 ) n∈N has the frame bounds α∆ −1 and β∆, where
Proof. We only have to prove the lower frame bound. To this end, we recall that H 2 := H 2 (D) is the Hardy space on the unit disk D consisting of functions of the form
Let us also define the Fourier transforms F : ℓ 2 (N) → H and F : ℓ 2 (N) → H 2 by Fc := j∈N c j e j and Fc(z) := n∈N c n z n . By U we denote the synthesis operator of the frame (T n f 0 ) n∈N . Then for c ∈ ℓ 2 (N) we have
Now, define the interpolation operator T Λ : H 2 → ℓ 2 (N) by
Proof. It was shown in [15] (see also [19, p. 212] ) that A h (h ∈ I * ) is similar to a normal operator if and only if h is a Blaschke product defined by a uniformly separated sequence. This proves the equivalence of (i) and (ii). Here, h = 0 can be excluded since
T is clearly not similar to a normal operator. The equivalence of (i) and (iii) follows from Theorem 5.1 and the simple fact that, fixing an orthonormal basis (e j ) j∈N of H, two sequences (g j ) j∈N and (h j ) j∈N are bi-orthogonal Riesz bases for H if and only if g j = (W −1 ) * e j and h j = W e j with some W ∈ GL(H).
Assume now that (iii) holds, let (e j ) j∈N be an orthonormal basis for H, and choose W ∈ GL(H) such that g j = (W −1 ) * e j and g ′ j = W e j , j ∈ N. Then T = W N W −1 , where N = j λ j · , e j e j . In particular, (T n f 0 ) n∈N = (W N n W −1 f 0 ) n∈N , which has frame bounds A inf σ(L) and B L , where L = W W * and A and B denote frame bounds of (N n W −1 f 0 ) n∈N . By Theorem 5.1 we know that we can take A = α∆ −1 and B = β∆.
Remark 5.3. Consider T ∈ L(H) and f 0 ∈ H such that (T n f 0 ) n∈N is a frame for H. Then by Theorem 3.6, T is similar to A h for some unique h ∈ I * ∪ {0}. Our results show that
• (T n f 0 ) n∈N is a Riesz basis if and only if h = 0.
• T is similar to a normal operator if and only if h is a Blaschke product generated by a uniformly separated sequence. Since the Blaschke products generated by uniformly separated sequences form a very small set within the class of all inner functions, it follows that the frames (T n f 0 ) n∈N generated by an operator T ∈ L(H) that is similar to a normal operator are very particular. In other words -the class of frames (T n f 0 ) n∈N that are known so far (i.e, the Riesz bases and the constructions arising from Theorem 5.1) form a very small subclass of all possible constructions. It remains a very interesting and challenging open problem to give a more concrete and constructive way of obtaining such frames for general bounded operators T .
In the following theorem we construct frames of the form (T n f 0 ) n∈N with a non-normal operator T ∈ L(H) by means of perturbations of frames as considered in Theorem 5.1.
Theorem 5.4. Let (λ j ) j∈N be a uniformly separated sequence in D, (e j ) j∈N an orthonormal basis for H, and
Then (T n τ f 0 ) n∈N is a frame for H. For τ = 0 the operator T τ is not normal. Proof. Setting d := λ k − λ ℓ , we define sequences (g j ) j∈N and (h j ) j∈N by g j := h j := e j for j / ∈ {ℓ, k} and
Note that d = 0 as (λ j ) j∈N is uniformly separated. A simple calculation shows that (g j ) j∈N is a Riesz basis for H with g ′ j = h j , j ∈ N, and that
In order to apply Proposition 5.2 it remains to show that | f 0 , g j | ∼ 1 − |λ j | 2 . Since we already know that | f 0 , e j | ∼ 1 − |λ j | 2 , it suffices that f 0 , g ℓ = 0 and f 0 , g k = 0. But this is exactly the case when τ = (λ k − λ ℓ )
The fact that T τ is not normal for τ = 0 simply follows from T τ e k 2 = |λ k | 2 + |τ | 2 and T * τ e k 2 = |λ k | 2 .
A. Laurent matrices
Let a := (a n ) n∈Z ∈ ℓ 2 (Z). The bi-infinite matrix A := (a n−m ) n,m∈Z is then called the Laurent matrix corresponding to the sequence a. The so-called symbol a of A is the synthesis of a with respect to the orthonormal basis (e n ) n∈Z of L 2 (T), where e n (z) := z n , z ∈ T, n ∈ Z. That is,
where F : ℓ 2 (Z) → L 2 (T) denotes the Fourier transform. It is well known that the matrix A defines a bounded operator on ℓ 2 (Z) if and only ifâ ∈ L ∞ (T). Since for x ∈ ℓ 2 (Z) we have
i.e., Ax = a * x, we conclude that (FAF −1 )x = F(Ax) =â ·x, which implies that FAF −1 is the operator of multiplication with the functionâ ∈ L ∞ (T) in L 2 (T). As the spectrum of this multiplication operator coincides with the essential range ess ran(â) of a, it follows that σ(A) = ess ran(â).
B. Contractions
By H ∞ denote the set of all bounded analytic functions on the open unit disk D. It is well known that each h ∈ H ∞ has radial limits on the unit circle T almost everywhere, that is, h * (z) := lim r↑1 h(rz)
exists for a.e. z ∈ T. The function h * is then an element of L ∞ = L ∞ (T) with vanishing negative Fourier coefficients, i.e., h * ∈ L 2 + (cf. (1.2) ). Conversely, for every such function g ∈ L ∞ there exists some h ∈ H ∞ such that g = h * . A function h ∈ H ∞ with |h * (z)| = 1 for a.e. z ∈ T is called an inner function.
A contraction on a Hilbert space H is an operator T ∈ L(H) with operator norm T ≤ 1. A contraction T is said to be completely non-unitary (c.n.u.), if there is no non-trivial subspace M ⊂ H reducing T such that T |M is unitary. For a c.n.u. contraction T there exists an H ∞ -functional calculus, which is defined as follows:
where u r (z) := u(rz), r ∈ (0, 1), z ∈ D, see [18, Ch. III.2]. The operator u r (T ) is well defined because if u(z) = ∞ n=0 α n z n , then u r (z) = ∞ n=0 r n α n z n , z ∈ D, so that (r n α n ) n∈N ∈ ℓ 1 (N) for every r ∈ (0, 1). The mapping u → u(T ) is an algebra homomorphism from H ∞ to L(H).
A c.n.u. contraction T is said to belong to the class C 0 if there exists some non-trivial u ∈ H ∞ which annihilates T , that is, u(T ) = 0. Among the non-vanishing T -annihilating H ∞ -functions there exists a minimal function m T which is a divisor of all of them. The minimal function is always an inner function and can be seen as a generalization of the minimal polynomial of linear operators on finite-dimensional spaces. In particular, it determines the spectrum of T uniquely (cf. [18, Ch. III, Thm. 5.1]). We shall make use of the following simple lemma, which directly follows from [18, Ch. III, Prop. 4.6].
Lemma B.1 ([18] ). If S and T are C 0 -contractions which are similar to each other, then m S = m T (up to unimodular constant multiples).
C. Subspaces of L 2 (T)
The following theorem is due to Beurling (see, e.g., [22, Theorem 17.21] ). (C.1)
Moreover, P hL 2
Proof. First of all, we have (hL 2 + ) ⊥ = hL 2 − , since
It is now easily checked that (z −n h) ∞ n=1 is an orthonormal basis for hL 2 − . Hence, for f ∈ L 2 ,
Now, if m ∈ N, we have 
