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Abstract 
Association rules mining(ARM) is an important task in the field of data mining, mining frequent itemsets is a key step of 
many algorithms for ARM. In a very large dataset, rules generated may be very large, but some of them are useless to the 
users, to improve the effectiveness and efficiency of mining tasks, constraint-based mining enables users to concentrate 
on mining their interested association rules instead of the complete set of association rules. Most of previously proposed 
methods are mainly deal with a single constraint. In this paper, we present an algorithm for mining association rules with 
multiple constraints, the proposed algorithm simultaneously copes with two different kinds of constraints, it consists of 
three phases, first, the frequent 1-itemset are generated, second, we exploit the properties of the given constraints to 
prune search space or save constraint checking in the conditional databases. Third, for each itemset possible to satisfy the 
constraint, we generate its conditional database and perform the three phases in the conditional database recursively. 
Experimental results show that the proposed method outperform the revised FP-growth algorithm.
© 2011 Published by Elsevier Ltd. 
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1. Introduction
Association rules mining is an important task in the field of data mining, and frequent itemset mining is
a key step of many algorithms for association rules mining. There had been lots of work done for mining 
of association rules. When the dataset are large, the rules generated may be very large, but some of them 
are not interesting to the users, so, it is common to set some parameters to reduced the numbers of rules 
generated, support and confidence are two common parameters, but using only the support and 
confidence has some drawbacks[1]: first, it is lack of user exploration and control, second, it is lack of 
focus, third, it is a rigid notion of relationship. To improve the effectiveness and efficiency of mining 
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tasks, constraint-based mining enables users to concentrate on mining their interested association rules 
instead of the complete set of association rules. According to the properties of the constraints, there are 
four kinds of constraints, which are monotonic constraint, anti-monotone constraint, succinct constraint, 
and convertible constraint. The problem of discovering all frequent itemsets that satisfy constraints is a 
difficult one, the difficulty stems from the fact that[2], first, testing for minimum support and maximum 
support can not be done simultaneously, since when valid, one is always true for subsets while the other is 
always true for supersets. Second, despite their selective power, some constraints cannot be checked to 
filter candidate itemsets until a very late stage of the mining process depending upon the type of 
constraint and the search space traversal strategy used. However, there are some efficient algorithms 
proposed to deal with this problem[2-7], but most of these algorithms only cope with one constraint, in 
this paper, we present an algorithm to mine association rules with multiple constraints, it copes with two 
different kinds of constraints simultaneously. The proposed method consists of three phases, first, the 
frequent 1-itemset are generated, second, we exploit the properties of the given constraints to prune 
search space or save constraint checking in the conditional databases. Third, for each itemset possible to 
satisfy the constraint, we generate its conditional database and perform the three phases in the conditional 
database recursively. Experimental results show that the proposed method outperform the revised FP-
growth algorithm.  
2. Problem Definition 
 Let Items={x1,x2,…,xn}be a set of distinct items. An itemset X is a non-empty of Items. If X  has k 
items, then X is call a k-itemset. A transaction is a couple<  > where is the transaction 
identifier and X is the content of the transaction. A transaction database DB is a set of transactions. An 
itemset 
X,IDt tID
X is contained in a transaction < > if , the support of an itemset YIDt , YX ⊆ X , written as 
is the numbers of )(XSupport X  that contain in DB. Given a user-defined minimum support δ , an 
itemset X  is called frequent in DB if δ≥)(XSupport .
A constraint C is a predicate on the powerset of the set of items I , i.e., . An 
itemset 
},{2: falsetrueC I →
X satisfies a constraint C if and only if is true. The complete set of itemsets satisfying a 
constraint C  is 
)(XC
{ }trueXCIXXIC =∧= )()(SAT ⊆
Definition 1 Given an itemset X , a constraint is anti-monotone if C
      trueYCtrueXCXY =⇒=⊆∀ )()(:
Definition 2 Given an itemset X, a constraint C is monotone if  
      trueXCtrueYCXY =⇒=⊆∀ )()(:
Definition 3  A constraint C  is convertible anti-monotone provided there is an order on items such that 
whenever an itemset X  satisfies , so does any prefix of C X . A constraint Φ is convertible monotone 
provided there is an order on items such that whenever an itemset X  violates  so does any prefix of Φ
X .
 In this paper, the proposed algorithm deal with two constraints, the two constraints are anti-monotone 
and monotone. We use the FP-Growth algorithm as the basic approach to mine frequent itemsets since it 
is more efficient compare with many other algorithms such as Apriori-like algorithm. Given a DB as well 
as two constraints , , is a anti-monotone constraint, and is a monotone constraint, our goal is 
to generate all the itemset
1C 2C 1C 2C
X which satisfy such that  )()( 21 XCXC ∧
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{ }trueXCXCIXXXSAT CC =∧∧⊆=∧ )()()( 2121 .
3. The Proposed Method 
In our algorithm, we use an example date set shown in table 1 below to illustrate how the proposed 
algorithm works, two constraints are such as(max(S.cost)≤min(S.price)) and (total(S.price)≥100), it is 
obviously that the former constraint is anti-monotone, and the latter is monotone, where S is an itemset 
and each item in S contains two attributes cost and price, max(S.cost) denotes the maximum cost of all 
items in S and min(S.price) denotes the minimum price of all items in S, total(S.price) denotes the total of 
price of all items in S. Before we give the description of the algorithm, first, we present some definitions 
and lemmas as follows: 
Definition 4 [4]. Given a database T and a project condition .pc
1.  if the relationship between itemsets and is correct. For example, let 
,  and = prefix relationship, because  is the prefix of 
truesspc =),( 21
ab=1 abcds =2
1s
s, 2
2s
trues pc spc =)( 1 1s 2s
2. Itemset  is called the max-a projection of a transaction , w.r.t , if and only if <i>
and ; <ii> ; <iii>there exists no proper superset of such that 
and .
b
pc
>< tItid ,
c
pc tIa ⊆
tIb ⊆
tI⊆
truebapc =),(
trueba =),
b
c (
3. The a-conditional database is the collection of max-a projections of transactions containing a w.r.t. .pc
Definition 5[4]. Letα be a frequent itemset andλ be the set of frequent items inα ’s conditional database. 
λα U  forms the potential largest frequent itemset in the α ’s conditional database. 
Lemma 1[4]. Let β be the set of frequent items in aT and γ be a sub-set of the set of frequent items in 
aT If we have confirmed truea =Φ )( βU  in aT  where is an anti-monotone constraint, we do not 
need to check Φ  in 
Φ
a∪a}{T  for each β∈a because )()({ } βαγ UU ⊆a U a and thus )}({ γUU aaΦ  is 
certainly true. 
Lemma 2[4]. Let γ be a sub-set of the set of frequent items in aaT ∪}{ , if we have confirmed 
falsea =Φ )( βU , where is an anti-monotone constraint and a is an individual frequent item in Φ aT ,
we do not need to generate aaT ∪}{  because γUU aa}{ contains and thusaa U}{ )}({ γUU aaΦ is
certainly false. 
Lemma 3. Let β be the set of frequent items in aT and γ be a sub-set of the set of frequent items in aT If
we have confirmed flasea =Φ )( βU  in aT  where is a monotone constraint, we do not need to check 
 in 
Φ
Φ aaT ∪}{  for each β∈a because )}({ () βαγ UUU aa ⊆ and thus )}({ γUU aaΦ  is certainly false. 
Lemma 4. Let γ be a sub-set of the set of frequent items in aaT ∪}{ , If we have confirmed 
truea =Φ )( βU , where is a monotone constraint and a is an individual frequent item in Φ aT , we do 
not need to generate a∪}a{T  because γUU aa}{ contains and thusaa U}{ )}({ γUU aaΦ is certainly 
true. 
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Table 2.  Items in database T                                                        Table 1.  An example database T 
TID Items 
1 A, B, E 
2 B,C
3 A,D,E 
4 A,B,C,E
5 B,D
Now, we give a brief description of the algorithm below. 
Item Cost price
A 30 45
B 35 40
C 50 60
D 25 40
E 20 45
),( αα TMCAL  
Input: ,anti-monotone constraint C ,monotone constraint C , minimum support threshold DB 1 2 δ
Output: All frequent itemsets X satisfying C .)()( 21 XCX ∧
1.  Collect the set of frequent items and their supports from the FP-tree header table of L αT
2. L=β ；if falseC =)(( 2 αβ U ,then exit, there are no frequent itemsets X that satisfy )()( 21 XCXC ∧
3.  if trueC =)(2 αβ U
      Apply lemma3 and lemma4 to calculate the number of item that satisfy N 2C
4.  for each β∈a
5. ),( αα TMCAL
6.  if NL <)(
7.  continue 
8.  else 
9.  for each L∈χ
10.  if trueaC =)(1 Uχ
11.  GenerateT ，ifaUχ NL >)(
12.  Output L
13.  endfor 
14.  endfor 
4. Experimental Results 
In order to evaluate the performance of the proposed algorithm, we compare it with the FP-growth+[5], 
all the experiments were performed on a Pentium IV3.2GHz personal computer with 2MB main memory, 
running Windows XP. The program is written in C++ and compiled with Microsoft Visual C++6.0. The 
data set is generated with a similar way as in[8], the data set is denotes as V25F20T50I1L100, which V25 
denotes that the average size of the transactions is 25, F25 denotes that the average size of the maximal 
potentially frequent itemsets is 20, T50 denotes that the number of transactions is 50K, I1 denotes that the 
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number of items is 1K, L100 denotes that the number of maximal potentially frequent itemsets is 100. 
The experimental results are shown in figure.1.and figure.2. as follows: 
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Fig.1. Scalability with number of transactions Fig.2. Scalability with minimum support threshold 
Conclusions 
  In this paper, we present an efficient algorithm for mining association rules with multiply constraints, 
The proposed method consists of three phases, first, the frequent 1-itemset are generated, second, we 
exploit the properties of the given constraints to prune search space or save constraint checking in the 
conditional databases, third, for each itemset possible to satisfy the constraint, we generate its conditional 
database and perform the three phases in the conditional database recursively. Experimental results show 
that the proposed method outperform the revised FP-growth algorithm such as FP-growth+. In the future, 
we plan to investigate the multiple constraints based in uncertain data mining. 
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