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Abstract 
In recent years, the input of trace metals into surface water systems has increased 
significantly, raising interest among scientists to better define water quality standards 
(WQS) at the catchment scale. Active mineral operations and other land use practices 
add to the naturally high metal concentrations of the surface waters in many parts of the 
world, and spatially and temporally impact the physico-chemical quality of water 
bodies. Regulatory authorities are well aware that it is important to consider chemical 
and toxicological principles, such as bioavailability, in the development of WQS; 
however, current metal WQS thresholds for surface waters are based on the dissolved or 
total element concentration alone. Furthermore, it is important to understand how the 
metal levels and bioavailable fractions change spatially and temporally, and how the 
natural and anthropogenic sources control the content and bioavailability of metals in 
the surface water of a catchment. This PhD research aimed to address this issue and 
improve the definition of water quality standards taking into account both water 
chemistry and metal speciation principles. The specific objectives of the project were 
to: identify natural and anthropogenic sources of metals in surface water systems, taking 
into account the natural environment (geology, mineralization, climate, etc) and past 
and present human activities; determine seasonal variations and their influence on the 
chemical speciation; and develop a methodology to characterise and quantify the spatial 
distribution of the metal species in the stream water and sedimentary environment. 
The Rapel River Basin in Central Chile was selected as field study region since it offers 
a diverse geology, hosts intense mineral exploitation and agriculture, and exhibits 
marked seasonal variations in the surface flow regime. One hundred surface water and 
sixty sediment samples were collected during the low (April-May, 2006) and high flow 
season (December, 2006 –January, 2007; repeat water samples only). Statistical 
analysis methods were used to assess the statistical properties of the data and investigate 
the relationships between the parameters. Together with these, profile analysis and 
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Piper diagrams were used to describe the water chemistry spatially and temporally 
along the rivers, and assess the water quality in relation to the chemistry of the 
sediment. Multivariate analyses, including cluster and principal factor analysis methods, 
were used to: study the complex associations among the water quality parameters and 
their relationship with the land use and geology; to determine the underlying 
geochemical processes; and quantify the relative contribution of natural and 
anthropogenic sources to the metal loads. Finally, chemical equilibrium and biotic 
ligand models (WHAM and PHREEQC, and BLM, respectively) were used to estimate 
quantitatively how the metals were partitioned in different species in the two 
hydrological regimes, and to identify the principal factors that control their 
bioavailability and toxicity. 
The approach developed in this research can be used to identify areas vulnerable to 
metal toxicity and suggest appropriate management strategies to protect water quality at 
the catchment scale. Areas with similar geochemical characteristics are distinguished, 
and effective water quality monitoring procedures can be designed given information on 
background geology and existing land use practices. In addition, the potential effect of 
metal releases to aquatic environment can be determined and the uncertainty estimated 
by the QA/QC can be integrated to the Cu risk assessment yielding realistic results and 
protective WQS. 
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Chapter 1 Introduction 
1.1 Introduction and objectives 
It is well documented that the input of many trace metals from terrestrial and 
atmospheric sources to the aquatic systems has increased during the last decades 
(Förstner and Wittmann, 1981; Manahan, 2001; Miller and Orbock Miller, 2007; U.S. 
EPA, 2007) and despite efforts to reduce these loads, they are still significant (Revenga, 
2000; European Environment Agency, 2005; Miller and Orbock Miller, 2007). The 
integration of certain metals in the food chain, their potentially toxic effects for aquatic 
organisms and the potential human health hazard they may pose in both drinking and 
irrigation waters, have caused an increasing interest amongst scientists (geochemists, 
toxicologists, epidemiologists) and governmental authorities, to understand the metal 
behaviour and its fate in the aqueous environment. 
Trace elements added to an aqueous system can be partitioned among the various 
fractions associated with both dissolved inorganic and organic ligands; or with 
particulate matter through adsorption, precipitation and co-precipitation; or be taken up 
by living organisms. These complex physical, chemical and biological processes in 
surface water systems result in the formation of different chemical species, which are 
not equally mobile, bioavailable or toxic. An important portion of the trace metals 
found in the aquatic environment is associated with several chemical species distributed 
in the bottom sediments (Tessier and Campbell, 1987). 
Metal bioavailability and toxicity are determined by organism sensitivity and water 
chemistry (Di Toro et al., 2001; Paquin et al., 2002a). Dissolved metals can exist as free 
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ions and a variety of complexed chemical forms or species. Knowledge of these forms 
and their corresponding amounts is essential in assessing their bioavailability. For most 
metals, it is the free ion form that is primarily considered to be responsible for toxicity, 
although there are other substances that are also toxic when metals are bound to them. 
The principal factors that influence the speciation and subsequently the bioavailability 
of metals are the pH, temperature, redox potential, organic and inorganic anionic 
ligands, as well as the abiotic factor expressed by other cations (Paquin et al., 2002a). 
Especially hardness (Ca2+ and Mg2+), alkalinity, pH, DOC and suspended solid 
concentration have shown a direct relation with changes in the metal toxicity (Erickson 
et al., 1996a). 
The importance of copper mining to the Chilean economy cannot be understated. The 
industry sector, as well as the Chilean government considers it essential to promote the 
sustainable development of mineral resources and minimise the potentially adverse 
impacts of mining to the environment. Along with the current mining activities, land 
use practices (agricultural practices, urbanisation and waste water management), as well 
as historical mining activities superimposed on the naturally high heavy metal loads, 
influence surface water quality in Chilean rivers. In line with international legislation, 
including the U.S. EPA Water Quality Standards and Ambient Water Quality Criteria, 
the EU Water Framework Directive, the REACH Directive, a series of water quality 
standards are currently being proposed for development in Chile to avoid further 
degradation of the environment. Even though the methodology is still in discussion, 
according to the international framework, a single system of river basin water 
management is used, and a combined approach of emission limit values and quality 
standards are set for the chemical and ecological protection of surface water. For 
ecological protection, ‘good ecological status’ is defined in terms of the quality of the 
biological community, the hydrological characteristics and the chemical characteristics 
at basin level; for chemical protection, ‘good chemical status’ is defined in terms of 
compliance with the quality standards set. The ambient water quality criteria are 
derived from empirical toxicity data and are stringent enough to protect the most 
sensitive species potentially exposed to contaminants in a water body. However, 
because different water bodies, and organisms that live in them, vary in sensitivity to 
contaminants, these criteria may prove over- or under-protective in some aquatic 
systems. Thus, the criteria may poorly reflect effective concentrations in specific 
surface waters, in which conditions are different from those under which the criteria 
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were developed (i.e., laboratory waters). Because of this, U.S. EPA allows discretion to 
adjust AWQC to reflect site-specific modifying factors on toxicity, bioavailability, and 
species exposure. Similar procedures are foreseen in the EU Water Framework 
Directive and the Australian and New Zealand Water Quality Guidelines. 
In central Chile, the Rapel River Basin, which is being studied in the current research 
project, is of especial interest, since both agriculture and mining are significant 
activities in the region and modify the water quality of the surface water. El Teniente 
mining operations, Caren tailings, Piuquenes tailings and Barahona tailings are located 
in this basin.  
Although several perspectives, for instance geochemical or ecotoxicological, have been 
used to address copper contamination of surface water (Luoma and Rainbow, 2008); 
few research works have integrated these perspectives to generate a comprehensive 
analysis (Hart et al., 2005; ICCM, 2007; Comber et al., 2008; Van Sprang et al., 2008). 
Several authors have highlighted the importance of the identification of the uncertainty 
arising from the measurement techniques for environmental samples. Although the 
uncertainty associated with sampling can be estimated through experimental work, the 
integration of these uncertainties to further analysis is generally not considered. For 
instance, the uncertainty associated with field measurements of water quality and its 
influence on toxicological evaluation of water systems has not been considered 
formally in metal risk assessments. 
 
In this context, this PhD research project aims to develop an understanding of the 
copper chemistry, bioavailability and toxicological evaluation of stream waters and 
provide the basis for the subsequent risk assessment of the aquatic environment in these 
zones for Cu, one of the most relevant metals in the study area. This knowledge will 
contribute positively to the water quality standards discussions providing a robust and 
solid scientific basis; and will assist in identifying metal contributions from different 
sources, including non-mining activities. 
The main objective of this research is to develop a generic methodology, which can be 
used to assess the contribution of different pollutant sources and their spatial 
distribution regionally and around mineral operations; and to develop an understanding 
of the chemical forms (speciation) of these pollutants and their potential risks to the 
environment and human health. The focus of the study is on the distribution of the full 
  
4 
suite of anion and cations found in surface water systems around mineral operations and 
the speciation, bioavailablity and toxicity of copper in particular. 
In accordance with this, the broad objectives of the project are as follows: 
• to identify natural and anthropogenic sources of the pollutants taking into 
account the natural environment (geology, mineralization, climate, etc) and 
human activities (historical, current). 
• to determine seasonal variations and their influence on the chemical speciation. 
• to characterise and quantify the spatial distribution of the metal species in the 
stream water and sediment environment.  
• to determine regional water quality standards taking into account the 
bioavailability and toxicity; and carry out a risk assessment for copper in the 
research area. 
In addressing these objectives, the specific aims of the research are the following: 
• Identify the natural and the anthropogenic metal sources that contribute to the 
loads found in the stream waters of the study region and account for their 
contribution. 
• Assess the water quality of the Rapel River Basin and their sub-basins spatially 
and temporally accounting for the uncertainty and variability of measurements 
and seasonal changes. Compare the water quality parameters with international 
standards and the Chilean standards under development. 
• Considering the geology, geochemical environment, land use (agriculture, 
conurbation, mining and other industrial activities), topography and hydrology, 
identify the physical, chemical and biological processes that control the water 
quality of the streams in each basin. 
• Assess if the anthropogenic activities significantly change the natural 
geochemical pattern, if it is possible to define one. Assess the importance of 
geology as a controlling factor in the water quality in intervened zones such as 
cities or mining areas. 
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• Identify and quantify the chemical species of copper and other metals, such as 
nickel and zinc, found in the surface waters of the study area. Assess how these 
species change between seasons and how they are distributed spatially. 
• Quantify the bioavailable Cu metal fraction and assess the potential to induce 
toxicity in the stream environment. Assess how this bioavailable fraction relates 
to the main processes and metal contribution sources (natural and 
anthropogenic). 
• Identify the key factors that control bioavailability and the toxicity potential of 
the copper chemical species found in the stream waters of the research region.  
• Assess the role of organic matter, the sediment and water interactions for the 
different Cu chemical species between sediment and water. 
• Identify sensitive regions in the study area and suggest strategies to protect the 
surface water quality.  
• Propose appropriate water quality standards specific to the Rapel catchment 
taking into account the species sensitivity through modelling.  
• Estimate the potential risk to the aquatic environment due to the water chemistry 
and the characteristics of the Rapel River Basin during two seasons. 
• Develop a generic methodology for the establishment of site-specific surface 
water quality standards for different catchments that host mineral operations  
 
1.2 Thesis Structure 
In order to achieve the aforementioned objectives, a literature review of the main 
concepts related to water geochemistry and metal bioavailability was carried out.  
Chapter 2 introduces briefly the main pollutants released into the surface water and the 
processes that affect their concentrations. In addition, the water quality standards and 
sampling protocols are discussed in more detail to provide an understanding of the 
water quality assessment. 
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Chapter 3 explains the main geochemical concepts related with the metal interactions 
and the superficial aquatic system. The models used to predict metal speciation and 
toxicity (WHAM and BLM, respectively) with special attention to Cu are explained in 
more detail since they play a key role in this research. 
Chapter 4 introduces the risk assessment methodology for metals and copper in 
particular in surface water. The difference between the deterministic and the 
probabilistic risk assessment and the uncertainty and variability concepts are also 
discussed. 
Chapter 5 presents the statistical and geochemical tools that can be used in the context 
of evaluation of environmental samples. The mathematical formulations and 
fundamental concepts of several available statistical tools and of the geochemical 
equilibrium models are discussed in detail along with their underlying assumptions and 
shortcomings.  
Chapter 6 presents the generic overview of the conceptual framework developed for this 
research project, taking into account the main aspects discussed in Chapters 2 to 5. The 
different techniques discussed in earlier chapters were pulled together to generate a 
holistic methodology of copper contamination assessment in stream water. Two levels 
of risk characterization were defined, which were studied in a deterministic and 
probabilistic manner. The following chapters describe the data and analysis carried out 
for each tier of the conceptual framework and the results produced. 
Chapter 7 introduces the selected study area in which the developed methodology was 
tested. Point sources and non-point sources are described along with the hydrological 
characteristics of the region. Additionally, the environmental sampling carried out to 
facilitate this research is explained together with the external data obtained from other 
sources. This represents the first tier of the analysis carried out as part of the 
methodology developed. 
Chapter 8 describes the second tier of the methodology, which focuses on the quality 
assessment/control of the geochemical data. This step is essential for the subsequent 
characterisation and geochemical modelling to ensure data reliability.  
Chapter 9 and Chapter 10 present the environmental characterization of the water in the 
research area, which correspond to the third tier of the methodology. Seasonal 
comparisons are carried out among water samples and between rivers. A new 
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methodology is presented to estimate the contribution of the land use and geology to the 
Cu levels in the surface water.  
Chapter 11 focuses on Cu bioavailability and the toxicity, tier four and five of the 
methodology, which may pose risk for the fresh water aquatic organisms. After having 
performed the five tiers of the methodology, the risk characterisation is performed using 
the results obtained from each tier. Subsequently, the maximum permissible 
concentration and the maximum intake concentration for Cu are defined and used to 
compare water quality standards. 
Finally, Chapter 12 summarises the major findings of this research and provides 
recommendations for future research in terms of water quality standard derivation and 
risk assessment to address the limitations of developed methodology.  
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Chapter 2 Pollutants and Metals in the Freshwater 
Aquatic Environment  
2.1 Introduction 
Trace metal and metalloids in the aquatic environment are of concern to governmental 
authorities and environmental researchers due to the detrimental effects they may pose 
to surface water systems and to human health through contaminated drinking/irrigation 
water and consumption of fish supplies. Over the past decades, the flux of many trace 
elements from atmospheric and terrestrial sources has increased significantly due to 
amplified release from soils and bedrocks, which is controlled by atmospheric 
precipitation and the weathering processes that, have been altered significantly by 
human activities.  
Natural or anthropogenic changes in environmental conditions (e.g. pH, redox potential, 
colloidal matter, complexing ligands, particle surface) can influence the behaviour of 
both essential and toxic elements by modifying the chemical forms in which they occur. 
The principal processes that control the release of metals and affect the surface water 
environment are described in this chapter. 
 
2.2 Types of Water Contaminants  
The pollutants released into surface water systems by natural and anthropogenic sources 
can be divided in several categories of inorganic and organic compounds (Miller and 
Orbock Miller, 2007). The organic contaminants can be divided in 16 groups based on 
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the functional group C, H, S, N or P (Domenico and Schwartz, 1998). One important 
group is the polycyclic aromatic hydrocarbons (PAHs), which includes more than 100 
different organic substances that are known to pose potential toxic threat to humans and 
the natural environment (Weiner and Weiner, 2008). Other important groups are the 
pesticides (e.g. aldrin, chlordane, DDT, dieldrin) and polychlorinated biphenyls (PCBs). 
The PCBs can persist in the environment for long periods of times and are classified as 
persistent organic pollutants (POPs). The POPs are of special concern to authorities 
since they present strong propensity to accumulate in biota, they can be transported over 
long distances; and they can become toxic to humans and the natural environment at 
very low concentrations. 
The inorganic contaminants found in river systems are categorised in three groups 
according to the classification adopted by Dojlido and Best (1993): major constituents; 
nutrients and trace metals; and metalloids. The major constituents, which include Ca, 
Na, Mg, K, SO4, Cl, SiO2, exist in natural water in concentrations exceeding 1 mg/L 
(Hem, 1985). Al, B, Fe and Mn are categorised together with the major constituents 
since sometimes attain comparable concentrations with the above elements. 
Nutrient compounds are essential for plants and living organisms. Amongst these 
oxygen, nitrate (NO3-) and phosphate (PO43-) have been studied the most since they are 
linked to eutrophication (Manahan, 2001). The latter term has been referred as an 
excessive production of algae or plants in water caused by an enhanced nutrient supply. 
This process deteriorates the river water quality through deoxygenation since microbial 
communities break down the primary products of plant growth (Ferguson et al., 1996); 
or by the reduction in animal and plant diversity. In addition to the potential impact of 
eutrophication, high concentration of nitrate in surface water may cause 
methemoglobinemia in humans, which tends to inhibit the normal development of the 
central nervous system (Weiner and Weiner, 2008). 
The term metal is used in this thesis as the chemical element that displays cationic 
behaviour in aqueous solution, or that has an oxide that it is soluble in acids (Parish, 
1977). Trace metal refers to any metal found in low concentrations (less than 0.1 mg/L). 
The most important trace metals from the environmental point of view are Ag, Cd, Cr, 
Cu, Hg, Fe, Mn, Pb and Zn. Among these, copper has received special attention since, 
although it is an essential element, very low or elevated concentrations in surface water  
may lead to deficiency or toxicity for aquatic organisms and human health (e.g. 
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intestinal distress, liver and kidney damage, and anaemia) (U.S. EPA, 2007). The 
metalloid group include any element that has intermediate properties between metal and 
non-metal elements. This includes As, Se, B, Ge, Mo, Sb, Sn, Si and Te and amongst 
these As, Se and Mo have been reported in important level in surface waters (Merkel 
and Planer-Friedrich, 2008). 
The concentrations of all these water pollutants define the water quality of a river or a 
water body. The chemical quality of surface water varies due to several factors such as 
geology, human activities, climate and distance from pollution sources. The sources of 
contaminants are important in the characterisation of surface water. The principal 
contaminants and their sources are discussed in the next section. 
 
2.3 Sources of Contaminants 
The pollutants described previously are released to surface waters from different 
sources, which are naturally occurring or anthropogenically driven. Although most of 
the degradation in water quality is due to human activities, there are natural processes 
and events that also diminish the water quality. For example, torrential rain, evaporation 
in arid regions, thermal hot springs and natural mineralization can increase the 
concentration of the pollutants in water systems.  
The sources of contaminants that affect the water quality can be classified as point and 
non-point sources (Table 2.1). Point sources allude to the release of chemical 
constituents from a specific location, such as sewered and industrial wastewater 
discharges (Novotny, 2002). In contrast, non-point sources refer to chemical 
constituents that come from extensive areas of land and are transported overland, 
underground and through the atmosphere to the water. For that reason, the pollution of 
non-point sources is more difficult to identify, measure and regulate than that of point 
sources (Duda, 1993; Carpenter et al., 1998; Mohaupt et al., 2001). Some sources can 
be classified as point and non-point (Weiner and Weiner, 2008). For example, a mining 
site can be classified as an industrial land use and at the same time as point source since 
it provides wastewater discharges. Figure 2.1 shows some of the point and non-point 
sources that influence the quality of surface water. 
There are strong links between water quality and land use/geology; and the study of 
these relationships is of great importance for the protection of the aquatic environment. 
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Much of the non-point source contamination takes places during rainstorms and 
following the spring snowmelt.  
 
Table 2.1: Categories of point and nonpoint pollution sources (modified after Novotny, 2002) . 
Point Sources Non-point Sources 
- Municipal and industrial wastewaters 
- Runoff and leaching from solid waste 
disposal sites 
- Runoff and infiltrate water from 
concentrated animal feeding and raising 
operations 
- Runoff from industrial sites 
- Storm sewer outfalls from larger urban 
centres 
- Combined sewer overflows 
- Runoff and drainage water from active 
mines 
- Discharge from vessels, damaged storage 
tanks and chemical storage piles 
- Runoff from construction sites 
- Bypasses of untreated sewage from 
sanitary sewers and treatment plants 
- Winter runoff and snowmelt from airport 
 
- Return flow from irrigated agriculture 
and orchards 
- Other agricultural and silvicultural 
runoff and infiltration from sources 
other than confined concentrated 
animal operations 
- Silvicultural runoff and runoff from 
logging operations (roads and transport 
operations) 
- Runoff from unconfined pasture and 
rangelands 
- Urban runoff from small communities 
with storm sewers 
- Urban runoff from unsewered 
settlement areas 
- Septic tank surfacing in areas of failing 
septic tank systems and leaching of 
septic tank effluents 
- Wet and dry atmospheric deposition 
over a water surface (e.g. acid rainfall) 
- Outflow from abandoned mines  
- Runoff and snowmelt from roads and 
highways outside urban areas 
- Activities on land that generate wastes 
and pollutants, such as wetland 
drainage, mass outdoor recreation, 
interurban transportation, construction 
and development of land and military 
training grounds (shooting ranges) 
 
The most important point sources correspond to domestic wastewater discharge and 
industrial discharge. Domestic wastewater discharges reduce the oxygen concentration 
in water, which causes a detrimental effect on the aquatic life and increase the level of 
nutrients stimulating the algae and plant growth (Chin, 2006). The industrial 
wastewaters present high concentrations of nutrients, metals and toxic organic 
chemicals. Some countries permit the discharge of industrial wastewater directly to the 
surface water, having a noticeable impact on the surrounding area. However, water 
quality standards limit the maximum concentration of chemicals, forcing industrial 
operators to implement pre-treatment systems for their wastewater in order to reduce 
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the elevated pollutant concentrations. The discharge of animal feeding operations, 
where the animals are kept and raised in confined areas, are of special interest since 
they contribute high levels of organic material and modify water quality. 
 
Figure 2.1: Schematic diagram illustrating the point and non-point sources affecting surface water quality 
 
The most important non-point sources recognised to have a great impact on water 
quality are the agricultural and the urban runoff (Chin, 2006). The agricultural runoff is 
a primary source of surface water pollution since it contributes pesticides, herbicides 
and fertilizers. The agricultural land covers 23%, 18% and 3% of the total land in 
United Kingdom, United States and Chile, respectively (Central Intelligence Agency, 
2009). Considering the watershed scale, the agriculture land could become an important 
non-point source like in the Danube River Basin. The agriculture in this basin is 
considered as the major source of pollutants due to fertiliser and pesticides along with 
waste water discharge from large pig farms and ago-industrial units (ICPDR, 2009). 
The application of fertilizers is a major concern because the associated nutrients, such 
as nitrates, promote the growth of algae and plants. Erosion of the agricultural land can 
also adversely affect water quality. High levels of Ca2+, Mg2+, alkalinity, K+, SO42- and 
NO3- have been associated with agricultural land (Wayland et al., 2003). The urban 
runoff contributes chemicals that are washed from the roads into the surface water. 
These chemicals include petroleum components; major elements such as Na+, K+ and 
Cl-; (Wayland et al., 2003); metals such as Pb and Cd from automobiles; and also 
pesticides and nutrients used in gardens (U.S. EPA, 1997). In addition to the 
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agricultural and urban runoff, atmospheric deposition also affects surface water quality 
and it is considered as non-point source (Weiner and Weiner, 2008).  
 
Table 2.2: Sources of trace metals (modified from Manahan, 2000). 
Element Sources Effects and Significance 
Arsenic Mining by-products, chemical Toxic, possibly carcinogenic 
 waste  
Beryllium Coal, industrial wastes Toxic 
Boron Coal, detergents, wastes Toxic 
Chromium Metal plating Essential as Cr (III), toxic as Cr (VI) 
Copper Metal plating, mining, industrial Essential trace element, toxic to plants 
 wastes, fertilizer and algae at higher levels 
Fluorine (F-) Natural geological sources, Prevents tooth decay at around 1 mg/L, 
 wastes, water additive toxic at higher levels 
Iodine (I-) Industrial wastes, natural brines, Prevents goiter 
 seawater intrusion  
Iron Industrial wastes, corrosion, Essential nutrient, damages fixtures 
 acid mine water, microbial action by staining 
Lead Industrial waste, mining, Toxic, harmful to wildlife 
 fuels  
Manganese Industrial wastes, acid mine Toxic to plants, damages fixtures 
 water, microbial action by staining 
Mercury Industrial waste, mining, coal Toxic, mobilised as methyl mercury 
  compounds by anaerobic bacteria 
Molybdenum Industrial wastes, natural sources Essential to plants, toxic to animals 
Selenium Natural sources, coal Essential at lower levels, toxic at 
  higher levels 
Zinc Industrial waste, metal plating, Essential element, toxic to plants at 
  plumbing higher levels 
 
The chemical characterisation of sediments is also important to understand the natural 
and anthropogenic influence and sources of pollutants in river systems. The stream 
sediments are composed of particles that have been transported and deposited on the 
floor of the stream, and precipitated material from chemical and biological processes. 
The sediment assessments are necessary to understand the pollutant distribution in 
streams for three main reasons. Firstly, fine-grained particulate materials are natural 
sources of trace elements and organic matter, whose concentrations are strongly 
affected by the particle-size distribution of the sample, i.e. increasing concentration as 
particles size decreases (Wilber and Hunter, 1979). Therefore large trace element 
concentrations may be found in suspended and fine stream sediments. In addition, 
sediment evaluation provides a time-integrated sample of particulates transported by a 
stream, which is essential when pollutants cannot be detected by a single water sample 
because they are related to intermittent, storm or nonpoint events. Finally, stream 
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sediments reflect the potential bioaccumulation of trace elements and organic 
pollutants. 
Anthropogenic activities might alter water chemistry introducing metal compounds, 
organic pollutants and nutrients, which settle and accumulate in stream sediments. 
Under certain conditions these sediment bound compounds may be released back to the 
water and, consequently, enter the food chain, rendering the sediment as point source. 
So, stream sediments represent both a sink and source of various metals for surface 
water. 
Mining activities increase the metal concentration in surface water systems to toxic 
levels and are an important point and non-point source for metals (Kim et al., 2007). 
Mining involves removal, processing and disposal of large volumes of rock and wastes 
(Allan, 1997). Mining areas are often surrounded by tailing impoundments, which 
contain pulverised material retaining water; and by waste rock dumps that contain high 
concentration of sulphide minerals that can potentially undergo oxidation (Dold, 2003). 
Emissions from smelters may contain SO2 and metals, which may increase acidity and 
promote mobilisation and accumulation of metals in downwind areas (Cox et al., 1995). 
Acid mine drainage is one of the major problems associated with mining and is 
produced when sulphide minerals, in particular pyrite, is oxidised releasing acid fluids 
that mobilise metals and metalloids in the leaching solutions. The pyrite oxidation 
involves three main steps: oxidation of sulphur by oxygen and water (Eq. 2.1), 
oxidation of ferrous iron by oxygen (Eq. 2.2); hydrolysis of ferric complexes and 
precipitation of ferric iron and oxidation of pyrite by ferric iron (Eq. 2.3 and Eq. 2.4, 
respectively). 
 (2.1) 
 
(2.2) 
 (2.3) 
 (2.4) 
 
In porphyry copper deposits, the dominant sulphide mineral are pyrite, chalcopyrite, 
bornite, and moybdenite, while minor or trace minerals are magnetite, hematite, 
ilmenite, rutile, enargite, cassiterite, tennantite-tetrahedrite and gold (Dold and 
  
16 
Fontbote, 2001). When the metals are released by oxidation and lixiviation processes, 
they can persist in the aquatic environment for long time (Helgen and Davis, 2000; 
Nimick and Cleasby, 2004). The metal oxidation is accelerated by the presence of 
oxidizing bacteria (Singer and Stumm, 1970; Mills, 1999). As a result, the oxidation of 
mine tailings by these bacteria is quite fast resulting of a decrease in pH and increase in 
metal mobility. As a consequence of these processes, the mine water discharge presents 
elevated acidity and high concentration of metals, such as Fe, Cu, Zn, Co, Cr, Mn, Pb, 
Cd, as well as major elements from the oxidation of silicate minerals, such as Ca, Mg, 
Na, Si, Al. For example, the Odiel River, together with the Tinto River, drain a region 
with an abundance of massive sulphide deposits called the Iberian Pyrite Belt. These 
two rivers are heavily contaminated due to historic mining activities, presenting high 
sulphate concentration and high trace element concentrations: Zn (24.2 mg/L), Fe (81-
23.5 mg/L), Mn (13.7 mg/L), Cu (7.6 mg/L), Pb (0.21 mg/L), Cd (0.08 mg/L) and As 
(29-0.07 mg/L) (Olias et al., 2004; Canovas et al., 2007; Nieto et al., 2007). 
Since a fundamental feature of all trace metals is their tendency to partition between 
aqueous and solid phases, elevated metal concentrations found in waters, due to mining 
and mining-related activities, have also been observed in suspended, surface and 
subsurface sediments (Apodaca et al., 2000; Helgen and Davis, 2000; Grosbois et al., 
2001; Costa et al., 2003). Apodaca et al. (2000) found out that the concentrations of As, 
Cd, Cu, Pb and Zn were elevated in bed and suspended sediments in streams near gold 
mining activities in the Blue River Basin. Macro-invertebrates tolerant to high metal 
concentration were predominant in these streams, while there were limited numbers of 
organisms and species diversity in the benthic communities. These observations may 
reflect the effect of trace metals on the stream habitat. 
The different sources of pollutants that affect water quality may be also classified 
according to the time of discharge in permanent or continuous, periodic, occasional and 
accidental (Chapman, 1996). The receiving water bodies respond differently to these 
types of exposure. For example, rivers that receive continuous discharges, such as 
industrial wastewaters, may present acceptable water quality during the high flow 
season, while during the low flow season the maximum permissible pollutant levels 
may be exceeded. This is especially the case for contaminants that are related with the 
suspended material present and therefore also related with the erosion and flow regime. 
The latter phenomenon highlights the necessity to study the factors affecting the 
temporal and spatial variation of water chemicals in surface waters.  
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2.4 Temporal and Spatial Variation of Surface Water Quality 
The hydrodynamic features of the surface water as well as the regional geology and 
climatic conditions largely determine the observed spatial and temporal variation of 
surface water quality (Nakagawa and Iwatsubo, 2000; Horowitz et al., 2001a; McNeil et 
al., 2005). The most important factor is related to the discharge regime, which depends 
on the specific geology, geography and climatic conditions of the watershed. Most 
rivers exhibit base flow conditions, which is the minimum amount of water moving 
within a river and generally is controlled by the ground water discharge (Chapman, 
1996). Snowmelt, storms, rainfall, and soil saturation may increase the base flow 
resulting in an increase or decrease of the chemical constituents found in the water 
(Perona et al., 1999; Riedel et al., 2000; Birch et al., 2001; Gundersen and Steinnes, 
2001; Woli et al., 2008).  
The behaviour of chemicals in relation to discharge depends on the chemical itself and 
on the hydrological features of the river. For example, a chemical can exhibit a negative 
correlation with the discharge, which may imply increasing dilution of the chemical 
released at a constant rate. That is the case for the major elements and nutrients when 
their concentration is high (Cameron, 1996; Perona et al., 1999). The chemicals may 
also display a limited increase in concentration as the flow increases, which is most 
probably due to a flushing of soils and erosion (e.g. organic matter). Some other water 
constituents can exhibit an exponential increase in concentration as the discharge rises, 
which is the case for total suspended particles (TSS) and the chemicals associated to 
particles. Horowitz et al. (2001a) found that more than 70% of Cu, Zn, Cu, Fe, Mn or 
Al, can be transported in association with the suspended sediments. Finally, some water 
chemical may not exhibit change as the discharge increases, for example Cl 
concentration brought with rainfall. 
The extent of the spatial variation in water quality and the complexity of factors that 
affect it depend on the scale of the study area and presence of natural and anthropogenic 
pollution sources. The spatial variation of river water quality parameters occurs in the 
three dimensions but for practical purposes and due to monitoring limitations, the 
surface waters are usually monitored in two dimensions using longitudinal profiles 
(Chapman, 1996). 
The temporal variation in water quality can be classified in five categories (Bartram and 
Ballance, 1996). The first category involves minute-to-minute and day-to-day 
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differences as a result of water mixing due to meteorological conditions, e.g. river 
floods. The second category consists of diurnal variation due to biological cycles, 
daylight/darkness cycle. The pH and dissolved oxygen content may be sensitive to these 
cycles. The third category covers day-to-month variations related to the flow regime 
and contaminant sources. The fourth category involves seasonal hydrological and 
biological cycles. The last, but not least important, category covers the year-to-year 
variations mainly related to human activities in the catchment.  
Metals are essential for life at low concentrations, however, their levels in freshwater 
have increased significantly over the years due to industrialisation and the growth of 
large urban centres. In addition, natural metal sources and the effects of natural 
processes that operate upon them impoverish the surface water quality. This has 
entailed local authorities to derive water quality criteria to limit the maximum metal 
concentrations and to assess the risk that increased levels of metals may pose to the 
environment.  
 
2.5 Water Quality Standards 
The acceptable quality of natural water body depends on its present and future 
beneficial use (Chin, 2006). Water quality standards are defined as the maximum level 
of a substance in a particular medium (i.e. water, sediment or biota), which will not be 
detrimental when the medium is used continuously for a specific purpose (Zabel and 
Cole, 1999). The limits for other parameters, such as dissolved oxygen, are set at the 
minimum acceptable concentration to ensure the preservation of biological functions 
(Helmer and Hespanhol, 1997). 
The water uses can be classified in the following groups: recreational, wetland, 
groundwater, navigation, agriculture, domestic water supply and aquatic life (U.S. EPA, 
1995b). There are three general quality standards according to the uses (Chin, 2006): 
surface and groundwater standards, effluent standards and drinking water standards. 
The surface and groundwater standards, also called ambient quality standards, are 
designed to protect the uses of the natural waters. The effluent standards are designed to 
control the discharge of industrial and wastewaters into natural waters. They are based 
on the best available and economical technology for treatment. The drinking water 
standards are designed to protect the public health. Table 2.3 shows the standard levels 
for a number of drinking water quality parameters according to the United Kingdom 
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and the World Health Organization (WHO) recommendations (CEU, 1998; WHO, 
2008. 
 
Table 2.3: Drinking water quality standards. 
Parameter Unit EU1 WHO2 
Al mg/L 0.2 0.2 
As mg/L 0.01 0.01 
B mg/L 1 0.5 
Ba mg/L - 0.7 
Cd mg/L 0.005 0.003 
Cl mg/L 250 - 
Conductivity µS/cm 250 250 
Cr mg/L 0.05 0.05 
Cu mg/L 2 2 
Cyanide mg/L 0.05 0.07 
F mg/L 1.5 1.5 
Fe mg/L 0.2 - 
Hg mg/L 0.001 0.006 
Mn mg/L 0.05 0.4 
Mo mg/L - 0.07 
NH4 mg/L 0.5 - 
Ni µg/L 0.02 0.07 
NO2 mg/L 0.5 3 
NO3 mg/L 50 50 
Pb mg/L 0.01 0.01 
pH  ≥ 6.5 and ≤ 9.5  
Se mg/L 0.01 0.01 
SO4 mg/L 250 - 
1 Council of the European Union, 1998 ; 2 World Health 
Organization, 2008  
 
The water quality criteria for surface water are generally considered from two 
viewpoints: the human health and the aquatic life. The water quality criteria based on 
human health are derived from assumptions related to the degree of human contact and 
quantity of water ingested during human contact; and derived from experimental dose-
response relationships and acceptable risk. The water quality criteria based on the 
aquatic life are derived from mortality studies of certain organisms exposed to various 
level of pollutant water (Chin, 2006). 
One of the most important uses of the surface waters, cited previously, is the protection 
of the aquatic life, which is essential to establish the good status of the surface water. 
This kind of standard is based on toxicity tests carried out on specific organisms 
exposed to different levels of chemical contamination. The dissolved fraction 
concentration is considered better than the particulate fraction concentration to evaluate 
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compliance goals in order to protect aquatic life without overregulating the discharges 
(U.S. EPA, 1993). This is because there is a direct correlation between the dissolved 
and the bioavailable fraction, which is the portion that can be taken up and accumulated 
by the biota. For this reason the dissolved fraction of a pollutant poses a larger risk to 
the aquatic environment and to human health (Salomons and Förstner, 1984). The 
methods used to include the bioavailability concepts in the current water quality 
standards are presented in Chapter 4. 
The study of the particulate fraction, suspended particle and fluvial sediments, is also 
important in water quality assessment since they influence the concentration of 
chemicals in the water column, induce bioavailability, and have an effect on metal 
transportation and distribution processes (Miller and Orbock Miller, 2007). The changes 
in concentration and partitioning of metals between dissolved and particulate forms are 
linked to changes in key transport factors, such as the organic matter and suspended 
particulate material (Shafer et al., 1997). 
 
2.6 Chemical Monitoring and Assessment of Water Quality 
The assessment of water quality starts with the collection of appropriate information, 
referred to as water quality monitoring. Depending on the objective of the assessment, 
the water quality monitoring can be divided in three categories: monitoring, survey and 
surveillance programmes. The monitoring programmes involve long-term standardised 
measurement of the aquatic system, so that the water quality trends and status can be 
defined. The survey programmes imply the measurements during a limited period of 
time for a specific purpose. While the surveillance programmes involve continuous 
measurements of the water quality in order to manage and define operational activities 
(Chapman, 1996). The common objectives of preliminary survey programmes are: to 
determine the spatial and temporal variability of the water quality parameters, so that 
the behaviour of the water environment can be understood and hence the location of the 
sampling station(s) and frequency of monitoring can be specified; to determine the key 
processes controlling water quality; and to assess the feasibility and cost of the 
monitoring programs. 
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2.6.1 Environmental Sampling Protocols  
As a consequence of the spatial and temporal variability exhibited by the surface water, 
the collection of representative samples has become quite complex in order to preserve 
their integrity (Sturgeon and Berman, 1987). Contamination introduced during sample 
collection, transport, handling and storage will modify the physicochemical properties 
of the sample and, therefore, affect the water quality and toxicity assessment (U.S. 
EPA, 1992; Queensland EPA, 1999; BS 6068-6.3, 2003; Cooper, 2004). The sample 
contamination may include additions and/or losses of species to the sample. Earlier 
studies have shown that contamination from artifacts can seriously compromise the 
reliability of the chemical analysis results, in some cases by as much as 100 times the 
true concentration of metals (Taylor and Shiller, 1995). The significant progress in 
laboratory analytical techniques in recent years has also provided an added incentive to 
improve the field sample collection methods (Benoit et al., 1997).  
Standardised sampling methods permit to obtain consistency, reproducible data, 
facilitate temporal comparisons among sampling campaigns and help avoid 
contamination. There are numerous different environmental water and sediment 
sampling protocols in the literature (Barcelona et al., 1985; Sturgeon and Berman, 
1987; Stephens et al., 1990; Taylor and Shiller, 1995; U.S. EPA, 1995a; Mueller et al., 
1997; Geological Survey of Finland, 1998; Ministry of Water and Air, 2003; U.S. EPA, 
2003a; U.S. EPA, 2003b; Bolviken et al., 2004), which have been reviewed for the 
purposes of this research project. The objective was to choose the approach to be taken 
with a view to the specific objectives of this research. The work by Horowitz et al. 
(1995; 1997) was particularly relevant to this research because they compared different 
volume filters and compared their influence for the filtered water, quality, suggesting a 
series of measures to reduce the contamination of filtrated water samples by using large 
surface filters. The water and sediment sampling protocols produced for this PhD 
project are described in the Appendix A. The basic principles used to derive these 
protocols are described briefly in the next paragraphs. 
It is indeed essential to include ultraclean/clean sampling, handling and analysis 
techniques, in order to obtain reliable and consistent trace element information for the 
aquatic environment. Studies that compared the use of ultraclean and normal surface 
water sampling techniques have shown more than an order of magnitude of difference 
in dissolved elements concentration (Windom et al., 1991; Benoit, 1995; Benoit et al., 
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1997). In some cases, the reduced metal levels measured had more to do with improved 
sample handling and analysis rather than real environmental improvements (Sturgeon 
and Berman, 1987). Through the use of these techniques, it is possible to detect and 
determine small variations and low metal concentration levels.  
The ultraclean/clean sampling techniques include the following procedures: (1) use 
equipment which was constructed with uncontaminated material and rigorously cleaned 
before the sampling; (2) handle equipment and samples in a such a manner which 
minimises contamination and alteration of natural element concentration; and (3) collect 
routinely quality-control samples, which ensure a high degree of confidence in the 
information collected for an environmental survey. 
 
2.6.2 Quality Control Assessment of Environmental Samples 
Because we can only measure a small amount of material of interest in a sample, the 
measurement of it is affected by the sample collection, the sample preparation and the 
chemical analysis. For instance, cross contamination during the sampling, inappropriate 
sampling protocol or poor precision in the chemical analysis might produce over-
estimation or underestimation of the concentration.  
The measurement uncertainty arising from the sampling and from the analytical 
processes need to be studied in order to evaluate whether the chemical data is reliable. 
This is attained by collecting quality control samples, such as blank, duplicate or 
reference material samples. These samples provide information on the variability and 
usability of the data; indicate field sampling or laboratory errors; and provide the basis 
for future validation and use of the analytical data and in order to interpreter the results 
correctly.  
Duplicate samples provide a measure of the variability introduced during sample 
processing and analysis. The field duplicates are collected, preserved, transported and 
documented in the same manner as the rest of the samples. Duplicates are to be taken at 
sites where the concentration of at least some of the target analytes are expected to 
exceed detection limits (Mueller et al., 1997). Blanks provide a measure of bias that 
could be present as result of contamination of environmental samples by analytes of 
interest during any stage of water sample collection. Water blank samples comprise 
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ultraclean deionised water that is intended to be free of the analyte of interest. 
Reference samples measure the accuracy of the laboratory analytical process. 
The identification of those parameters, which have high uncertainty or exceed the 
minimum precision requirements set, enables realistic statistical analysis to be 
performed, since the nature of the statistical variance observed is evaluated. 
Furthermore, excluding or using with caution such uncertain parameters in subsequent 
statistical analyses is evaluated in order to secure more stable results. 
It is important to understand the different methods that help to evaluate the quality of 
the chemical data for environmental proposes and the potential sources that may 
contribute with the variability of the parameters. The next sections explain in more 
detail these concepts, however sampling theory (Gy, 1982) will not be discussed here as 
it falls beyond the scope of this review. 
 
Quality Concepts Applied to Environmental Sampling 
Four types of measurement errors may affect an environmental sample: sampling and 
analytical random error; and sampling and analytical systematic error. These errors 
should be quantified, if it is possible, in order to provide representative measurements 
of the water or sediment quality parameters. The following paragraphs explain the 
principal concepts associated with these errors. 
The term error is defined as the difference between the measurement and the true value 
of a given parameter and is related with a single measurement. This difference may be 
due to random and/or systematic error. The random error is expressed as the precision 
of the measurement method indicating how repeatable or reproducible the 
measurements are regardless of the true value. This kind of error tends to follow a 
normal distribution; therefore the precision can be expresses as standard deviation, 
variance or relative standard deviation (also known as coefficient of variation). The 
analytical precision can be determined using analytical duplicates (Thompson and 
Howarth, 1976). The analytical and sampling precision can be estimated through a 
balanced design of sampling and analytical duplicates, where there are equal numbers 
of analytical replicates on each sampling duplicate (Garrett, 1969; Ramsey et al., 1992). 
The systematic error is expressed as the bias of the method, which is the difference 
between the mean of the measurement and the true value of concentration. Generally 
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the term bias has been confused with accuracy, in fact accuracy is the lack of error for a 
single measurement. The lack of bias for a measurement method is known as trueness. 
Analytical bias is usually estimated using certified reference materials, which have a 
known concentration of the parameter under study. Sampling bias is more difficult to 
estimate; two approaches have been suggested by Ramsey et al. (1995). The first 
method uses a reference-sampling target (RST), which is the sampling equivalent of a 
reference material for the determination of the analytical bias. The second approach to 
estimate the sampling bias is to apply more than one sampling protocols to a sampling 
target with more than one sampler.  
When the sampling and analytical errors are known, the uncertainty of a measurement 
can be estimated. Uncertainty is interval around the result of a measurement that 
contains the true value with high probability (Thompson and Ramsey, 1995). If the 
range in which the true value lies is known as well as the associated uncertainty, the 
interpretation of the data will be more reliable. The estimation of measurement 
uncertainty for land contaminated by heavy metals has been studied using deterministic 
and probabilistic approaches by Argyraki et al. (1995) and Ramsey et al. (1995). 
The relationship between precision and bias of a method and the error and the 
uncertainty of a measurement is presented visually in the Figure 2.2. From a single 
value is possible to estimate the error but not the bias or precision of the method (Figure 
2.2a). This error can be random (Figure 2.2b) or systematic (Figure 2.2c). If the 
precision and bias of the method are small then all measurements will have a small 
error and uncertainty (Figure 2.2d). However if the method has a large value for 
precision and bias, it is still possible to have a single measurement with a small error 
but with high uncertainty (Figure 2.2e). 
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Figure 2.2: Explanation of the terms bias, error and uncertainty for a single measurement (adopted from 
Ramsey, 1998)  
 
Sources of Uncertainty 
Although measurement uncertainty may arise from different sources, the main factors 
are the sampling and analytical procedures. In addition the sediment or water are 
heterogeneous media and their properties vary. Some sources of uncertainty are listed in 
the Table 2.4. 
Although the variability and uncertainty of bed sediment and suspended sediment 
samples have been extensively studied (Horowitz, 1986; Horowitz and Elrick, 1988; 
Argyraki et al., 1995; Goodyear et al., 1996; Ramsey and Argyraki, 1997; Horowitz et 
al., 2001b; Lee and Ramsey, 2001; Ramsey et al., 2002; Lyn et al., 2003; Lyn et al., 
2007), the literature review pointed out that the uncertainty quantification of the 
dissolved water quality data have not been well developed (Harmel et al., 2006a; Rode 
and Suhr, 2007). It has been recognised that the uncertainty in measured water quality 
parameters can be introduced by four main procedures: stream flow measurement, 
sample collection, sample preservation and laboratory analysis procedures (Harmel et 
al., 2006b). For water samples, the selection of a representative location may have a 
considerable impact on the concentration of a given parameter. High temporal variation 
may be product of point source inputs or flood events; and high spatial variation may 
occur due to mixing of large tributaries, point and non-point sources and within a cross 
section (Rode and Suhr, 2007). For instance, the variability of the suspended particle 
and the compounds associated with it, such as heavy metals, is much larger than the 
dissolved fraction; and they vary extremely within a stream or river cross section.
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Table 2.4: Sources of uncertainty in sampling, sample preparation and analytical procedures (modified 
after Ellison et al, 2000)  
Sampling uncertainty 
Sample preparation 
uncertainty  
Analytical procedure 
uncertainty 
• Heterogeneity: distribution, 
density variation, size 
variation 
• Specific sampling strategy 
(e.g. random, stratified 
random, proportional): 
sample size, number of 
sample, sampling location, 
and sample duration. 
• Sample type 
• Particle size, shape and 
volume or mass 
• Sampling equipment: 
operator, instrument error, 
instrument calibration errors 
• Contamination 
• Transportation and 
preservation: type of 
container, preservants, 
humidity, temperature, 
holding time 
 
• Homogenisation and/or sub-
sampling effects 
• Drying 
• Milling 
• Dissolution and digestion 
• Extraction 
• Digestion 
• Derivatisation (chemical 
effect) 
• Dilution or pre-concentration 
 
• Instrument calibration: 
instrument calibration error 
using certified reference 
material, reference material’s 
uncertainty, instrument 
precision, sample match the 
calibrant 
• Analysis: operator effects, 
interference from the matrix, 
reagents or other analytes, 
reagent purity, precision, 
instrument parameter settings 
• Data processing: averaging, 
statistics, processing 
algorithms (model fitting, e.g. 
linear least squares) 
• Presentation of results: final 
result, estimate of uncertainty, 
confidence level 
• Interpretation of results: 
against limits/bounds, 
regulatory compliance, fitness 
for purpose 
 
Harmel et al. (2006a) compiled uncertainty data available in the literature related to 
stream flow and water quality data and used the root mean square error propagation 
method developed by Topping (1972) to calculate the cumulative probable uncertainty 
of stream flow, sediment and dissolved nutrient data. The results showed that 
uncertainty could increase dramatically if the measurement conditions and the source of 
uncertainty are poorly controlled and minimised; and under these conditions the 
uncertainty can exceed the 40% for the stream flow, 100% for TSS and 150% for 
nutrients. 
 
2.7 Summary 
Amongst of the inorganic stream water pollutants, metals and metalloids have received 
special attention due to their essentiality at low concentration and toxicity at high level 
for the aquatic life and human health. The chemical quality of surface water varies due 
to several factors and is driven by the type of pollutant sources and the various 
processes that operate in the surface water environment, which exhibit both temporal 
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and spatial variation. The pollutant sources can be classified in terms of origin in 
natural or anthropogenic sources; according to location in point and non-point sources; 
and according to the time of discharge in permanent or continuous, periodic, occasional 
and accidental.  
The hydrodynamic features of the surface water as well as the geology and climatic 
conditions largely determine the spatial and temporal variation of water quality. The 
extent of the spatial variation and the controlling factors depend on the scale of the 
study area and the location of the natural and anthropogenic sources. The chemical 
characterisation of sediments is also important in order to pinpoint and understand the 
influence of natural and anthropogenic sources on the river. 
The water quality standards that aim to protect the aquatic life and the water uses need 
to take into account the processes that occur in the aquatic environment and their 
variations/combined effects. The protocols used to collect surface water and sediment 
samples need to include ultraclean/clean sampling, handling and analysis techniques, in 
order to obtain reliable and consistent water quality parameter information for the 
aquatic environment.  
 
A fundamental component of water quality assessment is the knowledge of the 
chemical form of the pollutants, which determine their bioavailability and toxicity to 
the aquatic environment. The next chapter describes the main geochemical processes 
that affect the speciation or partitioning of metals in the aquatic environment. 
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Chapter 3 Metal Chemical Speciation and 
Bioavailability  
3.1 Introduction 
The natural and anthropogenic processes, described in Chapter 2, may modify the 
distribution, mobility and biological availability of chemical elements in the surface 
waters. The anthropogenic processes in particular cause the formation of more and 
higher concentration bioavailable forms of some metal and trace elements. The 
bioavailability and ultimate toxicity of these elements does not simply depend on their 
total concentration, but importantly on their chemical form, which determines the 
physical and chemical associations that metals form in natural systems.  
Bioavailability processes are defined as the physical, chemical and biological 
interactions that determine the exposure of plants and animals to chemicals associated 
with soil, sediment or water (Suter and Tsao, 1996). The bioavailability is a complex 
process and several factors, abiotic and biotic, play a key role in the determination of 
the available fraction, which is responsible for adverse effects to the biota. As a 
consequence, the bioavailability can be understood in three perspectives (Hamelink, 
1994): environmental availability; environmental bioavailability; and toxicological 
bioavailability (Leeuwen and Vermeire, 2007). The first perspective, also called 
external bioavailability (Campbell et al., 2006), involves the partition of chemical 
elements in water and its interaction with the solid fraction, which depends on the 
physicochemical features of the aquatic environment. The second perspective, also 
called internal bioavailability (Campbell et al., 2006), relates the physiological driven 
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uptake and is related with the biotic factors, such as taxonomy, nutrition or acclimation. 
Finally, the third perspective, toxicological bioavailablility, includes the toxic-dynamic 
interactions at the site of toxicity. Therefore, it is important to understand how metals 
behave in aquatic systems in order to understand bioavailability and subsequently 
toxicity (Campbell, 1995; John et al., 1995). 
 
3.2 Main Geochemical Processes Affecting Partitioning 
The behaviour of trace metals in aquatic systems is highly complex, due to the large 
amount and different kind of reactions with dissolved and particulate fractions and non-
equilibrium conditions. Trace metal added to the natural water could be partitioned 
among various constituents; a fraction will be associated with dissolved inorganic and 
organic ligands in solution, while another fraction will be associated with the particulate 
material following adsorption, precipitation, co-precipitation or uptake by living 
organisms (Figure 3.1). Consequently, a major fraction of the trace elements will 
become attached to bottom sediments (Tessier and Campbell, 1987).  
 
 
Figure 3.1: Schematic representation of copper partitioning in the aquatic environment (after Tessier and 
Campbell, 1987) 
 
The distribution, mobility, biological availability and toxicity of chemical elements 
depend not simply on their concentration, but critically on their forms, which determine 
the physical and chemical association that they undergo in natural systems (Ure and 
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Davidson, 2002). A chemical form can be defined as specific form of an element, which 
has isotopic composition, oxidation or electronic state; and/or complex or molecular 
structure (Templeton et al., 2000). Interaction of metal ions with water constituents, e.g. 
hydroxides, carbonates, phosphates or organic matter, decides the fate of metal ions in 
the aqueous compartment (Salomons and Förstner, 1984). The coordination of the metal 
ion strongly modifies the chemical behaviour of a given element. In most cases, the 
bioavailability and toxicity of free hydrated ions is greater than that of the particulate 
matter.  
Changes in environmental conditions, whether natural or anthropogenic, influence the 
behaviour of both essential and toxic elements, by modifying the form in which they 
occur; and changing their partitioning between sediment and water (Table 3.1). The 
latter processes are controlled by many factors, such as pH, redox potential, 
concentration of the major cations, alkalinity and hardness, dissolved organic and 
inorganic ligands, ionic strength, the presence of particle surfaces for adsorption and 
colloidal matter (John et al., 1995; ICCM, 2007). 
 
Table 3.1: Examples of geochemical processes that regulate organic and inorganic compounds in river 
systems (from Chapman, 1996) 
          Oxidation of organic matter 
 
Water 
turbulence Evaporation 
Adsorption on 
sediments1 
Primary 
production2 
In the water 
column2 
In anoxic 
sediments2 
pH Increase   Increase Decrease Decrease 
Electrical 
conductivity Increase      
Calcium, 
bicarbonate Precipitation
3 Precipitation  Precipitation4   
Sodium, 
chloride, 
potassium, 
calcium, 
sulphate 
Increase      
Nutrients Volatilisation of NH3  Decrease 
Decrease 
(uptake) 
Increase 
(release) 
Decrease 
(denitrification) or 
increase 
(ammonification) 
Dissolved O2 Ìncrease5   Increase Decrease Decrease 
Dissolved 
organic carbon 
Decrease (foam 
formation and 
oxidation) 
 Decrease Increase Decrease  
Dissolved metals   Decrease  Increase (desorption)  
Organic micro 
pollutants Volatilisation  Decrease    
1 During increased total suspended solid presence, such as during floods; 2 In natural river systems these processes 
are of minor importance; in river channels, except in highly eutrophic rivers, these processes can exert major 
influence on water quality in lakes, reservoirs and impoundments; 3 De-gassing of karstic waters; 4 Due to pH 
increase; 5 Re-aeration 
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3.3 Metal Interaction with Water Ligands  
3.3.1 Classification of Chemical Elements 
Dissolved species in water occur as free hydrated ions and aqueous complexes. The 
term complex refers to a dissolved species that is formed by the association of a cation 
and an anion or neutral molecule, known as ligand (Langmuir, 1997). The toxicities of 
some chemical species such as Cu2+, Zn2+, Pb2+ and Ni2+ to the aquatic life, and the 
bioavailability of the essential elements to plants, are defined as a function of the 
activities of the metal ions and their complexes, rather than in relation to the total metal 
concentration (Langmuir, 1997). Some elements are prone to exist in complex forms, 
rather than as free hydrated ions, for instance Cu2+ and Pb2+, modifying and reducing 
their toxicity, reactivity and also mobility (Salomons and Förstner, 1984).  
There are two possibilities of interaction between cations and ligands. The first kind is 
when the metal ion or ligand or both could retain water so one or more water molecules 
separate the metal ion and ligand. The resulting molecular specie formed by this 
interaction is called ion pair or outer-sphere complex. The second kind of interaction 
occurs when metal ions are bound to the ligands and the resulting molecular species are 
called complexes or inner-sphere complexes.  
In the ion pairs, the association metal-ligand is mainly electrostatic and is not as strong 
as that of the complexes, which have covalent bonds between metal and ligand. The ion 
pairs are often formed between major monovalent and bivalent metal cations, such as 
Na+, K+, Ca2+, Mg2+and Sr2+, and major anions, such as Cl-, HCO3-, SO42- and CO32-. In 
contrast, the inner-sphere complexes are often formed by trivalent and higher valent 
ions. 
The stability of the complexes can be understood through the electronic structures of 
both cations and ligands, as well as their electronic interactions considering the hard - 
soft and acid-base concepts (HSAB; Pearson, 1973). Table 3.2 lists the elements and 
complexes according to the HASB classification. The cations are Lewis acids capable 
of accepting electrons and the ligands are Lewis bases able to donate electrons 
(Pearson, 1973). The most important donor atoms are N, O and S. The hard species 
(Class A) are comparatively rigid and non-deformable, having low polarisability and 
prefer to take part in ionic bonds. In contrast, the term soft species (Class B) refers to 
species whose electron cloud is deformable or polarisable with mobile electrons. These 
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species prefer to participate in covalent binding. Conversely, hard acids with hard bases 
and soft acids with soft bases form strong, mainly covalent and ionic bonds, 
respectively. The bonds between hard-soft and soft-hard acids and bases are weak and 
rarely occur. 
 
Table 3.2: Classification of species according to Pearson (1973). 
Hard acids (Class A) Al3+, Ba2+, Be2+, Co3+, Cr3+, Fe3+, Mn2+, Sr2+, U4+, 
UO2
2+, VO2+ 
Borderline acids (between hard and soft) Co2+, Cu2+, Fe2+, Ni2+, Pb2+, Zn2+  
Soft acids  Ag+, Cd2+, Cu+, Hg2+, Hg+, CH3Hg
+, Tl3+, Tl+ 
Hard bases  F-, H2O, oxyanions: OH
-, SO4
2-, CO3
2-, HCO3
-, 
Cr2O4
2-, CrO4
2-, MoO4
2-, HnPO4
n-3, HnAsO4
n-3, 
SeO4
2-, H2VO4
-, NH3, RNH2, N2H4, ROH, RO
-, 
R2O, CH3COO
-, etc. 
Borderline bases (between hard and soft)  Cl-, Br-, NO2
-, SO3
2-, HnAsO3
n-3, C6H5NH2, C5H5N, 
N3
-, N2 
Soft bases  (Class B) I-, HS-, S2-, CN-, SCN-, Se2-, S2O3
2-, SH-, SCH3, 
NH2
-, R-, C2H4, C6H6, RNC, CO, R3P, (RO)3P, 
R3As, R2S, RSH, RS- 
R indicates organic molecule from Langmuir (1997) 
The HASB classification system can be use to make generalization about the speciation, 
chemical behaviour and mobility of the metal in the aquatic system. Nieboer and 
Richardson (1980) modified the classification of HASB in a toxicological perspective 
(Figure 3.2). According to them, the hard metals contain all the macronutrients metals, 
such as K and Ca; while the soft metals comprise toxic metals, such as Ag and Hg. The 
borderline metals include most of the common metals found in aquatic environment, 
such as Cu and Fe. There is clear distinction between Class A and borderline metals in 
Figure 3.2, while the division between Class B and borderline metal is small. Then the 
toxicity of a borderline metal will depend of the Class B character. 
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Figure 3.2: Classification metal ions according to Nieboer and Richardson (1980). 
 
3.4 Metal Interaction with Particulate Matter 
The interaction of trace metals with the particulate matter together with the speciation 
processes enables us to develop an understanding of the trace metal behaviour in the 
aquatic system. The interaction between particulate matter and dissolved metals plays a 
principal role in the regulation of the most bioavailable dissolved metal fractions 
(Salomons and Förstner, 1984). Toxic metal concentrations are generally limited by 
sorption onto the surfaces of minerals and onto organic matter. 
There are three main mechanisms through which metals can be bound to particulate 
matter: adsorption, precipitation and ion exchange. The first mechanism, the adsorption, 
is the basis of most surface-chemical processes and can be defined as the accumulation 
of matter at the solid-water interference (Stumm and Morgan, 1996). In adsorption, the 
metal associates with the surface of an existing particle and does not form a new three-
dimensional solid phase as happens when precipitation occurs. The affinity of a 
substance to the surface of the inorganic and biotic particles regulates their relative 
residence time, their residual concentrations and their ultimate fate. Adsorption also 
affects the electrostatic properties of suspended particles and colloids by influencing 
their tendency to aggregate and attach. Besides, adsorption influences the reactivity of 
the surface, which can in turn influence geochemical surface dependent processes such 
as precipitation and dissolution of minerals. Adsorption/desorption are, most likely, the 
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key process controlling contaminant migration in areas where chemical equilibrium 
exists, for instance places far from a pollutant point source (Queensland EPA, 1999). 
Chemical precipitates are formed when the solubility product, Ksp, for a reaction 
between a metal ion and a ligand in the system is exceeded (Eq. 3.1).  
 
(3.1) 
The precipitation modifies the chemical properties of water and the solubility relations 
amongst the water constituents control it. Precipitation is more likely to be the key 
process where chemical non-equilibrium exists (Queensland EPA, 1999). Carbonates, 
hydroxides, silicates, phosphates and sulphides are important to the precipitation of 
metal ions in anoxic conditions. Precipitation processes fully determine the 
concentration and therefore the availability of heavy metals in the aquatic systems at 
low Ksp values. There are several processes that can control the rate of mineral 
precipitation and dissolution such as mass transport, diffusion or surface reactions. 
Finally, the ion exchange involves the replacement of one ionic species on a solid phase 
by other ionic species from the aqueous solution, which is in contact with the solid. 
This is considered as an adsorption reaction and is the most common in the soil-water 
system. Direct exchange at the particulate surface is an important process for the 
removal of trace metal cations in sediments or subsurface soils. The clay minerals found 
in sediments are generally coated with metal oxides and organic matter, which play an 
important role in the exchange of trace metals. 
 
3.4.1 Mobility of Chemical Elements 
The mobility of the elements is controlled by several factors, such as pH, solubility 
reactions, sorption and redox conditions. The ionic potential, which is the ratio of ionic 
charge to ionic radius, has been linked to the element mobility in water environments 
(Rose et al., 1979) helping to understand their general behaviour once they are released 
into water. Elements with low ionic potential are usually mobile and exist as simple 
cations, such as Ca2+, K+ and Na+; while the elements with high ionic potential can exist 
as mobile oxyanions (e.g. SO42- and PO43-, see Figure 3.3 after Rose et al.(1979)). The 
elements with intermediate ionic potential tend to be sorbed or hydrolysed, exhibiting 
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low solubility and therefore low mobility. Depending on the pH-redox conditions, the 
elements can be further classified as very mobile, mobile, somewhat mobile and 
scarcely mobile to immobile as shown in Table 3.3 (Smith, 2007). 
 
Figure 3.3: Mobility tendency of elements as a function of the ionic potential (fromRose et al., 1979) 
 
In the porous media, such as the sediment environment, the most important solids that 
can adsorb elements are the clay minerals, organic matter and oxyhydroxides of Fe and 
Mn, the last two solids being those with the greatest surface site density and cation 
exchange capacity. Clay surface charge, except for kaolinite, is independent of pH, 
whereas the surface charge of the organic matter and oxyhydroxides are strongly pH 
dependent. The negative surface charge of the oxyhydroxides increases with pH 
increase, making these solids more effective sorbents for metal cation in the natural 
range of pH conditions. Whereas the positive surface charge of the oxyhydroxides 
increases as pH decreases, making these phases more efficient sorbents for anions under 
low pH conditions. Metal sorption onto soils and sediments is likely to be more 
dependent on pH change than any other solution variable. 
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Table 3.3: Relative mobility of elements in different pH-redox scenarios (Smith, 2007) 
 
Metal complexation also has a direct effect on metal adsorption on mineral surfaces or 
the organic matter. Adsorption of cations and anions might be significantly favoured or 
inhibited when these occur as complexes instead of as free ions. In general, carbonate, 
sulphate and fluoride complexes of metals are not strongly adsorbed, while hydroxyl 
and phosphate complexes are readily adsorbed, especially by oxide and hydroxide 
solids (Langmuir, 1997). Furthermore, the solubility of minerals increases when the 
dissolved aquatic species occur both in the complex and also in the mineral. 
 
3.5 Predicting Chemical Speciation: Thermodynamic Equilibrium 
Models 
Speciation analyses have advanced considerably since the 1970s, driven by 
developments in water quality regulations for metals and the necessity to determine the 
fraction of a total metal concentration in water that triggers an organism to respond 
(Batley et al., 2004). 
There are two different approaches that can be used to determine the chemical 
speciation of trace elements in natural waters. The first involves various experimental 
methods, which aim to discriminate the metal species based on their distinct behaviour 
during chemical analysis. The second approach used involves geochemical modelling, 
which estimates the quantities of the various metal-ligand species in the water assuming 
the prevalence of thermodynamic equilibrium conditions. 
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Nowadays, the analytical methodologies used to determine metal speciation include: 
ion-selective electrodes, anodic stripping voltammetry, potentiometric stripping 
analysis, stripping chronopotentiometry, cathodic stripping voltammetry, metal-ligand 
tritations, ligands competition, chelating resins, size-based separation, diffuse gradients 
in thin films and permeation liquid membranes (Batley et al., 2004). 
The stability of samples during storage is a critical issue when speciation analysis is one 
of the objectives. The chemical species could change during the sampling, preparation 
steps and the storage period due to the following reasons: (1) collection of water 
isolates it from other components of the quasi-equilibrium system; (2) filtration 
removes fine suspended matter and causes further disturbance; (3) container walls tend 
to sorb the ions found in the aqueous phase, although this process can be minimised by 
adding acid; and (4) acidification causes the dissociation of complex species and 
displacement of the fraction that is sorbed on colloidal matter (Ure and Davidson, 2002; 
Batley et al., 2004).  
Although numerous analytical techniques (electrochemical and spectroscopic 
techniques) have been developed to determine trace element speciation in soil, sediment 
and waters during the last decades, most of these methods have limitations related to 
their ability to produce reliable data (Tessier and Turner, 1995; Nordstrom, 1996). 
Unfortunately, there are difficulties related to isolating the compounds of interest from 
complex matrixes. Most of the current speciation techniques disturb the equilibrium 
existing between the various chemical species present in the natural system under study, 
few analytical procedures possess the degree of sensitivity required for species present 
at ultra-trace levels; and standard reference materials are often unavailable (Ure and 
Davidson, 2002; Nolan et al., 2003). As a result, many researchers prefer to calculate 
the most likely species distribution using computational methods (modelling).  
Computer-assisted thermodynamic chemical equilibrium models are useful tools for 
describing and understanding the reactions that occur in natural aqueous systems. Since 
the 1960s, geochemical speciation models have rapidly developed as a low-cost and 
accessible solution to determine species distribution. These models rely on chemical 
equilibrium models, which solve simultaneous equations that describe the competing 
chemical equilibrium reactions and define the mass balance relationships. The chemical 
thermodynamic principles provide the theoretical foundation for the chemical models, 
since they can be used to predict the stable forms of given elements or compounds; and 
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to describe the distribution of substances in the aquatic environment. Many models 
include codes allowing calculations such as: speciation of soluble complexes, 
precipitation and dissolution of solid mineral phases, adsorption of ions from the 
solution on to surfaces, oxidation–reduction reactions, and partial pressure of gas 
phases. Consequently, chemical equilibrium models play a critical role in the risk 
assessment for metals in the surface aquatic environment. 
The effective use of these computational speciation models requires a critical 
knowledge of the main reactions and selection of the appropriate stability constants. 
(Batley et al., 2004). It is necessary to include the total levels of cations, anions and 
ligand species present and the equilibrium constant values for all possible interactions 
between the different species. The number, the species types and the best value for the 
various equilibrium constants have to be selected from the range reported in the 
literature. This selection of variables can be produce discrepancies in the estimated 
species concentrations (Paquin, 2003). 
The main limitations of computational models are that, in complex natural systems such 
as soils and soil solutions, it becomes problematic to identify the appropriate reactions 
to be included in the model and, in some cases, it is impossible, realistically, to model 
reactions which are kinetically slow and practically irreversible. Furthermore, several 
examples of non-equilibrium in aquatic systems have been reported, making the 
fundamental assumption of thermodynamic equilibrium questionable. Besides, the 
models are usually limited to modelling speciation of diluted water with ionic strengths 
less than seawater (< 0.7 M) and they require high quality water analyses to produce 
reliable results.  
On the other hand, speciation models are useful for determining the relative importance 
of individual aqueous complexes and present a low cost option to study the species that 
can be found in an aqueous system. The speciation models can establish whether the 
system has the potential to precipitate or dissolve a mineral or gas phase and whether 
various mass transfer processes have the potential to affect the concentration of various 
components (Langmuir, 1997). 
Several models have been developed to simulate the aqueous reactions at ambient 
environment temperature and they are classified with regards to their ability to handle 
the presence of organic matter in two categories: inorganic and organic speciation 
codes. There is a large number of inorganic speciation computational codes, which have 
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been developed over the years. Amongst the most widely used are MINTEQA2 version 
4.02 (Allison et al., 1991), Visual MINTEQ version 3 (Gustafsson, 1997) and 
PHREEQC version 2 (Parkhurst and Appelo, 1999). Visual MINTEQ is a Windows 
software based on the MINTEQA2 code and includes the metal complexation with 
humic substances. In general, these models can calculate aqueous speciation, 
dissolution/precipitation, oxidation/reduction, gas phase, and surface adsorption 
reactions. In addition to these, PHREEQC can calculate solute transport, reaction path 
and also covers inverse modelling.  
Organic speciation models are very relevant when assessing the metal specie 
distribution in surface water systems since these codes include the function of the 
organic matter. The properties of the organic matter and the available organic speciation 
models are described in detail in the following section. 
 
3.5.1 Characteristics of the Organic Matter  
The natural organic matter present in soil solutions and the surface water consists of a 
variable and complex mixture of plant and animal products in a range of decomposition 
stages; substances synthesised biologically and/or chemically from the breakdown these 
products; and microorganisms, small animals and their decomposing remains (Schnitzer 
and Khan, 1972). 
The natural organic matter is usually divided into non-humic and humic substances. 
The non-humic substances, also called biochemical compounds, are mainly 
carbohydrates, amino acids, proteins, lipids and a wide range of low-molecular- weight 
organic substances (Sposito, 1989). The bulk of the organic matter in most soils and 
waters comprises humic substances. These are amorphous, polydisperse substances of 
molecular weights ranging from about 200 Da for aquatic material to greater than 1×106 
Da (MacCarthy, 2001). Depending on their solubility in alkaline and acid conditions, 
humic substances are frequently divided in three main fractions: humic acid (HA), 
fluvic acid (FA) and the humin fraction (Aiken, 1985). 
The polyfuncionality, macromolecular charge and hydrophilicity of the natural organic 
matter explain the organic matter behaviour in soils and waters. Different functional 
groups that are part of the natural organic matter molecules are responsible for its 
reactivity. The oxygen content or oxygen to carbon ratio are good estimators of organic 
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matter’s affinity for protons and metal binding; the FA has a higher ratio (0.7) than HA 
(0.5) explaining its greater reactivity. The deprotonation of carboxylic and phenolic 
groups induces the occurrence of negative charges responsible for the polyelectrolyte 
character and macromolecular charge of the humic substances. These negative charges 
allow natural organic matter to bind dissolved cations and to be adsorbed at positive 
reactive charge sites by clays and (oxy) hydroxides.  
These characteristics of organic matter are responsible for its different functions in the 
natural environment. These can be classified in three kinds: physical (aggregation), 
chemical (cation exchange capacity, induce acidity and act as metal reservoir) and 
biological (detoxification, act as micronutrient carrier and source of mineralisable C and 
N).  
 
3.5.2 Organic Speciation Models 
There are two main types of geochemical speciation models, which describe the 
distribution of protons and metal binding to humic substances. The first, named Non-
Ideal Competitive Adsorption (Nica)-Donna model is based on a continuous site 
distribution and presumes that the distribution of the metal-binding functional group 
follows statistical rules. These type of models also state that the thermodynamic 
equilibrium constants for acid-base reactions pKa are normally distributed along the 
molecule (Grimm et al., 1991). The second model, named Windermere Humic Aqueous 
Model (WHAM) is based on a discrete distribution of binding sites in contrast to the 
Nica-Donna model. This model relies on the selection of a certain number of 
characteristic binding sites to represent the entire behaviour of the molecule. For 
instance, the WHAM speciation model takes into account the electrostatic effect in 
cation-HS binding.  
WHAM, developed by Tipping et al. (Tipping, 1994), is a combination of a number of 
sub-models, which have been calibrated against experimental literature data. These 
models include inorganic solution speciation and humic metal ion binding models, 
named Model V and VI (Tipping, 1994; Tipping et al., 1998). The WHAM model 
version V and VI have been used widely since they offer a more comprehensive 
approach to describe metal-organic matter binding in freshwater environments. The 
assumptions behind WHAM Model V are the following: 
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• It is a discrete-site binding model in which binding is modified by electrostatic 
interactions. 
• The accumulation of counter-ions (metals) in the diffuse layer is described by a 
Donna-type expression. 
• Humic substances are assumed to be rigid spheres of uniform size with ion binding 
groups on the surface. 
• The proton binding groups on the humic substances are heterogeneous, having a 
range of intrinsic pK values. 
• Two types of acid groups represented by carboxylic and phenolic-type groups (A-
type and B-type sites, respectively) are considered, where each type is divided into 
four different sub-sites. 
• Binding can occur at monodentate, bidentate or tridentate sites. 
• A proximity factor (f) defines whether pairs of proton-binding sites are close 
enough or not to form multidentate site for metals.  
• Model V accounts for competition and ionic strength effects and for proton-metal 
exchange.  
 
Model V permits the binding of the first hydrolysis product, as well as the parent 
species, and assumes that they bind to HS with the same affinity. In contrast, Model VI 
includes provisions for high-affinity tridentate sites for metals present in small amounts, 
which may be important when modelling the binding of trivalent metals such as Al or 
Fe. In addition, the distribution of proton affinity and metal affinity are not longer fully 
correlated in Model VI as they were in Model V (Tipping et al., 1998). Tipping et al. 
(2002) found that Al3+ and Fe3+ compete significantly with Cu2+ and Zn2+ for binding by 
natural organic matter over a wide pH range of 4-9. 
Different authors (Clark and Lewis, 1997; Tipping et al., 1998; Gimpel et al., 2003; 
Meylan et al., 2004; Unsworth et al., 2006) have compared the chemical specie 
distribution obtained from experimental or in-situ measurement with the results 
obtained from computational speciation models. Meylan et al. (2004) compared Cu and 
Zn measurements using the diffuse gradients in thin films (DGT); competitive and 
ligand exchange (CLE); and voltametric measurements. These measurements were 
subsequently compared with the estimated concentration by using Model VI in 
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WHAM; Stokholm Humic Model HM in visual MINTEQ; and NICA-Donnan in 
ECOSAT. Two stream rivers were selected for this work, the first presented large 
changes of dissolved metal concentrations in water over a short time of period and the 
second presented stable background metal concentrations. A good agreement between 
the speciation models estimation and the experimental data was found for the free zinc 
ion and labile zinc concentrations under freshwater conditions. Similarly, the three-
speciation models gave similar to the measured labile copper in the two stream waters, 
but the estimated free copper ion (Cu2+) concentration fitted poorly the experimental 
data, overestimating the Cu2+ concentration. This suggested that these models did not 
consider strong specific copper-binding ligands, which are present in natural waters. 
Unsworth et al. (2006) compared Cd, Cu, Ni and Pb concentration measurements by in 
situ techniques with the estimated metal concentration by the humic ion binding Model 
VI incorporated in WHAM and the NICA-Donnan model incorporated in the software 
visual MINTEQ. The two organic speciation models could predict the distribution of 
the dominant species of trace metals in freshwater with reasonable accuracy. However 
the prediction of free ion activity did not agree with the experimental data, suggesting 
that speciation models may underestimate the free ion metal concentration by various 
orders of magnitudes. 
 
3.6 Metal Interaction with Organisms 
As pointed out previously in Section 3.1, the bioavailability of metals also depends on 
the intrinsic characteristics of the species. Difference in sensitivity amongst species is a 
result of the combination of morphological and physiological characteristics, trophic 
levels, exposure routes, nutrition health, population density and acclimation (Table 3.4). 
In general, metals may be incorporated in aquatic species through two major pathways 
or uptaking vectors: the ingestion of metal-enriched sediment and suspended particles 
during feeding; and the metal uptake from solution (Luoma, 1983). Several authors 
pointed out that the dissolved metal free ion is the fraction actually bioavailable for 
large numbers of biota (Sunda and Guillard, 1976; Pagenkopf, 1983; Starodub et al., 
1987; Bury et al., 1999). Although the exposure via ingestion may significantly 
contribute to the uptake process, the mechanism is poorly understood (Leeuwen and 
Vermeire, 2007). The latter justifies the use of the called Equilibrium Partitioning (EP) 
theory, which states that the aquatic species take up the dissolved free ions found in the 
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pore water and do not take up metals bound to the soil or sediment. The EP assumes 
that the ingestion via solid fraction is not an important exposure route since all the 
interaction of the chemicals can be understood as the interaction of the chemical found 
in the water phase of the sediments. This concept is the heart of the biotic ligand model 
(BLM), which serves to estimate the metal bioavailability and toxicity in surface water 
systems. The BLM is explained in more detail in section 3.7. 
 
Table 3.4: Factors affecting toxicity during toxicity tests (Leeuwen and Vermeire, 2007). 
Chemical factors 
Biological factors Physical factors Source of 
water 
Toxic 
substance Test compound Exposure conditions 
Ecology of test 
species 
Temperature Dissolved 
oxygen 
Type Solubility Static/renewal/flow-
though 
Acclimation Light/dark regime pH Concentration Stability Replacement time 
Treatment of 
unhealthy fish 
Holding facilities Hardness  Volatility Stability of DO and 
pH 
Ageing during test Materials Particulate 
matter 
 BOD Test concentration: 
nominal or measured 
Feeding (type of 
food, amount of 
food, frequency of 
feeding) 
Shape/volume of 
test vessel 
Complexes 
(ligands) 
 Bioaccumulation 
potential 
Test concentration: 
stability over time 
Loading  Impurities  Chemical 
detection method 
 
Sample size      
Randomization      
Test duration      
Control mortality      
 
The up taking process from solution involves the transportation of the chemical 
compound mediated by a carrier or single solute across a biological membrane. The 
passive diffusion is the principal mechanism that transfers chemicals to the biota 
(Leeuwen and Vermeire, 2007).  
 
3.6.1 Toxicity  
Chemical toxicity in aquatic organisms may be a consequence of a chemical compound 
blocking the essential biological functional groups of biomolecules, displacing 
important metal ions in biomolecules or modifying their active conformation. The gill 
and the gut tissues have been commonly used in toxicity tests since they are considered 
as a primary target for metal uptake and toxicity (Paquin et al., 2002a). The gill is a 
multifunctional organ that is responsible for the respiration, nitrogenous waste 
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excretion, acid-base balance and osmoregulation. The oxygen uptake and regulation of 
the major ion balances occur at the gill site. The gill is also the main route of 
waterborne metal uptake and toxicity. In the case of copper, it has been recognised that 
the metal interacts with aquatic organisms at three different levels: copper may react 
with the biomolecules on the apical membrane of epithelial tissues affecting the 
transport channels; copper may enter in the epithelial tissue and may react with the 
transport channels on the basolateral membrane; and the copper may enter in the blood 
or haemolymph and be redistributed to other organs (European Commission, 2008). 
The key abiotic factors that prevent metal toxicity are hardness, pH and dissolved 
organic carbon (DOC). The influence of these factors will be depend on the toxicity 
endpoint and toxicity test, for instance hardness is less important for chronic than the 
acute test (De Schamphelaere and Janssen, 2004a). In the chronic test, sodium 
concentration also prevents Cu toxicity. 
Calcium and magnesium are the predominant dissolved cations responsible for water 
hardness. Water hardness affects the chemical speciation of heavy metals and is 
assumed to be inversely related to the toxicity. Ca2+ and Mg2+ were found to reduce 
copper toxicity in a similar extent for Daphnia magna (D. magna) (De Schamphelaere 
and Janssen, 2002), while Mg2+ was shown not to have an effect on the copper toxicity 
in fish (Erickson et al., 1996a). 
Water pH affects metal toxicity in several ways. As pH increases the toxicity decreases 
as a result of the pH effect on the chemical speciation and complexation; and copper 
carbonate complexes also increase resulting in reduced toxicity. This effect has been 
shown for invertebrate and fish (Di Toro et al., 2001; De Schamphelaere and Janssen, 
2002). However, an increase of pH results in an increase in Cu toxicity for algae (De 
Schamphelaere et al., 2003). On the other hand, Cu-DOC complex formation increases 
at higher pH levels reducing Cu bioavailability, due to a deprotonation of DOC 
(European Commission, 2008). 
The presence of dissolved organic matter (DOM) has been shown to decrease metal 
uptake or toxicity in several organisms (De Schamphelaere et al., 2003; Heijerick et al., 
2005). These authors expressed the DOM as percentage of the active fulvic acid 
(%AFA). The DOM consists of different fractions of humic, fulvic and lower molecular 
weight hydrophilic acids, which present different complexation capacity. De 
Schamphelaere and Janssen (2004b) found a linear relationship between UV-
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absorbance coefficient and the copper complexing capacity of DOM using acute Cu-
BLM for D. magna. This relationship suggests that UV-absorbance might be a good 
indicator of biologically and toxicologically relevant fractions of DOM for copper 
binding mechanisms. 
Finally, Na+ concentration has been recognised as an important abiotic factor. An 
increase of concentration of Na+ results in reduced toxicity. This is especially important 
for chronic copper toxicity (De Schamphelaere and Janssen, 2004b): increase of Na+ in 
waters may prevent the net loss of plasma electrolytes, such as Na+, due to exposure to 
copper and, therefore, prevent mortality. 
 
3.7 Predicting Metal Toxicity: Biotic Ligand Model 
The environmental regulations aiming to protect the aquatic environment and life 
should be based on the three main scientific disciplines: chemistry, physiology and 
toxicology. 
Over the last 30 years, the study of the chemical forms of the elements has gained more 
interest due to the increased awareness of their influence on toxicity. This is particularly 
important in the case of metals and metalloids, for which different chemical species 
have been shown to have a direct bearing on the metal availability to the organism and 
whether it is reactive. The use of analytical techniques to determine the speciation of 
trace metals in aqueous systems allows environmental scientists to measure directly the 
concentration of free metal ions in a cost efficient way.  
On the other hand, physiologists have studied how aquatic organisms respond to a 
stressor considering the nature and the degree of the response. Radio labelled tracers, 
used as probes, have provided the means to measure changes in the flux of essential 
ions into and out of the test organism, giving a direct indication of the effect of the 
stressor on the organism. A common toxicological practice is to place a selected 
organism, as a biological sensor, in the test water and measure the dissolved metal 
concentration, providing a connection between dissolved metal exposure level and 
effect, without necessarily understanding all the intricate chemical and physiological 
details.  
The conceptual model of the chemical equilibrium, the physiological process, and the 
kinetic model of a toxicological response are useful, as they provide an organised 
  
47 
framework aiming to improve the understanding of the underlying chemical, 
physiological or toxicological processes involved.  In addition, they offer a quantitative 
basis to evaluate the total effect of the many complex interactions that must be 
considered in environmental systems. 
The development of computational models to predict metal toxicity effects has gained 
more interest among scientists and regulators since 1980. The Free Ion Model (Morel, 
1983) was the one of the first conceptual models developed to link the binding capacity 
of the free metal ion and other metal species to the site of toxic action; and to describe 
the competition among the metal species and other cations for the binding site. 
Pagenkopf (1983) developed the Gill Surface Interaction Model (GSIM) demonstrating 
that the hardness-related cations compete for the binding at physiologically active gill 
sites. These two conceptual models form the basis for the current model used to predict 
metal toxicity: the Biotic Ligand Model-BLM (Di Toro et al., 2001). 
 
3.7.1 Description of the BLM 
The BLM is a chemical equilibrium model that evaluates metal toxicity to organisms 
through the biotic ligand, which is used to predict the degree of metal binding at that 
ligand and the level of accumulation that is related to a toxicological response (Di Toro 
et al., 2001). The BLM-predicted effect level will vary depending on the kind of 
organism and the characteristics of the water. 
The BLM framework is based on three main components, Figure 3.4 (Di Toro et al., 
2001): (1) the solution chemistry of the aquatic system which enables prediction of the 
concentration of the toxic free metal ion; (2) the binding of the toxic metal to the biotic 
ligand; and (3) the relationship between metal binding to the biotic ligand and the toxic 
response.  
The concentration of the metal-biotic ligand complex directly determines the magnitude 
of the toxic effect. Therefore, it is necessary to take into account the metal speciation 
(or complexation) to evaluate the fraction of the metal-ligand complexes and the metal 
interaction with competing cations at the site of action (biotic ligand, BL). The 
chemistry of the system is assumed to be in equilibrium allowing the use of 
thermodynamic and conditional binding constants to calculate the concentration of 
metal inorganic, organic and biotic metal complexes. The BLM calculates the inorganic 
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speciation using the CHESS model (Santore and Driscoll, 1995) and the organic 
speciation using the WHAM-Model V (Tipping, 1994). The stability constants of the 
metal and the cation-BL complexes are considered in chemical speciation model to 
calculate the concentration of the metal-biotic ligand complex. 
The binding sites at the organism can be physiological binding sites leading to a direct 
biological response; or can be transport sites leading to metal transport into the cell 
followed by an indirect biological response. For instance, the surface membrane of the 
gill becomes the biotic ligand in fish (Pagenkopf, 1983). 
 
Figure 3.4: Schematic diagram of the biotic ligand model (Di Toro et al., 2001) 
 
Metal speciation defines the bioavailability of the metal: initially the bioavailable specie 
in BLM was the free metal ion, M2+ (Di Toro et al., 2001), but other metal species, such 
as M-OH+ and M-CaCO3-, were also considered as bioavailable (De Schamphelaere et 
al., 2002; De Schamphelaere and Janssen, 2002). The BLM framework also 
incorporates the competitive effect of other cations that interact with the biotic ligand to 
mitigate toxicity. That is the case for the hardness cations, Ca2+ and Mg2+, which can 
reduce the metal toxicity due to competition to bind to the biotic surface. The metal 
concentration predicted by the BLM corresponds to the dissolved metal concentration 
in the water, which is required to reach a critical threshold level of accumulation at the 
biotic ligand called the LA50 or LA10 (lethal accumulation associated with 50% or 10% 
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mortality for acute and chronic toxicity, respectively). The LAs are determined by 
toxicity experiments.  
The principal assumptions of the BLM are that metal toxicity occurs when the 
concentration of free metal ion bound to the biotic ligand reach a threshold 
concentration. The critical metal concentration on the biotic ligand, which is associated 
with the lethal concentration, is assumed to be independent of the physical-chemical 
water characteristics (De Schamphelaere and Janssen, 2002). In other words, the lethal 
accumulation concentration at biotic level depends on the living organism considered 
rather than the water quality characteristics. Therefore, the BLM can be used for 
different water types.  
The BLM also assumes that the metal concentration is not influenced by the biota, the 
metal uptake across the BL (e.g. gill) is slow and BL-surface achieves equilibrium with 
the surrounding environment. The accumulation of the metal on the biotic ligand is 
assumed monolinear related to the toxicity impact and the biotic ligand is presumed that 
does not change during the bioaccumulation. 
 
3.7.2 Mathematical Description of BLM 
The BLM considers that the metal-biotic ligand reaction can be represented in the same 
way as other metal reactions with organic or inorganic ligands. In the acute BLM for 
copper, Ca, Mg, H, Na competes with Cu to bind the same places on the BL. This 
competition can be written as: 
  
  
  
  
  
 
where BL- is the potential binding sites on the biotic ligand, which is still available and 
CaBL+, MgBL+, NaBL, HBL are sites on the biotic ligand occupied by Ca, Mg, Na and 
H, respectively. The BLM assumes that the biotic ligand species are uniformly 
distributed in the water and that the charge of the biotic ligand is assigned as negative 
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and can bind the positively charged cations (Di Toro et al., 2001). The BLM does not 
include a surface adsorption model. Taking into account the refined acute BLM for 
copper (De Schamphelaere et al., 2002), the concentration of the copper-ligand 
complexes, CuBL+, can be determined by the equilibrium equations as: 
 
(3.2)  
where KCuBL, KCuB  and KCuBL, are the stability constants for Cu2+, CuOH+ and CuCO3 
binding to BL sites, respectively; and Cu2+, CuOH+ and CuCO3 are the activities of the 
free copper ion (mol L-1). Ionic strength corrections over any KCuBL are not carried out 
for simplicity. Analogous to the equations for the copper binding sites to biotic ligand, 
the other cations (Ca2+, Mg2+, Na2+, etc) binding sites to BL can be written as: 
 
(3.3)  
 
(3.4) 
 
(3.5) 
 
(3.6)  
The total number of copper binding sites on the biotic ligand (BL) is called 
complexation capacity of the BL (CCBL) and can be defined as: 
 
(3.7) 
The concentration of copper bound to the biotic ligand, CuBL+, which according to the 
BLM assumptions determines the magnitude of toxic effect, can now be expressed as a 
function of the Cu2+, Ca2+, Mg2+, Na+ and H+ by combining Eq. 3.2 to Eq. 3.6. The 
fraction of the total number of copper binding sites occupied by copper can be 
calculated as follows: 
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(3.8) 
 
considering the thermodynamic constants for complex formation of CuOH+ and 
CuCO3: 
 
(3.9) 
 
According to the BLM assumption that complexation capacity is independent of the 
water quality characteristics, this fraction, , determines the magnitude of the toxic 
effect and is constant at any given effect level denoted by x% (e.g. acute 50% or 
chronic 10%). Combining the Eq. 3.8 and Eq. 3.9, the fraction can be written as: 
 
(3.10) 
 
When this critical fraction  is known, then the associated Cu2+ activity at this x% 
effect level for the water chemistry under consideration, denoted as (Cu2+)x%, can be 
calculated: 
 
(3.11) 
 
where  and  are the relative toxicity of 
CuOH+ and CuCO3 with respect to Cu2+.This equation can be divided in two parts. The 
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first term is  identified as the intrinsic sensitivity of specie for 
copper: 
 
(3.12) 
 
then combing this last equation with Eq. 3.8: 
 
(3.13) 
 
Finally, rearranging the Eq. 3.11 the copper concentration associated at a given effect 
level can be written as: 
 
(3.14) 
 
This equation can also be used to derive  if the  is known for different 
toxicity test waters.  
 
3.7.3 Current Application of the BLM 
Although there are uncertainties associated with the BLM assumptions, the BLM has 
been validated for different metals, toxicity endpoints and trophic levels, and has been 
used successfully to predict metal bioavailability and acute toxicity for Cu, Ni, Ag and 
Zn in surface waters. In addition, the BLM concepts have been used to predict the 
chronic toxicity of Cu at different tropic levels (De Schamphelaere et al., 2003; De 
Schamphelaere and Janssen, 2004a; De Schamphelaere et al., 2007).  
A summary of the published applications of the BLM is presented in Table 3.5. 
Geochemical processes and copper toxicity has been studied extensively since Cu is 
both essential for organisms and ubiquitous in the environment. Copper toxicity has 
already been incorporated in environmental regulatory frameworks by the USA and 
European Union (U.S. EPA, 2007; European Commission, 2008). The acute and 
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chronic Cu BLM, as well as the EPA and EU approach to incorporate bioavailability 
concepts in regulations are described in detail in Chapter 4. 
 
Table 3.5: Summary of the published applications of the BLM (modified from Pima County Wastewater 
Management, 2007) 
Trophic Level Specie Acute BLM Chronic BLM References 
Plant 
Pseudokirchneriella 
subcapitata Cu Cu, Ni, Zn 1,2,3 
 
Chlamydomonas 
reinhardtii - Cu 4 
 Chlorella vulgaris - Cu 4 
 
Scenedesmus 
quadricauda - Cu 4 
Invertebrate Ceriodaphnia dubia 
Ag, Cd, Cu, Ni, 
Zn Cu, Ni 5,6,7,8 
 Daphnia magna Ag, Cu, Ni, Zn Cu, Ni, Zn 2,3,5,6,7,9,10 
 Daphnia pulex Cu - 6 
 Brachionus clyciflorus - Cu 11 
 Mytilus edulis Cu - 12 
Fish Pimephales promelas Ag, Cd, Cu, Zn - 5,6,13,14,15 
 Oncorhynchus mykiss Ag, Cd, Cu, Zn Cu, Ni, Zn 7,14,15,16,17 
1. De Schamphelaere et al., (2003); 2. De Schamphelaere et al., (2005); 3. Deleebeeck et al., (2008); 4. 
De Schamphelaere and Janssen, (2006); 5. Erickson et al., (1998); 6.Di Toro et al., (2001); 7.Paquin et 
al., (2002a); 8. Keithly et al., (2004); 9. De Schamphelaere et al., (2002); 10 De Schamphelaere and 
Janssen, (2004a); 11. De Schamphelaere et al., (2006); 12. Arnold, (2005); 13. Erickson et al., (1996b); 
14. De Schamphelaere and Janssen, (2004c); 15. Deleebeeck et al., (2007); 16. Bury et al., (1999); 17. 
Pacquin et al., (2002b). 
 
3.8 Summary 
This chapter highlighted the importance of the geochemical processes that metals 
undergo in surface waters. The distribution, mobility, biological availability and 
toxicity of chemical elements depend not simply on their concentration, but critically on 
their forms, which determine the physical and chemical association that they undergo in 
natural systems. Computational models are preferred over experimental analysis in 
order to determine metal specie distribution due to their low cost and reliability. In this 
context, the BLM has become an important tool that is used to predict metal toxicity in 
surface waters taking into account the water quality and the type of living organisms. 
 
The concept of metal bioavailability needs to be considered in water quality standards 
definition and risk assessment to restrict the discharge of the metals into surface water 
  
54 
systems and protect the environment. Based on the copper BLM model, the next 
chapter explains in detail the individual steps in copper risk assessment for surface 
water systems. 
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Chapter 4 Copper Risk Assessment 
4.1 Introduction 
Metals are abundant in the Earth’s crust and beneficial for living organisms at low 
levels. For example, copper is an essential element at low levels for normal growth and 
metabolism for all living organisms. However, metal occurrence in surface water is 
increased by human activities. Mining and smelting activities and farming activities 
(pig slurry), for example, contribute to the increase of the level of copper in surface 
waters (Eisler, 2000). As a result, the potential toxic effect of copper to the biota needs 
to be considered in order to restrict its discharges in surface water systems and protect 
the aquatic environment. A number of different tiered approaches and frameworks have 
been proposed to assess the risk that copper and other metals may pose to aquatic 
environments and particular attention has been paid on risks from copper pollution 
(EURAS, 2004; U.S. EPA, 2004; European Commission, 2006; European Commission, 
2008; Van Sprang et al., 2009).  
Environmental risk assessment is defined as the process of estimating the likelihood of 
a chemical affecting the determined ecosystem or communities, given a set of 
environmental conditions (Maltby, 2006). In general, the risk characterisation, a step of 
the risk assessment, involves three main processes: hazard identification, exposure 
assessment and effect assessment (Leeuwen and Vermeire, 2007). The main phases of 
risk characterisation are shown in Figure 4.1. 
Hazard identification is the process where the potential danger is recognized and 
consistent information is gathered. This stage involves the development of conceptual 
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models that identify sources, biological receptors and the processes that link them. The 
exposure, effect assessment and risk characterization are explained in the following 
sections. 
 
Figure 4.1: Sequential steps for the deterministic risk characterization (modified from Leeuwen and 
Vermeire, 2007) 
 
4.2 Exposure Assessment 
The exposure assessment involves determining the chemical concentrations in the 
environment, known as the predicted environmental concentrations (PEC), and the 
identification of the most important variables required to assess the risks they pose, for 
example pH and DOC for Cu risk assessment. Measured environmental data is 
preferred because it is assumed to be more representative and reliable (EURAS, 2004). 
Two types of exposure assessment can be carried out depending on the scale of the 
collected monitoring data: site-specific and local/regional assessment. Site-specific 
assessment is focused on a small area and the variation of the measured data usually 
reflects the temporal variability (e.g. in one monitoring station) and spatial variability 
(e.g. several monitoring stations in a small region). Local and regional scenarios can be 
derived using environmental data that have been extensively monitored, which depends 
on the relation of the source of emission and the probability distribution of a metal of 
interest at a specific sampling station (Van Sprang et al., 2009).  
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The PEC is calculated by taking the 90th (or 10th) percentile of the environmental 
concentration distribution (ECD), considered as the worst-case scenario (see Figure 
4.2). For copper risk assessment, the 10th percentile of DOC and pH; and the 90th 
percentile of major elements (Ca2+, Mg2+, K+, Na+, Cl-, SO42-) and alkalinity are 
considered as the worst-case scenario. A typical scenario is derived from the 50th 
percentile for all the latter parameters. According to EURAS (2004) the local/regional 
PEC corresponds to the median value of all site-specific 90th percentiles that have been 
derived from the area of interest and which are not affected by anthropogenic sources or 
point-sources. More details about the requirements of environmental data to carry out 
risk assessment can be found in the Technical Guidance Document (TGD II; European 
Commission, 2003) and EURAS (2004). 
 
4.3 Effects Assessment Approaches 
The effects assessment (dose-response assessment) estimates the association between 
the level of chemical exposure and the subsequent response of the organisms or 
communities. Effects assessment can be based on single-species toxicity test, 
microcosm or mesocosm studies and established through acute or chronic toxicity tests 
(Maltby, 2006). The acute toxicity is the response of the organisms to short term 
exposure, usually expressed as median lethal concentration (LC50). The latter is the 
concentration required to kill 50% of the individuals exposed to the chemical during a 
specific period of time (e.g. 48-h). The chronic toxicity test measures the sublethal 
effect of chemicals (e.g. effect on growth or reproduction) and it expresses toxicity as a 
no observed effect concentration (NOEC). The predicted no-effect concentration 
(PNEC) can be derived from the NOECs of different species if the species selected for 
the toxicity tests are representative of the species sensitivity for the aquatic environment 
considered; and if the species and the properties of aquatic ecosystems taken into 
account for the prediction are the most sensitive to toxic compounds (Leeuwen and 
Vermeire, 2007). 
Current approaches to derive PNEC include the assessment factor (or “safety factor”; 
EU Cu RAR, 2007) and the species sensitivity distribution (SSD). The assessment 
factor is used as a preliminary effect assessment, when limited ecotoxicity data is 
available. The PNEC is calculated from the lowest acute LC50/NOEC and the 
application of an assessment factor (AF) which depends on the reliability of the 
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database (EURAS, 2004). A constant assessment factor AF is needed to adjust the 
effects concentrations, such as LC50 or NOEC. The TGD II (European Commission, 
2003) developed assessment factors that can be used in different situations, such as to 
derive PNEC from acute concentrations or from few NOECs of representative samples. 
The greater the confidence, the smallest is the AF. 
However, if there is enough toxicity data available, PNEC can be calculated using the 
specie sensitivity distribution (SSD), which is preferred over the assessment factor 
(EURAS, 2004; Leeuwen and Vermeire, 2007). The use of SSD has been extensively 
studied by Posthuma et al. (2001). The SSD is a statistical distribution function that 
reflects the variation in the sensitivity of species to a pollutant. This curve is 
constructed using the LC50s or NOECs from representative species.  
 
 
Figure 4.2: Schematic derivation of PEC as 90th of the ECD and PNEC as the 5th of SSD, so-called HC5 
(ICCM, 2007). 
The SSD can be described by a distribution function (logistic, triangular or normal) and 
depending on the selection of the shape of the SSD, different assumptions are applied 
for the SSD method. The method developed by Aldenberg and Jaworska (2000) 
assumes a lognormal distribution for the SSD and calculates a confidence interval for 
the 5th percentile cut-off value of the SSD, which protects 95% of the species. This 
concentration is known as the hazard concentration (HC5) and a 50% confidence 
interval associated with this value is regularly reported (Posthuma et al., 2001; 
European Commission, 2003; European Commission, 2008). The HC5 is estimated as 
follows: 
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 (4.1) 
 
where  is the sample mean of the log-transformed NOEC for the n species, Ks is the 
one-sided extrapolation constant for a logistic or normal distribution; and s is the 
standard deviation of the log-transformed NOEC value for the n species. Finally, the 
PNEC is calculated as: 
 (4.2) 
 
where the AF is the assessment factor between 1 and 5, depending the associated 
uncertainty to derive HC5 (European Commission, 2003). The following points should 
be considered when the size of the assessment factor is selected: the overall quality of 
the database and the endpoints covered; the diversity and representativeness of the 
taxonomic groups included in the database; the mode of action of the chemical; the 
statistical uncertainties around the 5th percentile; comparison between field/mesocosm 
studies and the 5th percentile. In general, there are no scientifically robust approaches to 
quantify these uncertainties, hence the value of AF is set to 1 Figure 4.3 (Van Sprang et 
al., 2004). Additionally, the SSD can also be used to determine the predicted affected 
fraction (PAF), which indicates the risk associated with certain concentrations of 
contaminants (van Straalen, 2001). 
 
Figure 4.3: Specie-sensitivity distribution (SSD). Dots represent the toxicity data for species and the 
fitted line, the SSD (Posthuma et al., 2001). 
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4.4 Risk Characterisation 
The information from exposure and effect assessment is integrated in the risk 
characterisation to describe the nature and the magnitude of the risk posed by 
chemicals. The PNEC is compared to PEC of a metal in order to determine the 
environmental level at which no effect to the ecosystem is expected (European 
Commission, 2008). 
The risk assessment is frequently based on a database with a small number of species 
exposed to a number of chemicals during a limited period of time (short or long term 
effects) as well as water quality data influenced by natural and anthropogenic chemical 
sources; and temporal and spatial variations. Since this information is used to develop 
generic exposure models with complex stressors, the risk assessment involves many 
uncertainties and variability (Maltby, 2006). For this reason uncertainties and variability 
should be considered in the risk characterisation.  
 
4.4.1 Uncertainty and Variability 
Variability is an intrinsic property of a studied system and once characterised cannot be 
reduced with further measurement or studies (Verdonck et al., 2002; Maltby, 2006). 
Variability in the exposure component may be the result of temporal and spatial 
differences in the abiotic and biotic factors of the system; while variability in the effect 
component may be a result of interspecific, inter-population and inter-individual 
differences in the exposure. On the other hand, uncertainty is the lack of knowledge 
about phenomena or models, and can be reduced through further measurement or 
studies. The uncertainty can be classified as variable uncertainty or modelling 
uncertainty. The variable uncertainty, also called measurement uncertainty, originates 
from inaccurate or inappropriate measurements and so can be improved with a better 
sampling design or measurement techniques. The sources of variable uncertainty due to 
sampling were described in more detail in Table 2.4. The modelling uncertainty is 
generated from the incomplete understanding of the mechanisms involved in the system 
investigated and is derived from extrapolation and the use of inaccurate mathematical 
models (Maltby, 2006). 
The procedure frequently used to assess the influence of variability and/or uncertainty is 
the Monte Carlo Analysis, which involves performing repeated calculations to obtain a 
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range of results. The input data are considered to be random variables; therefore, 
probability distributions can be defined. With each model calculation, the input data 
varies randomly within the selected limits (Cullen and Frey, 1999). More details about 
the mathematical background of Monte Carlo Analysis are given in Section 5.4.4.  
There are two approaches that deal with the variability or uncertainty in the risk 
assessment: deterministic approach and probabilistic approach, which will be discussed 
in the following sections.  
 
4.4.2 Deterministic Risk Characterisation 
In the deterministic risk characterisation, the uncertainty is indirectly addressed by 
applying a worst-case scenario using an uncertainty factor to either the model inputs or 
the outputs. For the exposure assessment, the worst-case scenario is the 90th or 10th 
percentile of the environmental concentrations. For the effect assessment, the worst-
case scenario is typically considered as the concentration that can protect at least 95% 
of the species. The deterministic risk characterisation can be achieved by comparing 
these single points estimated from both exposure and effects assessment, resulting in a 
quotient called risk characterization ratio (RCR, Eq. 4.3). A RCR smaller than one 
indicates that there is no risk at that concentration of metal and further actions are not 
required; whereas a RCR larger than one implies that the metal concentration may pose 
a risk to the aquatic system. The advantages of this approach are that it is easy and 
quick to apply and is also simple to communicate (EURAS, 2004). 
€ 
RCR = PECPNEC <1 
(4.3) 
 
As a consequence of the comparison between the lowest effect data with the highest 
exposure data, the deterministic risk approach tends to be conservative and may over-
estimate the risk (Maltby, 2006). In addition, several worst-case scenarios need to be 
evaluated and the combination of these can lead in an unrealistic assessment (Leeuwen 
and Vermeire, 2007).  
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4.4.3 Probabilistic Risk Characterisation 
The probabilistic approach reduces several limitations of the deterministic risk 
characterisation: the uncertainty and variability is taken into account explicitly and the 
probability of adverse effects occurring is quantified. Additional information is required 
to estimate the uncertainty in the effect and exposure component making the risk 
evaluation processes more difficult to perform and to communicate, expensive and/or 
time consuming (Bodar et al., 2005).  
In contrast to the deterministic approach, the ECD and SSD are regarded as random 
variables described by probability distributions rather than single point estimates. 
Therefore, the probabilistic risk characterisation does not require to specify the level of 
protection in the effects and exposure assessment. Several methods can be used to 
quantify the probabilistic risk amongst which the most important are the probabilistic 
risk quotient approach and the area under the joint probability curve (JPC; Solomon and 
Takacs, 2002). Aldenberg et al.(2000) compared mathematically these two approaches 
and concluded risk estimates were numerically equal.  
The probabilistic risk estimate can be calculated as the probability of a randomly 
selected environmental concentration exceeding a random specie sensitivity (Eq. 4.4; 
Burmaster and Bloomfield, 1996; Aldenberg and Jaworska, 2000). 
 (4.4) 
 
where P denotes probability. Alternatively, the risk can be defined in terms of the risk 
quotient as:  
 (4.5) 
 
The risk quotient is defined by a probability distribution, which can be considered as a 
measure of expected risk of adverse effects (Verdonck, 2003) and visualised as the 
black area of the column chart in Figure 4.4. The environmental concentration and 
specie sensitivity can be described by parametric or non-parametric distribution and the 
risk can be calculated numerically by using Monte Carlo simulation. A first order 
Monte Carlo simulation can be used to generate the ECD and SSD considering the 
variability (Figure 4.4 a). If lognormal distributions are assumed for the ECD and SSD, 
then the risk can be calculated analytically (Burmaster and Bloomfield, 1996). 
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Figure 4.4: Calculation of the probabilistic risk quotient distribution from ECD and SSD considering a) 
variability only; and b) variability and uncertainty (from Verdonck, 2003) 
 
The environmental concentrations or specie sensitivities are also uncertain due to 
sampling error. A second order Monte Carlo simulation can be used to capture the 
uncertainty and the variability (Figure 4.4b). 
The uncertainty and variability associated with the SSD can be reduced significantly 
using the BLM model (EURAS, 2004) since the physicochemical features of the water 
can thus be taken into account. In the next section the current Cu BLM and the 
sequential steps to account for Cu bioavailability are explained in more detail. 
 
4.5 Accounting for Copper Bioavailability in Risk Assessment 
The representativeness of the risk characterisation will depend on how the 
bioavailability concept is included in the processes considered. According to TGD II 
(European Commission, 2003), the application of the bioavailability concept involves 
the correct translation of the effect threshold (e.g. NOEC, PNEC, WQS) to existing 
conditions of a determined region or certain site-specific surface water, using either 
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transformation to soluble fractions, speciation or bioavailability models (e.g. BLM). 
There are three levels of refinement, which depend on the availability of the concept 
and tools for the metal of interest (Figure 4.5). The derivation of the more field-relevant 
and site-specific PNEC may avoid the identification of risk in insensitive waters based 
on toxicity data derived from vulnerable waters (Van Sprang et al., 2008). In this 
bioavailability correction framework, the exposure and the effect concentrations should 
be established at the same level. 
 
 
Figure 4.5: Framework of the bioavailability correction in aquatic system (TC NES II) 
 
4.5.1 Level 1: Use of Dissolved Concentrations 
The environmental concentration as well as the toxicity concentration are frequently 
reported either as dissolved or total concentration. The risk characterisation is based on 
the dissolved concentration; therefore, in this level of assessment, the conversion of the 
total concentration to the dissolved fraction is the aim. When the natural water 
concentrations (e.g. PEC) are used in toxicity tests and the toxicity values (i.e. NOEC) 
are given as total concentration, they can be translated to dissolved concentration using 
the partition coefficient, Kp. This partition coefficient can be estimated using the U.S. 
EPA’s metal translator equation for stream water (U.S. EPA, 1996):  
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 (4.6) 
 
where Kp is the partition coefficient in L/mg and and TSS is the total suspended solid in 
mg/L. Then the dissolved fraction can be calculated using: 
 (4.7) 
 
where Cud and Cut are the dissolved and total fraction in mg/L, respectively. Similarly, 
the exposure total concentration (PEC) can be translated as dissolved concentration.  
 
4.5.2 Level 2: Use of Chemical Speciation Models 
The speciation models are used in this level to correct toxicity tests and exposure 
concentrations taking into account the chemical availability. The NOEC and PEC 
should be translated to the metal specie of interest, such as free-ion specie, if suitable 
speciation models (e.g. WHAM) and relevant input data are available, so uncertainty 
can be reduced. The relevant input data consist of the main physico-chemical 
parameters driving the availability of a metal, for instance pH, DOC and hardness are 
important in Cu bioavailability. 
 
4.5.3 Level 3: Use of Biotic Ligand Model 
The BLM was developed to predict speciation and subsequent bioavailability of metals 
to certain aquatic organisms; therefore, by using the BLM it is possible to translate the 
NOEC to bioavailable fraction. Currently, the acute and chronic BLM have been 
defined and validated for Cu at three trophic levels (algae, invertebrate and fish) for 
several species. In the following section, each BLM is explained in more detail. 
 
Fish Cu BLM 
Copper toxicity for fathead minnow (Pimephales promelas) and rainbow trout 
(Oncorhynchus mykiss) have been extensively studied (Playle et al., 1993; Erickson et 
al., 1996a; Di Toro et al., 2001; Santore et al., 2001). Stability constants for lethal 
copper accumulation by fathead minnow (Pimephales promelas) gills over a range of 
copper concentrations were determined from the research carried out by Playle et al. 
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(1993). This concept was subsequently adopted in the acute fish/invertebrate BLM 
framework (Di Toro et al., 2001). The mathematical formulation of the Cu BLM was 
presented in Chapter 3. Table 4.1 presents the conditional stability constants of the 
acute and chronic fish BML. The acute fish BLM has been already implemented in the 
USA water quality criteria (2007). 
 
Table 4.1: Conditional stability constants for the acute and chronic fish BLM. 
Acute Fish BLM Chronic Fish BLM 
Log K 
Di Toro 2001 De Schamphelaere et al. 2004 
Ca-BL 3.60 3.47 
Mg-BL - 3.58 
Na-BL 3.00 3.19 
H-BL 5.40 5.40 
Cu-BL 7.40 8.02 
CuOH-Bl 6.20 7.32 
CuCO3-BL - 7.01 
LA10 6.3 ? 
The reaction with the biotic ligand is defined as  
 
Invertebrate Cu BLM 
The Cu BLM for Daphnia magna (D.magna) was developed by De Schamphelaere and 
Janssen (2002) using toxicity data to predict the 48-h LC50. The main difference with 
the Di Toro et al. (2001) fish BLM was the inclusion of the CuOH+ along with Cu2+ as 
bioavailable chemical specie to bind the biotic ligand. In addition, it was found that 
Mg2+ reduces the copper toxicity in a similar extent as Ca2+, suggesting differences 
among species with regards to the competing cations. Subsequently, this model was 
refined taking into account the bioavailability of CuCO3, CuOH+ and Cu2+ (De 
Schamphelaere et al., 2002).. This model successfully predicted the LC50 values Cu 
toxicity values in 19 copper-skipped natural waters within a factor of 2. The conditional 
stability constants for different versions of the acute D. magna are presented in Table 
4.2. The EPA BLM version for D.magna was taken from the acute fish Cu-BLM. Acute 
invertebrate and fish Cu-BLM presented similar stability constants confirming a 
common mechanism of action for gill breathers (European Commission, 2008). 
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Table 4.2: Conditional stability constants for different versions of the acute BLM for invertebrates. 
Acute Cu BLM Chronic Cu BLM Log K 
I II III * IV ** Ic 
Ca-BL 3.6 3.47 3.47 3.6 - 
Mg-BL - 3.58 3.58 - - 
Na-BL 3 3.19 3.19 3 2.91 
H-BL 5.4 5.4 5.4 5.4 6.67 
Cu-BL c 7.4 8.02 8.02 7.4 8.02 
CuOH-BL - 7.45 7.32 6.2 8.02 
CuCO3-BL - - 7.01 - 7.44 
I: Di Toro (2001); II: De Schamphelaere and Janssen (2002); III: De Schamphelaere et al. (2002); IV: 
EPA, (2007); Ic: De Schamphelaere et al. (2004a). *: Also known as refined-BLM. EU Cu VRAR uses 
this version; **: Default version in BLM software version 2.1.0 (HydroQual, 2007); the reaction with the 
biotic ligand is defined as  
 
The three versions of the acute Cu-BLM were calibrated using a wide range of Chilean 
surface water and synthetic water to assess the predictive capacity of the model 
(Villavicencio et al., 2005). Besides the validation of the BLM in Chilean waters, the 
same research determined the lethal accumulation associated with 50% of mortality for 
D.magna, D.obtusa and D.pulex. It was the first time that LC50/LA50 was calculated for 
D.obtusa, a representative species in Chilean waters. The comparison between the 
literature LA50 and Villavicencio et al. (2005) estimated LA50 for the three Daphnia 
species are presented in Table 4.3. LA50 values can be considered as the intrinsic 
sensitivity of the species, which does not depend on the water chemistry, therefore the 
order of the sensitivity is D. pulex > D. obtusa > D. magna. 
 
Table 4.3: Critical copper accumulation level of acute BLM for different types of Cladoceran. Values 
obtained from validation of the models in Chilean waters (Villavicencio et al., 2005). The units are nmol 
of Cu binding to the biotic site per gram of wet tisuee 
Specie Santore et al., (2001) De Schamphelaere and Janssen (2002) 
De Schamphelaere et al. 
(2002)a 
Daphnia magna 0.1 3.4 8 
Daphnia pulex 0.14 3.8 2.6 
Daphnia obtusa 0.055 1.4 6.3 
 
Applying the same methodology to develop the acute D.magna Cu-BLM, the chronic 
D.magna Cu-BLM was defined from observed linear relationships between the 
observed NOEC and the individual competing cation concentrations (De 
Schamphelaere and Janssen, 2004a). The water hardness (i.e. Ca2+ and Mg2+) does not 
significantly influence the chronic response in D.magna, and sodium shows a protective 
effect on chronic toxicity (Table 4.4). The chronic D. magna Cu-BLM was validated in 
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10 copper-skipped natural waters and observed NOECs matched the predicted levels 
within a factor of two. Some NOECs were up to eight times higher than the observed 
values, probably due to the presence of high Fe and Al concentration that inhibit the 
copper complexation with dissolved organic matter (DOM). 
 
Table 4.4: Critical copper accumulation level of the acute BLM for different types of Cladoceran and the 
chronic BLM for D. magna.  
Acute Cu BLM Chronic Cu BLM 
Specie 
Santore et al., (2001) De Schamphelaere and Janssen (2002) 
De Schamphelaere 
et al. (2002)a 
De Schamphelaere et 
al. (2004a) 
Daphnia magna 0.069 11.7 14.1 7.79 
Daphnia pulex 0.062 - -  
Daphnia obtusa - - -  
Ceriadaphnia dubia 0.077 - -  
For the acute model the critical parameter is LA50 and for the chronic model it is LA10. The total biotic-
Cu binding capacity is assumed to be 30 nmol/g. the unit of LA50 is nmol of copper bound to the biotic 
site per g of wet tissue. 
 
The stability constants for protons CuOH+ and CuCO3 with the biotic ligand from the 
chronic Cu-BLM were higher than the acute toxicity (Table 4.2). De Schamphelaere 
(2004a) pointed out that the physiological component of copper toxicity becomes more 
important when the exposure increases because it allows for acclimation.  
 
Algae Cu BLM 
Algae species present different sensitivity to copper than the fish or invertebrates when 
the pH changes. Reducing pH will decrease the copper toxicity for algae, while for 
fish/invertebrate it will increase the copper toxicity (Macfie et al., 1994; Nalewajko et 
al., 1997). The effect of organic matter is the same for the three tropic levels: an 
increase of DOC concentration results in a decreased copper toxicity (Di Toro et al., 
2001; De Schamphelaere and Janssen, 2002). 
Given the relationship between the pH and toxicity, the acute and chronic predictive 
model of copper toxicity were developed for the green algae Pseudokichneriella 
subcapitata (De Schamphelaere et al., 2003). This model was derived through the 
regression model of the toxic copper concentration (ExC) vs. pH (Eq. 4.8 and Eq. 4.9) 
using 35 chronic (72-h) algae growth inhibition (EbC10) tests in natural surface water 
from Belgium and the Netherlands. The model accurately predicted 97% of the 
observed EbC10 within a factor of two. This model was further validated by 
Chlamydomonas reinhardtii and C. vulgaris and an average regression model was 
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developed (with a unified slope of -1.354) using the three species. The hardness and 
DOC did not significantly affect the toxicity of the free Cu2+ (De Schamphelaere and 
Janssen, 2006). 
 (4.8) 
 (4.9) 
 
The risk characterisation at this level includes several steps: (1) the determination of the 
critical biotic ligand accumulation considering the toxicity and ambient concentration 
from the toxicity test; (2) the determination of the critical bioavailable dissolved 
concentration considering the site-specific water quality of an area (normalisation of 
toxicity values); and (3) comparison of the critical bioavailable dissolved concentration 
with the dissolved exposure concentration of the area investigated. 
 
BLM and Water Quality Criteria 
The first attempt to include the bioavailability concept into the WQS was the hardness 
criteria for metal derived by US EPA, which is based on the work carried out by 
Stephan (1985). The hardness criteria were based on empirical relationships of toxicity 
response to different water hardness concentrations. The WQS for seven metals were 
set according to the hardness content. The water quality criteria for aquatic life include 
two measures: a criterion maximum concentration (CMC) to protect again acute effects 
(short-term); and a criterion continuous concentration (CCC) to protect against chronic 
effects. The CMC and CCC for the hardness criteria for metals can be calculated using 
the following equations: 
 
(4.10) 
 
Where mA and bA and mC and bC correspond to the metal-specific coefficients for the 
acute and chronic criteria, respectively. CF is the conversion factor. The coefficients are 
presented in Table 4.5 
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Table 4.5: Coefficients to calculate the hardness dependent dissolved metal criteria. 
Freshwater Conversion Factors (CF) 
Metal mA bA mC bC CMC CCC 
Cd 1.0166 - 3.924 0.7409 - 4.719 1.136672-[log10(hardness) x 0.041838] 
1.101672-[ log10(hardness) x 
0.041838] 
Cr II 0.819 3.7256 0.819 0.6848 0.316 0.86 
Cu 0.9422 - 1.7 0.8545 - 1.702 0.96 0.96 
Pb 1.273 - 1.46 1.273 - 4.705 1.46203-[ log10(hardness) x 0.145712] 
1.46203-[ log10(hardness) x 
0.145712] 
Ni 0.846 2.255 0.846 0.0584 0.998 0.997 
Ag 1.72 - 6.59 — — 0.85 — 
Zn 0.8473 0.884 0.8473 0.884 0.978 0.986 
 
These criteria were not totally generic since they could only be applied to waters with 
similar correlations among the water quality parameters and hardness. Additionally, 
these criteria did not reflect the water chemistry that affect the metal toxicity, such as 
pH or DOC, so would be potentially under-protective at low pH and overprotective at 
high DOC concentrations. 
In order to take the site-specific bioavailability into account for metal risk assessment, 
EPA has included the acute BLM into the copper water quality criteria. The procedure 
followed by EPA is represented in Figure 4.6. 
The EPA database compiled 372 acute toxic tests for 39 different species and the full 
chemistry from the tests (eg. Ca2+, Mg2+, Na+, K+, SO42-,HCO3-, etc) were also compiled 
and estimated. With this information, the acute BLM for Fathead minnow was used in 
speciation mode to determine the Cu concentration associated to the biotic ligand. 
These concentrations were considered as the intrinsic sensitivity of the specie (LA50) 
and were further normalised to a standard test medium in order to take into account all 
the bioavailable factors affecting the LC50 values (e.g. DOC, pH, hardness).  
The genera specific means were calculated afterwards and the SSD was fitted using 
these values. As a result, the LA50, that would protect 95% (5th percentile) of the test 
fauna, was calculated and represented the final acute value (FAV). This value was 
subsequently normalised to the standard water quality (LA50 FAV). Finally, using the 
water quality of the surface water and the LA50 FAV in the BLM toxicity mode, the LC50 
was obtained and divided by two to obtain the CMC. The CMC computation steps are 
presented in Figure 4.6. CCC was calculated dividing CMC by the final acute-chronic 
ratio (FACR; Stephan et al., 1985). The assumption behind the FACR is that the acute 
BLM reasonably approximates the bioavailability relationships for chronic toxicity 
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values. However, it has been demonstrated that acute BLM cannot be translated to a 
chronic BLM by replacing the critical biotic ligand concentration (De Schamphelaere 
and Janssen, 2004a). 
 
 
Figure 4.6: U.S. EPA (2007) approach to derive site –specific LC50 for copper water quality criteria. 
BLM (E) indicates BLM speciation mode and BLM (T) indicates BLM toxicity mode. 
 
In contrast to the EPA methodology to derive water quality, the EU used chronic 
toxicity concentrations in the risk assessment analysis and in the derivation of water 
quality standards. Acceptable chronic toxicity data for the EU Cu VRAR are reported as 
effect concentration that inhibit or reduce growth, reproduction, productivity, etc. in 
10% to 20% of the exposed population. A large database with NOEC from 139 chronic 
tests and for 27 species was compiled for the European voluntary copper risk 
assessment (EU Cu VRAR; European Commission, 2008) to derive PNEC. 
In general, depending on the number of BLM available for metals and their 
assumptions, there are two possible methods to correct bioavailability: using the 
baseline bioavailability correction or the full bioavailability correction described below. 
 
a) Baseline Bioavailability Correction 
If a BLM for algae, fish and invertebrates is available then a baseline bioavailability 
correction is possible. This involves the application of a conservative bioavailability 
factor (Bio-F) when there is no direct evidence to support a cross reading or the toxicity 
mechanisms differ across species within the same trophic level. This correction is 
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performed only for those species for which the BLM was developed. The toxicity value 
(NOEC) is normalised using a reference and site-specific conditions and then they are 
compared with every species for which the BLMs were developed. The lowest value of 
this ratio, most conservative, is considered as the Bio-F. The exposure concentration is 
calculated dividing the PEC reference, dissolved, by the Bio-F. This approach is 
expected to provide the most conservative implementation of the bioavailability, since 
this approach suggests that all organisms are exposed to the same and conservative 
level of bioavailable metal. 
 
b) Full Bioavailability Correction 
If the bioavailability model of a specie is considered appropriate to apply to other 
species within the same trophic level with no specific bioavailability model, then the 
full read-across should be preferred since it is the most realistic assessment of the 
bioavailability. The chronic BLM for Daphnia magna should be used to predict the 
metal toxicity of the invertebrates; the chronic BLM for Pseudokircherniella subcapitata 
should be used to predict the metal toxicity of all the algae, and the chronic BLM for 
Oncorhynchus mykiss should be used to predict the metal toxicity to for all other fish. 
In this approach, the BLM normalises the NOEC for each species endpoint (e.g. 
mortality or reproduction), so the intrinsic metal sensitivities of the different species are 
considered. Then the specie-specific normalised geomean NOEC for the most sensitive 
endpoints are then used to derive PNEC using the assessment factor or the specie 
sensitivity distribution. 
 
4.6 Accounting for Background Concentration in the Risk 
Assessment 
To correctly assess the environmental risk of metals, some properties of the metals, 
such as the bioavailability, and their natural occurrence in the environment need to be 
considered. Therefore, the environmental risk and the EQS should reflect the effect of 
the exposure to the natural background concentration (Van Sprang et al., 2008). The 
main issues with respect to this consideration in the environmental risk assessment are 
how to account for the natural background levels and how to establish the natural 
background. Naturally high concentrations can be detrimental to the environment, 
  
73 
however, living species can become adapted after a long period of time, developing the 
capacity to cope with natural variations.  
Currently, two models of risk assessment are used to correct the environmental quality 
standards and the environmental risk for metals considering the natural background. 
These are the total risk approach and the added risk approach (Struijs et al., 1997). The 
added risk approach (ARA) considers that the anthropogenic amount of a substance is 
relevant for the effect assessment (toxicity), which is added to the natural concentration. 
With this, it is possible to define the maximum permissible addition (MPA) to the 
background level (Cb) without adversely affecting the aquatic ecosystem. The MPA is 
based on the available toxicity test data. This would result in a maximum permissible 
concentration (MPC), which corresponds to the quality standard defined as: 
 (4.1) 
 
Where  is the bioavailability factor. The latter divides the Cb in an active and inactive 
part as exhibited in Figure 4.7. In the ARA the  fraction is usually set at 0, i.e. the 
background concentration is not available. In contrast, the total risk approach (TRA) 
considered the background concentrations as 100% bioavailable, i.e. the  equals 1. 
This implies that the exposure and the effect data sets are expressed on the same 
amount of bioavailability (European Commission, 2008) and avoids the distinction 
between added and background metal. Currently the EU RAR has applied both 
approaches, ARA has been used in the EU Zn RAR and ATA has been used in the EU 
Cd RAR. 
 
Figure 4.7: Classification of the natural background taking into account the bioavailable fraction (ψ) 
(from Struijs et al., 1997). 
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The assumptions behind the ARA are that (1) natural background concentration does 
not contribute to the toxic effect in the aquatic environment; (2) the species are adapted 
to the background level and the natural background concentrations provide essential 
metals to the aquatic organisms (3) there is no risk for deficiency of the essential metals 
at the level estimated quality standard, MPC. 
The ARA avoids the problem of deriving PNEC below the natural background 
concentrations (EU Cu RAR). According to Struijs et al. (1997) the added 
anthropogenic fraction can also be divided into active and inactive fractions, but 
generally it is considered as completely bioavailable (Crommentuijn et al., 2000). 
The challenge with correctly applying the ARA is that the natural background 
concentration of a specific location needs to be determined. This was partially 
addressed with the ecoregions concept, which classifies together ecologically similar 
areas that react distinctly to environmental stressors, such as naturally elevated metal 
concentrations (Fairbrother and McLaughlin, 2002). An ecoregion is defined as a 
relatively large area of land or body of water with a geographically distinct assemblage 
of natural communities and species (Abell et al., 2008). Ecoregions have been 
constructed for terrestrial and aquatic systems. A common approach to define 
ecoregions was developed by Omernik (1987), which is based on the premise that 
homogenous areas exist and can be defined by analysing different factors, such as 
geology, climate, soil, vegetation, hydrology, etc. This approach is a hierarchical 
procedure with increasing details included in the analysis as the level of the hierarchy 
increases.  
The original definition of the ecoregions was built to derive region-specific PNEC 
values, so that acclimation and adaptation of the species could be taken into account. 
However, the understanding of the acclimation and adaptation is limited and cannot be 
properly included in the definition of ecoregions (REACH, 2008). In the case of 
Europe, the ecoregions represent typical conditions of the abiotic parameters that are 
needed to run the bioavailability models, avoiding the need to built a large database to 
define the region-specific PNEC 
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4.7 Critical Review of the Copper Risk Assessment 
4.7.1 Definition of Background Concentration 
After reviewing the literature, it becomes evident that there is not a clear definition for 
the term “background”. Generally, the terms natural background concentration, ambient 
background concentration and baseline concentration are used equivalently to refer to 
background concentrations, yet they imply different assumptions (Reimann and Garrett, 
2005). 
Initially, the concept of natural background concentration was introduced to distinguish 
between normal element concentrations and anomalies for exploration geochemistry for 
minerals (Hawkes and Webb, 1962). Later, this concept evolved into the area of 
environmental sciences and acquired different definitions: (1) the elemental 
concentration before industrialisation; (2) natural levels reflecting natural processes 
unaffected by human activities.  
The ambient background concentration is used to refer to the sum of the natural 
background with the diffuse anthropogenic input from the past or present, so the point 
sources are not included (REACH, 2008). This concept is suitable to determine locally 
modified background in close proximity to human activities. The baseline concentration 
is used to refer to the level of an element in the present or past in areas with very low 
anthropogenic pressure, close to the natural background. According to Darley (1995), 
this concept is misunderstood as a single number, generally a constant, which does not 
reflect the seasonal and spatial variability in a particular area. 
Reimann and Garret (2005) demonstrated that the background levels depend on location 
and scale because the values change when the scale is modified. They found that at 
continental mapping scale, the natural concentration could be as high or higher than the 
evident anthropogenic contamination. For this reason, special attention should be taken 
when background concentrations are used in risk assessment. Equivalent mapping scale 
should be used in the definition of natural background concentration and exposure 
effect. 
 
4.7.2 Sampling Uncertainty and Risk Assessment 
As was pointed out in Section 2.6.2, the uncertainty and variability should be taken into 
account to provide reasonable estimates of the risk from metal and establish water 
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quality standards. Several authors have considered the temporal and spatial variability 
for the exposure assessment through extensive chemical databases, and through the one-
dimensional Monte Carlo simulations (De Laender et al., 2005; Van Sprang et al., 
2009).  
De Laender et al. (2005) studied the effects of temporal and spatial variability of the 
chronic copper toxicity in D.magna and P.subcaptitata using the Monte Carlo approach. 
Times series between 1997-2001 and 1999-2002 for 49 and 71 monitoring stations were 
selected in Sweden and UK, respectively. The results showed that the NOEC5 for 
P.subcapitata varied by a factor of 10 in locations in Sweden and the NOEC5 for 
D.magna varied more in UK locations than Sweden. The latter may be a result of higher 
standard deviation of the site-specific DOC in UK. 
Natale et al. (2007) applied the Monte Carlo simulation to derive a site-specific WQS in 
two Argentinean rivers, Matanza and Pilcomayo Rivers. They used the acute Cu 
toxicity concentration and used the procedure and software developed by U.S. EPA 
(2007). In contrast to previous studies, in which large time series were used to assess 
temporal and spatial variability, this work only used a small number of samples (4 -5 
samples) per station to fit distributions to and to assess the temporal variability. The 
results showed that the acute Cu BLM-WQS for Matanza and Pilcomayo Rivers were 
set at 105 µg/L and 30 µg/L, respectively.  
The uncertainty and variability are generally evaluated through a two-dimensional 
Monte Carlo simulation, in which the uncertainty in the toxicity and the water quality 
data is obtained by bootstrapping (Van Sprang et al., 2004; Vijver et al., 2008). The 
latter process implies random sampling with replacement of the available data in the 
effects and exposure assessment.  
Van Sprang et al. (2004) evaluated the variability and uncertainty associated with the 
Zn exposure and effects in Dutch surface waters using two-dimensional Monte Carlo 
simulations and comparing different distribution models. They pointed out that the risk 
characterisation depends significantly on the mathematical considerations, such as the 
selection of the density distribution for the exposure and effects data. 
Vijver et al. (2008) studied the uncertainty of the estimated Cu hazard concentration 
(Cu-HC5) due to the variability of water chemistry of six different water types. They 
compared two different methods for extrapolation between species using the Cu BLM, 
the full and limited normalization of the toxicity data recommended by the Cu-VRAR 
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(European Commission, 2008). The uncertainty analyses were based on DOC and pH; 
and the Latin hypercube sampling was carried out to generate random numbers. The 
results show that the lowest HC5 values were detected in waters with low pH and low 
DOC concentration and the different methods for normalisation modified the calculated 
hazard concentrations. 
All previous research has focused on the variability and uncertainty arising from the 
temporal and spatial distribution in the exposure data, however none of these works 
have studied the uncertainty arisen from the sampling, although it has been recognised 
that it can modify the original chemical signature yielding wrong conclusions (Garrett, 
1969; Reimann, 2008). Some water parameters are significantly affected by the 
sampling protocol as well as by the analytical methods. Little attention has been paid to 
the measurement uncertainty in the derivation of water criteria and risk assessment. 
This is because it is assumed that the uncertainty of measurement is generally small, 
although rarely it is calculated and reported.  
 
4.8 Summary 
A general overview of the Cu risk assessment in aquatic environment was described 
and the most critical related concepts for this PhD research were discussed in more 
detail. The BLM is a powerful tool to account for bioavailability in the Cu risk 
assessment, reducing uncertainty associated with toxicity data; and to identify 
environments that need attention and ensure protection for the most sensitive species of 
aquatic fauna. 
 
A key feature in aquatic modelling is the understanding of the mathematical concepts, 
limitations and assumptions of the methods employed since they may dramatically 
influence the conclusions. For that reason, the next chapter presents the main concepts 
of the mathematical methods used in this PhD research. The concepts of the Cu risk 
assessment along with the aquatic geochemistry are pulled together with the 
mathematical and statistical 
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Chapter 5 Statistical Methods Used in 
Environmental Assessment 
5.1 Introduction 
The previous sections described the fundamental concepts and principles of metals 
distribution in the aquatic environment and the copper risk assessment. It is important to 
understand the principles of the statistical methodologies that are used in the 
geochemical modelling framework developed in this research so reliable conclusions 
can be derived. The focus of this chapter is the description of the statistical 
methodologies that are relevant for this research project.  
 
5.2 Statistical Methods for Sampling Quality Control Assessment 
5.2.1 Estimation of Sampling and Analytical Random Error 
In the early days of the quality control analysis, geochemists were focusing efforts on 
achieving a better analytical random error through analytical duplicates (Thompson and 
Howarth, 1976), however, random sampling error was not estimated. The researchers 
tried to collect large volumes of water or sediment in order to obtain a representative 
sample of the field conditions and the analysts in the laboratory relied on themselves to 
produce representative measurements. Therefore, the uncertainty arising from the 
sampling was minimised but was not quantified. Lately, researchers have extended the 
analytical quality control procedures to the sampling, by applying analysis of variance 
(ANOVA) methods, consequently quantifying both sampling and analytical random 
error (Garrett, 1969; Miesch, 1976). 
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The sampling and analytical random errors can be determined using duplicates of 
usually around 10% of the collected samples. An important aspect of the duplicate 
collection is how they are collected. In the case of sediment or soil samples, they should 
not be taken at the same place, but separated by a distance that reflects the separation 
that might have occurred by a totally independent interpretation of the sampling 
protocols. In the case of water samples with rapid temporal variability, the sampling 
duplicates will also need to be separated at the time of their collection. This period 
should reflect the uncertainty at the time of collection that could arise when 
independent samplers use the same specified sampling protocols (Ramsey, 1998). 
 
5.2.2 Estimation of the Analytical Random Error 
If the number of duplicates exceeds fifty samples, then the analytical precision can be 
estimated by regression from the means and the differences of the duplicates' pairs 
(Thompson and Howarth, 1976). In this case, the precision or concentration dependant 
standard deviation (Sc) will vary with the concentration (c) and the standard deviation 
(S0) as in Eq. 5.1. 
 (5.1) 
 
However, if the number of duplicates available is less than 50, then the data is tested 
against a hypothetical precision model (typically 10% at 95% confidence level) because 
the parameters S0 and k cannot be estimated. This approach is generally applied to 
evaluate the within batch precision for analytical duplicates (Thompson and Howarth, 
1976). The method assumes that the absolute differences between the duplicate pairs 
are distributed same as the positive part of the half normal distribution and the 90th and 
99th percentile of this distribution can be calculated. By plotting the 90th and 99th 
percentile lines into the scatterplot defined by the mean versus the absolute differences 
of the duplicate measurement, it is straightforward to assess whether the distribution 
meets the specification or not by calculating the number of points that fall above those 
lines.  
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5.2.3 Estimation of the Analytical and Sampling Random Error 
The most straightforward method to estimate the analytical and sampling precision is a 
balanced experimental design to separate the variability. This is called the top-down 
method and there are four approaches to carry out the analysis depending on the 
personnel and the protocols used (Ramsey, 1997; Ramsey and Argyraki, 1997). The 
most cost-efficient method is the Ramsey’s single sampler/single protocol, which 
consists of collecting duplicate samples in the field and then duplicating them again in 
the laboratory. Eight duplicates has been suggested as a good number to carry out this 
approach, although a larger number of duplicates helps to reduce the uncertainty of the 
variability (Lyn et al., 2007). 
The assumption behind this approach is that the variability has three components (Eq. 
5.2) and can be separated using the nested analysis of variance (ANOVA). Two of them 
could be classified as sampling and analytical variance; the third component is the 
between-location variance due to real variation of the geochemical material across the 
site geochemical variance. Therefore, the total variance could be expressed as: 
 (5.2) 
 (5.3) 
 
The sampling variance or sampling uncertainty, , will be partially due to small 
scale geochemical variations within the location, but represents the uncertainty in all the 
samples that could be taken from that location as specified. The measurement variance 
can be considered as the sum of the sampling and analytical variance (Eq. 5.3).  
Appropriate Level of Variability 
Generally in environmental studies researchers want to distinguish between background 
and anomalous sites but this can be obscured if the variability of the measurement is 
large. Therefore researchers need to evaluate whether the level of variability is 
acceptable in order to make technically correct decisions for a particular purpose, 
known as “fit-for-purpose”.  
One criterion establishes that the measurement variance should not contribute to more 
than 20% of the total variance for the analytes across all of the samples in a particular 
survey; and similarly, the analytical uncertainty should not exceed 4% of the total 
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variance, i.e. 20% measurement variance (Ramsey et al., 1992). Alternatively, the 
analytical variance should contribute less than 20% to the measurement variance, if the 
latter is not limited by the analytical component.  
If the measurement variance exceeds 20% of the total variance, it does not mean that 
the measurements should be rejected, but rather that particular emphasis must be placed 
in considering the measurement uncertainty in the interpretation of apparent differences 
between concentrations at different sampling locations.  
If the measurement variance is dominated by the sampling variance, then reductions in 
sampling variance will produce further improvements overall. Such reductions could be 
achieved by taking greater sample volumes, for instance. On the other hand, if the 
measurement variance is controlled by the chemical analysis, reductions could be made 
modifying the analytical method. Analytical variance is also restrained to a minimum of 
1% of measurement variance, since further reductions in analytical uncertainty would 
not produce any appreciable diminution in the overall uncertainty. Similarly, if the total 
measurement uncertainty is less then 1% of the total variance, then further reductions 
are unlikely to substantially change in the interpretation of the results. The 
recommendation for accepting criteria could be summarised as follows: 
 (5.4) 
 (5.5) 
 (5.6) 
 
5.2.4 Charge Imbalance Calculation 
A common criterion for determining the quality of water samples is the charge balance 
among analysed cation and anion concentrations. It is based on the principle of 
electroneutrality, which states that the ionic species in electrolyte solution maintain a 
charge balance on a macroscopic scale. Therefore, charge imbalance (CI) among ionic 
species indicates either that a major element has not been included in the calculation or 
associated problems with sample collection or sample handling; or analytical errors. 
Charge imbalances are commonly reported as: 
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(5.7) 
 
where the sum of the cation and anions are reported in milliequivilants per litres 
(meq/l). The cut-off value is empirical and arbitrary and usually is excellent if CI is less 
than 5%, is good if CI range between 5-10%, is fair if CI range between 10-20% and is 
poor if CI is greater than 20%.  
Usually, the analytical laboratories provide the stoichiometric CI based on Eq. 5.7. 
However, differences in the CI of the same water composition can result when aqueous 
speciation is considered. For instance, high charge imbalance calculated from the 
laboratory can be a closely charged balance when speciation is taken into account. This 
is because the speciation computational models consider all the aqueous species listed 
in the speciation distribution and not only in their free ion state. This is especially 
significant for very acidic water and very alkaline water because of the contribution of 
the complex OH- and H+, which is considerable in this kind of water, respectively (Zhu, 
2002). 
Although CI is a good tool for screening the water measurements and helps to decide 
the appropriate samples for the speciation calculations, one should take into account all 
the quality control analyses previously mentioned before rejecting any sample for the 
subsequent statistical and speciation analyses. 
 
5.3 Exploratory Data Analysis 
There are a series of issues that need to be undertaken before using the data in statistical 
analysis. After the deletion of such samples that do not meet the quality control 
requisites, the data set should be examined using univariate and bivariate statistical 
methods in order to deal with inaccuracy inputs. Missing values and censored data are 
common problems in environmental studies that need to be resolved before using the 
data in statistical analysis and for the subsequent interpretation. 
5.3.1 Censored Values 
Water chemistry data are frequently censored when some elements are reported below 
the detection limit (DL) of the analytical equipment. The censored data are not 
appropriate for many multivariate statistical analyses and the imputation of DL values 
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(typically half of the DL value) may lead to wrong estimates of summary statistics (e.g. 
mean, median, standard deviation) and therefore a wrong interpretation and conclusions 
(Helsel, 1990). Several authors have discussed which method is the best to handle 
censored data in order to use in subsequent multivariate analysis (Huybrechts et al., 
2002; Shumway et al., 2002; Baccarelli et al., 2005; Singh et al., 2006; Hewett and 
Ganser, 2007) 
The procedures to manipulate DL values can be divided into four classes: the simple 
substitution method, the parametric method, the non-parametric method and the semi-
parametric method (Helsel, 2005). Although the simple substitution method is widely 
used in geochemistry to fill in the database, it is not advisable for statistical analysis 
since it may introduce a signal that is not present in the data or may obscure what is 
present in the data (Lee and Helsel, 2005). Some authors still promote the use of 
arbitrary values for the censored data. For example, Farnham et al. (2002) performed 
Monte Carlo simulation experiments to determine whether DL/2 or 0 was the best 
substitution method for the principal factor analysis in groundwater samples. Lubin et 
al. (2005) suggested that this method can be used if the proportion of DL are less 5-10% 
and that otherwise results can be substantially biased. 
The parametric method to fill in the DL values assumes that the distribution of the data 
is known, such as lognormal or gamma. However, this requirement is difficult to meet 
with environmental data (Reimann and Filzmoser, 2000) and this method needs 
sufficient data to validate the selected distribution. The parametric method includes 
maximum likelihood estimation (MLE)-known as Cohen’s method, as well as 
probability plotting procedures. The non-parametric method, such as Kaplan-Meier 
statistics, does not require any assumption about the distribution. The semi-parametric 
method, know as Helsel and Cohn method (Helsel and Cohn, 1988) is based on a 
regression on order statistics (ROS). This procedure fits the non-censored data to a 
known distribution in order to extrapolate a collection of values below the DL. ROS is a 
probability-plotting and regression procedure, which extrapolates a collection of values 
below the DL using a known distribution and a linear regression of the observed 
concentrations vs. their normal quartiles (Helsel and Cohn, 1988; Helsel, 1990; Helsel, 
2005). 
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Mathematical Description of ROS 
Exceeding probability, , of the censoring limit defines the plotting positions of both 
censored and observed data when the semi-parametric method is used.  is the 
probability of exceeding the jth censoring value and is defined as: 
 (5.8) 
 
where  is the total number of uncensored observations in the range  and  
is the total number of observations that lay below the jth censoring limit. 
Then the Weilbull-type plotting position of uncensored data, p, can be calculated by 
considering the exceeding probability of the censoring limit below the observation , 
the exceeding probability of the censoring limit above the observation , and the 
observation’s rank among all the values in the range  of the censoring limit . 
 (5.9) 
 
Similarly, the Weibull-type plotting position for the censored observation is given by: 
 (5.10) 
 
where the  is the total number of the censored observations in the range . 
A linear regression is performed using the observed values vs. the normal quantiles of 
the uncensored plotting positions (Helsel and Cohn, 1988). The normal quantiles are the 
order statistic of the ROS method. Then the censored values are modelled using the 
parameters of the linear regression (Figure 5.1). The extrapolated values should be used 
collectively with observed values because they do not represent the estimate for specific 
samples. By combining the observed and modelled censored values, summary statistics 
and multivariate analysis can be performed overcoming the loss of information when 
DL values are present in a database. 
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Figure 5.1: Normal Q-Q plot for ROS model. Solid circles are observed values. Open circles are 
extrapolated censored values (Lee and Helsel, 2005). 
 
5.3.2 Data Transformation and Normality 
It has been reported that environmental data often do not follow a normal or lognormal 
distribution (Reimann and Filzmoser, 2000). Error in sampling, sample preparation, 
censored data or outliers may affect the distribution shape. Most multivariate statistical 
methods assume that multivariate normality holds for the data set under study. This 
implies that each variable has a normal distribution, as well as that the relationships 
between pairs of variables are linear and homoscedastic. This can be partially 
confirmed by examining the linearity, homoscedasticity and normality for individual 
variables (Tabachnick and Fidell, 2007). 
The assumption of linearity is that there is a straight-line relationship between two 
variables. Linearity is assessed using bivariate scatterplots: if both variables are 
normally distributed and linearly related, the scatterplot is oval-shaped. 
Homoscedasticity is known as the homogeneity of variance. The assumption of 
homoscedasticity is that the variability in score for one variable is roughly the same at 
all values of another variable and relates with normality. The bivariate scatterplots 
between two variables are almost the same width all over with some bulging toward the 
middle (Figure 5.2a). The failure of homoscedasticity is heteroscedasticity and is 
caused by non-normality of one variable, an indirect relationship between variables or 
related to the effect of data transformation. 
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Figure 5.2: Scatterplot under conditions of homocedasticity and heteroscedasticiy.  
 
Normality for individual variables can be tested using statistical or graphical methods. 
Tests for kurtosis and skewness, together, with Kolmogorov-Smirnov tests, are 
frequently used to check normality, especially for small to moderate sized data sets. 
Skewness indicates the symmetry of the distribution and kurtosis reflects the 
peakedness of a distribution. When a distribution is normally distributed, the skewness 
and kurtosis are zero. With positive skewness the observations are concentrated to the 
left and right tail is long, while negative skewness indicates the observations are 
concentrated to the right and left tail is long. Positive kurtosis reflects a distribution 
with a peak and short, thick tails; and negative kurtosis indicates that a distribution is 
flat with long, thin tails. 
For a large data set, it is advisable to also assess the shape of distribution for each 
variable using frequency and probability plots. Following transformation, despite the 
significant improvements of the results of complex statistical analysis, interpretation of 
the results may prove difficult. The box plot and Tukey graphical approach assists in 
identifying the best transformation for each variable. 
The most universal alternative to transform the data to normal distribution is the Box-
Cox transformation (Box and Cox, 1964). The Box-Cox transformation estimates the 
power that results in a normal distribution for a given variable. For positive values it is 
defined by:  
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 (5.11) 
 
where  denotes the variable at the original scale,  the transformed variable and  
is the power . If there are negative values, the Box-Cox transformation is defined by: 
 (5.12) 
 
where  is a positive constant. 
 
Centring and Scaling 
In geochemistry, one of the common issues is to work with variables in different scales. 
Chemical elements in water can be divided according to their concentrations, into major 
(above 1 mg/l), minor (between 1mg/l and 1 µg/l) and trace elements (less than 1 µg/l). 
Major elements are presented in higher concentrations than trace elements and 
dominate multivariate analysis if they are used together with trace elements, because 
the variable with greater variance will have the greatest effect on the results. For that 
reason the parameters need to be brought to a comparable scale (Reimann et al., 2002). 
A solution to this problem is to convert the data to the same reporting scale and then 
centring and scaling the data. 
The most universal method to centring and scaling is the z-transformation (or 
standardisation), which is a parametric method, and is defined as:  
 
(5.13) 
 
where xi is the observation,  is the mean and  is the standard deviation of the 
variable. With this transformation the variable has a mean that equals zero and a 
variance that equals one, thereby giving all the variables an equal statistical weight. 
  
89 
The robust version of z-transformation is by using the median and the median absolute 
deviation. The robustified z-transformation is defined as: 
 
(5.14) 
 
where xi is the observation in the variable and MAD is the median absolute deviation is 
given by 
 (5.15) 
 
where 1.4826 is the constant that relates the MAD to normal distribution. MAD is 
robust against up to 50% of outliers, since it is based on the median. When standardised 
variables are used in multivariate analysis, such as factor analysis, the correlation is 
used instead of the covariance matrix. 
 
Transformation for Compositional Data 
For statistical purposes, hydrochemical data can be considered as a composition at each 
measurement station. Different representation methods of the hydrochemical data have 
been used to understand the chemical distribution of the elements and parameters as 
well as to identify relationships among them and the water type. 
A compositional vector x, , of D parts is defined as a vector in which 
the only important information is contained in the ratios among its components 
(Aitchison, 1982) where x is the vector, called a composition (e.g. water sample) and xi 
are the parts or components (e.g. chemical elements); x is assumed to be positive. A 
simple way to use the composition is to represent them in a closed system, i.e. the parts 
of which add up to a positive constant k. Common values for the constant k are 1 for 
parts per unit, 100 for percentages or 106 for parts per millions. Therefore, the x vector 
can be identified with a closed vector: 
 
(5.16) 
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Where C is called closure operation to the constant k. The set of real positive vectors 
closed to a constant k, i.e. the sampling space, is D-part simplex (SD). The importance 
of the compositional data is that the numbers report the relative abundance of each part 
in a total magnitude. To overcome the difficulty of working with closed data in the real 
space, several log-ratio one to one transformations from SD were introduced (Aitchison, 
1986). 
 
Additive Logratio Transformation 
This is a transformation from SD to , so any vector  can be written as 
 
(5.17) 
 
In equation Eq. 5.17 the denominator shows the rationing variable, which is arbitrarily 
selected. Any part of the x can be selected in an alr transformation; generally it will 
depend on the context but also on the visualization and data exploration of the results. 
The disadvantage of this transformation is that one variable is sacrificed and the 
discussion of statistical results has to based on the ratio rather than the single variables 
(Reimann, 2008) .The direct relation to the original data and the unit is lost using this 
transformation. 
 
Centred Logratio (clr) Transformation 
Using this transformation, the composition  is transformed to data , with: 
 
(5.18) 
where the geometric mean of all the variables for an observation and is defined as 
, considered row-wise (i.e. by samples). Note that the centre of a 
compositional data g(x) is considered column-wise (i.e. by variable). It is important that 
  
91 
all variables be expressed in the same measurement unit. The inverse clr transformation 
is: 
 
(5.19) 
This transformation opens the compositional data but the resulting covariance matrix 
cannot be inverted as it is singular ( ), thus it is not possible to carry out 
multivariate statistical analyses. Because no variable is lost in the transformation, clr is 
the most suitable method for opening the compositional data whenever a direct relation 
to the variable is needed. 
 
Isometric Logratio Transformation 
This transformation overcomes the problem of data collinearity (singular matrix) 
resulting from the clr transformation (Egozcue et al., 2003) making it possible to use in 
multivariate statistical analyses. The composition is transformed to data  
with: 
 
(5.20) 
 
From Eq. 5.20 it can be seen that the dimension of the data is reduced by one and the 
relation to the original variables is completely lost. The inverse ilr transformation is: 
 
(5.21) 
 
and the term yi is substituted in Eq. 5.20 to obtain the original data.  
 
5.3.3 Ternary and Piper Diagrams 
The ternary plots have been widely used to show the relative proportions of three 
variables. These variables should be expressed in the same order of magnitude and unit. 
Then the values are re-calculated to 100 per cent to produce a new scale and can be 
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plotted in a ternary plot, which is a closed space (Aitchison, 1986). Only two variables 
are truly independent and they define the third, therefore these diagrams cannot be used 
to infer correlation amongst them. In geochemistry, the ternary plots are applied to 
cation and anions separately. Piper (1944) combined cation and anion ternary plots in 
one to determine the composition of the water quality data.  
 
5.3.4 Correlation Analysis 
The correlation analysis evaluates the strength of the relationship between pairs of 
variables. Multicollinearity and singularity are problems associated with the data set 
correlation matrix when variables are too highly correlated. With multicollinearity, the 
variables are very highly correlated (above 0.9); and with singularity, the variables are 
redundant, i.e. one of the variables is a combination of two or more of the other 
variables. These problems are significant for subsequent multivariate analysis, 
particularly for factor and principal components analysis, since including redundant 
variables inflates the size of the error terms and weakens the analysis. 
There are different methods to calculate the correlation coefficient; the most widely 
used are the Pearson correlation and Spearmann correlation. The Pearson’s correlation 
coefficient is given by: 
 
(5.22) 
 
Where cov(X,Y) is the covariance between variables X and Y; and s(X) and s(Y) are the 
sample standard deviations. Pearson’s approach is very sensitive to data outliers and to 
deviation from the main structure of the data as it is dependent on estimates of the 
variance and covariance. Therefore, univariate distribution of each variable should be 
studied and a suitable transformation should be applied to improve the distribution 
shape to normal before using Pearson correlation. Spearman’s method provides a non-
parametric measure of correlation between two variables. The Spearman’s correlation 
coefficient is defined as: 
 
(5.23) 
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Where n is the number of data pairs;  is the difference in the ranks between data 
within a pair. Spearman rank correlation is independent of the distribution shape of the 
data and is a measure of the strength of the monotonic relationship between two 
variables.  
 
5.3.5 Extreme Values and Outliers 
The detection of outliers and unusual values is one of the most important tasks in the 
statistical analysis used to understand the geochemical processes controlling the data 
structure. The outliers are usually cases with a high value of one variable (univariate 
outlier) or with a combination of high values of more variables (multivariate outlier) 
that distort statistical measures. In geochemistry, the outliers could be derived from a 
secondary process such as mineralization or contamination. However, not all the 
samples from secondary processes present high or low concentrations, making their 
identification as an outlier difficult.  
Univariate outliers can be easily detected through robust graphical methods such as the 
Tukey box plot (Tukey, 1977) and through identifying the standardised scores of a 
observation that exceed ± 3.00. The box plot divides the ordered data into four equal 
parts by defining the quartiles. The lower and the higher quartiles (25th and 75th 
percentile) are called upper and lower hinges and they define the box in which 50% is 
contained. Inner fence is defined as the box extended by 1.5 times the length of the box 
towards the maximum and the minimum. The whiskers are drawn from each end of the 
box to the farthest values inside the inner fence. Algebraically, the upper inner fence 
and whisker can be defined as:  
 
(5.24) 
 
where IQR corresponds to the interquartile range, defined as 75th -25th percentile and Q3 
is the 75th percentile. Any observation located beyond the whiskers is defined as outlier 
(cross in Figure 5.3) and two types of outliers, mild and far outliers, can be 
distinguished depending on the distance from the inner fence. Mild and far outliers can 
be defined as: 
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(5.25) 
 
Far outliers can be part of a different population and should be analysed prior to 
deleting them because they contain important information about the data quality and 
unexpected behaviour in the region of interest. Accommodation of the outlier through 
transformation is preferable before removing them in order to meet normality. 
 
Figure 5.3: Tukey box plot for conductivity  
 
Samples, which are derived from secondary processes, such as mineralisation or 
contamination, are not necessarily much higher or lower in comparison to the rest of the 
values in a data set. For that reason, univariate methods for detecting outliers fail in 
these cases, and therefore multivariate approaches are most suitable since they utilise 
the multivariate nature of most geochemical data sets (Filzmoser et al., 2005). 
In univariate methods to detect outliers, the distance of the observations from the centre 
of the data is taken into account, while multivariate analysis for outliers also considers 
the shape of the data. Multivariate outlier detection can be achieved considering the 
distance of an observation from the centroid and the shape of the data set, which is 
quantified by the covariance matrix. The Mahalanobis distance computation is a 
common procedure used to recognise multivariate outliers, i.e. those observations 
having a large (squared) Mahalanobis distance (Tabachnick and Fidell, 2007). 
The Mahalanobis distance for a p-dimensional multivariate matrix  is defined 
as: 
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 (5.26) 
 
where t is the estimated multivariate location (i.e. mean) and C is the estimated 
covariance matrix. If the multivariate data is normally distributed, the MDi2 values are 
approximately chi-square distributed with p degrees of freedom ( ). Since the 
arithmetic mean and sample covariance matrix are sensitive to outliers (Hampel, 1986), 
the Malahanobis distance is also affected by their presence. Consequently, the 
Mahalanobis distance needs to be estimated by robust procedures in order to provide 
reliable measures to detect outliers. 
Robust distance is an alternative procedure recommended to deal with the problem by 
using a robust estimator for location, t, and covariance, C, in the Mahalanobis distance 
formula (Filzmoser and Viertl, 2004). The minimum covariance determinant (MCD) 
estimator (Rousseeuw and Van Driessen, 1999) is a robust estimator, which aims to 
identify those h out of n observations (typically h = 0.75n) for which the classical 
covariance matrix has the lowest determinant. Then the MCD estimate for location is 
the average of these h points, while the MCD estimate of scatter is their covariance 
matrix. Consequently, robust distance (RD) can be obtained by introducing the 
estimated mean and covariance matrix into the Mahalanobis distance. An observation 
can be declared as a candidate outlier when the RD2 for this observation is larger than a 
threshold, for instance  (98% quantile). 
An easy way to visualise the outliers is the distance-distance plot (D-D plot, Rousseeuw 
and Van Driessen, 1999). The Mahalanobis distance is drawn against the robust 
distance. On both axes of the D-D plot the cut-off values are , which separates 
outlying observations. If data lacks outliers, the observations should be plotted near the 
stippled line. If data presents outliers, the observations will depart from this line 
indicating that the classical estimators for means and covariance, and hence the 
correlation matrix, are biased. 
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Figure 5.4: Distance-distance plot, cut-off value for robust and Mahalanobis distance is . 
 
5.4 Multivariate Statistical Methods 
Multivariate statistical methods, such as factor analysis and cluster analysis, have been 
widely employed to characterise and evaluate surface water quality and are useful for 
evaluating temporal and spatial variations due to either natural or anthropogenic sources 
(Vega et al., 1998; Helena et al., 2000; Wunderlin et al., 2001). The principal aim of 
multivariate analysis is to reduce dimensionality of the data set and help with the 
clustering of similar observations together based on multiple attributes (Fernandez et 
al., 2003).  
 
5.4.1 Structural Analysis 
Principal components analysis (PCA) and factor analysis (FA) are the most powerful 
and common statistical techniques used to examine the structure of a data set in order to 
recognise the main processes controlling the scores of the variables. PCA and FA 
summarise patterns of correlations among observed variables, reduce a large number of 
observed variables to a smaller number of factors and provide an operational definition 
for an underlying process by using observed variables (Tabachnick and Fidell, 2007). 
The choice between using PCA or FA relies on a researcher’s assessment depending on 
the data set characteristics and the goals of the research.  
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Mathematical Description of Factor Analysis 
PCA and FA regresses standardised observed variables on a set of unobservable factors. 
PCA is simply a mathematical transformation of the data, aiming to explain a set of 
observed variables X in terms of their variance. Whereas FA is a statistical model that 
includes unique, uncorrelated error components that analyses covariance or 
communalities, with the goal of explaining a set of observed variables, p, in terms of 
their correlations with a few orthogonal factors k, k < p. This means that PCA gives a 
unique mathematical solution, while most forms of FA are not unique. The generalised 
factor model is:  
 (5.27) 
where Q is a (p × k) matrix of the loadings of the common factors F (k × 1), U is a (p × 
1) matrix of the specific factors and µ (p × 1) the mean of the variable in X. It is 
assumed that the factor variables F are uncorrelated random vectors and that the 
specific factors are uncorrelated and have zero covariance with common factors. That 
is: 
 
(5.28) 
where Ik is the identity matrix with one in the diagonal. 
On the other hand, principal component analysis is a maximization procedure that uses 
uncorrelated linear functions. The matrix equation for PCA is given by: 
 (5.29) 
Eq. 5.29 is similar to Eq. 5.27 without the specific factor for uniqueness U. Such a term 
is not present in PCA since k principal components will explain exactly all the variance 
of the k observed variables.  
The variance in factor analysis of the original variables can be decomposed in two 
parts: 
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(5.30) 
 
(5.31) 
Where the quantity  is the called communality and the  is the uniqueness, 
which represents the noise variance. Therefore, the covariance ( ) can be rewritten as: 
 (5.32) 
The factor analysis model is scale invariant and the loadings are not unique. It is 
particularly important to evaluate the degrees of freedom of the factor model, since it 
gives a maximum value of the number of factors that can be identified in the model. 
The degrees of freedom of the model (d) with k factors is: 
 
(5.33) 
If d < 0 there are an infinite number of solutions, and the model is undetermined. This 
means that the number of factors k is larger than the number of variables. If d=0 there is 
a unique solution to the problem (not for rotation). Usually, d > 0, meaning that there 
are more equations than parameters, so no exact solution exists. 
PCA is useful as an initial step leading to a subsequent FA, aiming to reveal the 
maximum number and nature of relevant factors. FA is better suited to detect common 
and underlying structures of the data set. 
 
Data Requirements for PCA or FA 
The initial requirement in order to obtain stable results in PCA or FA is to have 
sufficient samples in comparison with the number of variables. Several rules have been 
proposed to determine the maximum number of variables considering the number of 
samples, for instance n > p2+3p+1 (where n and p are the number of samples and 
variables, respectively).  
There are several methodologies to reduce the number of variables, once the maximum 
number of variables is decided. One approach is to remove those variables, which do 
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not meet a certain criterion, i.e. minimum explanation or communality in the 
exploratory FA (outlier amongst variables). However, this choice may result in 
excluding interesting variables from the analysis. Grouping the variables according to 
geochemical criteria, e.g. major, trace and metal elements, has been utilised to reduce 
the number of variables used in the analysis (Reimann et al., 2002) PFA or FA with a 
reduced number of variables sometimes does not provide a good interpretation since the 
variation of these variables is lower than the total variation. To overcome this problem, 
Filzmoser (1997) developed a methodology to project the remaining variables onto the 
space defined by the factors extracted using selected variables. 
Van Helvoort et al. (2005) implemented a stepwise methodology, called sequential 
factor analysis, to perform FA with a subset of key variables, which were selected using 
statistical criteria (collinearity) so they have a unique source of variance and unique 
loading patterns. After this, the remaining variables were expanded into the space 
defined by the factor of the selected variable (Filzmoser, 1997). 
 
Estimation Loadings for Removed Variables 
Data matrix X (n × p) with p variables and n observations can be divided in two data 
sets, the first one with s variables of special interest and the second data set with the 
remaining p − s = r variables. The partition of X can be written as:  
 (5.34) 
If X is standardised to mean zero and unit variance, then Y represents the standardised 
matrix. Since each variable is standardised individually, then Y can also be partitioned 
as: 
 (5.35) 
The empirical correlation of data set can be defined as: 
 
(5.36) 
Where Rs and Rr are the empirical correlation for the selected and remaining variables. 
Thus the Eq.5.36 can be used in PCA or FA for determination of the loadings of the 
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remaining variables. PCA and FA use the correlation matrix to estimate the loadings 
through the calculation of eigenvalues and eigenvectors. 
The general factor model for the whole data set is: 
 (5.37) 
Where F is (n × k) matrix of factor scores,  is the (p × k) loading matrix and U the 
specific variance. The factor model for the s selected variables is defined as: 
 (5.38) 
Where Fs is a (n × ks) matrix scores,  is the (s × ks) loadings matrix, and Us the 
specific variance. Because Rs is a (s × s) matrix with s < p variables, only ks ≤ k factors 
can be extracted. The factor scores can be estimated by multiple regressions as: 
 (5.39) 
where  is the empirical correlation matrix of the factor scores. If the remaining 
variables are projected onto the space of the factors extracted before, the factor model 
for the remaining variables can be written as: 
 (5.40) 
Where Yr  and Fs are known, and  need to be estimated. Minimising the sum of the 
squared residuals gives 
 
(5.41) 
If Eq. 5.39 is combined with Eq. 5.41, then: 
 (5.42) 
Therefore, to project the remaining variables onto the space of the factors of the 
selected variables, only the standardised matrices of the selected and remaining 
variables and the factor loadings of the selected variables are necessary. 
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Factor Extraction Method 
There are several factor extraction techniques, such as principal component (PC), 
principal factors, maximum likelihood factoring, image factoring, alpha factoring, and 
unweighted and generalised weighted least square factoring. Among these, the most 
used are the principal component and principal factors and are commonly used as 
preliminary extraction techniques. All extraction methods calculate a set of orthogonal 
components or factors that in combination produce the correlation matrix (R). However, 
the criteria to establish the solution, such as maximising the variance or minimising the 
residual correlation, differ among the techniques. Despite this, the difference in solution 
is small for a data set with a large sample size, several variables and similar 
communality estimates. None of the extraction methods provide an interpretable 
solution without rotations. 
Principal factor analysis (PFA) is recommended since it is the simplest factor extraction 
technique, which does not require further assumptions, whereas, maximum likelihood 
extraction requires that the variables meet multivariate normality in order to produce 
reliable results.  
The number of factors to be retained by the PCA or FA can be estimated using several 
guidelines, such as the Kaiser-Guttman rule (eigenvalue above one), percentage of total 
variance (more than 75%), scree plot, size of the residuals and interpretability 
(Fernandez et al., 2003). 
 
Factor Rotation 
After the factor extraction, rotation is used to improve the interpretability, maximising 
high correlations and minimising low ones. There are two general types of rotation: 
orthogonal or oblique. A decision is required to select from among these sorts of 
rotations, such as whether the underlying processes that affect the variables are 
independent (orthogonal) or not (oblique). There are infinite numbers of rotations 
available, all accounting for the same total of variance in the original data, but the final 
choice among these alternatives relies on the researcher’s assessment of interpretability 
and scientific utility of the results. 
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Orthogonal rotation considers all factors as uncorrelated with each other, while with 
oblique rotation the factors themselves are considered correlated. With an orthogonal 
matrix the factor analysis model (Eq. 5.27) can be written as: 
 (5.43) 
where G (k × k) is an orthogonal matrix. Choosing an appropriate G is known as 
choosing a rotation. A well-known algorithm to rotate the loadings is given by the 
varimax rotation method (Kaiser, 1958), in which the rotation of loadings is calculated 
by . The aim of this rotation is to find the angle  that maximises the sum 
of the variances of the squared loadings  within each column of . Varimax is the 
most commonly used orthogonal rotation, since it tends to redistribute variance among 
factors, resulting in their becoming relatively equal in importance. 
On the other hand, if the processes may be correlated, the oblique rotation is most 
adequate with obvious conceptual advantages, but with practical disadvantages in 
interpretation, description and reporting of results. Promax rotation is the most used 
oblique rotation, in which an orthogonally rotated solution is rotated again to allow 
correlation amongst factors. Although there are several statistical considerations in the 
PCA or FA procedure, the final test is the interpretability, and there is no criterion to 
test the solution.  
 
5.4.2 Cluster Analysis 
Cluster analysis groups cases or data points into clusters suggested by the data, not 
defined a priory so that the degree of association is strong between members of the 
same cluster and weak between members of different clusters. As a result, clustering 
reveals similarities in multivariate data that may be impossible to recognise otherwise. 
This approach is helpful to reduce the size of the data in meaningful groups. 
Computation of a measure of similarity or distance between groups should be 
determined initially. Euclidean and Mahalanobis distance can be used as similarity 
measure in this analysis. The Euclidean distance is defined as: 
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(5.44) 
where  represents dissimilarity,  denotes the kth variable measured on object i 
(either a sample or pre-existing cluster),  is the kth variable measured on object j, and 
n is the number of variables (Steinhorst and Williams, 1985).  
Once the similarity distance has been settled, the computational cluster algorithm has to 
be chosen. There are two types of clustering analysis: hierarchical and partitioning 
analysis. Hierarchical clustering is the most common technique to group multivariate 
data. It performs successive fusion (or divisions) of the data, beginning at the stage 
where each observation is regarded as forming a single-member cluster, and ending at 
the stage where all the observations are in a single group.  
There are three types of inter-cluster distance used in this clustering: single, complete 
and average linkage. Single linkage is the distance between their closest observation, 
complete linkage is the distance between the most remote observations and average 
linkage is the distance between all pairs of observations, where members of a pair are in 
different groups (Dillon and Goldstein, 1984). 
 
5.4.3 Regression Analysis 
Regression analysis is commonly used to describe relationships between dependent 
variables, y, and a group of independent variables, x, in order to describe, infer, forecast 
or predict the values of y (Legendre and Legendre, 1998). The relationship among the 
predictor and explanatory variables could be linear or non-linear. General linear models 
have the form: 
 (5.45) 
Where  is called the intercept;  to  are the regression coefficients; n is the 
number of variables and e is the residual or error term. The residual is the difference 
between the observed and estimated value along y: 
 (5.46) 
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In order to get a good fit of the regression model, this error should be as small as 
possible. There are different regression methods that minimised the residual. Depending 
on the number of explanatory and response variables, there are different regression 
methods as is presented in Table 5.1.  
Table 5.1: Type of regression method depending of the number of dependent and independent variables 
(Varmuza and Filzmoser, 2009). 
No. of X-variables No. of Y-variables Type Regression Method 
1 1 Simple Simple OLS, robust regression 
Many 1 Multiple PLS, PCR, multiple OLS, robust 
regression, Ridge regression, Lasso 
regression 
Many  Many Multivariate PLS2, CCA 
 
The most frequent simple regression model is the ordinary least square (OLS) 
regression, which minimised the sum of squares of the vertical residuals between the 
observed and the regression line defined by linear regression. Figure 5.5 shows the line 
defined by Eq. 5.45 for one explanatory variable where vertical lines represent the 
magnitude of the residuals. When outliers are present in the data, the OLS become 
unreliable so robust methods, such as the least trimmed sum of squares (LTS) 
regression approach (Rousseeuw, 1984), should be used instead. The assumptions 
behind the OLS approach are that the errors occur in the response variable and not in 
the explanatory variables; and the residuals are uncorrelated and normally distributed 
with mean 0 and variance 1. 
 
Figure 5.5: Ordinary least-squared regression model. Vertical lines represent the magnitude of the 
residuals. 
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The multiple regression models are used when two or more explanatory variables are 
included as regressors. Multiple OLS is commonly used but is not recommendable due 
to the collinearity between variables and the dimensionality of the explanatory 
variables. It is preferred to implement the partial least squared (PLS) regression. In this 
approach the explanatory data is transformed into intermediate linear latent variables, 
called components, which then can be used in an OLS regression model with the 
response variable. The selection of the latent variables is the maximum covariance 
between scores and y. More details about this method can be found in Stone and Brooks 
(1990). Other multiple regression models are principal component regression (PCR), 
ridge and Lasso regression. Multivariate models, such as canonical correlation models 
and multivariate OLS models, are required when a set of explanatory variables are 
regressed with a set of response variables. These approaches are not discussed here and 
more information can be found in Vamuza and Filzmoser (2009). 
 
Model Performance Criterion and Variable Selection 
In order to obtain a good performance of the regression model, different regression 
models should be constructed with different numbers of variables and should be 
compared. Small numbers of variables in the model could lead to a poor performance, 
whereas large number of variables could result in overfittinting and thus poor prediction 
performance (Varmuza and Filzmoser, 2009). For that reason, performance criteria 
must consider the number of variables in the compared models. 
The adjusted R-squared, , is usually a criterion to assess the performance of many 
models with different variable selections. The adjusted R-square is defined as: 
 
(5.47) 
Where n is the number of selected variables, m is the total of regressor variables and R2 
is the coefficient of determination that expresses the proportion of variance that is 
explained by the model. Equivalently,  can be expressed as: 
 
(5.48) 
Where RSS is the residual sum of squares defined as: 
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(5.49) 
And TSS is the total sum of squares defined as: 
 
(5.50) 
 
The  modifies the R2 penalising models with a large number of regressor variables. 
Models with large  are preferable. The  is commonly used to assess the 
regression model in works that relate several environmental variables with water quality 
data. Cuevas et al. (2006) studied the effect of the land use, precipitation and 
geomorphological characteristics on the water quality of the surface water in Southern 
Chile (X region). They found moderate to high R2 (0.58 to 0.92) in conductivity, 
temperature and nutrient concentrations, when land use, precipitation, watershed and 
geomorphological features (e.g. mean slope, difference between maximum and 
minimum altitude of each watershed) were used in regression models. However, these 
analyses were carried out with a reduced number of samples in comparison with the 
number of variables, so the results presented good correlations due to dimensionality 
and probably could not be reproduced if more samples were included in the regression 
analysis. 
 
There are different algorithms that can be used to select variables, which add or drop 
variables at a time based on performance optimisation. These methods are called 
stepwise variable selection methods and there are three such procedures: forward 
selection, backward selection, and both directions selection (Reimann, 2008). 
The forward selection starts with an empty model and adds variables until a certain 
statistical criterion is met. This criterion indicates that any additional variable will not 
improve the overall performance of the model. Alternatively, the backward selection 
method starts with all the variables in the model and drops variables with the least 
contribution in each step until a certain statistical criterion is met. The both directions 
selection method combines the forward and backward selection strategies to reach an 
optimal model. 
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There are situations where the response variable can be explained with two or more sets 
of exploratory variables. For example, the water element concentration in surface water 
may be a result of the interaction of topographical features (slope), soil types, land use, 
geology of the bed rocks, area of the upstream watershed, precipitation, etc. The partial 
linear regression method is a useful tool to determine the contribution to the variance of 
each set of variables.  
 
Partial Linear Regression 
Partial regression is an approach to estimate the amount of variation of the response 
variables that can be attributed exclusively to one or other set of explanatory variables 
(Legendre and Legendre, 1998).  
Consider y, the dependent variable (e.g. nutrient concentration of surface water), and 
two explanatory data sets: X1 and X2 with different variables (e.g. physical features and 
land use, respectively). Figure 5.6 describes the partitioning of the variation of a 
dependent variable y by two and three sets of explanatory variables, and is represented 
using the Venn diagrams. Each circle represents the variance explained by each set and 
the common areas represent the combined effect of the explanatory sets. Partial 
regression assumes that the effects are additive. 
 
Figure 5.6: Diagram of the partitioning of the variance by two sets of explanatory variables (A) and three 
sets of explanatory variables (B). Box corresponds to the 100% of the variance. 
 
Three regression analyses are needed to partition the total variance explained among the 
X1 predictors, X2 predictors and the combined variation. Using the coefficients of 
determination from these three regression analyses, it is possible to determine the 
fractions a, b and c of the diagram.  
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First, a multiple regression of y against all the variables in X1 and X2 is carried out and 
the coefficient of the multiple determination (R2) of this model is assumed as the sum of 
the variation attributable to fraction a, b and c of Figure 5.6. Second, a multiple 
regression of y against X1 is carried out and the respective R2 measures the sum of 
fraction a and b. Similarly, a multiple regression of y against X2 is performed and the 
corresponding R2 measures the sum of the fraction b and c. Fraction d is calculated by 
subtraction and it is equal to 1-[a+b+c]. The fraction of variance explained by each 
explanatory set after controlling the effects of all the other predictors (a, b and c) is 
obtained by subtraction as follows: 
 
(5.51) 
Fraction b is obtained by subtraction and not by the regression model, so for this reason, 
this fraction can be negative. A negative fraction b indicates that the two sets of 
variables together better explain the response variable y than the sum of the individual 
effects of these variables. In other words, two processes represented by X1 and X2 are 
competitive, so they have opposite effects, one process can hinder the effect of the other 
(Legendre and Legendre, 1998). Strong effects of X1 and X2 on y or strong correlations 
between of X1 and X2 can result in a negative fraction b. 
 
Many studies have shown that water chemistry can be related to the land use (Van 
Herpe and Troch, 2000; Wayland et al., 2003; Woli et al., 2004; Fitzpatrick et al., 2007; 
Bahar et al., 2008). Most of these studies considered the land use and sometimes the 
geology as a percentage of a basin, and they are included in regression models, 
principal factor analysis or cluster analysis. However none of these studies have 
considered the close characteristics of these variables when they are expressed as 
percentages in statistical analysis. Serious consequences may results when closed data 
is included in correlation and multivariate statistical analysis, so they should be 
transformed to destroy the effect of the closure (Aitchison, 1986; Wayland et al., 2003; 
Pawlowsky-Glahn and Egozcue, 2006). 
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5.4.4 Monte Carlo Simulation 
As it was pointed out in Chapter 4, the probabilistic risk characterisation of copper in 
the aquatic environment is preferable when taking into account uncertainty and 
variability. The Monte Carlo simulation (MCS) is a method that investigates the 
distribution of a random variable by simulating random numbers (Dimov and Mckee, 
2004; Gentle, 2004). MCS is the most powerful and commonly used technique to solve 
complex problems, and for that reason it has been applied in many fields (Rubinstein, 
1981). 
Generally the random variable of interest, Y, is a function of one or more random 
variables called input parameters: 
 (5.52) 
Where  represents a set of input parameters and h represents an arbitrary function. 
Any element of  is described by a probability distribution. Sometimes the function h 
can be complicated and/or the input parameters may involve different kinds of 
probability distribution, making it difficult to derive the exact distribution of Y. Monte 
Carlo simulation can be used to approximate the distribution of Y. MCS involves 
carrying out large numbers of iterations, n, of the random vector  and computing Y 
for the n iterations of . The resulting probability distribution or the statistical 
parameters of Y are assumed to be close to the true distribution of Y.   
The MCS is a good tool to propagate variability or uncertainty of the input parameters. 
The model described in Eq. 5.52 can be rewritten as: 
 (5.53) 
Where  is the error term.  
There are two techniques to propagate the variability or uncertainty through a model: 
first-order error analysis or one-dimensional Monte Carlo; and second-order error 
analysis or two-dimensional Monte Carlo (Cullen and Frey, 1999). The first order 
analysis of MCS is frequently used to propagate variability or uncertainty, while the 
two-dimensional Monte Carlo can propagate both simultaneously. The latter is 
explained in more detail in Section 5.4.4.4. The generation of random samples, the 
sampling method and simulating correlations techniques are the same for either one or 
two-dimensional MCS and are explained in more detail in the next sections. 
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Generating Random Numbers and Simulating a Probability Distribution  
The data generation is probably the most important step in any MC assessment, since 
the result of MCS is based on the data generated in this process (Rubinstein, 1981). 
Simulation methods are often based on the generation of random numbers. These are 
independent so they do not have any correlation between successive random numbers. 
Computers can generate pseudorandom numbers, which are drawn from some known 
probability distribution function (PDF) and a known seed. The pseudorandom numbers 
are generated through a uniform distribution over a unit interval [0,1] (Gentle, 2004),  
 (5.54) 
This distribution is denoted as U(0,1) or more generally U(a,b), a uniform distribution 
over an interval [a,b]. This distribution is convenient since it is simple to transform the 
generated samples to another PDF of interest (Figure 5.7). This is achieved using the 
inverse cumulative function of the given PDF (Cullen and Frey, 1999). Let Fx denote 
the cumulative distribution function (CDF) of the specific probability distribution. Then 
the random variable X is defined by: 
 (5.55) 
Where  corresponds to the inverse of the CDF function Fx.  
 
 
Figure 5.7: Sampling distribution using the inverse cumulative distribution function (Cullen and Frey, 
1999). 
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Sampling Method 
There are several sampling techniques but the most common are the crude Monte Carlo 
sampling (CMCS) and the Latin Hypercube sampling (LHS). The first is based on the 
sampling from the joint frequency distribution of the input variables considered in the 
model. A large number of shots are necessary in order to have a close approximation of 
the theoretical frequency distribution of the input variables.  
The LHS was introduced by Mckay et al.(1979) and is a sampling method from a 
probability distribution or a joint probability distribution ensuring all portions of the 
probability distribution are represented in the sample. In other words, it involves a 
stratification of the probabilistic distribution; so random samples are representative of 
the whole distribution. In CMCS, there is a probability of getting many samples in the 
tails of the distribution. For that reason, the LHS is preferable over the CMCS, since it 
avoids the potential problem of the CMCS especially when small number iterations are 
required; and force sampling the distribution tails of a single input variable.  
In the Latin Hypercube Sampling, the probability distribution is divided into n intervals 
of equal probability 1/n, where n is the total number of random samples. Figure 5.8 
shows four equal intervals of the probability distribution. After this a random sample is 
generated from each of these intervals.  
 
 
Figure 5.8: Probability distribution divided in four equal intervals (Millard and Neerchal, 2001). 
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Simulating Correlations 
The correlations between the generated random samples of the input variables should be 
close to the observed correlations. For that reason a proper method to account for the 
correlations needs to be selected. There are several methods for simulating correlations, 
however the Iman and Conover method is most used (1982). This method generates 
rank order correlated input distributions and can be used to combine different 
distribution types. 
The Iman and Conover method consists in two main steps. The first step involves the 
generation of n scores for each distribution to be correlated, where n is the number of 
shots or iterations. Afterward, these scores are joined together so their ranks produce 
the observed rank order correlation. The second step involves the generation of n 
random samples of the distributions to be correlated and then ranking of the sample 
values. Then these ranks are matched to the scores ranks producing the data that will be 
used in the simulation. 
 
First and Second Order Monte Carlo Simulation 
As was previously said, the first order Monte Carlo simulation is an approach to 
propagate variability, sometimes uncertainty, in the random parameters of a model one 
at a time. The first-order random variables represent variability so the heterogeneity and 
diversity cannot be reduced with further measurement. The second-order Monte Carlo 
simulation propagates variability and uncertainty at the same time. The uncertainty is 
the lack of perfect or partial knowledge about processes that can be reduced with further 
measurement. The random variables, which are variable and uncertain at the same time, 
are called second order random variables (Burmaster and Bloomfield, 1996). The first 
and second-order Monte Carlo simulation in the context of aquatic risk assessment was 
discussed in Chapter 4, Section 4.4.3. 
Let consider the n random input variables X1, X2, …,Xn as the variables that describe the 
heterogeneities of the environmental processes, i.e. the variability. As was pointed out 
previously, each of these variables can be characterised by a probability distribution 
with a set of parameters, designed as . The parameters  usually cannot be 
estimated accurately, leading to uncertainty around the parameters . This uncertainty 
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can also be characterized with a probability distribution. The second-order Monte Carlo 
simulation can be modelled with two loop algorithms (Figure 5.9). 
 
Figure 5.9: Second order Monte Carlo simulation algorithm (modified from Verdonck, 2003). 
 
5.5 Summary 
The principal concepts and critical review of the statistical methodologies used for this 
PhD research were discussed in detail in this chapter. It is very important to understand 
the concepts behind all statistical approaches used since violation of the key 
assumptions could lead to wrong outputs and misleading conclusions. Multivariate 
statistical analysis methods are useful for the interpretation of complex data, such as 
water quality data. The methods presented in this chapter are used to determine 
variability of the surface water parameters, to assess the relationships between pairs of 
parameters and among groups of parameters helping to relate them with potential 
pollution sources that influence the water quality, to relate non-point sources with water 
quality parameters, and to perform a risk assessment of copper levels in surface water. 
In the following chapter, the concepts of aquatic metal behaviour, metal chemical 
speciation and copper risk assessment, reviewed from Chapter 2 to Chapter 4, and the 
concepts of the statistical methodologies, reviewed in this chapter, are pulled together to 
show how different concepts and methodologies can be merged to produce a tiered 
approach for the assessment of metals, specifically copper, in the aquatic environment.  
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Chapter 6 Research Methodology 
6.1 Introduction 
The previous chapters explained the concepts describing metal behaviour in aquatic 
environments and metal risk assessment. These concepts are combined in the research 
framework developed in this PhD research. The aim was to develop a generic 
methodology to evaluate the contribution of different metal sources in the aquatic 
environment, assess the spatial distribution of the metals in the surface water; and to 
assess the bioavailability and the potential risk of Cu to the aquatic life and human 
health. Along with these goals, seasonal variations and their effect on water quality and 
chemical speciation are studied; and appropriate water quality standards are identified 
considering the chemical and metal specie distribution in the water as well as the 
regional geology and land use. 
 
6.2 Earlier Work 
The study of the metal contamination in an aquatic environment involves different 
disciplines, which take into account many aspects of the problem with diverse 
objectives. According to Louma and Rainbow (2008), the interdisciplinary nature of 
metal contamination in the aquatic compartment can be classified into four perspectives 
(Figure 6.1). The first perspective considers the toxicological aspect, which focuses on 
several viewpoints of risk assessment and the regulatory demands. The second 
perspective is the environmental geochemistry, which deals with the determination of 
the chemicals, interpreting their distribution and determining their fate. The third 
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perspective is related to the biological and ecological aspect, which focuses on the 
biological effects of metals in the aquatic system. Finally, the fourth perspective 
combines science with policies to protect and manage the environment. Alliances 
among these perspectives have been developed, but usually each field tends to evolve 
separately. 
 
Figure 6.1:Different divisions of metal contamination science 
 
Environmental geochemistry applied to the surface water compartment focuses on the 
delineation of background levels, metal sources; the seasonal and spatial chemical 
behaviour across a region. Several statistical tools, such as principal factor analysis, 
cluster analysis or discriminant analysis have been used to elucidate the sources of 
dissolved elements across a region or during a period, to group monitoring stations or 
parameters with similar behaviour and reduce the dimensionality of large data sets as 
well as distinguish parameters that show singificant variation (Evans et al., 1996; Vega 
et al., 1998; Wunderlin et al., 2001; Singh et al., 2004; Thyne et al., 2004; Van Helvoort 
et al., 2005; Kuppusamy and Giridhar, 2006). Some works have tried to link the 
geochemical characterisation with water policies. Water quality standards have been 
derived from the cumulative distribution and percentile, usually 90th and 95th percentile 
(Crabtree et al., 1987) of substances. Water quality indices have been derived from 
geochemical parameters as a rapid method of classifying water bodies taking into 
account a reduced set of parameters (Dinius, 1987; Jimenez-Cisnero, 1996).  
However, water quality standards derived by simple computations from the 
geochemical datasets (inorganic and organic compounds) may underestimate the 
potential toxic effects of metals in the aquatic environment. This is because the latter 
effects are determined not only by the metals' intrinsic toxicity and concentration, but 
also by their physicochemical form (Campbell, 1995). Chemical speciation-solubility 
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analysis is commonly used to determine the activity of elements or molecular species in 
an aqueous solution, and then the bioavailability of contaminants and estimate the 
saturation states with respect to minerals in the system (Zhu, 2002). Conversely, the 
chemical speciation assessment is not frequently combined with statistical 
characterisation (Clark and Lewis, 1997; Flynn et al., 2002; Cuppett et al., 2006). 
The alliance amongst chemistry, water policies and toxicology was successfully 
reached with the biotic ligand model (BLM). The BLM has been proposed as a tool to 
evaluate how water chemistry affects the chemical speciation and subsequently the 
biological availability of metal in an aquatic system. Progressively the BLM is gaining 
acceptance by regulatory agencies, especially in Europe, North America, and elsewhere 
(Paquin et al., 2002a) since the model recognises the importance of the site-specific 
water quality.  
A good example of the integration of science and policies is the EU Water Framework 
Directive (EU WFD), which was created to develop integrated river catchment 
management for all of Europe with the essential component being the setting of 
environmental objectives for surface water (Quevauviller et al., 2005; Quevauviller, 
2007). To achieve these objectives, a series of environmental quality standards should 
be derived for a list of dangerous substances, the so-called “priority list”, and also for 
other pollutants that are discharged in significant quantities, the so-called “specific 
pollutants”. Copper and zinc are within the specific pollutants group and different 
methodologies have been proposed to derive the corresponding environmental quality 
standards.  
Comber et at. (2008) developed a tiered approach to derive Cu and Zn EQS under the 
EU WFD taking into account the BLM and background concentration. The first tier 
implicated the comparison of the dissolved metal concentration with a standard (e.g. 
hardness criteria). The second tier included the added risk approach, in which the local 
background concentration is added to the standard and is compared with the dissolved 
metal concentration. The final tier involved the implementation of BLM to derived site-
specific EQS. Although this methodology includes the latest findings in scientific 
knowledge, the background metal concentrations were not derived from the study area. 
It is essential to derive site-specific background concentration since geology, land use 
and topography substantially change the metal concentration between areas (Edmunds 
et al., 2001; Hinsby et al., 2008).  
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Although the integration of different disciplines of the metal contamination has been 
recognised as a powerful tool to assess the metal contamination, few works have 
combined the different perspectives. The present research study aimed to combine 
different disciplines in an efficient manner to be used in Cu risk assessment taking into 
account geochemical characterisation, chemical speciation and toxicological 
assessment. 
 
6.3 Conceptual Surface Water Quality and Risk Assessment 
Framework developed 
The conceptual framework developed by this research is based on the combination of 
different existing approaches, such as environmental geochemistry and bioavailability 
assessment, to support copper risk assessment considering site-specific features and the 
measurement uncertainty. The schematic overview of the methodology is presented in 
Figure 6.2.  
 
 
Figure 6.2: Water quality and risk assessment framework developed. 
 
The conceptual model consists of two tiers (Figure 6.2), which are based on the 
following individual steps that contribute to the copper risk characterisation. 
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• Water sampling: refers to water (and sediment) sample collection avoiding cross 
contamination; 
• Quality control assessment: refers to the evaluation of the reliability of the water 
quality data set; 
• Environmental characterisation: refers to the evaluation of the seasonal and 
spatial behaviour of metal distribution and other water compounds and the 
identification of metal sources; 
• Bioavailability and toxicity assessment: refers to the establishment of the 
availability of copper to aquatic organisms and estimation of the toxic 
concentration at which organisms could suffer acute and chronic effects; 
• Risk characterisation: refers to the estimation of the Cu environmental risk in a 
deterministic and probabilistic manner; and comparison of the two. 
Two tiers of risk evaluation were included in the risk assessment: for the first tier 
considered the potential risk to the aquatic system from copper exposure is compared 
with the regulatory water standard. For the second tier the potential risk from copper 
exposure is compared with the safety intake standard. 
As the conceptual framework developed integrates different kinds of analyses, the 
following sections discuss the points addressed during the formulation of the 
framework; the data requirements and the specific methods utilised in each step of the 
framework, to clarify the overall process.  
Figure 6.3 illustrates the specific results obtained from each step of the analysis carried 
out as part of the surface water quality and risk assessment framework developed. The 
next paragraphs discuss these results in more detail. 
The collection of environmental water and sediment samples for assessing the impact of 
high copper concentrations usually considers sites with pristine waters as well as sites 
influenced by significant industrial and other human activities. Cross contamination 
might occur during the collection of such samples, therefore available environmental 
water and sediment quality sampling protocols should be reviewed to design 
appropriate protocols considering the particular features of the study area and to 
minimise cross contamination of samples even at very low metal concentration levels.  
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Figure 6.3: Points addressed in the water quality and risk assessment framework developed. 
 
Quality control samples, such as blank and duplicate samples, are usually included 
during the environmental sample collection in order to evaluate how the cross-
contamination might affect the environmental samples. Using this data it is possible to 
measure the variability/uncertainty of the water and sediment parameters due to the 
sampling process, therefore reliable parameters and samples can be distinguished and 
be utilised for subsequent geochemical analysis.  
Once the reliable data is identified, basic statistical analyses can be carried out to 
determine relationships among water quality parameters, relationships between water 
and sediment quality parameters, longitudinal changes in water and sediment quality 
parameters (Tier 1 basic analysis in Figure 6.3). If there is enough environmental water 
and sediment samples (more than 50 samples), more complex statistical analyses can be 
performed to determine, for example sources of metal or other quality parameters or 
areas with similar geochemical behaviour (Tier 1 advanced analysis in Figure 6.3). 
The environmental characterisation from Tier 1 helps to understand the correlations 
among water quality parameters and their relationships with potential sources. This 
understanding contributes to the characterisation of the bioavailable copper fraction and 
of the predominant metal chemical species (Tier 2 in Figure 6.3).  
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With the results obtained it is possible to carry out the copper risk analysis considering 
two levels of evaluation. The copper exposure concentration obtained from the earlier 
analysis and is compared with a specific water quality standard. The copper effect (or 
intake) concentration obtained from Tier 2 is compared with the copper exposure 
concentration. These analyses can be performed in a deterministic or probabilistic 
manner. 
 
6.4 Methods and Data Used in the Water Quality and Risk 
Assessment Framework developed 
The specific methods and tools used in the water quality and risk assessment framework 
developed for this PhD research are presented in Figure 6.4. The methodology is based 
on water chemistry data, which is usually collected for water quality assessment studies. 
However, additional information was included to support the specific analyses 
introduced for the data quality assessment, environmental characterisation; and the 
bioavailability and toxicity assessment (pink boxes in Figure 6.4). 
Surface water and sediment sampling protocols 
The available environmental water and sediment quality sampling protocols were 
reviewed and appropriate protocols were developed for this research considering the 
particular requirements of the framework developed. The objective was to enable 
accurate and representative sampling of pristine waters as well as sites influenced by 
significant industrial and other human activities. The protocols designed aim to 
minimise cross contamination of samples even at very low metal concentration levels 
and include the collection of quality control samples (blank and duplicate samples) and 
sampling over both high and low flow seasons. 
Data Quality Assessment 
Cross-contamination assessment and the measured water and sediment parameter 
variability/uncertainty estimation methods identified are used prior to any geochemical 
and statistical analysis. The differences observed due to the measurement processes are 
studied using the filtered and unfiltered water samples collected in the two seasonal 
campaigns. A comparison of the results obtained using different analytical methods is 
also carried out. Potential cross-contamination is evaluated through blank samples 
comparison with water samples. Finally, the uncertainty due to the sampling processes 
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is estimated for every water quality parameter using Robust ANOVA (RANOVA) of 
the quality control samples from the balanced and imbalanced duplicated design 
(duplicating the field duplicates in the laboratory and taking random laboratory 
duplicates respectively) to discriminate the natural and the measurement variability 
induced by the sampling process. These uncertainties are subsequently propagated into 
the risk assessment.  
Environmental Characterisation 
A tiered statistical approach was especially designed to carry out the environmental 
characterisation. Univariate statistical analysis methods are used to screen the data and 
prepare it for the subsequent multivariate statistical analysis. The water and sediment 
quality parameter’s spatial and longitudinal distribution is evaluated. Relationships 
between pairs of water parameters and amongst groups of variables are studied to 
identify potential metal sources. 
In addition, to support the identification of the potential metal sources, the contribution 
of the land use and geology is quantified and contrasted. The multivariate statistical 
approaches used are principal factor analysis, cluster analysis and regression modelling. 
Historical chemistry data is also considered in order to compare results from the filtered 
and unfiltered water sampling. This information can be compiled from different sources 
and the database used may lack data quality assessment analysis. In this case, this 
information can only be used to obtain an indicator of temporal variability and is not 
utilised in any statistical analysis. In addition, geology, slope and land use maps are 
included in the statistical analysis. These maps are available as categorical information 
and the estimation of the percentages of the total area covered by each class (geology, 
land use etc.) are used in the statistical analyses.  
Copper Bioavailability and Toxicity Assessment  
Speciation models and biotic ligand models are used to assess the chemical distribution 
of copper in the surface water. The dominant copper species are identified and their 
potentially toxic effect on the aquatic system is estimated. Acute and chronic toxicity 
copper concentrations are estimated for algae, invertebrates and fish using the site-
specific water characteristics and BLM. Copper chronic toxicity concentrations are 
obtained from the literature in order to perform the specie sensitivity analysis. The basis 
for the compilation of the chronic toxicity concentrations is the database included in the 
Voluntary Risk Assessment Report (European Commission, 2008). 
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Figure 6.4: Data and analysis tools used in the methodology developed. Pink boxes represent external 
data. 
 
Copper Risk Characterisation 
As it was previously stated, the risk characterisation is carried out at two levels of 
evaluation (tiers), which are studied in a deterministic and probabilistic manner. This 
section combines many results obtained from the earlier analysis and the exposure and 
effects assessment are performed both in a deterministic and probabilistic manner. The 
probabilistic risk analysis is achieved by performing Monte Carlo simulations. Specie 
sensitivity distribution and the Cu exposure distribution are combined to determine the 
maximum permissible Cu concentration and maximum Cu intake concentration. The 
risk of exceedance (or protection) estimated by these methods was compared, and 
surface water quality standards for copper were derived by comparing copper 
concentrations with estimated intake concentrations.  
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The application of the research framework is explained further in the course of the 
following chapters using surface water quality, regional geology, landuse and 
topographic data from a large river basin in central Chile (Chapter 7). The water and 
sediment water quality sampling protocols developed are presented in Appendix A. The 
results obtained from the data quality assessment are presented in Chapter 8 and results 
from the environmental characterisation are presented in Chapter 9 and Chapter 10. 
Finally, the results from the bioavailability and toxicity assessment and the copper risk 
assessment are presented in Chapter 11. 
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Chapter 7 Case Study and Environmental Sampling 
7.1 Introduction 
The first tier of risk evaluation presented in the PhD research framework involves the 
comparison of the water quality data with specific water standards; while the second 
tier considers the risk when the Cu exposure concentration is compared against a safety 
intake standard. The procedure for both risk evaluation tiers begins with the collection 
of environmental quality data. This chapter presents the case study region, the Rapel 
River Basin in Central Chile, discusses the environmental sampling carried out as part 
of the PhD research and the external data collected to complement analyses carried out. 
The Rapel River Basin in Central Chile was specifically selected since this catchment 
stands out for the coexistence of pristine areas and others with naturally high levels of 
metals and the presence of different industrial activities, namely mining, agriculture and 
farming activities which are the principal sources of revenue of the region. These 
activities have undergone an accelerated growth during the last years implying an 
increase in water pollution.  
 
7.2 The Rapel River Basin 
The watershed of the Rapel River is located in Central Chile between 33° 53’ and 
35°01’ S. The study area covers three main sub-basins of the Rapel River basin (Figure 
7.1): the Cachapoal River Basin (6,306 km2), the Tinguiririca River Basin (3,945 km2) 
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Figure 7.1: Rapel River basin and the principal geomorphological units according to Börgel (1983). 
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and the Alhue River Basin (1,424 km2). These three rivers drain into Rapel Lake, which 
has a total area of 73 km2 at the lower part of the catchment.  
There are three parallel morphostructural units present in the basin (Figure 7.1). The 
Principal Cordillera is located to the east of the basin, where the giant Cu-Mo porphyry 
ore and the El Teniente mine are also situated. To the west of the Principal Cordillera, is 
the Central Depression, or Central Valley, at a lower altitude. Most of the agricultural 
and industrial activities are concentrated in this part of the basin. To the west of the 
basin is the Coastal Range, which also includes the Rapel Lake.  
 
7.2.1 Rivers Description 
The Cachapoal River Basin 
The Cachapoal River Basin is the main sub-basin in Rapel River catchment, 
concentrating a high percentage of the population (76%) and of the industrial activities 
(75%) of the VI Region. Eleven main tributaries discharge into the Cachapoal River 
(Figure 7.2). The most important tributaries are the Coya, La Cadena, Claro and 
Zamorano streams because they receive different industrial wastewater modifying the 
water chemistry.  
 
 
Figure 7.2:  Principal tributaries of the Cachapoal River Basin 
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The Coya River is the receptor of the industrial waters from the El Teniente mine and 
the industrial operations associated with it (Caletones smelter and the Barahona and 
Colihue tailing impoundments), presenting acid waters pH (6.21) and high 
concentrations of copper, sulphate and manganese. The La Cadena Stream also receives 
the discharge from the paper pulp industries and waste waters from the city of 
Rancagua, presenting high concentrations of organic matter, sulphate and suspended 
solids. Different types of agroindustries, such as slaughterhouses, food processing and 
wine production industries, discharge their waste waters to the Claro and Zamorano 
Streams, contributing to the heavy load of organic matter in the surface water. 
 
 
Figure 7.3:  Principal tributaries of the Tinguiririca River Basin 
 
The Tinguiririca River Basin 
The Tinguiririca River Basin (Figure 7.3) is smaller than the Cachapoal River, but they 
share several features such as the hydrological regime, mountain origin for water and 
length. However, the Tinguiririca River does not have any important tributaries in the 
Central Depression, where all the agricultural activities take place; at the same time, it 
does not exhibit important mining activity. The Tinguiririca River presents six main 
tributaries: Las Damas Stream, Azufre River, Clarillo River and Claro River are located 
in the Main Cordillera; and Chimbarongo River and Las Toscas Stream are located in 
the Coastal Range (Figure 7.3). Geothermal activity in the mountains is demonstrated 
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through a hot spring called Termas del Flaco. This basin includes the Colchagua Valley, 
which is well known for its wine production.  
 
The Alhue River Basin 
The Alhue River Basin is the smallest basin in the region studied. Its water comes from 
the Coastal Range, which is principally formed by alkaline igneous rocks; therefore 
they have different geochemical characteristics than the Cachapoal and Tinguiririca 
River, which present a combination of volcanic and sedimentary rocks. The Alhue 
River presents two important tributaries: the Florida Stream and Caren Stream (Figure 
7.4). The Alhue Basin includes the active El Teniente Mine tailing impoundment, called 
Caren, and hosts intense agricultural activities. In addition, gold mining activities are 
present in this basin close to the Florida Stream.  
 
Figure 7.4:  Principal tributaries of the Alhue River Basin 
 
7.2.2 Climate and Hydrology  
Two main climates can be distinguished in the research zones: the Mediterranean and 
the cold high altitude climate. The Mediterranean climate is characterised by long dry 
summers and a winter with low temperatures that extend from the mountain to the 
central valley and the Coastal Range. The annual mean precipitation and temperature 
varies between the geomorphological units (Figure 7.1): 850-1750 mm/year and 8-10°C 
in mountainous areas; 650-850 mm/year and 12-14 °C in the Coastal Range. The cold 
high altitude weather is located in the Andes Cordillera above 3,000 meters. The low 
temperature and solid precipitation characterise this kind of climate producing snow 
accumulation and glacier formation. 
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Three hydrological regimes can be distinguished at the Rapel River Basin: nival, nivo-
pluvial and pluvial regime. The classification of the rivers according to the hydrological 
regime is presented in Table 7.1. The nival regime is fed mainly by snowmelt; and the 
period of high flow occurs at the end of the spring and during summer (November to 
January), such as the Pangal River (Figure 7.5). The nivo-pluvial regime is 
characterised by the combination of snowmelt and rain. For example, the Cachapoal 
River and Tinguiririca River represent a nival hydrological regime in the headwater 
(Figure 7.6), while at the Central Depression has a nivo-pluvial hydrological regime. 
Finally, the pluvial regime is mainly fed by rain and the high flow occurs at the end of 
the autumn and during the winter season (May to July), for instance Claro River (Figure 
7.5). 
Table 7.1: River classification of the Rapel River Basin 
Nival Nivo-Pluvial Pluvial 
Las Leñas Stream (CRB) 
Cortaedral River (CRB) 
Los Cipreses Stream(CRB) 
Pangal Stream (CRB) 
Cachapoal River (CRB) 
Tinguiririca River 
Coya River (CRB) 
Claro Stream (TRB) 
Los Leones Stream (CRB) 
Idahue Stream (CRB) 
Claro River (CRB) 
Antivero and Zamorano River (CRB) 
Alhue River (ARB) 
Palmas Stream (ARB) 
Caren Stream (ARB) 
CRB: Cachapoal River Basin; TRB: Tinguiririca River Basin; ARB: Alhue River Basin 
 
The Cachapoal River flow regime is mixed between nival conditions at the upper part 
of the basin; and pluvial conditions at the lower part. Its flow increases by four times 
downstream from the headwater to the end part. Similarly, La Cadena and Claro stream 
have a nival-pluvial flow regimen; while Coya and Zamorano streams present a nival 
and pluvio flow regimen, respectively. 
 
Figure 7.5: Examples of nival (Pangal river) and pluvial hydrological regimes (Claro River).  
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Figure 7.6: Cachapoal River flow with different regimes: nival (Cachapoal River at Cortaedral river and 
downstream Coya River- Termas de Cauquenes) and nivo-pluvial (Cachapoal at Arqueado bridge –river 
mouth) 
 
7.2.3 Geology and Mining 
The geological units present in the Rapel River Basin vary from East to West according 
to the main geomorphostructural units mentioned earlier (Figure 7.1). The catchment is 
characterised by extensive plutonic and intrusive rocks in the Coastal Cordillera; 
sedimentary and volcanic fluvial deposits in the Central Depression; and volcanic rocks 
associated to the volcanic activity in the mountain areas (Figure 7.7). The Coastal 
Cordillera is mainly formed by extensive Mesozoic granitoid batholiths together with 
Paleozoic metamorphic and plutonic rocks (Wall et al., 1996). Fan marine sedimentary 
sequences are also present in this area. The Central Depression is mainly constituted of 
alluvial and fluvial deposits.  
The mountainous region is characterised by continental volcanic rocks, marine 
sedimentary rocks and granodioritic plutonic bodies (Figure 7.7). The principal units in 
the Main Cordillera are the Coya-Machali Formation and the Farellones Formation. The 
first formation consists of volcanic and sedimentary rocks (Palaeocene-early Eocene); 
and the second formation consists of only volcanic rocks (Miocene). Propilitic 
hydrothermal alterations are generally present in the Farellones Formation with 
abundant chlorite and epidote, which are further modified by albitic and argillic 
alterations affecting the lavas and the plagioclase in the breccias. 
At the Coya Basin, the latter two Formations are intruded by a quarz-diorite-dacite 
plutonic complex, which is related to the alteration and mineralization of the El 
Teniente Cu-Mo porphyry deposit, located 67 km east of the Rancagua city. These 
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intrusives and the Farellones Formation rocks present intense argillic and potassic 
alterations, known as El Teniente alteration rocks. El Teniente’s porphyric bodies have 
an intense potassic alteration (biotite) and abundant chalcopyrite and bornite at the El 
Teniente mine and azurite and malachite at the Coya River headwater. The argillic 
alteration is associated with the hydrothermal breccias and tourmaline breccias. The 
principal sulphate mineral in the area is pyrite with traces of chacolpyrite and bornite.  
The El Teniente copper porphyry deposit is mined by CODELCO, the national mining 
company of Chile, and the average copper grade is 1.2% copper. The main ore minerals 
are chalcopyrite and bornite found in a disseminated deposit. Secondary minerals 
include pyrite, molybdenite, digenite, covelite, metallic copper, sphalerite and galena. 
Table 7.2 presents the hypogene, supergene and gangue mineralogy of the El Teniente 
ore. Molybdenum is the main by-product of the processing plant with a feed grade of 
about 0.0015-0.025%. 
Table 7.2: Characteristics of El Teniente ore (Camus, 1975) 
Primary ore minerals Secondary ore minerals Gangue minerals 
Pyrite (FeS2) 
Chalcopyrite (CuFeS2) 
Bornite (Cu5FeS4) 
Molybenite (MoS2) 
Galena(PbS) 
Tennantite 
((Cu,Fe)12As4S13) 
Magnetite(Fe2+Fe3+2O4) 
Hematite (Fe2O3) 
 
Chalcocite (Cu2S) 
Covellite (CuS) 
 
Quartz (SiO2) 
Albite feldspar 
Biotite (K(Mg,Fe2)3[AlSi3O10(OH,F)2) 
Calcite (CaCO3) 
Anhydrite (CaSO4) 
Tourmaline 
Rutile (TiO2) 
Apatite (Ca5(PO4)3(OH,F,Cl)) 
Sericite  
Chlorite  
Epidote (Ca2(Fe3+,Al)3(SiO4)3(OH)) 
Kaolinite (Al2Si2O5(OH)4) 
Montmorillonite 
((Na,Ca)0.33(Al,Mg)2Si4O10(OH)2⋅n(H2O)) 
 
7.2.4 Industrial Activities  
The Rapel River Basin hosts different industrial activities, where the 
agricultural/farming activities and mining are the principal sources of revenue for the 
region. These activities have undergone an accelerated growth during the last years 
implying an increase of the water pollution sources. Agricultural/farming activities and 
mining are present in both the Cachapoal and Alhue River Basins, while in the 
Tinguiririca River Basin, the agriculture and livestock play the principal role in 
affecting the water quality. The agroindustry, juice and food industry, pig and bird 
farms, copper mining and domestic waste water discharge (Figure 7.8) contribute to
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Figure 7.7: Geology of the Rapel River basin (1:250.000 scale). 
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high metal levels and organic compounds in the basin area (Conama, 2001; Orrego, 
2002; Conama, 2004). 
The El Teniente mining activities represent one of the most important sectors of 
economical activity in the region since 1906. The Caletones smelter, located at Coya 
River Basin, processes the mineralised rocks from the mine. The produced slag is 
placed at the Coya River bank and contains iron, copper and arsenic. These slag metals 
can be mobilised at pH below 5, releasing the contained metals to the aquatic system 
(CIMM, 1993). Due to erosion of the banks, the slag has been found as far as 45 Km 
downstream from the Coya River bank. There are three tailings impoundments built 
close to the mine, namely the Barahona, Colihue and Piuquenes tailings (Figure 7.8). 
The remains of three old minor tailings are occupying part of the Coya River bed next 
to the mine. The current tailings are transported hydraulically by pipeline 36 Km west 
to the Caren tailings impoundment in the Alhue River Basin. Copper, iron and arsenic 
have been detected at relatively high concentrations in the Coya River close to the El 
Teniente mine.  
Most of the agricultural land in the Central Depression (Figure 7.9) is used for cereal, 
legumes and industrial crop cultivation, such as beetroot, wheat, corn, potato, bean and 
rice. Along with these crops, fruit plantations, such as peach, apple, grape and beach, 
are important. Bird and pig farming are the most important farming activities. The 
agroindustries and animal farms discharge waters that have high organic content, silica, 
pesticide waste, cellulose, oil and fat, suspended solids and detergents (Departamento 
de Administracion de Recursos Hidricos, 2003). 
The domestic water from Rancagua and San Fernando townships are treated by sewage 
treatment plants which discharge the treated water to La Cadena and Antivero Streams, 
respectively. These domestic waters are characterised by high organic contents (DBO5), 
nitrates, fecal coliform, suspended solids, oil and fats, Cu and Fe (Orrego, 2002; 
Departamento de Administracion de Recursos Hidricos, 2003) 
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Figure 7.8: Industrial activities in the Rapel River basin. Animal farms include cattle, pork, poultry and 
horse farms. 
 
A summary of the principal characteristics of the Cachapoal, Tinguiririca and Alhue 
Rivers is presented in Table 7.3. 
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Figure 7.9: Type of land use in the Rapel River basin 
Table 7.3: Summary of the main features of the three sub basins of Rapel River Basin. 
 Cachapoal River Tinguiririca River Alhue River 
Area (km2) 6306 3945 1424 
Tributaries Mountain: 
Las Leñas River 
Cortaedral River 
Ciprecitos River 
Pangal River 
Coya River 
Central Depression: 
Blanco Stream 
Los Leones Stream 
La Cadena Stream 
Idahue Stream 
Claro Stream 
Zamorano and Antivero 
Stream 
Mountain: 
Damas River 
Azufre River 
Clarillo River 
 
Central Depression 
(lower part): 
Chimbarongo River 
Las Tortolas Stream 
Coastal Mountain: 
Florida Stream 
Caren Stream 
Hydrological 
Regime Nivo-Pluvial Nivo-Pluvial Pluvial 
Length (km) 162.860 163.675 60.298 
Population (hab) 477.030 196.566 4.435 
Water use Irrigation, mining and 
industry 
Irrigation Irrigation and mining 
Wastewaster 
type 
Mining, agriculture,  
livestock  
Agriculture, livestock Mining, agriculture, 
livestock 
Mining operation El Teniente mine 
Barahona, Colihue and 
Cauquenes tailings 
impoundment 
None Caren tailings 
impoundment 
High 
concentration  
SO42-, Fe, Cu, Mn, Mo, Al, 
BOD5, fecal coliform 
Fe, Cu, Mn, Al, Mo, 
fecal coliform, DBO5 
Cu, SO42-, Mn, Mo; 
DBO5 
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7.2.5 Chilean Water Quality Standards 
In Chile, there are three national water quality standards for surface waters: the water 
quality criteria for irrigation purposes (NCh 1333), the drinking water standard (NCh 
409) and industrial wastewater quality standard (DS 90/2000, Table 7.5). The 
groundwater guidelines depend on the vulnerability of the aquifers (NCh 46), which 
establish the maximum parameter levels for medium and low vulnerability aquifers 
(Table 7.5). 
In 2004, the Chilean environmental agency, CONAMA, established the site-specific 
water quality criteria for 33 Chilean watersheds taking into account the distinct basin 
characteristics, such as water industrial pressures, water chemistry and hydrology. The 
rivers were divided in segments depending on the chemistry of the area, and each 
segment was assigned the most representative water quality objective according to 
Table 7.4. 
 
Table 7.4: Water quality objectives for the classification of the river segments 
Water Quality 
Categories 
Status Description 
Class 0 Exceptional quality Suitable to protect aquatic life, for unrestricted irrigation, 
aquaculture, sport fishing, human and animal consumption. 
Class 1 Very good quality Suitable to protect and conserve aquatic life, unlimited 
irrigation, aquaculture, sport fishing and human and animal 
consumption. 
Class 2 Good quality Suitable to develop aquaculture, recreational and sport 
fishing, and human and animal consumption. 
Class 3 Regular quality Suitable for animal consumption and restricted irrigation. 
Class 4 Bad quality This quality is not suitable for conservation of aquatic life 
or for exploitation of primary water uses without an 
appropriate pre-treatment. 
 
The maximum permissible concentration of each river segment was derived using the 
66th percentile of the water quality datasets. Thus the criterion was based on statistical 
data and not on toxicological effects. The maximum permissible concentration for the 
Cachapoal River and Tinguiririca River catchments are exhibited in Table 7.6 to Table 
7.9. 
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Table 7.5: Chilean and international water quality guidelines. 
Chilean Water Quality Criteria  International Water Quality Criteria Parameter Unit Irrigation water 
(NCh 1333) 
Industrial waste 
water (DS 
90/2000) 
Drinking water 
(NCh 409) 
Groundwater 
medium 
vulnerability 
(NCh 46) 
Groundwater low 
vulnerability 
(NCh 46) 
UK Drinking 
water 
WHO Drinking 
water 
USEPA National 
water quality 
criteria (1986) 
Ag mg/L 0.2 - 0.05 - -   - 0.0032 
Al mg/L 5 10 - 5 20 0.2 - - 
As mg/L 0.1 1 0.05 0.01 0.01 0.01 0.01 - 
B mg/L 0.75 3 - 0.75 3 1 0.5 0.75 
Ba mg/L 4 - - - - - 0.7 - 
Be mg/L 0.1 - - - - - - - 
BOD5 mg/L - 300 3 - - - - - 
Cd µg/L 10 0.3 10 2 2 5 3 - 
Cl mg/L 200 2000 250 250 250 250 - - 
Co mg/L 0.05 - - - - - - - 
Coliform NMP/ 
100 ml 
- 1000 0 - - 0 - - 
Coliform Total NMP/ 
100 ml 
- - 0.002 - - 0 - - 
Conductivity µS/c  - - - - - 2500 - - 
Cr µg/L 100 0.2 50 50 200 50 50 - 
Cu µg/L 200 3 1000 1000 3000 200 2000 - 
Cyanide µg/L 200 1000 200 200 200 50 70 - 
F mg/L 1 5 1.5 1.5 5 1.5 1.5 - 
Fe mg/L 5 10 0.3 5 10 0.2  - 
Hg mg/L 0.001 0.01 0.001 - - - 0.006 0.0014 
Li mg/L 2.5 - - - - - - - 
Mg mg/L - - 125 - - - - - 
Mn mg/L 0.2 3 0.1 0.3 2 0.05 0.4 - 
Mo mg/L 0.01 2.5 - 1 2.5 - 0.07 - 
NH4 mg/L - - 0.25 - - 0.5  - 
Ni µg/L 200 3 - 200 500 20 70 - 
NO2 mg/L - - 1 10 15 0.5 0.2 - 
NO3 mg/L - 15 10.00 (4) - - 50 50 - 
Pb mg/L 5 0.5 - 0.05 0.05 0.025 0.01 - 
pH  - 6.0-8.5 6.0-8.5 6.0-8.5 6.0-8.5 6.5-9.5 - - 
Se µg/L 20 0.1 10 10 20 10 10 - 
SO4 mg/L 250 2000 250 250 500 250  - 
TSS mg/L - 200 - - - - - - 
V mg/L 0.1 - - - - - - - 
Zn mg/L 2 20 5 3 20 - - - 
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Table 7.6: Chilean water quality criterion of the Cachapoal River 
Cachapoal River 
Parameter Unit CA10 CA20 CA30 CA40 CA50 CA60 CA70 
Al mg/L 5 21 9 11.37 10.3 8.67 6 
As mg/L 0.04 0.04 0.143 0.04 0.1 0.04 0.04 
B mg/L - - - - 0.4 0.4 0.75 
BOD5 mg/L 5 20 5 5 10 10 5 
Cd µg/L 10 10 10 10 10 10 10 
Cl mg/L 80 80 80 80 80 80 80 
Coliform  NMP/ 100 ml - 2000 2000 2000 2000 2000 2000 
Coliform Total NMP/ 100 ml - 5000 5000 5000 5000 5000 5000 
Conductivity µS/cm 600 600 750 600 600 600 750 
Cr µg/L 32 32 32 32 32 32 32 
Cu µg/L 1000 200 7731 1000 1000 1000 1000 
Cyanide µg/L - 5 5 5 5 5 5 
DO mg/L 7.5 7.5 5.5 7.5 5.5 5 7.5 
F mg/L - 0.8 0.8 0.8 0.8 0.8 0.8 
Fe mg/L 8.947 8.488 13.69 7.221 10.392 6.62 5 
Mn mg/L 0.477 0.39 0.495 0.351 0.489 0.311 0.286 
Mo mg/L 0.15 0.15 0.5 0.15 0.15 0.15 0.15 
NH4 mg/L - 0.5 0.5 0.5 1 0.5 0.5 
Ni µg/L 42 42 42 42 42 42 42 
NO2 mg/L - 0.05 0.05 0.05 0.05 0.05 0.05 
Pb mg/L 0.2 0.2 0.2 0.2 0.2 0.2 0.0025 
pH  6.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 
SAR  - - - - - - - 
Se µg/L 4 4 4 4 4 4 4 
SO4 mg/L 120 120 500 150 150 120 150 
TDS mg/L 400 400 1000 400 400 400 400 
TSS mg/L 315.5 438.14 767.25 528.6 640 452.3 454.3 
Zn mg/L 0.097 1 1 0.122 0.122 0.097 0.097 
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Table 7.7: Chilean water quality criterion of the principal tributaries of the Cachapoal River 
Pangal River Coya River La Cadena 
Stream 
Claro River Zamorano 
Stream 
Rigolemu 
Stream 
Antivero Stream 
Parameter Unit PA10 CO 0 LC10 CL10 CL20 ZA10 RI10 AV10 AV20 AV30 
Al mg/L 6.14 32.37 14.37 5 0.09 5 5 5.77 5 5 
As mg/L 0.04 0.34 0.04 0.04 0.04 - - - - - 
B mg/L - - - - - 0.4 0.4 0.4 0.4 0.4 
BOD5 mg/L 5 20 20  10 10 10 10 10 10 
Cd µg/L - 12 10 10 10 - - - - - 
Cl mg/L - 80 80 80 80 80 80 80 80 80 
Coliform  NMP/ 100 ml - 2000 2000 1000 2000 2000 2000 1000 2000 1000 
Coliform Total NMP/ 100 ml - - 5000 2000 5000 - - - - - 
Conductivity µS/cm 1500 1500 600 600 750 600 600 600 600 600 
Cr µg/L - 32 32 32 32 32 32 32 32 32 
Cu µg/L 200 15.674 1000 1000 200 200 200 200 200 200 
Cyanide µg/L - 5 5 - 5 5 - - - - 
DO mg/L - 7.5 5 7.5 7.5 7.5 5.5 7.5 7.5 7.5 
F mg/L - 0.8 0.8 - 8 - - - - - 
Fe mg/L 5 59.5 12,753 0. 8 5 5 5 5 5 0.8 
Mn mg/L 0.2 2.089 0.408 0.04 0.283 0.2 0.2 2 0.05 0.04 
Mo mg/L 0.15 0.5 0.15 0.1 0.15 - - - - - 
NH4 mg/L - 0.5 2.5 - 0.5 - - - - - 
Ni µg/L - 42 42 42 42 42 42 42 42 42 
NO2 mg/L - 0.05 0.06 - 0.05 0.06 0.06 0.06 0.06 0.06 
Pb mg/L 0.2 0.2 0.2 0.2 0.2 - - - - - 
pH  6.5-8.5 5.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 
SAR  - - - - - - 2.4 2.4 2.4 2.4 
Se µg/L - 5 4 4 4 - - - - - 
SO4 mg/L 120 500 150 120 150 120 120 120 120 120 
TDS mg/L 400 1000 400 - 400 400 400 400 400 400 
TSS mg/L 132 1591.67 1392 - 10,358 24 380 24 80 24 
Zn mg/L - 1 1 0.097 0.097 - - - - - 
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Table 7.8: Chilean water quality criterion of the Tinguiririca River  
Unit Tinguiririca River  
Parameter   TI10 TI20 TI30 TI 40 TI50 
Al mg/L 8.6 4.9 3.7 3.3 1.7 
As mg/L - - - - - 
B mg/L 0.12 0.09 0.08 0.05 0.05 
BOD5 mg/L 7 6 6 6 6 
Cd µg/L - - - - - 
Cl mg/L - - - - - 
Coliform NMP/ 100 ml 100 100 1000 1000 1000 
Coliform Total NMP/ 100 ml - - - - - 
Conductivity µS/cm 248 226 258 312 317 
Cr µg/L 10 8 9 10 9 
Cu µg/L 30 30 22 20 20 
Cyanide µg/L - - - - - 
DO mg/L 10.4 10.7 10.6 10.5 10.5 
F mg/L 14 9 11 17 21 
Fe mg/L 3.9 2.8 2.7 1.6 2.1 
Mn mg/L 0.18 0.09 0.13 0.09 0.07 
Mo mg/L - - - - - 
NH4 mg/L - - - - - 
Ni µg/L 10 7 10 10 6 
NO2 mg/L 0.06 0.06 0.06 0.06 0.06 
Pb mg/L 0.01 0.008 0.01 0.01 0.011 
pH  6.5–8.5 6.5 –8.5 6.5–8.5 6.5–8.5 6.5 –8.5 
SAR  0.48 0.41 0.4 0.56 0.61 
Se µg/L - - - - - 
SO4 mg/L 62 49 52 61 59 
TDS mg/L 148 149 162 188 202 
TSS mg/L 58 38 87 49 46 
Zn mg/L - - - - - 
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Table 7.9: Chilean water quality criterion of the principal tributaries of the Tinguiririca River 
Unit Claro River Chimbarongo Stream Las Tortolas Stream 
Parameter   CL10 CH10 CH20 LT10 
Al mg/L 0.3 0.7 2.4 1.3 
As mg/L - - - - 
B mg/L 0.02 0.02 0.04 0.03 
BOD5 mg/L 6.2 7.2 6.4 6.2 
Cd µg/L - - - - 
Cl mg/L - - - - 
Coliform NMP/ 100 ml 100 500 1000 1000 
Coliform Total NMP/ 100 ml - - - - 
Conductivity µS/cm 76 190 328 373 
Cr µg/L 7 10 10 8 
Cu µg/L 19 10 10 14 
Cyanide µg/L - - - - 
DO mg/L 10.8 10.5 10.6 9.4 
F mg/L 2 16 20 21 
Fe mg/L 0.3 0.4 1.5 1.1 
Mn mg/L 0.01 0.03 0.08 0.07 
Mo mg/L - - - - 
NH4 mg/L - - - - 
Ni µg/L 6 10 10 7 
NO2 mg/L 0.06 0.06 0.06 0.06 
Pb mg/L 0.012 0.01 0.01 0.011 
pH  6.5 –8.5 6.5–8.5 6.5–8.5 6.5–8.5 
SAR  0.27 0.55 0.57 0.64 
Se µg/L - - - - 
SO4 mg/L 8 45 67 59 
TDS mg/L 52 110 209 246 
TSS mg/L 9 11 39 51 
Zn mg/L - - - - 
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7.3 Environmental Sampling in the Rapel River Basin 
7.3.1 Data Collection  
Sample Collection  
The collection of 94 stream water and sediment samples was undertaken during April-
May 2006 (low flow season), just before the main rainy season in Central Chile; and 
100 stream water samples were taken during December 2006-January 2007 (high flow 
season). The water samples were collected from different locations around the Rapel 
River covering all three sub-basins Cachapoal, Tinguiririca and Alhue Rivers. Sediment 
samples were also collected at 56 locations during the low flow, only due to the lack of 
sediment at other sites (Figure 7.10). The sampling frequency varied spatially in 
accordance with the accessibly to the rivers and the stream conditions. As a result, the 
frequency was different in the mountainous, central and coastal areas (approximately 3-
5 km in the mountainous region and 7-10 km in the central part of the basins, where the 
main cities and towns are located). 
The water and sediment collection protocols developed by EPA and USGS are 
examples of ultraclean techniques allowing the researchers to take representative 
samples of the environment. These protocols are designed for a variety of rivers, but are 
difficult to apply in the survey area since streams do not have suitable material for this 
conventional geochemical sampling. For this reason, the protocols developed in this 
research were based on environmental and geochemical exploration protocols, taking 
special care to avoid cross contamination of samples. Appendix A presents the 
environmental protocols for water and sediment developed in this research project.  
Clean sampling procedures (Benoit, 1995; U.S. Geological Survey, 2003) were 
undertaken at each stage to minimise cross contamination and maintain the integrity of 
trace element levels in the samples collected. The sampling tasks were assigned 
between two people: one only had contact with the sample while the other managed all 
the measuring and sampling equipment (Appendix A). 
At all sites, temperature, pH, Eh, conductivity, TDS and DO were recorded in the field 
with a multiparameter sonde YSI 6000. The water samples were collected with a 
telescopic shaft sampler, facilitating sampling from the middle of rivers and streams, 
and involving less manipulation than the open-held bottle method. Three different 
volumes were collected depending on the analytes that were analysed in the laboratory 
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(Figure 7.11). A 100 ml aliquot was used to rinse the 0.45 µm disposable filter capsules, 
with 700 cm2 of surface area (Horowitz, 1997). Afterwards, DOC and cation water 
samples were collected using these capsules and a peristaltic pump. For the anion water 
samples, bottles were rinsed three times with ambient river water and then the final 
sample was collected. Following the sampling, the bottles were preserved in cool boxes 
with ice blocks aiming to retain them at a temperature ca. 4º C, though were only 
regarded as cool on receipt at the laboratory. The bottles for cations analysis were 
previously acidified with ultrapure nitric acid. 
 
Table 7.10: Characteristic of water samples 
Determinant Type Volume [ml] Preservation method Laboratory 
Cation Filtered 250 Ultrapure nitric acid Natural History Museum-UK 
Anion Non-filtered 1000 Cool to between 4 C Sernageomin-Chile 
DOC Filtered 100 Cool to between 4 C Sernageomin-Chile 
 
Sediment samples were taken at the same location after the collection of the water 
sample. At each site, the sediment sample was composed of 10 sediment subsamples 
from an area of approximately 2 m2 of streambed using a stainless scoop. This was 
followed by wet sieving in ambient river water through a 2 mm mesh sieve. Sediment 
samples were stored in a 1 litre bottle previously rinsed with ambient river water. 
 
Quality Control Sampling 
The duplicates and blanks were collected, preserved, transported and documented using 
the same protocol as the rest of the samples. The location for duplicates was randomly 
selected, however, they were taken where the cation elements were expected to exceed 
detection limits (Mueller et al., 1997). Ten and 15 surface water samples were 
duplicated for the low and high flow campaigns repectively; and 8 sediment samples 
collected during the low flow campaign. The water duplicate sampling implied 
collecting two surface water samples in the same location separated by 15-20 minutes; 
and the sediment samples were collected upstream at a distance of 1-2 meters from the 
area where the first sample was collected. 
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Figure 7.10: Stream water and sediment sample locations. 
 
A balanced duplicate sampling design was carried out using a single sampler and a 
single protocol for the filtered and unfiltered cation analyses and for the sediments. A 
balanced design implies that each one of the field duplicates (D1 and D2; Figure 7.11) 
was analysed twice more in the laboratory. This is a cost-effective approach and it is 
usually used in the initial survey helping to discriminate the random error introduced by 
the geochemical background, sampling and chemical analysis. 
 
 
Figure 7.11: Design of the balanced surface water and sediment sampling. Modified from Lee and 
Ramsey (2001) 
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Blanks were collected to assess the potential contamination introduced during the field 
and laboratory handling. These water blank samples contained ultraclean deionised 
water that is intended to be free of the analyte of interest. Eight equipment blanks were 
collected to assess the potential contamination during the sample collection, filtration, 
preservation and transport during both the low and high flow season. Six blanks were 
collected along with the unfiltered samples to assess the potential of contamination 
from the sample handling, preservation and transport.  
 
7.3.2 Chemical Analysis Methods 
Once the samples were collected in the field, the anion and DOC water samples were 
sent to the Sernageomin laboratory (Chile); and cation trace-element water samples 
were sent to Natural History Museum laboratory (UK) for analysis. Anionic 
components (NO3, SO4, Cl, F) were determined using Dionex chromatography and 
DOC was analysed by a Shimadzu TOC-VCSH system. The detection limits for anions 
were 0.4, 0.3, 0.2 and 0.1 mg/L for NO3, SO4, Cl, and F, respectively; and were the 
same in the two campaigns. The sample identification was randomised to distribute any 
temporally systematic bias related to the analytical method, so any time-dependent 
errors that emerge from the analytical measurement is not seen as a pattern in the results 
(Reimann, 2008). 
To determine the dissolved cation concentration, filtered water samples were 
transferred to the analytical bottles and 28 cations were immediately analysed using the 
inductively coupled plasma atomic emission spectroscopy (ICP-AES) and inductively 
coupled plasma mass spectrometry (ICP-MS). 15 out of 28 cations (Al, As, Ba, Cd, Co, 
Cr, Cu, Li, Mn, Ni, Pb, Sr, Ti, V, Zn) were analysed by ICP-AES and ICP-MS; eight 
(Ca, Fe, K, Mg, Na, P, S, Si) by ICP-AE. For As, Cd, Co, Cr, Cu, Ni, Pb, Ti, V and Zn 
concentration from ICP-AES was provided as a guide only since ICP-MS has a better 
resolution for the filtered samples. Twelve and sixteen samples from the low and high 
flow season presented high concentration of Ca, Cu, Mg, or S; therefore, they were 
diluted in the laboratory. 
To determine the total cation concentration, the unfiltered water samples were prepared 
using the US-EPA Method 200.2 for total recoverable elements for groundwater, 
surface water, drinking water and wastewater (Martin et al., 1994). This method is not 
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suitable for gold (Au) and for sulphide (S). 50 ml of water samples were transferred to 
the Teflon tubes and one milligram of nitric acid and hydrochloric acid were added to 
the samples. Then they were placed in the beaker for digestion at 85°C avoiding boiling 
the samples. Once the volume was reduced to 10 ml, they were allowed to cool down 
and transferred into volumetric flasks, adding 15 ml of ultrapure deionised water. The 
flasks were left overnight in order to particulate material to settle down and to have a 
clear sample. Subsequently, the prepared samples were transferred to the ICP tubes. 
The detection limits for the total or unfiltered samples are presented in Appendix B, 
Table B.1. 
Sediment samples were air-dried at 25° C. Three main fractions were separated from 
the original sediment after the samples were disaggregated in a pestle: (1) bulk fraction 
(< 2 mm) which was ground using a TEMA agate mill, (2) fraction < 0.180 mm (80 
mesh sieve) and (3) fraction < 63 µm (230 mesh sieve). Firstly, 0.25 grams of sediment 
sample was digested with 4 ml of nitric acid (70% w/w) and 1 ml perchloric acid (60% 
w/w) in a test tube and was heated at 195 ºC on a hot block for 24 hours until 
evaporation. Consequently, 2 ml of hydrochloric acid (36% w/w) was added to the 
remaining sample and heated at 60 ºC for two hours. Finally, the sediment samples 
were ready for analytical analysis after they were mixed with 8 ml of deionised water 
and centrifuging. Sediment samples for the three fractions were analysed by ICP-AES 
in the Natural History Museum laboratory in London, obtaining 27 cations analyses. 
The detection limits for the cations were the same for all the fractions and are presented 
in Appendix B, Table B.2. 
 
7.4 Additional Data 
7.4.1 External Water Quality Database 
The historical water quality database of the Rapel River Basin was compiled from 
eleven information sources (Table 7.11). Figure 7.12 shows the spatial distribution of 
the external monitoring stations. The governmental regulatory agency related to water, 
Direccion General de Aguas Chile (DGA), and El Teniente-Codelco mine regularly 
analysed several water parameters from 1980 and 1998, respectively (in Appendix B, 
Table B.3).  
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Table 7.11: Information of the historical databases used in this research project. 
No. Monitoring Stations  
Data Source Year Monitoring Frequency 
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DGA 1980-2002 
Monthly/ 
Quarterly 7 1 - 2 - 3 2 - 3 2 1 21 
Codelco 1998-2008 Quarterly 5 8 1 - - - - - - - - 14 
Dames & 
Moore 1993 Puntual  4 - - 1 - 1 1 - 2 1 - 10 
Cenma 1999 Twice - - - - - - - - - 2 - 2 
Arcadis 2000 Quarterly 30 1  1 1 - 1 - - - - 34 
Essel 2002-2003 Quarterly 10 1 - - - - - - - - - 11 
Uchile 2003 Puntual  2 19 - - - - - - - - - 21 
Cade-Idepe 2003 Puntual  2 1 - 1 - - 1 - 1 1 - 7 
Eula 2003 Quarterly 1 - - - - -  - 1 2 1 5 
Hydroambiente 2004-2005 Quarterly - - - - - - 2 3 6 - - 11 
Uchile 2007 Punctual  - - - - - - - - - 1 1 2 
 
The compiled external dataset contained 59 variables (Table 7.12) and 3537 
observations. The dissolved organic carbon (or total organic carbon) and alkalinity (or 
HCO3) are rarely measured in the historical data; and major elements are not measured 
regularly by DGA. The biological oxygen demand (BOD5) and coliform bacteria is 
usually analysed as a sanitary indicator. Although DGA’s database was the largest 
database, it presented high numbers of missing data and the quality control information 
(e.g. precision or accuracy) is unknown. For this reason, the compiled database was 
used with caution as a reference only. 
 
Table 7.12: Variables of the external dataset 
Ag Ca DOQ Mn ** Pb * Sr 
Al * Cd F Mo ** pH TDS 
Alkalinity Cl Fe ** N org PO4 Temperature 
As * Co Flow N total SAR TOC 
B * CO3 Hardness Na S Fecal Coliform 
Ba Conductivity HCO3 NH4 Sb Total Coliform 
Bd Cr * Hg Ni * Se TSS 
Be Cu ** K NO2 Si V 
BOD5 Cyanide Li * NO3 Sn Zn ** 
Br DO Mg P SO4  
* total and dissolved concentration. ** total, dissolved, suspended and particulate concentrations 
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Figure 7.12: Spatial distribution of external water quality data 
 
7.4.2 Land Use and Geology Data 
The land use and geology information were related to each sampling point through the 
delineation of the surface water sourceshed with a 50×50 m (horizontal) × 1 m vertical 
digital elevation model data (DEM). A sourceshed was defined as the total area that 
contributes to a selected sampling point (Wayland et al., 2003). The terrain processing 
tools from Arc Hydro (Maidment, 2002) were used to calculate the drained area 
corresponding to each sampling point, filling the small sinks in the DEM with the Fill 
Sink command and creating a raster drainage network with the command Flowdirection 
and Flowaccumulation. With these grids it was possible to create a grid of stream 
segments with unique identification using the Stream Definition and Stream 
Segmentation commands. A classified grid with cell values that indicate to which 
catchment each cell belongs was created with the command Catchment Grid 
delineation. Finally, the watersheds associated with each sampling point were defined 
using the Bach Watershed Delineation command. The latter grid was converted to a 
polygon file for subsequent analysis. Figure 7.13 shows the final watershed for each 
sampling point. 
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Figure 7.13: Nested watersheds delimitation according to the sampling points 
 
The land use (Figure 7.9), geology (Figure 7.7) and slope (Figure 7.14) layers were 
intersected with each watershed to calculate the area of the classes in the individual 
watershed. According to Universidad Austral de Chile et al (1999), seven large units of 
land use types can be distinguished in the Rapel River Basin (Figure 7.9): (1) urban and 
industrial land; (2) agricultural land, which is located at the Central Depression; (3) 
prairies and scrublands, which include pasture lands; (4) forest, which includes native 
forests, second-growth native forests, old-growth forests, adult trees and plantations 
with young and adult trees; (5) wetlands; (6) lakes and snowfields and (7) bare soil, 
which is located principally in the high mountain areas. This classification was based on 
map at 1:250.000 scale. It was assumed that the land use types have not experienced 
much modification during recent years and did not change during the sampling 
campaigns.  
The geology units presented in Figure 7.7 were classified in nine main classes 
according to the spatial extension and composition: (1) Farellones Formation; (2) Coya-
Machali Formation; (3) Colon-Coya Complex; (4) Marine sediment rocks, which 
include Baños del Flaco Formation, Rio Damas Formation and sequences of continental 
and marine sediments; (5) Intrusive of the Main Cordillera, which consist of Neogene 
instrusive, granitoids, monzodiorite and diorite rocks and the El Teniente Plutonic
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Figure 7.14: Slope map of the Rapel River basin. 
 
Complex; (6) sequence of sedimentary-volcanic rocks, which is formed by Lo Valle 
Formation, Hojuela Formation and continental and marine rocks; (7) granitoid and 
monzodiorite rocks of the Coastal Range, which were formed by monzogranodiorite, 
granitoids, porphyric andesitic-rhyolite, diorite and monzodiorite; (8) quaternary 
alluvial, fluvial and wind deposits; and (9) Others, such as lakes and ice cover. Then the 
percentage of the six and nine classes of land use and geology, respectively, was 
calculated in each nested watershed in order to use them in the statistical analysis 
presented in Chapter 10. 
 
7.4.3 Copper Chronic Toxicity Data  
The copper aquatic effect database was obtained from the voluntary Risk Assessment 
Report (VRAR; European Commission, 2008) and from De Shamphelaere et al. (2003; 
2006). The original database from VRAR was compiled from literature and the relevant 
and high quality data were included in the final database. This database contained 139 
individual chronic toxicity data for 27 species, covering full life stages. Since the full 
chemistry of each chronic data gathered from the Cu VRAR (2008) were not 
completely available, a subset of this database with full chemistry (DOC, pH, Ca, Mg, 
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Na, K, SO4, Cl, alkalinity) was compiled for 154 chronic copper concentrations for 29 
species. The full chemistry was required to carry out what is called “full normalization” 
using the algae, invertebrate and fish BLM, which is presented in Chapter 11. 
 
7.5 Summary 
This chapter presented the description of the principal characteristics of the Rapel River 
Basin, the environmental sampling and the complementary data collected for this 
research. The Rapel River Basin is an interesting case study since different natural and 
industrial processes, such as copper mining and agriculture, coexist in the catchment 
and contribute to change the water quality of the surface waters. The Cachapoal River, 
Tinguiririca River and Alhue River Basins illustrate different hydrological, geological, 
climatic and industrial features, which is attractive for the development of a robust 
water quality and risk assessment methodology, the aim of the PhD. The environmental 
sampling was the initial step of the research framework and considered stringent 
sampling protocols and quality control procedures. Additional information was also 
gathered for the subsequent steps of the research framework. Categorical information 
obtained from geological and land use maps were processed to be used in the 
environmental characterisation and the compiled toxicity data was considered in the 
bioavailability and toxicity assessment and the copper risk characterisation. 
 
Having presented the case study region and the environmental sampling, the following 
chapter describes the quality control assessment of the environmental samples in order 
to identify parameters with high variability or uncertainty and to quantify the potential 
contamination of the samples collected. 
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Chapter 8 Data Reliability Assessment  
8.1 Introduction  
This chapter presents the reliability assessment for the samples collected during the two 
field campaigns. The collection of duplicates and blank samples is required in order to 
control and quantify the level of uncertainty in the data collected. The main objectives 
of the quality assurance and quality control analysis (QA/QC) are to: (1) provide 
information on the variability and usability of the data; (2) indicate field sampling or 
laboratory errors; and (3) provide the basis for future validation and use of the 
analytical data in order to interpret the results correctly. When the parameters present 
high uncertainty or exceed the minimum precision requirements, they should be 
excluded or used with caution in subsequent analyses to secure more stable results. 
 
8.2 QA/QC Methods Used 
The statistical analysis of the quality control samples was carried out through specific 
scripts written in R (R Development Core Team, 2008). Most of the figures and tables 
from the quality control analyses are presented in Appendix C. 
 
8.2.1 Blanks 
The relative proportion of the blank mean to the water median (Eq. 8.1) and the box-
plots were used to assess the level of sample contamination. The median of the field 
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data was selected because the distributions of the environmental parameters usually 
present strong positive skewness due to outliers.  
 (8.1) 
 
8.2.2 Systematic Error 
The bias or systematic error of the laboratory analysis method for the sediment samples 
was assessed using two in-house reference materials with high and low metal 
concentrations (HRM1 and HRM2, respectively). They were placed in random 
positions within the sediment samples batch analysed. The recovery of the true value 
was calculated using the following equation: 
 (8.2) 
where X is the mean of the true concentration and Y the measured concentration. The 
measured values should fall within the 100% ± 30% (Alpers et al., 2001). 
 
8.2.3 Analytical Precision  
The analytical precision was estimated by analysing the water duplicates. The precision 
can be estimated by calculating the relative percentage difference (RPD, Eq. 8.3) or by 
checking the control chart known as the Thompson plot (Thompson and Howarth, 
1976). This graph was constructed with the absolute difference between duplicates 
against the mean of the duplicates and lines with predefined precision (usually 10-20%) 
were drawn with a 95% confidence limit. All those parameters with samples above 
these lines present poor precision. The Thompson plots were performed using the 
scripts developed by Garrett and Grunsky (2003). 
 
 (8.3) 
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8.2.4 Decomposition of the Variability  
In order to determine the source of variability and uncertainty due to the sampling 
method, the duplicate samples were analysed using ANOVA to separate the three 
components of the total variance in the balanced duplicate design: the geochemical, the 
sampling and the analytical variability. Because the classical ANOVA is strongly 
affected by extreme values, robust ANOVA was preferred for use in the water and 
sediment duplicate samples (Ramsey et al., 1992; Thompson, 1992). The concentrations 
for Al, Ba, Li, Mn, Sr and Ti measured by ICP-AES and ICP-MS in the water samples 
were considered for this analysis. Variables with values below the detection limit were 
not included. Mo in the three sediment fractions was not included in this analysis due to 
the concentration being below the detection limit. 
Two criteria had been established to evaluate the appropriate level of variability. The 
first criterion ascertains that the measurement variability (sampling and analytical) 
should not exceed more than 20-30% of the total variability, Eq. 5.4 (Ramsey et al., 
1992; Thompson, 1992); then the measurement can represent clearly how the parameter 
varies across the different types of water and sediments. It is necessary that 
experimental noise due to sampling and analysis does not obscure the true geochemical 
variation. The map and interpretation of the water or sediment with measurement 
variability within up to 20% - 30% of the total variability is considered reliable. 
However, the maps and interpretation of the water or sediment with measurements of 
higher than a 20% total variability become less reliable and they should be treated with 
caution in statistical analysis. The second criterion ascertains that the analytical 
variability should not exceed 4% of the total variability (Eq. 5.5), so the chemical 
analysis is not a limiting factor for the measurement. 
 
8.2.5 Difference in Analytical Techniques 
An additional tool to check the quality of the data is to compare the measurements with 
different analytical techniques for the same elements (McCleskey et al., 2004; Zhang 
and O'Connor, 2005). When these measurements are within 10% of each other in a 
graph, they are considered to be within the error of the analytical technique. 
Al, Ba, Li, Mn, Ni and Sr were studied to check the difference in concentrations of ICP-
AES and ICP-MS. Although As, Cd, Co, Cr, Cu, Ni, Pb, Ti, V and Zn were measured 
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by both analytical methods, the results from the ICP-AES is only a guide because ICP-
MS has a better resolution. The pairs with concentrations below the detection limit (DL) 
were not included in the analysis. The statistical Wilcoxon test was used to determine 
the difference between the two analytical techniques for the filtered and unfiltered 
surface water samples. This non-parametric test was preferred instead of the parametric 
t-test because environmental data usually do not follow a normal distribution (Reimann 
and Filzmoser, 2000). The null hypothesis was that the median of the difference 
between the pairs of concentrations by different analytical methods is zero.  
Furthermore, the comparison between the two analytical methods can be carried out 
through the relative percentage differences to identify suspicious samples using the 
following equations (Zhang and O'Connor, 2005): 
 
(8.4) 
 
 
(8.5) 
where AES was the concentration measured by ICP-AES and MS the concentration 
measured by ICP-MS. Large difference (greater than 50%) for the RPDs may indicate 
that something wrong occurred with one or both methods. 
8.2.6 Comparison between Filtered and Unfiltered Water Quality Data 
Unfiltered samples give the total concentration of a parameter in the water, which 
include the suspended particles and the dissolved fraction concentration; while filtered 
samples give the dissolved concentration defined operationally as any substances that 
pass a 0.45 µm membrane filter. The total concentration should be greater or equal to 
the dissolved concentration. However this assumption is not always met due to the 
sample preparation and analysis processes, because they may cause the total 
concentrations to be lower than the dissolved concentration.  
The standard criterion to validate the unfiltered samples is that the absolute percentage 
difference of the dissolved concentrations to unfiltered concentration is less than 20%, 
if both concentrations are greater than 10 times their detection limits; or 50% if both 
concentrations are less than 50% of their detection limits (Alpers et al., 2001).  
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8.2.7 Charge Imbalance 
Filtered cation samples and unfiltered anion samples were checked for the charge 
imbalance using PHREEQC 2.5 (Parkhurst and Appelo, 1999) with the PHREEQC 
database. This procedure represents a quick assessment of the quality of the water 
chemistry data. 
 
8.3 QA/QC Assessment of Sample Analysis Results 
8.3.1 Blank Samples Evaluation 
The blank samples were used to evaluate the potential contamination introduced during 
the sampling and the analytical processes. Ten and nine parameters presented 
concentrations in the blanks collected together with the filtered surface water of the low 
and high flow season, respectively (Appendix C, Table C.1). Fourteen and eleven 
parameters in the unfiltered and filtered blanks presented concentrations higher than 
their detection limits (Appendix C, Table C.1).  
 
Cation Blank Water Samples 
The unfiltered water cation blanks showed more parameters with detectable 
concentrations than the filtered water cation blanks, probably because their preparation 
involved more sample handling and, therefore, would enhance the chance of random 
contamination. The unfiltered water cation blanks from the low flow campaign were 
more affected by contamination than the high flow campaign blank samples. 
Negligible contamination for Ca and Mg was found in the filtered and unfiltered cation 
blanks (Figure 8.1). Similarly, minor contamination was found for Mn, Ni and Ti in 
filtered cation blanks; Mn and Mo in unfiltered cation blanks collected during the low 
flow; and Al (measured by ICP-AES) and V in filtered cation blanks and Fe and Mn in 
unfiltered cation blanks collected during the high flow campaign.  
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Figure 8.1: Box plot showing the calcium concentration in blanks (grey) and filtered and unfiltered water 
samples (white). FLF and UNF mean filtered and unfiltered samples collected during the low flow 
season, respectively; and FHF and UHF mean filtered and unfiltered samples collected during the high 
flow season, respectively. * represents the arithmetic mean 
 
It is interesting to notice that the filtered low flow cation blanks presented 
concentrations of gold, while in the field water dataset presented values less than the 
detection limit (Table C.1). This effect was not seen in the high flow campaign. Au is 
scarce in the environment, meaning that the level of Au in the water blanks may 
indicate a contamination from the analytical procedure (e.g. ICP-MS). 
The elements that showed a small overlap (less than 10%) between blank mean and 
field median were the filtered low flow Al (ICP-MS); filtered high flow Cu; the 
unfiltered low flow Al (ICP-AES), Fe and Ti; and the unfiltered high flow Al (ICP-
AES), Cu, Li and Ti. The unfiltered low flow Cu presented marginal contamination. 
This could be due to the low level of Cu in the water and/or due to the abundance of Cu 
in the environment that was available to cause contamination (Benoit et al., 1997). In 
addition, the filtration capsules might affect the Al, Fe and Cu concentrations 
(Horowitz, 1997). Nevertheless, the contamination of these elements was marginal; 
therefore, they can be used to interpret the water. 
Cr in the unfiltered and in the high flow filtered blanks; and Zn in filtered and in 
unfiltered blanks showed significant contamination. Zn concentrations in the blank 
were in the range of the concentration in the field waters (Figure 8.2). Probably the field 
equipment, such as the water sampler and peristaltic pump, were not cleaned well 
enough which may have contributed to the levels of Zn; or the sample preparation in the 
laboratory could also contribute Zn in the blanks. Therefore, both Zn and Cr 
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concentrations in field samples cannot be distinguished from contamination (present in 
blanks), making it difficult to interpret the field data. 
 
 
Figure 8.2: Box plot showing the zinc concentration in blanks (grey) and filtered and unfiltered water 
samples (white). FLF and ULF mean filtered and unfiltered samples collected during the low flow 
season, respectively; and FHF and UHF mean filtered and unfiltered samples collected during the high 
flow season, respectively. * represents the arithmetic mean. 
 
Anion Blank Water Samples 
Five and four blank samples were collected to assess the potential contamination of 
anions during the low flow and high flow campaigns, respectively. SO42-, Cl- and NO3- 
were detected in two out of four low flow blanks, but their concentration contributed 
less than 1%, 1.6% and 6% to the water median, respectively. Cl- and HCO3- were 
detected in three out of five high flow blanks, but their contributions were less than 7% 
to the field water samples. Therefore, the contamination was marginal for these 
elements and they can be used for interpretation of the surface water. 
Two blanks were collected for DOC during the low flow campaign. The DOC 
concentration in blanks was 0.33 mg/l, while the median of the field data were 1.99 
mg/l, so the potential contribution of the blanks was 17%. Similarly, the three blanks 
for DOC collected during the high flow campaign were 15% to the field data, blank 
concentrations were around 0.30 mg/l while the field data was 2.2 mg/l. These 
relatively high contributions can be a result of the low level of DOC in the field 
samples. Therefore, DOC should be used with caution for the interpretation of the 
surface water. 
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Laboratory Blank Sediment Samples 
Three blanks were analysed along with the sediment samples. Since the cation 
concentrations in sediments are several magnitudes above the detection limit, they 
contributed less than 5% to the mean of the data for all the fractions (Appendix C, 
Table C.2).  
 
8.3.2 Systematic Error evaluation for Sediment Samples 
The recovery values for the two HRMs are presented in the Appendix C, Tables C.3 
and C.4. Ag, Cd and Hg concentrations; and Hg concentrations were not available for 
HRM1 and HRM2, respectively. Most chemical parameters were within the control 
limits with the exception of Cu, Li, Na and Sr from the HRM1 and Ba from HRM2. The 
high recovery values for Cu, Li, Na and Sr recovery results from the HRM1 may be an 
effect of potential contamination of the reagents used in the digestion. This effect was 
not detected in HRM2 because it had higher concentration than HRM1. The field 
samples presented high concentrations similar to HRM2, therefore, the accuracy of the 
method is considered good. 
 
8.3.3 Analytical Precision  
Analytical Precision for Cations in Stream Water  
The duplicates were first visually screened to check the range of concentration for 
different parameters. The duplicates with concentrations below the detection limit for a 
given parameter were omitted from the analysis. Two conclusions can be deduced from 
this analysis: the analytical precision of the filtered samples was better than the 
unfiltered samples; and secondly, there were duplicates that were outliers for the rest of 
the duplicates. In the low flow sampling, two duplicates presented higher 
concentrations (duplicate No. 4 and 10), which were collected randomly at the Coya 
River after the Barahona Stream and at the Cachapoal River after the Coya River. These 
two duplicates were affected by discharge from the mine. Similar to the low flow 
sampling, three duplicates were considered as outliers during the high flow season 
(duplicate No. 1, 5 and 11), which were collected at the Coya River downstream from 
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El Teniente mine, Alhue River and Caren Stream downstream from the Caren tailing 
impoundment. 
The analytical precision of water duplicates, as relative percentage difference (RPD), is 
presented in the Appendix C, Table C.5. The precision of the filtered samples was 
usually much better than the unfiltered samples. This phenomenon probably indicates 
the effect of more manipulation of the unfiltered samples since they were digested and 
diluted. Alpers et al. (2001) found that the dissolved concentration and colloidal 
concentration were more reliable than the unfiltered samples, since the total recoverable 
analysis is an incomplete chemical digestion. The parameters with more than 20% of 
variability were Al > Sr (ICP-MS) and Cr > As > Li (ICP-MS) for the filtered low flow 
campaign and high flow campaign, respectively; and Ni > Co > Li (ICP-MS) > Cu and 
Pb >> Ni for the unfiltered low flow campaign and high flow campaign, respectively.  
 
Figure 8.3: Thompson plot for filtered and unfiltered copper concentration in logarithmic scale. The 
dotted line represents 10% precision and solid line represents 20% precision. Those samples above this 
line present poor precision. 
 
The analytical precision for the all parameters was also evaluated using the Thompson 
plot. The precisions estimated using RPD and the evaluation of the Thompson plot were 
similar with the exception of Zn, Cu and Sr for the filtered samples. Cu concentrations 
  
 
162 
in the samples collected during the high flow showed 10 out of 30 samples above the 
20% lines while the precision estimated using RPD was as little as 3.5% (Figure 8.3). 
The same pattern can be seen for Zn (Figure 8.4), which showed more than half of the 
duplicates above the 20% precision line for the filtered high flow samples. The poor 
precision for the filtered samples during the high flow was probably an effect of the 
suspended particles. Since streams can easily erode sediment and rocks during the high 
flow season, the suspended particles might become abundant, changing the composition 
between duplicates (Horowitz, 1997). 
 
Figure 8.4: Thompson plot for filtered and unfiltered zinc concentration in logarithmic scale. The dotted 
line represents 10% precision and solid line represents 20% precision. Those samples above this line 
present poor precision. 
 
Analytical Precision for Anions in Stream Water  
The precision of the anion and other water parameters were studied from the field 
duplicates against a 20% control limit (Table 8.1). Similar to the filtered cation waters, 
the analytical precision of the low flow campaign was better than the high flow 
campaign. The presence of more suspended material during the high flow season might 
affect anion duplicates. This phenomenon may also affect the nitrate concentration. 
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Only DOC showed a precision higher than 20% during the low flow campaign (Figure 
8.5). The rest of the parameters met the 20% target (e.g. SO42- in Figure 8.5). 
Table 8.1: RPD precision (%) for anions and field parameters from field duplicates. 
Campaign Alk Cl Cond DOC F Hardness HCO3 NO3 SO4 TDS 
Low Flow 3.84 8.61 0.46 25.76 9.15 3.71 3.66 8.83 4.88 3.84 
High Flow 11.71 21.41 11.55 19.68 - 10.95 11.71 42.81 7.57 13.16 
 
 
Figure 8.5: Thompson plot for sulphate and dissolved organic carbon (DOC). The dotted line represents 
10% precision and solid line represents 20% precision. Those samples above this line present poor 
precision. 
 
Analytical Precision for Sediments 
The cation analytical precision for the three sediment fractions is presented in the 
Appendix C, Table C.6. Hg was only detected for the fraction < 0.180 mm. The 
elements that showed poor precision against the 20% control limit were Ag for the 
fractions < 2 mm and < 0.180 mm; and Mo for the fractions < 0.180 and < 63 µm. The 
rest of the elements achieved a precision less than ± 20% with a 95% confidence limit. 
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When evaluating the sediment precision with the Thomson plots, it was found that most 
of the cations showed a precision higher than 20% and even higher than 10% (e.g. Cu in 
Figure 8.6). The exceptions to this were Ag, As, Cd and Mo that presented precision 
higher than 20% for the three sediment fractions. Cr in fraction < 2 mm and < 0.180 
mm; and Hg in fraction < 0.180 mm were also out the control limit of 20%. Ag, Cd, Mo 
and Hg concentrations were close to the detection limits. 
 
Figure 8.6: Thompson plot for As and Cu concentration in the three sediment fractions. The dotted line 
represents 10% precision and solid line represents 20% precision. Those samples above this line present 
poor precision. 
 
8.3.4 Decomposition of the Variability  
Variability in Water Samples 
Tables C.7 to C.10 (Appendix C) present the results from the robust ANOVA using the 
water duplicates. Figure 8.7 and Figure 8.8 show the relative contribution of the 
geochemical, sampling and analytical variability to the total variability. The filtered 
duplicates presented fewer parameters that exceeded the 20% criterion (Eq. 5.4) than 
the unfiltered duplicates. Table 8.2 summarises the cations that did not meet the 20% 
criterion and they were categorised in two groups: those with measurement variability 
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between 20 - 30% of the total variability and those above 30% of the total variability. 
The measurement variability of K, Na and Mg marginally exceed 20% in the unfiltered 
database. All those elements above the 30% criterion, such as Zn and Co in the high 
flow campaign, are treated with caution in subsequent statistical and speciation 
analysis. 
 
 
Figure 8.7: Relative variability of water quality parameters due to the sampling and analysis method used 
with respect to their total variability for the filtered low and high flow sampling campaigns. 
 
Unfiltered duplicates showed more parameters out of control than the filtered ones 
when analytical variance was compared to the total variance, 4% target (Eq. 5.5). This 
may be because more manipulation was involved in their preparation. Major elements, 
such as K, Mg, Na, Ca, Ba; and trace element Cd, Cr and Zn were considerably affected 
by the analytical process in unfiltered samples. The analytical variance of the filtered 
low flow sampling campaign duplicates were in control for all the parameters, while 
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during the high flow season, the analytical variance exceeded 4% for Zn, Ni and Al. 
The analytical variability contributed to more than 20% of the measurement variance 
for Cr in the unfiltered low flow samples; and Zn in the filtered high flow samples. This 
indicated that the analytical variance is a limiting factor in the measurement. Increasing 
the analytical precision for these parameters can usefully reduce the analytical variance.  
 
Table 8.2: Water parameters with measurement variability higher than 20% of total variability. 
Dataset, campaign 0.2 S2total < S2meas < 0.3 S2total S2meas  > 0.3 S2total 
Filtered, low flow - Cr, Ti (ICP-MS) 
Filtered, high flow - Zn, Co 
Unfiltered, low flow K, Mg, Na Cr 
Unfiltered, high flow Ba, K, Mg, Ni Cr,  Li (ICP-AES) 
 
 
 
Figure 8.8: Relative variability of the water quality parameters due to the sampling and analysis method 
used with respect to their total variability for the unfiltered low and high flow sampling campaigns. 
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High analytical variance can be found in duplicate analysis due to a very low sampling 
variance (homogenous media) or due to the imprecision of the analytical method. When 
the duplicate samples are homogenous in composition, the analytical variance can be 
considered as an experiment artifact (Clark and Lewis, 1997; Dong et al., 1998). 
Additionally the sampling location may increase the uncertainty and the variability of 
the parameters (Ramsey et al., 1992). 
Because the analytical precision was higher than 20% for most of the studied 
parameters, the field design of 15-20 minutes and 1-2 meters of separation scale 
between duplicates may not reflect the uncertainty of the measurement since the water 
can be considered homogenous. Due to this, the sampling variance was close to zero for 
the filtered samples and for the low flow unfiltered samples (high analytical variance). 
Only the unfiltered high flow samples present higher variability for the sampling 
variance, probably because there were more suspended materials that can transport 
cations making the water a more heterogeneous media. 
 
Variability in Sediment Samples 
Tables C.11 to C.13 (Appendix C) present the results from the robust ANOVA using 
the sediment duplicates. Ag, Mn, Pb and V were out of the target limit of 20% for all 
three fractions (Table 8.3). Ag and Mn were affected by the analytical processes, while 
Pb and V were affected by the sampling procedure. The cations with measurement 
variability higher than 20% of the total variability are presented in Table 8.3. 
Table 8.3: Sediment parameters with measurement variability higher than 20% of the total variability. 
Sediment Fraction  0.2 S2total < S2meas < 0.3 S2total S2meas > 0.3 S2total 
< 2 mm fraction analytical 
sampling 
As, Cu, Na, Ni Ag, La, Mn, Pb 
Fe, P, V 
< 0.180 mm fraction analytical 
sampling 
Mn, P 
Na 
Ag, As, Co, Hg 
Cr, Fe, Pb, Ti, V 
< 63 µm fraction analytical 
sampling 
Mn 
Cr, Pb, Ti 
Ag, Cd 
Co, Ni, V, Zn 
 
The proportions of the analytical variance to the measurement variance were higher 
than the 20% target with the exception of V (< 2 mm and < 63 µm fractions), Fe (< 
0.180 mm fraction) and Zn (< 63 µm fraction). The dominance of the analytical 
variance over the sampling variance may be a result of the sampling design, because the 
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distance between samples or the number of composites were not enough to show the 
geochemical variability. 
 
8.3.5 Difference in Analytical Techniques 
The ICP-AES and ICP-MS Mn concentrations were close to the equal concentration 
line for the four datasets (Appendix C, Tables C.15 and C.16), although some pairs 
were outside the 10% variability lines (Figure 8.9). However, the Wilcoxon rank sum 
test showed significant differences for the filtered Mn concentrations at a 95% 
confidence level (p-value less than 10-10; Appendix C, Table C.19). The filtered low 
flow Sr measurements met the criterion of 10% variability, while the filtered high flow 
concentrations were significantly different. Ni concentrations were measured for only 
10 samples using both analytical methods, they were in agreement with the criterion but 
it was not possible to evaluate the performance for Ni measured by ICP-AES because 
most of the measurements were below the detection limit. 
 
Figure 8.9: Comparison between manganese concentrations determined by ICP-AES and ICP-MS. Black 
dashed lines and blue dotted lines are ± 10% and ± 50% variability from the equal concentration line, 
respectively. 
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The Li concentrations determined by the ICP-MS were systematically higher than the 
ICP-AES with p-values close to zero (Appendix C, Table C.14). Only the unfiltered 
concentrations from the high flow campaign were within the 10% variability (p-value 
equal to 0.9, Figure 8.10). Similarly, the Al concentrations measured by ICP-MS were 
higher for the filtered low and high flow samples. Interference in the matrix sample 
using ICP-MS could lead these discrepancies in Al and Li concentration between the 
analytical methods. It has been reported that the Li measured by ICP-MS is prone to be 
affected by the memory effect (Stotesbury et al., 1989), which happens when Li salts 
deposit in the instrument influencing subsequent measurements. 
Taking this comparison into account, the concentration measured by ICP-AES for Al, 
Ba, Li, Mn and Sr; and Ni measured by ICP-MS was considered in the subsequent 
statistical analyses.  
 
Figure 8.10: Comparison between lithium concentrations determined by ICP-AES and ICP-MS. Black 
dashed lines and blue dotted lines are ± 10% and ± 50% variability from the equal concentration line, 
respectively. 
 
The samples with higher differences were those with higher conductivity and metal 
concentrations, such as the El Teniente mine water, Barahona Stream after the tailings 
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impoundments, the Coya River, the Cachapoal River after the Coya River, Alhue River 
and the Tinguiririca after the hydrothermal hot point. 
8.3.6 Comparison between Filtered and Unfiltered Water Dataset 
According to the behaviour of the exceedance to the equal concentration, the cations 
can be divided in four categories (Table 8.4). The elements from Group 1 presented 
higher concentrations for the filtered samples than the unfiltered samples. Based on the 
assumption that unfiltered samples include the dissolved and particle concentration, this 
may be an artifact of the chemical digestion methods that probably were not enough to 
dissolve all the particles; or some elements might be lost during the digestion by 
volitisation (e.g. As, Figure 8.11). The unfiltered concentration of these cations should 
be used with caution for any subsequent analysis. 
 
Table 8.4: Cations grouped according to the behaviour exceeding 50% of the equal concentration line  
Group Concentration Low Flow High Flow 
1 Unfiltered < 80% Filtered As, Cd, Co, Ni - 
2 Unfiltered = 80 -120%Filtered Ca, K, Li, Mg, Na,  
Sr, Mo, Sb 
Ca, Li, Na, Sr 
3 Unfiltered > 120% Filtered Ba,  Mn, P, Si, V, Zn As, Cd, Co, K, Mg,  
Mo, Ni, P, Sb,  
4 Unfiltered > 2 x Filtered Cu Ba, Mn, Ni, Si, Zn 
5 Unfiltered > 5 x Filtered Al, Cr, Fe, Pb, Ti Al, Cr, Cu, Fe, Pb, Ti, V  
 
The major cations of the low flow campaign; and Ca and Na of the high flow campaign 
presented similar concentrations in the unfiltered and filtered waters (Group 2), 
indicating that they may not be associated with the suspended particles (Ziegler et al., 
1997). The shift of K and Mg to Group 3 in the high flow campaign may be a result of 
the measurement variability in the unfiltered samples (Section 8.3.4). These cation 
filtered concentrations can be used for subsequent analyses because they presented less 
measurement variability and better precision. 
Most of the inorganic cations presented higher unfiltered concentrations (Group 3, 4 
and 5), indicating that they associated with the suspended particles. The cations in 
Group 5 presented unfiltered concentrations five times higher than the filtered 
concentration. The blank Cr concentrations were similar to the field sample 
concentration (Section 8.3.1), indicating that contamination may increase the difference 
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between unfiltered and filtered concentration. With the exception of Cr and Zn, the 
unfiltered concentrations may be used for exploratory analyses and speciation analysis. 
 
Figure 8.11: Comparison between unfiltered samples (total concentration) vs. filtered samples (dissolved 
concentration) for As-group 1; Ca-group 2; and Cu group 3.1. Blue dashed lines represent 20% RPD, red 
dashed line represents unfiltered samples that were twice that of the filtered concentrations; and red 
dotted line represents unfiltered samples that were five times higher than filtered concentrations. 
 
8.3.7 Charge Imbalance  
Two and 17 surface water samples from the low flow and high flow campaign, 
respectively, exhibited charge imbalance (CI) greater than 10% (Figure 8.12) indicating 
that the cations contribute more than the anions. The two water samples from the high 
flow season presented CI less than 10% indicating that anions became more abundant 
than cations. The samples collected during the low flow campaign performed better 
than the high flow campaign. 
The imbalance in the stream water samples of the two campaigns may be a cause of two 
factors: the suspended particles in anion samples and exclusion of the organic matter in 
the calculation. The presence of suspended particles in the anion samples (unfiltered) 
can bind and precipitate cations or anions depleting the water from these parameters. 
This effect may be the cause of higher CI (20-30%) in theTinguiririca River samples 
during the high flow season.  
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The exclusion of the organic matter may be a main source of the charge imbalance. The 
three forms of the organic material are acid: humin, humic acid and fulvic acid, in 
which the fulvic acid is the more reactive. The organic material is negatively charged, 
becoming a significant component for the anionic charge when it’s concentration is 
high (VanLoon and Duffy, 2005). The higher charge imbalance (25-35%) in Claro 
River, Antivero Stream and the Cachaopal River may be a result of not accounting for 
the organic matter. 
 
Figure 8.12: Charge imbalance (%) for filtered surface water samples collected during the low flow 
season (left); and CI for filtered surface water samples collected during the high flow season (right).  
 
8.4 Conclusions 
Taking into account all the QA/QC analyses, the filtered cation samples (dissolved 
concentrations) were more reliable than the unfiltered cation samples (whole water); 
they showed less contamination, better precision and less measurement variability. 
Suspended particles may have a large impact on the anion samples and unfiltered cation 
samples, since cation and anions can bind to the suspended particles precipitating and 
changing the composition of the duplicate samples. This effect became important 
during the high flow season when suspended particles were abundant due to snowmelt 
and erosion. For the filtered samples, the suspended particles may be considered as a 
pollutant because the colloidal fraction can still pass the 0.45 µm filter and change the 
composition of duplicates. 
According to the complete QA/QC analyses, the chemical parameters can be classified 
according to their quality in two groups (Table 8.5). The suspicious parameters which 
should not be used in any subsequent statistical analysis methods, but can be used for 
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exploratory analysis, such as water quality profiles, as an indicator. The less reliable 
parameters can be used in subsequent statistical methods and any exploratory methods 
but with caution, since they could represent the measurement variability or 
contamination. 
Table 8.5: Classification of the parameter in accordance to their QA/QC performance 
Database Suspicious Less Reliable 
Stream Water    
Filtered low flow Cr, Ti, Zn DOC 
Filtered high flow Co, Cr, Zn  
Unfiltered low flow Cr, As, Cd, Co, Ni K, Mg, Na, Ca, Li, Sr, Mo, Sb 
Unfiltered high flow Cr, Li Ba, K, Mg, Ni, Ca, Li, Na, Sr 
Sediment   
Sediment < 2 mm fraction Ag, Fe, La, Mn, P, Pb, V As, Cu, Na, Ni 
Sediment < 0.180 mm fraction Ag, As, Co, Cr, Fe, Hg, Pb, Ti, V Mn, Na, P 
Sediment < 63 µm fraction Ag, Cd, Co, Ni, V, Zn Mn, Cr, Pb, Ti 
 
There were some considerations that should be taken into account when the results of 
the balanced duplicates design are interpreted. For instance, the sample location, the 
protocol for collecting the duplicates or the survey scale. The sampling location was 
selected randomly during the sampling, which could include some places with higher or 
lower parameter concentrations that affect the sampling variability and uncertainty and 
may not represent the average variability.  
The procedure to collect the samples could also affect the variability in duplicates.  The 
interval of 15-20 min and the 1-2 meter separation between duplicates produced low 
sampling variability because they can be considered homogenous. A greater time 
interval could produce more sampling variance. In addition, the balanced duplicate 
design has been carried out on a small scale (Ramsey and Argyraki, 1997), while the 
duplicates in this research were collected in an area of 11,675 km2.  
Despite these considerations, the balanced duplicate analysis was useful to distinguish 
amongst the source of the total variability due to the sampling. With the exception of Cr 
in filtered high flow and unfiltered samples; and Zn in filtered high flow, the 
interpretation of maps and statistical analyses using the cations can be carried out with 
confidence. Cr and Zn in filtered and unfiltered samples should not be used for 
subsequent analysis because they showed higher variability probably due to 
contamination and low concentration in the field samples.  
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The chemical digestion was a source of variability for the unfiltered samples together 
with the suspended particles. This was especially important for the As, Cd, Co and Ni 
unfiltered concentrations of the low flow samples. The major elements in the two 
seasonal periods presented similar concentrations between filtered and unfiltered 
samples, suggesting that the major elements did not bind to the suspended particles. The 
samples that exceeded the QA/QC criteria were samples taken after industrial 
discharge, such as the mine water, agricultural wastewater (Claro River), the tailing 
impoundments (Barahona, Coya and Caren tailings); or downstream from the 
hydrothermal hot spot in the Tinguiririca River.  
 
Finally, because one source of variability is also the data processing, one sample from 
the cation and the anion duplicates was randomly selected for the final dataset. Those 
duplicates that did not meet the control criteria of the previous analysis were not 
considered for the final dataset. 
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Chapter 9 Environmental Characterisation: Spatial 
and Temporal Trends 
9.1 Introduction 
This chapter presents the step of the environmental characterisation of the stream 
waters, which comprises a critical part of the research framework. The methodologies 
used in this step include univariate and multivariate statistical analysis tools, which are 
described in this chapter and in Chapter 10. Chapter 9 focuses on the identification of 
spatial and temporal trends of the water physico-chemical parameters; and the 
identification of the underlying geochemical processes of the research area, while 
Chapter 10 aims to analyse the relationships between the parameters and identify the 
potential pollutant sources in the research area.  
 
9.2 Methods Used in this Research 
The QA/QC discussed in Chapter 8 showed that the filtered cations were more reliable 
than the unfiltered cations, and therefore, they were used for the subsequent statistical 
analysis. The filtered dataset was divided into three groups: low flow campaign, high 
flow campaign and the combined dataset (low and high flow campaign). The unfiltered 
and external datasets were also used in some exploratory analysis for comparisons and 
as indicators. 
The initial water database contained 93 and 100 surface water samples for the low and 
high flow campaign respectively with 28 cations for the filtered and unfiltered samples, 
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6 anions and 8 field and laboratory parameters. Prior to any statistical analysis, the 
dissolved element variables (filtered) were transformed to the same unit (mg/L) to avoid 
bias on the results. Dissolved oxygen (DO) and temperature from the high flow 
campaign presented several parameters out of the range, although the field sonde was 
calibrated routinely. For that reason, these two parameters were not included in the 
statistical analysis. pH was transformed to H (mg/L) using Eq. 9.2, so it could be 
compared with the rest of the variables. 
 (9.1) 
 (9.2) 
The sodium absorption ratio (SAR) was used in order to reduce the number of variables 
in multivariate models, since it combines the sodium, calcium and magnesium 
concentrations (in milliequivalent) using the following formula: 
 
(9.3) 
The original sediment datasets contained 56 observations and 27 cations in bulk fraction 
(< 2 mm), fraction < 0.180 mm (80 mesh sieve) and fraction < 63 µm (230 mesh sieve). 
The final external dataset contained 59 variables (Table 7.12) and 3537 observations. 
However, not all observations had values for the same variables since the external 
dataset was compiled from different sources. The external water quality database was 
divided in three sub-sets, same as the research data: low flow season (autumn), high 
flow season (summer) and combined dataset (all seasons).  
 
9.2.1 Treatment of Censored Data and Missing Values 
Environmental samples usually present concentrations below the detection limit (DL) of 
the analytical methods, yielding left-censored datasets. Since metals or toxic substances 
can pose an environmental and human health threat even at trace level concentrations, 
the censored data should not be ignored or deleted from the dataset.  
Table 9.1 presents the percentages of the samples with concentration below the DL for 
the three filtered water datasets. Ag, Sn, Au, Pb, P, Cd, F were removed from the three 
filtered datasets since they presented more than 60% of the values below the DL. 
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Additionally, Al from the low flow campaign, Fe and Li from the high flow campaign, 
and Li from the combined dataset were also removed.  
Table 9.1:Proportion of observations below the DL in low and high flow filtered water database. 
% < DL   % < DL   
Parameter Low Flow High Flow Combined Parameter Low Flow High Flow Combined 
Ag 100 100 100 Fe 26.9 67 48 
Al 54.8 39 47 Li 43 59 51 
As - 17 9 NO3 10.8 19 15 
Au 100 100 100 P 73.1 82 78 
Ba - 1 1 Pb 78.5 83 81 
Cd 75.3 83 79 Sb 6.5 14 10 
Cl - 5 3 Sn 100 100 100 
Co - 1 1 Ti - 1 1 
Cu 37.6 - 18 V 4.3 1 3 
F 60.2 78 69         
 
 
Figure 9.1: Normal Q-Q plot for ROS model of Cu (37% DL values) and Fe (24% DL values), 
respectively for the low flow campaign. 
 
The variables with less than 40% of the DL were completed using the distributional 
approach or robust linear regression on order statistics (ROS, Section 5.3.1) to avoid 
losing important information. ROS considered the shape of the distribution of the 
measured data above the DL and fitted the DL values to these curves (Figure 9.1). The 
NADA package for R statistical software (Lee and Helsel, 2005) was used to carry 
ROS. 
Fe from the low flow campaign; and Al, As, Ba, Cl, Co and Ti from the high flow 
campaign; and Al and Fe from the combined set were filled using ROS. The water 
samples with Cu concentration below the DL value during the low flow campaign were 
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located in the upper part of the Cachapoal River; along the Pangal River downstream of 
the Paredones River; and along the Tinguiririca River. Precipitation of Cu aqueous 
complexes or binding copper to suspended sediments or organic matter could have 
driven the low levels of dissolved copper. 
Only HCO32- and alkalinity had missing values due to very low pH conditions, in which 
the carbonates cannot occur and be measured. In that case, the missing values were 
imputed with a very low value (equal 0.001 mg/L). 
Table 9.2: Proportion of values below the DL for the unfiltered water data sets. 
% < DL   % < DL   
Parameter Low Flow High Flow Combined Parameter Low Flow High Flow Combined 
Ag 41.9 70 56.5 P 29 17 22.8 
As 20.4 17 18.7 Pb 34.4 9 21.2 
Au 98.9 85 91.7 Sb 39.8 23 31.1 
Co 4.3 2 3.1 Sn 97.9 98 97.9 
Li 55.9 72 64.3 V 2.2 4 3.1 
Mn 2.2 - 1         
 
Table 9.2 shows the percentage of samples with concentration below the DL for the 
three unfiltered water datasets. Au and Sn were removed from the data set since they 
presented more than 80% of their values below the DL in the low and high flow 
datasets. Since the unfiltered concentrations were used as reference values to compare 
with the filtered values in the exploratory analysis, half of the DL value was used to 
replace the censored concentrations.  
Five cations, Ag, As, Cd, Hg and Mo, exhibited censored concentrations in the three 
sediment fractions (Table 9.3). Ag, As, Cd and Mo present relatively small to moderate 
proportions of values below the DL values; and therefore were completed using ROS.  
Table 9.3: Proportion of censored data in sediment data sets. 
 % < DL   
  < 2 mm < 0.180 mm < 63 µm 
Ag 5.36 1.79 - 
As 1.79 - 3.57 
Cd 14.29 26.79 8.93 
Hg 89.29 3.57 100 
Mo 26.79 8.93 8.93 
 
The detection limit values from the external dataset were previously reported at the 
value of the detection limit, which made it impossible to distinguish between the 
measured concentrations and imputed values. For that reason, the external dataset was 
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used as a reference only. Missing data were not included in any subsequent statistical 
analysis.  
 
9.2.2 Statistical data treatment  
The best transformation for the raw filtered variables was selected following an 
evaluation of the logarithm and Box-Cox transformation through a statistical test, 
density plot and Q-Q plot. After transformation, the three filtered database were 
standardised to zero mean and unit variance for multivariate analysis, using the robust 
version of z-transformation (median and MAD, Eq. 5.26), in order to retain the 
influence of the variables with small variations.  
Correlation matrixes and scatterplots were computed to assess the relationship between 
pairs of variables. When variables are too highly correlated, multicollinearity and 
singularity can affect the correlation matrix. With multicollinearity the variables present 
a very high correlation coefficient (above 0.9) and with singularity the variables are 
redundant because they are a combination of two or more variables (Tabachnick and 
Fidell, 2007). For that reason, those variables highly correlated were studied before the 
multivariate analysis. The Spearman correlation matrix was computed for the raw 
filtered database (Appendix D) and statistical tests were computed to evaluate if the 
relationships were significant. The correlation analysis using the external dataset was 
performed only for complete observation pairs. 
The complete filtered raw and transformed datasets were evaluated using the Turkey 
box plot in order to detect extreme values and single outliers. According to Turkey’s 
box plot, the outliers can be defined as the samples that are located beyond the whiskers 
of the box, which is constructed using the quartiles (Eq. 5.24 and Eq. 5.25). 
Robust methods, such as the minimum covariance determinant estimator (MCD, 
Rousseeuw and Van Driessen, 1999) were used to calculate the robust correlation 
matrix using 75% of the data where a maximum of 25% of outliers might be present 
without affecting the estimation of the correlation matrix. The Distance-Distance plots 
were performed to identify multivariate outliers. Multivariate outliers were assessed 
using packages mvoutlier and robustbase in R. 
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9.2.3 Geochemical evaluation  
The water samples were studied using the Piper diagrams in order to determine the 
water type according with the major cation and anions present. The external dataset was 
classified for the same seasonal periods as the research data set. 332 and 327 samples 
for autumn and summer were included in the analysis. 
The rivers with more than two sample points for at least one campaign were selected to 
carry out the profile analysis and are presented in Table 9.4. Neither water nor sediment 
samples were collected in the Cipreses River during the low flow campaigns. The Las 
Leñas River was not accessible during the high flow campaign.  
Table 9.4: Rivers selected for the profile analysis. 
No. Samples 
Rivers Low Flow 
Season 
High Flow 
Season Sediment 
Historical 
Monitoring 
Stations 
Cachapoal River 20 20 12 9 
Las Leñas River 4 - 2 - 
Los Cipreses Stream - 5 - - 
Pangal and Blanco Rivers 8 8 8 1 
Coya River 5 5 3 8 
La Cadena Stream 3 4 1 2 
Claro River 7 6 5 3 
Zamorano and Antivero Rivers 7 7 2 2 
Tinguiririca River 16 16 16 2 
Alhue River 5 7 1 2 
 
Historical external data was also evaluated to determine the geochemical pattern of the 
parameters that were not measured in this research project, such as BOD5, TSS, fecal 
coliform bacteria and PO4. 
 
9.3 Exploratory Data Analysis 
9.3.1 Summary Statistics  
The tables presented in Appendix D show the basic statistics summaries of the water 
and sediment research datasets and the external dataset. 
In general, the unfiltered trace concentrations (total concentration) were higher than the 
filtered trace concentrations (dissolved concentration). This difference can be a 
consequence of the unfiltered samples including suspended particles, such as 
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hydroxides and other complexes, which tend to bind and capture trace metal elements. 
The difference was more pronounced during the high flow period, probably because 
more surfaces and rocks were eroded and the river water could transport more materials 
(e.g. Al, Fe or Pb). 
Most of the research filtered water parameters presented higher concentrations during 
the low flow period rather than the high flow period (Appendix D). However, some 
parameters, such as Al, V or Pb did not follow this pattern, so higher concentrations 
were observed during the high flow season. The parameter seasonal behaviour changed 
depending on the river flow regime (Appendix D, Table D.2 and D.3).  
The major element concentrations in the filtered and unfiltered datasets were similar 
during the low flow and high flow campaign (Figure 9.2). This can be attributed to the 
suspended particles being mostly composed of hydroxides, which attract mainly metals 
and trace elements. Only NO3- concentrations from the research campaigns were higher 
than the concentration of the external database. The median of HCO3-, Ca2+, Mg2+, Na+, 
K+, Sr from the external dataset were similar to the research datasets. Conversely, SO42-, 
Cl-, Si and alkalinity contents were higher in the external dataset.  
 
Figure 9.2: Comparison of concentrations amongst filtered, unfiltered water research samples and 
external information during the low and high flow season. Red boxplots are from the low flow campaign, 
blue boxplots are from the high flow campaign and black is the external information. 
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Several factors may produce the lower major element and nutrient concentrations in the 
research datasets: better analytical instruments to measure environmental 
concentrations; better sampling procedures; improved waste water discharge systems 
(e.g. the treatment plants in Rancangua for domestic waters implemented during the low 
flow campaign) that have lead to reduced levels of major elements and nutrients during 
the research campaigns. These factors can also be the reason for the lower As, Co, Cu, 
Li, Mn, Mo and Ni concentrations in the filtered water dataset in comparison with the 
external information (Figure 9.2). 
The aquatic sediments are generally physically fractioned and the fine fraction is used 
to study the behaviour of the heavy metals due to the reduced variance of measured 
parameter levels that follows the reduced grain size. The Kruskal-Wallis tests indicated 
that most of the cation concentrations differed significantly amongst the three fractions, 
with the exception of five elements (Ca2+, Li, Mo, Na+ and Sr). This may suggest that 
the fine fractions do not contribute to these elements and for that reason the three 
sediment fraction medians are equal. For the rest of the cations, the parameter medians 
of the sediment fraction < 63 µm were the highest, as it was expected, the cation 
medians increased as the sediment grain- size decreased (Section 1.4). 
The parameters with more variability (robust coefficient variation) in the 63 µm 
fraction were As (70%), Cu (73%), Mo (101%) and S (115%). Cation exchange 
capacity, surface charge, concentration of Fe and Mn oxides and hydroxides, organic 
matter concentration and clay minerals may control the variability of trace elements in 
sediments at the basin scale (Horowitz and Elrick, 1988). 
 
9.3.2 Measured Parameter Density Distributions and Transformation 
According to the Shapiro-Wilk normality test (Appendix D, Tables D.5 and D.6), no 
single variable follows a normal distribution at 5% significance level. When the 
logarithm transformation was applied to the data, only Si from the low flow water 
campaign; and As and Fe from the high flow water campaign database presented 
significant p-value. The latter was due to the replacement of censored As and Fe data 
with estimates calculated using ROS with a logarithmic transformation. Following Box-
Cox transformation, eight variables each from the low flow (Ba, Cu, H, HCO3-, Mn, 
Mo, Si and V) and high flow database (alkalinity, As, Cu, DOC, Fe, Mn, NO3 and Si) 
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had a normal distribution. The density distributions for the Box-Cox transformed Cu 
and Mn concentrations from both sampling campaigns are shown in Figure 9.3. Cu 
concentration from the high flow campaign seemed to have a binormal distribution, but 
the range of the concentration was limited in comparison to the low flow campaign. 
Although the p-values of the normality test were not significant for most of the 
variables, the density graphs showed that the Box-Cox transformation produced more 
symmetrical shapes than the logarithm or the raw data. Therefore, the Box-Cox 
transformated data was used for the subsequent statistical analysis. 
 
Figure 9.3: Density plots of the transformed Cu and Mn concentration for both campaigns. The right hand 
side plot compares the two campaigns: red and blue lines represent the low and high flow density 
distribution, respectively. 
 
9.3.3 Correlation Analysis 
The Spearman correlation matrixes for the low and high flow water quality data and 
their respective p-values at 95% confidence are presented in Table D.7 to D.11 
(Appendix D). The pairs of variables that were highly correlated were identified to 
avoid multicollinearity and singularity in subsequent multivariate statistical analysis. 
Alkalinity and HCO3-, as well as, S and SO4-2 were singular; conductivity, TDS, SAR 
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and hardness presented a strong correlation with several cations, as expected. Therefore, 
alkalinity, S, conductivity, TDS and hardness were removed from the datasets that were 
used in multivariate statistical analysis. SAR was used instead of Na, Ca and Mg in the 
multivariate analysis. It is also known that the pairs Ca-SO4, Ca-Sr, K-Na and Ni-SO4 
should be avoided in the multivariate analysis, only one of the parameters in the pairs 
was used to avoid multicollinearity. 
Significant positive correlation coefficients for As, Cu, Mo, S and Zn between the same 
cation in filtered water and sediment samples (Table 9.5) may indicate that high levels 
of these elements in water may lead to their sorption in suspended matter with 
subsequent coprecipitation to the sediment. A significant negative correlation for Sr and 
V may indicate that the sediment may act as a sink for these elements, which can be 
released from the sediment if water conditions change. 
Table 9.5: Spearman correlation coefficient between the same cation in filtered water and sediment.  
Cation Coefficient 
Al 0.36 
As 0.41 
Cu 0.57 
Mo 0.5 
S 0.71 
Sr -0.36 
V -0.41 
Zn 0.55 
 
The Spearman correlation analysis using the external database was conducted to 
corroborate and evaluate the relationships of the measured parameters with additional 
parameters, such as flow, particulate matter and suspended metal fractions. 
Negative correlations have been reported between flow rate and metal concentrations 
(Vega et al., 1998), which was interpreted as the dilution effect. However, the flow rate 
was positively correlated with some total metal and major element concentrations 
(Appendix D, Table D.11), indicating that an increase in flow rate would result in an 
increase of element load as the amount of suspended particles increased. Total and 
dissolved Cu was positively correlated with the flow rate during the low flow campaign 
(0.66) and weakly correlated during the high flow campaign (0.33), probably due to soil 
and sediment bank erosion. The flow rate from the external database corresponds to 
measurements taken at the Tinguiririca (Central Depression), Claro, Rigolemu and 
Antivero Rivers, where rain contributes an important component of the surface water. 
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The flow is shown to be mostly constant throughout the year except for the period 
between July and September when the flow increases due to higher rainfall.  
Significantly positive correlations were observed between TSS and total, dissolved and 
suspended metals for the external database (Appendix D, Table D.11). The strongest 
correlation between TSS and total and dissolved metals was found during the low flow 
season probably due to lower dilution leading to higher accumulation of metals in 
suspended particulates and bed sediments. 
9.3.4 Treatment of Extreme values and Outliers 
Extreme higher and lower values can significantly influence the density distribution of a 
parameter; therefore, it is important to identify these values. Generally such values are 
removed from the datasets to improve the data structure; however, deleting extreme 
outliers can lead to losing important information from the data structure. 
Table 9.7 shows 13 samples from each sampling campaign which had many variables 
with outlying concentrations identified using the Box-Cox transformed and the 
standardised data. The Box-Cox transformation accommodates extreme observations 
resulting in less extreme samples than the standardised data. The Barahona river 
samples presented higher concentrations for many parameters, including metals, due to 
receiving the acidic leachate from the Barahona tailings impoundment. Similarly, the 
samples collected downstream of the Caren tailings impoundment presented higher 
concentrations for many major elements, although these waters were alkaline. The 
samples collected at the El Teniente mine, Coya and Cachapoal River were considered 
as outliers.  
The outlier evaluation was complemented with a scatterplot of the transformed 
(standardised) dataset to visualise the spread of the observations for correlated variables 
(e.g. Figure 9.4). Taking into account the distance of the observation from the main 
structure of the data, the most separated observations were candidates to be removed 
from the dataset. Almost all the variables identified in Table 9.7 were located far from 
the main structure of the data; but a few samples collected at the Claro River (11LF), 
the Cachapoal River (85LF), the Baul River (56HF) and the Coya River (1HF) were not 
distant from the main body of the data.  
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Table 9.6: Spearman correlations between the water chemistry parameters in the research data sets. T indicates total concentration (unfiltered samples) and D indicates dissolved 
concentrations (filtered samples), * indicates quality control issues. 
Low Flow Season 
  Cu Ni Mn Co As Mo Al Fe 
  T D T* D T D T* D T* D T D T D T D 
H 0.10 0.26 0.06 0.01 0.00 0.15 0.06 0.18 0.09 -0.04 0.01 -0.03 0.11 0.07 0.08 0.29 
Alkalinity -0.13 0.01 -0.34 -0.08 -0.34 -0.24 -0.43 -0.35 -0.25 0.04 -0.04 0.01 -0.44 -0.42 -0.39 0.02 
Hardness 0.53 0.43 0.51 0.64 0.54 0.61 0.49 0.48 0.45 0.39 0.55 0.58 0.21 0.15 0.28 0.19 
Ca 0.58 0.43 0.60 0.64 0.58 0.58 0.53 0.47 0.51 0.41 0.58 0.57 0.27 0.21 0.34 0.19 
K 0.75 0.51 0.65 0.49 0.67 0.66 0.62 0.50 0.70 0.62 0.75 0.75 0.46 0.16 0.53 0.30 
Mg 0.48 0.51 0.48 0.54 0.46 0.37 0.37 0.24 0.22 0.05 0.43 0.42 0.21 -0.03 0.27 0.40 
Na 0.62 0.49 0.50 0.49 0.52 0.60 0.45 0.41 0.60 0.60 0.67 0.66 0.29 0.05 0.36 0.30 
SO4 0.60 0.37 0.69 0.70 0.68 0.70 0.66 0.60 0.60 0.45 0.61 0.61 0.38 0.31 0.43 0.10 
Cl 0.50 0.31 0.28 0.28 0.29 0.39 0.29 0.23 0.60 0.75 0.55 0.54 0.25 -0.12 0.30 0.01 
NO3 0.28 0.47 -0.06 0.12 -0.04 0.10 -0.05 0.05 0.06 0.20 0.22 0.27 -0.01 -0.22 0.01 0.25 
DOC 0.10 0.26 -0.02 -0.04 0.03 0.17 -0.10 0.20 -0.10 -0.07 0.13 0.13 -0.07 -0.03 -0.03 0.31 
                   
High Flow Season 
  Cu Ni Mn Co As Mo Al Fe 
  T D T D T D T D* T D T D T D T D 
H 0.14 0.05 0.42 0.13 0.33 0.35 0.30 0.36 0.12 -0.26 0.03 -0.02 0.15 0.23 0.13 0.26 
Alkalinity -0.14 0.25 -0.40 0.06 -0.36 -0.24 -0.38 -0.29 -0.19 0.17 0.08 0.23 -0.33 -0.41 -0.29 -0.25 
Hardness 0.38 0.62 0.33 0.82 0.26 0.50 0.18 0.19 0.22 0.24 0.47 0.66 -0.09 -0.06 -0.04 -0.12 
Ca 0.55 0.61 0.55 0.87 0.48 0.53 0.40 0.21 0.44 0.29 0.62 0.71 0.15 0.00 0.19 -0.11 
K 0.64 0.57 0.77 0.71 0.73 0.53 0.63 0.21 0.74 0.35 0.74 0.71 0.56 0.02 0.59 0.00 
Mg 0.48 0.55 0.61 0.62 0.56 0.32 0.44 0.06 0.44 0.03 0.56 0.53 0.27 -0.20 0.32 -0.05 
Na 0.39 0.55 0.40 0.69 0.33 0.41 0.22 0.12 0.36 0.20 0.54 0.63 0.09 -0.19 0.15 -0.05 
SO4 0.56 0.58 0.56 0.91 0.50 0.67 0.44 0.36 0.47 0.31 0.61 0.68 0.17 0.13 0.21 -0.04 
Cl 0.48 0.45 0.40 0.61 0.36 0.39 0.28 0.14 0.52 0.43 0.63 0.68 0.25 -0.02 0.30 -0.13 
NO3 0.12 0.31 -0.03 0.15 -0.05 -0.03 -0.08 -0.16 0.04 0.17 0.23 0.37 -0.02 -0.05 0.01 -0.02 
DOC -0.08 0.35 -0.08 0.18 -0.17 0.07 -0.27 -0.01 -0.18 -0.19 0.14 0.24 -0.31 -0.13 -0.27 0.01 
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Figure 9.4: Scatterplots and box-whisker plots of the transformed (standardised) Ca and SO4. 
 
Table 9.7: Number of measured variables for which a sample is considered outlier.  
Number of variables 
River/Stream Sample ID Campaign 
Box-Cox transformed Log standardised 
40LF Low Flow 11 16 
63LF Low Flow 9 17 
44HF High Flow 13 18 
72HF High Flow 12 19 
Alhue River 
30HF High Flow 12 18 
58LF Low Flow 19 20 Barahona Stream 
68HF High Flow 22 23 
Baul Stream 56HF High Flow 15 10 
25LF Low Flow 7 22 
79LF Low Flow 5 18 
12LF Low Flow 4 18 
Cachapoal River 
85LF Low Flow 2 10 
50LF Low Flow 17 19 
53HF High Flow 14 20 Caren Stream 
32HF High Flow 12 20 
Cipreses Stream 54HF High Flow 13 18 
Claro River 11LF* Low Flow 12 10 
84LF Low Flow 15 19 
19LF Low Flow 9 15 
77LF Low Flow 6 18 
1HF High Flow 9 10 
84HF High Flow 6 19 
91HF High Flow 5 17 
Coya River 
19HF High Flow 1 14  
74LF Low Flow 10 15 Groundwater from mine 
2HF High Flow 14 19 
Note: * indicates sample kept in the final dataset; LF and HF are low flow and high flow period, 
respectively. 
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Before removing the extreme and outlier observations, a multivariate outlier analysis 
was carried out using the robust method (Mahalanobis and robust distance) to avoid 
deleting important information. 
Multivariate Outliers Analysis 
Figure 9.5 shows the D-D plot of robust distance against the Mahalanobis distance (in 
relation to the multivariate data center (Euclidean distance). The vertical and horizontal 
lines in the plot represent the cut-off value to discriminate outliers. Eight and seven 
observations from the low flow and high flow campaign, respectively, exceeded the 
threshold of  taking into account the two distances (top right box). Once these 
samples were removed, 4 and 3 observations from the low and high flow seasons were 
identified as multivariate outliers. In total, 12 and 13 observations (13% of the total 
number of observations) were finally removed from the high and low flow season 
datasets, respectively. These multivariate outliers were also univariate outliers (Table 
9.7).  
 
 
Figure 9.5: Distance-distance plot (D-D) for multivariate outliers in the low flow (top left), high flow (top 
right) and combined dataset (bottom left) 
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The spatial distribution of the multivariate outliers is shown in Figure 9.6. Different 
symbols indicate four classes of distance to the multivariate data centre, at 25th, 50th, 
and 75th percentile of the robust Mahalanobis distance in addition to the break, which 
corresponds to the adjusted quantile  (Section 5.3.5). The colour scale represents 
the Euclidean distance, which is the average standardised element concentration of each 
sample ( ), and therefore depends on the magnitude of each 
variable used.  
As can be seen, outliers with high average concentrations (red crosses) were found at 
Alhue, Coya and Cachapoal Rivers during the low flow campaign; and at Alhue and 
Coya Rivers during the high flow campaign. It is shown that there were many low 
concentration outliers in both campaigns (blue crosses). These low concentration 
outliers caused the rest of the data to not align to the dashed line in the D-D plot, 
demonstrating a departure from the normal distribution. However, after removing the 
high value outliers, the density distribution for most of the variables (data not shown) 
improved significantly. 
 
 
Figure 9.6: Map of the multivariate outliers for the low and high flow campaign. Crosses represent the 
outliers. Colour represents the average standarised multivariate concentration. 
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9.3.5 Classification to Water Type Facies 
The order of abundance of the major ions in most collected stream water samples was 
Ca2+ > Mg2+ > Na+ > K+ and SO42- > HCO3- > Cl- > Si (Figure 9.7). Therefore, the 
principal water facie of the Rapel River basin was Ca-SO4 (67% of the total), which is 
the typical water type for the Chilean mountain areas. The Cachapoal and Tinguiririca 
Rivers drain sedimentary sequences, which contain gypsum and carbonate rocks (Rio 
Damas Formation) in the upper part of these basins and are the likely source of the high 
Ca2+ and SO42- levels (Figure 9.8). Dissolution of volcanic rocks from the Farellones 
Formation may introduce high sulphate concentrations in water, since pyrite is 
generally present due to the propilitic alteration these rocks have been subjected to. 
 
Figure 9.7:Piper diagrams for the research and external data. Red crosses represent low flow samples and 
blue circles represent high flow samples. 
 
When the main rivers pass through the Central Depression in the valley, the water 
composition changes to Ca-HCO3 (33% of the samples). This is apparent in the Claro, 
Zamorano and Antivero Rivers too. Anthropogenic activities of the Central Depression 
are expected to contribute Na+, Cl- and HCO3- to the Cachapoal and Tinguiririca Rivers. 
 
External data Research data 
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Figure 9.8: Spatial distribution of the Ca, Mg, Na and K concentrations in the Rapel River Basin during 
the low and high flood season. 
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9.3.6 River Profile Analysis 
The following section presents and explains the water and sediment geochemistry for 
each river. 
 
The Cachapoal River 
Figure 9.9 shows the Cachapoal River and its main tributaries as well as confluence 
points and research water samples take during the low and high flow period. In general, 
the longitudinal water and sediment profiles of the Cachapoal River presented a 
concentration peak after the Coya River, modifying the major and trace elements 
geochemical pattern downstream. For this reason, the Cachapoal River was divided into 
three segments: (1) from the headwater to the Coya River confluence, (2) from the Coya 
River confluence to La Cadena stream confluence, and (3) from La Cadena stream to 
the river mouth at the Rapel Lake (Figure 9.10). 
 
Figure 9.9: The Cachapoal River, its main tributaries, confluence locations and water sample locations 
during the low and high flow campaigns.  
 
Segment 1: The Cachapoal River from the Headwater to the Coya River Confluence 
The surface water chemistry in this segment was characterised by neutral pH, oxidising 
conditions and low concentrations of Ca2+, Mg2+, SO42-, TDS and trace elements (e.g. 
Cu, Mo and As) (Figure 9.10). This segment does not have any evident anthropogenic 
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activity, with the exception of few old and small-scale Cu mining activities; hence the 
aqueous chemistry largely reflects the natural geological fingerprint.  
 
 
Figure 9.10: Longitudinal concentration profiles for Cu, Ca, pH, SO42- and NO3- at the Cachapoal River. 
The gray area represents 90% of the historical data in the monitoring stations. Vertical lines indicate the 
tributary confluences. 
 
It is interesting that the first sample collected at the upper part of the Cachapoal River 
presented higher Na+, Cl-, K+ and Li dissolved concentrations, which decreased slightly 
downstream. The high Na+ and Cl- values could be a result of the chemical weathering 
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of the Las Damas Formation of marine sedimentary rocks, which contain halite and 
gypsum. The effect of the marine sedimentary rocks was also marked in the river bed 
sediment samples. The fine grain-size sediment fraction (< 63 µm) presented the 
highest concentrations of Ca2+, Na+, Mn, Ba and Sr. The concentration of major and 
trace elements in sediments declined with the distance from the first collected sample. 
There was scarce geochemical information from the external dataset to compare 
research data with. 
In comparison with the Cachapoal Water Quality Standards (Table 7.6), the surface 
water in this section exceeded the threshold for conductivity, TDS, total Al in high flow 
season samples; and dissolved As and Cl in low flow season samples.  
 
Segment 2: The Cachapoal River from the Coya River to La Cadena Stream Confluence  
The stream water chemistry in this segment changed substantially due to the acidic 
conditions and contribution related to naturally high background concentrations and the 
mining operations. The general pattern for most of the measured parameters in the 
surface water was an increase after the Coya River confluence. The change in water 
concentration was more remarkable for trace metals than for major elements. For 
instance, Cu increased by 5 orders of magnitude, while Ca2+ and SO42- were 3 and 5 
times higher, respectively. The trace elements persisted further downstream, while 
major elements (e.g. Ca2+, SO42-, Na+, Cl-) were attenuated within 23 km until the Los 
Leones stream. The suspended particles increased due to the high element load of the 
Coya River and contribution from the mining activities (Figure 9.11). 
The sediment concentrations also increased downstream from the Coya River 
confluence and decreased downstream rapidly until the Cauquenes River confluence. 
Conversely, Ca2+, Na+, Mn, Fe, V, Sr, Ba and La sediment concentrations dropped after 
the Coya River confluence. This may indicate the buffering effect due to mixing neutral 
waters (Cachapoal River) with more acidic ones (Coya River, pH equal to 4.4), in 
which elements can be released from the sediment into solution. However, this 
phenomenon is shown to have a limited extent, as the sediment concentration for these 
elements increased downstream within less than 5 km, due to less acidic water 
conditions and to hydroxides and oxides precipitation, which tend to be rich in trace 
metals. Some dissolved elements, such as V and Li, exhibited a clear drop in this 
segment, probably due to precipitation or absorption by the sediment fractions. The 
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sediment curve for these elements showed a slight increase in this segment, supporting 
this hypothesis. NO3- and DOC concentrations increased after the confluence, this was 
probably because the domestic wastewater from the underground mine was discharged 
directly into the Coya River. 
 
 
Figure 9.11: The Cachapoal river profiles for additional parameters from the historical water database. 
The gray area represents 90% of the historical data in the monitoring stations. 
 
In comparison with the Cachapoal WQS (Table 7.6), the Cachapoal River immediately 
downstream from the Coya River confluence exceeded the maximum values of pH, 
TDS, Cd, Ni, SO42- and F during the low flow campaign; however, 2.5 km downstream 
these parameter concentrations were in compliance with the maximum permissible 
concentration levels. Only the total Fe concentration during the high flow period 
exceeded the maximum concentration between the Coya River and the Idahue Stream. 
The total and dissolved Mn, Cu and As; conductivity and historical TSS concentrations 
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of Cachapoal River between the Coya River and the Cauquenes Stream confluence 
were higher than the Chilean WQS.  
 
Segment 3: The Cachapoal River from La Cadena Stream to the River Mouth at the 
Rapel Lake 
In this segment, the concentration of nutrient and organic matter increased dramatically 
after the La Cadena Stream confluence as the pH became neutral and HCO3- increased 
considerably to 150 mg/L. The NO3- concentration increased significantly from 0.2 to 
11 mg/L, remaining stable after the confluence. In the same way, P increased from 
concentration below the DL value to 0.3 mg/L, declining slightly until the Claro River 
confluence. Orthophosphate concentration (external database) reached a peak after the 
Agrosuper animal slaughter and food processing site, which is located at 6.3 km 
downstream from the La Cadena stream confluence. Similarly, BOD5 and faecal 
coliform bacteria increased dramatically after the Agrosuper food processing plant 
during the low flow season (Figure 9.11). 
The DOC pattern presented an erratic fluctuation, but with a notorious increase after the 
La Cadena stream confluence. The fluctuation in DOC levels may be a result of the 
contribution of different sources in this segment, such as animal husbandry, animal food 
processing plants and slaughterhouses, and probably the DOC tended to precipitate to 
the sediments. However, the latter hypothesis cannot be tested since the organic content 
in the sediment was not measured. 
The stream water Ca2+, Mg+, K+, Si, HCO3- and alkalinity concentration tended to 
increase slightly after the La Cadena stream confluence. The Na+ and Cl- geochemical 
behaviour varied according to the season: during the low flow season the concentration 
tended to remain stable until the Claro River confluence and then decrease slightly 
downstream; while, during the high flow season, the concentrations tended to increase 
after the La Cadena stream confluence and remained high after the Claro River 
confluence. 
The stream water metal and metalloid concentrations (Cu, Mn, Li, As, Mo, Co and Ni) 
declined steadily downstream the La Cadena Stream confluence until the Claro River 
confluence (Figure 9.12); and downstream from the latter confluence, the 
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concentrations remained stable or increased slightly until the river mouth at the Rapel 
Lake. A small increase in the concentration curve was observed for V, Ba and Sr. 
 
 
Figure 9.12: Spatial distribution of the Cu, Mo, As and Zn concentrations in the Rapel River Basin during 
the low and high flood season. Symbols follow the ranges shown in the box-whisker plot. 
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The fine grain-size fraction cation concentrations did not present major fluctuations; the 
overall concentration pattern remained stable after the La Cadena stream confluence. A 
small increase in sediment concentration was found for Ca2+, Na+, Fe, V, Sr and Mo. 
 
The Tinguiririca River 
The Tinguiririca River (Figure 9.13) longitudinal profile can be divided in tree 
segments: (1) from the headwater to the Azufre river confluence; (2) from the Azufre 
River to the Chimbarongo river confluence; and (3) from the Chimbarongo River 
confluence to the river mouth at the Rapel Lake (Figure 9.14, Figure 9.15 and Section 
D.7.2 in the Appendix). The cation concentrations in sediment fractions followed 
similar trends as the dissolved element concentrations, although the Clarillo River 
became an important factor that altered the cation geochemical pattern in the sediments. 
 
Figure 9.13: The Tinguiririca River, main tributaries, confluence locations and water sample locations 
during the low and high flow campaigns. 
 
Thus, the Clarillo River was used as the boundary in the river segments for sediment 
longitudinal profiles. In comparison with the Tinguiririca WQS (Table 7.8), the Al, Fe 
and Mn total concentration during the two flow seasons exceeded the WQS maximum 
levels. The conductivity, TDS and SO42- low flow concentration exceeded the WQS. 
The three segments in the Tinguiririca River profiles are described below.  
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Segment 1: From the Headwater to the Azufre/Clarillo River Confluence 
The surface water in this segment presented the highest dissolved concentration for 
some major and trace elements, which tended to decrease slightly downstream. The first 
sample was collected at the thermal hot spring Termas del Flaco (Figure 9.14). The 
dissolved concentrations at this location were the highest for some major elements 
(Ca2+, Na+, SO42-and Cl-) and most of the minor and trace elements (e.g. Al, Fe, Mn, 
Cu, Mo and As).  
 
 
Figure 9.14: Longitudinal concentration profiles for Cu, Ca, pH, SO42- and NO3- at the Tinguiririca River. 
The gray area represents 90% of the historical data in the monitoring stations. Vertical lines represent the 
tributary confluences and the location of the main city San Fernando City (SF). 
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Similarly, the fine grain-size bed sediment concentration at this point was the highest 
for As, Cd, Co, Cu, Fe, La, Li, Pb, S, V and Zn. Downstream from the thermal hot 
spring, the dissolved concentration decreased for Na, K, Cl, Mn, Zn, Li, As, Co and Ni; 
and Ba, HCO3-, Mg, Mo, Sr, V concentration reached a peak in the subsequent sample. 
The latter can be explained due to the pH decrease and TSS increases. The Tinguiririca 
River in this section surpassed the Tinguiririca WQS maximum limit (Table 7.8) for 
total Cu, total Pb and Cl- concentrations. 
 
Segment 2: From the Azufre/Clarillo River to the Chimbarongo River Confluence 
Most of the dissolved major element concentrations, the TDS and conductivity 
remained stable for 102 km from the Azufre River. The dissolved and total Ba, Sr, Mo 
and As concentrations fluctuated slightly after the Azufre River confluence. Similarly, 
most of the cation concentrations of the fine sediment fraction remained stable in this 
segment, with the exception of Ca2+, Fe and S, which decreased erratically after the 
confluence. The dissolved Mn and Li concentration decreased steadily downstream, 
while NO3-, alkalinity, HCO3- and V levels increased gradually downstream the 
confluence, probably due to direct wastewater discharge and non-point agricultural 
contamination. The fecal coliform bacteria and PO4-3 concentrations tend to increase 
after the city of San Fernando, due to domestic wastewater discharge (Figure 9.15). 
The TSS concentration presented different behaviour during the two seasons: during the 
low flow season the TSS level decreased after the city of San Fernando, from which 
increased gradually downstream; while, during the high flow season the TSS 
concentration increased steadily downstream until the Chimbarongo river confluence. 
The historical BOD5, TSS and fecal coliform bacteria concentration also exceeded the 
Tinguriririca WQS (Table 7.8) after San Fernando city. As it has been explained before, 
the suspended particles had a great impact on the dissolved concentration since some 
cations tend to bind to hydroxides and clay, therefore, total Mn, Cu, Zn, Pb, V, Ba, P 
concentrations were higher than dissolved concentrations and remained stable in this 
segment. 
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Figure 9.15: Tinguiririca river profiles for additional parameters from the historical water database. The 
gray area represents 90% of the historical data in the monitoring stations. 
 
Segment 3: From the Chimbarongo River Confluence to the River Mouth at the Rapel 
Lake 
There was a slight increase in major element and nutrient concentrations after the 
Chimbarongo River; however, the contribution of metal elements was not important 
since they remained stable or decreased a small amount downstream the confluence. 
The agricultural and animal farming is intense along the Chimbarongo stream 
contributing major elements and nutrients to surface waters. 
 
 
The Alhue River 
Figure 9.16 shows the Alhue River, its main tributaries and the water samples collected 
during the low and high flow campaigns. The Caren Stream, which receives the clear 
waters from the Caren tailings impoundment, is shown to have a striking effect on the 
Alhue River chemistry (Figure 9.17). The TDS, Ca2+, Na+, K+, Cl-, SO42_, Mn, Mo and 
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Sr levels are raised dramatically after the Caren Stream confluence; while, the pH, 
ORP, and Fe, Si, HCO3- and alkalinity concentrations decreased downstream after the 
Caren Stream confluence (Section D.7.3 in the Appendix). 
 
Figure 9.16: The Alhue River main tributaries, confluence locations and water sample locations during 
the low and high flow campaigns. 
 
 
 
Figure 9.17: Longitudinal concentration profiles for pH, Cu, SO4 and Ca at Alhue river. The gray area 
represents 90% of the historical data in the monitoring stations. The vertical line represents the Caren 
stream (Cr) confluence. 
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The Coya River 
As it was noticed in the Cachapoal longitudinal profile, the Coya River has a direct 
impact on the Cachapoal River chemistry. Figure 9.18 shows the Coya River and its 
main tributaries along with the water sample locations collected during the low and high 
flow campaigns. The Coya River downstream the El Teniente Stream receives 
wastewaters from the mine operations, domestic wastewaters from the mine 
instalations, slag from the Caletones smelter, metal rich leaching solutions from the 
Barahona and the three old tailings impoundments (Agua Dulce, Arenas and Margas) 
located along the river bed. 
Most of the dissolved and total cations and other parameters exhibited the same pattern: 
low concentration upstream the El Teniente Stream; and high concentration 
downstream (Figure 9.19 and Section D.7.4 in the Appendix). For instance, Ca 
concentration increased from 86 to 266 mg/L after the mine, while Cu concentration 
increased from 1 to 62 mg/L downstream the mine during the low flow season The 
mine waters are being recovered and reused since November 2007, avoiding direct 
discharge to the Coya River. This along with the dilution capacity of the high flow 
season lead to reduced the concentrations for most measured parameters. 
 
Figure 9.18: The Coya River main tributaries, confluence locations and water sample locations during the 
low and high flow campaigns. 
 
The water downstream from the El Teniente stream confluence showed neutral pH, but 
within a distance of approximately 6 km, the pH dropped to 3.8 since the river receives 
industrial wastewater from the mine and passes through the old tailings impoundments, 
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which contain small amounts of ore. These tailings contribute to high metal loads, such 
as Cu. In addition to this, the Caletones smelter slag can be reactive at pH levels below 
5 releasing Cu, Fe and As to the water. 
The Na+, Fe, P, S and As sediment concentrations in the fine fraction is shown to 
increase gradually downstream; and Cu and Mo concentrations are raised dramatically 
after the Barahona stream, increasing up to 26-fold. The rest of the cations in the 
sediment fine-fraction remained stable downstream. 
The total and dissolved Al and Fe, Mo and Cl concentrations of the Coya River were in 
compliance with the Coya WQS (Table 7.7). The Mn, Zn, Ni, SO42- and F 
concentrations exceeded the Coya WQS during the low flow season downstream from 
the mine wastewater discharge. The conductivity, TDS, Pb, Cd and Cu concentrations 
exceed the Coya WQS values downstream the Portales and Tes Stream confluence. 
 
 
Figure 9.19: Longitudinal concentration profiles for Cu and Mo at Coya River. The gray area represents 
90% of the historical data in the monitoring stations. Vertical lines represent the tributary confluences. 
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La Cadena, Claro, Antivero and Zamorano River 
These three rivers are tributaries to the Cachapoal River in the Central Depression. The 
La Cadena stream is a small river less than 30 km long that is close to the city of 
Rancagua. The major elements and the total metals in La Cadena River did not fluctuate 
significantly and remained stable during the two sample campaigns (Figure 9.20 and 
Section D.7.5 in the Appendix). However, NO3- and the dissolved high flow Al and Fe 
concentrations showed a significant increase, NO3- rose from 3.1 to 20 mg/L along the 
river. This was principally as a consequence of sewage discharge from the cities of 
Rancagua, Granero and Machali. 
The Claro River presented a significant increase in major elements, such as Ca, Na, K 
SO42-, as well as total Al, Fe, Mn, Pb, V, Sr, Ba, P downstream from the Tupaume 
stream (Section D.7.6 in the Appendix). The pH was neutral during the two sampling 
campaigns in most sampling locations, but two locations during the low flow season 
presented pH below 6.5. The concentration of NO3-, alkalinity and historical PO43- also 
increased downstream, probably due to the poultry slaughterhouses around the city of 
Rengo (Figure 9.16; Arcadis Geotecnica, 2001). The Cu and S concentrations in the 
fine sediment fraction increased from 111 to 486 ppm and 273 to 845 ppm, 
respectively, downstream from the Tupaume stream, while Pb and Ni concentrations 
were attenuated downstream. The increase of Cu and S may be a result of the diffuse 
contamination due to the use of copper sulphate as fungicide in the vineyards around 
the city of Rengo (Arcadis Geotecnica, 2001). 
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Figure 9.20: Longitudinal concentration profiles for NO3- and SO4-2 at (a) La Cadena River; (b) Claro 
River and (c) Antivero River. The gray area represents 90% of the historical data in the monitoring 
stations. Vertical lines represent the tributary confluences. 
 
The Zamorano-Antivero River exhibited neutral pH and regular patterns for most of the 
parameter concentrations. The first sample collected at the headwater presented low 
element contents and then the element concentrations increased slightly remaining 
stable downstream (Figure 9.20). An exception to this behaviour was HCO3-, which 
increased steadily downstream. 
The Al, Fe and Mn concentrations during the high flow season were higher than the La 
Cadena WQS values at the headwater, Claro River after the Tupaume stream 
confluence and for Zamorano/Antivero River upstream from the Rigolemu stream 
confluence. The rest of the parameters for the tree Cachapoal River tributaries were in 
compliance with the WQS thresholds. 
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9.4 Conclusions 
The unfiltered water trace metal concentrations were higher than the corresponding 
filtered water concentrations probably due to the presence of suspended particles, such 
as hydroxides and other complexes, which tend to bind and capture trace metal 
elements. This difference was more pronounced during the high flow period, probably 
because more surfaces and rocks were eroded and the river water could transport more 
materials (e.g. Al, Fe or Pb). Most of the studied dissolved parameters presented higher 
concentrations during the baseflow period rather than the high flow period. The 
improved wastewater discharge management procedures at the El Teniente mine 
together with the dilution effect are shown to affect this pattern during the high flow 
period. This was in contrast to the temporal pattern of the external water chemistry 
information because this historical dataset includes total metal concentrations, which 
are highest during the snowmelt period.  
The major elements presented multimodal behaviour in the basin and the trace elements 
presented strong positive skewness. Most of the studied elements were transformed to 
normality using Box-Cox transformation. Outliers water sample levels were found 
mainly around the mineral operations, downstream the Coya River and Caren Stream. 
Significantly positive correlation coefficients for As, Cu, Mo, S and Zn between the 
same cation in filtered water and sediment samples may indicate high element 
concentrations in waters, which could increase the sorption in suspended matter 
resulting in a subsequent coprecipitation to the sediments. 
The order of abundance of the major ions in most stream water samples was Ca2+ > Na+ 
> Mg2+ >K+ and SO42- > HCO3- > Cl- > Si. Most of the multivariate outlier observations 
were Ca-SO4 waters with the exception of the samples collected in La Cadena, Claro 
(Rengo) and Machali streams, which were Ca-Na-Mg-HCO3 water types. The 
Cachapoal and Tinguiririca’s headwaters were Ca-SO4-HCO3 and Ca-SO4 types 
respectively, reflecting possible chemical weathering of silicate and carbonate rocks in 
the Central Depression. 
The longitudinal water and sediment profiles of the Cachapoal River presented a 
concentration peak after the Coya River confluence, modifying the major and trace 
element geochemical pattern downstream. The Cachapoal and Tinguiririca Rivers were 
divided into three segments according to the geochemical pattern. The first segment in 
both rivers showed naturally low levels of metals in water and sediments; while in the 
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second segment the potential impact of urbanisation and agriculture was important in 
changing the NO3- and DOC concentrations. Finally, in the third segment, the metals 
tended to decrease slightly while the major elements and nutrients increased until the 
Rapel Lake. 
Most of the low flow and high flow campaign parameter concentrations were in 
compliance with the current river WQS, which is reasonable, because the latter were 
statistically derived and the total parameter concentrations were considered instead of 
the dissolved fraction. 
 
Having analysed in detail the spatial and temporal variations of the physico-chemical 
water quality parameters; the next chapter will focus on the use of multivariate analysis 
methods to identify the relationships among them in order to identify and determine the 
contribution of different pollutant sources.  
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Chapter 10 Environmental Characterisation: Sources 
of Water Compounds  
10.1 Introduction 
It is well known that there are significant and complex interactions between river water 
chemistry on one hand and the surrounding formations geology and land use. The 
knowledge of these relationships offers great help in efforts to protect the surface water 
environment. Notwithstanding the limitations of earier efforts (Strayer et al., 2003; 
Wayland et al., 2003; Cuevas et al., 2006; Fitzpatrick et al., 2007; Bahar et al., 2008; 
Little et al., 2008) statistical tools, such as factor and regression analysis, can be used 
effectively to analyse the complex relationships between major elements and nutrients 
and their land sources. The aim of the methodology developed in this PhD was to 
improve upon earlier efforts and integrate different multivariate statistical analysis 
methods sequentially aiming to enchance the clarity and accuracy of the 
characterisation of pollutant sources in stream water systems. 
  
10.2 Methods Used in this Research 
The sequential statistical methodology developed in this research is part of the 
environmental characterisation, Tier 1 presented in Figure 6.3, which starts with the data 
preparation discussed in Chapter 9. Then, the physico-chemical water data is studied 
through principal factor analysis to identify underlying geochemical processes that 
contributed to the pollutant content. Land use and geology is studied using cluster 
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analysis to identify similar areas that can be associated with the PFA results. Finally, 
partial regression analysis is used to help determine the contribution of the non-point 
sources, such as land use and geology. The details of the mathematics behind the 
multivariate analyses were discussed in Chapter 5. The application of these methods for 
the Rapel River basin used as case study in this research is explained briefly in this 
section.  
10.2.1 Principal Factor Analysis 
In order to obtain more stable results, the unreliable variables (e.g. Cr and Zn, Chapter 
8) and the highly correlated variables (Section 9.3.3) were not included in the PFA; and 
the outliers samples identified in Section 9.3.4 were removed to improve the data 
structure. As a result, the low flow filtered dataset used in PCA consisted of 24 
variables and 81 observations; the filtered high flow dataset consisted of 21 variables 
and 87 observations; and the combined dataset consisted of 21 variables and 168 
observations. The variables were transformed and standardised as explained in Section 
9.3.2. 
The optimum number of factors to be extracted was evaluated using the scree plot in 
which the number of factors is plotted against the explained variance. The optimal 
number is selected when the function shows a clear break or an elbow. The Kaiser-
Guttman rule, eigenvalues greater than one, was also used to select the appropriate 
number of factors. The selected factors should explain at least 70% of the total 
variability and at least two variables should be greater than a threshold value (usually 
0.4) to give meaningful interpretation. Taking into account the variable and observation 
ratio, a maximum of 10, 11 and 23 variables were considered appropriate for PFA using 
the low flow, high flow campaign and combined dataset, respectively. The sodium 
absorption ratio (SAR; Eq. 9.3) was included in the PFA models to reduce the number 
of variables. 
Two kinds of PFA model extractions were performed depending on the number of the 
variables: one with the whole set of variables to obtain a general interpretation; and one 
with a subset of variables for the three datasets to evaluate the temporal changes in 
water quality parameter associations (called reduced PFA). The selection of the 
variables for the reduced PFA was based on geochemical grounds in terms of key 
elements, major elements and trace elements (Table 10.1). 
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The variables included in the key elements PFA model were selected in accordance 
with the element contribution from the mining and the agricultural activities. The 
mining industries in the research area contribute mainly with Cu, Mo, Zn, As, Pb, SO42-, 
Al and Fe; and the agro-industries in the research area contribute with nitrates, DBO5, 
fat and oil, fecal coliform, pH, temperature, phosphorus and TDS (Orrego, 2002; 
Conama, 2004). Soil erosion is also important in the research area contributing Al, Fe, 
Mn, Na, Mg, Ca and K.  
Table 10.1: Variables included in the reduced PFA models 
PFA Model Name  Set of Variables 
Key Variables As, Cu, H, HCO3, Mg, Mn, Mo, NO3, SAR, SO42-, Si 
Major Elements and Nutrients  DOC, HCO3-, K, Mg, NO3, SAR, SO4, Si 
Trace and Minor Elements As, Ba, Cu, Mn, Mo, Ni, Sr, V 
 
Since several samples identified as multivariate outliers were not removed from the 
final datasets for the reasons explained in Section 5.3.5, robust PFA was preferred over 
the classical PFA, which is very sensitive to outliers (Filzmoser, 1999; Pison et al., 
2003). The covariance matrix was estimated using the fast minimum covariance 
determinant (MCD; Section 5.4.1) algorithm and utilised in PFA. Varimax rotation was 
performed to improve interpretability of the PFA results. The reduced PFA models were 
extended to the remaining variables to understand the overall geochemical behaviour of 
the system (Filzmoser, 1997). 
Special scripts were written in R software (R Development Core Team, 2008) to carry 
out the PFA. The packages Robustbase and StatDA were used to calculate the MCD 
and to perform scree-plots and biplots. 
 
10.2.2 Cluster Analysis 
A hierarchical cluster analysis was carried out to determine areas with similar features 
using the land use and geology maps (Section 7.4.2). The percentages of land use and 
geology classes contributing to the water chemistry were calculated for the nested 
watersheds defined by the low flow and high flow sample locations. The land use and 
geology variables can be considered as compositional data, where the land use/geology 
categories sum up to 100% for each nested watershed. Therefore, the land use/geology 
variables were transformed using the isometric logratio transformation (ilr, Section 
5.3.2) to open the data, eliminate the effect of closure and to avoid singularity in the 
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cluster analysis (Egozcue et al., 2003). The Euclidean distance was used to measure the 
statistical distance between samples; and the Ward, complete and single linkage were 
used as agglomerative method to form the clusters (Section 5.4.2). The cluster analysis 
was performed using special R scripts and the package ClustTool and Compositions. 
 
10.2.3 Regression Analysis 
To address the question about the contribution of the diffuse sources to the parameter 
concentrations in the surface water, a series of linear regression analyses were carried 
out. The land use and geology were considered as the main non-point sources that 
contribute to element load into the river system, thus they were considered as two sets 
of explanatory variables. Additionally, the slope and altitude were also considered in 
the regression model, since slope reflects the erodability of the watershed and altitude 
reflects the effect of the precipitation. These two variables are referred to as 
topographical explanatory variables.  
The low flow and high flow season water parameter concentrations and the PFA scores 
were regressed against land use, geology and the topographical datasets. It is assumed 
that the effect of these three datasets is additive, so the fraction of each set can be 
determined using partial linear regression (Appendix E). The variation fractions derived 
from the partial regressions can be visualised in Figure 10.1. The L, G and T fractions 
represent the unique contribution of the land use, geology and topography, respectively, 
once the other variables had been considered. The LG, LT and GT fractions are the 
combined effects of the pairs of land use and geology; land use and topography; and 
geology and topography variables, respectively.  
 
Figure 10.1: Partition diagram for (A) two sets (land use and geology) and (B) three sets (land use, 
geology and topography) of explanatory variables.  
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10.3 Assessment of Principal Geochemical Processes 
10.3.1 Principal Factor Analysis Using the Complete Variable Set 
An initial principal component analysis was carried out to determine the optimum 
number of factors to be extracted using the low flow, high flow and combined flow 
datasets. The low flow and high flow datasets did not present enough observations in 
comparison to the number of variables to provide reliable results; thus the PFA models 
using these datasets were utilised only as an exploratory assessment of the variable 
association. 
 
Figure 10.2: Scree plot of the three datasets (without high multi-outliers). The blue line corresponds to 
the eigenvalue, the red line is the cumulative variance in percentage and the dashed line represents the 
Kaiser-Guttman rule (eigenvalue = 1). 
 
In accordance with the scree plot (Figure 10.2), there were 6 eigenvalues greater than 
one for the low and combined flow dataset; and 5 for the high flow dataset. The PFA 
using these numbers of factors explained 76%, 80% and 76% of the total variability of 
the three datasets, respectively. However, the last factor in each PFA model presented 
only one variable with loading greater than 0.4, which is considered too weak to 
interpret for underlying geochemical processes. For that reason, the number of factors 
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was reduced to 5 for the low and combined flow datasets; and 4 for the high flow 
database. The retained factors explained 73% of the data variability in the low flow and 
combined dataset; and 75% in the high flow. Table 10.2 shows the variables with high 
loadings for each PFA.  The complete loading matrix is presented in Appendix E, Table 
E.1. 
 
Table 10.2: Summary of high PFA loading (> 0.5 or < -0.5) for the datasets with all variables. 
Combined Campaign Dataset          
Loadings Factor1 (Factor A) 
Factor2 
(Factor B) Factor3 Factor4 Factor5 
Total 
Variance 
Positive Cl, Sr, As, K, 
SAR, SO4-2, 
Ba, Mo, Mg, 
HCO3-, Ni 
 
Si, V, Mg, 
HCO3-, 
NO3- 
 
Mn, SO42-, 
Ni 
 
Cu, Al 
 
H, Fe   
Negative   Al ORP       
% Variance 33.9 19.1 9.1 5.6 5.3 73 
     
Low Flow Campaign Dataset     
Loadings Factor1 Factor2 Factor3 Factor4 Factor5 Total Variance 
Positive Cl, Li, As, 
SAR, K, Sr, 
SO4-2, Ba, Mo 
 
Mg, Si, 
HCO3-, V, 
ORP, NO3-, 
Temp1 
Mn, Co, 
SO4-2, Ba, 
Ni 
H, DOC Cu, Mo, 
NO3-, DO 
  
Negative Temp1           
% Variance 28.1 18 10 8.5 8.4 73 
              
High Flow Campaign Dataset          
Loadings Factor1 Factor2 Factor3 Factor4 Total Variance   
Positive SO4-2, Ba, Cl, 
K, Sr, Mo, 
As, Ni, SAR, 
Mg, Cu, 
HCO3- 
 
Si, V,  
NO3-, 
HCO3-, 
Mg, DOC, 
SAR 
Ti, Al ORP     
Negative H     Mn     
% Variance 39.6 18.6 9.8 7.6 75.6   
 
The first factor explained 28%, 40% and 34% of the variation in the three data, 
respectively; and had strong loadings of As, Ba, Cl, K, Mo, SAR, SO4-2, Sr and 
moderate loadings of Mg, Ni, HCO3-. This factor could be interpreted as the combined 
effect of the urbanization and agriculture. This factor was named as Factor A to 
compare with the other PFA models. The urban land use has been related to high Na, K, 
Cl and SO4-2 concentration (Fitzpatrick et al., 2007). Bahar (2008) suggested that 
possible anthropogenic K sources were domestic effluents and fertilizers on agricultural 
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land; anthropogenic Ca and Mg sources were domestic wastewaters, housing and 
industrial spillages; Cl sources were related to domestic effluents, roads and industries; 
and SO4-2 sources related to domestic wastewater and fertilizers. The agriculture land 
use is also an important As source since pesticides, such as lead arsenate, are frequently 
used in agriculture (Yokel and Delistraty, 2003). 
The score maps for the low and high flow campaign (Figure 10.3 and Figure 10.4) 
showed that the Cachapoal River downstream of the La Cadena River, and the Las 
Palmas and Quilicura Streams presented a high score for Factor 1. This supports the 
hypothesis that this factor is linked to the urbanization, since La Cadena receives 
domestic and industrial wastewaters, which in turn modify the Cachapoal River 
geochemistry. Some locations at the Cachapoal River headwater also had a high score, 
probably as a result of sulphide mineral weathering. The Farellones Formation drained 
in this area is characterised by high contents of sulphides minerals such as pyrite 
(FeSO4) that support this hypothesis. 
The second factor identified explained around 18% of the total variance in the three 
datasets and presented high loadings of Mg, NO3-, HCO3-, Si and V. This association 
may represent the effect of agriculture on surface water chemistry combined with the 
effect of groundwater filtration and/or soil signature. This factor was named Factor B to 
compare with the other PFA models. According to DGA (2003) the Claro-Zamorano 
river aquifer is an unconfined water aquifer, discharging groundwater to the rivers. This 
coincides with the mapped high score for the Claro-Zamorano river sample. Fitzpatrick 
(2007) suggested that the agricultural sites have higher Ca, Mg, HCO3-, NOx and Si 
concentrations than the urban sites, probably due to soil dissolution and fertilization in 
agricultural areas. V is related to this factor since it is utilised in biochemical processes 
in living matter and it is present in plants, in coal and in petroleum (Hem, 1985).  
The NO3- sources refer to fertilizers on agricultural land and residential gardens, the 
biological plant activity and domestic wastewater (Bahar et al., 2008). The natural 
sources for HCO3- are the dissolution of carbonate minerals and weathering of silicate 
minerals (Eq. 10.1); and the dissolution of atmospheric and soil CO2 (Eq. 10.2; Stumm 
and Morgan, 1996). Bahar et al. (2008) found a significant correlation between the 
HCO3- concentration and the residential and urban developing areas, so the potential 
anthropogenic CO2 sources could be municipal wastes and the oxidation of organic 
matter leaking from the sewage system. 
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Figure 10.3: Complete variable set PFA model score maps for the low flow dataset. 
 
 
(10.1) 
 
(10.2) 
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The interpretation of the remaining factors was performed using the combined dataset 
instead for the low and high flow datasets since they did not have enough observations. 
Factor 3 explained 9.1% of the total variance of the combined data and was positively 
associated with Mn, SO4-2 and Ni, and negatively with ORP. This may indicate the 
redox sensitive nature of Mn and Ni in addition to sulphide weathering. High scores for 
Factor 3 are found mainly at the Tinguiririca River from the headwater to San Fernando 
city. Factor 4 and 5 explained 5.6% and 5.3 % of the total variance, respectively. 
 
Figure 10.4: Complete variable set PFA model score maps for the high flow dataset. 
 
10.3.2 Principal Factor Analysis Model Using the Key Variables 
Four and three factors were retained and explained 80% and 79% of the total variability 
for the two campaign datasets (Appendix E, Table E.2). Table 10.3 shows the variables 
with high loadings for each PFA. The first and the second factors from the low flow 
dataset explained 26% and 23% of the variance, respectively; and presented similar 
variable association with Factor B and Factor A from PFA using all the variables of the 
combined data set. Factor 3 explained 17% of the total variance of the data and was 
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similar to factor 2, but presented negative loadings of H, Si and V and positive loading 
of the temperature. This factor may indicate the geological fingerprint and natural 
weathering of sulphides and silicates in the mountainous areas (Figure 10.5). The 
temperature affects the solubility of the minerals; an increase in temperature implies an 
increase in the mineral solubility. 
 
Table 10.3: Summary of high PFA loading (> 0.5 or < -0.5) for the key variable datasets. 
Low Flow Campaign Dataset    
Loadings Factor1 Factor2 Factor3 Factor4 Total 
Variance 
Positive Mg, HCO3-, 
NO3 
 
SAR, As, 
Mn, SO4-2, 
Mo 
SO4-2, As, Mo Cu, Mo   
Negative H   H, Si     
% Variance 26.4 23.3 16.8 13.9 80.4 
            
High Flow Campaign Dataset        
Loadings Factor1 Factor2 Factor3 Total 
Variance 
 
Positive As, Mo,   
SO4-2, Cu, 
SAR, NO3- 
 
Mg, SAR, Si, 
HCO3-, NO3- 
Mn   
 
Negative Si H      
% Variance 37.7 32.3 9 79  
            
Combined Campaign Dataset        
Loadings Factor1 Factor2 Factor3 Total 
Variance 
 
Positive Si, Mg, SAR, 
HCO3-, NO3- 
 
SO4-2, Mo, As Cu, NO3-   
 
Negative          
% Variance 34.8 23.9 9.9 68.6  
 
Factor 4 from the low flow model explained 14% of the total variance and was related 
to the metal and metalloid elements, such as Cu, Mo Co, Fe and Ni. The Cachapoal 
River downstream from the Coya River to Claro River; and Tinguiririca River from the 
headwater to Azufre River presented high scores for this factor. This may indicate the 
dissolution of primary ore minerals such as chalcopyrite (CuFeS2), bornite (Cu5FeS4), 
and molybdenite (MoS2). At Tinguiririca River there is a hot thermal spring, which 
shows low scores for this factor, probably since the precipitation of Fe hydroxides and 
sulphides depleted the dissolved metal load. 
Similar to the low flow PFA model, the first two factors of the high flow PFA model 
showed similar variable associations as Factor A and Factor B. The first factor of this
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Figure 10.5: Key variables PFA model score maps for the low flow dataset 
 
model explained 38% of the variability and was associated with the effect of the 
agriculture and urbanization (Factor A) and also included Cu and NO3-. Factor 2 
explained 32% of the variance and corresponded to the Factor B. Factor 3 explained 9% 
of the variance and was positively associated with Mn, Ni, Co and negatively associated 
with ORP. This factor is similar to the factor 3 of the PFA model using all variables for 
the combined dataset. This factor is related to the redox sensitive elements and showed 
high scores for the Tinguiririca River headwater. 
10.3.3 Principal Factor Analysis Model Using Major Cations and Nutrients 
This variable subset showed the greatest explained variablity in comparison with the 
other subsets and the complete set of variables. Four factors were extracted using the 
low flow dataset, which explained 88% of the total variability. Three factors were 
extracted using high flow datasets and explained 78% of the variance (Appendix E, 
Table E.3). Table 10.4 shows the variables with high loadings for each PFA.  
The first factor of the low flow PFA presented similar variable association as Factor A;
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Figure 10.6: Key variables PFA model score maps for the high flow dataset. 
 
and Factor 2 and Factor 4 showed similar association of variables as Factor B. Factor 3 
explained 14% and presented positive association with Si, Mg, Mn and V and negative 
with As and Li. This factor was difficult to interpret, high scores of this factor may 
reflect the effect of the ferromagnesian minerals weathering (e.g. biotite, cloride) 
presented in andesites and intrusives in the mountainous areas. The sites with high 
scores in the Central Depression may indicate the agricultural activities, since Si has 
been associated with these activities (Departamento de Administracion de Recursos 
Hidricos, 2003). 
The low flow Factor 4 explained 12% of the variance and was associated with DOC and 
NO3-. High content of organic matter and biological activity consume oxygen 
increasing the CO2 in water. Three areas showed high scores for this factor: the La 
Cadena stream and Cachapoal River downstream from the La Cadena confluence to 
Claro River; Claro and Zamorano River; and the lower part of the Tinguiririca River 
(Figure 10.7), which received high loads of organic matter due to domestic water 
discharge. 
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Table 10.4: Summary of high PFA loading (> 0.5 or < -0.5) for the major ions and nutrients dataset. 
Low Flow Campaign Dataset    
Loadings Factor1 Factor2 Factor3 Factor4 
Total 
Variance 
Positive K, SAR, SO4-2, 
Mg 
 
HCO3-, Mg, 
NO3- 
Si, Mg DOC, NO3-   
Negative           
% Variance 36.8 26.1 13.8 11.5 88.2 
            
High Flow Campaign Dataset        
Loadings Factor1 Factor2 Factor3 Total Variance  
Positive SAR, SO4-2, K, 
Mg, HCO3- 
 
Si, NO3-, DOC HCO3-, Mg, 
NO3- 
  
 
Negative          
% Variance 41.9 22.2 13.9 78  
            
Combined Campaign Dataset        
Loadings Factor1 Factor2 Factor3 Factor4 
Total 
Variance 
Positive K, SO4-2, SAR, 
Mg 
Mg, HCO3- Si, SAR NO3-, DOC   
Negative           
% Variance 29.4 20.2 15.9 10 75.5 
 
Figure 10.7: Major cation and nutrient PFA model score maps for the low flow dataset. 
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The three factors retained using the high flow dataset were similar to the Factor A and 
Factor B (Figure 10.8). The first factor explained 42% of tehe variance in teh data and 
presented similar variables associated with Factor A. Factor 2 explained 22% of the 
total variability and was related to Si, NO3- and DOC similar to Factor 4 of the low flow 
PFA model. Factor 3 explained 14% of the variance and presented similar variable 
associations with Factor 2 of the low flow PFA model. 
 
Figure 10.8: Major cation and nutrient PFA model score maps for the high flow dataset. 
 
10.3.4 Principal Factor Analysis Model Using Trace and Minor Elements 
The PFA model using only trace and minor elements provided different results from the 
other PFA models. For the low flow PFA model, three factors were retained and 
explained 67% of the variance (Appendix E, Table E.4). Factor 1 grouped the transition 
metals and was associated with Ni, Cu, Co and Fe, explaining 23% of the variance. Ni 
and Co have similar characteristics, being that they can substitute Fe in ferromagnesian 
compounds. Ni, Co and Cu can coprecipitate or be absorbed by manganese and iron 
oxides, decreasing the concentration of these metals in water (Hem, 1985). A high score 
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for this factor was found mainly at the Cachapoal River downstream from the Coya 
River confluence until the Claro River confluence (Figure 10.9). It has been reported 
that urbanised areas contributed Cu and Ni to surface waters (Fitzpatrick et al., 2007). 
The low flow PFA Factor 2 explained 18% of the variance and presented positive 
strong correlations with Ba, Sr and SO4-2; and negative loadings of Si and temperature. 
High scores were found at the headwater of the Cachapoal and Tinguiririca Rivers 
probably indicating the effect of sedimentary rocks weathering. Factor 3 explained 14% 
of the variability and presented similar variable association with Factor A. Factor 4 
explained 12% and can be related with the redox sensitivity of Mn, which was notable 
in the Tinguiririca River. 
The high flow PFA model explained 78% of the variance, but only two factors were 
retained. The first factor related with the Factor A and Factor 2 was similar with the 
Factor 4 of the low flow PFA model. The sites with high scores for the latter were at the 
Tinguiririca River and Cachapoal River between La Cadena stream and Claro River 
(Figure 10.10). 
 
Figure 10.9: Trace and minor element PFA model score maps for the low flow dataset. 
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Table 10.5: Summary of high PFA loading (> 0.5 or < -0.5) for the trace and minor element datasets 
Low Flow Campaign Dataset    
Loadings Factor1 Factor2 Factor3 Factor4 
Total 
Variance 
Positive Ni, Cu 
 
Sr, Ba As, Mo, Ba Mn   
Negative       V   
% Variance 23.3 17.8 13.7 11.9 66.7 
            
High Flow Campaign Dataset        
Loadings Factor1 Factor2 Total Variance   
Positive Sr, Ba, Mo, 
As, Cu, Ni 
 
Mn   
  
Negative   V     
% Variance 64 14.4 78.4   
            
Combined Campaign Dataset        
Loadings Factor1 Factor2 Factor3 Total Variance  
Positive Sr, As, Ba, 
Mo, Ni, Cu 
 
V Cu, Mo 
   
Negative          
% Variance 49.6 10.3 8.7 68.6  
 
 
Figure 10.10: Trace and minor element PFA model score map for the high flow dataset. 
 
10.4 Identification of Distinct Geochemical Regions 
The interpretation of the PFA models suggested that the agriculture and the 
geochemical fingerprint of the rocks might have the greatest impact on the water 
chemistry. Using the additional information from the land use and geology maps, it is 
possible to connect and corroborate the findings from the PFA through the cluster 
analysis. The complete linkage and the Ward’s agglomerative method provide 
meaningful clusters when the land use and geology variables were used in the analysis. 
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There were two general groups in the land use dendrogram (Figure 10.11-a) defined by 
the proportion of the agriculture, prairies and scrublands, while in the geology 
dendrogram (Figure 10.11-b) there were two contrasting groups at larger distance, 
defined by the proportion of the Costal Range intrusives. The dendrogram for the land 
use and geology cluster analysis shows that the 107 nested watersheds may be grouped 
in six main clusters. 
 
10.4.1 Cluster Analysis based on the Land Use of Drained Watershed 
Figure 10.12 presents the classification of the nested watersheds using land use 
categories. Cluster 1 grouped principally the watersheds with high proportion of prairies 
and scrublands followed by forests and bare soils. These watersheds are located mainly 
in the Alhue River Basin. Cluster 2 grouped the nested watersheds with high 
proportions of agricultural land, which are located in the Central Depression. Therefore, 
it is likely that the water quality in these watersheds reflected the diffuse pollution from 
agriculture. 
 
Figure 10.11: Dendrogram of the cluster analysis using (a) land use variables, complete method; (b) 
geology variables, Ward’s method. 
 
This group included the watersheds of the La Cadena Stream, Cachapoal River 
downstream the La Cadena confluence, Claro River, and Zamorano Stream. Cluster 3 
grouped the watersheds located in the Tinguiririca River in the Central Depression and 
in the Cachapoal River between the Pangal River and the La Cadena Stream
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Figure 10.12: Cluster analysis classification on the basis of land use in the drained watershed. 
 
confluence. These watersheds presented an important proportion of bare soils, prairies 
and scrublands. Cluster 4 included the nested watershed of the Barahona Stream, in 
which the Barahona old tailing impoundment is located. The samples collected in these 
watersheds were considered as outliers due to the high metal content. Cluster 5 grouped 
the watersheds located in the high mountains where the lakes and snowfields were 
predominant. Cluster 6 included the nested watershed located in the Coya River, where 
the industrial and mining land use is significant. The water chemistry of these 
watersheds presented high metal and cation loads due to the mining, and some samples 
collected in this river were considered as outliers. 
The map of the land use clusters showed some similarity with the PFA score maps. 
Cluster 2 corroborates the diffuse pollution effect from the agricultural land on stream 
water chemistry, since this cluster can be linked with the PFA Factor B, which has a 
high correlation with of Mg, NO3-, HCO3-, Si and V. Cluster 5 can be related to Factor 2 
from the low flow trace and minor element PFA model, which presented strong 
association with Sr and Ba. The rest of the land use clusters could not be directly 
correlated with other PFA factors. 
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10.4.2 Cluster Analysis based on the Geology of Drained Watershed 
The distribution of the six clusters using the geology categories is presented in Figure 
10.13. Cluster 1 grouped the watersheds in the Coastal Range of the Alhue Basin. This 
catchment is characterised by the presence of Oligocene intrusive rocks. This distinct 
cluster suggests that probably the character of the river water may be different from the 
Cachapoal and Tinguiririca rivers. Cluster 2 grouped all sourcesheds located in the 
Central Depression, which is directly related to quaternary deposits and the Coya 
Machali Formation rocks. The character of these waters may be largely influenced by 
diffuse pollution from agriculture. Cluster 3 grouped principally all sourcesheds in the 
Main Cordillera where the geology consists of volcanic and marine sedimentary 
formations. Therefore, the river water chemistry may reflect the composition of the 
rocks in these parts of the Rapel River Basin. Similar to the Cluster 3, Cluster 4 grouped 
all the watersheds located in the mountainous area that present high proportions of 
volcanic rocks from the Coya Machali and Farellones Formation. Cluster 5 grouped the 
nested sourcesheds located in the Cachapoal River from the Coya River confluence 
until the mouth of the Cachapoal River. This cluster represents the combined effect of 
the volcanic rocks from the Coya Machali and Farellones Formation; and the quaternary 
deposits. Cluster 6 grouped the nested watersheds located in the Coya River, which 
were characterised by the Cu-Mo porphyric ore deposit (El Teniente mine); in the 
Pangal River and the Cipreces Stream. The chemistry of the water that drains these 
sourcesheds may present high natural metal concentrations.  
The map of the geology clusters presented similar distributional patterns as the PFA 
score maps and could explain better the relationship of the diffuse sources in 
mountainous areas than the land use clusters. Cluster 3 and Cluster 4 can be correlated 
with Factor 2 from the low flow trace and minor element PFA that present high Sr and 
Ba loadings. The silicate and sulphide weathering from the Coya-Machali and 
Farellones Formation volcanic rocks could explain this correlation. Cluster 2 can be 
linked with Factor B from the PFA, which presented a high correlation of Mg, NO3-, 
HCO3-, Si and V; and Cluster 5 can be associated with Factor A, which was interpreted 
as the urbanization and agricultural effects with the strong association of As, Ba, Cl, K, 
Mo, SAR, SO4-2 and Sr. Despite the clear geological distinction of the Alhue River 
basin, it seems that the agricultural chemical fingerprint was more predominant than the 
geology chemical fingerprint. For that reason, this cluster could not be directly 
associated with any PFA factor. 
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Figure 10.13: Cluster analysis classification on the basis of the geology in the drained watershed. 
 
10.5 Contribution of point and non-point sources to water chemistry 
It is clear from the previous sections that the land use and geology have a combined 
effect on the water chemistry. Partial regression analyses were performed to account for 
the contribution of these two sources to the water chemistry. Two scenarios were 
considered in the regression analysis: land use and geology; and land use, geology and 
topography as independent variables. The results from these analyses are described in 
more detail in the following section. 
 
10.5.1 Regression Analysis using Land Use and Geology Datasets as 
Independent Variables 
The total variance explained by the land use and the geology variables dependeds on the 
type of the chemical parameter considered. For the major elements and nutrients, the 
land use and geology datasets collectively accounted for 16% to 65% and 19% to 68% 
of the variation during the low flow and high flow seasons, respectively. Whereas, for 
the minor and trace elements, they accounted for less than 10% to 43% and 11% to 72% 
of the variation during the low flow and high flow seasons, respectively (Appendix E, 
Table E.5 and E.7). It is interesting to notice that a higher variation was explained 
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during the high flow season, which is the opposite from the PFA results, where higher 
proportion of variance was explained during the low flow season. 
The variables with adjusted coefficients of determination higher than 0.45 were 
temperature, Si, K and SO4-2 for the low flow season; and conductivity, SAR, K, Mg, 
NO3-, Si, Cu, Mo and V for the high flow season (Table 10.6). The geology variables (G 
fraction in Figure 10.1) explained most of the variation in K and SO4-2 concentrations 
during the low flow campaign; while, most of the variation in temperature and Si 
concentration were attributed to the combined effect of the land use and geology (LG 
fraction in Figure 10.1). During the high flow, the land use contribution (L fraction in 
Figure 10.1) was important for the conductivity, K and NO3- concentrations; whereas, 
the combined effect of the land use and geology was relatively more important for SAR, 
Mg, Si, Cu and V. Equivalent contributions presented the land use and geology in SO4-2 
concentrations. 
 
Table 10.6: Partial linear regression analysis results for the low flow and high flow water quality data 
using only land use and geology as explanatory (predictor) variables. 
 R2 R2adj T.Land T.Geo L LG G Residual 
Low Flow Season      
Si 0.69 0.65 0.44 0.6 0.05 0.4 0.21 0.35 
Temperature 0.61 0.55 0.46 0.42 0.13 0.33 0.09 0.45 
K 0.56 0.5 0.21 0.34 0.16 0.06 0.29 0.51 
SO4-2 0.56 0.5 0.2 0.28 0.22 -0.02 0.3 0.5 
ORP 0.5 0.43 0.27 0.4 0.02 0.25 0.15 0.58 
Ba 0.5 0.43 -0.01 0.4 0.03 -0.04 0.44 0.57 
NO3- 0.49 0.42 0.4 0.28 0.14 0.25 0.02 0.58 
Conductivity 0.48 0.4 0.19 0.14 0.26 -0.08 0.22 0.6 
Mn 0.47 0.4 0 0.36 0.04 -0.04 0.4 0.6 
         
High Flow Season      
Cu 0.75 0.72 0.5 0.55 0.17 0.33 0.22 0.28 
Si 0.71 0.67 0.5 0.61 0.06 0.43 0.17 0.33 
NO3- 0.61 0.56 0.54 0.34 0.21 0.33 0.01 0.44 
K 0.61 0.55 0.38 0.35 0.2 0.18 0.17 0.45 
Mg 0.58 0.52 0.39 0.35 0.17 0.23 0.13 0.48 
Mo 0.57 0.51 0.16 0.35 0.16 0 0.35 0.49 
Conductivity 0.54 0.48 0.36 0.22 0.26 0.1 0.12 0.52 
SAR 0.54 0.48 0.39 0.4 0.08 0.31 0.09 0.52 
V 0.54 0.47 0.46 0.38 0.09 0.36 0.02 0.53 
Cl 0.5 0.44 0.24 0.29 0.15 0.09 0.2 0.56 
Na 0.5 0.44 0.32 0.3 0.14 0.18 0.11 0.56 
DOC 0.49 0.43 0.44 0.37 0.06 0.38 -0.01 0.58 
Alkalinity 0.49 0.42 0.34 0.31 0.11 0.23 0.07 0.58 
Ba 0.47 0.4 0.11 0.29 0.1 0.01 0.29 0.61 
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The land use and the geology as diffuse sources predicted a small amount of the total 
variance of the PFA scores. All predictor variables accounted for 0.3% to 32% and 2% 
to 63% of the variation in PFA scores during the low flow and high flow season, 
respectively. The land use and geology variables together explained 63% of the 
variation in Factor 2 from the high flow PFA model using the major elements and 
nutrients (Factor B), which was associated with Si, NO3- and DOC. Similarly, all 
predictors accounted for 59% of Factor 2 of the high flow PFA model using the key 
variables, which was associated with Mg, SAR, Si, HCO3- and NO3-. The land use 
setting after accounting for the geology (L fraction); and the geology setting after 
accounting for the land use (G fraction) explained small variations in scores, while the 
combined effect of both settings explained as much or more variability. 
 
10.5.2 Regression Analysis using Land Use, Geology and Topography Datasets 
as Independent Variables 
When the land use, geology and topography were used as explanatory variables in the 
partial regression models, more parameters and element concentrations were better 
predicted than the regression models using the land use and geology only (Appendix E, 
Table E.8 to E.10). All the predictors accounted for 2% to 77% and 20% to 70% of the 
variation in the major and nutrient concentrations during the low flow and high flow 
season, respectively. The coefficients of determination for the minor and trace elements 
varied between 6% and 46%; and 6% to 74% during the low and high flow, 
respectively. 10 and 11 variables during low and high flow season, respectively, 
presented coefficients of regression higher than 0.45. 
The geology variables explained more variance in hardness, TDS, Ca, K and Si during 
the low flow; and in SO4-2, Ba and Mo during the high flow after the land use and 
topographical variables were accounted for. The combination of land use, geology and 
topographical setting predictors (fraction LGT in Figure 10.1) allowed to explain more 
variability in temperature and SO4-2 during the low flow and in SAR, Mg, NO3-, Si and 
V during the high flow. The effect of the geology only and the combined effect of the 
three predictor sets variables presented similar contributions in K and Cu during the 
high flow season. The effect of the land use setting once the geology and topographical 
features were accounted was weak for almost all the variables during the two flow 
seasons with the exception of Na during low flow season and high flow season. 
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The three predictor datasets predicted more variability in PFA scores than when using 
only the two datasets. The explained total variance ranged from 0% to 41% during the 
low flow and from 2% and 65% during the high flow. The PFA factors from the model 
using major elements and nutrients were better predicted in comparison to the rest of 
the model factors. The three datasets predicted fairly high proportions of the variance 
(almost 60%) in Factor 2 from the key variables PFA model during the high flow 
season. All predictor variables accounted for 39% and 41% of the variation in Factor 3 
and Factor 4 of the major elements and nutrients PFA model during the low flow 
dataset. The geological settings explained most of the variability in Factor 3, which was 
highly correlated with Si and Mg; while, the combination of land use, geology and 
topographical setting predictors was more significant in explaining the variability in 
Factor 4, which was associated with DOC and NO3-.  
The three variable settings explained 65% and 43% of the total variability in Factor 2 
and Factor 3 of the PFA model using high flow major elements and nutrients. For both 
factors, the combination of the three variable settings (fraction LGT in Figure 10.1) 
explained more variance. The land use setting was also important in explaining the 
variability in Factor 3. The total amount of variability of Factor 2 of the high flow PFA 
model using key variables was 60% using the three data sets. This factor was associated 
with Mg, SAR, Si, HCO3- and NO3- and the combination of the three data settings was 
more significant in explaining the variability. 
 
10.6 Conclusions 
The primary objective of the methodology presented was to develop an integrated 
multivariate statistical analysis method that can be used to identify pollutant sources 
from water quality data. The PFA of the dataset from individual sampling events and 
the combined dataset yielded two consistent factors that can be attributed to the 
combination of the urbanisation and agriculture effects (Factor A); and the agriculture 
and groundwater effects (Factor B). The PFA with a reduced number of variables yield 
different parameter associations, although the factors retained in the major element and 
nutrient parameter PFA correlated with the factors with all variables included in the 
PFA. The factors retained in the trace and minor elements PFA explained less 
variability and were more difficult to explain. The research suggests that the study of 
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the baseflow or low flow data yielded better results to interpret the underlying 
geochemical processes than the high flow data. 
Despite the variability in the water chemistry over the study period, the results showed 
that the effect of the agricultural activity was remarkable in the Cachapoal River Basin 
in the Central Depression; while, mineral weathering was significant in the 
mountainous areas, where agriculture is limited. 
The cluster analysis using sourceshed derived from the land use and geology data can 
be used to identify areas with distinct features relating to combined natural and 
anthropogenic geochemical signatures. This methodology was used for a large river 
basin hosting complex geology and land use and the resulting classification was found 
to be in good agreement with stream water chemistry data. This approach is an effective 
tool in defining individual areas at river basin scale that can be used in defining site-
specific EWQS for metals. The spatial distribution of the landuse and geology related 
clusters confirmed the relationship among water chemistry, agriculture and rock 
weathering. 
The combination of processes identified in PFA were corroborated by the partial 
regression, which showed that the land use and geology setting explained more than 
60% of the variability of the Factor B, which was associated with Si, NO3- and DOC. 
The geology setting explained most of the variation in K and SO4-2; while, most of the 
variation in temperature and Si concentration were contributed by the combined effect 
of the land use and geology. 
 
Having identified the underlying geochemical processes that control the surface water 
chemistry in the Rapel River Basin; and demonstrated the relationship between the 
water chemistry and non-point sources, the next chapter describes the distribution of the 
copper species in the research area and how they can be related to toxicity and 
bioavailabity using thermodynamic and toxicological models. 
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Chapter 11 Copper Chemical Bioavailability and Risk 
Assessment 
11.1 Introduction 
This chapter presents the second tier of the research framework, which deals with the 
bioavailability and toxicity assessment of Cu levels in stream water; and the Cu risk 
assessment. Through the first tier of analysis, the spatial and temporal trends of water 
chemistry; and the point and non-point sources influencing the water quality were 
identified. The aim of this chapter is to assess the chemical forms of Cu in the river 
water, to determine the toxicity levels taking into account site-specific water 
characteristics and to carry out a deterministic and probabilistic risk assessment. The 
focus of the probabilistic risk assessment is to illustrate, through the case study, how the 
risk estimation can vary when the spatial variability and the uncertainty introduced by 
the measurement sampling processes are considered simultaneously. The specific 
methodology and the results are described in the next sections.  
 
11.2 Methods Used in this Research 
11.2.1 Metal Chemical Speciation 
The partitioning of dissolved copper, cobalt, nickel, manganese and zinc between 
different chemical species in water was computed using the WHAM model VI (Tipping 
et al., 1998). This model considers the interactions of metals with inorganic ligands 
using conventional equilibrium formulations and equilibrium constants from the 
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literature and humic substances. The stability constants for the most important metal 
complexes were taken from the NIST database 46, version 4 and 8 (Martell et al., 1997; 
Martell et al., 2004).  
The dissolved concentration of the major ions Ca2+, Mg2+, K+, Na+ SO42-, NO3-, CO3-2, 
Cl-, F;- pH, temperature and the trace metals of interest Cu, Ni and Zn were introduced 
in the speciation model. Due to the lack of knowledge on the active binding fraction of 
the organic matter, the modelling was carried out assuming that 50% of the DOC was 
active fulvic acid (Dwane and Tipping, 1998). Data below the detection limit for each 
element were replaced using half of its detection limit value. 
 
11.2.2 Cu Bioavailability and Risk Assessment 
Cu risk assessment was performed using two different methods for the exposure and 
effect assessment. The first assessment comprised the deterministic estimation of the Cu 
risk taking into account single species and the specific physico-chemical water 
properties of each monitoring station. The second assessment consisted of the Cu risk 
assessment when several aquatic species are taken into account. Deterministic and 
probabilistic evaluations were performed to assess the potential Cu risk to the aquatic 
environment. The probabilistic estimation of the Cu risk took into account the 
propagation of the measurement uncertainty of the Rapel River Basin chemical 
information, based on the quality control analysis (Chapter 8).  
 
11.2.3 Cu Toxicity Assessment: Single Specie 
The physico-chemical information, Ca2+, Mg2+, Na+, K+, SO4-2, DOC, alkalinity, pH and 
temperature, from the low flow and high flow season filtered datasets, was gathered for 
the BLM calculations. The concentrations below the detection limit for each parameter 
were replaced by the half of their detection limit value. 
Prior to performing the BLM estimation, the stream water samples were checked to see 
if the chemical data was within the BLM calibration range. Twelve low flow samples, 
defined as univariate outliers in the Section 9.3.4 were removed from the dataset since 
the pH was lower, and Ca2+ and SO42- concentrations were higher than the validation 
range. Similarly, 12 samples from the high flow campaign were left out due to high 
Ca2+ and SO42- concentrations, previously defined as univariate outliers; one sample, at 
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the Rigolemu Stream, presented high DOC concentration and one sample presented 
very high pH at Las Palmas Stream. After removing the outliers and samples out of the 
BLM range, the Cu concentration from the filtered low and high flow datasets was 
considered in the exposure assessment. 
The speciation and bioavailability calculations were conducted using BLM version 
2.2.3 (HydroQual, 2007), which uses the CHESS geochemical model (Santore and 
Driscoll, 1995) to describe the inorganic copper complexation and WHAM version V 
(Tipping, 1994) to describe the organic copper complexation. The concentration of 
dissolved Cu, Ca2+, Mg2+, Na+, K+, SO42-, DOC, Cl-, alkalinity, pH and temperature 
from the research data were entered in the BLM. Active fulvic acid was considered as 
50% of the DOC (Dwane and Tipping, 1998) and the humic acid was set to 0.001%. 
The acute and chronic biotic stability constants used for the different Cu-BLM have 
been presented in Section 4.5.3 and the stability constants for the inorganic copper 
complexes were taken from Martell et al. (1997; 2004). 
The acute and chronic copper BLM for D.magna (De Schamphelaere et al., 2002; De 
Schamphelaere and Janssen, 2002; De Schamphelaere and Janssen, 2004), P.promelas 
(Di Toro et al., 2001) and P.subcapitata (De Schamphelaere et al., 2003; De 
Schamphelaere and Janssen, 2006) were used with the low flow and high flow filtered 
water samples. The acute Cu-BLM for Daphnia magna was validated for the Chilean 
river conditions (Rodriguez, 2008) and the acute lethal concentration defined for 
D.magna, D.obtusa and D.pulex in Chilean surface waters (Table 4.3; Villavicencio et 
al., 2005) were considered in the modelling. Therefore, the acute BLM was estimated 
for five species: P.subcapitata, D.magna, D.obtusa, D.pulex and P.promelas; while, the 
chronic BLM was estimated for three species: P.subcapitata, D.magna and P.promelas. 
The potential Cu risk in the Rapel River Basin was calculated using the conventional 
risk ratio, also called as bioavailability index (Van Genderen et al., 2008), in which the 
specific Cu concentration is divided by the calculated toxicity concentration. A ratio 
exceeding one suggests that Cu concentration may be present at a level that may pose a 
risk to the aquatic environment. Villavicencio et al. (2005) found that the final acute 
value used to derive the hardness water criteria (EPA, 1985) was comparable to the 
mean LC50 values of the genus Daphnia, so the BLM developed for Daphnia may afford 
a similar protection level as the hardness criteria, taking into account the site-specific 
water characteristics. Taking this into account, they derived site-specific water quality 
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standards dividing the acute LC50 by an assessment factor (AF) equal 2 to protect the 
most sensitive species. In this case study, the LC50 for the five species divided by two 
were compared with Cu concentration to assess the potential risk. 
 
11.2.4 Cu Toxicity Assessment: Multiple Specie 
Two analyses were performed using the multiple ecotoxicity databases. The first 
compared the risk characterization from the total to that of the added risk approach. The 
second compared the risk characterization of the deterministic and probabilistic risk 
approach. These two assessments are explained in more detail in the next section. 
 
Total and Added Risk Approach 
a. Exposure Assessment 
The Cu data obtained from the filtered low flow and high flow dataset was prepared in 
the same way as for the toxicity assessment for a single specie, Section 11.2.2.1, i.e. 
removing outliers and with imputation of the values below the detection limit. The 
lognormal and Box-Cox transformations were used to assess the normality of the data. 
The 90th percentile of the transformed Cu values from the main rivers and the whole 
basin were considered as the PEC. This concentration was considered as the total risk 
approach PEC, denoted as PECTRA. 
The added risk approach (Section 4.6; Struijs et al., 1997) was included in the Cu risk 
assessment to determine the potential risk on the basis of the added amount of copper 
resulting from anthropogenic sources. Therefore, it is assumed that the natural 
background concentration of metals does not pose any adverse ecotoxicological effect, 
even if it is bioavailable. The Cu background concentrations were estimated considering 
the groups obtained from the cluster analysis, Section 10.3.2. The Cluster 5 samples, 
resulting from the land use cluster analysis, were considered as the background for the 
Cachapoal and Tinguiririca rivers. However, it was not possible to distinguish 
differences in the clusters for the Alhue River, Claro River and Antivero River, so the 
samples obtained at the headwater of these rivers were considered as the background 
concentration. The background concentration was calculated as the 50th percentile and 
the range was the 25th and 75th percentile of Cu concentration. The background 
concentration for the Rapel River Basin was obtained as the 50th percentile of all water 
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background samples selected previously. The anthropogenic Cu PEC (PECARA) for the 
main rivers was estimated by subtracting the natural Cu background concentration from 
the measured ambient concentrations.  
 
b. Effect Assessment 
The copper aquatic chronic toxicity database was obtained from the voluntary Risk 
Assessment Report (VRAR; European Commission, 2008) and from De Shamphelaere 
et al. (2003; 2006). The original VRAR database contained 139 individual chronic 
toxicity data for 27 species, covering full life stages. Since the full chemistry of each 
chronic data gathered from the Cu VRAR (2008) was not complete for all species, a 
subset of this database with full chemistry (Cu, Ca2+, Mg2+, Na+, K+, SO42-, DOC, Cl-, 
alkalinity and pH) was selected and completed from other sources obtaining a compiled 
database with 154 chronic copper concentration for 26 species (Table 11.1). 
Full chemistry was required to carry out the extrapolation of species-specific BLM over 
different species, so-called “full normalization”, using the algae, invertebrate and fish 
BLM (Section 4.5.3). Consequently, the chronic Cu toxicity values can be normalised 
taking into account the site-specific physico-chemical water characteristics. The BLM 
for D. magna was used to normalise the rotifers', molluscs', cladocerans', insects' and 
amphipods' Cu toxicity data. The BLM for P.promelas and P.subcapitata were used to 
normalise the fish and algae Cu toxicity data, respectively.  
The filtered stream water samples were classified according to the main rivers to be 
used in the hazard concentration estimation. The 50th percentiles of the BLM input 
parameter concentrations were calculated for each river and considered as a typical 
scenario (Table 11.2). These values were used to normalise the Cu NOEC and the 
specie sensitivity distribution (SSD) was constructed with these values for the main 
rivers in the Rapel River Basin assuming they follow a lognormal distribution. The 
added Cu concentration in the effect assessment, PNECARA, is the maximum 
permissible addition to the background concentration (Cb). The PNECTRA was 
calculated as PNECTRA=Cb+PNECARA. The median of the hazard concentration (HC5-50) 
was calculated using Eq. 4.1 and the software ETX 2.0 (Van Vlaardingen et al., 2004), 
using the extrapolation constants developed by Aldenberg and Jaworska (2000).  
 
  
 
238 
Table 11.1; Summary of species used in the normalization.  
Taxonomic Group Specie Endpoint 
NOEC- 
non 
normalised 
SpH/ 
LANOEC No. 
Algae Chlamydomonas reinhardtii  growth 79.824 2.01 4 
Algae Chlorella vulgaris growth 137.959 2.26 17 
Algae P. subcapitata growth 74.228 1.74 29 
Rotifer Brachionus calyciflorus reproduction 33.501 1.76 4 
Molluscs Dreissenia polymorpha Filtration rate 18.330 5.73 2 
Molluscs Villosa iris mortality 19.100 4.55 1 
Molluscs Campeloma decisum  mortality 8.000 2.81 2 
Molluscs Juga plicifera mortality 6.000 1.80 1 
Cladocerans Ceriodaphnia dubia  reproduction 13.141 4.77 10 
Cladocerans Daphnia magna   growth 12.600 7.19 1 
Cladocerans Daphnia pulex  mortality 14.526 17.86 9 
Insects Chironomus riparius  growth 16.900 19.22 1 
Insects Clistoronia magnifica  Life cycle 10.387 3.25 2 
Insects 
Paratanytarsus 
parthenogeneticus  growth 40.000 28.23 1 
Amphipods Gammarus pulex 
population 
response 11.000 7.91 1 
Amphipods Hyalella azteca  mortality 50.270 24.82 6 
Fish Ictalurus punctatus  growth/mortality 13.000 1.88 2 
Fish Noemacheilus barbatulus  mortality 120.000 18.63 1 
Fish Oncorhynchus kisutch  mortality 20.785 3.60 2 
Fish Oncorhynchus mykiss  growth 11.592 2.84 3 
Fish Catostomus commersoni  growth/mortality 12.900 2.39 2 
Fish Esox lucius growth/mortality 34.900 14.31 2 
Fish Perca fluviatilis  growth 39.000 10.13 1 
Fish Pimephales notatus growth 56.207 14.48 3 
Fish Pimephales promelas growth 17.778 6.54 4 
Fish Salvelinus fontinalis  growth 14.021 4.98 5 
LA stands for lethal accumulation, No is the number of species. 
 
c. Cu Risk Characterization 
The deterministic risk ratio was calculated as the quotient of the single value 
representing the exposure and effect concentration. Taking into account the total risk 
approach, the Cu risk characterization is obtained from the PECTRA to PNECTRA ratio; 
and the risk characterization for the added risk approach was obtained from the PECARA 
to PNECARA ratio. A risk ratio exceeding 1 indicates that Cu is present in concentrations 
that may pose a risk to the aquatic environment in the rivers. 
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Table 11.2: Main physico-chemical characteristic of the Rapel River Basin river waters. 
pH   DOC   Alkalinity   Hardness   Ca   
Case Study  Median ± MAD 10th /90th P Median ± MAD 10th /90th P Median ± MAD 10th /90th P Median ± MAD 10th /90th P Median ± MAD 10th /90th P 
Rapel River Basin 7.43 ± 0.526 6.88/8 2.02 ± 0.64 1.38/3.48 54.6 ± 27 21.4/108 123 ± 75.5 38.3/222 42.8 ± 27 14.6/75.8 
Rapel River Basin 
(external) 7.44 ± 0.534 6.7/8.1 -   - 81 ± 29.9 54.2/156 159 ± 58.3 90.3/590 43.2 ± 26.3 15/121 
Cachapoal 7.84 ± 0.348 7.16/8.01 1.97 ± 0.372 1.55/2.6 61.2 ± 23.1 44.3/110 168 ± 63.1 120/227 63 ± 17.4 42.2/77.8 
Tinguiririca 7.24 ± 0.252 6.78/7.93 1.74 ± 0.631 1.3/2.59 31 ± 13.9 12.4/61 118 ± 74 55.3/205 41.5 ± 22.5 19.4/71.1 
Alhue 7.57 ± 0.4 6.95/7.98 2.38 ± 0.622 1.85/2.91 73 ± 8.26 63.3/84.9 59.9 ± 15.5 55.2/115 19.1 ± 5.67 15/32.8 
Claro 7.48 ± 0.623 6.4/7.93 2.4 ± 0.983 1.58/3.36 30.7 ± 14 21.6/123 42.8 ± 28.9 24.4/249 45 ± 52.1 8.77/84.2 
Antivero 7.46 ± 0.282 6.9/7.95 2.77 ± 0.988 1.79/3.75 63.4 ± 22.4 40/105 115 ± 54.6 44.8/162 41.3 ± 15.2 16.7/52.2 
           
           
Mg   K   Na   Cl   SO4   
Case Study   Median ± MAD 10th /90th P Median ± MAD 10th /90th P Median ± MAD 10th /90th P Median ± MAD 10th /90th P Median ± MAD 10th /90th P 
Rapel River Basin 5.39 ± 3.35 1.94/10.8 1.69 ± 1.42 0.336/3.77 10.9 ± 7.73 2.87/26.4 10 ± 12.4 0.537/36.9 77 ± 47.8 11.2/127 
Rapel River Basin 
(external) 6.2 ± 3.78 2.8/16 2.7 ± 1.79 0.8/10.2 13.7 ± 7.26 5.5/31.7 17.9 ± 12.9 5.3/38 80 ± 50.9 24/493 
Cachapoal 6.12 ± 3.14 3.5/10.8 2.71 ± 1.63 1.6/4.78 17.1 ± 11.9 8.94/28.9 23.5 ± 17.9 11.1/43.6 99.7 ± 22.1 78.5/129 
Tinguiririca 5.02 ± 2.75 2.03/6.03 1.34 ± 1.05 0.763/2.57 9.88 ± 7.28 3.97/19.9 7.12 ± 6.15 2.09/20.7 85.4 ± 57.5 36.4/164 
Alhue 5.83 ± 1.26 5.22/11 0.833 ± 0.295 0.624/1.24 9.39 ± 2.27 7.4/14.6 1.79 ± 1.2 1.26/4.87 11.3 ± 12.2 4.11/60.8 
Claro 6.03 ± 7.01 1.14/11.3 1.67 ± 1.88 0.242/2.93 10.7 ± 12.4 2.04/22.1 4.95 ± 6.7 0.461/31.5 55.8 ± 66.7 8.62/113 
Antivero 7.64 ± 4.32 2.93/10.8 2.08 ± 0.561 0.623/2.47 11.7 ± 6.08 6.02/16.5 9.19 ± 4.93 1.02/15.8 51.9 ± 23.9 12.3/70.9 
All basin and river features are considering the two sampling campaigns. The external dataset is considered as the reference water. 
 
  
 
240 
Deterministic and Probabilistic Total Approach and Measurement Uncertainty 
Until now, the determination of chronic values was based on the deterministic 
approach, i.e. whether the measured concentration exceeds or not a threshold value. It 
could be useful to determine the probability associated with these values taking into 
account the natural variability in the basin and the uncertainty introduced by the 
sampling process. The exposure assessment, effect assessment and the risk 
characterization are explained in more detail in the next section and an overview of the 
methodology is presented in Figure 11.1. 
 
 
Figure 11.1: Methodology for the probabilistic Cu risk assessment. 
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a. Exposure Assessment 
The Cu concentration from the low flow and high flow filtered dataset, previously 
prepared for the Cu toxicity assessment using single specie, and the spatial variability 
and the uncertainty associated with the measurement technique, which includes the 
sampling and analytical components (Section 8.3.4), were taken into account in this 
assessment through a two-dimensional Monte Carlo simulation. This two-dimensional 
Monte Carlo simulation consists of two nested loops, where the inner loop deals with 
the spatial variability and the outer loop deals with the measurement uncertainty. The 
Cu concentrations were fitted to a lognormal distribution and 250 random samples were 
generated from the Cu ranges and distribution through Latin Hypercube sampling, 
(Section 5.4.4). The predicted environmental concentration (PEC) was computed as the 
90th percentile of the Cu concentration. The package mc2d in the R software was used 
to carry out the two-dimensional Monte Carlo simulation. 
 
b. Effect Assessment 
The Cu chronic toxicity database used in this analysis was presented in Table 11.1. The 
variability and uncertainty of the physico-chemical BLM inputs were then propagated 
in the calculation of the chronic Cu concentration estimation to determine how the 
sample handling and measurement could affect the potential Cu risk assessment results. 
The P.subcapitata, D.magna and P.promelas chronic BLMs were used to carry out the 
full normalization. A two-dimensional Monte Carlo simulation using the chemical data 
was applied in the BLM software. The Ca2+, Mg2+, Na+, K+, SO4-2, DOC, alkalinity, pH 
and temperature data was fitted to a lognormal distribution and the statistical moments 
(median and standard deviation) for each parameter were considered to generate the 100 
random samples. The Latin Hypercube sampling method was used to generate the 
random observations, which were truncated to the validation BLM range for each 
parameter. The random samples generated were correlated same as the original data by 
using the Iman and Conover method (1982). The normalised Cu NOECs were used to 
construct the SSD curves, which were fitted to a lognormal and logistic distribution. 
The results of the effects probability distribution were surrounded by the 5th and 95th 
percentile of the uncertainty distribution. The hazardous concentration for the 5% of the 
species (HC5) was estimated and the median of the HC5,, denoted as HC5-50, was 
considered as the PNEC.  
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c. Cu Risk Characterization 
Taking into account the probability approach, the risk characterisation leads to the risk 
quotient distribution, which is a combination of the exposure and effects probability 
distributions (Section 4.4.3). The potential risk is defined as the probability that some 
randomly selected environmental concentration exceeds some randomly selected 
species sensitivity for Cu. If the risk quotient becomes larger than one, then it indicates 
that the Cu levels may pose a risk to the aquatic ecosystems. This approach resulted in a 
Cu risk distribution surrounded by the two confidence limits of the 5th and 95th 
percentile of the uncertainty distribution.  
 
11.3 Metal Chemical Speciation and Cu Risk Assessment 
11.3.1 Metal Chemical Speciation 
Figure 11.2 shows the Cu chemical species distribution in the research area. The 
chemical species such as CuSO4 or CuCl+ were not included since the water samples 
presented low proportions of these species. The Cu speciation results showed that 
copper bound to the organic matter (Cu-FA) was the predominant specie during the low 
flow and high flow campaign (84% and 89% of the samples, respectively). Copper free 
ion (Cu2+) was the dominant specie only for 11% and 4% of the samples during low 
flow and high flow, respectively. This trend was observed in waters with pH below 5, 
which allows metals and cations to be more soluble in the waters. The acidic water 
conditions were observed in the Coya River downstream from the El Teniente mine 
until the confluence with Cachapoal River; and in the Cachapoal River up to 9 km 
downstream from the Coya River confluence during the low flow. The Cu-carbonates 
became important downstream from the Piuquenes and Caren tailing impoundment 
during the low flow; while, they were predominant for 12 km downstream the Coya 
River during the high flow campaign. 
In contrast to copper chemical distribution, the organic metal complexes for Ni and Zn 
were negligible for the two seasons. The metal free ion was the predominant specie for 
Ni and Zn during the low flow campaigns (66% and 100%, respectively) and for Zn 
during the high flow (92%). The metal carbonates were more important for Ni during 
the high flow (52%) than low flow (30%). The Ni bound to nitrates fraction was 
significant in two samples during low flow. 
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Figure 11.2: Percentage of the principal copper species (more than 20%) during low and high flow 
conditions. Toxic copper species included Cu2+, CuCO3 and CuOH+. 
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The speciation modelling from the principal rivers was also studied in order to correlate 
the findings to the previous analyses. Therefore, the speciation modelling for the 
Cachapoal River, Tinguiririca River and Alhue River were studied using profiles 
described in the next section. 
 
Spatial Trends in Specie Distribution 
The Cachapoal River  
The predominant Cu species in the Cachapoal River upstream from the Coya River 
(Segment 1) and downstream from La Cadena River (Segment 3) was the Cu associated 
with organic matter during the two campaigns (Figure 11.3). Although a small increase 
in dissolved copper after La Cadena River was observed, the organic matter ameliorates 
the toxic effect of the copper since the Cu-FA was the predominant specie. After the 
Antivero River confluence the dissolved copper decreased slightly. 
However the Cachapoal Segment 2, between the confluence with the Coya River and 
La Cadena River, can be divided in two parts: (1) between the Coya River and the 
Blanco River (12 km), where the predominant specie was copper free ion during the 
low flow and CuCO3 during the high flow; and (2) between the Blanco River to La 
Cadena River where the dominant specie was CuCO3. These results are in accordance 
with the results of earlier studies of sediment samples selective extraction collected 
during the low flow period (Araya, 2006), which show that Cu-carbonate fraction in 
sediments was significant downstream from the Blanco River and downstream from 
Claro River. 
Considering that Cu2+, CuCO3 and CuOH+ can be toxic to invertebrate aquatic 
organisms (De Schamphelaere et al., 2002), a section of 36 km in Cachapoal River 
downstream from the Coya River may pose a risk to the aquatic environment during the 
low flow period, while this section was reduced to 12 km during the high flow period 
(Figure 11.2). 
The copper associated with the organic fraction was the predominant specie along the 
Tinguiririca River during the low flow and high flow period. Cu2+ was the only 
predominant specie in the samples collected in the headwater downstream from a 
hotspot during the low flow season. CuCO3 was the only predominant specie in the 
samples collected downstream San Fernando city. 
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Figure 11.3: Copper species profile for Coya River during the low flow (left) and high flow (right) 
campaign. Horizontal axis is the distance from the Cachapoal confluence (0 km) to the mountains. 
Vertical lines represent river confluences. 
 
The Tinguiririca River and Alhue River 
Similar to Tinguiririca River, the principal Cu fraction in the Alhue River was the Cu-
FA followed by CuCO3 during the two sampling campaigns. Downstream from the 
confluence with the Caren Stream, the free Cu ion became the predominant inorganic 
Cu specie during the high flow sampling campaign. Since there was a tailings spill 
downstream from the Caren tailing during the low flow sampling campaign, the metal, 
Ca+2 and SO4-2 concentrations of the samples collected downstream from the Caren 
stream and Alhue river showed a notable increase Figure 9.8. As can be seen in Figure 
11.4, the Cu concentration increased considerably after the Caren stream, from 1.10 
µg/L to 158 µg/L. The main Cu species was the Cu-carbonates after the Caren Stream 
confluence. Downstream, the Cu concentration dropped to 0.01 µg/L in the samples 
close to the Rapel Lake and the predominant Cu specie were Cu-fulvates.  
 
11.3.2 Cu Toxicity Assessment: Single Specie 
Acute Cu Toxicity Assessment 
The summary statistics for the LC50 values are presented in Table 11.3. Since there was 
a marked difference in cation concentrations between the seasons (Section 9.3.4), the 
LC50 also showed a temporal change. Higher LC50 values were obtained during the high 
flow campaign because the DOC and pH, the most important factors for bioavailability, 
were higher than in the low flow campaign. However, the hardness and alkalinity, 
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Figure 11.4: Copper species profile for Tinguiririca River (top) and Alhue River (bottom) during the low 
flow (left) and high flow (right) campaign. Horizontal axis is the distance from the Rapel Lake (0 km) to 
the mountains. Vertical lines represent river confluences. 
 
also considered as important factors against toxicity, were elevated during the low flow 
campaign but this was not enough to ameliorate the toxic effect of the free Cu ion.  
As it was expected, the more sensitive species were the algae P.subcapitata and the 
Daphnia pulex, which presented lower LC50 values, and accordingly, a higher Cu 
toxicity. The algae toxicity mechanism differs from the invertebrate and fish toxicity, 
for that reason the algae BLM is based on the difference in sensitivity as pH changes 
(De Schamphelaere et al., 2003). As pH increases the toxicity for algae also increases, 
while the toxicity for invertebrate and fish decreases. However, there is a toxicity 
reduction in the invertebrate and fish BLM when DOC increases. The green algae BLM 
considers only the toxic effect of Cu2+, while the Daphnia BLM considers also the toxic 
effect of CuCO3 and Cu(OH)+. The BLM for Daphnia pulex used the lowest LA50 in 
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Chilean surface water amongst the three Daphnia species, therefore the lowest LC50 
were expected for this specie (Villavicencio et al., 2005).  
When the risk ratio was calculated using the acute Cu values, the results showed that 
94%, 92% and 83% of the water samples collected during the low flow; and 93%, 91% 
and 87% of the water samples collected during the high flow were in compliance with 
the D.magna, D.obtusa and D.pulex BLM WQS, respectively.  
 
Table 11.3: Summary statistics of the LC50 (µg/L) in the Rapel River Basin. 
 
 Median Mean Std Mad* Min Max 
Low Flow       
Cu 0.6 32.3 236 0.875 0.01 2120 
P.subcapitata 9.75 14.6 23.2 4.34 1.63 208 
D.magna 34.8 38.2 25 8.9 7.44 235 
D.obtusa 30.6 32.9 20.8 7.86 5.72 193 
D.pulex 17.8 18.8 10.4 5.45 2.27 89.3 
P.promelas 51.7 56.5 39.1 13.2 14.5 371 
       
High Flow       
Cu 1.4 7.91 19.1 1.33 0.2 156 
P.subcapitata 7.52 8.95 5.13 3.49 2.03 30.3 
D.magna 50.9 52.8 25.4 21.7 13.4 189 
D.obtusa 44.8 46.9 23.2 18.3 11.4 174 
D.pulex 27.8 30 17 11.6 5.8 129 
P.promelas 241 270 160 119 62.1 1030 
*Mad: median absolute deviation 
 
Acute toxicity was found principally at the Cachapoal River and in some monitoring 
stations at the Tinguiririca River and Claro River (Figure 11.5). The Cachapoal River in 
Segment 2, between Coya River and La Cadena Stream, was toxic for D.magna and 
D.obtusa during the low flow campaign. This was mainly because the predominant Cu 
chemical specie was Cu2+ for 12 m until the Los Leones Stream during the low flow 
season (Figure 11.3), which is bioavailable for organisms. In contrast, the predominant 
species were the Cu organic complexes during the high flow season; therefore, Cu was 
not bioavailable for organisms. The toxic character of the Cachapoal River was 
extended to Claro River confluence during the low flow season when D.pulex is 
considered, which is the most sensitive specie amongst Daphnias. Although the 
Cachapoal River had a higher concentration of hardness (Ca + Mg) during the low flow 
season that could mitigate the toxicity, the pH and DOC concentrations were lower 
during the low flow than during the high flow campaign. The high Cu concentration of 
the Cachapoal River in this segment has been attributed to the industrial and natural 
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sources, such as Cu mining and natural mineralization in the high part of the mountains. 
The refined Daphnia BLM defined by De Schamphelaere (2002) included the effect of 
CuCO3 and Cu(OH)+ towards toxicity, hence, the alkalinity can increase the toxicity in 
the water. This could be a reason for D.pulex toxicity in Segment 3 of the Cachapoal 
during the low flow season, where carbonates were the predominant Cu species (Figure 
11.3). 
 
Figure 11.5: Spatial distribution of the acute risk ratio defined as Cu concentration divided by half of site-
specific LC50 for the three Daphnia species.  
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Fish Cu toxicity was detected only in 4 and 1 sampling stations during the low and high 
flow season, respectively (Figure 11.6). Contrary to the invertebrate and fish toxicity, 
the toxicity for green algae P. subcapitata was higher during the high flow due to higher 
pH values. Las Palmas Stream, Claro River, La Cadena Stream and Zamorano River 
were also toxic for the green algae. These results were in agreement with the Gaete et 
al. (2007) results, who found growth inhibition in P.subcapitata in monitoring stations 
downstream the from Andina copper mining (V Region, Central Chile), which shows 
similar water physico-chemical characteristics as the Cachapoal River. Their results 
showed significant negative correlations between Cu levels and growth rate for the four 
seasons. However, these results from the toxicity tests reflect the combined effect of 
Cu, Mo, and Zn, and cannot be associated with a single metal. 
 
Figure 11.6: Spatial distribution of the acute risk ratio, defined as Cu concentration divided by half of 
site-specific LC50, for the green algae (P.subcapitata) and fish (P.promelas). 
 
Chronic Cu Toxicity Assessment 
Similar to acute Cu toxicity, the protection from chronic Cu toxicity increased as the 
flow increased. The Cu NOEC for fish varied by nearly twofold between the seasons 
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while the NOEC for invertebrate increased slightly from 17 µg/L to 23 µg/L (Table 
11.4). In contrast, the median chronic values for the green algae decreased slightly from 
4.3 to 4 µg/L. 
Table 11.4: Summary statistics of the BLM model results. 
 Median Mean Std Mad* Min Max 
Low Flow       
Cu 0.6 32.3 236 0.875 0.01 2120 
P.subcapitata 4.3 5.93 8.99 1.96 1.28 82.8 
D.magna 16.6 19 17 3.27 5.56 164 
P.promelas 146 159 91.1 73.4 54.8 611 
       
High Flow       
Cu 1.4 7.91 19.1 1.33 0.2 156 
P.subcapitata 3.97 4.61 2.4 1.57 1.73 14.8 
D.magna 23 25.2 10.9 6.35 8.37 82.7 
P.promelas 69.9 72.5 33.1 30.5 19.9 240 
*Mad: median absolute deviation 
The monitoring stations that exceeded the risk ratio for the green algae were located at 
the Cachapoal River, La Cadena Stream, Claro River and Las Palmas Stream, similar to 
the acute risk ratio. The risk ratios for D. magna indicate that the Cachapoal River 
downstream from the Coya River and Claro River may be toxic for this specie during 
the low flow season, similar to the acute toxicity values for D.pulex. However, the toxic 
effect for this specie was extended to the river mouth during the high flow season. This 
can be explained since the chronic Cu-BLM for the D.magna does not consider the 
competition effect of the hardness against the Cu toxicity, while the acute Cu-BLM for 
D.magna does (De Schamphelaere and Janssen, 2004). The risk ratios for the fish 
indicated that the Cu potential toxic effect could be found at the Cachapoal River 
between the Coya River and La Cadena Stream during the low flow, and between the 
Coya River and Cauquenes Stream. 
Since the BLM is based on the competitive inhibition of metal binding to the organisms, 
the results of the estimated site-specific acute and chronic values should be considered 
with caution because other forms of inhibitions, such as non-competitive, anti-
competitive and mixed forms of inhibition, can take place (Borgmann et al., 2008). The 
BLM was constructed based on the relationship between toxicity response and a single 
metal. However, organisms are usually exposed to several harmful substances, such as 
metals, that are present simultaneously in water or sediment fractions. If metals share a 
similar toxicological mode of action, then the joint effect of the metal mixture can be 
additive (Di Toro et al., 2001). Depending on the type of the interaction amongst the 
metals at the site of action, the mixture toxicity can be classified as additive, synergistic 
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and antagonistic (Faust et al., 2003). Gaete and Chavez (2008) carried out binary 
mixture acute toxicity tests for Cu, Zn and As in D.obtusa in Chilean rivers affected by 
the Cu mining. They observed an antagonistic effect on Cu when Zn concentration 
increased, i.e. Zn diminished the toxic effect of Cu. Similarly, Cu and As interaction 
was observed as antagonistic. Therefore the results obtained from the acute BLM for 
D.obtusa may overestimate the Cu toxicity effect downstream from the Coya River, 
where other metals and metalloids concentration were the highest. 
 
Figure 11.7: Spatial distribution of the chronic risk ratio, defined as Cu concentration divided by half of 
site-specific NOEC, for the green algae (P.subcapitata), invertebrate (D.magna) and fish (P.promelas). 
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Comparison with the Water Quality Standards 
Table 11.5 shows the comparison between the acute and chronic BLM using single-
species P.subcapitata, D.obtusa, D.magna and P.promelas; the river HC5 value; and the 
current basin WQS in the Cachapoal River and Tinguiririca River (Table 7.6 and Table 
7.8, respectively). The current river WQS was one order of magnitude higher than the 
estimated acute and chronic BLM-WQS (Figure 11.8). The current river WQS was 
derived through a statistical-driven approach using all available monitoring stations of 
the basin including those directly affected by anthropogenic point sources. Therefore, 
the current river WQS reflects the actual state of the rivers and not the protection level 
against toxicity.  
In comparison, the estimated BLM-WQS took into account the site-specific water 
characteristics and the toxicological response of the living species, so the BLM-WQS 
would protect the aquatic ecosystem. Only the estimated fish Cu LC50 was closer to the 
irrigation standard (0.2 mg/L). Significant differences can be appreciated when the 
current river WQS were compared with the HC5 values. This underlines the necessity of 
deriving metal standards taking into account the aquatic organisms. 
 
Figure 11.8: Comparison amongst the current WQS in the Cachapoal River and the (A) acute BLM WQS 
(LC50) and (B) chronic BLM WQS (NOEC or LC10) for the low flow (left) and high flow (right) seasons. 
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The estimated Cu invertebrates and fish LC50 and NOEC values of the Cachapoal River 
were two fold higher than that estimated for the Tinguiririca River (Table 11.5). This 
means that the site-specific water characteristics of the Cachapoal River, which 
presented higher pH, hardness and DOC concentration than the Tinguiririca River, 
protect more against Cu toxicity. However, the exposure Cu concentrations of the 
Cachapoal River were influenced by point and non-point sources, such as the El 
Teniente mine and agriculture (Section 10.3), which exceeded the LC50 or NOEC 
values. While the Cu concentrations of the Tinguiririca River were lower than the 
estimated LC50 or NOEC for the three species (Figure 11.9). 
 
Figure 11.9: Comparison amongst the current WQS in the Cachapoal River and the (A) acute BLM WQS 
(LC50) and (B) chronic BLM WQS (NOEC or LC10). 
 
The CA70 segment of the Cachapoal River and the segment TI40 of the Tinguiririca 
River (Table 11.5) exhibited the highest BLM-WQS for invertebrates and fish. In these 
segments the pH increased along with the DOC concentration reducing the 
bioavailability of the Cu free ion. 
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Table 11.5: Comparison of current Cu River WQS in the Rapel River Basin; and the median and the MAD of the estimated Cu LC50 and Cu NOEC (µg/L) considered the same 
segment as the current the Rapel WQS. 
No.  Exposure LC50 NOEC Irrigation  River 
Segment Samples Cu Min Max P.subcapitata D.obtusa P.promelas P.subcapitata D.magna P.promelas WQS  
Cu 
WQS 
Cachapoal River             
CA10 8 0.35 ± 0.504 0.01 1 5.73 ± 1.21 43.1 ± 8.26 234 ± 61.1 2.64 ± 0.38 19.4 ± 3.27 69.8 ± 7.11 200 1000 
CA20 1 0.01   7.86 23.61 121.91 7.86 13.37 40.15 200 200 
CA30 6 42.6 ± 29 19.9 2120 5.49 ± 1.72 37.2 ± 14.8 217 ± 64.8 2.98 ± 0.999 18.5 ± 6.93 58.7 ± 18.7 200 7731 
CA40 4 22.7 ± 16.8 9.8 118 6.3 ± 1.29 38.4 ± 7.8 207 ± 55.8 2.77 ± 0.247 18.5 ± 3.26 61.4 ± 8.56 200 1000 
CA50 10 13.4 ± 1.93 4.4 18 7.87 ± 3.13 43.3 ± 8.1 227 ± 57.7 3.44 ± 0.794 19.4 ± 3.86 68.3 ± 15.3 200 1000 
CA70 8 6.25 ± 3.19 2.9 12.9 6.92 ± 1.72 45.7 ± 12.9 327 ± 97.9 3.38 ± 0.694 19.7 ± 3.74 76.7 ± 18.4 200 1000 
Cachapoal 38 11.1 ± 10.23 0.01 2121.4 6.29 ± 1.43 43.44 ± 11.62 249.6 ± 76.46 3.11 ± 0.59 19.545 ± 4.33 68.115 ± 14.63 200  
             
Tinguiririca River             
TI10 16 0.3 ± 0.43 0.01 127 7.26 ± 2.48 27.5 ± 14.2 101 ± 47 7.26 ± 2.48 15.6 ± 6.28 44.5 ± 20.5 200 30 
TI20 8 0.75 ± 0.371 0.01 45.8 10.1 ± 3.81 27.7 ± 14.4 128 ± 69.6 4.64 ± 2.42 19.8 ± 10.6 43.5 ± 19.6 200 30 
TI30 2 0.65 ± 0.0741 0.6 0.7 9.2 ± 0.107 30.7 ± 5.3 127 ± 46.2 4.36 ± 0.477 19.7 ± 4.88 48.2 ± 6.09 200 22 
TI 40 4 0.455 ± 0.66 0.01 1.3 13.8 ± 2.91 38.8 ± 14.6 169 ± 75.1 5.7 ± 1.83 24.9 ± 10.7 62.1 ± 19.9 200 20 
TI50 2 1.25 ± 0.0741 1.2 1.3 9.56 ± 1.44 28.4 ± 1.96 141 ± 16.2 4.24 ± 0.217 17 ± 2.46 46.1 ± 0.912 200 20 
Tinguiririca 32 0.55 ± 0.59 0.01 127.4 8.93 ± 3.62 28.1 ± 12.22 122 ± 52.12 4.07 ± 1.44 16.7 ± 5.98 45.05 ± 15.83 200   
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11.3.3 Cu Toxicity Assessment: Multiple Species 
Total and Added Risk Approach 
Exposure Assessment 
The box Cox transformation of the measured Cu concentration provided a good fit for 
the five main rivers in the Rapel River Basin (Figure 11.10), while the logarithm 
transformation values did not show a normal distribution. The 90th percentile of the box 
Cox transformed copper data, denoted as PECTRA, is presented in Table 11.6. The 
Cachapoal River obtained the highest PECTRA (32 µg/L) together with the Rapel River 
Basin (12 µg/L). These high values could be a result of the inclusion of water samples 
with anthropogenic influences, such as mine discharge. 
 
Figure 11.10: Environmental concentration distribution of the filtered copper of (a) the Cachapoal River 
and (b) Tinguiririca River. Dotted line represents the 90th percentile.  
 
The background concentrations and the added environmental concentration, denoted as 
PECARA, are also presented in Table 11.6. The background concentrations are not an 
exact values, it is best that thet are considered as a range. Table 11.6 also presents the 
range of background concentration and PECARA as the 25th and 75th percentile. The 
highest background concentration was obtained in the Alhue River, while the lowest in 
Cachapoal and Tinguiririca Rivers. This produces the lowest PECARA for the Alhue 
River (0.9 µg/L) and similar PECARA as the PECTRA for the Cachapoal River. 
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Table 11.6: Predicted environmental Cu concentration (PEC) and background concentration for the Rapel 
basin rivers in µg/L. 
Background PECARA River PECTAR 
Median 25th  75th  Median 25th  75th  
Cachapoal 31.58 0.12 0.02 0.8 31.46 30.78 31.56 
Tinguiririca 3.33 0.3 0.3 0.625 3.03 2.70 3.03 
Alhue 2.20 1.3 0.91 1.53 0.90 0.67 1.29 
Claro 1.85 0.75 0.38 1.13 1.10 0.72 1.47 
Antivero 5.42 0.7 0.6 0.85 4.72 4.57 4.82 
Rapel 12.25 0.3 0.03 0.9 11.95 11.35 12.22 
 
Effects Assessment 
The Cu HC5-50 values were calculated using the NOEC values normalised by the typical 
water physico-chemical conditions (50th percentile) for each river (Figure 11.11). The 
results are presented in Table 11.7. As can be seen, the rivers with a high content of 
organic matter due to agroindustries, such as the Claro River, Antivero River and Alhue 
River, showed higher HC5-50 values. The Tinguiririca River seems to be the more 
sensitive river to Cu toxicity due to the low organic matter content and its lower pH 
(Table 11.2). 
 
Figure 11.11: Cumulative frequency distribution of normalised specie geomean NOEC values from the 
VRAR Cu toxicity data and 50% of the abiotic factors for Cachapoal River (Table 11.2). 
 
Table 11.7: Calculated HC5 for the Rapel basin riversusing normalised specie geomean NOEC Cu 
considering the typical scenario (50% of the abiotic factors). 
NOEC (µg/L) PNECTRA (µg/L) PNECARA (µg/L) 
River Median MAD* Median CI* Median CI 
Cachapoal 31.76 22.72 6.93 4.17 - 9.99 6.83 4.09 - 9.87 
Tinguiririca 21.66 19.38 4.58 2.47 - 7.13 4.38 2.34 - 6.87 
Alhue 33.56 26.26 8.5 5.25 - 12.05 7.39 4.43 - 10.70 
Claro 36.56 28.87 9.09 5.61 - 12.86 8.45 5.14 - 12.09 
Antivero 39.64 33.88 8.81 5.27 - 12.77 8.22 4.84 - 12.04 
Rapel 28.39 24.69 6.2 3.58 - 9.21 5.96 3.42 - 8.91 
MAD*: median absolute deviation; CI*: confidence interval (5th and 95th percentile)
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Cu Risk Characterization 
The potential risk for Cu in the surface waters of the research area was estimated using 
the deterministic approach based on the ratio of single values representing exposure and 
effect, PEC/PNEC. The 90th percentile of the river Cu concentration was considered as 
the PEC and the HC5-50 as the PNEC. 
 
Table 11.8: Deterministic risk ratio considering the total risk approach and added risk approach using 
typical abiotic conditions (50th percentile) for the Rapel basin rivers. 
River Risk RatioTRA Risk RatioARA 
Cachapoal 4.56 4.61 
Tinguiririca 0.73 0.69 
Alhue 0.26 0.12 
Claro 0.20 0.13 
Antivero 0.62 0.57 
Rapel 1.98 2.01 
 
The added risk approach yielded similar risk ratios as the total risk approach, since the 
background concentrations were set at very low value. Low level for Cu background 
concentration (1.6 µg/L) is also set for English and Welsh rivers (Comber et al., 2008). 
The risk ratio shown in Table 11.8 suggests that a potential regional risk associated with 
Cu in the Rapel River Basin and Cachapoal River is identified. Considering only the 
physico-chemical characteristics of the surface waters, it seems that the organic load of 
the Cachapoal River, contributed by domestic and agro-industry wastewaters, may 
ameliorate the toxic character of Cu in these waters, which was reflected in a higher 
HC5-50 value in comparison with the Tinguiririca River. However, the protective 
character of the Cachapoal River seems to not be enough to reduce the toxic effect of 
high Cu concentrations due to mining, agroindustry and non-point sources. The Alhue, 
Claro and Antivero Rivers did not present a potential Cu risk due to high organic matter 
content and low Cu concentrations. 
 
Deterministic and Probabilistic Total Approach and Measurement Uncertainty 
Exposure Assessment 
After removing the outliers and extreme values from the exposure data, the median of 
the low flow Cu concentration was lower (0.55 µg/L) than the high flow concentration 
(1.4 µg/L). However, the low flow concentration ranged from 0.003 to 119 µg/L; while 
the high flow concentration ranged from 0.2 to 36 µg/L. The empirical cumulative 
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distributions (ECD) for filtered low flow and high flow season Cu concentrations, after 
removing outliers (Section 9.3.4), are presented in Figure 11.12. These values take into 
account measurement uncertainty in the Monte Carlo sampling and the log-normal 
distribution estimated.  
 
Figure 11.12: Environmental cumulative distribution and SSD for filtered (a) low flow and (b) high flow 
season Cu concentration in the Rapel River Basin. Blue points are the Cu concentrations. 
 
The deterministic PECs for the sampling campaigns were considered as the median of 
the 90th percentile of Cu data (PEC90-50; Table 11.9). The uncertainty analysis on the 
ECD revealed a narrower confidence interval for the PEC during the high flow 
campaign (Table 11.9), principally, because of a smaller Cu concentration standard 
deviation in comparison with the low flow campaign. However, the Cu measurement 
uncertainty determined from the quality data assessment (Section 8.3.4) was higher in 
the high flow campaign than the low flow campaign (0.002 and 0.413 µg/L, 
respectively; Figure 11.13). 
Table 11.9: Deterministic PEC50 (90th percentile of Cu concentration) and PNEC50 (HC5-50 for the low 
and high flow sampling campaign with 95% confidence interval 
PEC (90th percentile Cu) PNEC (HC5) 
Campaign  Median CI* Median CI 
Low Flow 11.74 5.89 - 21.56 2.08 0.26 - 11.18 
High Flow 10.48 7.65 - 13.46 4.24 0.38 - 31.46 
CI*: confidence interval (5th and 95th percentile) 
Effect Assessment 
The geometric means of the NOEC were normalised for 100 water scenarios taking into 
account the measurement uncertainty of the BLM input, resulting in a confidence band 
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around the median SSD (Figure 11.12). According to the Kolmogorov-Smirnov 
normality test, the normalised NOEC fitted a log normal distribution. The confidence 
interval at 95% of confidence level around the PNEC, which was considered as the 
hazard concentration that protects 5% of the species (HC5), was wider for the high flow 
campaign. This could be the result of large uncertainty in pH and DOC levels during the 
high flow season (Figure 11.13) and also in alkalinity and Ca2+ concentration. It seems 
that the effect of the sampling protocol, the increased amount of suspended particle and 
the laboratory procedures that increased the measured uncertainty have a great impact 
on the estimation of SSD for the high flow season. 
 
Figure 11.13: Measurement variability as proportion of the total variance of the BLM inputs during the 
low flow and high flow season 
 
Risk Characterisation 
According to the deterministic risk characterization approach, the Cu concentration 
during the two sampling periods may pose a regional risk to the surface water 
ecosystem (Table 11.10). Higher risk was identified during the low flow period due to 
higher PEC and lower HC5 in comparison with the high flow period. This result was in 
agreement with the chronic toxicity assessment for the fish and invertebrates discussed 
earlier, which presented more monitoring sites with copper concentration exceeding the 
chronic toxicity value during the low flow season. 
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Table 11.10: Risk characterization ratio and the probability that PEC exceed PNEC based on the 
lognormal SSD. 
% RCR > 1 (SSD) 
Campaign RCR 
Median CI* 
Low Flow 5.64 10.89 2.97 - 27.72 
High Flow 2.47 6.93 0 - 57.43 
CI*: confidence interval (5th and 95th percentile) 
 
Similarly, the probabilistic risk assessment using the log-normal Cu ECD and SSD 
curves showed regional risk less than 10% of PEC exceeding the NOEC of a species at 
50% probability for the both sampling periods (Figure 11.14). However, the risk was 
less or equal to 28% and 57% when a 95% certainty level was considered during the 
low and high flow season, respectively. The measured uncertainty of the abiotic 
parameters used in the BLM normalization (e.g. Ca2+, K+, SO42-, etc.) seems to have a 
large effect on the SSD estimation. Thus, the confidence interval of the probability of 
exceedance was larger during the high flow campaign, where the measurement 
uncertainty of the key BLM parameters, such as pH and DOC, were higher in 
comparison with the low flow campaign. Therefore, the measurement uncertainty, i.e. 
the uncertainty associated with the sampling and laboratory processes, played a critical 
role in the estimation of the risk and this effect should not be underestimated. 
 
Figure 11.14: Probabilistic risk ratio distribution and its uncertainty for the (a) low flow and (b) high flow 
season based on the log-normal exposure and SSD 
 
Comparison with the Water Quality Standards 
The PNEC estimated as the concentration that protects at least 5% of the aquatic species 
(HC5) can be compared with the Chilean basin WQS and irrigation WQS. An overview 
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of all calculated deterministic PNEC is provided in Table 11.11. As can be seen from 
this table, the estimated PNEC were substantially lower than the WQS. The PNECs 
estimated for Cachapoal River were up two orders of magnitude lower than the basin 
WQS. Although this pattern also occurred for the Tinguiririca River, the estimated 
PNECs were six times lower than the basin WQS. This was a result of the deficiencies 
of the methodology used to derive the basin WQS, which only takes into account the 
physico-chemical characteristics of the water quality and does not include the 
ecotoxicological data. Additionally, this methodology used the available water quality 
data, which did not include a quality control assessment of the data; and included 
monitoring stations directly influenced by point sources. Thus, for example, the 
maximum permissible Cu in the Cachapoal River between Coya and La Cadena River 
(segment CA-30) is 7,731 µg/L since the surface water receives water from the mine 
operations and from natural sources.  
The highest PNEC for the Rapel River Basin were obtained when all the low and high 
flow datasets were combined. The difference between the total and added approach was 
negligible for the basin. However, lower values for PNEC50 were obtained when the 
seasonal datasets were used separately. The confidence interval around the PNEC in the 
ARA was narrower in comparison with the confidence interval around the PNEC in the 
low and high flow TRA. The uncertainty estimated using the extrapolation constants 
obtained from (Aldenberg and Jaworska, 2000) considered the sampling error through 
bootstrap; while the seasonal TRA confidence interval was estimated using the 
measured uncertainty, i.e. the uncertainty estimated from the sampling and laboratory 
processes through experimental analysis (Section 8.3.4). 
Table 11.11: Summary of the deterministic PNEC using multiple aquatic species for the Cachapoal, 
Tinguiririca and Rapel River Basins. Confidence interval showed in parenthesis (5th and 95th percentile). 
River Basin 
PNEC Cachapoal Tinguiririca Rapel 
TRA - combined seasons 6.93 (4.17 - 9.99) 4.58 (2.47 - 7.13) 6.2 (3.58 - 9.21) 
ARA - combined season1 6.83 (4.09 - 9.87) 4.38 (2.34 - 6.87) 5.96 (3.42 - 8.91) 
Basin WQS 200 - 7731 20-30 - 
TRA - low flow season2 - - 2.08 (0.26 - 11.18) 
TRA - high flow season2 - - 4.24 (0.38 - 31.46) 
Irrigation WQS 200 200 200 
1: Estimated uncertainty; 2: Measured uncertainty 
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11.4 Conclusions 
The results of the analysis presented in this chapter clearly show that the toxicity 
assessment on the basis of measured dissolved concentrations enlarge the spatial extent 
of the river environment affected by high natural and anthropogenic contributions. 
Agriculture and groundwater discharges are shown to neutralise the potential toxicity 
by binding copper in fulvate (Tinguiririca and Alhue Rivers) as well as carbonate 
complexes (Cachapoal River in the central depression). The free copper ion was present 
in higher proportions 10 km downstream from the Coya River confluence due to the 
naturally high metal levels, the mine discharge and the lower dilution capacity of the 
river during the low flow period. The more vulnerable areas to Cu toxicity were located 
at the Cachapoal River downstream from the Coya river and after the La Cadena 
stream, reflecting the effects of mining and urban wastewater. 
The reduction in acute Cu toxicity for fish and invertebrates; and chronic Cu toxicity for 
fish during the high flow season may reflect the combined effect of the organic matter, 
dilution and suspended particles. In addition, the new wastewater system to avoid the El 
Teniente mine discharge in the Coya River was brought into operation during the high 
flow campaign, reducing the metal content in the stream water. The Cu speciation 
analysis showed that the Cu was principally bound to organic matter (fulvic acid) 
during the high flow season, while during the low flow season other fractions, such as 
carbonate and free Cu ion, were predominant in different rivers. The suspended 
particulate in rivers with snowmelt influence may bind the dissolved Cu, decreasing Cu 
toxicity but they could also exert harmful effects on the aquatic organisms (Ma et al., 
2002). Thus, the estimated Cu risk to the aquatic environment decreased during the high 
flow season, as it was shown by the deterministic and probabilistic risk ratio estimation; 
however, the inclusion of the uncertainty associated with the measurement processes in 
the estimation of the risk resulted in an increase of its confidence interval. The 
measurement uncertainty for the key BLM parameters were higher during the snowmelt 
period, associated with a high variability of the suspended particle, and therefore 
increasing the risk ratio to 57% at 95% confidence level. For that reason, it is very 
important to quantify the quality (uncertainty, variability) of the data and take this into 
account in the risk assessment, especially when the full-normalisation is carried out.  
Since BLM is based on the competitive inhibition of metal binding to the organisms, 
the results of the estimated site-specific acute and chronic values should be considered 
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with caution because other forms of inhibitions, such as non-competitive, anti-
competitive and mixed forms of inhibition, can take place  
The estimated acute and chronic BLM-WQS for Cu were shown to be two orders of 
magnitude lower than the current Rapel Basin WQS. Therefore, the current basin WQS 
does not provide adequate protection to the aquatic ecosystem against Cu toxicity, since 
it is statistically driven using only chemical data. Stringent WQS were obtained when 
ecotoxicological data was included in the WQS derivation processes. 
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Chapter 12 Conclusions 
 
12.1 Introduction 
Having reviewed thoroughly the literature, it became clear that the development of a 
methodology that integrates statistical methods in water characterisation and in 
geochemical speciation methods used for metal bioavailability assessment would 
support a significantly better evaluation of the toxicological effects of metals in surface 
water systems and be invaluable in the derivation of water quality standards for metals.  
This PhD research aimed to develop a robust methodology for assessing the 
contribution of different pollutant sources, the spatial distribution of metals in surface 
waters influences by diverse human activities (including mining operations, urban and 
agricultural activities), establish the chemical forms of the these pollutants and their 
potential risks to the environment. The specific objectives the methodology set out to 
address were: 
• to identify natural and anthropogenic sources of pollutants in stream waters, 
• to determine the spatial and seasonal variation in water quality parameters and 
its influence in the chemical speciation, 
• to determine regional water quality standards taking into account the 
bioavailability and toxicity of metals, 
One additional objective which is specific to the research area used to develop the 
methodology was: 
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• to assess the potential risk that Cu levels may pose. 
These objectives were accomplished by this PhD research, although limitations are 
recognised and recommendations for future work are considered. The main 
achievements and useful insights drawn from the research are discussed in the next 
sections. 
  
12.2 Conclusions 
12.2.1 Completion of Main Objectives 
• The tiered approach for Cu copper risk assessment developed is shown to be 
much improved as compared to earlier approaches in characterising water 
quality and defining WQS in a watershed taking into account the natural 
features, such as geology, as anthropogenic features, such as industrial activities, 
that affect water quality. This approach gives a more comprehensive view of the 
different factors influencing water quality, since it thoroughly considers all 
different perspectives that relate to meal contamination assessment. Many 
earlier studies on metal risk assessment have used a limited version of the first 
tier of the approach (without the thorough statistical analysis proposed here) to 
define WQS or HC5, also excluding important information about the conditions 
of the ecosytem under study. 
• One other major achievement of this research has been to underline the 
importance of the water sampling protocols in environmental assessment 
studies. The measurement uncertainty of water chemical data can have a large 
effect on chemical characterisation and on the environmental risk estimation. 
Earlier work only considered the integration of the variability and uncertainty of 
chemical data and toxicological data, however, the uncertainty was simply 
derived from statistical evaluation of earlier datasets. This research has shown 
that propagating the sampling uncertainty into the metal risk assessments is 
essential in estimating accurate and representative risk estimates and in the 
derivation of adequate WQS that protect the ecosystem and human health.  
The tiered methodology developed in this PhD research project has been proven to 
perform extremely well even in very variable and large scale river basins.  The methods 
can be used in different environments and case studies. Most importantly, the 
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methodology developed can be adapted to make best use of the available information. It 
is perceived that this new methodology could be very useful in less developed 
countries, including Chile or Argentina, where new WQS for main catchments are 
under revision and definition to raise the WQS derivation to the highest international 
standard. 
 
12.2.2 Additional Achievements 
• Environmental background was defined with a novel approach developed in this 
PhD research, taking into account environmental information (geology, 
topography) and the land use categories of a basin. In their effort to consider 
their limitations in this respect, previous metal risk assessment research studies 
apply corrections to the environmental concentration using values introduced 
from elsewhere, which cannot represent the natural conditions of another area 
under study. 
• Environmental assessments heavily depend upon the quality as well as the 
number and distribution of samples collected.  Sufficient numbers of samples 
should be collected from each distinct environment (geogenic and 
anthropogenic).  The cluster analysis methodology developed in this research 
can be used to consider the geological, land use and topographical information 
specific to the study region, identify distinct environments and design the 
sampling campaign accordingly. 
• Non-parametric or robust statistical methods were used successfully through the 
development of the new methodology. Many research studies highlight the 
advantages of using robust statistical methods over parametric methods, 
however none so far have been implemented in environmental studies. This 
research has shown that robust statistical methods significantly improve 
environmental characterisation. These methods are not commonly used because 
of the effort required to write and test the necessary scripts in available software 
packages. The development of the statistical scripts that are used to implement 
the methodology is considered a significant achievement of this PhD research. 
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12.2.3 Conclusions of the Case Study  
The methodology developed in this research integrates different techniques to assess the 
water quality in one overall approach. The conclusions from each tier of analysis are 
presented as follows: 
• The natural and anthropogenic sources were identified in the case study using 
principal factor analysis, cluster analysis and regression analysis. The PFA 
identified association of water physico-chemical characteristics and the scores 
maps were compared with the spatial distribution of the groups defined by the 
geology and land use settings. Similarly, the partial regression analysis 
determined how important were these settings in the variability of the water 
physico-chemical parameters and PFA scores. Additionally, the proposed 
methodology included categorical maps, such as geology and land use, in the 
statistical models in a correct manner in which the compositional data character 
is taken into account.  
• Seasonal variation was evaluated using the non-parametric approach, such as 
Turkey box plot and it was found that most of the studied dissolved parameters 
presented higher concentrations during the base flow period rather than the high 
flow period. Spatial variation was evaluated using profile plots for the main 
rivers. Significant differences in chemistry were identified between the 
Cachapoal River and Tinguiririca River. The former is dominated by the intense 
industrial activities, such as the Cu-Mo El Teniente mine, and agriculture 
activities; while the latter presented less industrial activities in the basin. The 
two rivers were divided in three segments according to the geochemical pattern 
identified. The first segment in both rivers showed naturally low levels of metals 
in water and sediments; while in the second segment the potential impact of 
urbanisation and agriculture was important in changing the NO3- and DOC 
concentrations. Finally in the third segments of each river, the metals tended to 
decrease slightly while the major elements and nutrient increased until the Rapel 
Lake.  
• The toxicity assessment on the basis of measured dissolved concentrations 
enlarges the spatial extent of the river environment affected by high natural and 
anthropogenic contributions. Agriculture and groundwater discharges 
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neutralised the potential toxicity by binding in copper fulvate (Tinguiririca and 
Alhue Rivers).  
• Regional Cu water quality standards were calculated using site-specific water 
quality data. The comparison with the current WQS showed that the current 
river WQS was one order of magnitude higher than the estimated acute and 
chronic Cu BLM-WQS. The current river WQS was derived through a 
statistically-driven approach using all available monitoring stations of the basin 
including those directly affected by punctual anthropogenic sources. Therefore, 
the current river WQS reflects the actual state of the rivers and not the 
protection level against toxicity. The chronic D.magna Cu WQS were exceeded 
in the Cachapoal River from the Coya River until the Rapel Lake. The chronic 
algae Cu WQS were also exceed in Alhue and Quilicura Stream. 
• Taking into account the hazard concentration derived from the normalised SSD, 
a potential regional risk associated with Cu in the Rapel River Basin was 
identified. Although the Cachapoal River showed higher organic matter levels, a 
potential Cu risk was also identified, probably because the organic matter 
present was not enough to protect against higher Cu levels derived from the 
mining and other point and non-point sources.  
 
12.2.4 Limitations 
• The speciation and BLM models have not been validated for Chilean waters, 
where the major element and trace element concentrations are much higher than 
the validation model conditions. For that reason, the results from this research 
should be further validated. 
• The speciation and BLM models assume equilibrium reactions. 
• External Cu toxicity data does not necessarily reflect the organisms living in 
Chilean rivers, so the risk assessment using SSD may not reflect the real 
conditions. The species acclimatisation is important to consider, otherwise, the 
associated metal risk could be overestimated. 
• Only two sampling campaigns were considered in the research project limiting 
the temporal effect of the point and non-point sources to just one full seasonal 
cycle. 
270 
 
 
• The Cu WQS estimate depends upon the Cu background level definition and, 
therefore, the accuracy of the method used to estimate this background. The 
sensitivity of this relationship has not been investigated in this research.  
• Organic matter measurements in sediment samples were not available, so the 
assessment of possible correlation between sediment and water Cu toxicity was 
not possible.  
 
12.3 Recommendations for Future Work 
The validation of the geochemical model is the most important aspect that could be 
carried out in the future.  
Toxicological testing using site-specific algae, invertebrate and fish species would also 
give a more realistic risk scenario. The characterisation of the temporal chemical trends 
could be studied using times series, if more sampling campaigns are considered. The Cu 
BLM in sediment could be performed if sediment organic matter is also analysed 
improving the understanding of Cu toxicity in the aquatic environment. More research 
could be carried out in the vulnerable areas identified using the statistical and toxicity 
models.  
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Appendix A Environmental Protocols 
A.1 Sampling Design 
A.1.1 Type of Samples 
Stream waters and active sediments were collected to address the PhD project objectives. The 
stream water samples should be collected before the sediment samples to avoid distribution of 
suspended sediment that can be released from the sediment sampling.  
 
A.1.2 Suitable Collection Time 
The appropriate period of the year for water sampling relies on the sampling objectives and 
availability flowing water. However, the appropriate time of year for sediment sampling is 
during summer or autumn since low-flow conditions are recommended to minimise seasonal 
stream flow variability and to provide direct access to the stream (Shelton and Capel, 1994; BS 
6068-6-12, 1996; Ohio EPA, 2001). Usually high flows can wash out, redistribute or bury 
essential parts of sediments; therefore sediment sampling should be delayed following major 
discharges to allow fresh sediment to deposit. 
 
A.1.3 Criteria for Selection of Sampling Sites 
The sampling campaigns in this PhD project were conducted in order to identify pollutant 
sources and define their extent and variability. In accordance with these objectives, it is 
necessary to choose the samples locations that yield the most information about the site 
conditions. 
 
The selection of the sampling location depends on many factors, including sampling objectives, 
surface water use, point of discharges, nonpoint source discharges, mixing zones, tributaries, 
changes in characteristics, stream depth, turbulence and accessibility to the sampling location 
(U.S. EPA, 1995). It is necessary a review of historical information available about the site, 
(e.g. land use, type and sources of contamination, geology, hydrology) before selecting a 
sample site location. 
 
A.1.3.1 Stream Water 
The sample location should be selected where the water is well mixed and in accordance to the 
following criteria: 
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• In straight reaches with uniform flow and unidirectional flow without eddies where 
constituents are mixed along the cross section. Ripples, pounded or sluggish water should 
be avoided. 
• In reaches upstream from any man-made structure such as bridge or road in order to avoid 
contamination from the structure or road surfaces. 
• Far enough above and below confluences of the stream flow or point sources of 
contamination to avoid flows that are poorly mixed or not unidirectional. 
• At a cross section where samples can be collected at any stage throughout the period of the 
research. 
• At or near a transect in a reach where other data are collected (e.g. sediment, rock) and for 
which historical data are available. 
• At or near a stream ganging station in order to obtain the concurrent surface water 
discharge. 
 
A.1.3.2 Stream Sediment  
In rivers and streams, the most likely areas for sediment deposition occur where the stream 
velocity decreases, typically inside the river bends, downstream of obstruction or island and in 
areas of flow reversals. Wadeable depositional zones are the best sites for sediment sampling 
due to the fine-grained size particles content. A number of sediment samples should be 
collected along a cross-section of a stream in order to characterise the bed material and 
determine their local variability. The number of composites of the sample should be based on 
the site area, which means the larger the site area of the zone the greater the number of 
subsamples to be collected. The depositional zones should represent upstream influences and 
various regimes in the stream ensuring that the sample is representative of the site. 
 
The criteria of the sediment sample locations are as follows: 
 
• Upstream far enough (at least 50 meters) of man-made structures, such as road, bridge and 
buildings, in order to avoid contamination. 
• In areas at least 10 meters from any channel or ditch. 
• Avoid areas of winnowed sediment and stagnant water. 
• Avoid well-sorted gravel deposit and areas with limited sediments. 
• Sample in side slope or surface of recent slump blocks and in surface of actively accreting 
bars on the inside of meander bends. 
 
A.1.4 Sampling Roles Definition 
Clean hands/dirty hands techniques form part of clean procedures and separate field duties to 
minimise contamination during sampling and handling (U.S. Geological Survey, 2005). These 
techniques are required when environmental samples are aimed for analysis of metals or other 
inorganic trace elements. Clean sampling techniques are necessary in environments with 
element concentration less 100 µg/L; and in environment with Fe, Al or Mn concentration 
around 200 µg/L. The following instructions were created to achieve low levels of 
contamination. 
 
• At least two persons are required to carry out clean hands/dirty hands techniques. 
• Both clean and dirty hand must wear disposable powder-less gloves, because fingers 
contain contaminants, such as nitrate. Sunscreen is a potential source of elements 
contamination (e.g. Zn) therefore once the gloves are put on they should not touch faces or 
arms. 
• Designate the clean and dirty hands roles before fieldwork begin. The clean hands person 
(CH) is the only person who has contact with the bottles, filters, and chemical reagents. The 
  
295 
dirty hands person (DH) operates sampling equipments and works with any potential 
sources of contamination. The individual duties are presented in Table A.1. 
 
Table A.1:Roles of the clean and dirty hands person 
Clean Hands (CH) Dirty Hands (DH 
• Handle the surface-water bottles and 
filtration devices 
• Prepare the clean area for work 
• Handle acid regents 
• Wash equipment and bottles with 
deionised water for clean propose 
• Store the bottles in bags 
• Operate vehicles 
• Set up and calibrate instruments 
• Handle multiparameter instruments for 
field measurements 
• Handle peristaltic pump 
• Measures and records field measurements 
 
 
A.1.5 Suitable Material of Equipment and Containers 
Any material that is in contact with the environmental samples could be a source of 
contamination, changing original chemical composition. Equipment and tools should be 
constructed with inert material with respect to target elements both inorganic and organic. The 
reactivity of the material used in the sampling equipments, such as plastic, glass, ceramic and 
metals, depends on the chemical composition, physical configuration and the manufacturing 
process (Lane et al., 2003). Table A.2 shows some elements that could be introduced by 
different device materials. The materials that must be avoided during the sampling for inorganic 
survey include all metals or plastic-coating metals, PVC, natural or neoprene materials, soda 
glass, paper tissues and painted surfaced (U.S. EPA, 2001). The most desirable materials for 
trace metal in water and sediment sampling are synthetic polymeric plastics, such as Teflon, 
polypropylene and high-pressure polyethylene (Sturgeon and Berman, 1987), since these are 
less reactive to add chemical compounds to the sample. Plastic containers are not recommended 
for organic analysis, because it could adsorb some organic components. 
 
Table A.2: Trace elements content for some materials 
Materials Element source 
Fluorocarbon polymers Chemically inert 
Polyproplylene Chemically inert 
Polyvinylchloride (PVC) Zn, Fe, Sb, Sn, Cu 
Nylon Co 
Borosilicate glass Na, Bo, Si 
Millipore filters Cr 
Neoprene rubber Zn, Co 
Surgical rubber tubing  Zn, Cr, Co 
 
The water samples are usually collected in bottles, whereas sediment samples could be collected 
in containers or plastic bags depending on the objectives. The standard method to store 
environmental sediment samples is the utilization of the plastic containers or bottles (BS 6068-
6-12, 1996). Plastic bags made of polyethylene, polypropylene and other suitable plastic can be 
used to storage wet or dry sediment samples (International Atomic Energy Agency, 2003) 
A.1.6 Stream Water Supplies and Sampling Procedures 
The selection of the sampler must to be in accordance to the stream conditions, if can be waded 
or not. There are two main classifications of the sampler: isokinetic depth-integrating and non-
isoketic sampler. The term isokinetic is referred to the non-change in velocity of the water when 
enter to the sampler; and are designed for wide and depth rivers. On the contrary, the non-
isokinetic samplers are used in small rivers. The open mouth sampler is a non-isokinetic 
sampler that can be used in this PhD research due to the different features of the rivers in the 
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zones. The hand-held bottle sampler is the simplest type of open mouth sampler and was used 
for all rivers in the study area. The basic supplies required for water sampling are listed in Table 
A.3; and the procedure to collect water samples are explained in Table A.4. 
 
 
Table A.3: Supplied required for water sampling 
General Field supplies  
Recording  • GPS  
• Camera 
• Field sheets 
Labelling • Permanent marker (different colours) 
• Adhesive tape  
• Ziplock bags 
Refrigeration • Cooler boxes 
• Icepacks 
General supplies • Plastic sheeting 
• Powder-less gloves 
• Towels and cleanup supplies 
• Tap water 
• Waste bag 
Stream water supplies  
Containers • 5 x 60 ml Nalgene bottle for anion, alkalinity, DOC, total and 
dissolved trace element analysis 
• Swing water sampler 
• Sampler table 
Field measurement equipment • Multiparameter equipment (pH, temperature, conductivity 
and DO)  
• Conductivity and pH calibration solution  
Filtration device • Disponsable hand pressure filter/ filter capsule 
• Syringe/ peristaltic pump 
• Ultrapure nitric acid 
• Nalgene nitric acid dispenser 
Quality control supplies • 500 ml wash bottles 
• Deionised water  
• Anion and cation standards 
• Ultraclean deionised water 
 
 
Table A.4: Sampling procedures for stream water sample collection 
Sampling Stage Instructions 
a) Field Preparation • Set up a clean work area: spread plastic sheeting over the area where 
samples are to be collected and processed (DH)*. 
• Wear disposable gloves (CH/DH). 
• Put the sampler table and place the sample bottles on it. Check the correct 
sample number for the site (DH). 
• Rinse the equipment with deionised water before to use (DH). 
• Measure pH, Eh, conductivity, DO and temperature once the reading have 
stabilised and record them in the field sheet (DH). 
• Record coordinates, geological information, kind of vegetation and stream 
features (DH). 
b) Unfiltered water 
sampling (anions, 
alkalinity and total 
trace elements 
samples) 
• Place the open-mouth sampler on the mid-stream, stand perpendicular to 
the flow and face upstream (DH). 
• Immerse the bottle completely (10 cm deep) with mouth of bottle pointing 
upstream.  Be careful not to contaminate the sample with surface film or 
contact with human skin (DH). 
• Remove the cap under water if it is not possible use the open-mouth 
sampler. Be careful no water flows over the hands into the bottle and no 
touch bottle mouth or inside of cap (DH). 
• Fill bottle at least half full, replace cap loosely, remove from water and 
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Sampling Stage Instructions 
shake.  Pour out rinse water downstream of sample point. Repeat the 
rinsing at least three times (DH). 
• Collect the sample on the fourth immersion (DH). Fill the bottle 
completely and replace the cap under water. Try no air remain in bottle 
(CH). 
•  Add 1 ml of ultrapure HNO3 in unfiltered cation bottle. Change gloves 
(CH). 
• Place sample in a Ziplock bag with the same printer number sample in the 
cooler after collection (CH) 
• Discard unused water (CH). 
c) Filtered water 
sampling (DOC and 
dissolved trace 
elements samples) 
 
Hand Pressure Filter 
 
• Open the sterilised syringe and fill it with 60 ml water (CH). 
• Open the disposable filter and place it on the syringe nozzle. Be careful 
do not touch any entry-exit holes (CH). 
• Filtered the first aliquot and discard downstream. 
• Rinse the red label bottles with filtered water three times (CH). 
• Acidify the cation bottle with 1ml ultrapure HNO3. Change gloves (CH). 
• Fill the bottles to its neck with the filtered water and close them tightly 
(CH). 
• Throw away the filter and syringe on the waste bag (CH). 
• Place sample in a Ziplock bag with the same printer number sample in the 
cooler after collection (CH). 
• Discard unused water (CH). 
Capsule Filter • Insert intake end of peristaltic pump tubing into a bottle with deionised 
water (CH/DH) 
• Pump deionised water at low speed to fill tubing and discard it to discard 
bottle (DH). 
• Pump stream water (DH) and rinse the outside of each end of the 
peristaltic pump tubing (CH).  
• Rinse the tubing at low speed and discard rinse water (DH). Stop 
peristaltic pump after tubing is field rinse. 
• Remove capsule filter from protective bags (CH). 
• Attach pump tubing to inlet connector of capsule fitter, keeping tubing as 
short as possible (CH). Check that there is a tight connection between 
pump tubing and capsule filter (CH). 
• Pump stream water at low speed (DH). 
• Rinse the filtered cation and DOC bottles three times with filtered water 
(CH). Cap bottle, shake vigorously and discard rinse water (CH). 
• Stop pump in time to prevent losing filtrate to waste (DH). 
• Resume pumping stream water (DH). 
• Fill the bottles to the neck with filtered water and close them tightly (CH) 
and stop the pump after filled (DH). 
•  Throw away the filter capsule on the waste bag (CH). 
• Place sample in a Ziplock bag with the same printer number sample in the 
cooler after collection (CH). 
d) Shipping and storage • Put the samples in the cooler with ice packs immediately after collection. 
Do not expose samples bottles to the sun (CH/DH)  
• Sort out the bottles and retighten all bottle caps to prevent filtrations 
(CH). 
• Store preservatives in separate, sealed container, away from the 
environmental samples and quality-control samples so as to avoid cross 
contamination.  
• Store spent preservative containers and supplies separately in closed and 
label container until they can be disposed properly. 
• Deliver samples to laboratory as soon as possible taking account the 
holding time for each element and parameter.  
 
e) Office procedures • Transfer the field sheet into a digital copy. 
• Continue labelled water bottles for the next field day.  
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Sampling Stage Instructions 
f) Delivery  
Refrigerated samples • Put all samples in a bag into the cooler boxes. 
• The volume of ice should be equal or greater then the volume occupied by 
samples. 
• Fill a bottle with tap water; label it “temperature check sample” and 
shipping along the collected sample. Record date and time of sampling. 
• Put all samples in a bag into the heavy-duty cardboard boxes. 
• Seal the boxes with plastic film and attach specification of the samples 
label and conductivity/TDS information along with delivery pack. 
Non-refrigerated samples  
• Send samples every second day. 
* CH and DH are clean and dirty hand man, respectively. 
 
A.1.7 Stream Sediment Water Supplies and Sampling Procedures 
The primary concern in most environmental sediment survey is the integrity of the collected 
sediment since disruption of the sediment’s structure and distribution could change its 
physicochemical and biological characteristics, thereby affecting the bioavailability y toxicity of 
some pollutant elements and compounds (U.S. EPA, 2001). Three main types of sediment 
sampling devices are available: grab, core and dredge samplers. Grab samplers are most 
commonly used for the assessment of the horizontal distribution of sediment characteristics. 
Core samplers are used to collect thick sediment deposits or for the collection of profiles to 
determine the vertical distribution of sediments characteristics. Dredge samplers are used 
primarily for collection of benthos and are not recommended to collect sediments since cause 
disruptions and loss fine-grained sediments. These samplers are capable of recovering relatively 
undisrupted samples in soft, fine-grained sediments but few can collect consolidated sediments 
consisting primarily of sand, gravel and firm clay (U.S. EPA, 2003a). 
 
Given the objectives of the stream sediment sampling, the selection of the sampler is 
particularly important. The streambeds of most rivers of the PhD research area are composed of 
gravel and rocks exhibiting poor sediment profile development, which prevent the use of the 
conventional sampler device. Therefore, the attributes of the sampler must be able to collect 
sediment sample without loss of the fine material, to avoid contaminate the sample and to 
collect samples in shallow and wadeable stream. Three samplers fulfil the above requirements: 
hand-held core sampler, small grabs and Teflon scoop. 
 
• Hand-held core sampler: most of these devices are designed to sample fine-grained material 
in depositional zones without disturbing the sediments. The core tube is made generally of 
stainless or fluorocarbon in order to avoid contamination. The common hand-core sampler 
are the guillotine sampler (Shelton and Capel, 1994), fluorocarbon plastic or glass tube and 
hand cored with removable fluorocarbon plastic or glass liners (U.S. EPA, 2001). 
• Small grabs: Birge-Ekman and Van Veen grab are two small grabs that can be manually 
controlled. Birge-ekman sample soft sediment, silt and sand but is limited to use in slight 
current, whereas Van Veen can be use in strong current. 
• Teflon scoop and spatula: is used when other devices cannot produce enough usable sample 
of the fine-bed material. The spatula can remove thin layers of superficial sediments and 
scoop can remove the bed material from between rocks and debris. However, this sample 
procedure is discouraged as a general rule and the use of hand core or grab sampler is 
preferred (U.S. EPA, 2001). 
The sediment samples are typically field sieved to separate them into different particle-size 
fractions. In order to analyse the relationship between water and sediment, the fine fraction was 
obtained in field. The sieves for inorganic elements analysis should constructed using high-
density polyethylene frame with either polyethylene or polyester monofilament fabric mesh 
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(Lane et al., 2003). Table A.5 shows the supplied required for sediment sampling; and Table 
A.6 presents the procedure to collect stream sediment samples. 
 
Table A.5: Supplies required for sediment sampling 
Container • Wide mouth HDPE bottle 
• Polythene bag 
Sediment equipment • Teflon or HDPE scoop /hand-held core 
sampler/small grab sampler 
• HDPE sieves < 2 mm and  < 63 µm  
• Plastic spatula 
• Plastic bucket 
• Polycarbonate stir rod 
 
Table A.6: Sampling procedures for stream sediment sample collection 
Sampling stage 
Instructions 
a) Preparation procedures • Assign clean and dirty hand tasks. 
• Teflon or HDPE Scoops are selected for small, shallow water. 
• Label sediment bottles with permanent marker. 
• Wear gloves at all times. 
• Wash any device, which will have contact with the sediment (sieves, 
bucket, pans, funnel, gloves and spade). 
• Place the sieve with biggest aperture (< 2 mm) over the less one (< 63 
um) and put together over the bucket or over the funnel on the plastic 
bottle. 
b) Sediment collection  
Scoop • Wade to the depositional zone approaching from downstream to upstream 
(DH)*. 
• Collect upstream sediment from 5 -10 points on the streambed in order to 
produce a representative composite sample (DH). 
• Insert the scoop into the sediment to a depth of 2-3 centimetres to collect 
top sediment and 5-7 centimetres depth to collect bottom sediment (DH). 
Hand-handle core • Place the core on bottom and capture bottom material by pushing sampler 
into bottom. Do not hammering (DH). 
• Carefully retrieve hand corer and immediately cap it to prevent loss of 
sample (DH).  
• Use a core extruder to gently y slowly force core material out of the corer 
(DH). 
c) Compositing  • Load equal amounts of sediment into the plastic bucket with minimum 
input of water. Remove unrepresentative material (large pebbles, leaves, 
wood ship) by hand and register on the field sheet (DH). 
• Mixing should be performance as quickly as possible, since prolonged 
mixing cause oxidation of the sediment (DH). 
• Mix all the composites on the bucket by a polycarbonate stir rod in order 
to produce a homogenous sample (DH). 
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Sampling stage 
Instructions 
d) Sieve procedures • Load the mixed sample into the top sieve (2 mm) with a HDPE spade 
(DH). 
• Press the sediment with plastic spatula or shade first. Water should not be 
added when is pressed sieving (DH). 
• Add small amount of water when press sieving is not enough. Apply a 
minimal amount (less than 100 ml) of native water and any supernatant 
from the composite. Decant the supernatant and reuse the wash water to 
sieve (DH). 
• Shake sieves from side to side taking care that the coarse material does 
not enter into the collection bucket because can produce contamination of 
the sample. 
• Stop sieving and shacking when 2 kg are collected (at least 0.5 kg dry 
sediment) (DH). 
• Homogenise and mixed the collected fine sediment using plastic stir rod 
before being placed in the bottle (DH). 
• Allow material to settle in the bucket Allow sufficient time 20 minutes 
until the suspended material has settled and clear water place on top of the 
sediment. Transfer to the sample bottle (CH). 
e) Shipping and storage • Place the sealed bottle in a polythene bag and secure a knot to prevent 
loss or cross contamination during transport (CH). 
• Place samples upright in a secure box (CH). 
• Clean the used equipments. 
• Preserve the samples in a clean place and maintain at 4°C 
* CH and DH are clean and dirty hand man, respectively. 
 
A.2 Decontamination Procedures 
One important aspect of the environmental sampling is the problem that arises from cross-
contamination. For that reason, decontamination procedures are essential to ensure that all 
sampling devices in contact with sample are free of the analytes of interest or substances that 
could affect the trace elements chemistry of samples (de U.S. EPA, 1992; Horowitz et al., 
1996a). To achieve this objective, detergents and other cleaning supplies should not interfere 
with the analytes of interest. Table A.7 shows the decontamination supplies for inorganic 
constituents. 
 
Table A.7: Equipment and supplies for decontamination 
Solutions • Non-phosphate detergent 
• Nitric acid 
• Tap water 
• Distilled/deionised water 
Tools • Plastic long and short-handled brushes 
• Bottle brushes 
• Paper towels 
• Plastic buckets 
• Pressurised water sprayers 
Containers • Wash basins 
• Plastic brushes 
• Soft sponge 
• Paper towels 
• Tap water 
• Pressurised sprayers, water 
• Pressurised sprayers, nitric acid 
• Trash bag 
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A.2.1 Equipment Cleaning Procedures 
Decontamination procedures for inorganic sampling can be divided in five steps Table A.8 
(U.S. EPA, 2003b): preparation; physical removal, in which any contamination residues that 
may be adherent to equipment are removed; non-phosphate detergent rinse, in which any 
remaining visible particle matter and residual oils and grease are removed with a soap and 
water; 10% nitric acid rinse to provide a low pH media for trace elements removal; and air dry. 
 
It is recommended perform these steps before beginning the sample collection and start 
sampling from the cleanest to the most contaminated stream. These cleaning procedures might 
be modified in field after a contaminated site, in order to optimise time.  
 
 
Table A.8: Sampling procedures for equipment decontamination for inorganic samples 
Sampling Stage Instructions 
a) Preparation • Prepare a contaminant-free space for cleaning. 
• Place clean plastic sheeting over the work surface. 
• Wear disposable gloves. 
• Prepare detergent solution, using non-phosphate detergent. Use 0.1 to 0.2 
% solution (v/v). 
• Prepare acid solution, using 10% nitric acid (v/v). 
• Label each washbasin and wash bottles to indicate the solution it will 
contain (detergent, acid and deionised water) 
• Clean the items used to clean the equipment 
b) Physical removal • Scrub interior and exterior sides of bottles, spoon and other equipment 
with soft scrub brushes or cloth removal. 
• Rinse with tap water. 
c) Non-phosphate 
detergent 
• Place equipment into the basin labelled detergent, which has the detergent 
solution. 
• Scrub equipment surface with a firm sponge or soft brush to remove any 
adhering material such as oil and grease, sediment, algae or chemical 
deposits. 
• Rinse all item with tap water and then with deionised water to remove 
detergent residues. 
d) 10% acid rinse • Place only plastic equipment into the basin labelled acid that has the nitric 
acid solution. 
• Scrub equipment surface. 
• Rinse all items with deionised water to remove any remaining acid. 
e) Air dry • Choose a clean surface to place all cleaned equipment 
• Allow all items to air dry 
• Pack the equipment in clean bags. 
 
 
A.3 Sample Processing, Transport and Storage 
A.3.1 Potential Changes in Sample Composition 
During the period between sampling and analysis, water properties and element concentrations 
could change due to biological, chemical and physical reactions. These reactions could occur 
sufficiently fast to modify the sample considerably in short time (EN ISO 5667). Therefore, 
most parameters may show instability, which will be minimised with suitable preservation in 
order to retard these reactions. The possible reactions that can influence sample composition 
are: 
• Biological changes (microbiological activity): bacteria, algae and other organisms present 
in the sample, can consume certain soluble species, converted them to organically bound 
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material in cell structure; and change large number of constituents changing their oxidation 
state. This biological activity affects the concentration of dissolved oxygen, carbon dioxide 
and nitrate, phosphorus and silicon contents. 
• Chemical changes: oxidation, hydrolysis, polymerisation and depolymerisation, 
chlorination, photochemical and changes in carbon dioxide content changes are some 
chemical reaction that the sample could undergo. Certain species can be oxidised by 
dissolved oxygen present in the sample or by atmospheric oxygen. The degree of 
dissociation of weak acid or bases may be affected by changes in pH. Condensed inorganic 
compounds may depolymerise producing increase in the concentration of certain elements 
and singles compound may polymerise. If the sample contains free chlorine, this can react 
with organic compound to form chlorinated species. Some component may undergo 
changes associated with light-catalysed reactions. Changes in the carbonate system, hence, 
lead to change in the pH of the sample. Besides, carbonates may precipitate and decrease 
calcium content and hardness. 
• Physical changes: three main reactions could affect samples physically volatilisation, 
precipitation and adsorption. Volatiles species such as carbon dioxide, oxygen, hydrogen 
sulphide can be lost to the atmosphere. On the other hand, species may form salts that 
precipitate in the container due to a change in the environment such as pH or from the 
reactions between sample and air. Metal oxides and hydroxide precipitation are most 
common phenomenon as result of interaction of metal ions and oxygen. Species 
precipitation depends on the redox potential of the sample. Finally, some parameter, special 
dissolved metal and metal in colloidal state and as well as organic compounds, can be 
irreversibly adsorbed onto the container walls or on the suspended solids (Sturgeon and 
Berman, 1987; Sliwka-Kaszynska et al., 2003). 
A.3.2 Preservation Techniques 
Sometimes samples analysis cannot do immediately or within a short time after the collection, 
therefore, sample preservation is essential to minimised the instability and retard the biological, 
chemical and physical reactions. Regardless of the sample nature, the complete stability for 
every species can never be achieved (Benoliel, 1994). There are no universal preservation 
methods to prevent changes in samples, taking into account all the reactions that will be 
undergo and the natural condition of the sample. It is recommended to take individual samples 
for certain parameters and use compatible preservative methods in order to not affect the 
analytical results. The preservation methods most often used are both physical and chemical.  
 
Physical preservation includes both refrigeration and filtration. These are considered as 
advantageous because no chemical compounds are introduced into the sample, hence, the 
analysis will reflect the real state of the sample composition. The refrigeration is only efficient 
if it is applied immediately after the collection of the samples. Simple cooling consists of the 
storage of the sample at about 4ºC, preferably in the dark, which retard significantly the 
biological activity and chemical reaction. Cooling is not considered as means of long-term 
storage, especially for wastewater.  
 
Suspended matter, sediment, algae and other microorganisms may be removed from the water 
using a filter membrane afterwards the sample collection. The selection of the filter should be 
regarding the retention of one o more species to be analysed. Decanting process is not an 
alternative to filtration. 
 
Chemical preservation involves the addition of a reagent to the sample directly after collection, 
which may reduce sample instability of certain physical and chemical constituents. It is 
essential that the preservatives used do not interfere with the analysis. Chemical preservation 
includes acidification and biocides. The addition of acid preservatives to obtain a solution to pH 
nearly 2, prevents precipitation, flocculation, complexing of some compounds and inhibit the 
biological activity (Sliwka-Kaszynska et al., 2003). Acidification is used when cooling is not 
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possible. The chemicals most used for acidification are nitric acid (HNO3), hydrochloric acid 
(HCl) and sulphuric acid (H2SO4). 
 
When the storage at low temperature is not possible; the addition of biocides is applied to 
inhibit the biological activity. Chemicals often used are mercury chloride (HgCl2), which is 
highly toxic; and chloroform, which prevent chemical hydrolysis and biological retardation, but 
may be a source of carbon for some bacteria allowing their growth. 
 
It is important to determine how the refrigeration, temperature changes and filtration will be 
modified the level of the elements of interest in the water samples.  
 
A.3.2.1 Sample Filtration 
Filtration is a widespread method used by chemists to analyse dissolved trace element 
concentration in order to eliminate suspended inorganic and organic material from natural 
water. The conventional separation between dissolved and suspended material in natural water 
is based on a filtration through 0.4 or 0.45 um membrane filter. However the dissolved phase 
may not represent the truly dissolved element concentration, the current standard filtration 
method can affect significantly trace element concentrations due to three possible factors 
(Horowitz et al., 1996b): (1) the inclusion/exclusion of trace elements associated with colloids, 
(2) dilution by water used to condition the filter and (3) sorption and desorption of trace 
elements from filter or solids retained by it. These are considered as filtration artifact. 
 
Colloidal compound, typically defined finer than 1 µm, may be included or excluded in the 
filtered sample (Taylor and Shiller, 1995; Horowitz et al., 1996a) changing the trace element 
concentration in the water. The inclusion or exclusion of colloids has a major impact on 
dissolved trace element concentration because they may sorb large amount of trace elements 
and can be affected by the following factors according to Horowitz et. al. (1996): filter type, 
filter diameter, filtration method, suspended sediment concentration, suspended sediment grain 
size distribution, concentration of colloids, concentration of organic matter, volume of sample 
processed and method of sample collection. The most viable solution to deal with the filtration 
artifacts recommended by Horowitz et al. (1996) is the employment of a high surface area, such 
as Gelman capsule filter, and collect initial aliquot to quantify the artifact effected constituents. 
 
A.3.2.2 Sample Preservation  
Samples should be preserved according to the requirements in Table A.9 within 15 minutes 
after sample collection. Preservation must be performed on-site unless samples can be 
transported immediately to the laboratory. Fulfilment of the maximum preservation time 
ensures that the element concentration remain stable within a range. 
Refrigeration is especially important for anions analysis since a little change in temperature 
could change substantially anion concentration. A temperature check sample along with the 
collected samples could be use to control the arrival temperature of the samples in the 
laboratory. 
A.3.3 Sample Packaging 
After the sample collection, samples should be packaged and shipped to the laboratory as soon 
as possible to maintain the structural and chemical qualities of the water and sediments. The 
shorter time between sample collection and sample analysis, the more reliable the analytical 
results will be. 
 
During transportation, the samples should be stored according to the guidance given in Table 
A.9. It is necessary to ensure that the samples should be no exposed to any source of light and 
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that the refrigeration should be maintained during the trip. Sample containers should be 
protected from possible external contamination and sealed in such way that samples do not 
deteriorate or do not lose any their constituents during transport. All the sample equipment 
should be stored in a controlled environment away from pollutant sources.  
 
 
Table A.9: Preservation techniques and maximum holding time for the research determinants 
Determinant Reference  Type of container 
Typical 
volume 
Preservation  
Technique 
Maximum 
Preservation 
Time 
BS EN-ISO P or G 500 Cool to between 1º C 
and 5º C 
24 hours-14 
days 
Acidity and 
alkalinity 
EPA P 250 Cool to between 1º C 
and 5º C 
24 hours 
ISO P or G 500 Cool to between 1º C 
and 5º C 
24 hours Anions (Br, F, Cl, 
NO2, NO3, SO2 
and PO4) B.C. P 1000-4000 Cool to between 4º C 72 hours 
Bromate BS EN-ISO P or G 100 Cool to between 1º C 
and 5º C 
1 month 
Chloride  BS EN-ISO P or G 100 Not necessary 1 month 
 EPA P 250 Not necessary 6 months 
Fluoride  BS EN-ISO P (not 
PTFE) 
200 Not necessary 1 month 
 EPA P 250 Not necessary 1 month 
Nitrate BS EN-ISO P or G 250 Cool to between 1º C 
and 5º C 
24 hours 
 EPA P 100 Cool to between 1º C 
and 5º C 
24 hours 
Nitrite BS EN-ISO P or G 200 Cool to between 1º C 
and 5º C 
24 hours 
 EPA P 100 Not necessary 24 hours 
Sulphate BS EN-ISO P or G 200 Cool to between 1º C 
and 5º C 
1 month 
 EPA P 250 Cool to between 1º C 
and 5º C 
7 days 
Dissolved 
Organic Carbon 
B.C. P or G 100 Cool to between 4º C 72 hours 
BS EN-ISO P or BG 500 Acidify to between pH 
1 to pH 2 with HNO3 
1 month - 6 
months 
EPA P 250 Acidify to between pH 
1 to pH 2 with HNO4 
1 month 
Heavy metals 
compounds 
(except Hg) 
B.C. P 250 Acidify to between pH 
1 to pH 2 with HNO3 
6 months 
BS EN-ISO: British Standard, International Organization for Standardisation (BS 6068-6.3, 2003); EPA: 
Environmental Protection Agency (Queensland EPA, 1999);B.C.: British Columbia (Clark et al., 2003) 
 
A.4 Quality Control Samples  
Quality control samples are required in any environmental sampling since determine the 
maximum amount of uncertainty tolerated in the data. The environmental data without quality 
control information could not be evaluated and qualified. Analyses of quality control samples 
have three main objectives: (1) provide information on the variability and usability of the data, 
(2) indicate field sampling or laboratory error and (3) provides basis for future validation and 
application of the analytical data. It is necessary to determine associated errors in order to 
interpreter correctly the data. Quality control samples should be at least 10% of total samples 
and the identification number of the samples should be selected randomly (Reimann, 2008). It is 
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important wear disposable gloves for take these samples. The most common quality control 
samples are duplicate, blanks and standard (Table A.10 and Table A.11). 
 
Duplicate samples provide a measure of the variability introduced during sample processing and 
analysis. Duplicates are two samples collected and processed so they are considered essentially 
identical in composition. The field duplicates must be collected, preserved, transported and 
documented in the same manner as the samples. Both stream water and sediment sampling 
campaign should include duplicates between the collected samples. Duplicates should be taken 
at sites where the concentration of at least some of the target analytes are expected to exceed 
detection limits (Mueller et al., 1997). 
 
Blanks provide a measure of bias that could be as result from contamination of environmental 
samples by analytes of interest during any stage of water sample collection. Water blank 
samples are ultraclean deionised water that is intended to be free of the analyte of interest. 
Different kinds of water blanks can be collected during a sampling campaign:  
 
• Field blank: is prepared to assess and demonstrate that the equipment has been adequately 
cleaned to remove contamination introduced by samples obtained at previous sites, sample 
collection, processing, handling and transport do not introduce contamination. Field blank 
include potential contamination introduced during laboratory handling and analysis. 
• Equipment blank: is used to assess the contamination introduce by the sample collection 
and processing equipments. It is possible to prepare equipment blanks for individual 
processing device. 
• Trip blank: is clean water prepared in the laboratory or in the office which is transported 
unopened to the field with other samples bottles and is shipped with the collected samples 
to the laboratory for subsequent analysis. This blank is used to identify contamination that 
might occur during sample transport and analysis. 
• Office blank: is prepared in the office and storage and shipped with the collected samples. 
This blank is used to assess contamination during the storage and analysis. 
Reference samples measure the accuracy of the analytical process (laboratory). There are two 
types of reference samples (Clark et al., 2003): 
 
• Laboratory reference sample: an independent laboratory prepares a water or sediment with 
the addition of a known quantity of a variable of interest matching the sample matrix. The 
independent laboratory should provide calculated and measured concentrations on the 
variable. This reference sample is common used in water sampling. 
• Certificate reference sample: is provides by a certificate institution. This sample (water or 
sediment) is an aliquot of a very large stabilised and preserved batch sample that was 
collected from one place at one time. The batch sample has been analysed by different 
laboratories using several different analytical techniques but some reference sample are 
analysed using the same methodology. As a result, the certificate institution provides a 
mean value and confidence interval for the analytes of concern. This reference sample is 
common used in sediment sampling. 
 
Table A.10: Procedures for water quality-control samples collection 
Quality-Control Samples Collection Site Description 
Duplicate Field • Samples are collected as close as possible to the same point 
and time in order to produce identical samples. 
• Repeat the sample procedures. 
• Collect it every 10 samples. 
Field Blank Field • Prepare before collecting and processing environmental 
samples. 
• Use deionised water instead native water to rinse and 
follow the sampling procedures. 
• Ship to the laboratory with the collected samples. 
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• Collect it every 15 samples. 
Equipment blank Field • Sampler blank: process the deionised water as normal 
stream water sample. 
• Filter blank: rinse the filter with deionised water and 
processing with the filter.  
Trip blank Field  • Fill bottles with deionised water in office and preserve as 
the field sample. 
• Capped bottles and remain them unopened throughout the 
sampling trip. 
• Transport with the regular sample bottles  
Office Blank Office • Pour deionised water directly into the bottle. 
• Add chemical reagent (nitric acid) as required. 
• Generate one per 20 samples. 
Standard  Office • Poured water standard directly into the bottles. 
• Ship to the laboratory with the collected samples. 
 
Table A.11: Procedures for stream sediment quality-control samples collection 
Quality-Control 
Samples 
Collection Site Description 
Duplicate Field • Samples are collected as close as possible to the same 
point and time in order to produce identical samples. 
• Repeat the sample procedures. 
• Collect it every 10 samples. 
 
Standard Office • Add 35-50 of control standard to kraft samples bag. 
• Name consecutive sample number 
 
A.5 Summary 
In order to obtain reliable data from the environmental sampling, standard procedures need to 
be created taking into account the particular features of the study area and the analytes of 
interest. The surface water and river sediment protocols for the research area were analysed in 
detail in this section. Two important aspects of the environmental sampling are the 
decontamination procedures to avoid cross-contamination and the inclusion of quality control 
samples to evaluate and quantify the uncertainty and variability of the environmental data. 
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Appendix B Environmental Sampling 
Table B.1: Analytical method and detection limits (DL) for cations in surface water samples. 
DL Filtered (mg/L) DL Unfiltered (mg/L)  Element Analytical Method 
Low Flow High Flow Low Flow High Flow 
Ag ICP-MS 0.00001 0.0001 0.0001 0.0001 
ICP-AES 0.02 0.03 0.01 0.01 Al 
ICP-MS 0.00034/0.0002 0.0007 - - 
ICP-AES 0.1 0.1 0.03 0.03 As 
ICP-MS 0.00014/0.00008 0.0005 0.0005 0.0005 
Au ICP-MS 0.00004 0.0001 0.0001 0.0001 
ICP-AES 0.0001 0.001 0.001 0.001 Ba 
ICP-MS - 0.0003 - - 
Ca ICP-AES 0.005 0.005 0.01 0.01 
ICP-AES 0.01 0.01 0.1 0.1 Cd 
ICP-MS 0.00001 0.00005 0.0001 0.0001 
ICP-AES 0.01 0.01 0.005 0.005 Co 
ICP-MS 0.00001 0.00005 0.0001 0.00005 
ICP-AES 0.01 0.01 0.004 0.004 Cr 
ICP-MS 0.00003 0.0001 0.0001 0.0001 
ICP-AES 0.02 0.01 0.01 0.01 Cu 
ICP-MS 0.00002 0.00005 0.0001 0.00005 
Fe ICP-AES 0.001/0.0005 0.001 0.005 0.005 
K ICP-AES 0.01 0.01 0.01 0.01 
ICP-AES 0.01 0.01 0.015 0.015 Li 
ICP-MS 0.00009/0.00004 0.00005 0.0001 0.0001 
Mg ICP-AES 0.001 0.001 0.001 0.001 
Mn ICP-AES 0.003 0.001 0.001 0.001 
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DL Filtered (mg/L) DL Unfiltered (mg/L)  Element Analytical Method 
Low Flow High Flow Low Flow High Flow 
 ICP-MS 0.00002 0.00008 0.0001 0.00008 
Mo  ICP-MS 0.00003 0.00002 0.00002 0.00002 
Na ICP-AES 0.001 0.01 0.05 0.05 
ICP-AES 0.05/0.03 0.03 0.04 0.04 Ni 
ICP-MS 0.00003 0.00008 0.0001 0.00008 
P ICP-AES 0.05 0.05 0.04 0.04 
ICP-AES 0.1 0.1 0.05 0.05 Pb 
ICP-MS 0.00002 0.0002 0.0002 0.0002 
S ICP-AES 0.1 0.1 0.1 0.1 
Sb  ICP-MS 0.000004 0.00005 0.0001 0.0001 
Si 
ICP-AES 0.03 0.05 0.1 0.1 
Sn 
ICP-MS 
0.00001 
0.001 0.001 0.001 
ICP-AES 0.001 0.001 0.001 0.001 Sr 
ICP-MS 0.00001 0.0004 - - 
ICP-AES 0.001 0.01 0.003 0.003 Ti 
ICP-MS 0.00005 0.00008 0.0001 0.00008 
ICP-AES 0.01 0.01 0.005 0.005 V 
ICP-MS 0.00002 0.00001 0.00001 0.00001 
ICP-AES 0.01 0.005 0.005 0.005 Zn 
ICP-MS 0.00003 0.0001 - 0.0001 
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Table B.2: Analytical method and detection limits (DL) for cations in sediment samples. 
 
Element Analytical Method DL Sediment (ppm) 
Ag ICP-AES 0.04 
Al ICP-AES   
As ICP-AES 0.4 
Ba ICP-AES 0.2 
Be ICP-AES 0.004 
Ca ICP-AES   
Cd ICP-AES 0.2 
Co ICP-AES 0.04 
Cr ICP-AES 0.04 
Cu ICP-AES   
Fe ICP-AES 2.0 
Hg ICP-AES 0.2 
K ICP-AES 2.0 
La ICP-AES 0.02 
Li ICP-AES 0.02 
Mg ICP-AES 0.4 
Mn ICP-AES 0.2 
Mo ICP-AES 0.2 
Na ICP-AES 2.0 
Ni ICP-AES   
P ICP-AES 0.8 
Pb ICP-AES 0.8 
S ICP-AES   
Sr ICP-AES   
Ti ICP-AES 0.04 
V ICP-AES 0.1 
Zn ICP-AES   
 
 
 
 
  
310 
 
Table B.3: Measured parameters of external database 
Source 
Parameter 
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Ag* x x          
Al* x x   x x x   x  
Alkalinity*     x    x  x 
As* x x x x x x x     
B x x  x x       
Ba*  x          
Be  x          
BOD5 x  x x x x  x  x x 
Br    x        
Ca* x x  x x     x x 
Cd* x x  x x       
Cl* x x  x x  x   x x 
Co* x x          
CO3* x          x 
Coliform   x x x x  x  x x 
Coliform Total   x x x   x   x 
Conductivity* x x  x x x   x x x 
Cr* x x  x x     x  
Cu* x x x x x x x   x  
Cyanide x x  x x   x    
DO x   x x    x x x 
F* x x  x x   x    
Fe* x x x  x x x   x  
Hardness*    x   x  x   
HCO3* x      x    x 
Hg x x  x x     x  
K* x x  x x  x   x x 
Li* x x   x       
Mg* x x  x x  x   x x 
Mn* x x  x x x x   x  
Mo* x x x x x x x     
N x    x    x x x 
Na* x x  x x  x   x x 
NH3  x      x    
NH4 x   x x    x   
Ni* x x  x x     x  
NO2 x x  x x   x x x  
NO3* x   x x    x   
Oil & fat     x     x  
ORP*    x        
P* x   x x    x x x 
Pb* x x  x x x    x  
pH* x x  x x x x  x x x 
PO4 x   x x    x   
S*     x       
SAR* x    x     x  
Se x x  x x       
Si*       x    x 
Sn*     x   x    
SO4* x x  x x x x x x x x 
Sr*       x     
TDS*  x  x x x x x  x  
Temperature* x   x   x  x x x 
TOC          x  
TSS  x x x x x   x x  
V*  x          
Zn* x x  x x  x     
(*): Parameters analysed in this research project 
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Appendix C Data Reliability Assessment 
Table C.1:  Parameters with concentration in the anions and filtered cations blanks for the low flow 
season campaign 
Element Method 
Mean  
blank (mg/l) 
Median  
data (mg/l) 
Contribution 
 of blank (%) 
Filtered Low Flow     
Ca ICP-AES 0.1006 63.91 0.16 
Mg ICP-AES 0.013 7.57 0.17 
Al ICP-MS 0.0028 0.03 9.38 
Au ICP-MS 0.0005 - - 
Cr ICP-MS 0.0002 0.0004 53.57 
Mn ICP-MS 0.0003 0.0224 1.17 
Ni ICP-MS 0.0002 0.0025 9.33 
Ti ICP-MS 0.0001 0.0012 8.33 
Zn ICP-MS 0.0037 0.004 91.56 
     
Filtered High Flow    
Ca ICP-AES 0.0358 37.791 0.09 
Mg ICP-AES 0.0026 3.969 0.07 
Al  ICP-MS 0.0059 0.06 9.86 
Cu ICP-MS 0.0004 0.002 20.14 
V ICP-MS 0.0001 0.001 8.33 
Zn ICP-MS 0.0035 0.007 50.54 
     
Unfiltered Low Flow    
Al ICP-AES 0.0771 0.582 13.24 
Ca ICP-AES 0.1402 55.273 0.25 
Fe ICP-AES 0.0195 0.492 3.97 
K ICP-AES 0.0321 2.698 1.19 
Mg ICP-AES 0.0199 7.733 0.26 
Ag ICP-MS 0.0004 0.001 39.11 
Cr  ICP-MS 0.0198 0.022 89.77 
Cu ICP-MS 0.0022 0.012 18.35 
Mn ICP-MS 0.0004 0.043 0.88 
Mo ICP-MS 0.0003 0.002 11.9 
Ni ICP-MS 0.0027 0.0019 140.35 
Ti ICP-MS 0.0048 0.02 24.07 
V ICP-MS 0.0002 0.002 7.64 
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Element Method 
Mean  
blank (mg/l) 
Median  
data (mg/l) 
Contribution 
 of blank (%) 
Zn ICP-AES 0.0169 0.021 79.06 
     
Unfiltered High Flow    
Al ICP-AES 0.0439 3.626 1.21 
Ca ICP-AES 0.1734 37.364 0.46 
Fe ICP-AES 0.0148 3.082 0.48 
K ICP-AES 0.1032 2.357 4.38 
Mg ICP-AES 0.0095 6.675 0.14 
Cr ICP-MS 0.0149 0.016 93.32 
Cu  ICP-MS 0.0014 0.021 6.32 
Mn  ICP-MS 0.0004 0.12 0.32 
Li ICP-MS 0.0003 0.008 3.74 
Ti ICP-MS 0.0034 0.125 2.74 
Zn ICP-MS 0.0092 0.028 33.45 
 
Table C.2: Parameters with concentration in bulk fraction sediment blanks. 
Blank 
Mean  
blank (mg/l) 
Median  
data (mg/l) 
Contribution  
of blank (%) 
Fraction < 2 mm    
Al 36 33660 0.11 
Ca 59.67 15942.08 0.37 
Cr 0.1 7.65 1.31 
Cu 1.65 68.45 2.41 
K 5 3286.5 0.15 
Mg 2.6 10610 0.02 
Na 16.33 2186.5 0.75 
Ni 0.16 10.94 1.46 
P 0.93 813.75 0.11 
S 0.93 526.85 0.18 
Sr 0.33 134.6 0.25 
Zn 3.23 72.9 4.43 
    
Fraction < 0.18 mm   
Al 21.47 37630 0.06 
Ca 43.67 15805 0.28 
Cr 0.25 10.56 2.34 
Cu 1.49 92.95 1.6 
Na 13.33 2211.63 0.6 
Ni 0.24 12.8 1.88 
S 1.4 773.25 0.18 
Ti 1.3 2142.5 0.06 
Zn 2.23 85.9 2.6 
    
Fraction < 0.63 µm   
Al 39.07 41168.75 0.09 
Ca 42.33 17205 0.25 
Cu 1.4 131.95 1.06 
Ni 0.15 14 1.05 
S 0.93 1193.25 0.08 
Sr 0.2 148 0.14 
Ti 1.24 2488 0.05 
Zn 1.13 92.6 1.22 
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Table C.3: Recovery rate for HRM1 (low concentration). 
HRM1 Certified  Concentration 
Sample 
Mean 
Sample  
Standard Deviation 
Recovery  
Rate (%)* 
Al 4,500.00 4,567.00 182.72 101.49 
As 4.90 5.00 0.92 102.04 
Ba 18.00 20.87 1.38 115.93 
Be 0.23 0.21 0.01 93.04 
Ca 450.00 592.00 43.83 131.56 
Co 2.00 2.64 0.23 131.83 
Cr 13.00 12.90 3.44 99.26 
Cu 3.00 4.59 0.26 153.00 
Fe 8,200.00 8,316.67 432.79 101.42 
K 650.00 456.00 93.06 70.15 
La 8.00 8.08 0.41 100.98 
Li 3.90 2.59 0.20 66.45 
Mg 420.00 454.80 20.69 108.29 
Mn 100.00 111.75 8.86 111.75 
Mo 0.35 0.43 0.32 123.81 
Na 35.00 63.33 8.64 180.95 
Ni 5.00 5.49 0.30 109.73 
P 420.00 413.87 22.58 98.54 
Pb 13.00 13.53 0.64 104.10 
S 180.00 151.27 9.38 84.04 
Sr 6.00 8.55 0.61 142.50 
Ti 280.00 317.23 61.56 113.30 
V 14.00 10.96 0.76 78.29 
Zn 22.00 25.84 0.95 117.44 
*Bold values elements out of the control limit of 100% ± 30% (USGS, 1996) 
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Table C.4: Recovery rate for HRM2 (high concentration) 
HRM2 Certified  Concentration 
Sample 
Mean 
Sample 
 Standard Deviation 
Recovery 
Rate (%)* 
Ag 2 1.69 0.16 84.67 
Al 35000 34,091.67 1,179.55 97.40 
As 160 179.53 17.19 112.21 
Ba 600 181.15 24.57 30.19 
Be 2.5 2.33 0.20 93.05 
Ca 5900 5,480.00 190.89 92.88 
Cd 2.5 3.25 0.27 130.00 
Co 48 49.29 2.03 102.69 
Cr 420 433.43 27.23 103.20 
Cu 590 658.33 17.76 111.58 
Fe 47000 49,273.33 1,434.81 104.84 
K 7500 6,871.67 419.73 91.62 
La 24 23.04 0.82 95.98 
Li 155 186.60 4.31 120.39 
Mg 13000 13,171.67 305.51 101.32 
Mn 1400 1,190.33 71.24 85.02 
Mo 2 1.42 0.08 70.83 
Na 1000 885.83 33.59 88.58 
Ni 250 256.83 12.04 102.73 
P 670 645.67 25.05 96.37 
Pb 510 495.63 22.41 97.18 
S 2200 1,751.67 57.89 79.62 
Sr 1250 1,305.50 54.83 104.44 
Ti 680 680.17 31.54 100.02 
V 58 44.27 2.10 76.33 
Zn 400 377.23 25.90 94.31 
*Bold values elements out of the control limit of 100% ± 30% (USGS, 1996) 
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Table C.5: Analytical precision of water duplicates analysis 
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Table C.6: Analytical precision of sediment duplicates analysis 
< 2 mm < 0.180 mm < 63 µm 
Elem 
Precision (%) No. pair Precision (%) No. pair Precision (%) No. pair 
Ag 21.3 17 24.5 18 19.9 18 
Al 3.0 18 3.0 18 2.7 18 
As 16.2 18 17.1 18 16.1 18 
Ba 14.2 18 8.3 18 5.6 18 
Be 4.6 18 5.6 18 2.8 18 
Ca 4.6 18 3.9 18 2.1 18 
Cd 12.1 13 15.6 7 13.3 18 
Co 3.3 18 5.0 18 4.4 18 
Cr 11.6 18 12.8 18 10.6 18 
Cu 5.0 18 5.2 18 3.3 18 
Fe 3.8 18 3.7 18 3.6 18 
Hg - - 14.5 18 - - 
K 6.2 18 6.2 18 4.9 18 
La 3.9 18 4.9 18 3.6 18 
Li 3.8 18 3.7 18 3.5 18 
Mg 2.4 18 2.8 18 3.2 18 
Mn 6.8 18 8.6 18 5.9 18 
Mo 12.8 10 33.9 15 91.1 16 
Na 5.4 18 5.7 18 5.0 18 
Ni 3.4 18 5.3 18 3.5 18 
P 2.6 18 3.4 18 3.0 18 
Pb 5.3 18 7.5 18 6.9 18 
S 12.1 18 8.0 18 4.0 18 
Sr 4.3 18 4.8 18 3.0 18 
Ti 3.5 18 6.7 18 7.6 18 
V 3.5 18 6.8 18 7.7 18 
Zn 3.7 18 9.6 18 4.7 18 
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Table C.7: RANOVA results for the filtered low flow samples 
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Table C.8: RANOVA results for the filtered high flow samples 
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Table C.9: RANOVA results for the unfiltered low flow samples 
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Table C.10: RANOVA results for the unfiltered high flow samples 
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Table C.11: RANOVA results for the sediment less than 2 mm 
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Table C.12: RANOVA results for the sediment less than 0.180 mm (80#) 
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Table C.13: RANOVA results for the sediment less than 63 µm (230#) 
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Table C.14: Wilcoxon test results for elements analysed by ICP-AES and ICP-MS with 95% confidence level 
Low Flow High Flow 
Element Sample Type p-value No. pair p-value No. pair 
Al F 1.09E-05 59 3.84E-16 91 
Ba F - - 0 132 
Li F 2.51E-14 77 1.14E-11 61 
Li UF 2.21E-09 59 0.9 49 
Mn F 3.43E-10 147 8.31E-25 141 
Mn UF 0.42 113 0.89 61 
Ni F 0.16 10 - - 
Ni UF 0.7 10 - - 
Sr F 0.96 54 5.08E-23 136 
Note: Null hypothesis is the median of the difference of the pairs of samples is zero. F: filtered sample; UF: unfiltered sample 
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Table C.15: Low and high flow filtered samples with maximum differences between results from ICP-AES and ICP-MS. 
ID Sample Site Relative Absolute Difference-AES a Relative Absolute Difference-MSb Suspicious Variable 
Filtered Low Flow  Al Li Mn Ni Al Li Mn Ni  
9 Single Claro River 68 42 11 - 210 30 12 - Al 
55 Single La Cadena Stream 172 41 4 - 63 29 4 - Al 
75 Single Tinguiririca River 117  3 - 54  3 - Al 
77 Single Tinguiririca River 162 21 9 - 62 18 8 - Al 
146 Duplicate Mine 105 108 22 - 51 52 18 - Al, Li 
160 Duplicate Barahona Stream - 30 56 52 - 23 128 108 Mn, Ni 
167 Duplicate Cachapoal River after Coya River 190 155 5 - 65 61 5 - Al, Li 
            
Filtered High Flow  Al Ba Li Mn Al Ba Li Mn  
59 Single Cachapoal River - 75 171 70 - 43 63 41 Li, Mn 
85 Single Cachapoal River 58 17 196 25 37 21 66 20 Al, Li 
88 Single Cachapoal River 57 21 192 26 36 27 66 20 Al, Li 
89 Single Cachapoal River 67 22 186 25 40 28 65 20 Al, Li 
96 Single Coya Stream 146 955 - 75 59 91 - 43 Al, Ba, Mn 
109 Duplicate Tipaume Stream 80 19 165 24 45 23 62 19 Al, Li 
128 Single La Cadena Stream 78 16 168 23 44 19 63 19 Al, Li 
129 Duplicate Tipaume Stream 71 21 151 25 41 27 60 20 Al, Li 
136 Duplicate Mine - 67 173 33 - 207 63 25 Ba, Li 
a Relative absolute difference-AES: ; b Relative absolute difference-MS: ; Concentrations with either one or both concentrations 
below the detection limit were not considered in the analysis. 
 
 
  
326 
 
Table C.16: Low and high flow unfiltered samples with maximum differences between results from ICP-AES and ICP-MS. 
ID Sample Site Relative Absolute Difference-AES Relative Absolute Difference-MS Suspicious Variable 
Unfiltered Low Flow  Li Mn Ni   Li Mn Ni    
64 Duplicate Cachapoal after Coya River 27  47   36 - 89   Ni 
73 Duplicate Tinguiririca after hydrothermal hotpoint 18 46 -   15 84 -   Mn 
127 Single Mine - 87 -   - 683 -   Mn 
              
Unfiltered High Flow  Cu Mn Ti V Zn Cu Mn Ti V Zn  
20 Single Caren Stream 45 23 142 - 1213 31 18 59 - 92 Ti, Zn 
47 Single Alhue River 65 18 147 - 319 39 16 60 - 76 Cu,Ti, Zn 
51 Duplicate Tupaume Stream 57 54 - 47 52 133 119 - 89 18 Cu,Mn,V 
93 Duplicate Alhue River - 7 134 - 661 - 6 57 - 87 Ti, Zn 
99 Single Alhue River - 21 247 - 156 - 18 71 - 94 Ti, Zn 
100 Duplicate Alhue River - 6 164 - 685 - 6 62 - 87 Ti, Zn 
a Relative absolute difference-AES: ; b Relative absolute difference-MS: ; Concentrations with either one or both concentrations 
below the detection limit were not considered in the analysis. 
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Appendix D Environmental Characterisation: Spatial 
and Temporal Trends 
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Table D.1: Summary statistic for the combined filtered dataset (low and high flow) 
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Table D.2: Summary statistic for filtered water samples during the low flow campaign (April-May). Mad median absolute deviation, IQR interquartile range, CV coefficient 
variation 
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Table D.3: Summary statistic for filtered water samples during the high flow campaign (December-January). Mad median absolute deviation, IQR interquartile range, CV 
coefficient variation 
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Table D.4: Summary statistic of the sediment fraction < 63 µm 
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Table D.5: Checking normal distribution assumption of low flow campaign. p-values for a Shapiro-Wilk 
test at 95% of confidence to verify normality of the untransformed data (raw), log-transformed (log) and 
Box-Cox transformed (Box-Cox). Kurt kurtosis, Skew skewness, BC Box-Cox transformation. 
SW Test Variables Kurt Skew 
Raw Log Box-Cox 
Lambda 
 Box-Cox 
Kurt  
Box-Cox 
Skew 
Box-Cox Transf 
Alkalinity -0.53 0.19 0.0392 0 0.0279 0.74 -0.15 -0.25 BC 
As 83.09 9.11 0 0 0.0268 -0.16 1.09 -0.09 BC 
Ba 1.52 0.79 0.002 0 0.1441 0.65 0.39 -0.03 BC 
Ca 12.52 3.39 0 0.0001 0.0003 -0.13 1.03 -0.04 BC 
Cl 1.94 1.12 0 0 0.0077 0.37 -0.88 -0.17 BC 
Co 52.62 6.91 0 0 0.0217 -0.37 -0.34 0.10 BC 
Conductivity 9.44 2.89 0 0.002 0.0023 -0.04 0.86 -0.01 BC 
Cr 5.51 2.17 0 0.0257 0.0283 0.05 -0.85 -0.06 BC 
Cu 70.20 8.17 0 0.2386 0.3363 -0.01 -0.36 0.03 Log 
DO 2.83 0.55 0 0 0 0.61 3.04 0.11 BC 
DOC 76.51 8.57 0 0 0.0101 -0.73 2.43 -0.23 BC 
Fe 79.93 8.89 0 0.0508 0.198 -0.04 0.91 0.00 Log 
H 81.27 8.98 0 0 0.3022 -0.39 0.46 -0.07 BC 
pH 8.99 -2.76 0 0 0.2007 6.49 0.32 -0.23 BC 
Hardness 12.04 3.27 0 0.0016 0.002 -0.06 0.82 -0.01 BC 
HCO3 -0.53 0.19 0.0392 0 0.0263 0.73 -0.22 -0.04 BC 
K 20.13 4.42 0 0.0004 0.0006 -0.07 0.36 -0.01 BC 
Li 1.48 1.38 0 0.1215 0.1215 0.00 -0.91 -0.13 Log 
Mg 32.47 5.08 0 0.0003 0.0008 -0.13 1.52 -0.05 BC 
Mn 44.86 6.25 0 0.0002 0.2375 -0.16 -0.23 0.03 BC 
Mo 41.04 6.51 0 0 0.0848 -0.36 0.62 -0.05 BC 
Na 6.94 1.98 0 0.0007 0.0179 0.29 0.10 -0.01 BC 
Ni 62.57 7.58 0 0 0.0451 -0.26 0.90 -0.07 BC 
NO3 0.69 1.32 0 0.0186 0.0164 0.04 -0.88 -0.05 BC 
ORP 1.98 0.61 0.0001 0 0.0003 0.67 0.27 -0.05 BC 
S 11.64 3.33 0 0 0 0.09 1.75 0.07 BC 
SAR -0.33 0.13 0.2039 0 0.2335 0.82 -0.39 -0.09 BC 
Sb 35.53 5.82 0 0 0.0001 -0.19 1.57 -0.12 BC 
Si 5.32 1.56 0 0.0997 0.1095 0.06 -0.38 0.00 Log 
SO4 15.44 3.71 0 0 0 0.09 1.82 0.11 BC 
Sr 26.56 4.59 0 0.0039 0.0081 -0.09 0.86 -0.03 BC 
TDS 13.73 3.52 0 0.0005 0.0014 -0.12 0.86 -0.01 BC 
Temperature 0.69 -0.87 0.0006 0 0.0958 1.68 -0.65 -0.29 BC 
Ti 6.20 2.33 0 0.1509 0.1818 0.05 0.22 0.00 Log 
V 4.57 1.85 0 0.0002 0.0386 0.28 0.27 0.02 BC 
Zn 13.94 3.80 0 0 0.0051 -0.29 0.32 0.06 BC 
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Table D.6: Checking normal distribution assumption of high flow campaign. p-values for a Shapiro-Wilk 
test at 95% of confidence to verify normality of the untransformed data (raw), log-transformed (log) and 
Box-Cox transformed (Box-Cox). Kurt kurtosis, Skew skewness, BC Box-Cox transformation. 
SW Test  Variables Kurt Skew 
Raw Log Box-Cox 
Lambda 
 Box-Cox 
Kurt  
Box-Cox 
Skew 
Box-Cox Transf 
Al 92.95 9.69 0 0 0.0008 -0.14 1.06 -0.12 BC 
Alkalinity -0.06 0.75 0.0001 0 0.1505 0.52 -0.34 -0.07 BC 
As 20.50 4.18 0 0.3549 0.3521 0.01 -0.47 0.00 Log 
Ba 2.62 1.69 0 0.0005 0.0173 0.23 -0.11 -0.01 BC 
Ca 9.67 3.33 0 0 0.0012 -0.22 0.85 -0.06 BC 
Cl 0.48 1.00 0 0 0.0005 0.24 -1.27 -0.15 BC 
Co 82.10 8.90 0 0 0.0035 -0.24 3.72 -0.23 BC 
Conductivity 10.66 3.32 0 0.0001 0.0003 -0.11 0.93 -0.04 BC 
Cr 92.47 9.66 0 0 0 -0.11 2.20 -0.12 BC 
Cu 92.92 9.69 0 0 0.082 -0.27 -0.66 0.16 BC 
DOC 72.04 8.08 0 0 0.8549 -0.69 0.03 -0.02 BC 
H 47.65 6.95 0 0 0 -0.17 3.68 0.35 BC 
pH 13.01 -2.81 0 0 0 3.66 3.19 0.32 BC 
Hardness 10.11 3.36 0 0 0.0001 -0.16 0.96 -0.06 BC 
HCO3 -0.08 0.75 0.0001 0 0.1337 0.51 -0.35 -0.07 BC 
K 12.01 3.70 0 0 0.0003 -0.18 0.95 -0.08 BC 
Mg 70.53 7.95 0 0.0115 0.011 0.01 1.34 0.00 BC 
Mn 86.24 9.20 0 0.0001 0.2638 -0.20 -0.16 0.00 BC 
Mo 14.76 4.07 0 0 0.0003 -0.29 1.32 -0.11 BC 
Na 10.06 3.29 0 0.0037 0.0063 -0.05 0.53 -0.01 BC 
Ni 68.66 7.93 0 0 0.0004 -0.36 1.77 -0.12 BC 
NO3 2.06 1.80 0 0.0463 0.0752 -0.04 -0.30 0.02 BC 
ORP 7.70 1.73 0 0 0.0007 0.47 2.49 0.15 BC 
S 9.01 3.25 0 0 0 -0.06 1.29 -0.04 BC 
SAR 1.50 1.10 0 0.0035 0.0288 0.29 -0.29 -0.02 BC 
Sb 33.39 5.35 0 0 0 -0.18 1.12 -0.07 BC 
Si 3.08 1.69 0 0.0048 0.0849 -0.45 -0.96 0.08 BC 
SO4 8.75 3.21 0 0 0 -0.02 1.13 -0.01 BC 
Sr 11.14 3.56 0 0 0.0014 -0.18 0.85 -0.05 BC 
TDS 9.12 3.24 0 0 0 -0.17 1.00 -0.04 BC 
Ti 35.32 5.31 0 0 0 -0.13 1.20 -0.05 BC 
V 74.15 8.25 0 0.0077 0.0078 0.00 1.33 -0.01 BC 
Zn 35.59 5.81 0 0 0.9194 -0.37 -0.40 0.09 BC 
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Table D.7: Spearman correlation matrix of the low flow database (raw database). Correlation coefficient higher than 0.5 are bold. Starts indicate the degree of significance of the 
correlation of the pairwise. *** very significance (p< 0.001), ** high significance (0.001 ≤ p < 0.1), * significance (0.1 ≤ p < 0.05), • weak significance (0.05 ≤ p < 0.1), and no 
symbol for no significance (p ≥ 0.1). 
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Table D.8: Spearman correlation matrix of the high flow database (transformed data without univariate outliers). Correlation coefficient higher than 0.5 are bold. Starts indicate 
the degree of significance of the correlation of the pairwise. *** very significance (p< 0.001), ** high significance (0.001 ≤ p < 0.1), * significance (0.1 ≤ p < 0.05), • weak 
significance (0.05 ≤ p < 0.1), and no symbol for no significance (p ≥ 0.1). 
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Table D.9: Spearman correlation matrix of the combined flow database (raw database). Correlation coefficient higher than 0.5 are bold.  Starts indicate the degree of significance 
of the correlation of the pairwise. *** very significance (p< 0.001), ** high significance (0.001 ≤ p < 0.1), * significance (0.1 ≤ p < 0.05), • weak significance (0.05 ≤ p < 0.1), 
and no symbol for no significance (p ≥ 0.1). 
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Table D.10: Spearmann correlation matrix of the < 63 µm sediment fraction database (transformed data without univariate outliers). Correlation coefficient higher than 0.5 are 
bold.  Starts indicate the degree of significance of the correlation of the pairwise. *** very significance (p< 0.001), ** high significance (0.001 ≤ p < 0.1), * significance (0.1 ≤ p 
< 0.05), • weak significance (0.05 ≤ p < 0.1), and no symbol for no significance (p ≥ 0.1). 
 
 
 
 
 
 
 
 
 
 
Table D.11: Water chemistry Spearman correlation of external database. T means total concentration (unfiltered samples), D means dissolved concentrations (filtered samples) 
and S means suspended particles. * p<0.05; **p<0.001. 
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Appendix E Environmental Characterisation: Sources 
of Water Compounds 
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Table E.1: Complete PFA model for the three dataset 
Low Flow PFA Model    High Flow PFA Model     Low-High Flow PFA Model  
  F1 F2 F3 F4 F5 h2     F1 F2 F3 F4 h2     F1 F2 F3 F4 F5 h2 
As 0.895 -0.297 -0.2 0.055 0.04 0.934  Al 0.001 -0.172 0.8 -0.063 0.674  Al -0.32 -0.433 0.174 0.456 -0.129 0.544 
Ba 0.683 0.147 0.476 -0.179 0.15 0.769  As 0.821 -0.25 0.008 0.307 0.831  As 0.907 -0.187 -0.093 -0.288 -0.001 0.949 
Cl 0.939 0.137 0.019 0.107 0.259 0.98  Ba 0.952 0.016 0.012 0.094 0.916  Ba 0.8 0.112 0.291 0.332 -0.201 0.887 
Co 0.002 -0.328 0.704 0.115 0.036 0.618  Cl 0.912 0.23 0.027 0.136 0.904  Cl 0.956 0.198 -0.045 -0.012 0.05 0.957 
Cu 0.342 0.036 0.04 0.339 0.773 0.833  Cu 0.582 0.037 0.08 -0.073 0.352  Cu 0.278 -0.025 -0.135 0.525 0.007 0.372 
DO 0.066 0.241 0.022 -0.032 0.414 0.235  DOC -0.135 0.547 0.124 0.093 0.342  DOC -0.181 0.217 -0.194 0.141 0.248 0.199 
DOC 0.011 0.199 -0.033 0.677 0.17 0.528  H -0.472 -0.07 0.306 -0.071 0.327  Fe 0.13 0.155 0.053 0.202 0.43 0.269 
Fe 0.045 0.256 -0.03 0.363 -0.026 0.201  HCO3 0.487 0.698 -0.353 0.039 0.85  H 0.012 0.028 0.103 -0.25 0.721 0.593 
H 0.067 -0.233 -0.016 0.813 0.008 0.72  K 0.881 0.297 0.228 0.033 0.917  HCO3 0.444 0.764 -0.231 0.083 -0.086 0.848 
HCO3 0.295 0.775 -0.229 -0.076 0.343 0.863  Mg 0.66 0.669 -0.232 -0.071 0.942  K 0.905 0.273 0.05 0.143 0.216 0.963 
K 0.842 0.189 0.157 0.29 0.28 0.932  Mn 0.058 -0.265 0.32 -0.813 0.837  Mg 0.582 0.788 0.004 0.107 0.059 0.974 
Li 0.916 -0.335 0.092 0.067 0.067 0.969  Mo 0.826 -0.086 0.16 0.068 0.72  Mn 0.089 -0.156 0.954 0.106 0.065 0.957 
Mg 0.342 0.859 0.053 -0.073 0.283 0.942  NO3 0.396 0.707 -0.08 -0.048 0.666  Mo 0.762 -0.074 -0.004 0.36 0.149 0.737 
Mn 0.092 -0.216 0.88 -0.088 -0.209 0.881  Ni 0.796 0.194 0.041 -0.306 0.767  NO3 0.357 0.711 -0.234 0.25 0.09 0.758 
Mo 0.556 -0.163 0.056 0.028 0.62 0.723  ORP 0.133 -0.112 0.163 0.784 0.671  Ni 0.442 0.303 0.46 -0.015 0.239 0.556 
NO3 0.312 0.563 -0.017 0.353 0.438 0.731  SAR 0.78 0.474 0.035 -0.02 0.834  ORP -0.017 0.188 -0.436 0.17 -0.031 0.256 
Ni 0.096 0.133 0.467 -0.03 0.137 0.265  SO4 0.958 -0.029 0.203 -0.036 0.961  SAR 0.837 0.381 0.105 -0.121 0.186 0.905 
ORP -0.014 0.672 -0.353 0.202 0.171 0.646  Si -0.055 0.927 -0.111 -0.143 0.896  SO4 0.829 0.121 0.471 0.158 -0.047 0.951 
SAR 0.865 0.272 0.114 0.227 0.076 0.892  Sr 0.874 0.07 -0.239 0.05 0.828  Si -0.09 0.898 0.151 -0.165 0.281 0.944 
SO4 0.727 -0.051 0.596 -0.214 0.142 0.952  Ti 0.279 -0.082 0.804 0.05 0.734  Sr 0.922 0.257 0.098 0.151 -0.153 0.972 
Si -0.341 0.825 0.18 0.141 -0.172 0.878  V 0.044 0.836 -0.387 0.176 0.882  V -0.025 0.833 -0.185 -0.146 0.076 0.756 
Sr 0.809 0.131 0.112 -0.259 0.304 0.843                
Temperature -0.451 0.422 -0.076 0.396 0.124 0.56                
V -0.182 0.751 -0.11 0.068 -0.054 0.616                
                      
SS loadings 6.737 4.316 2.407 2.049 2.005    8.308 3.898 2.058 1.586    7.117 4.014 1.916 1.181 1.12  
Proportion Var 0.281 0.18 0.1 0.085 0.084    0.396 0.186 0.098 0.076    0.339 0.191 0.091 0.056 0.053  
Cumulative Var 0.281 0.461 0.561 0.646 0.73      0.396 0.581 0.679 0.755      0.339 0.53 0.621 0.678 0.731   
                      
                      
                      
  
341 
Low Flow PFA Model    High Flow PFA Model     Low-High Flow PFA Model  
  F1 F2 F3 F4 F5 h2     F1 F2 F3 F4 h2     F1 F2 F3 F4 F5 h2 
                      
Estimated Loadings Highly Correlated Variables                
Ca 0.826 0.171 0.371 -0.153 0.309   Ca 0.911 0.268 -0.086 -0.024   Ca 0.912 0.334 0.212 0.181 -0.041  
Conductivity 0.906 0.26 0.328 -0.192 0.289   Cond 0.966 0.358 -0.005 -0.009   Cond 0.968 0.435 0.211 0.094 -0.014  
Hardness 0.81 0.258 0.363 -0.256 0.317   Hard 0.965 0.375 -0.068 0.001   Hard 0.913 0.434 0.206 0.187 -0.121  
Na 0.937 0.293 0.145 0.155 0.181   Na 0.896 0.416 -0.057 0.019   Na 0.925 0.384 0.088 -0.072 0.124  
Sb 0.162 -0.225 0.107 0.162 0.182   Sb 0.735 -0.197 0.119 -0.145   Sb 0.316 -0.081 0.118 -0.011 0.201  
TDS 0.894 0.23 0.386 -0.189 0.291   TDS 0.916 0.355 -0.041 -0.048   TDS 0.959 0.397 0.228 0.161 -0.08  
Estimated Loadings Unreliable Variables                
Al -0.283 -0.05 0.358 -0.062 -0.194   Co 0.175 -0.298 0.376 -0.266   Co 0.132 -0.219 0.46 0.212 0.108  
Cr 0.482 0.217 0.151 0.221 0.408   Cr 0.256 0.292 0 0.026   Cr 0.445 0.227 0.047 0.047 0.194  
Ti -0.035 0.144 0.428 0.02 -0.028   Fe -0.037 0.192 0.511 -0.235   Ti -0.095 -0.211 0.209 0.41 0.06  
Zn 0.232 0.183 0.2 0.185 0.428   Zn 0.074 0.314 -0.144 0.019   Zn -0.03 0.172 -0.043 0.176 -0.023  
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Table E.2: PFA results using key variables  
Low Flow PFA Model    High Flow PFA Model   Low-High Flow PFA Model  
  F1 F2 F3 F4 h2    F1 F2 F3 h2    F1 F2 F3 h2 
As -0.097 0.743 0.54 0.024 0.853  As 0.979 0.167 -0.034 0.987  As 0.034 0.749 0.121 0.577 
Cu 0.194 0.258 0.064 0.912 0.94  Cu 0.773 0.17 0.129 0.643  Cu 0.388 0.136 0.564 0.487 
H -0.495 0.056 -0.444 0.296 0.532  H -0.293 -0.433 0.179 0.305  H 0.059 -0.028 -0.338 0.118 
HCO3 0.888 0.101 -0.073 0.08 0.811  HCO3 0.159 0.826 -0.108 0.719  HCO3 0.868 0.07 0.368 0.893 
Mg 0.959 0.144 -0.06 0.056 0.948  Mg 0.387 0.887 -0.06 0.941  Mg 0.889 0.275 0.194 0.904 
Mn 0.021 0.677 -0.039 0.241 0.518  Mn 0.234 -0.181 0.884 0.87  Mn -0.091 0.341 -0.37 0.261 
Mo 0.15 0.552 0.473 0.6 0.911  Mo 0.925 0.263 0.125 0.94  Mo 0.139 0.878 -0.006 0.79 
NO3 0.726 0.126 -0.063 0.331 0.656  NO3 0.438 0.494 -0.115 0.449  NO3 0.631 0.222 0.47 0.668 
SAR 0.312 0.895 0.014 0.141 0.919  SAR 0.448 0.862 0.08 0.95  SAR 0.887 0.357 -0.127 0.93 
SO4 0.376 0.575 0.588 0.169 0.847  SO4 0.907 0.161 0.311 0.946  SO4 0.32 0.912 0.076 0.94 
Si 0.336 -0.054 -0.878 -0.135 0.904  Si -0.447 0.849 -0.081 0.927  Si 0.901 -0.26 -0.301 0.97 
                  
SS loadings 2.902 2.565 1.847 1.524    4.142 3.549 0.986    3.824 2.624 1.09  
Proportion Var 0.264 0.233 0.168 0.139    0.377 0.323 0.09    0.348 0.239 0.099  
Cumulative Var 0.264 0.497 0.665 0.803    0.377 0.699 0.789    0.348 0.586 0.685  
                  
Estimated Loadings for Remaining Variables                
Ba 0.49 0.536 0.42 0.093   Al 0.107 -0.022 0.025   Al -0.175 -0.013 0.038  
Cl 0.391 0.825 0.445 0.164   Ba 0.713 0.408 0.09   Ba 0.402 0.591 0.063  
Co -0.037 0.505 0.095 0.527   Cl 0.925 0.441 0.024   Cl 0.49 0.616 0.187  
DO 0.195 0.075 0.18 0.135   DOC -0.26 0.214 -0.061   DOC 0.328 -0.269 0.008  
DOC 0.089 0.073 -0.261 0.073   K 0.835 0.516 0.082   Fe 0.033 0.205 0.027  
Fe 0.007 0.183 -0.172 0.392   Ni 0.677 0.128 0.443   K 0.592 0.633 0.066  
K 0.29 0.843 0.294 0.259   ORP 0.005 0.309 -0.453   Ni 0.395 0.474 0.006  
Li -0.073 0.867 0.535 0.13   Sr 0.8 0.312 0.021   ORP 0.522 -0.272 0.037  
Ni 0.425 0.23 0.186 0.426   Ti 0.17 0.052 -0.02   Sr 0.364 0.619 0.24  
ORP 0.314 -0.181 -0.431 0.106   V -0.146 0.729 -0.261   V 0.758 -0.285 0.131  
Sr 0.453 0.347 0.548 0.192              
Temperature 0.072 -0.013 -0.556 0.187              
V 0.549 -0.197 -0.429 -0.084              
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Low Flow PFA Model    High Flow PFA Model   Low-High Flow PFA Model  
  F1 F2 F3 F4 h2    F1 F2 F3 h2    F1 F2 F3 h2 
               
Estimated Loadings for Highly Correlated Variables               
Ca 0.59 0.564 0.562 0.198   Ca 0.867 0.453 0.141   Ca 0.524 0.81 0.227  
Conductivity 0.736 0.716 0.579 0.203   Cond 0.796 0.578 0.138   Cond 0.635 0.815 0.193  
Hardness 0.774 0.572 0.603 0.194   Hard 0.799 0.561 0.136   Hard 0.597 0.806 0.309  
Na 0.436 0.901 0.181 0.183   Na 0.665 0.775 0.053   Na 0.803 0.492 0.009  
Sb -0.105 0.22 0.132 0.261   Sb 0.983 0.022 0.285   Sb 0.031 0.333 -0.039  
TDS 0.713 0.693 0.59 0.207   TDS 0.846 0.544 0.155   TDS 0.618 0.831 0.255  
Estimated Loadings for Unreliable Variables                
Al -0.271 0.052 0.025 0.016   Co 0.202 -0.221 0.422   Co 0.012 0.242 -0.055  
Cr 0.424 0.377 0.186 0.409   Cr 0.134 0.274 -0.065   Cr 0.418 0.296 0.075  
Ti 0.146 0.181 0.118 0.282   Fe -0.054 0.149 0.207   Ti 0.015 0.104 0.064  
Zn 0.243 0.071 -0.016 0.424     Zn 0.111 0.051 -0.125     Zn 0.236 0.005 0.242   
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Table E.3: PFA results using major elements and nutrients 
Low Flow PFA Model  
  High Flow PFA Model    Low-High Flow PFA Model  
  F1 F2 F3 F4 h2    F1 F2 F3 h2    F1 F2 F3 F4 h2 
 Factor1 Factor2 Factor3 Factor4 Communality   Factor1 Factor2 Factor3 Communality   Factor1 Factor2 Factor3 Factor4 Communality 
DOC -0.053 0.108 0.134 0.701 0.524  DOC 0.134 0.426 0.127 0.216  DOC -0.115 -0.034 0.114 0.551 0.331 
HCO3 0.354 0.918 0.074 0.106 0.985  HCO3 0.522 0.128 0.713 0.797  HCO3 0.1 0.738 0.243 0.19 0.65 
K 0.936 0.33 -0.073 0.127 1.006  K 0.872 0.248 0.255 0.886  K 0.956 0.126 0.078 0.121 0.95 
Mg 0.48 0.738 0.452 0.099 0.99  Mg 0.726 0.264 0.471 0.819  Mg 0.409 0.852 0.197 0.006 0.931 
NO3 0.198 0.658 0.267 0.522 0.816  NO3 0.186 0.803 0.442 0.875  NO3 0.15 0.218 -0.027 0.629 0.466 
SAR 0.91 0.267 -0.062 0.073 0.908  SAR 0.947 0.331 0.082 1.012  SAR 0.661 0.37 0.601 0.075 0.94 
SO4 0.9 0.171 -0.048 -0.243 0.9  SO4 0.919 -0.144 0.277 0.943  SO4 0.885 0.273 -0.234 -0.195 0.95 
Si -0.173 0.207 0.892 0.227 0.921  Si 0.015 0.822 -0.144 0.696  Si -0.091 0.264 0.861 0.103 0.83 
                   
SS loadings 2.942 2.084 1.107 0.918    3.354 1.779 1.112    2.354 1.616 1.275 0.803 0 
Proportion Var 0.368 0.261 0.138 0.115    0.419 0.222 0.139    0.294 0.202 0.159 0.1 0 
Cumulative Var 0.368 0.628 0.767 0.881    0.419 0.642 0.781    0.294 0.496 0.656 0.756 0 
                   
Estimated Loadings for Remaining Variables                
As 0.85 -0.004 -0.56 -0.171   Al -0.201 0.361 -0.17   Al 0.014 -0.311 -0.146 0.07  
Ba 0.758 0.345 -0.024 -0.188   As 0.887 -0.42 0.149   As 0.73 0.106 0.105 -0.103  
Cl 0.97 0.339 -0.321 0.022   Ba 0.828 -0.189 0.342   Ba 0.61 0.482 -0.104 -0.153  
Co 0.42 -0.295 0.088 0.017   Cl 0.972 -0.073 0.344   Cl 0.774 0.299 0.132 0.077  
Cu 0.363 -0.089 -0.05 -0.066   Cu 0.244 0.018 0.09   Cu 0.217 -0.071 0.008 0.029  
DO 0.247 0.28 -0.112 -0.247   H -0.396 0.493 -0.214   Fe 0.07 -0.185 0.244 0.081  
Fe 0.163 -0.155 0.206 0.074   Mn 0.159 0.073 -0.374   H 0.138 0.055 0.045 0.056  
H -0.125 -0.148 0.079 0.298   Mo 0.712 -0.202 0.304   Mn 0.378 -0.187 0.178 -0.122  
Li 0.923 -0.026 -0.566 -0.155   Ni 0.678 0.063 0.214   Mo 0.703 0.219 -0.126 -0.071  
Mn 0.456 -0.276 0.406 0.007   ORP 0.204 -0.104 -0.1   Ni 0.488 0.394 0.098 -0.181  
Mo 0.579 0.245 -0.227 -0.051   Sr 0.893 -0.296 0.528   ORP 0.006 0.166 0.246 -0.046  
Ni 0.406 0.093 0.075 -0.12   Ti -0.144 0.345 -0.09   Sr 0.521 0.617 -0.232 -0.098  
ORP -0.054 0.339 0.392 0.065   V 0.254 0.352 0.358   V -0.107 0.562 0.397 0.098  
Sr 0.68 0.372 -0.376 -0.198               
Temperature -0.217 0.081 0.391 0.345               
V -0.086 0.404 0.445 0.08               
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Low Flow PFA Model  
  High Flow PFA Model    Low-High Flow PFA Model  
  F1 F2 F3 F4 h2    F1 F2 F3 h2    F1 F2 F3 F4 h2 
Estimated Loadings for Highly Correlated Variables               
Ca 0.964 0.5 -0.124 -0.184   Ca 0.985 -0.059 0.47   Ca 0.826 0.487 -0.201 -0.076  
Conductivity 1.059 0.548 -0.133 -0.095   Cond 1.002 0.01 0.523   Cond 0.824 0.508 0.009 -0.019  
Hardness 0.963 0.577 -0.113 -0.134   Hard 0.969 -0.032 0.618   Hard 0.76 0.526 -0.123 -0.011  
Na 1.009 0.37 -0.118 0.041   Na 1.04 0.141 0.295   Na 0.734 0.458 0.398 0.059  
Sb 0.136 -0.201 -0.199 0.006   Sb 0.689 -0.203 0.231   Sb 0.254 -0.051 0.046 0.025  
TDS 1.044 0.514 -0.116 -0.108   TDS 0.999 0.002 0.535   TDS 0.824 0.471 -0.061 -0.004  
Estimated Loadings for Unreliable Variables                
Al -0.026 -0.251 0.154 -0.071   Co 0.162 0.051 -0.231   Co 0.295 -0.32 0.016 0.026  
Cr 0.535 0.213 -0.029 0.012   Cr 0.216 0.137 -0.044   Cr 0.411 0.357 0.192 -0.041  
Ti 0.3 -0.081 0.196 -0.146   Fe -0.175 0.583 -0.377   Ti 0.215 -0.102 -0.097 -0.019  
Zn 0.168 0.105 0.134 0.109     Zn -0.006 0.236 -0.103     Zn -0.021 -0.003 0.007 0.131   
 
  
346 
Table E.4: PFA results using trace and minor element variables Model Major 
Low Flow PFA Model    High Flow PFA Model    Low-High Flow PFA Model  
  F1 F2 F3 F4 h2    F1 F2 h2    F1 F2 F3 h2 
 Factor1 Factor2 Factor3 Factor4 Communality   Factor1 Factor2 Communality   Factor1 Factor2 Factor3 Communality 
As -0.1 0.079 0.73 0.11 0.561  As 0.929 0.192 0.899  As 0.913 -0.201 -0.098 0.884 
Ba 0.041 0.666 0.409 0.16 0.638  Ba 0.94 0.127 0.899  Ba 0.863 0.007 0.281 0.824 
Cu 0.923 -0.138 -0.016 -0.341 0.988  Cu 0.906 0.086 0.829  Cu 0.478 -0.053 0.486 0.468 
Mn 0.182 0.095 0.346 0.605 0.527  Mn 0.158 0.446 0.224  Mn 0.029 -0.257 0.323 0.172 
Mo 0.131 0.073 0.502 0.236 0.33  Mo 0.933 0.313 0.968  Mo 0.834 -0.166 0.435 0.912 
Ni 0.935 0.312 0.085 0.23 1.032  Ni 0.82 0.082 0.679  Ni 0.791 0.221 0.203 0.715 
Sr 0.059 0.912 -0.026 0.08 0.842  Sr 0.991 -0.053 0.985  Sr 0.915 0.192 0.135 0.893 
V 0.267 -0.111 -0.127 -0.564 0.418  V 0.044 -0.884 0.784  V 0.044 0.777 -0.129 0.622 
                 
SS loadings 1.864 1.424 1.095 0.953    5.118 1.149    3.97 0.826 0.694  
Proportion Var 0.233 0.178 0.137 0.119    0.64 0.144    0.496 0.103 0.087  
Cumulative Var 0.233 0.411 0.548 0.667    0.64 0.783    0.496 0.6 0.686  
                 
Estimated Loadings for Remaining Variables             
Cl -0.083 0.139 0.747 0.17   Al 0.049 0.043   Al -0.119 -0.091 0.071  
Co 0.5 0.045 0.236 0.207   Cl 0.967 -0.068   Cl 0.923 -0.058 0.013  
DO 0.105 0.15 -0.085 0.024   DOC -0.01 -0.43   DOC -0.151 0.197 -0.048  
DOC -0.099 -0.074 -0.053 -0.003   H -0.217 0.232   Fe 0.022 0.035 0.075  
Fe 0.443 -0.123 -0.046 -0.254   HCO3 0.329 -0.674   H 0.085 0.087 -0.023  
H -0.04 0.039 -0.197 -0.033   K 0.903 -0.14   HCO3 0.374 0.523 -0.041  
HCO3 0.032 0.154 0.009 -0.324   Mg 0.507 -0.564   K 0.837 -0.038 0.093  
K -0.111 0.074 0.728 0.209   NO3 0.377 -0.405   Mg 0.54 0.512 0.065  
Li -0.125 0.159 0.741 0.283   ORP 0.189 0.027   NO3 0.264 0.274 0.072  
Mg 0.204 0.368 -0.002 -0.136   SAR 0.709 -0.376   ORP 0.079 0.111 0.02  
NO3 -0.024 0 0.093 -0.134   Si -0.226 -0.645   SAR 0.765 0.124 -0.007  
ORP 0.265 -0.3 -0.125 -0.414   SO4 1.039 0.178   Si -0.218 0.497 -0.089  
SAR -0.063 -0.028 0.72 0.077   Ti 0.091 -0.04   SO4 0.864 -0.05 0.215  
Si 0.143 -0.427 -0.091 -0.304             
SO4 0.171 0.689 0.195 0.378             
Temperature 0.092 -0.569 0.141 -0.252                         
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Low Flow PFA Model    High Flow PFA Model    Low-High Flow PFA Model  
  F1 F2 F3 F4 h2    F1 F2 h2    F1 F2 F3 h2 
             
Estimated Loadings for Highly Correlated Variables             
Ca 0.112 0.678 0.204 0.214   Ca 0.978 -0.141   Ca 0.899 0.119 0.15  
Conductivity 0.09 0.537 0.43 0.234   Cond 0.949 -0.218   Cond 0.946 0.136 0.116  
Hardness 0.133 0.627 0.268 0.214   Hard 0.951 -0.244   Hard 0.898 0.154 0.145  
Na -0.035 0.144 0.688 0.109   Na 0.844 -0.351   Na 0.872 0.135 0.019  
Sb 0.117 -0.059 0.163 0.095   Sb 0.91 0.367   Sb 0.346 -0.132 0.126  
TDS 0.11 0.577 0.383 0.248   TDS 1.004 -0.186   TDS 0.943 0.108 0.149  
Estimated Loadings for Unreliable Variables             
Al 0.088 0.001 0.015 0.315        Co 0.214 -0.276 0.295  
Cr 0.656 0.096 0.379 0.051   Co 0.307 0.388   Cr 0.736 0.167 0.137  
Ti 0.736 0.227 0.124 0.278   Cr 0.204 -0.07   Ti 0.166 0.052 0.099  
Zn 0.556 0.071 -0.144 0.017   Fe -0.028 -0.054   Zn 0.124 0.102 0.128  
       Zn 0.163 -0.152        
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Table E.5: Results from the partial linear regression analyses of the low flow water quality using only 
land use and geology as explanatory (predictor) variables 
 
R2 is the coefficients of multiple determinations, R2adj the adjusted R2 for the full model (y~land use 
+geology). F is the F statistics and p-value for the full model. L and G represents the unique contribution 
of the land use and the geology once the other variables had been controlled. LG is the combined effect 
of the land use and geology variables.  
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Table E.6: Results from the partial linear regression analyses of the high flow water quality using only 
land use and geology as explanatory (predictor) variables 
 
R2 is the coefficients of multiple determinations, R2adj the adjusted R2 for the full model (y~land use 
+geology). F is the F statistics and p-value for the full model. L and G represents the unique contribution 
of the land use and the geology once the other variables had been controlled. LG is the combined effect 
of the land use and geology variables. 
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Table E.7: Results from the partial multiple regression using low flow PFA scores as depended variable and land use and geology as explanatory variables. Highlighted values 
indicate variables with R2 higher than 0.45. 
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Table E.8: Results from the partial linear regression analyses of the low flow water quality using only land use, geology and topography as explanatory (predictor) variables 
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Table E.9: Results from the partial linear regression analyses of the high flow water quality using only land use, geology and topography as explanatory (predictor) variables 
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Table E.10: Results from the partial linear regression analyses of the two flow datasets using the land use, geology and topography as explanatory (predictor) variables 
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Appendix F Copper Chemical Bioavailability and Risk 
Assessment 
 
Figure F.1: Ni and Zn species distribution for Cachapoal River during low flow season (left) and high 
flow (right) 
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Figure F.2: Ni and Zn species distribution for Tinguiririca River during low flow season (left) and high 
flow (right) 
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Figure F.3: Cu, Ni and Zn species distribution for Claro River during low flow season (left) and high 
flow (right)  
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Figure F.4: Cu, Ni and Zn species distribution for Antivero River during low flow season (left) and high 
flow (right) 
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Figure F.5: Cu, Ni and Zn species distribution for Cadena River during low flow season (left) 
and high flow (right) 
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Figure F.6: Cu, Ni and Zn species distribution for Alhue River during low flow season (left) and high 
flow (right) 
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Figure F.7: Cu, Ni and Zn species distribution for Coya River during low flow season (left) and high flow 
(right). Cachapoal river downstream the Coya river is depicted at the left of the plot as a isolated point. 
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Figure F.8: Cu, Ni and Zn species distribution for Pangal River during low flow season 
(left) and high flow (right) 
 
 
 
