A practical face recognition system demands not only high recognition performance but also the capability of detecting spoofing attacks. While emerging approaches to face antispoofing have been proposed in recent years, most of them perform poorly on unseen samples. The generalizability of face antispoofing needs to be significantly improved before it can be adopted by practical application systems. The main reason for the poor generalization of current approaches is the variety of materials among the spoofing devices. As the attacks are produced by putting a spoofing display (e.g., paper, electronic screen, forged mask) in front of a camera, the variety of spoofing materials makes the spoofing attacks quite different. Another reason for the poor generalizability is that limited labeled data are available for training for face antispoofing. We focus on improving the generalizability of convolutional neural network (CNN)-based face antispoofing methods across different kinds of datasets. We propose a deep domain transfer CNN using sparsely unlabeled data from the target domain to learn features that are invariant across domains for face antispoofing. Experiments on five face spoofing datasets show that the proposed method significantly improves the cross-test performance only with a small number of unlabeled samples from the target domain.
Introduction
In biometric-based face recognition systems, spoofing attacks are usually perpetrated using photographs, replayed videos, or forged masks. Despite continuous works on face antispoofing over the years, [1] [2] [3] [4] [5] [6] [7] most systems are limited to the non-realistic intradatabase testing scenarios instead of the cross-database testing scenarios. In a practical scenario, the environments are not fixed; differences in the light conditions, backgrounds, and camera resolutions of an environment may make the images capture differently. Besides, as spoofing displays can be produced using different kinds of materials, such as paper, electronic screen, or forged mask, the distributions of spoofing samples are widely varied. Therefore, it is rare that an approach trained on one dataset performs well on other datasets.
In the literature, most researchers have focused on handcrafted features and tried to capture texture differences between live and spoofing face images from the perspective of surface reflection and material differences, such as local binary pattern (LBP), 3 LBP from three orthogonal planes (LBP-TOP) 4 and histogram of oriented gradients (HOG). 8 However, methods in this category may suffer from poor generalizability since the texture varies with the spoofing devices. In Refs. 5 and 7, the researchers used convolutional neural networks (CNNs) to automatically learn features for face antispoofing and achieved promising performances. Nevertheless, the CNNs need a large number of various types of spoofing data to guarantee generalizability. Even the traditional approach for adapting deep models, fine-tuning, may require hundreds or thousands of labeled examples for each category that needs to be adapted. 9 Unfortunately, the current publicly available face spoofing datasets are too limited to train a generalized network, compared with the datasets of image classification and face recognition.
However, in the practical application of a face antispoofing product, it is reasonable to assume that the product's owner will be able to collect a few unlabeled samples from the current environment. Given this circumstance, we propose a domain transfer network, aiming at learning domain-invariant features across different environments for robust face antispoofing. In the proposed framework, sufficient labeled source data are used to learn discriminative representations that distinguish the living samples and the spoofing samples; meanwhile, the sparsely unlabeled target samples are fed to the network to calculate the feature distribution distance (FDD) between the source domain and the target domain. The kernel approach is adopted to map the features' output from the CNN into common kernel space, and the maximum mean discrepancy (MMD) is employed to measure the distribution distance between the samples from the source and target domains. This FDD is treated as a domain loss term added to the objective function and minimized along with training of the network. Our contributions are summarized as follows.
• We propose a framework to improve the generalizability of CNN-based face antispoofing methods, by only making use of very sparsely unlabeled samples from the target domain. • We propose a kernel-based domain loss to narrow the distribution discrepancy between the source and target domains. • We provide comprehensive evaluations on five popular face antispoofing datasets and show significant performance improvements by comparing with other popular methods.
Related Work
Existing face antispoofing approaches are mainly based on two cues for the purpose of liveness face detection, the texture differences between live and spoofing face images, and the fine-grained motions, such as eye blinking, 1 mouth movement, 10, 11 and head movement 12 across video frames. In Ref. 13 , the researchers utilized the difference of structural texture between the 2-D images and 3-D images to detect spoofing attacks based on the analysis of Fourier spectra, where the reflections of light on 2-D and 3-D surfaces result in different frequency distributions. Tan et al. 2 used a variational retinex-based method and the difference-of-Gaussian (DoG) filters to extract latent reflectance features on face images to distinguish spoofing images from living images. Määttä et al. 14 extracted the texture of 2-D images using the multiscale LBP to generate a concatenated histogram, which was fed into an support vector machine (SVM) classifier for living/spoofing face classification. In the later work, Chingovska et al. 3 applied the LBP operator and its variation to capture the textural properties of the input image. However, these methods analyze each frame in isolation, not considering the temporal motion cues across video frames. To make use of the temporal information, Pereira et al. 4 proposed the LBP-TOP, considering three orthogonal planes intersecting the center of a pixel in the XY direction, XT direction, and YT direction, where T is the time axis. According to their experimental results, this multiresolution LBP-TOP with SVM classifier achieved the best half total error rate (HTER) of 7.6% on the replay-attack dataset.
Though promising performance can be achieved with the above-mentioned hand-crafted features in intradataset protocol, a dataset of different domains may result in severe performance degradation since many hand-crafted features are designed specifically and cannot be easily transferred to new conditions. 15 To obtain features with better generalization ability, quite a few researchers used the deep CNN for face antispoofing. 5, [16] [17] [18] [19] [20] [21] The CNNs can automatically learn features and obtain discriminative cues between living and spoofing faces. Recently, Liu et al. 21 leveraged the facial depth map and rPPG signal as auxiliary supervision to train CNN instead of treating face antispoofing as a simple binary classification problem. Li et al. 20 generalize CNN to unknown conditions by minimizing the feature distribution dissimilarity across domains, i.e., minimizing the MMD distance among representations. In a more recent work, Tu et al. 19 construct a multitask CNN to learn representations both for face antispoofing and face recognition.
If sufficient data from various domains are available, the CNN-based methods can achieve performance with fairly good generalization ability. Unfortunately, the current publicly available face antispoofing datasets are too limited to train a generalized network due to the difficulty in obtaining labeled training samples, the variety of materials of spoofing devices also enhance the domain shift in the distribution of data representations.
To bridge the gap between two different distributions, many approaches have been proposed based on the ideas of domain adaptation. [22] [23] [24] [25] Multimodal deep learning architectures have been proposed to learn domain invariant representations in Ref. 26 . However, this method performed primarily in a generative context and did not leverage the full representation power of supervised CNN representations.
Ghifary et al. 27 proposed pretraining with a denoising autoencoder and then train a two-layer network simultaneously with the MMD domain confusion loss. Nevertheless, the learned network is relatively shallow and therefore lacks the strong semantic representation, which is learned by directly optimizing with a supervised deep CNN. Tzeng et al. 24 proposed a new CNN architecture, which introduces an adaptation layer and an additional domain confusion loss for classification. They used MMD both to select the depth and width of the architecture while using it as a regularizer during fine-tuning and achieved promising performance on the standard visual domain adaptation benchmark.
Deep Domain Transfer CNN
The idea of domain adaptation has been successfully applied in many other fields 22, 28 to ensure that a model trained in one environment performs well on other environments. To remove the dataset bias and bridge the gap between distributions from different domains with the limited training samples, we propose a deep domain transfer (DT) framework for face antispoofing with kernel-based metric for domaindistance calculation. Kernel-based metric has already been used in many works for the measurement of distribution distance. [29] [30] [31] If a suitable kernel is found, the input data can be mapped into a convenient feature space, and the distance between different distributions will be better quantified.
We propose to use deep CNN to extract the discriminative features of input images. We argue that the feature distributions of different datasets are different in feature subspace that learned by the shared feature extraction layer. Figure 1 illustrates the feature distributions of three principal components with respect to two different datasets, the features are learned by CNN hidden layer. It is shown that the distributions of the living samples and the two types of spoofing samples in the learned feature subface vary from dataset to dataset.
Let x ∈ R d be a d-dimension column vector. x s ∈ R d and x t ∈ R d are the data points in the source and the target datasets, respectively. Suppose that the source-domain data D s ¼ fðx s 1 ; y s 1 Þ; : : : ; ðx s n s ; y s n s Þg and the target-domain data D t ¼ fðx t 1 ; y t 1 Þ; : : : ; ðx t n t ; y t n t Þg, where n s and n t are the numbers of the data points. We denote the representation of the last pooling layer as ϕð·Þ. Therefore, the representations of source-domain points, x s ∈ R d , and target-domain points x t ∈ R d , can be represented as ϕðx s Þ and ϕðx t Þ, respectively. Suppose K is the kernel of a reproduction Hilbert space H k of functions. Then, the MMD in H k between the distributions of P and Q is as follows: 32 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 2 1 9
Many kernels, such as the Gausian radial basis function (RBF), are characteristic, 33, 34 which indicates the MMD is a metric, and in particular that MMD K ðP; QÞ ¼ 0 if and only if P ¼ Q. Given X p ¼ fX 1 p ; : : : ; X m p g∼ iid P and X q ¼ fX 1 q ; : : : ; X m q g∼ iid Q, one estimator of MMD K ðX p ; X q Þ is as follows:
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This estimator is unbiased and has nearly minimum variance among unbiased estimators. 32 Just take the feature representations ϕðx s Þ and ϕðx t Þ as P and Q, respectively, the kernel-based MMD between the features of source-domain and target-domain samples can be calculated accordingly.
In our experiments, the mixture of RBF kernels was chosen for the computation of distribution distance-based MMD.
As shown in Fig. 2 , the proposed framework minimizes the distance between two domains as well as the classification errors among living and spoofing samples. The features learned should be domain-invariant across domains to achieve good classification results on a dataset of either the source domain or the target domain. Our overall objection loss is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 5 1 5
where X S , X T denote the source-domain data and targetdomain data, respectively, and y denotes the labels of sourcedomain data. Here, L C ðX S ; yÞ is the classification loss on the labeled source-domain data, and MMD 2 K ðX S ; X T Þ is the domain loss between the source data X S and target data X T . The regulation parameter λ determines how strongly we would like to confuse the domains.
This objective function can be optimized by Adam algorithm, 35 which offers a computational way for gradient-based optimization of stochastic objective functions, aiming toward machine learning problems with large datasets and/or highdimensional parameter spaces. It is robust and well-suited to a wide range of nonconvex optimization problems. 35 The λ is set as 0.005 in our experiments. We built the proposed Convnet based on AlexNet 36 (other advanced CNN backbones can also be used), which contains five convolutional and max pooling layers, and three fully connected layers. A "two-half" strategy is proposed for the training of the Fig. 2 The flow chart of the proposed framework, where every input batch contains half the source images and half the target images. Features of the two domains output from the last pooling layer are used to calculate the distribution distance with kernel-based MMD. The network is trained using the classification loss along with the distribution distance, which is taken as domain loss. proposed framework. Specifically, in every training batch, one half is the source data and the other half is the target data, as illustrated in Fig. 2 . Since only a few unlabeled target samples are available, we randomly picked and copied these target samples to ensure that the two domains have the same number of samples. During the training process, the labeled samples from the source domain are used to learn discriminative features for the differences of living and spoofing images, and the unlabeled target samples are used to shrink the domain variance against the source domain, corresponding to the modalities, respectively. Owning to the two terms of joint loss, the proposed deep domain adaptation network could learn representations that are effectively discriminative between living and spoofing samples due to the classification loss while still remaining invariant to domain shift due to the domain loss.
Experiments
In this section, we first give a brief description of five benchmark datasets, replay-attack, 3 MSU-MFSD, 37 CASIA-MFSD, 38 Oulu-NPU, 39 and CASIA-SURF. 40 After that, we report the performance evaluation of the proposed method on the four datasets. In training, images from two domains are involved. Each input batch contains half the source domain images and half the target domain images. The source domain images are labeled, guiding the model to learn discriminative feature for live/spoofing classification. However, the sparsely unlabeled target domain images are used to offer target domain information. In testing, we directly use the training model to test the testing dataset. The testing dataset contains images from the target domain, whereas the images involved in training are not included.
Experimental Settings and Datasets
To avoid any influences from the background, only the face region of each image was cropped based on eye coordinates and used as input. The eye coordinates were obtained by a facial landmark detection algorithm available on the internet. All the input face images were resized to 224 × 224, and the regulation parameter λ was set as 0.5. Batch normalization layer was used to overcome internal covariate shift. The mixture of Gaussian RBF kernels was chosen for the calculation of the domain loss. The mixed kernel function is a sum of Gaussian RBF kernels with fixed bandwidths 2, 5, 10, 20, 40, and 80. MSU-MFSD: This dataset consists of 280 video recordings of living and spoofing faces. The recordings were taken from 35 individuals using two types of cameras with different resolutions (640 × 480 and 720 × 480). The 35 subjects (280 videos) of the MSU-MFSD dataset were divided into training (120 videos) and testing (160 videos) subdatasets, respectively. The training dataset contains 30 real access videos and 90 attack videos, whereas the testing dataset contains 40 real accesses and 120 attacks.
Replay-attack: This dataset consists of 1200 videos that include 200 real access videos and 1000 attack videos. The attacks were taken under two different illumination conditions (controlled and adverse) and two support conditions (hand and fixed). The evaluation protocol splits the dataset into training (360 videos), testing (480 videos), and development (360 videos) subdatasets. The training and development datasets contain 60 real access videos and 300 attack videos each, whereas the testing subdataset contains 80 real accesses and 400 attacks. In our experiments, only the attacks using fixed-support were used.
CASIA-MFSD: This dataset contains 50 subjects, and the spoofing faces are made from high-quality records of the living faces. Three spoofing face attacks are implemented, including warped photo attack, cut photo attack, and video attack. Therefore, each subject contains 12 videos (3 living and 9 spoofings), and the final database contains 600 video clips. The test protocol is provided, which consists of seven scenarios for a thorough evaluation of all possible aspects.
Oulu-NPU: This is a high-resolution database. It consists of 5940 videos corresponding to 55 subjects recorded in three different environments using high-resolution frontal cameras of six different smart phones. It has four testing protocols: Protocol 1 evaluates the environment condition variations; protocol 2 examines the influences of different spoofing mediums; protocol 3 estimates the effects of different input cameras; and protocol 4 considers all the challenges above.
CASIA-SURF: This dataset is published very recently, and it is the largest face antispoofing dataset in term of a number of subjects and videos. It consists of 1000 subjects and 21,000 video clips with three modalities (RGB, depth, and IR). It has six types of photo attacks combined by multiple operations, e.g., cropping, bending the print paper, and stand-off distance.
Performance Measure
We report our results with the following metrics. Intratest evaluation: equal error rate (EER), attack presentation classification error rate (APCER), bona fide presentation classification error rate (BPCER), and ACER = (APCER + BPCER)/2. Cross-test evaluation: HTER is half of the sum of the false rejection rate (FRR) and the false acceptance rate (FAR). Since both FAR and FRR depend on a threshold τ, increasing the FAR will usually reduce the FRR and viceversa, we followed previous works 5, 41 and used the development set to determine the threshold τ corresponding to EER for the computing of HTER. Unfortunately, there is no development set in MSU-MFSD dataset. In this case, we equally split the testing set into a couple, namely the development set and the new testing set. The split datasets are shown in Table 1 . Observing from Table 1 , there are 30, 40, and 30 subjects used for training, testing, and development in the replay-attack database, respectively, whereas the training, testing, and development datasets in MSU-MFSD each contains 30, 20, and 20 subjects, respectively.
Intratest Evaluation
We perform intratests on Oulu-NPU 39 and CASIA-SURF, 40 following their default training and testing protocols. We refer to the face antispoofing competition results in Ref. 42 and use the best two for each protocol for comparison. All results are reported in Table 2 . For the evaluation of DTCNN, we randomly select 10 images from the test datasets for training, these images are unlabeled and are used to offer target domain information during the training. According to Table 2 , DTCNN achieves the lowest ACER on three out of the four protocols in Oulu-NPU. For the most challenging protocol 4, we achieve the ACER of 8.6%, Journal of Electronic Imaging 043001-4 Jul∕Aug 2019 • Vol. 28 (4) which is 1.4% lower than the best performer. Since our method only considers the situations in visible light and only RGB images are used for training, we, hence, only perform experiments on the RGB set of CASIA-SURF. Other popular methods with the code released have also been used to compare with DTCNN. The results are presented in Table 3 ,
where we can see our proposed DTCNN achieves the lowest ACER among all the methods. The significant performance improvements on both Oulu-NPU and CASIA-SURF indicate that our method could achieve very promising performance by only making use of a very few unlabeled samples from the target environment.
Cross-Test Evaluation
For face antispoofing, the adaptation ability from one dataset to another is crucial for practical application. In this part, we evaluate this ability by cross-dataset testing (intertest), namely the model is first trained using the samples from dataset A (source) and then tested on dataset B (target). The replay-attack and the MSU-MFSD databases were used to evaluate the proposed method. Images in the replay-attack were divided into two subdatasets according to their illumination conditions (adverse or controlled), and then, we could obtain three datasets: MSU-MFSD, replay-attack-controlled, and replay-attack-adverse. Replay-attack-controlled is the subdataset of replay-attack, where images are taken with the light controlled, whereas replay-attack-adverse is the other subdataset of replay-attack with the light uncontrolled. For each of the three datasets, the images were split into three subsets: the training, testing, and development set.
To execute the experiments in intertest fashion, the training set of dataset A was used to train the CNN models or train the SVM classifiers, whereas the testing set from dataset B was used for testing. Three groups of intertest performance were evaluated: replay-attack-adverse versus replay-attackcontrolled, replay-attack adverse versus MSU-MFSD, and MSU-MFSD versus replay-attack-controlled. Since the unlabeled data from the target domain are very few, we copy them to the same number of the training data. In the testing phase, the output probabilities of the consecutive frames with respect to the same subject were averaged to determine the categorization of each video clip. Three popular methods, LBP u2 8;1 , 3 LBP-TOP u2 8;8;8;1;1;1; , 4 and DoG, 38 were implemented to compare with the proposed method. The features captured by the three methods are all fed into SVM to obtain the final classification results. For the LBP method, all the consecutive frames of each video clip of the training set were used to extract the 59-dimensional holistic features and to train the SVM classifier. The final results were achieved on the test set by averaging the probabilities of all the consecutive frames per video clip. The features of LBP-TOP were extracted per video clip, as this method involved the spatiotemporal information from video sequences. For the DoG operator, 30 frames of each video clip were randomly selected to train the SVM classifier to avoid high dimensionality of the DoG features, followed by the procedures of the original literature. 38 The standard CNN (stdCNN) was also implemented to compare with the three methods, and the stdCNN has the same architecture with the proposed framework only without the domain loss layer.
The intertest results regarding these methods are first summarized in Table 4 to evaluate their generalization ability on the three datasets. For replay-attack-adverse and replayattack-controlled datasets, only the illumination condition is different, other factors like individuals and spoofing materials are kept unchanged, therefore, the domain shift is not serious between these two datasets. This is the reason why all four approaches achieved the best performance by testing across these two datasets. However, the MSU-MSFD database is totally different from the replay-attack database, where the individuals, spoofing materials, and illumination conditions are all different. As a result, the domain shift between these two databases is quite serious. The performances achieved by the four approaches are relatively lower across there two databases.
To further illustrate the effectiveness of DTCNN, we compare the cross-test versus intratest performance for DTCNN, LBP, LBP-TOP, DoG, and stdCNN, respectively. Figure 3 shows the results. As can be seen, all of the methods obtained satisfying performance in the fashion of intratest, the CNN even achieved nearly perfect performance (99.68%) on the replay-attack database. However, when intratest on MSU-MFSD, we observed the training accuracy is nearly 100% while the testing accuracy degraded significantly to 87.62%. The main reason for such a performance decline is overfitting due to shortage of training samples.
The best intertest performances were still achieved when testing across replay-attack-adverse and replay-attackcontrolled (Adver versus Contrl). Compared with the results of intratest, there was a significant degeneration of the performance of intertest by the standard CNN [blue versus green bar graph in Fig. 3(d) ]. The declined accuracy even reached up to 49.52% when testing across replay-attack-adverse and MSU-MFSD (Adver versus MFSD). However, when using the proposed method (DTCNN) for intertest [blue versus yellow bar graph in Fig. 3(d) ], there was a considerable boost of the performance compared with the standard CNN. The improved accuracy is 12.51%, 24.87%, and 14.1% for Adver versus Contrl, Adver versus MFSD, and MFSD versus Contrl, respectively.
Overall, the results of LBP, LBP-TOP, DoG, and the standard CNN show that they are not able to handle the crossdatabase challenge well. This is because LBP, LBP-TOP, and DoG are hand-crafted features, which are designed specifically and cannot be easily transferred to a new condition. For the standard CNNs, the features learned are specific to the training dataset provided, it may achieve superb performance on the data from the training domain, however, the performance may degrade considerably if testing on a total different dataset. Different from the standard CNNs, the proposed method can make use of the domain information from the target dataset, bridging the gap between the feature distributions and hence obtaining satisfying performance on the target set, only with a very few unlabeled samples provided from the target domain.
Ablation Study
We perform ablation study to reveal the effectiveness of our proposed DTCNN. Specifically, we retrain our model by removing/adding the MMD domain loss function, and the domain loss is used with/without Gaussian kernel. Consider that DTCNN is a generic architecture, the backbone could be replaced by arbitrary CNNs. Therefore, we replace the AlexNet in DTCNN by several more advanced CNN variants, i.e., VGG-16, 43 Resnet-18, and Resnet50. 44 Following the work, 40 we use replay-attack versus CASIA-MFSD as the cross-test protocol (The acronym * → ⋄ means training on database "*" and testing on database "⋄".). The results are shown in Table 5 , where we can observe that the performance of CNN drops dramatically if the domain loss is removed. In addition, the proposed kernel-based loss function can significantly improve cross-test performance, compared with traditional MMD domain loss. More advanced backbone is used for DTCNN, better performance is achieved. Note: "Non-MMD" means the MMD domain loss is not used, "MMD" means using the conventional MMD domain loss, while "K-MMD" represents using the proposed Gaussian kernel-based domain loss.
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Summary and Conclusion
Cross-database face antispoofing replicates real application scenarios and is a challenge for biometrics antispoofing. Although many of the existing methods proposed can achieve excellent performance in the way of nonrealistic intradatabase testing, few of them can achieve comparable performance on the dataset of other domains. To bridge the gap between the datasets from different domains, we proposed a CNN framework that effectively adapts to a new domain with sparsely unlabeled target domain data for face antispoofing. The proposed network can learn an invariant feature space for the source and target samples by optimizing an objective that simultaneously minimizes classification loss and the domain loss. As a result, the model trained with the labeled source data can also achieve satisfactory performance on the target dataset. Experiments on the datasets of replay-attack and MSU-MFSD showed that the proposed framework greatly enhances the performance by cross-dataset testing, with only a few unlabeled samples from the target domain. The proposed method could open new perspectives for future research into face antispoofing. 
