Abstract. For analytic functions the remainder term of Gaussian quadrature rules can be expressed as a contour integral with kernel Kn. In this paper the kernel is studied on elliptic contours for a great variety of symmetric weight functions including especially Gegenbauer weight functions. First a new series representation of the kernel is developed and analyzed. Then the location of the maximum modulus of the kernel on suitable ellipses is determined. Depending on the weight function the maximum modulus is attained at the intersection point of the ellipse with either the real or imaginary axis. Finally, a detailed discussion for some special weight functions is given.
Introduction
Consider the n-point Gaussian quadrature rule with respect to some nonnegative and integrable weight function w on the interval (−1, 1), (1.1) where the knots x (n) 1 , . . . , x (n) n are the zeros of the nth-degree orthogonal polynomial π n associated with w, and w (n) ν , ν = 1, . . . , n, are the corresponding weights (cf. [2] ). For integrands f having an analytic extension into a domain G (containing [−1, 1] ) it is well known that the remainder term R n (f ) can be expressed as a contour integral. The most common contours are concentric circles or confocal ellipses. In this paper we are concerned with confocal ellipses (having foci at ±1, sum of semiaxis equal to and length L(E )),
Since E shrinks to the interval [−1, 1] as 1, there exists a maximal parameter max such that f is analytic inside E for 1 < < max . The contour integral representation then reads
where the kernel K n is given by (1.3) or, alternatively, by (cf. [7] )
, n (z) := The knowledge of the maximum modulus of the kernel K n is essential to obtain sharp error bounds. There is an extensive literature studying (1.5); in most articles |K n (z)|, z ∈ E , is bounded from above or estimated asymptotically for large values of n or (see [2, 5, 7] for references). W. Gautschi and R.S. Varga (cf. [7] ) considered the four Chebyshev weights w(x) := (1 − x) α (1 + x) β , |α| = |β| = 1 2 , and determined the point where the corresponding kernel attains its maximum modulus on E . For these kernels there exist explicit expressions based on the well-known relations
for the Chebyshev polynomials of the first and second kind. By means of polar coordinates u = e iθ , θ ∈ [0, 2π), their results follow after some elementary but rather tricky calculations (cf. [7, 8] ). Some of the results are extended to GaussRadau and Gauss-Lobatto quadrature (cf. [4, 5, 6] ). For general weight functions such explicit formulae are not known, and the question of locating the maximum modulus of K n (z) on E is still unsolved in the literature.
In this paper we study the kernel of Gaussian quadrature rules with respect to symmetric weight functions w, for which w(x) √ 1 − x 2 is increasing on (0, 1) or w(x)/ √ 1 − x 2 is decreasing on (0, 1). For example, the Gegenbauer weight functions w (α) (x) := (1 − x 2 ) α , |α| > 1/2, satisfy these properties. We show that on suitable ellipses E , ≥ * n , the kernel K n attains its maximum modulus for z = 1 2 + −1 in the first case, and for z = i 2 − −1 in the second case. The parameters * n are explicitly given and are about 2 or 1 + √ 2, respectively (see Theorem 3.2). The error bound (1.5) is practically available since there exists a very effective algorithm for the pointwise calculation of K n (z) based on (1.4) and the three-term recurrence relation of the corresponding orthogonal polynomials (cf. [7] ). The key of the results is a new series representation of the kernel (see Theorem 3.1), by which it is sufficient to maximize the terms of this series (see Lemma 3.1). With the help of the Chebyshev polynomials of the first and second kind the maximization of the terms is split into smaller and explicitly solvable maximization problems (see . Combining these lemmas, we are led to a short proof of the main result presented in Theorem 3.2. The paper ends with a discussion of some special weight functions.
Preliminary lemmas
In the sequel we consider Gaussian quadrature rules with respect to symmetric weight functions w on (−1, 1), i.e., w(−x) = w(x), x ∈ (−1, 1). We denote by π n the nth-degree orthonormal polynomial with leading coefficient c n > 0 and zeros
. . , n, and hence
A well-known inequality between the zeros of orthogonal polynomials corresponding to different weights w is needed, for which we present an elementary proof based on [ 
Proof. Assume w/ w to be nonconstant on (0, 1), since otherwise π n and π n have the same zeros. For arbitrary but fixed k ∈ {1, . . . , [
k . Because of symmetry of w and w and monotonicity of w/ w on (0, 1) the function w(x) − λ k w(x) is also nonpositive for |x| ≤ x (n) k and nonnegative for |x| ≥ x (n) k . Therefore, one has p(x) (w(x) − λ k w(x)) ≥ 0, x ∈ (−1, 1), and
since the polynomial p of degree 2n − 2 is integrated exactly by the Gaussian quadrature rules relative to w and w (with knots x 
Hence, there exists an index ν 0 ∈ {k, . . . , [
The decreasing order of the zeros finally shows that x
Remark 2.1. For w > 0 on (0, 1) and w/ w decreasing on (0, 1) there holds x
. This is proved analogously by reversing the roles of x 
Proof. 
The monotonicity property now holds for all m ≥ 1 if
In the case ε = 1, this obviously implies
Thus the monotonicity properties follow.
The maximum modulus of the kernel on elliptic contours
As mentioned at the beginning, the key point for determining the maximum modulus |K n (z)| on E is an appropriate series representation of the kernel. In this section we develop and discuss this representation. We complete the section with formulating the results concerning the location of the maximum point of |K n (z)| on E . 
where c k is the leading coefficient of the orthonormal polynomial π k (cf. (2.1)).
Proof. According to (1.4) we have for
The three-term recurrence relation of the orthonormal polynomials,
and the formula of Christoffel-Darboux (cf. [12] ) yield
Inserting this into (3.2) and integrating we obtain, by orthonormality of the π k ,
Hence, for m ≥ 1,
.
. Thus, taking m → ∞, we obtain (3.1). 
The terms in the expansion (3.1) are of order O(z −(2n+4ν+1) ) for |z| → ∞, i.e., they tend to zero very rapidly. A rather good approximation to K n (z) is obtained by taking only a few terms of (3.1) instead of the whole series. But most important for our purposes is the structure of the expansion (3.1). It reduces the determination of the maximum modulus of K n on E to studying the terms of the series.
the following is valid :
In both cases there exists ϑ ∈ [0, 2π), depending on z 0 and n but not on ν, such that |ψ ν (z 0 )| = e iϑ ψ ν (z 0 ) for all ν ≥ 0. Hence, it follows from (3.1) with fixed
i.e., K n (z) attains its maximum modulus at z 0 ∈ E .
Theorem 3.1 in connection with Lemma 3.1 is the key for locating the maximum point of |K n (z)| on E for Gaussian quadrature rules with respect to symmetric weight functions w on (−1, 1), for which w(x)
The main result is presented in Theorem 3.2, whose proof is given in the next section.
Theorem 3.2. The kernel K n of a Gaussian quadrature rule with respect to a symmetric weight function w on
where * n := 1 + √ 2 if n ≥ 1 is odd, and if n ≥ 2 is even, * n is the greatest zero of
In Table 1 the parameters * n of Theorem 3.2b are displayed for several values of n. They are calculated with Newton's method and rounded towards the last given digit. Obviously, * n converges rapidly towards 1 + √ 2 with increasing n. 
Proof. Using polar coordinates z =
In the case s < t, (4.1) together with a 2 ( ) :
for all z ∈ E if and only if ϕ 1 (θ) ≤ 0, θ ∈ [0, 2π), where
In the case s > t, (4.2) shows that
for all z ∈ E if and only if ϕ 2 (θ) ≤ 0, θ ∈ [0, 2π), where
Obviously, ϕ ν (θ) ≤ 0 for θ ∈ [0, 2π), ν = 1, 2, if and only if
For s, t ∈ (0, 1) the conditions (1 − 2s 2 )(1 − 2t 2 ) ≤ 1 and (−1) 
The proof shows that
* is the smallest parameter for which the statement in Lemma 4.1 holds for any choice of s, t ∈ (0, 1). In the case s < t the limit * is attained for s, t → 0, and in the case s > t for s, t → 1.
Lemma 4.2.
Let w and w be symmetric weight functions on (−1, 1) with w(x) > 0, x ∈ (0, 1). Then the quotient q n := π n /π n of the corresponding nth-degree orthogonal polynomials π n and π n has the property that on E with
Proof. Using the notations of Lemma 2.1, we see from (2.1) that
If w/ w is increasing on (0, 1), Lemma 2.1 shows that x
. Applying Lemma 4.1 to each factor yields Lemma 4.2a.
If w/ w is decreasing on (0, 1), Lemma 4.2b follows again from Lemma 4.1, since now the inequalities x 
where n := 1 + √ 2 if n is odd, and if n is even, n is the greatest zero of
For n even, one has
Proof.
Short calculations using elementary properties of the trigonometric functions yield for the numerator
and for the denominator
Hence, the condition |ψ(z)| 2 ≤ |ψ(
For n odd, the assertion immediately follows since
For n even, one obtains from (4.3), using the quantities a m ( ) and the inequality cos
with d n as defined in the lemma.
, and by Lemma 2.2d that d n ( ) is a strictly increasing function of (for fixed n). Hence, for each even n ≥ 2, there exists a unique parameter n > 1 + √ 2 with d n ( n ) = 0; moreover,
Combining the results for n even and n odd yields the assertion. 
For n even, we have d n ( ) = d n ( ) and the equation d n ( ) = 0, i.e., ϕ ( π 2 ) = 0, characterizes the optimal parameter for the maximum relation to hold (i.e., n is optimal for even n). For n odd, there holds lim
e., the parameter n = 1 + √ 2 is asymptotically optimal in the sense that for n → ∞ Lemma 4.3 cannot hold for any smaller parameter.
Lemma 4.4. For n ≥ 2 we have on every ellipse E with
, where the parameter n is the greatest zero of
In particular, 2 = 2.41388,
Proof. Again writing z =
Hence, the condition |ψ(z)| 2 ≤ ψ(
According to Lemma 2.2d, for each n there exists a unique parameter n with d n ( n ) = 0. Since lim Applying Newton's method yields 2 := 2.41388 and 3 = 2.00166. Because of a n ( ) ≥ b n ( ) and Lemma 2.2b one obtains for n ≥ 4 and > Proof of Theorem 3.2. According to Theorem 3.1, the kernel K n of the Gaussian quadrature rule satisfies
, ν ≥ 0, and by Lemma 3.1 it is sufficient to study max
(a) Let w(x) √ 1 − x 2 be increasing on (0, 1). In terms of the Chebyshev polynomials T m the functions ψ ν for n ≥ 2, ν ≥ 0 can be rewritten as
; moreover, Lemma 4.4 (with the parameter n+2ν ) shows for ≥ n+2ν that
These two relations together with (4.4) imply 
; moreover, Lemma 4.3 (with the parameter n+2ν ) shows for ≥ n+2ν that
These two relations and (4.5) imply for
Since sup 
Applications
Theorem 3.2 permits us to locate the maximum modulus of K n (z) on suitable ellipses E with ≥ * n for a great variety of Gaussian quadrature rules. In this section some special weight functions satisfying one of the conditions of Theorem 3.2 are studied.
Example 5.1. Consider the Gegenbauer weight functions w (α) (x) : 
The parameter * n is for α ∈ (−1, − In a few special cases, for example the Gauss-Chebyshev quadrature rules of the first and second kind (cf. [7, 8] ) and more generally the case α = k − 1 2 , k ∈ N (cf. [11] ), a detailed analysis yields a smaller parameter (α) n < * n for which the maximum relation in Theorem 5.1 is still valid. This analysis uses very special features of the weight function and the corresponding orthonormal polynomials. In the remaining cases α ∈ (− Nevertheless, a different method can be applied in these cases. This approach together with the discussion of the special cases α = k − 1 2 , k ∈ N, will be presented in a forthcoming paper. 
