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Передмова  
У навчальному посібнику за модульною технологією нав-
чання викладено розділи, що відповідають другому семестру курсу 
вищої математики за діючою програмою для студентів електротех-
нічних спеціальностей. Головна увага приділяється розкриттю суті 
понять, їх взаємозв’язків без надмірної строгості викладу з 
об’єднуючою прикладною спрямованістю на застосування до елек-
тротехнічних задач. Теоретичні відомості подаються чітко й аргу-
ментовано з опорою на наочність, інтуїцію та з ілюстрацією на ти-
пових прикладах, частина з яких розрахована на самостійне опра-
цювання. До всіх розділів додаються контрольні запитання, а та-
кож індивідуальні розрахунково-графічні завдання.  
Основою даного посібника є цикли лекцій з вищої мате-
матики, що читаються на факультеті електропостачання і освіт-
лення міст та на факультеті інженерної екології міст Харківської 
національної академії міського господарства.  
Посібник призначений для студентів електротехнічних спе-
ціальностей, а також може використовуватися для самоосвіти еле-
ктротехніків-практиків.  
Автори щиро вдячні своєму колезі Бізюку В.В. за сприяння у 
підготовці посібника.  
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Змістовий модуль 1. ІНТЕГРАЛЬНЕ ЧИСЛЕННЯ  
ФУНКЦІЙ ОДНІЄЇ ЗМІННОЇ  
 
1.1. Невизначений інтеграл  
1.1.1. Первісна функція та невизначений інтеграл.  
Геометричний зміст невизначеного інтеграла  
Основна задача диференціального числення – знаходження 
похідної )(' xf  відомої функції )(xf .  Механічне тлумачення:  за 
відомим законом руху матеріальної точки )(xs  диференціюванням 
знайти її швидкість )(')( xsxv = . 
Основною для інтегрального числення є обернена задача – 
знаходження функції )(xF  за відомою її похідною )()(' xfxF = . 
У механічній інтерпретації: якщо відома швидкість )(')( xsxv =  
матеріальної точки, то інтегруванням можна знайти закон її руху 
)(xs . 
Нехай X  – деякий проміжок на множині дійсних чисел R . 
Тобто X  – це множина вигляду ];[ ba , );[ ba , ];( ba  або );( ba , 
причому цей проміжок може бути скінченним чи нескінченним. 
Функція )(xF  називається первісною для функції )(xf  на 
X , якщо в усіх точках цього проміжку виконується рівність  
)()(' xfxF =
 або, що те саме, dxxfxdF )()( = .  
Іншими словами, функція )(xf  – похідна своєї первісної )(xF .  
Приклад 1. Знайти первісну для даної функції:  
а)  3)( xxf = ;    б) xxf 3cos)( = ;    в) xxf /1)( = .  
□   а) Оскільки 34 4')( xx = , то з означення первісної випли-
ває, що функція 4/)( 4xxF =  є первісна для 3)( xxf = : 
34
')4/( xx = . Первісною є також  CxxF += 4/)( 4 , де C  – дові-
льна стала, оскільки додавання константи не змінює значення по-
хідної. При цьому );( ∞+−∞=X .  
б) Оскільки xx 3cos3')3(sin = , то для xxf 3cos)( =  первіс-
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ною є функція CxxF += 3sin)3/1()( , );( ∞+−∞=X .   
в) Оскільки xx /1')(ln = , то первісною для функції 
xxf /1)( =  служить функція CxxF += ln)( , );0( ∞+=X , а та-
кож CxxF += ||ln)( . );0()0;( ∞+∪−∞=X .     ■ 
Теорема (про загальний вигляд усіх первісних). Нехай )(xF  
– деяка первісна функції )(xf  на проміжку X . Тоді функція 
CxF +)( , де C  – довільна стала, також буде первісною функції 
)(xf . І навпаки, будь-яка первісна функції )(xf  на проміжку X  
може бути подана у вигляді CxF +)( . 
□   Доведення першої частини теореми випливає з властивос-
тей похідної та означення первісної:  
( ) )(')(')( xfCxFCxF =+=′+ . 
Для доведення другої частини припустимо, що )(xΦ  – дові-
льна первісна функції )(xf . Знайдемо похідну різниці 
)()()( xxFx ϕ=−Φ :   
0)()()(')(')(' ≡−=−Φ=ϕ xfxfxFxx ,   Xx ∈ .  
З одержаної тотожності випливає, що )(xϕ  є сталою, 
Cx =ϕ )( . Тоді CxFx =−Φ )()( , звідки CxFx +=Φ )()( . ■ 
Множину всіх первісних функції )(xf  на проміжку X  нази-
вають невизначеним інтегралом функції )(xf  і позначають сим-
волом ∫ dxxf )( .  
При цьому )(xf  називають підінтегральною функцією, 
dxxf )(  – підінтегральним виразом,  ∫  – знаком інтеграла,  x  
– змінною інтегрування.  
Якщо функція )(xF  є деякою первісною для )(xf , тоді  
CxFdxxf +=∫ )()( ,   де C  – довільна стала. 
Операція знаходження невизначеного інтеграла (множини 
всіх первісних функцій для )(xf ) називається інтегруванням.  
Інтегрування – це обернена операція до диференціювання.  
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Зауваження. При інтегруванні різними способами однієї й тієї 
ж функції результати можуть відрізнятися за своїм зовнішнім ви-
глядом.  
Геометричний зміст. Первісна функції )(xf  є лінією 
)(xFy = , у кожній точці якої кутовий коефіцієнт дотичної дорів-
нює відповідному значенню функції )(xf . Невизначений інтеграл 
∫ dxxf )(  – це сім’я таких “паралельних” ліній, що задається рів-
нянням CxFy += )(  (рис. 1).  
 
 
 
1.1.2. Основні властивості невизначеного інтеграла.  
Таблиця інтегралів. Безпосереднє інтегрування  
Невизначений інтеграл має наступні властивості: 
1. Похідна від невизначеного інтеграла дорівнює підінтегра-
льній функції:  
)())(())(( хfСхFdxхf =′+=′∫ . 
2. Диференціал від невизначеного інтеграла дорівнює під-
інтегральному виразу: 
( ) dxхfdxхfd )()( =∫ . 
3. Невизначений інтеграл від диференціала деякої функції до-
рівнює цій функції плюс довільна стала: 
СхFхdF +=∫ )()( . 
Ці три властивості випливають з означення невизначеного ін-
теграла. Наступні дві співпадають з відповідними властивостями 
похідної. 
Рис. 1  
x  
y  
CxFy += )()(xFy =
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4. Невизначений інтеграл від алгебраїчної суми функцій до-
рівнює такій же алгебраїчній сумі інтегралів від кожної функції 
окремо: 
( )∫ ∫∫∫ −+=−+ dxxhdxxgdxxfdxxhxgxf )()()()()()( . 
5. Сталий множник, відмінний від нуля, можна виносити з-
під знака інтеграла: 
0,)()( ≠== ∫∫ constadxxfadxxaf . 
6. Якщо CxFdxxf +=∫ )()(  і )(xu ϕ=  – будь-яка непере-
рвно диференційовна функція, то 
CuFduuf +=∫ )()( . 
Тобто, змінною інтегрування може бути як незалежна змінна, так 
і довільна неперервно диференційовна функція іншої змінної. 
□ Доведемо цю властивість. Розглянемо ∫ duuf )( , в якому 
)(xu ϕ= . Тоді dxxdu )('ϕ= . Нехай для підінтегральної функції 
первісною є  ( ))()( xFuF ϕ= . Знайдемо її похідну: 
( ) ( ) )(')()(')()(')(')(' xxfxufxuFxF ϕϕ=ϕ=ϕ=ϕ . 
Тоді за третьою властивістю  
( ) ( ) ( ) CxFdxxxfxdF +ϕ=ϕϕ=ϕ ∫∫ )()(')()(  
або CuFduuf +=∫ )()( .  ■ 
Зауваження 1. Згідно з властивостями 1 і 2 правильність ви-
конання операції інтегрування перевіряється диференціюванням. 
Зауваження 2. Властивості 4 і 5 виражають лінійність опера-
ції інтегрування. 
Зауваження 3. Властивість 6 виражає інваріантність формул 
інтегрування: будь-яка формула залишається справедливою, якщо 
змінну інтегрування розглядати як довільну неперервно диференці-
йовну функцію. 
На основі таблиці похідних (диференціалів) елементарних 
функцій можна скласти таблицю невизначених інтегралів:  
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Таблиця 1    
 
Основні невизначені інтеграли 
1  Cdu =∫ 0   5  Cuduu +−=∫ cossin  
2  
Cuduu +
+α
=
+α
α
∫ 1
1
   
)1( −≠α   
6  Cuduu +=∫ sincos  
2а  Cudu +=∫  7  Cutg
u
du
+=∫ 2cos
 
2б  Cu
u
du
+=∫ 2  8  Cuctg
u
du
+−=∫ 2sin
 
2в  C
uu
du
+−=∫
1
2
 9  
C
a
u
ua
du
+=
−
∫ arcsin22
 
)0( >a   
3  Cu
u
du
+=∫ ln   10  
Cbuu
bu
du
+++=
+
∫
2
2
ln  
)0( ≠b  
4 
C
a
adua
u
u +=∫ ln
  
)1;0( ≠> aa  
11 
C
a
u
arctg
aau
du
+=
+
∫
1
22
 
)0( ≠a  
4а  Cedue uu +=∫  12 
C
au
au
aau
du
+
+
−
=
−
∫ ln2
1
22
 
)0( >a  
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Продовження  
 
Додаткові невизначені інтеграли  
1 C
u
tg
u
du
+=∫ 2
ln
sin
 2 C
u
tg
u
du
+




 pi
+=∫ 42
ln
cos
 
3 Cuduutg +−=∫ cosln  4 Cuduuctg +=∫ sinln  
5 Cuchduush +=∫  6 Cushduuch +=∫  
7  Cuth
uch
du
+=∫ 2  8  Cucthush
du
+−=∫ 2  
9  
±±=±∫
2222
2
au
uduau   
Cauua +±+± 222 ln
2
1
  
)0( ≠a     
10  
+−=−∫
2222 ua
a
uduua   
C
a
u
a ++ arcsin
2
1 2
  
)0( >a  
11  
(
) ( ) Cbabuea
buebdubue
au
auau
+++
+−=∫
22sin
cossin
 )0;0( ≠≠ ba    
12  
(
) ( ) Cbabueb
bueadubue
au
auau
+++
+=∫
22sin
coscos
  )0;0( ≠≠ ba   
 
Безпосереднім інтегруванням називають обчислення неви-
значеного інтеграла зведенням його до табличного на основі влас-
тивостей лінійності й інваріантності з використанням тотожних 
перетворень підінтегральної функції та підведення під знак дифе-
ренціала.  
Приклад 1. Знайти інтеграли:  
а) ∫ +− dxex x )132( 3 ;  б) ∫ dxxtg 2 ;  в) ∫ dxxx cos2sin .  
□  а) Використавши властивості 4 та 5, запишемо даний інте-
грал у вигляді лінійної комбінації табличних інтегралів  
∫∫∫∫ +−=+− dxdxedxxdxex
xx 32)132( 33   
і з огляду на наведену вище таблицю отримаємо  
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CxexCxex xx ++−=+++−+ ++ 32/)10/(3)13/(2 41013 .  
б) Використавши властивості тригонометричних функцій та 
інтегралів, зробивши деякі елементарні перетворення, отримаємо  
( ) ( ) =−= ∫∫ dxxxdxxx 2222 cos)cos1(cossin   
( ) Cxtgxdxxdxdxx +−=−=−= ∫ ∫∫ 22 cos/1cos/1 .  
в) Використавши підведення під знак диференціала, отрима-
ємо  
Cxddxx xxx +== ∫∫ 2ln2)(sin2cos2 sinsinsin .   ■  
Приклад 2. Знайти інтеграли і результат перевірити диферен-
ціюванням:  
а) ( )∫ − dxxx 23 /13 ;            б) ∫ + dxxx 53 12 .  
□  а) −=+−=− ∫∫∫ dxxdxxxxdxxx 622623 9)/169()/13(   
Cxxxdxxdxx +−−=+− ∫∫ /1279)/1(6 3722 ;  
+⋅−⋅=+−− 2637 327)7/9(')/12)7/9(( xxCxxx   
232 )/13(0/1 xxx −=++ ;  
б) Cdxdxdx xxxxx +⋅==⋅= ∫∫∫ + 45ln453453)53(353 212 ;  
xxxx C 53045ln45)45ln/3(')45)45ln/3(( 12 +=+⋅=+⋅ .  ■  
Приклад 3. Знайти інтеграл ∫
+−− dx
x
xxx 143 3 23
. Виділити 
первісну )(xFy = , графік якої проходить через точку 
);( 000 yxM , де 10 =x  і 100 −=y . Обчислити значення )( 1xF  
отриманої первісної в точці 641 =x .  
=





+−−=
+−−
∫∫
− dx
x
x
x
xdx
x
xxx 1413143 3/12/1
3 23
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−−⋅=+−−= ∫∫∫∫
− xx
x
dxdxx
x
dxdxx 2)2/3(343 2/33/12/1   
CxxxxCxx ++−−=++⋅− ||ln622||ln)3/2(4 3/22/33/2 .  
З умови 00)( yxF =  знайдемо відповідне значення довільної 
сталої та шукану первісну:   
10)1( −=F :  10|1|ln161212 3/22/3 −=++⋅−−⋅ C ;  
4−=C ;  4||ln622)( 3/22/3 −+−−= xxxxxF    
Обчислимо значення первісної в указаній точці 641 =x :  
64ln9084|64|ln646642642)64( 3/22/3 +=−+⋅−−⋅=F . ■   
 
1.1.3. Методи інтегрування:  
заміна змінної та інтегрування частинами 
1. Метод заміни змінної (підстановки), що ґрунтується на 
властивості інваріантності, є основним при інтегруванні. Зокрема, 
підведення під знак диференціала можна розглядати як неявне за-
стосування цього методу.  
Нехай треба обчислити інтеграл ∫ dxхf )( , але безпосередньо 
підібрати первісну не можна, хоча відомо, що вона існує. 
Заміну змінної можна здійснити двома способами. 
Перший спосіб. Зробимо заміну змінної у підінтегральному 
виразі, поклавши )(tх ϕ= , де )(tϕ  – неперервна функція з непере-
рвною похідною, яка має обернену функцію )(1 хt −ϕ= . Тоді  
∫∫∫ ==ϕϕ= dttgdtttfdxхf )()('))(()(   
CxGСtG +ϕ=+= − ))(()( 1 .  
Після інтегрування у правій частині рівності замість t  під-
ставлено його вираз через стару змінну x .  
Зауваження 1. Функція )(tϕ  обирається таким чином, щоб 
отриманий інтеграл ∫ dttg )(  був простішим, зокрема, мав таблич-
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ний вигляд або його можна було звести до такого вигляду за допо-
могою елементарних перетворень. Далі будуть наведені стандартні 
підстановки )(tх ϕ=  для деяких класів інтегралів.  
Зауваження 2. Заміна змінної може застосовуватися пов-
торно.  
Приклад 1. Знайти інтеграл   dxxx∫ −
22 9 .  
□  Зробимо підстановку tx sin3=  з метою позбутись ірраці-
ональності. Тоді dttdx cos3=   і  
=−=− ∫∫ dttttdxхx cos3sin99)sin3(9 2222   
==⋅⋅= ∫∫ dtttdtttt
222 cossin81cos3|cos|3sin9    
=−== ∫∫ dttdtt )4cos1()8/81(2sin)4/81( 2   
( ) ∫∫∫ ⋅−⋅=−⋅= dtttdttdt 4cos)8/81()8/81(4cos)8/81(   
при умові 0cos ≥t . Нехай 4/ut = . Тоді dudt )4/1(=   і  
Cuduudtt +== ∫∫ sin)4/1(cos)4/1(4cos .  
Отже  
Cutdxхx +⋅−⋅=−∫ sin)4/1()8/81()8/81(9 22 .  
Повернемось до початкової змінної x : 
)3/arcsin(хt = ;  )3/arcsin(44 хtu == .   
Тоді  
Cххdxхx +−=−∫ ))3/arcsin(4sin(32
81)3/arcsin(
8
819 22 .  
Звичайно, отриманий результат можна спростити, використо-
вуючи тригонометричні тотожності.   ■  
Другий спосіб. Запишемо інтеграл ∫ dxxf )(  у вигляді 
∫ ϕϕ dxxxg )('))(( , тобто виділимо диференціал деякої функції 
)(xϕ , і застосовуючи підстановку )(xu ϕ= , перейдемо в інтегралі 
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∫ ϕϕ dxxxg )('))((  до нової змінної:  
∫∫ =ϕϕ duugdxxxg )()('))(( . 
Після цього знайдемо одержаний інтеграл і повернемося до 
старої змінної x , поклавши )(xu ϕ= :  
CxGCuGduugdxxxg +ϕ=+==ϕϕ ∫∫ ))(()()()('))(( . 
Зауваження 3. При другому способі за нову змінну вибирають 
функцію, похідна (диференціал) якої у вигляді множника, по суті, 
вже міститься у підінтегральному виразі.  
Приклад 2. Знайти інтеграли:   
а) ∫ + dxxx 23 )2sin( ;         б) ∫ + dxx
xarctg
2
3
1
.  
□  а) Зробимо підстановку 23 += xu . Тоді dxxdu 23= , 
dudxx )3/1(2 =  і, отже,  
=+−==+ ∫∫ Cuduudxxx cos)3/1(sin)3/1()2sin( 23  
Cx ++−= )2cos()3/1( 3 .  
б) Зробимо підстановку xarctgu = . Тоді )1/( 2xdudt +=  і, 
отже,  
( )∫ ∫∫ =+===+ Cuduuduudxx
xarctg 3/43/13
2
3
4/3
1
 
( ) Cxarctg += 3/44/3 .     ■  
Приклад 3. Знайти інтеграл ∫ + dxbaxf )( , 0≠a , якщо відо-
мо, що )()( xFdxxf =∫ . 
□  Використаємо лінійну підстановку baxu += . Для цієї пі-
дстановки dxadu = . 
==+=+ ∫∫∫ duufaadxbaxfadxbaxf )()/1()()/1()(  
CuFa += )()/1( . 
Повертаючись до початкової змінної, маємо  
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CbaxFadxbaxf ++=+∫ )()/1()( .■ 
Висновок 1.  Оскільки у наведеному прикладі розглядалася 
довільна функція )(xf , отриманий результат можна застосовувати 
як одну з властивостей невизначеного інтеграла. 
Приклад 4. Знайти інтеграл  
( )∫ −+−+ dxxxx )6(sin)92(6cos/1 102 .  
□ ( ) =−+−+∫ dxxxx )6(sin)92(6cos/1 102  
∫ ∫∫ =−+−+= dxxdxxxdx )6(sin)92(6cos/ 102  
( ) .)6(cos)92(99/16)6/1( 11 Сxxxtg +−−−−=    ■  
Приклад 5. Знайти інтеграл  ∫ dx
xf
xf
)(
)('
. 
□ ==
=
=
= ∫∫
u
du
dxxfdu
xfu
dx
xf
xf
)('
)(
)(
)('
  
                         CxfCu +=+= |)(|ln||ln .    ■  
Висновок 2. Інтеграл дробу, в якому чисельник є похідною 
знаменника, дорівнює сумі натурального логарифма модуля зна-
менника і довільної сталої:   Cxfdx
xf
xf
+=∫ |)(|ln)(
)('
 
2. Метод інтегрування частинами, що ґрунтується на пра-
вилі диференціювання добутку двох функцій, відіграє допоміжну 
роль і має специфічні сфери застосування.  
Нехай )(xuu =  і )(xvv =  – дві неперервні функції, які ма-
ють неперервні похідні. Візьмемо диференціал добутку цих функ-
цій  
dvuduvvud +=)( ,  
а тепер проінтегруємо  
∫∫ ∫ += dvuduvuvd )( ,  але Cuvuvd +=∫ )( . 
Маємо формулу інтегрування частинами  ∫∫ −= duvvudvu .  
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Зауваження 4. Застосовувати цей метод доречно, коли інтег-
рал праворуч простіший, ніж той, що ліворуч, або йому подібний. 
Як правило, за u  вибирають функцію, що спрощується при дифе-
ренціюванні. Функцію v  знаходять у явному вигляді як одну з пе-
рвісних ∫dv  (звичайно, поклавши 0=C ).  
Типовими застосуваннями методу інтегрування частинами  є 
випадки, коли підінтегральна функція містить добуток раціональ-
них і трансцендентних функцій, а при цьому інші способи не при-
йнятні. Наведемо відповідні рекомендації щодо вибору u .    
Якщо підінтегральна функція має вигляд:  
а) bxxPn cos)( , bxxPn sin)( , axn exP )( , bxchxPn )( , 
bxshxPn )( ,  то за u  слід взяти многочлен )(xPn ; 
б) xxPn ln)( , bxxPn arcsin)( , bxxPn arccos)( , 
bxarctgxPn )( , bxarcctgxPn )( , bxarshxPn )( , bxarchxPn )( , 
bxarthxPn )( , bxarcthxPn )( , то за u  слід взяти відповідно лога-
рифмічну xln , обернену тригонометричну bxarcsin , bxarccos , 
bxarctg , bxarcctg  чи обернену гіперболічну bxarsh , bxarch , 
bxarth , bxarcth  функцію; 
в) bxeax cos , bxeax sin , ∫ dxxlncos , ∫ dxxlnsin , то за u  в 
перших двох інтегралах можна взяти будь-яку з двох функцій: по-
казникову чи тригонометричну, а в останніх – відповідну тригоно-
метричну функцію. Після двократного інтегрування частинами 
одержуємо лінійне рівняння відносно шуканого інтеграла. Знахо-
димо інтеграл як розв’язок цього рівняння.  
Приклад 1. Знайти інтеграли:   
а) ∫ dxx x5 ; б) ( )∫ + dxxx cos42 ; в) ∫ + dxx )3ln( ; г) ∫ dxxex 7sin . 
□  а) Нехай ux = , dvdxx =5 . Тоді 5ln/55 xx dxv == ∫ . Ін-
тегруємо частинами:  
Cxdxxdxx xxxxx ++=−= ∫∫ 5ln/55ln/55)5ln/1(5ln/55 2 .  
б) Припустимо, що 42 += xu ; dxxdv cos= . Тоді 
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dxxdu 2= , xv sin= . Інтегруємо частинами:  
( ) ( ) ∫∫ −+=+ dxxxxxdxxx sin2sin4cos4 22 . 
Застосувавши до інтеграла, який стоїть праворуч, ще раз інте-
грування частинами xu = , dxxdv sin= , dxdu = , xv cos−= , 
остаточно дістанемо: 
( ) ( ) Cxxxxxdxxx +−++=+∫ sin2cos2sin4cos4 22 .  
в) Приймемо, що )3(ln += xu , dxdv = . Тоді 
)3/( += xdxdu , xv = . Маємо:  
−+=+−+=+ ∫∫ )3ln()3/()3ln()3ln( xxxdxxxxdxx  
−+=
+
+−+=
+
−+
− ∫∫∫ )3ln(33)3ln(3
33
xx
x
dxdxxxdx
x
x
 
Cxx +++− )3ln(3 .  
г) Покладемо xu 7sin= , dxedv x= . Спираючись на це, зна-
ходимо dxxdu 7cos7=  та xev = . Використавши формулу інтег-
рування частинами, отримаємо:  
∫∫ =−== xdxexedxxeI
xxx 7cos77sin7sin   
∫−= dxxexe
xx 7cos77sin  . 
До інтегралу, що залишився, знову застосовуємо інтегрування час-
тинами, причому xu 7cos= , dxedv x= ; dxxdu 7sin7−= , xev = . 
Маємо: 
( )=−−−= ∫ dxxexexeI xxx )7sin7(7cos77sin     
∫−−= dxxexexe
xxx 7sin497cos77sin . 
Далі прирівнюємо початковий вираз до останнього отрима-
ного. Одержану рівність можна розглядати як рівняння, в якому 
невідомим є шуканий інтеграл I . Розв’язавши це рівняння, маємо:  
IxexeI xx 497cos77sin −−= ; xexeI xx 7cos7sin50 −= ;  
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( )( ) CxexedxxeI xxx +−== ∫ 7cos77sin50/17sin .   ■  
Зауваження 5. Наведені методи вичерпують відомі загальні 
способи інтегрування. Вони можуть застосовуватися разом у різній 
послідовності й багаторазово. Далі будуть розглянуті особливості 
їх використання для інтегрування основних класів функцій. Треба 
творчо підходити до конкретної задачі, враховуючи її специфіку і 
допускаючи застосування нетипових способів інтегрування.  
Приклад 2. Знайти інтеграл   ∫ dxx
2cos .  
□  Застосуємо заміну змінної, елементарні перетворення, а 
потім інтегрування частинами:  
=
+
===== ∫∫∫ dt
t
tdtttdttdxtxdxx
2
2cos12cos22;cos 222   
======−= ∫ 2
2sin
;2cos;;2cos
2
2 t
vdttdvdtdutudtttt    
===+−−=+−= ∫ xtCt
t
t
tdttttt 2cos
4
1
2
2sin
2
2sin
2
1
2
2sin
2
22
  
( ) Cxxxx +−−⋅= 2cos2sin22)4/1( .     ■   
Приклад 3. Знайти інтеграл  ∫ +
22 )9(xdx .  
□  Застосуємо елементарні перетворення, інтегрування части-
нами і заміну змінної:  
=
+
−
+
=
+
−+
=
+ ∫∫∫∫ 22
2
222
22
22 )9(9
1
99
1
)9(
9
9
1
)9( x
dxx
x
dxdx
x
xx
x
dx
  
;)9(;)9(9
1
33
1
9
1
2222 +
===
+
⋅
−⋅= ∫
x
dxxdvxu
x
dxxxx
arctg    
==+==
+
== ∫ dxxdtxt
x
dxx
vdxdu 2;9)9(;
2
22   
−==+
+
−=+−== ∫ 327
10;)9(2
1
2
1
2
1
22
x
arctgCC
x
C
tt
dt
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










+
−−





+
−⋅⋅− ∫ 327
1
)9(2
1
)9(2
1
9
1
22
x
arctgdx
xx
x   
−
+
+=
+
⋅−
+
+ ∫ )9(18327
1
918
1
)9(18 222 x
xx
arctg
x
dx
x
x
  
C
x
xx
arctgCxarctg +
+
+=+⋅− )9(18354
1
33
1
18
1
2 .    ■  
 
1.1.4. Інтегрування раціональних дробів  
1. Розкладання многочлена з дійсними коефіцієнтами на 
прості дійсні множники.  
Розглянемо многочлен )(xPn  стандартного вигляду з дійс-
ними коефіцієнтами  
nn
nn
n axaxaxaxP ++++= −
−
1
1
10 ...)( ;  niRai ,0; =∈ .  
На множині комплексних чисел C  будь-який многочлен 
)(xPn  n -го степеня за основною теоремою алгебри має точно n  
коренів, а тому єдиним способом (з точністю до порядку співмно-
жників) розкладається у добуток  
mk
m
kk
n xxxxxxaxP )(...)()()( 21 210 −−−= ,   
де  0a – старший коефіцієнт;  mxxx ,...,, 21 – різні (дійсні чи ком-
плексні) корені;  mkkk ,...,, 21 – відповідні кратності цих коренів, 
причому nkkk m =+++ ...21 .  
При інтегруванні дійсних виразів бажано не виходити за межі 
множини дійсних чисел R . Розглянемо особливості розкладання 
на множники при цьому обмеженні.  
Якщо комплексне число ia β+α=  є коренем многочлена 
)(xPn  з дійсними коефіцієнтами, то й комплексно спряжене з ним 
ia β+α=  також  буде коренем даного многочлена. Добуток 
))(( axax −− , що відповідає парі комплексно спряжених коренів, 
породжує простий (незвідний у множині дійсних чисел) квадрат-
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ний тричлен qpxx ++2  з дійсними коефіцієнтами Rqp ∈,  і 
від’ємним дискримінантом 042 <−= qpD .  
Таким чином, будь-який многочлен )(xPn  з дійсними коефіці-
єнтами можна подати, і причому єдиним способом (з точністю 
до порядку), у вигляді добутку різних простих (лінійних і квадра-
тичних) дійсних множників у відповідних степенях:  
×−−−= sks
kk
n xxxxxxaxP )(...)()()( 21 210    
tl
tt
ll qxpxqxpxqxpx )...()()( 2222112 21 ++++++× ,   
де лінійні двочлени ax −  відповідають його різним дійсним коре-
ням sxxx ,...,, 21 ; квадратні тричлени qpxx ++
2
 з від’ємним дис-
кримінантом – різним парам спряжених комплексних коренів; 
skkk ,...,, 21  і tlll ,...,, 21  – кратності цих коренів, причому 
nllkk ts =+++++ )...(2... 11 .  
Приклад 1. Розкласти многочлен −−−= 345 3)( xxxxP  
6105 2 −−− xx  на різні прості дійсні множники. 
□  За теоремою Вієта добуток коренів многочлена такого ти-
пу дорівнює вільному члену. Тобто, 654321 −=xxxxx . Перевіримо 
числа 6,3,2, ,1 ±±±± , що служать дільниками вільного члена 6− . 
Нехай 1−=x . Тоді  
=−−⋅−−⋅−−⋅−−−−=− 6)1(10)1(5)1(3)1()1()1( 2345P
06105311 =−+−+−−= .   Отже, 1−=x  – корінь.  
Знизимо степінь, розділивши многочлен “кутом” на двочлен  
1)1( +=−− xx :   
34
234
23445
2345
22
610532
642|
1|61053
xx
xxxx
      
xxxx         xx
 xxxxxx
−−
−−−−−
−
−−−−+
+−−−−−
−
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xx
xx
                   
xx
xxx
             
44
6104
6105
2
2
23
23
−−
−−−
−−
−−−−
−
           
0
66
66
−−
−−
x
x
   
Отримаємо  
)()1()( xSxxP += , де 642)( 234 −−−−= xxxxxS .  
Тепер треба знайти корені многочлена четвертого степеня. 
Нехай 1−=x . Тоді  
( ) 0641211 =−+−+=−S .  Отже, 1−=x  – корінь.  
Знизимо степінь, розділивши многочлен “кутом” на двочлен  
1)1( +=−− xx . (Виконайте ділення самостійно). Одержимо  
)()1()( xTxxS += ,   де 623)( 23 −+−= xxxxT .  
Тепер треба знайти корені многочлена третього степеня. Не-
хай 3=x . Тоді  
0632333)3( 23 =−⋅+⋅−=T .  Отже, 3=x  – корінь.  
Знизимо степінь, розділивши многочлен “кутом” на двочлен  
3−x . (Виконайте ділення самостійно). Отримаємо  
)2()3()( 2 +−= xxxT ,    
де неповний квадратний тричлен 22 +x  є простим, оскільки дійс-
них коренів не має.  
Отже,     )2)(3()1()( 22 +−+= xxxxP .     ■  
2. Раціональні дроби.  
Розглянемо два многочлена )(xPm  і )(xQn  степеня m  і n   
відповідно:  
mm
mm
m axaxaxaxP ++++= −
−
1
1
10 ...)( ;  
nn
nn
n bxbxbxbxQ ++++= −− 1110 ...)( .  
Раціональним дробом (дробово-раціональною функцією) на-
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зивається відношення двох многочленів )()( xQxP nm .  
Якщо степінь m  чисельника нижче степеня n  знаменника, 
то дріб називається правильним, якщо, навпаки, nm >  або nm = , 
то дріб –  неправильний.  
Будь-який неправильний раціональний дріб )()( xQxP nm  
можна зобразити у вигляді суми многочлена і правильного дробу  
)()()()()( xQxRxGxQxP nknmnm += − , 
причому цей розклад єдиний.  
Тут )(xG nm− – многочлен, який називають цілою частиною 
раціонального дробу, а  )()( xQxR nk  – правильний дріб, тобто 
nk < . Мнозочлени )(xG nm−  і )(xRk  – відповідно частка й остача 
від ділення “кутом” )(xPm  на )(xQn .  
Приклад 2. Вилучити цілу частину неправильного дробу 
=)()( xQxP ))2)(4/(()453( 24 −+++− xxxxx   і подати його у 
вигляді суми многочлена та правильного дробу.  
□  Для вилучення цілої частини використаємо ділення “ку-
том” многочлена на многочлен, спочатку виконавши множення в 
знаменнику і записавши результат у стандартному вигляді в по-
рядку спадання степенів:  82)2)(4()( 2 −+=−+= xxxxxQ ;    
4552_
92
82
82
453_
23
2
2
234
24
+++−
+−
−+
−+
++−
xxx
xx
xx
xxx
xxx
 
7629
72189
4119_
1642
2
2
23
+−
−+
+−
+−−
x
xx
xx
xxx
 
Таким чином,   
))2)(4/(()7629(92)()( 2 −++−++−= xxxxxxQxP .   ■  
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Зауваження 1. Вилучення цілої частини неправильного раціо-
нального дробу інколи можна зробити простіше, виконавши алгеб-
раїчні перетворення чисельника.  
Приклад 3. Вилучити цілу частину неправильного дробу 
)1/( 24 +xx   і подати його у вигляді суми многочлена та правиль-
ного дробу.  
□  Скористаємося алгебраїчними перетвореннями:  
+++−=++−=+ )1/()1)(1()1/()11()1/( 2222424 xxxxxxx   
)1/(11)1/(1 222 ++−=++ xxx .    ■   
3. Найпростіші раціональні дроби. Розкладання правиль-
ного раціонального дробу на найпростіші.  
Правильні раціональні дроби наступних чотирьох типів:  
1) 
ax
A
−
; 2) kax
A
)( − , 2≥k ; 3) qpxx
BAx
++
+
2 , 04
2 <−= qpD ;  
4) kqpxx
BAx
)( 2 ++
+
, 04,2 2 <−=≥ qpDk   
називаються елементарними (найпростішими). Тут BA, , 
qpa ,,  – дійсні числа, Nk ∈ . Підкреслимо, що квадратний три-
член qpxx ++2  має тільки комплексні корені.  
Кожний правильний раціональний дріб )()( xQxP nm  можна 
розкласти на суму скінченного числа найпростіших дробів вказа-
них чотирьох типів, причому цей розклад єдиний.  
Розглянемо довільний правильний раціональний дріб 
)()( xQxP nm , в якому знаменник )(xQn  – зведений многочлен 
(старший коефіцієнт 00 =b ), розкладений на прості дійсні множ-
ники  
ts l
tt
lk
s
k
n qxpxqxpxxxxxxQ )...()()(...)()( 21121 11 ++++−−= ,   
де nllkk ts =+++++ )...(2... 11 .  
Тоді правильний дріб )()( xQxP nm  можна подати у вигляді  
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−
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+
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)()( K .  
Коефіцієнти ijA  si ,1( = ; ),1 ikj =  і ijB , ijC  ti ,1( = ; ),1 tlj =  
визначаються після зведення правої частини до спільного знамен-
ника і виділення тотожності многочленів у чисельниках праворуч і 
ліворуч (відкиданням однакових знаменників). Далі застосовують-
ся наступні методи (окремо чи в комбінації):  
– метод невизначених коефіцієнтів: прирівнюючи коефіціє-
нти при однакових степенях x , приходимо до системи лінійних 
рівнянь відносно шуканих коефіцієнтів (два многочлена тотожно 
рівні, коли рівні коефіцієнти при подібних членах – однакових 
степенях x );  
– метод окремих значень (метод підстановки): надаючи 
змінній x  в отриманій тотожності конкретні значення, одержу-
ємо систему лінійних рівнянь для визначення невідомих коефіцієн-
тів (тотожні вирази приймають однакові значення при довільному 
допустимому значенні аргументу x ).  
Зауваження 2. Використовуючи метод окремих значень, не 
треба розкривати дужки в многочленах, а підставляти зручно різні 
дійсні корені знаменника )(xQn , що приводить до простих рів-
нянь. Отримана система повинна мати розмірність, що дорівнює 
числу шуканих коефіцієнтів.  
Зауваження 3. Метод підстановки рекомендується вживати, 
коли всі корені знаменника дійсні й серед них немає кратних. У 
протилежному випадку краще поєднати цей метод з методом неви-
значених коефіцієнтів. Але треба вибирати незалежні рівняння, 
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щоб система мала єдиний розв’язок.  
Зауваження 4. Існують інші, менш поширені, методи знахо-
дження невідомих коефіцієнтів. Допитливі можуть з ними по-
знайомитися, звернувшись до спеціалізованої літератури.  
Приклад 3. Правильний раціональний дріб )()( xQxP  роз-
класти на суму найпростіших дробів, де  
а) ( ) 131862 234 ++−−−= xxxxxP    
    і  61053)( 2345 −−−−−= xxxxxxQ ;  
б) 47)( 2 −−= xxxP  і )3)(2)(1()( −−+= xxxxQ ;  
в) 8)( 3 −= xxP  і )22)(4()( 2 +++= xxxxxQ .   
□  а) Многочлен )(xQ  було розкладено на множники вище 
(див. Прикл.1):   )2()3()1()( 22 +−+= xxxxQ .  
Шукане розкладання дробу матиме вигляд  
21)1(3)(
)(
22 +
+
+
+
+
+
+
−
=
x
EDx
x
C
x
B
x
A
xQ
xP
,  
де числа DCBA ,,,  і E  ще треба знайти. Зводячи праву частину 
до спільного знаменника (ним служить многочлен )(xQ ), з умови 
рівності дробів дістаємо (відкидаючи однакові знаменники) тотож-
ність многочленів:  
+++−++−+++ )2)(1)(3()2)(3()2()1( 2222 xxxCxxBxxA   
)()1)(3)(( 2 xPxxEDx =+−++ . 
Знайдемо невідомі EDCBA ,,,,  методом невизначених кое-
фіцієнтів. Розкривши дужки і звівши подібні, прирівняємо коефіці-
єнти при однакових степенях змінної x  у лівій і правій частинах 
отриманої тотожності. Дістанемо і розв’яжемо (зробіть це само-
стійно, наприклад, методом Гаусса) систему п'яти лінійних рівнянь 
з п'ятьма невідомими:  
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
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


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;133662
,1853424
,6533
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EDCBA
EDCBA
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;1
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=
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=
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E
D
C
B
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Шуканий розклад має вигляд · 
2
3
1
2
)1(
1
3
1
)(
)(
22 +
−
+
+
−
+
+
−
−=
x
x
xxxxQ
xP
.  
б) Даний дріб розкладається на елементарні наступним чи-
ном:  )3/()2/()1/()(/)( −+−++= xCxBxAxQxP .  
Зводячи праву частину до спільного знаменника, з умови рів-
ності дробів дістаємо тотожність многочленів:  
)()2)(1()3)(1()3)(2( xPxxCxxBxxA =−++−++−− .  
Щоб знайти невідомі коефіцієнти A , B  і C , скористаємося 
методом окремих значень. Для отримання простої системи візьме-
мо ті значення x , що є коренями знаменника )(xQ , тобто 1−=x , 
2=x   та  3=x . Тоді  





=
=−
−=
=
=
−=
;84
,63
,1212
3
2
1
C
B
A
x
x
x
      
.2
;2
;1
=
−=
−=
C
B
A
   
Шуканий розклад має вигляд  
)3/(2)2/(2)1/(1)(/)( −+−−+−= xxxxQxP .   
в) Многочлен )(xQ  уже розкладений на різні прості дійсні 
множники (переконайтеся самостійно, що квадратний тричлен 
222 ++ xx  має від’ємний дискримінант). Шукане розкладання 
дробу на суму найпростіших матиме вигляд  
224)(
)(
2 ++
+
+
+
+=
xx
DCx
x
B
x
A
xQ
xP
,  
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Зводячи праву частину до спільного знаменника, з умови рів-
ності дробів дістаємо тотожність многочленів:  
+++++++ )22()22)(4( 22 xxBxxxxA   
)()4()( xPxxDCx =+++ .  
Оскільки знаменник )(xQ  має лише два різних дійсних ко-
реня 0=x  і 4−=x , то для складання системи рівнянь відносно 
невідомих A , B ,C  і D  використаємо комбінацію методів окре-
мих значень і невизначених коефіцієнтів. Дістанемо і розв’яжемо 
систему чотирьох лінійних рівнянь з чотирма невідомими:  
.5/82/)5(
;5/11
5/9
;1
;04210
,1
,7240
,88
4
0
3
=+−=
=−−=
=
−=







=++
=++
−=−
−=
−=
=
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B
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B
A
x
x
x
x
 
Шуканий розклад має вигляд  
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1
4
1
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⋅+
+
⋅+−=
xx
x
xxxQ
xP
.    ■   
4. Інтегрування найпростіших раціональних дробів.  
Елементарні дроби першого і другого типів легко інтегру-
ються заміною змінної axt −=  (проробіть це самостійно):  
1) ∫ +−=
−
CaxA
ax
Adx ||ln ;   
2) C
k
axAdxaxA
ax
Adx kk
k ++−
−
=−=
−
+−
−
∫∫ 1
)()()(
1
,  2≥k .  
Розглянемо інтегрування найпростішого дробу третього типу:  
3) ∫
++
+ dx
qpxx
BAx
2 .  
Виділимо в квадратному тричлені повний квадрат  
=−++⋅+=++ 2222 )2/()2/()2/(2 pqppxxqpxx   
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04;)2/( 222 >−=++= pqaapx .   
Зробимо заміну 2/pxt += . Тоді 2/ptx −= , dtdx = . Оде-
ржимо  
( )
+
+
=
+
+−
=
++
+
∫∫ ∫ 22222
2/
at
dttAdt
at
BptAdx
qpxx
BAx
  
a
t
arctg
a
ApB
at
dttA
at
dtApB 1)2/()2/( 2222 ⋅−++=+−+ ∫∫ .  
Далі використовуємо заміну 22 atu += . Тоді tdtdu 2= , 
dutdt )2/1(= . Отримаємо  
Cu
u
du
at
dtt
+==
+
∫∫ ||ln)2/1()2/1(22 .   
Повертаючись до старої змінної  
2/pxt += ;   42pqa −= ;   
qpxxpqpxatu ++=−++=+= 22222 4)2/( ,  
після спрощення остаточно маємо  
+++=
++
+
∫ ||ln)2/( 22 qpxxAdxqpxx
BAx
  
( ) ( ) CpqpxarctgpqApB +−+−−+ 22 4)2()4()2( .  
Зауваження 5. Якщо в квадратному тричлені qpxx ++2  
дискримінант додатний 0>D , то дріб )/()( 2 qpxxBAx +++  за 
означенням неелементарний і зводиться до двох дробів першого 
типу. Однак його можна інтегрувати й наведеним вище способом, 
де замість арктангенса з’явиться логарифм.  
Зауваження 6. Одержані формули запам’ятовувати не потріб-
но. Краще безпосередньо застосовувати розглянуті підходи для 
інтегрування кожного конкретного елементарного дробу.  
Зауваження 7. Інтегрування найпростішого дробу четвертого 
типу розглядати не будемо. Бажаючим вивчити це питання треба 
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звернутися до більш ґрунтовних підручників.  
5. Розгляд основних випадків інтегрування раціональних 
дробів.  
Нехай треба обчислити інтеграл від раціонального дробу 
∫ )(/)( xQdxxP . Якщо дріб неправильний, то його подаємо у ви-
гляді суми цілої частини і правильного раціонального дробу. 
Останній дріб розкладаємо на суму найпростіших дробів. 
Приклад 4. Знайти інтеграл  ∫
+−
−−
= dx
xx
xxI
136
45152
2
3
.  
□  Оскільки дріб неправильний, то діленням “кутом” виділи-
мо в ньому цілу частину (проробіть це самостійно), а потім проін-
тегруємо, використовуючи заміни:  
=+−−−+−= ∫∫ )136()644()32( 2 xxdxxdxxI   
−==+=−=+−=+−= 222 ;3;3;4)3(136 xdtdxtxxtxxx   
=
+
−
+
−−=
+
−+−
+− ∫∫∫ 4
6
4
443
4
6)3(443 2222 t
dt
t
dtt
xxdt
t
t
x   
×−−===+== 443)2/1(;2;4 22 xxdudttdttdutu   
=+−−−=⋅−× ∫ C
t
arctguxxtarctg
u
du
2
3||ln223
22
16
2
1 2
  
=+−=+−=+=−== 1364)3(4;3 222 xxxtuxt   
Cxarctgxxxx +−−+−−−=
2
33)136ln(223 22     
Cxxarctg +−−+= |2|ln)1(3 . ■ 
З попереднього відомо, що структура розвинення на елемен-
тарні дроби визначається коренями знаменника )(xQ . Тут можли-
ві такі випадки:  
а) Корені знаменника дійсні й прості, тобто 
)(...))(()( dxbxaxxQ −⋅⋅−−= . 
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У цьому разі правильний дріб розкладається на найпростіші 
дроби тільки першого типу  
)/(...)/()/()(/)( dxDbxBaxAxQxP −++−+−= .  
Тоді  
=
−
++
−
+
−
= ∫∫∫∫ dx
dxD
bx
dxB
ax
dxA
xQ
dxxP
...)(
)(
 
CdxDbxBaxA +−++−+−= ||ln...||ln||ln . 
Приклад 5. Знайти інтеграл  ∫
++−
+−
= dx
xxx
xxI )1)(65(
7134
2
2
.  
□ ∫∫∫∫ +
+
−
+
−
=
+−−
+−
=
132)1)(3)(2(
7134 2
x
dxC
x
dxB
x
dxAdx
xxx
xxI .  
Тут  ++−++−=+− )1)(2()1)(3(7134 2 xxBxxAxx   
)3)(2( −−+ xxC .  
Використавши метод підстановки (проробіть це самостійно), має-
мо: 1=A ; 1=B ; 2=C .  
=
+
+
−
+
−
= ∫∫∫ 1
2
32 x
dx
x
dx
x
dxI  
Cxxx +++−+−= |1|ln2|3|ln|2|ln .   ■ 
б) Корені знаменника дійсні, але деякі з них кратні: 
γβα )...()()()( dxbxaxxQ −−⋅−= . 
У цьому разі дріб розкладається на найпростіші дроби пер-
шого і другого типів.  
Приклад 6. Знайти інтеграл     ∫
−+
+++
= dx
xx
xxxI )1()2(
854
3
23
.  
□  ∫∫∫∫
−
+
+
+
+
+
+
=
12)2()2( 23 x
dxD
x
dxC
x
dxB
x
dxAI .  
Маємо тотожність   +−=+++ )1(854 23 xAxxx   
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32 )1()1()2()1)(2( −+−++−++ xDxxCxxB .  
Застосувавши метод невизначених коефіцієнтів (проробіть це 
самостійно), отримаємо:  ,1,2 −=−= BA  3/2,3/1 == DC .  
Тоді  =
−
+
+
+
+
−
+
+
−
= ∫∫∫∫ 1
)3/2(
2
)3/1(
)2(
1
)2(
2
23 x
dx
x
dx
x
dx
x
dxI  
Cxx
xx
+−+++
+
+
+
= |1|ln
3
2|2|ln
3
1
2
1
)2(
1
2 .   ■ 
в) Корені знаменника – дійсні (можливо, кратні) і прості ком-
плексно спряжені:  
γα
−−++++= )...())()...(()( 22 cxaxsrxxqpxxxQ . 
У цьому разі дріб )(/)( xQxP  розкладається на найпростіші 
дроби першого, другого і третього типів.  
Приклад 7. Знайти інтеграл ∫
−++
−+−
= dx
xxx
xxI )2)(22(
8
2
2
.  
□ ∫∫
−
+
++
+
=
222
)(
2 x
dxC
xx
dxBAxI . 
Тут   )22()2)((8 22 +++−+=−+− xxCxBAxxx .  
Використаємо комбінацію методу окремих значень і методу 
невизначених коефіцієнтів. Нехай 2=x  (дійсний корінь), маємо 
1010 −=C , 1−=C ; нехай 0=x  (довільно взяте значення), тоді 
822 −=+− CB ; 34 =+= CB . Прирівнявши коефіцієнти при 2x , 
маємо 1−=+ CA ; 01 =−−= CA . Отже, 
=
−
−
++
=
−
−
++
= ∫∫∫∫ 21)1(3222
3
22 x
dx
x
dx
x
dx
xx
dxI  
Cxxarctg +−−+= |2|ln)1(3 . ■ 
Зауваження 8. Залишився випадок, коли у знаменнику є крат-
ні комплексні корені. Його розглядати не будемо. Бажаючих по-
глибити свою математичну підготовку відсилаємо до більш ґрун-
товних підручників.  
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Справедливе твердження: інтеграл від будь-якої раціональної 
функції може бути визначений через елементарні функції у скін-
ченному вигляді.   
 
1.1.5. Інтегрування лінійних ірраціональностей  
Не від усякої ірраціональної функції інтеграл можна виразити 
через елементарні функції у скінченній формі. Розглянемо інтегра-
ли від ірраціональних функцій, що за допомогою підстановок зво-
дяться до інтегралів від раціональних функцій і, отже, інтегрують-
ся.  
Домовимося, що запис ),,,( 21 nxxxR K  означає раціональну 
функцію вказаних аргументів.  
1. Інтеграл вигляду  ∫ dxxxxR
srnm ),...,,( // . Нехай k  – спі-
льний знаменник дробів srnm /...,,/ . Зробимо підстановку 
ktx = , dtktdx k 1−= . Тоді кожний дробовий степінь x  виразиться 
через цілу степінь t  і, отже, підінтегральна функція перетвориться 
у раціональну від t . Після інтегрування за змінною t  повертаємося 
до старої змінної x :  kk xxt == /1 .  
Приклад 1. Знайти інтеграл   ∫
+
−
=
xx
dxxI
3
)1(
3 2
3
.  
□  ∫∫
+
−
=
+
−
= 2/13/2
3/1
3 2
3
3
)1(
3
)1(
xx
dxx
xx
dxxI .  
Спільний знаменник дробів 3/1 , 3/2  і 2/1  є 6 . Зробимо 
підстановку 6tx = ;  dttdx 56= . Тоді 66/1 xxt ==   
=
+
−
=
+
−
=
+
−
= ∫∫∫ )3(
)1(6
3
)1(6
3
)1(
3
52
34
52
2/13/2
3/1
tt
dttt
tt
dttt
xx
dxxI  
∫∫ =





+
+−+−=
+
−
= dt
t
ttt
t
dttt
3
7224836
3
)(6 23
24
 
=+++−+−= Cttttt |)3|ln722444/(6 234  
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Cxxxxx +++−+−= |3|ln4321442462/3 6633 2 . ■ 
2. Інтеграл вигляду  
( ) 0,)(,...,)(, // ≠++∫ adxbaxbaxxR srnm .  
Він зводиться до інтеграла від раціональної функції за допо-
могою підстановки ktbax =+ , де k  – спільний знаменник дробів 
srnm /...,,/ . Тоді abtx k /)( −= ;  dttakdx k 1)/( −= . Після інтег-
рування за змінною t  повертаємося до початкової змінної x :  
kk baxbaxt +=+= /1)( .  
Приклад 2. Знайти інтеграл  ∫
−−
+−
=
12
)21(
xx
dxxxI . 
□  Робимо заміну: 21 tx =− ; 12 += tx ; tdtdx 2= . Тоді  
++=
+−
++
=
−+
++
= ∫∫∫ dtttt
dtttt
tt
dttttI )104(
12
)44(
21
2)22(
2
23
2
2
  
( ) ++=−−++= ∫ ttdtttt 102)1/()1020(104 22   
( )
=





−
+
−
++=
−
+−
+ ∫∫ dttt
tt
t
dtt
2
2
2 )1(
10
1
20102)1(
10)1(20
  
+−=−==+−−−++= )1(21)1/(10|1|ln20102 2 xxtCtttt   
( ) Cxxx +−−−−−+−+ 1110|11|ln20110 .   ■  
 
1.1.6. Інтегрування тригонометричних виразів  
Інтегралів від тригонометричних функцій може бути безліч. 
Більшість з них взагалі не обчислюються аналітично. Тому розгля-
немо деякі найголовніші типи таких функцій, що завжди інтегру-
ються.  
1. Інтеграли вигляду:  
∫ dxbxax coscos ,  ∫ dxbxax cossin ,  ∫ dxbxax sinsin   
знаходяться за допомогою тригонометричних формул перетворен-
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ня добутків у суму відповідно:  
( ) 2)cos()cos(coscos xbaxbabxax −++= ;  
( ) 2)cos()sin(cossin xbaxbabxax −++= ;   
( ) 2)cos()cos(sinsin xbaxbabxax +−−= .  
Приклад 1. Знайти інтеграл  ∫= dxxxI 2cos8sin . 
□  =+= ∫ dxxxI )6sin10(sin)2/1(   
Cxx +−−= 6cos)12/1(10cos)20/1( . ■ 
2. Інтеграл вигляду ∫ dxxxR )cos,(sin . Покажемо, що цей 
інтеграл за допомогою універсальної тригонометричної підста-
новки txtg =)2/(  завжди зводиться до інтеграла від раціональ-
ної функції. Виконаємо необхідні перетворення:  
22 1
2
)2/(1
)2/(2
sin
t
t
xtg
xtg
x
+
=
+
= ;  2
2
2
2
1
1
)2/(1
)2/(1
cos
t
t
xtg
xtg
x
+
−
=
+
−
= ;   
tarctgx 2= ;  )1/(2 2tdtdx += .  
Отже, xsin , xcos  і dx  мають раціональні вирази відносно t . 
Оскільки раціональна функція від раціональних функцій знову ра-
ціональна, маємо: 
( )
∫∫
+
+−+
= 2
222
1
2)1/()1(),1/(2)cos,(sin
t
dtttttRdxxxR . 
Приклад 2. Знайти інтеграл  ∫ +
=
xx
dxI
cossin3
. 
□  ( ) =−+=+−+++= ∫∫ 22222 16 2)1/()1()1/(6)1( 2 tt dtttttt dtI   
=+
+−
−−
−=
−−
−= ∫ Ct
t
t
dt
103
103ln
10
1
10)3(2 2  
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( ) ( ) ( ) Cxtgxtg ++−−−−= 103)2/(103)2/(ln10/1 . ■  
Поряд з універсальною також є інші підстановки, що у ряді 
випадків дають значно простіші раціональні вирази і тим самим 
швидше ведуть до мети:  
а) ∫ dxxxR cos)(sin . Підстановка tx =sin , dtdxx =cos  
зводить цей інтеграл до ∫ dttR )( ; 
Приклад 3. Знайти інтеграл  ∫
−
=
2sin
cos3
x
dxxI . 
□  =−==
−
= ∫ xx
x
dxxxI 22
2
sin1cos
2sin
coscos
  
=
−
−
=
=
=
=
−
−
= ∫∫ 2
)1(
cos
;sin
2sin
cos)sin1( 22
t
dtt
dtdxx
tx
x
dxxx
  
( ) =+−−−−=−−−−= ∫ Ctttdttt |2|ln32)2/1()2/(32 2  
Cxxx +−−−−= |2sin|ln3sin2sin)2/1( 2 .   ■ 
б) ∫ xdxxR sin)(cos . Підстановка tx =cos , dtdxx =− sin   
зводить цей інтеграл до ∫− dttR )( ; 
Приклад 4. Знайти інтеграл  ∫
−
= dx
x
xI
16cos
sin
2
3
.  
(Розв’яжіть самостійно, використовуючи підстановку tx =cos ).  
в) ∫ dxxtgR )( . Підстановка txtg = , tarctgx = , 
)1/( 2tdtdx += , зводить цей інтеграл до ∫ + )1/()( 2tdttR ; 
Приклад 5. Знайти інтеграл  ∫
++
+
= dx
xtgxtg
xtgxtgI
52
)1(
2
2
.  
(Розв’яжіть самостійно, використовуючи підстановку txtg = ).  
г) dxxxxxR∫ )cossin,cos,(sin 22 . Підстановка txtg = , 
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tarctgx =  зводить цей інтеграл до ∫ dttR )(  тому що  
2
2
2
2
2
11
sin
t
t
xtg
xtg
x
+
=
+
= ;  22
2
1
1
1
1
cos
txtg
x
+
=
+
= ;   
222 11
1
1
cossin
t
t
tt
t
xx
+
=
+
⋅
+
= ;  21 t
dtdx
+
=  .  
Приклад 6. Знайти інтеграл  ∫
+
=
xxx
dxI
cossin6sin2
.  
□  ;
1
sin;
1;
;
22 t
t
x
t
dtdx
tarctgx
xtgt
I
+
=
+
=
=
=
=    
( ) ( )( )∫ =++++
+
=
+
=
22
2
2
2
2
11161
)1(
1
1
cos
ttttt
tdt
t
x   
=
−=
=



=−
=
−=
=
=++
=
+
+=
+
= ∫∫∫
6/1
6/1
16
16
6
0
1)6(
6)6( B
A
B
A
t
t
BttA
t
Bdt
t
Adt
tt
dt
  
=++−=
+
−= ∫∫ Cttt
dt
t
dt |6|ln
6
1||ln
6
1
66
1
6
1
  
Cxtgxtgxtgt ++−=== |6|ln)6/1(||ln)6/1( .   ■   
д) ∫ dxxx nm cossin , де m  і n  – цілі числа. Тут можливі такі 
особливості:  
     •  Якщо хоча б одне з чисел m  чи n  – непарне, то відо-
кремлюємо від непарного степеня одну функцію, що в добутку з 
dx  дає диференціал “кофункції” (без врахування знака). Цю “ко-
функцію” приймаємо за нову змінну t .  
Наприклад, нехай 12 += pn , тоді  
== ∫∫
+ dxxxxdxxx pmpm coscossincossin 212  
∫ −= dxxxx
pm cos)sin1(sin 2 . 
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Зробимо заміну: tx =sin , dtdxx =cos . Отже, 
∫∫ −= dtttxdxx
pmnm )1(cossin 2   
– інтеграл від раціональної функції.  
Зауваження 1. Якщо можливо, то треба вибирати непарний 
додатний (краще менший за модулем) показник степеня. При цьо-
му показник степеня іншої функції може бути довільним.  
Зауваження 2. Якщо обидва числа m  і n  – непарні від’ємні, 
то краще застосувати підстановку txtg =  .  
Приклад 7. Знайти інтеграл   ∫= dxxxI
56 sincos   
□  =−== ∫∫ dxxxxdxxxxI sin)cos1(cossinsincos 22646   
==−== dtdxxtx sin;cos  
+−=+−−=−−= ∫∫
6/76/256/136/1226/1 )7/6()2()1( tdttttdttt  
+−=−+ 6/76/316/19 ))(cos7/6()31/6()19/12( xtt  
Cxx +−+ 6/316/19 ))(cos31/6())(cos19/12( . ■ 
     •  Якщо m  і n  – парні невід’ємні числа, то використовує-
мо формули зниження степеня тригонометричних функцій:  
2/)2cos1(sin2 xx −= ;   2/)2cos1(cos2 xx += .  
Отже, 
∫∫ +−=
−− dxxxdxxx qpqpnm )2cos1()2cos1(2cossin   
де pm 2=  і qn 2= .  
Після піднесення до степенів p , q  і множення матимемо 
x2cos  як у парних, так і непарних степенях. Члени з непарними 
степенями інтегруються, як показано вище. Члени з парними сте-
пенями знову перетворюємо за формулами зниження степеня. 
Продовжуючи цей процес, дійдемо до інтегралів від сталих вели-
чин і функцій kxcos , які легко інтегруються. 
Зауваження 3. Для зниження степеня можна додатково вико-
ристати формулу 2/)2(sincossin xxx = .  
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Приклад 8. Знайти інтеграл  ∫= dxxxI 3cos3sin
22
.   
□  ( ) ==== 2222 6sin)2/1()3cos3(sin3cos3sin xxxxxI   
=
−
==== ∫ 2
12cos16sin6sin
4
16sin
4
1 222 xxdxxx   
Cxxdxx +−=−= ∫ 12sin)96/1()8/1()12cos1()8/1( .  ■  
     •  Якщо m  i n  – парні числа, з яких хоча б одне від'ємне, 
то робимо заміну txtg = , або txctg = ; 
Приклад 9. Знайти інтеграл   ∫= xdxI
4cos   
□  =+==== )1/(;; 2tdtdxtarctgxtxtgI   
=+=
+
=
+⋅+
= ∫∫∫ dttt
dt
tt
dt )1()1/(1)1/(1)1(
2
2222   
CxtgxtgCtt ++=++= 33 )3/1()3/1( . ■ 
Приклад 10. Знайти інтеграл  ( )∫= dxxxI 62 sincos .  
(Розв’яжіть самостійно, використовуючи підстановку txtg = ).  
 
1.1.7. Інтегрування виразів, що містять квадратний корінь  
із суми чи різниці квадратів  
Виокремлюють три типи таких інтегралів:   
1) ( )∫ − dxxaxR 22, ;    2) ( )∫ dxaxxR 22, + ;  
3) ( )∫ − dxaxxR 22, .  
Тут 0>a . Для знаходження кожного з цих інтегралів використо-
вується відповідна тригонометрична підстановка, що дозволяє по-
збутись ірраціональності.  
     •  В інтегралі першого типу вводиться заміна tax sin= , 
dttadx cos=   (або tax cos= , dttadx sin−= ).  
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     •  В інтегралі другого типу – ttgax = , tdtadx 2cos/=  
(або tctgax = , tdtadx 2sin/−= ).  
     •  В інтегралі третього типу – tax cos/= , 
ttdtadx 2cos/sin=   (або tax sin/= , ttdtadx 2sin/cos−= ).  
Приклад 1. Знайти інтеграли:  
а) ∫
−
2
29
x
dxx
;   б) ∫
+
6
32 )4(
x
dxx
;   в) ∫
−
2/32 )16(x
dx
.   
□  а) =
=−=−
==
=
−
∫ ttx
dttdxtx
dx
x
x
cos3)sin3(99
;cos3;sin39
222
2
   
=+=
−
=⋅= ∫∫∫∫ dtt
dt
t
dttdtt
t
t
22
2
2 sinsin
)sin1(
cos3)sin3(
cos3
  
====+−−= )3/(arcsin;3/sin xtxtCttctg   
( ) Cxxctg +−−= )3/(arcsin)3/(arcsin .   
б) =
=+=+
==
=
+
∫ tttgx
tdtdxttgx
dx
x
x
33232
2
6
32
cos8)44()4(
;cos2;2)4(
  
==
=
=
==⋅= ∫∫∫ 6626
3
4
1
cos
sin
sin
cos
4
1
cos
2)2(
cos8
u
du
dttdu
tu
t
dtt
t
dt
ttg
t
  
====+
−
⋅==
−
−
∫ tuxarctgtC
uduu sin;)2/(
54
1
4
1 56
   
( ) Cxarctg +−= − )2/(sin)20/1( 5 .  
в) ;cossin4;cos/4)16(
2
2/32 tdttdxtxx
dx
===
−
∫   
( ) ==−=− tttx 332/322/32 cossin6416)cos/4()16(   
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==
=
=
=== ∫∫∫ 2233
2
16
1
cos
sin
sin
cos
16
1
cossin64
cossin4
u
du
dttdu
tu
t
dtt
tt
tdtt
   
====+−⋅= tuxtCu sin;)/4(arccos)/1()16/1(    
( ) Cx +−= − )/4(arccossin)16/1( 1 .    ■  
Зауваження 1. Для інтегралів указаних типів можна застосу-
вати інші підстановки. Зокрема, інколи корисною є підстановка 
tax /= . 
Приклад 2. Знайти інтеграл  ∫
− 32xx
dt
.   
□  =−===
−
∫
2
2
3;3
3
tdtdxtx
xx
dx
  
( ) ( ) =−−=−
−
= ∫∫ 22
2
13
1
333
3
t
dt
tt
tdt
  
( ) ( ) ( ) CxCt +−=+−= 3arcsin31arcsin31 .   ■   
Зауваження 2. Якщо під знаком квадратного кореня стоїть 
квадратний тричлен cbxax ++2 , 0≠a , то виділивши повний 
квадрат двочлена ( ) ( ))4/()2/( 222 abcabxacbxax −++=++  і 
застосувавши заміну ( ))2/(|| abxat += ; || adtdx = , перехо-
димо до одного з розглянутих випадків суми чи різниці квадратів.  
Приклад 3. Знайти інтеграл  dxxxx∫ −− 56
2
.   
□  =+−+−−=−−=−−∫ )5996(5656 222 xxxxdxxxx   
;3;3)3(44)3( 22 +=−==−−=+−−= ∫ txxtdxxxx   
;cos2;sin24)3( 2 duudtutdxttdtdx ===−+== ∫   
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∫ ×⋅+==−=− uuuut cos2)3sin2(cos2)sin2(44 22   
;coscos12sincos8cos2 22 uzduuduuuduu ==+=× ∫∫    
=+⋅+−=−= ∫∫ duudzzduudz )2cos1()2/1(128sin 2   
++−=++⋅−= ∫∫ uuduuduz 6cos)3/8(2cos6638 33   
( ) =−===+⋅+ 2/)3(arcsin)2/(arcsin2sin)2/1(6 xtuCu   
( ) ( )+−+−−= 2/)3(arcsin62/)3(arcsincos)3/8( 3 xx   
( )( ) Cx +−+ 2/)3(arcsin2sin3 .   ■   
 
1.1.8. Інтеграли, що “не беруться”  
Диференціювання ґрунтується на формулах для похідної ко-
жної з операцій, за допомогою яких формуються елементарні фун-
кції. Тому похідна довільної елементарної функції також є елеме-
нтарною.  
При інтегруванні не існує відповідних формул для добутку, 
частки і суперпозиції функцій. Тому не кожну первісну, навіть ко-
ли вона існує, можна подати через елементарні функції у скінчен-
ному вигляді.  
Говорять, що інтеграл CxFdxxf +=∫ )()(  “не береться”, 
якщо первісна )(xF  – неелементарна функція.  
Такого типу первісні, що часто застосовуються в математиці 
та інших дисциплінах, називаються спеціальними функціями. Для 
них складені відповідні таблиці, побудовані графіки і створені 
комп’ютерні програми.  
Наведемо деякі інтеграли, що “не беруться”, і відповідні спе-
ціальні функції:  
  а) ( ) Cxdxе х +Φ=pi ∫ − )(21 22 , де первісна )(xΦ , що задоволь-
няє додатковій умові 0)0( =Φ , називається функцією Лапласа 
(інтегралом ймовірностей);  
   б) =∫ dx
x
xsin Si )(x C+ , де первісна Si )(x , що задовольняє 
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додатковій умові Si 0)( =x , називається інтегральним синусом;  
   в) ( ) =pi∫ dxx 2sin 2 S )(x C+  і ( ) =pi∫ dxx 2cos 2 C )(x C+ , де 
первісні S )(x  і C )(x , що задовольняють додатковій умові відпо-
відно S 0)( =x  і C 0)( =x , називаються інтегралами Френеля.   
 
1.2. Визначений інтеграл  
 
1.2.1. Інтегральна сума. Її геометричний і фізичний зміст  
Визначений інтеграл відіграє значну роль як у суто теоретич-
них дослідженнях, так i в практичних застосуваннях. До його об-
числення зводяться задачі знаходження площі фігури, об’єму тіла, 
центру ваги плоскої кривої, моменту інерції та інші.  
Нехай функція )(xfy =  визначена на відрізку ];[ ba . Ро-
зіб'ємо відрізок ];[ ba  на n  довільних (не обов’язково рівних) еле-
ментарних частин точками поділу nixi ,0, =  такими, що 
bx ...xx xxxa nii =<<<<<<<= −1210 ... . На кожному частин-
ному відрізку ];[ 1 ii xx −  візьмемо по одній довільній  (не обо-
в’язково середній) точці ic , ni ,1= . Обчислимо значення функції 
)( icf  і помножимо його на довжину відповідного частинного від-
різка 1−−=∆ iii xxx . Складемо суму отриманих добутків  
∑
=
∆=∆++∆++∆=
n
i
iinniin xcfxcfxcfxcffS
1
11 )()(...)(...)()( .  
Цей вираз називається інтегральною сумою для функції )(xf  на 
відрізку ];[ ba .  
Зауваження. Інтегральна сума )( fSn , як це випливає з її по-
будови, не є функцією змінної n  і не є функцією змінної x . Інтег-
ральна сума залежить як від способу розбиття, тобто від вибору 
точок поділу nixi ,0, = , так і від вибору точок ic , ni ,1=  по од-
ній на кожному частинному відрізку. 
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Геометричний зміст. Нехай функція )(xf  визначена, не-
від’ємна і неперервна на відрізку ];[ ba . Фігура, обмежена зверху 
графіком функції )(xfy = , знизу віссю Ox  і вертикальними пря-
мими ax =  і bx =  (рис.2), називається криволінійною трапеці-
єю. Знайдемо її площу S   
Добуток ii xcf ∆)(  чисельно дорівнює площі прямокутника 
iD  з основою ix∆  і висотою )( icf . Інтегральна сума )( fSn  чи-
сельно дорівнює площі східчастої фігури, утвореної з таких прямо-
кутників, і служить наближеним значенням площі криволінійної 
трапеції:  )( fSS n≈ .    
Фізичний зміст. Нехай матеріальна точка рухається вздовж 
деякої кривої l  з лінійною швидкістю )(tvv = . Треба знайти дов-
жину пройденого шляху S  за проміжок часу від α=t  до β=t . 
Розіб’ємо відрізок ];[ βα  на n  довільних частин точками 
β=<<<<<<=α
− nii ttttt ...... 110 . Розглянемо будь-який час-
тинний проміжок ];[ 1 ii tt − . Припустимо, що цей відрізок ];[ 1 ii tt −  
настільки малий, що швидкість на ньому )(tvv =  змінюється мало, 
а тому її можна наближено вважати сталою: )( icvv = , 
 
y  
x  1x1c 1−ix ixic0xa =
0)( ≥= xfy
iD
nxb =
Рис. 2 
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];[ 1 iii ttc −∈ . Тоді довжина шляху iS∆ , який пройдено точкою за 
час 1−−=∆ iii ttt  наближено дорівнює добутку ii tcv ∆)( :  
iii tcvS ∆≈∆ )( . Інтегральна сума ∑ = ∆=
n
i iin tcvvS 1 )()(  є набли-
женим значенням пройденого шляху за весь проміжок часу ];[ βα :   
)(vSS n≈ .  
 
1.2.2. Поняття визначеного інтеграла  
й умови його існування  
Нехай функція )(xfy =  визначена на відрізку ];[ ba , 
∑
=
∆= ni iin xcffS 1 )()(  – її інтегральна сума на ];[ ba . Позначимо 
через ix∆max  найбільшу з довжин відрізків ];[ 1 ii xx − , ni ,1= . Роз-
глянемо довільну послідовність інтегральних сум при умові 
0max →∆ ix . Очевидно, що при цьому число n  у розбитті прямує 
до нескінченності.  
Визначеним інтегралом від функції )(xf  на відрізку ];[ ba  
називається границя послідовності інтегральних сум при необме-
женому здрібненні розбиття відрізка ];[ ba :  
∑∫
=
→∆
∆=
n
i
ii
x
b
a
xcfdxxf
i 10max
)(lim)( ,  
де a  і b  – відповідно нижня і верхня межі інтегрування;  ];[ ba  
– відрізок інтегрування.  
Підкреслимо, що границя розглядається при будь-яких роз-
биттях відрізка ];[ ba  таких, що 0max →∆ ix , і при будь-якому 
виборі точок ic  на елементарних відрізках ];[ 1 ii xx − , ni ,1= .  
Зауваження 1. Не зважаючи на близькість позначень, неви-
значений і визначений інтеграли різні за суттю, оскільки невизна-
чений інтеграл – це сім’я функцій (первісних), а визначений інтег-
рал – це число (значення границі).  
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Геометричний зміст. Нехай функція )(xf  визначена, не-
від’ємна і неперервна на відрізку ];[ ba . Тоді визначений інтеграл 
∫
b
a
dxxf )(  чисельно дорівнює площі S  відповідної криволінійної 
трапеції:  ∫=
b
a
dxxfS )( .   
Фізичний зміст. Нехай матеріальна точка рухається вздовж 
деякої кривої l  з лінійною швидкістю )(tvv = . Тоді визначений 
інтеграл ∫
β
α
dttf )(  чисельно дорівнює пройденому шляху S  за 
проміжок часу ];[ βα :  ∫ βα= dttfS )( .  
Теорема 1 (необхідна умова інтегровності). Якщо функція 
інтегровна на деякому відрізку, то вона обмежена на ньому. 
□ Припустимо супротивне. Нехай функція )(xfy =  на відрі-
зку ];[ ba  необмежена. Тоді для довільного розбиття існує хоча б 
один елементарний відрізок ];[ 1 ii xx − , де функція необмежена. Ви-
бираючи на ньому відповідним чином точку ic , можна зробити 
значення функції )( icf , а з нею інтегральну суму )( fSn  як за-
вгодно великою. Тому скінченна границя для )( fSn  не існує.   ■  
Зауваження 2. Умова обмеженості функції є необхідною, але 
не є достатньою для інтегровності функції. Наприклад, функція 
Діріхле  



∈
∈
=
,,0
,,1)(
Ix
Qx
xD   де  Q  та I  – відповідно множини ра-
ціональних та ірраціональних чисел, є обмеженою, але вона неін-
тегровна на будь-якому відрізку.  
Теорема 2 (достатня умова інтегровності). Функція, непе-
рервна на відрізку, інтегровна на ньому. 
Ця теорема є наслідком більш загальної теореми, наведеної в 
п. 2.1.6.  
Зауваження 3. Розглядаючи визначені інтеграли, надалі бу-
демо припускати підінтегральну функцію неперервною на проміж-
ку інтегрування.  
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1.2.3. Формула Ньютона – Лейбниця  
Визначений інтеграл фактично відкрито понад 2000 років то-
му. Але широкого застосування він довго не мав, оскільки без-
посередньо знаходити границі інтегральних сум важко навіть у 
найпростіших випадках. Невизначений інтеграл відкрито значно 
пізніше (у XXVII столітті) і для нього розроблено досить ефективні 
методи обчислення. Тоді ж був встановлений зв’язок між цими ти-
пами інтегралів, що дозволило розширити сфери застосування ін-
тегрального числення.  
Теорема (Ньютона – Лейбниця). Нехай функція )(xfy =  
неперервна на відрізку ];[ ba  і )(xF  – яка-небудь її первісна на 
цьому відрізку. Тоді визначений інтеграл від функції )(xfy =  на 
відрізку ];[ ba  дорівнює приросту первісної )(xF  на цьому відріз-
ку:  
b
a
b
a
xFdxxf )()( =∫    – формула Ньютона – Лейбниця.   
Тут символом )()()( aFbFxF b
a
−=  позначено приріст первісної 
(читається:  “ )(xF  з підстановкою від a  до b ”). 
□  Розглянемо приріст )()( aFbF − . Перепишемо його, до-
даючи та віднімаючи значення функції в кожній внутрішній точці 
розбиття 121 ,...,, −nxxx , враховуючи, що bxax n == ,0 , та ви-
користовуючи на кожному елементарному відрізку формулу Ла-
гранжа, а потім зробимо граничний перехід:  
++−+−=− ...))()(())()(()()( 1201 xFxFxFxFaFbF   
iiiinn xcFxFxFxFxF ∆=−=−+ −− )(')()())()(( 11 ,  
=∆++∆+∆=∈
−− nniii xcFxcFxcFxxc )('...)(')('];[ 221111   
++∆+∆=== ...)()()()(' 2211 xcfxcfcfcF ii   
)()( fSxcf nnn =∆+ ;  )(lim))()((lim 00 fSaFbF nxx ii →∆→∆ =− .  
Таким чином   ∫=−
b
a
dxxfaFbF )()()( .   ■  
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Приклад. Знайти інтеграл  ∫
pi 2/
0
cos dxx .  
□  Використовуючи таблицю первісних та формулу Ньютона 
– Лейбниця, одержимо:  
10sin)2/(sinsincos 2/0
2/
0
=−pi==
pipi
∫ xdxx .   ■   
Зауваження. Формула Ньютона – Лейбниця залишається 
справедливою для будь-якої інтегровної на відрізку ];[ ba  функції 
)(xf , що має неперервну первісну )(xF , яка задовольняє умову 
)()(' xfxF =  на всьому відрізку ];[ ba  за винятком хіба що скін-
ченного числа точок.  
 
1.2.4. Властивості визначеного інтеграла  
Спираючись на означення та формулу Ньютона – Лейбниця, 
що зв’язує визначений інтеграл з невизначеним, можна встановити 
основні властивості визначеного інтеграла.  
Найпростіші властивості:  
1. Визначений інтеграл не залежить від позначення змінної 
інтегрування (змінна інтегрування є “німою”): 
∫∫ =
b
a
b
a
dttfdxxf )()( . 
2. Визначений інтеграл з однаковими межами інтегрування 
дорівнює нулю: 
0)( =∫
a
a
dxxf . 
3. Якщо переставити місцями межі інтегрування, то визна-
чений інтеграл тільки змінить знак: 
∫∫ −=
a
b
b
a
dxxfdxxf )()( . 
Властивість адитивності за проміжком:   
4. Для будь-яких трьох чисел a , b  і c  справедлива рівність 
∫∫∫ +=
b
c
c
a
b
a
dxxfdxxfdxxf )()()( , 
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якщо тільки всі ці інтеграли існують.  
Доведення спирається на властивість інтегральної суми, яку 
можна розділити на окремі частини, що відповідають частинам 
всього відрізка інтегрування.  
Властивості лінійності:   
5. Сталий множник можна виносити за знак визначеного ін-
теграла:  
∫∫ =
b
a
b
a
dxxfAdxxAf )()( ,  де constA = . 
□  =∆= ∑∫ =→∆
n
i iix
b
a
xcfАdxxAf
i
10max
)(lim)(  
∫∑ =∆= =→∆
b
a
n
i iix
dxxfАxcfA
i
)()(lim 10max .   ■  
6. Визначений інтеграл від алгебраїчної суми декількох функ-
цій дорівнює такій же алгебраїчній сумі інтегралів від кожної з 
цих функцій окремо. Так, у разі трьох функцій:  
∫∫∫∫ −+=−+
b
a
b
a
b
a
b
a
dxxhdxxgdxxfdxxhxgxf )()()())()()(( . 
Доведення спирається на відповідну властивість границі су-
ми.  
Властивості монотонності:   
7. Якщо підінтегральна функція неперервна і невід’ємна на 
відрізку ];[ ba , ];[,0)( baxxf ∈≥ , а верхня межа інтегрування 
більша або дорівнює нижній ab ≥ , то визначений інтеграл на 
цьому відрізку також невід’ємний: 
0)( ≥∫
b
a
dxxf . 
8. Якщо на відрізку ];[ ba , де ba < , функції )(xf  i )(xϕ  за-
довольняють нерівності  
)()( xxf ϕ≤ , то ∫∫ ϕ≤
b
a
b
a
dxxdxxf )()( . 
Іншими словами, нерівність між неперервними функціями можна 
інтегрувати почленно при умові, що верхня межа інтегрування 
більша нижньої.  
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□  Розглянемо різницю  
=−ϕ=−ϕ ∫∫∫
b
a
b
a
b
a
dxxfxdxxfdxx ))()(()()(  
∑
=→∆
∆−ϕ= ni iiix xcfci 10max ))()((lim . 
Тут кожна різниця 0)()( ≥−ϕ ii cfc , 0>∆ ix . Отже, кожен 
член суми додатний, додатна вся сума і невід’ємна її границя, тоб-
то 0))()(( ≥−ϕ∫
b
a
dxxfx . Звідси  
0)()( ≥−ϕ ∫∫
b
a
b
a
dxxfdxx   або  ∫∫ ≥ϕ
b
a
b
a
dxxfdxx )()( .  ■  
9. Абсолютна величина визначеного інтеграла не перевищує 
визначеного інтеграла від абсолютної величини підінтегральної 
функції при умові, що верхня межа інтегрування не менша за ни-
жню ab ≥ : 
∫∫ ≤
b
a
b
a
dxxfdxxf |)(|)( . 
□  За властивістю модуля  |)(|)(|)(| xfxfxf ≤≤− . Врахо-
вуючи властивість 8, з цього випливає  
∫∫∫ ≤≤−
b
a
b
a
b
a
dxxfdxxfdxxf |)(|)(|)(|   
або  ∫∫ ≤
b
a
b
a
dxxfdxxf |)(|)( .   ■  
 
1.2.5. Оцінка визначеного інтеграла.  
Теорема про середнє значення  
Теорема 1 (оцінка визначеного інтеграла). Якщо функція 
)(xf  інтегровна на відрізку ];[ ba , а m  і M  – відповідно її най-
менше і найбільше значення на цьому відрізку ];[ ba  і ba ≤ , то 
справедлива оцінка  
)()()( abMdxxfabm b
a
−≤≤− ∫ . 
□  За умовою Mxfm ≤≤ )( . Згідно властивості 8 визначе-
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ного інтеграла маємо  
∫∫∫ ≤≤
b
a
b
a
b
a
dxMdxxfdxm )( .  
Але    )(),( abMdxM   abmdxm b
a
b
a
−=−= ∫∫ .  
Після підстановки цих рівностей у попередню нерівність ма-
ємо шукану оцінку інтеграла.  ■ 
Геометричний зміст. Для неперервної невід’ємної на відрізку 
];[ ba  функції )(xf  площа відповідної криволінійної трапеції об-
межена знизу і зверху площами двох прямокутників з тією ж осно-
вою ab −  і висотою відповідно m  і M  (рис. 3).  
Приклад 1. Оцінити інтеграл  
∫ +=
2
0
49 dxxI .  
□ Знайдемо найменше і най-
більше значення підінтегральної 
функції 49)( xxfy +==  на 
відрізку інтегрування ]2;0[ :  
092' 43 =+= xxy ;  0=x ;   
309)0( 4 =+=f ;   
529)2( 4 =+=f ; 3)(min
]2;0[
==
∈
xfm
x
;  5)(max
]2;0[
==
∈
xfM
x
.    
Тоді   )02(5)02(3 −⋅≤≤−⋅ I ;  106 ≤≤ I .   ■   
Для функції )(xf , інтегровної на відрізку ];[ ba , середнім 
інтегральним значенням на цьому відрізку називається число µ , 
яке визначається рівністю 
( )∫−=µ ba dxxfab )()/(1 . 
Теорема 2 (про середнє значення). Якщо функція )(xf  непе-
рервна на відрізку ];[ ba , то на інтервалі );( ba  існує хоча б одна 
точка c  така, що середнє інтегральне µ  функції )(xf  на відрізку 
a  b  
m  
0)( ≥= xfy  
O  x  
y
 
Рис. 3  
M  
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];[ ba  дорівнює значенню функції )(cf  в цій точці:  
( )∫−=µ= ba dxxfabcf )()/(1)( .  
□  Нехай ba < . Якщо m  і M  найбільше і найменше значен-
ня функції )(xf  на відрізку ],[ ba , то на підставі теореми 1 маємо: 
( ) Mdxxfabm b
a
≤−≤ ∫ )()/(1 . 
Вираз, який розташований всередині цієї нерівності, дорів-
нює µ . Тобто, Mm ≤≤ µ . Тоді за теоремою про проміжне зна-
чення неперервної на відрізку функції при деякому значенні c  
)( bca <<  будемо мати )(cf=µ .    ■  
Геометричний зміст. Для неперервної невід’ємної на відрізку 
];[ ba  функції )(xf  всередині цього відрізка знайдеться хоча б 
одна точка c  така, що площа відповідної криволінійної трапеції 
дорівнює площі прямокутника з тією ж основою ab −  і висотою 
)(cf=µ  (рис. 4).  
 
Приклад 2. Сила 
змінного струму 
)/2(sin0 Ttii pi= , де 0i  – 
амплітуда;  T  – період;  t  – 
час. Знайти ефективну силу 
струму ei  – квадратний ко-
рінь із середнього за період 
значення 2i  квадрата сили 
струму.  
 
□  
( ) ( ) =pi=−=µ= ∫∫ TT dtTtiTdtiTi 0 200 22 )/2(sin)/1()0/(1   
2
4
sin
422
)/4(cos11 20
0
2
0
0
2
0
i
T
tT
t
T
idtTti
T
TT
=




 pi
pi
−=
pi−
⋅⋅= ∫ .  
c  a  b  
)(cf=µ  
0)( ≥= xfy  
O  x  
y
 
Рис. 4  
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Тоді ефективна сила струму  22 0
2
0
2 iiiie === . ■   
Приклад 3. Знайти середнє значення інтеграла  
∫
−
−+=
1
1
34 )245( dxxxI . (Розв’яжіть самостійно).  
 
1.2.6. Визначений інтеграл зі змінною верхньою межею  
Окрім інтегралів, що мають фіксовані верхню та нижню межі 
інтегрування, розглядаються також інтеграли зі змінними межами. 
Якщо функція )(xf  інтегровна на відрізку ];[ ba  і x  – довільна 
точка цього відрізка, ];[ bax ∈ , то існує визначений інтеграл 
∫
x
a
dttf )( . (Для зручності змінну інтегрування позначено іншою 
буквою t , ніж верхню x  межу інтегрування). Цей інтеграл є де-
якою функцією змінної x : 
∫=Φ
x
a
dttfx )()(  
яку називають інтегралом зі змінною верхньою межею.  
Теорема. Якщо функція )(xf  неперервна на відрізку ];[ ba , 
то похідна по x  визначеного інтеграла зі змінною верхньою ме-
жею ∫
x
a
dttf )(  дорівнює значенню підінтегральної функції для цієї 
межі x :  
)()()(' xfdttf
dx
d
x
x
a
==Φ ∫ . 
□  За формулою Ньютона – Лейбниця маємо:  
( ) =−===Φ ∫ )()()()()(' aFxFdx
d
tF
dx
ddttf
dx
d
x
x
a
x
a
   
)()(' xfxF == .   ■   
Зауваження. 0)()( ==Φ ∫
a
a
dttfa . Таким чином, інтеграл зі 
змінною верхньою межею ∫=Φ
x
a
dttfx )()(  є первісною для піді-
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нтегральної функції )(xf , при цьому 0)( =Φ a . 
Приклад. Знайти інтеграл зі змінною верхньою межею 
∫
−
x dtt
4
2/3
. Показати, що похідна від нього дорівнює значенню пі-
дінтегральної функції для верхньої межі.  
□ Використовуючи таблицю первісних та формулу Ньютона 
– Лейбниця, дістанемо:  
124222 2/12/12/1
4
2/1
4
2/3 +−=⋅+−=−= −−−−−∫ xxtdtt
xx
. 
Знайдемо похідну від цього виразу за змінною x . Тоді  
)(')12( 2/32/1 xfxx ==+− −− .  ■  
 
1.2.7. Заміна змінної у визначеному інтегралі  
Теорема. Нехай функція )(xfy =  неперервна на відрізку 
];[ ba , а функція )(tx ϕ=  неперервна разом зі своєю похідною 
)('' tx ϕ=  і монотонна на відрізку ];[ βα , причому a=αϕ )(  і 
b=βϕ )( . Тоді справедлива формула заміни змінної у визначено-
му інтегралі  
;)(;)(';)()( 1 xtdttdxtxdxxfb
a
−ϕ=ϕ=ϕ==∫   
∫
β
α
−− ϕϕ=ϕ=βϕ=α dtttfba )('))(()(;)( 11 ,  
де  )(1 xt −ϕ=  – обернена функція.  
□  Якщо )(xF  – деяка первісна для функції )(xf , то можемо 
записати  
∫ += CxFdxxf )()( ;   CtFdtttf +=∫ ))(()('))(( ϕϕϕ .  
Справедливість останньої рівності перевіряється диференці-
юванням обох частин по t . З цих рівностей відповідно маємо:  
)()()()( aFbFxFdxxf b
a
b
a
−==∫ ;   =ϕϕ∫
β
α
dtttf )('))((   
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)()())(())(())(( aFbFFFtF −=αϕ−βϕ=ϕ= β
α
.   
Праві частини одержаних виразів рівні, отже, ліві частини 
теж рівні:   ∫∫
β
α
ϕϕ= dtttfdxxfb
a
)('))(()( .   ■  
Зауваження 1. При заміні змінної значення функції )(tϕ  не 
повинні виходити за межі відрізка ];[ ba , коли аргумент t  зміню-
ється на проміжку ];[ βα , причому a=αϕ )(  і b=βϕ )( . Моно-
тонна на ];[ βα  функція )(tx ϕ=  ці умови задовольняє.  
Зауваження 2. Аналогічно випадку невизначеного інтеграла, 
формула заміни змінної може використовуватись як в прямому, так 
і в зворотному напрямку.  
Зауваження 3. Виконуючи заміну змінної у визначеному інте-
гралі, немає потреби повертатися до початкової змінної: якщо об-
числено один з визначених інтегралів формули заміни, то маємо 
деяке число; цьому числу дорівнює також інший інтеграл.  
Приклад 1. Обчислити інтеграл ∫
+
−
=
8
3 1
3 dx
x
xI .  
□  =
=+==+=+=
=−==+
=
318;213;1
;2;1;1
21
22
ttxt
dttdxtxtx
I    
∫∫∫∫ =−=−=
−−
=
3
2
3
2
2
3
2
2
3
2
2
82)4(2231 dtdttdtttdt
t
t
  
3/14)23(8)23()3/2(8)3/2( 3332
3
2
3
=−⋅−−⋅=−= tt .   ■  
Приклад 2. Обчислити інтеграл  ∫
−
−
++
+
=
1
2
24
3
65
52 dx
xx
xxI .  
□ ;)52(2)254(;65 3324 dxxxdxxxdtxxtI +=⋅+=++==   
;426)2(5)2(;)2/1()52( 2413 =+−⋅+−==+ tdtdxxx   
 54 
====+−⋅+−= ∫
12
42
12
42
24
2 ||ln)2/1(2126)1(5)1( tt
dt
t    
)7/2ln()2/1(|)42|ln|12|(ln)2/1( =−⋅= .   ■  
Приклад 3. Обчислити: а) ∫
+−
−
7
2
4
153
53
x
dxx
;  б) ∫
−
4
2
4
2 4 dx
x
x
. 
(Розв’яжіть самостійно, використовуючи відповідно підстановки:  
а) 453 tx =− ;  б) tx cos/2= ).  
Зауваження 4. При обчисленні визначеного інтеграла заміну 
змінної можна проводити у відповідному невизначеному інтегралі. 
Тоді треба повернутись до початкової змінної і скористатися фор-
мулою Ньютона – Лейбниця. Звичайно цим користуються у прос-
тих випадках, коли заміну здійснюють усно.  
Приклад 4. Обчислити інтеграл ∫
pi
+
=
2/
0 cos54 x
dxI , виконую-
чи заміну змінної у відповідному невизначеному інтегралі.  
□ ∫∫
+
−
===
+
=
+
=
pi
;
1
1
cos;
2cos54cos54 2
22/
0 t
t
x
x
tgt
x
dx
x
dxI   
=
+−⋅+
+
=
+
== ∫ )1()1(54
)1(2
1
2
;2 22
2
2 tt
tdt
t
dtdxtarctgx   
=+
+
−
⋅
⋅
⋅−=
−
−= ∫ Ct
t
t
dt
3
3ln
32
12
9
2 2   
=
+
−
−=+
+
−
−=
pi 2/
0
3)2/(
3)2/(ln
3
1
3)2/(
3)2/(ln
3
1
xtg
xtgC
xtg
xtg
  
2ln
3
1
30
30ln
3)4/(
3)4/(ln
3
1
=







+
−
−
+pi
−pi
−=
tg
tg
tg
tg
.   ■  
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1.2.8. Інтегрування частинами у визначеному інтегралі  
Нехай )(xuu =  i )(xvv =  – диференційовні функції від x  на 
відрізку ];[ ba . Тоді  uvvuuv ''')( += . Інтегруємо обидві частини 
рівності у межах від a  до b , маємо  
∫∫∫ +=
b
a
b
a
b
a
dxvudxvudxvu ''')( . 
Оскільки Cvudxvu +=∫ ')( , тому 
b
a
b
a
vudxvu =∫ ')( .  
Отже   ∫∫ +=
b
a
b
a
b
a
dvuduvvu .  Звідси остаточно маємо фор-
мулу інтегрування частинами у визначеному інтегралі  
∫∫ −=
b
a
b
a
b
a
duvvudvu ,  
що відрізняється від аналогічної формули для невизначеного інте-
грала тільки наявністю меж інтегрування.  
Приклад 1. Обчислити інтеграл ∫=
2
1
dxxeI x .  
□ Нехай xu = , dxedv x= . Тоді dxdu = , xev = . Застосовую-
чи формулу інтегрування частинами для визначеного інтеграла, 
маємо: 
2222
1
22
1
2
1
22 eeeeeeeedxexeI xxx =+−−=−−=−= ∫ .  ■  
Приклад 2. Обчислити інтеграл   
∫
−
−−=
0
2
2 2cos)8124( dxxxxI .  
□  =
=−=
=−−=
=
xvdxxdu
dxxdvxxuI
2sin)2/1(;)128(
;2cos;8124 2
  
=−⋅−−−= ∫
−
−
0
2
0
2
2 )128(2sin)2/1(2sin)2/1)(8124( dxxxxxx   
;2;322sin)32(24sin32 0
2
dxduxudxxx =−==−−= ∫
−
  
−=−== 4sin322cos)2/1(;2sin xvdxxdv   
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( )=⋅−−−⋅−− ∫
−
−
0
2
0
2 22cos)2/1(2cos)2/1()32(2 dxxxx   
+−=−+−= ∫
−
34sin322cos24cos734sin32 0
2
dxx    
34cos74sin312sin)2/1(24cos7 02 −+=⋅−+ −x .  ■  
Приклад 3. Обчислити інтеграл  ∫
pi
=
2/
0
4 5cos dxxeI x .  
□  ;5sin5;;5cos 4 dxxdudxedvxuI x −====    
( ) ∫ pipi ×−⋅== 2/0 42/044 )4/1()4/1(5cos)4/1( xxx eexev   
=+−=−× ∫
pi 2/
0
4 5sin)4/5(4/1)5sin5( dxxedxx x   
======
xx evdxxdudxedvxu 44 )4/1(;5cos5;;5sin   
( ) ∫ pipi × −⋅+−= 2/0 4
2/
0
4 )4/1()4/1(5sin)4/5(4/1 xx eex   
) ∫ pipi −+−=× 2/0 42 5cos)16/25()16/5(4/15cos5 dxxeedxx x ;  
IeI )16/25()16/5(4/1 2 −+−= pi ;  41/)45( 2 −= pieI . ■   
Зауваження. Розглянемо визначений інтеграл ∫
b
a
dttz )( , де 
)()()( tyitxtz +=  – комплекснозначна функція дійсного аргумен-
ту t ;  i  – уявна одиниця, 12 −=i . Аналогічно операції диференці-
ювання, за означенням окремо інтегруються дійсна )(tx  й уявна 
)(ty  частини:  
∫∫∫ +=
b
a
b
a
b
a
dttyidttxdttz )()()( . 
Таким чином, дійсна частина інтеграла 
∫∫ =
b
a
b
a
dttxdttz )()(Re , уявна частина ∫∫ =
b
a
b
a
dttydttz )()(Im . Ця 
властивість може бути корисною для знаходження деяких дійсних 
інтегралів.  
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Приклад 4. Обчислити інтеграл ∫
pi
=
2/
0
4 5cos dxxeI x  з попе-
реднього прикладу 3, використовуючи комплексні функції дійсно-
го аргументу.  
□ Розглянемо допоміжний інтеграл ∫
2/
0
54pi dxee xix . За фор-
мулою Ейлера xixe xi 5sin5cos5 += . Тоді =xixee 54  
xiexe xx 5sin5cos 44 +=  і += ∫∫
pipi 2/
0
42/
0
54 5cos dxxedxee xxix  
∫
pi
+
2/
0
4 5sin dxxei x . Отже, шуканий інтеграл є дійсною частиною 
введеного допоміжного інтеграла  
∫∫∫
pi +pipi
===
2/
0
)54(2/
0
542/
0
4 ReRe5cos dxedxeedxxeI xixixx . 
Знайдемо інтеграл  
( ) ( ) −+=+= pi+pi+pi +∫ 2/)54(2/0)54(
2/
0
)54( )54/(1)54/(1 ixixi eieidxe  
( )
=
+
−pi+pi
=
+
−
=
+
−
pipipi
i
ie
i
ee
i
e
i
54
1)2/5(sin)2/5(cos
54
1
54
22/520
 
=
−
+−−
=
−+
−−
=
+
−
= 2
22222
2516
5454
)54)(54(
)54)(1(
54
1
i
iieie
ii
iie
i
ie pipipipi
 
41
54
41
45
2516
)54(45 2222 +
+
−
=
+
++−
=
pipipipi eieeie .  
Таким чином,  41/)45(Re 22/
0
54
−==
pipi
∫ edxeeI
xix
.  ■  
 
1.3. Невласні інтеграли 
При вивченні визначеного інтеграла виходили з двох умов:  
а) скінченність проміжку інтегрування;  б) неперервність (або хоча 
б обмеженість) підінтегральної функції.  
Якщо хоча б одна з цих умов порушується, то наведене вище 
означення визначеного інтеграла стає неприйнятним. 
Так у випадку нескінченного проміжку інтегрування його не 
можна розбити на n  частинних відрізків скінченної довжини, а у 
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випадку необмеженої функції інтегральна сума явно не має скін-
ченної границі.  
Узагальнюючи поняття визначеного інтеграла на ці випадки, 
приходимо до невласного інтеграла – інтеграла на необмеженому 
проміжку або від необмеженої функції.   
 
1.3.1. Невласні інтеграли по нескінченному 
проміжку (першого роду) 
Інтеграл по нескінченному проміжку від обмеженої функції 
також називають невласним інтегралом першого роду.  
Нехай функція )(xf  визначена на вправо нескінченному 
проміжку );[ +∞a  й інтегровна на будь-якому відрізку ];[ ba , де 
+∞<<<∞− ba . Тоді границю  ∫
+∞→
b
ab
dxxf )(lim  називають не-
власним інтегралом з нескінченною верхньою межею і познача-
ють  ∫
+∞
a
dxxf )( . Таким чином,  
∫∫
+∞→
+∞
=
b
aba
dxxfdxxf )(lim)(
 .  
Якщо вказана границя існує і скінченна, то невласний інтег-
рал називають збіжним, а підінтегральну функцію )(xf  – інтег-
ровною на нескінченному проміжку );[ +∞a . Сама границя при-
ймається за значення цього інтеграла.  
Якщо ж вказана границя нескінченна або взагалі не існує, то 
невласний інтеграл називається розбіжним, а функція )(xf  – не-
інтегровною на );[ +∞а . 
Невласний інтеграл з нескінченною нижньою межею ви-
значається аналогічно (на вліво нескінченному проміжку ];( b−∞ ):  
∫∫
−∞→∞−
=
b
aa
b dxxfdxxf )(lim)(
 . 
Невласний інтеграл з обома нескінченними межами ви-
значається рівністю  
∫∫∫
+∞
∞−
+∞
∞−
+=
c
c dxxfdxxfdxxf )()()(
 ,  
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де c  – довільне фіксоване дійсне число. Інтеграл ліворуч у цій  
формулі існує (є збіжним) лише тоді, коли є збіжними обидва ін-
теграли праворуч. Можна довести, що інтеграл, визначений цією 
рівністю, не залежить від вибору числа c .  
З наведених означень випливає, що невласний інтеграл не є 
границею інтегральних сум, а є границею визначеного інтеграла зі 
змінною межею інтегрування.  
Збіжні невласні інтеграли мають усі основні властивості зви-
чайних визначених інтегралів. Тому при розгляді невласного інте-
грала перш за все виникає питання про його збіжність, яке вирішу-
ється або його безпосереднім обчисленням, або за допомогою спе-
ціальних ознак збіжності. 
Геометричний зміст. Нехай функція )(xf  неперервна і не-
від’ємна на проміжку );[ +∞а , а відповідний невласний інтеграл 
∫
+∞
a
dxxf )(  збігається. Тоді природно вважати, що він визначає 
площу необмеженої області – трапеції з нескінченною основою, 
що на рис. 5 позначена похилими та перехресними штрихами. По-
чинаючи з деякого значення b , ця площа приблизно дорівнює 
площі обмеженої області, яка позначена на рис. 5 перехресними 
штрихами. Тобто, при +∞→x  функція )(xf  прямує до нуля на-
стільки швидко, що площа відповідної нескінченної криволінійної 
трапеції виявляється скінченною.  
 
 
Приклад 1. Обчислити дані невласні інтеграли або встанови-
ти їх розбіжність:  
а) 
122 −
∫
+∞
x
dx
;     б) ∫
+∞
−+
+
3
2 103
)32(
xx
dxx
;     в) ∫
∞−
+
2
6
2
64x
dxx
.  
Рис. 5  
0)( ≥= xfy  
y
a b
xO
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□  а) ×=
+
−
=
−
=
−
=
+∞→+∞→
+∞
∫∫ 2
1
1
1lnlim
2
1
1
lim
1 22
2
2
2
b
b
b
b x
x
x
dx
x
dxI  
( ) 3ln)2/1()3ln1)(ln2/1()3/1ln()1/()1(lnlim =+=−+−×
+∞→
bb
b
.  
Невласний інтеграл збігається. Його значення  3ln)2/1(=I .  
б) =
−+
+
=
−+
+
= ∫∫
+∞→
+∞ b
b
dx
xx
x
xx
dxxI
3
2
3
2 103
32lim
103
)32(
  
==
−+==−⋅+=
+=−+=
= ∫
−+
+∞→
103
8
2
2
2
1
2 2
lim
103;810333
;32;103 bb
b t
dt
bbtt
xdtxxt
  
( ) +∞=−−+==
+∞→
−+
+∞→
|8|ln|103|lnlim||lnlim 21038
2
bbt
b
bb
b
.  
Невласний інтеграл розбігається.  
в) =
===
==
=
+
=
+
= ∫∫
−∞→
∞−
82;
;3;
64
lim
64 32
3
1
232
6
22
6
2
tat
dxxdtxt
x
dxx
x
dxxI
a
a
  
( −==
+
=
−∞→−∞→−∞→
∫ 1lim24
1
88
1lim
3
1
8
lim
3
1 88
22
33
arctgtarctg
t
dt
a
a
a
a
a
   
) 32/)2/4/()24/1()8/( 3 pi=pi+pi=− aarctg .       
Невласний інтеграл збігається. Його значення  32/pi=I .  ■  
Приклад 2. Встановити, при яких значеннях α  інтеграл 
∫
+∞
α
1 x
dx
 збігається і при яких розбігається. 
□ 1) Нехай 1≠α . Тоді 





−
α−
=
α−
=
−α−αα∫ 1
1
1
1
)1(
1
1
1
1
1 bxx
dx
bb
;  



<α∞+
>α−α
=





−
α−
=
−α+∞→α+∞→
∫
. якщо
якщо
bx
dx
b
b
b 1,
;1),1/(1
11
1
1limlim 1
1
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2) Нехай 1=α . Тоді  +∞=== ∫∫
+∞→
b
b
b
b
x
dxbx
x
dx
1
1
1
lim;lnln . 
Отже, інтеграл ∫
+∞
α
1 x
dx
 збігається при 1>α  і розбігається 
при 1≤α .   ■  
Зауваження 1. Якщо симетричний невласний інтеграл 
∫
+∞
∞−
dxxf )(  розбігається, то все ж може збігатись так зване голо-
вне значення цього інтеграла: 
∫∫
−+∞→
+∞
∞−
=
a
aa
dxxfdxxfvp )(lim)(.. . 
Приклад 3. Перевірити, що даний симетричний невласний ін-
теграл  розбігається, а його головне значення збігається:  
∫
+∞
∞−
+
++ dx
x
xx
1
4
2
3
.  
□  Спочатку знайдемо відповідний невизначений  інтеграл:  
∫∫∫∫∫ =
+
+=
+
+
+
+
=
+
++
1
4
1
4
11
4
222
3
2
3
x
dxdxxdx
x
dx
x
xxdx
x
xx
  
Cxarctgx ++= 42/2 .  
Тоді     ++=
+
++
−∞→
+∞
∞−
∫
02
2
3
)42/(lim
1
4
aa
xarctgxdx
x
xx
  
{ { pi+∞+pi+∞−=++
+∞→−∞→+∞→
22)42/(lim
0
2
bприaпри
b
b
xarctgx .   
Границя не існує. Отже, інтеграл розбігається.  
=+=
+
++
−+∞→
+∞
∞−
∫
a
aa
xarctgxdx
x
xx
vp )42/(lim
1
4
..
2
2
3
    
pi=pi⋅==
+∞→
4)2/(8lim8 aarctg
a
.    
Головне значення інтеграла збігається і дорівнює pi4 . ■ 
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Зауваження 2. При обчисленні невласних інтегралів для ско-
рочення іноді застосовують запис, аналогічний формулі Ньютона – 
Лейбниця. Наприклад,   
)()()()( aFFxFdxxf
aa
−+∞==
+∞+∞
∫ ,  де )(lim)( xFF
x +∞→
=+∞ .  
Аналогічно узагальнюється формула інтегрування частинами:  
∫∫
∞++∞∞+
−=
aaa
duvvudvu .  
Приклад 4. Обчислити невласний інтеграл ∫
∞−
=
0 4/ dxexI x  
або встановити його розбіжність.  
□  ======= ∫
∞−
4/4/0 4/ 4;;; xxx evdxdudxedvxudxexI   
( ) ===⋅−−=−⋅= ∞−
∞−
∞−
∞−∞−
∫ 044444
04/0 4/04/ eeedxeex xxx   
16)(160 0 −=−−= −∞ee . Інтеграл збігається і дорівнює 16− . ■   
Зауваження 3. Застосування заміни змінної може звести не-
власний інтеграл до звичайного визначеного інтеграла.    
Приклад 5. Обчислити невласний інтеграл ∫
+∞
+0
2/52
2
)1(x
dxx
 або 
встановити його розбіжність.  
□  =+===
+
∫
+∞
2/52
2
0
2/52
2
)1(;
cos
;tg)1( xt
dtdxtx
x
dxx
  
;00;;cos1)1( 152/52 ====+= arctgtxarctgttttg     
==⋅=
pi
=+∞= ∫∫
pipi 2/
0
2
2/
0
25
2
2 cossin
cos
1
cos12
)( dtttdt
tt
ttg
arctgt   
==pi====== 1)2/(sin;00sin;cos;sin 21 uudttdutu   
3/1)3/( 1
0
3
== u . Інтеграл збігається і дорівнює 3/1 . ■   
 
 63 
1.3.2. Невласні інтеграли від необмежених функцій  
(другого роду)  
Інтеграл по скінченному проміжку від необмеженої функції 
також називають невласним інтегралом другого роду.  
Розглянемо інтеграл ∫
−
1
1
2xdx . За формулою Ньютона – Лей-
бниця маємо 211)/1( 11
1
1
2
−=−−=−=
−
−
∫ xxdx . Отримали хибний 
результат – від'ємне значення інтеграла від додатної функції. Це 
пояснюється неправомірним застосуванням формули до розривної 
функції.  
Використаємо наступний підхід:  1) ізолюємо точку розриву 
разом з невеликим околом;  2) обчислимо інтеграл по частинах 
відрізка, що залишились;  3) зробимо граничний перехід при стягу-
ванні околу ізоляції в точку розриву. Якщо існує скінченна грани-
ця, то візьмемо її за значення інтеграла.  
Нехай функція )(xf  неперервна на всьому відрізку ];[ ba  за 
винятком скінченного числа точок, у яких функція необмежена. 
Точка ];[ bac ∈  називається особливою точкою функції )(xf , 
якщо функція необмежена в ній, тобто ∞→)(xf  при cx → .  
Зауваження 1. В особливій точці c  функція )(xf  має верти-
кальну асимптоту cx = . Такою може бути внутрішня точка облас-
ті визначення, в якій функція має розрив другого роду, або кінцева 
точка інтервалу області визначення.  
Нехай bx =  – єдина особлива точка функції )(xf  на відріз-
ку ];[ ba , тобто )(xf  неперервна на інтервалі );[ ba  і 
∞=
−→
)(lim
0
xf
bx
 (рис. 6).  
Тоді функція )(xf  інтегровна на відрізку ];[ ε−ba  при до-
вільному 0>ε  такому, що ab >− ε . Невласним інтегралом від 
необмеженої функції називається границя  
∫∫
ε−
+→ε
=
b
a
b
a
dxxfdxxf )(lim)(
0
 .  
Якщо вказана границя існує і скінченна, то невласний інтег-
рал називають збіжним, а підінтегральну функцію )(xf  – інтег-
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ровною на відрізку ];[ ba . Сама границя приймається за значення 
цього інтеграла. Якщо ж ця границя нескінченна або взагалі не 
існує, то інтеграл називають розбіжним.  
Геометричний зміст. Невласний інтеграл =∫
b
a
dxxf )(  
∫
ε−
+→ε
=
b
a
dxxf )(lim
0
, якщо він збігається, у випадку невід’ємної 
функції )(xf  визначає площу необмеженої області – відповідної 
трапеції з нескінченною висотою. Починаючи з деякого значення 
0>ε , ця площа приблизно дорівнює площі обмеженої області, що 
заштрихована на рис. 6.  
Аналогічно, якщо ax =  – єди-
на особлива точка, то невласний ін-
теграл визначається так:  
∫∫ ε++→ε=
b
a
b
a
dxxfdxxf )(lim)(
0
 .  
Якщо )(xf  необмежена в око-
лі якої-небудь однієї внутрішньої 
точки );( bас∈ , то за умови існу-
вання обох невласних інтегралів 
∫
c
a
dxxf )(  і ∫
b
c
dxxf )(  за означен-
ням покладають:  
∫∫∫ +=
b
c
c
a
b
a
dxxfdxxfdxxf )()()(
 . 
Нарешті, якщо a  та b  – особливі точки, то за умови існуван-
ня обох невласних інтегралів ∫
d
a
dxxf )(  і ∫
b
d
dxxf )(  за означен-
ням покладають  
∫∫∫ +=
b
d
d
a
b
a
dxxfdxxfdxxf )()()(
 ,  
де d  – довільна фіксована точка інтервалу );( ba .  
Зауваження 2. Невласний інтеграл другого роду за своїм за-
писом нічим не відрізняється від звичайного визначеного інтегра-
Рис. 6  
0)( ≥= xfy  
y
a b
xO
ε−b
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ла. Тому треба перевіряти, чи не містить проміжок інтегрування 
особливих точок.  
Приклад. Обчислити дані невласні інтеграли або встановити 
їх розбіжність:  
а) ∫
1
0
ln dxx ; б) ∫
−
9
0 3
4)1(x
dx
; в) ∫
−
1
0
2 arcsin)1( xx
dx
; д) ∫
−
4
2
2 4xx
dx
.  
□ а) ;;;lnlnlimln 1
00
1
0
xdxdudxdvxudxxdxx ===== ∫∫ ε++→ε   ( ) ( )=−εε−=⋅−== ε
+→εε
ε
+→ε
∫
1
0
11
0
|ln1lnlim|lnlim xxdxxxxxv     
=∞⋅=−εε−=ε+−εε−=
+→ε+→ε
01lnlim)1ln(lim
00
  
=−
ε−
ε
−=−
ε
ε
−=
∞
∞
=−
ε
ε
−=
+→ε+→ε+→ε
1)/1(
/1lim1
')/1(
')(lnlim1
/1
lnlim 2000   
11lim
0
−=−ε=
+→ε
.  Інтеграл збігається і дорівнює 1− .     
б)  =∈==−=
−
∫ ]9;0[1;0)1()1(
3 4
9
0 3
4
xx
x
dx
   
+−=−+−= ∫∫∫
ε−
−
+→ε
−−
1
0
3/4
0
9
1
3/41
0
3/4 )1(lim)1()1( dxxdxxdxx   
=+−−=−=−+ −−δ+
−
+→δ ∫∫ Сxdxxdxx
3/13/49
1
3/4
0
)1(3)1()1(lim   
( ) ( ) =−−−−=+−−=
δ++→δ
ε−
+→ε
9
1
3
0
1
0
3
0
3 11lim311lim313 xxCx   
( ) ( ) +∞=δ−−−−ε−−=
+→δ+→ε
33
0
33
0
181lim3111lim3 .   
Невласний інтеграл розбігається.  
в)  
;0arcsin01
;0arcsin)1(
arcsin)1( 2
21
0
2
==−
=−
=
−
∫
xабоx
xx
xx
dx
  
=∈=∈=∉−= ]1;0[0;]1;0[1;]1;0[1 321 xxx   
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=
−
+
−
= ∫∫
1
2/1
2
2/1
0
2 arcsin)1(arcsin)1( xx
dx
xx
dx
   
=
−
+
−
= ∫∫
δ−
+→δ
ε
+→ε
1
2/1
20
2/1
20 arcsin)1(
lim
arcsin)1(
lim
xx
dx
xx
dx
  
;arcsin;1;arcsin 11
2 ε=−=== txdxdtxt   
=δ−=pi=== )1(arcsin;6/)2/1(arcsin 222112 ttt   
+=+=
pi
ε+→ε
δ−
pi
+→δ
pi
ε
+→ε
∫∫
6/
arcsin0
)1arcsin(
6/0
6/
arcsin0
2limlimlim t
t
dt
t
dt
  
( ) ×+ε−pi=+
+→ε
δ−
pi→δ
2arcsin6/lim22lim
0
)1arcsin(
6/0
t    
( ) =pi−pi+pi=pi−δ−×
+→δ
6/22/26/26/)1arcsin(lim
0
 
pi= 2 .  Невласний інтеграл збігається і дорівнює pi2 .  
д)  =
∈=∉=
=−=−
=
−
∫ ]4;2[4;]4;2[0
;0)4(;04
4 21
24
2
2
xx
xxxx
xx
dx
   



=
=−
=
=
=+−
=





−
+=
−
= ∫∫
ε−
+→ε
ε−
+→ε 14
14
4
0
1)4(
4
lim
4
lim
4
20
4
2
20
B
A
x
x
BxxA
dx
x
B
x
A
xx
dx
  
( −−=






−
−−=
=
−= ε−
+→ε
ε−ε−
+→ε
∫∫
4
20
4
2
4
20
||lnlim
4
1
4
lim
4
1
4/1
4/1
x
x
dx
x
dx
B
A
  
) ( +ε−−−ε−−=−−
+→ε
ε− ||ln|2|ln|4|lnlim)4/1(|4|ln
0
4
2x   
) ( ) −∞=ε−ε−−=−+
+→ε
||ln|4|lnlim)4/1(|2|ln
0
.    
Невласний інтеграл розбігається.    ■  
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1.3.3. Ознаки збіжності невласних інтегралів 
У багатьох задачах немає потреби обчислювати невласний 
інтеграл, а досить знати, збіжний він чи ні. Для з'ясування цього 
питання без обчислення самого інтеграла використовуються озна-
ки збіжності. Наведемо деякі з них для випадку невласних інтег-
ралів першого роду з нескінченною верхньою межею. Для інших 
типів невласних інтегралів ознаки аналогічні.  
Зауваження 1. Збіжність невласного інтеграла з нескінченною 
верхньою межею залежить лише від поведінки функції на нескін-
ченності (при +∞→x ), тобто невласні інтеграли ∫
+∞
a
dxxf )(  і 
∫
+∞
b
dxxf )( , де ba ≠ , збігаються або розбігаються одночасно.  
Теорема 1 (основна ознака порівняння). Якщо на проміжку 
);[ +∞а  функції )(xf  і )(xg  неперервні і задовольняють умові 
)()(0 xgxf ≤≤ , то   
1) зі збіжності більшого  інтеграла ∫
+∞
a
dxxg )(  випливає 
збіжність меншого інтеграла ∫
+∞
a
dxxf )( ;  
2) з розбіжності меншого інтеграла ∫
+∞
a
dxxf )(  випливає 
розбіжність більшого інтеграла ∫
+∞
a
dxxg )( .  
Наведена ознака має простий геометричний зміст:  якщо 
площа більшої за розмірами необмеженої області є скінченною 
величиною, то площа меншої області також є скінченною величи-
ною;  якщо площа меншої області є нескінченно великою, то пло-
ща більшої області також є нескінченно великою.  
Зауваження 2. Для порівняння використовуються еталонні 
(стандартні) інтеграли, умови збіжності яких відомі. Щоб піді-
брати еталонний інтеграл, треба грубо оцінити поведінку підінтег-
ральної функції на нескінченності (при +∞→x ).  
Приклад 1. Дослідити на збіжність дані інтеграли:  
а) ∫
+∞
+1
2 )1( xex
dx
;       б) ∫
+∞
1
3
dx
x
ex
.  
 68 
□  а) Очевидно, що для всіх );1[ ∞+∈x  виконуються нерів-
ності )(/1))1(/(1)(0 22 xgxexxf x =<+=< . Тому за еталонний 
інтеграл порівняння вибираємо ∫∫
+∞+∞
=
1
2
1
)( xdxdxxg . Так як 
цей інтеграл збігається (згідно прикладу 2 із пункту 1.3.1, оскільки 
показник степеня 12 >=α ), то за основною ознакою порівняння 
інтеграл, що досліджується, також збігається.   
б) Оскільки для всіх );1[ +∞∈x  виконується нерівність 
33 //10 xex x<< , то цей інтеграл розбігається за основною 
ознакою порівняння, бо еталонний інтеграл ∫
∞
1
3/1xdx  є розбіж-
ним (показник степеня 13/1 ≤=α ).  ■  
Теорема 2 (гранична ознака порівняння). Нехай для непере-
рвних і додатних на проміжку );[ +∞а  функцій )(xf  і )(xg  існує 
відмінна від нуля скінченна границя  
( ) kxgxf
x
=
+∞→
)(/)(lim , +∞<< k0 , ( )0)(,0)( >> xgxf . 
Тоді інтеграли ∫
+∞
a
dxxf )(  і ∫
+∞
a
dxxg )(  або одночасно обидва 
збігаються, або одночасно розбігаються.  
На практиці гранична ознака зручніша, бо не потребує пере-
вірки нерівності )()(0 xgxf ≤≤ .  
Приклад 2. Дослідити на збіжність інтеграл ∫
+∞
+1
3
2
ln xx
dxx
.  
□  Оцінимо поведінку підінтегральної функції 
)ln()( 32 xxxxf +=   при +∞→x :  
)(1~
ln
)( 3
2
3
2
xg
xx
x
xx
x
xf ==
+
= ,    бо 0lnlim 3 =+∞→ x
x
x
.    
Тому за еталонний приймаємо інтеграл =∫
+∞
1
)( dxxg  
∫
+∞
=
1
xdx . Розглянемо границю:   
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=
∞
∞
=
+
=







+
=
+∞→+∞→+∞→ xx
x
xxx
x
xg
xf
xxx ln
lim1:
ln
lim)(
)(lim 3
3
3
2
  
1
/13
3lim
/13
3lim
')ln(
')(lim 32
2
3
3
=
+
=
+
=
+
=
+∞→+∞→+∞→ xxx
x
xx
x
xxx
.   
Оскільки еталонний інтеграл розбігається (показник степеня 
11 ≤=α ), то згідно з граничною ознакою порівняння заданий ін-
теграл теж розбігається.   ■  
Наведені ознаки збіжності передбачають, що підінтегральні 
функції невід’ємні.  
У випадку знакозмінної підінтегральної функції має місце на-
ступна ознака збіжності. 
Теорема 3 (достатня ознака збіжності). Якщо інтеграл від 
модуля ∫
∞+
a
dxxf |)(|  збігається, то збігається також інтеграл 
від самої функції ∫
∞+
a
dxxf )( .  
В цьому випадку останній інтеграл називається абсолютно 
збіжним. Ця ознака є лише достатньою. Якщо інтеграл від модуля 
∫
∞+
a
dxxf |)(|  розбігається, а інтеграл від самої функції 
∫
∞+
a
dxxf )(  збігається, то останній інтеграл називається умовно 
збіжним.  
Геометричний зміст:  якщо інтеграл збігається абсолютно, то 
площа необмеженої області, що відповідає кривій |)(| xfy =  при 
+∞<≤ xa , є скінченною величиною. Тоді буде скінченною також 
алгебраїчна сума площ областей, обмежених кривою )(xfy =  при 
+∞<≤ xa .  
Приклад 3. Дослідити на збіжність інтеграл  ∫
+∞
1
2
cos dx
x
x
.  
□  Оскільки для всіх );1[ ∞+∈x  справедлива нерівність 
22 1cos xxx ≤  а інтеграл ∫
+∞
1
2xdx  збігається ( 12 >=α ), то за 
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основною ознакою порівняння збігається інтеграл від модуля 
∫
+∞
1
2cos dxxx . Отже, сам інтеграл ( )∫+∞1 2cos dxxx  також збіга-
ється, причому абсолютно.   ■  
 
1.4. Геометричні застосування визначеного інтеграла  
Інтегральне числення служить могутнім засобом досліджень 
у математиці, фізиці, механіці, електротехніці та інших дисциплі-
нах. Обчислення площ областей, обмежених кривими, довжин дуг, 
об'ємів просторових тіл, роботи, швидкості, довжини пройденого 
шляху, моментів інерції та ін. зводиться до знаходження визначе-
ного інтеграла. 
Різноманітні застосування визначеного інтеграла реалізу-
ються за однією з двох схем:  
1) Для шуканої величини, в припущенні адитивності (мож-
ливість підсумовування по елементам розбиття) і лінійності в ма-
лому (лінійна залежність між головними частинами нескінченно 
малих приростів, що фігурують в задачі), складається інтегральна 
сума, що наближено її визначає, а потім здійснюється граничний 
перехід при необмеженому здрібненні розбиття і одержується 
точне значення у вигляді визначеного інтеграла.  
2) Складають співвідношення для диференціала (або похід-
ної) шуканої функції, а потім саму функцію знаходять інтегру-
ванням.  
Розглянемо задачі обчислення основних кількісних характе-
ристик геометричних об’єктів:  довжини, площі, об’єму. Для 
спрощення розрахунків будемо враховувати симетрію та інші осо-
бливості конкретних фігур.  
 
1.4.1. Площа плоскої фігури   
1. Випадок, коли лінії, що обмежують фігуру, задані рівнян-
нями в явному вигляді у прямокутних координатах.  
Якщо на відрізку ];[ ba  функція 0)( ≥xf , то за геометрич-
ним тлумаченням визначеного інтеграла площа S  криволінійної 
трапеції, обмеженої кривою )(xfy = , віссю Ox  і прямими ax =  
і bx = , обчислюється за формулою   
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∫=
b
a
dxxfS )(
 .  
Якщо 0)( ≤xf  на ];[ ba , то визначений інтеграл ∫
b
a
dxxf )(  
теж від'ємний. Площа S  відповідної криволінійної трапеції зада-
ється рівністю   
∫−=
b
a
dxxfS )(
 .  
Якщо )(xf  скінченне число разів змінює знак на відрізку 
];[ ba , то для знаходження площі S  відповідної криволінійної фі-
гури треба знайти суму абсолютних значень інтегралів по проміж-
кам знакосталості. Тоді   
∫=
b
a
dxxfS |)(|
 .  
Приклад 1. Обчислити площу S  фігури, обмеженої лінією 
xy ln=  і віссю Ox , коли ex ≤≤1 .  
□  Фігура, площу якої необхідно 
обчислити, зображена на рис. 7.  
;;lnln
1
dxdvxudxxS e ==== ∫   
−===
exxxvxdxdu 1|ln;/   
=−−=− ∫
ee xeexdxx 11 |1lnln/   
                                            11ln =+−= eee  (кв.од.). ■  
Приклад 2. Обчислити площу S  фігури, обмеженої лінією 
−−=
23 3xxy  124 +− x  і віссю Ox , коли 32 ≤≤− x . 
□ Побудуємо (по точкам) графік заданої кривої (рис. 8). Оче-
видно, що 0)( ≥xy , коли 22 ≤≤− x  і 0)( ≤xy , коли 32 ≤≤ x .  
Тоді   −+−−== ∫∫
−
2
2
23 )1243(|)(| dxxxxdxxfS b
a
   
( ) −+−−=+−−−
−
∫
2
2
2343
2
23 122)4/1()1243( xxxxdxxxx     
О 
1 
x3 2 1 
y 
xy ln=  
ex =  
Рис. 7 
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( ) −⋅+⋅−−=+−−− 2122224/2122)4/1( 2343
2
234 xxxx     
( ) +⋅−−−−+−−−−−− 234234 3234/3()2(12)2(2)2(4/)2(     
++−−+−−=⋅+⋅−−+⋅+ 884248842122224/2)312 234    
75,32248843618274/8124 =+−−+−++−+  (кв. од.).  ■  
При розгляді питання про 
обчислення площі плоскої фігу-
ри основним є поняття правиль-
ної області.  
Непорожня множина D  
точок координатної площини 
Oxy  називається областю (від-
критою областю), якщо вико-
нуються такі умови:   
1) вона відкрита, тобто разом з 
кожною своєю точкою містить 
деякий окіл цієї точки;  2) вона зв’язна, тобто будь-які дві її точки 
можна сполучити деякою ламаною L , всі точки якої належать цій 
множині D .  
Точка 0M  називається межовою точкою області D , якщо в 
кожному її околі містяться точки, що належать і що не належать 
цій області.  
Множина всіх межових точок Γ  області D  називається ме-
жею цієї області.  
Зауваження 1. Надалі розглядаються області, межа яких Γ  
складається зі скінченного числа кусково-неперервних кривих та 
ізольованих точок.  
Якщо при русі вздовж межі Γ  область D  весь час залиша-
ється ліворуч, то такий напрям орієнтації межі Γ  називається до-
датним обходом.  
Об’єднання області D  з її межею Γ , називається замкненою 
областю.  
Зауваження 2. Домовимось ділянку межі Γ  зображати су-
цільною лінією, якщо вона входить в область D , і пунктирною 
лінією, якщо вона не входить в область D .  
1 2 3 -1 -2 
2 
4 
6 
8 
10 
12 
О x  
y  
124
3 23
+−
−−=
x
xxy
 
Рис. 8  
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Область D  називається обмеженою, якщо існує таке додатне 
число C , що відстань будь-якої точки області D  до початку коор-
динат не перевищує числа C . У противному випадку область D  
називається необмеженою.  
Нехай D  – деяка замкнена плоска область (рис. 9), відрізок 
];[ ba  - її проекція паралельно осі Oy  на вісь Ox . Область D  на-
зивається правильною (стандартною) в напрямку осі Oy , якщо 
виконуються наступні умови:  1) вона обмежена знизу “горизонта-
льною” лінією входу )(1 xyy = , зверху – “горизонтальною” лінією 
виходу )(2 xyy = , а зліва і  справа – вертикальними прямими від-
повідно ax =  і bx =  ( ba < );  2) довільна пробна пряма cx = , 
що паралельна осі Oy , так само напрямлена і проходить через де-
яку внутрішню точку c  відрізка ];[ ba , перетинає межу цієї облас-
ті лише в двох точках:  в одній точці на ближній лінії входу та в 
одній точці на дальній лінії виходу;  2) лінію входу (аналогічно 
лінію виходу) можна задати в явному вигляді одним рівнянням 
)(1 xyy =  (аналогічно )(2 xyy = ), розв’язаним відносно y .  
Правильна в напрямку осі 
Oy  плоска область D  може 
бути задана системою нерівно-
стей  



≤≤
≤≤
,)()(
;
21 xyyxy
bxa
   
де  OxbaD Oy ⊂→ ];[ .  
Площу такої області мо-
жна подати як алгебраїчну су-
му площ відповідних криволінійних трапецій, одна з основ кожної 
з яких лежить на осі Ox . Тоді площу правильної в напрямку осі 
Oy  області D  можна обчислити за формулою:   
∫ −=
b
a
dxxyxyS ))()(( 12  .   
Аналогічно визначається правильна (стандартна) в напря-
a  
O
 
y
 
x
 
b  
bx =  ax =  cx =  
)(1 xyy =  
)(2 xyy =  
D  
Рис. 9  
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мку осі Ox  плоска область D  (рис. 10). При цьому змінні x  і y  
міняються ролями. (Сформулюйте означення самостійно).   
Правильна в напрямку осі Ox  плоска область D  може бути 
задана системою нерівностей  



≤≤
≤≤
,)()(
;
21 yxxyx
dyc
    
де  OydcD Ox ⊂→ ];[ .  
Площу правильної в на-
прямку осі Ox  області D  
можна обчислити за форму-
лою:   
∫ −=
d
c
dyyxyxS ))()(( 12  .   
Якщо область D  – правильна в напрямку обох координатних 
осей Ox  і Oy , то вона називається просто правильною (стан-
дартною).  
Наприклад, область, обмежена еліпсом 12222 =+ byax , є 
правильною. Область ]1;1[;2: 22 −∈−≤≤ xxyxD , обмежена 
двома вертикальними параболами, що перетинаються, – правильна 
в напрямку осі Oy , але неправильна в напрямку осі Ox . Кругове 
кільце 2222 Ryxr ≤+≤  – неправильне в обох напрямках Ox  і 
Oy .  
Зауваження 3. Якщо область D  – неправильна, то звичайно 
прямими, що паралельні осям координат, її розбивають на пра-
вильні частини, що не мають спільних внутрішніх точок.  
Приклад 3. Знайти площу області D , обмеженої лініями 
yx −= 4 , 02 =+− yx  та 1=y . Задачу розв’язати двома спо-
собами:  а) використовуючи інтегрування за змінною x ;  б) вико-
ристовуючи інтегрування за змінною y . Для кожного способу 
зробити відповідний рисунок.  
□ Знайдемо характерні точки області D  – її кутові точки, в 
Рис. 10  
c  
O
 
y
 
x
 
d  dy =  
cy =  
ay =  
)(1 yxx =  )(2 yxx =  
D  
 75 
яких перетинаються лінії, що утворюють межу області. Для цього 
складемо і розв’яжемо відповідні системи з рівнянь цих ліній:   



=
−=
;1
;4
y
yx
 3=x ; )1;3(A ; 



=
=+−
;1
;02
y
yx
 1−=x ; )1;1(−B ;  



=+−
−=
;02
;4
yx
yx
  



=+−−
≤−=
;02)4(
;4,)4(
2
2
xx
xxy
 
;47
;2
2
1
>=
=
x
x
   
4)24( 21 =−=y ;   )4;2(C .   
За цими точками побудуємо ескізи заданих ліній – двох пря-
мих 02 =+− yx , 1=y  і лівої половини yx −= 4  вертикальної 
параболи. Одержимо попереднє зображення області D  (рис. 11) і 
проаналізуємо її форму.  
 
 
а) Щоб скористатися формулою ∫ −=
b
a
dxxyxyS ))()(( 12 , не-
обхідно подати область D  як правильну в напрямку осі Oy . Якщо 
у вибраному напрямку вона неправильна, то її треба розбити на 
правильні частини. З рис. 11 видно, що область D  – неправильна, 
оскільки її верхня межа утворена двома різними лініями, що 
з’єднуються в кутовій точці C . Тому розбиваємо область D  на дві 
правильні частини 1D  і 2D  (рис. 12). Нехай площа першої фігури 
1S , площа другої фігури 2S . Тоді шукана площа заданої області 
-2 O  
2 
4 
x2 4 
AB
C
D
1=y
02 =+− yx yx −= 4
y
Рис. 11 
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21 SSS += . Проведемо обчислення:  
( ) =−−+−+=+= ∫∫
−
3
2
22
121
1)4()1)2(( dxxdxxSSS   
( ) ++=+−++=
−
−
∫∫
2
1
23
2
22
1
)2/1()158()1( xxdxxxdxx    
( ) −+−++−+=+−+ 4536912/122154)3/1( 3
2
23 xxx   
6/3530163/8 =−+−  (кв. од.).  
 
 
б) Щоб скористатися формулою ∫ −=
d
c
dyyxyxS ))()(( 12 , 
необхідно розглянути область D  як правильну в напрямку осі Ox . 
Якщо у вибраному напрямку вона неправильна, то треба розбити її 
на правильні частини. З рис. 11 видно, що область D  у напрямку 
осі Ox  є правильною. Відповідне зображення подано на рис. 13. 
Проведемо обчислення: 
( )( ) ( ) =−−=−−−= ∫∫ 4141 6)2(4 dyyydyyyS   
( ) ++−−−=−−= 3/2683/1624)2/1()3/2(6 4
1
22/3 yyy   
6/352/1 =+  (кв. од.).    ■  
-2 
O  
2 
x
2 
1D
1=y
2+= xy
2)4( xy −=
y
Рис. 12 
2D
1−=x 2=x
1=y
3=x
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Зауваження 4. Звичайно, при обчисленні площі конкретної 
фігури треба використовувати особливості її форми і вибирати той 
спосіб її подання як правильної області, що приводить до більш 
простих розрахунків.  
Приклад 4. Обчислити площу фігури D , обмеженої парабо-
лами  32 2 +−= xxy   і  342 +−= xxy .  
□  Знайдемо точки перетину парабол:  



+−=
+−=
;34
;32
2
2
xxy
xxy
 3432 22 +−=+− xxxx ; 0)3(2 =−xx ;  
;0;3;3;0 2211 ==== yxyx  3=x ; )3;0(A ; )0;3(B .  
Характерними точками також є вершини парабол. Для знахо-
дження вершин і зручності побудови парабол виділимо в їх рів-
няннях повні квадрати двочлена:  
222 )1(431)12(32 −−=+++−−=+−= xxxxxy ; )4;1(C ;  
1)2(34)44(34 222 −−=+−+−=+−= xxxxxy ; )1;2( −E .  
Вказану фігуру D  зображено на рис. 14. З нього видно, що 
область D  – правильна в напрямку осі Oy . Крім того, задані рів-
няння кривих, що обмежують область, мають явний вигляд віднос-
но змінної y . Відповідне зображення подано на рис. 15.  
 
-1 O  
2
x3 
D
1=y
2−= yx
y
Рис. 13 
4=y
yx −= 4
4 
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За формулою ∫ −=
b
a
dxxyxyS ))()(( 12  маємо:   
( ) =−=+−−+−= ∫∫ 20 220 22 )26()34()32( dxxxdxxxxxS  
( ) 91827)3/2(3 3
0
32
=−=−= xx  (кв. од.).   ■  
Приклад 5. Знайти площу області D , обмеженої лініями 
xy = , xy 4= , 4=xy . 
□ Область D  зображено на рис. 16. Як видно з рис. 16, дана 
область складається з двох симетричних частин, оскільки всі лінії, 
що її обмежують, є непарними. Тоді шукана площа 12SS = , де 1S  
– площа частини 1D , що розташована в першій чверті. Область 1D  
– неправильна. Знайшовши її кутові точки )0;0( , )4;1(  і )2;2(  
(обчислення проведіть самостійно), область 1D  можна розбити на 
дві правильні в напрямку осі Oy  частини 11D  і 12D  (рис. 17).  
O
 
-2 
4 3 1 
-1 
5 
3 
2)1(4 −−= xy
1)2( 2 −−= xy
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D
Рис. 14  
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2 +−= xxy
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Рис. 15  
3 O  
342 +−= xxy
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Маємо:   
+−=+= ∫
1
012111
)4( dxxxSSS   
+=−+ ∫
1
0
22
1
)2/3()/4( xdxxx   
( ) +=−+ 2/3)2/1(||ln4 2
1
2xx   
2ln42/11ln422ln4 =+−−+ ;   
2ln82 1 == SS  (кв. од.).   ■  
 
 
2. Випадок криволінійної трапеції, обмеженої зверху лінією, 
що задана параметричними рівняннями у прямокутних координа-
тах.  
Нехай параметричні рівняння )(txx = , 0)( ≥= tyy , де фу-
нкція )(txx =  диференційовна і монотонна при β≤≤α t , визна-
чають дугу неперервної невід’ємної кривої 0)( ≥= xyy  на відріз-
ку ];[ ba , причому ax =α)(  і bx =β)( . Площа криволінійної 
трапеції обчислюється за формулою ∫=
b
a
dxxyS )( , де треба зро-
бити заміну змінної. Тоді  
-2 x21
4
2
-2 
-4 
-4 
xy 4=
xy =
y
O
Рис. 16 
4=yx
4=xy
x
2 1 
4
 
2 
xy /4=xy 4=
xy =
y
O
Рис. 17 
0=x xy = 1=x 2=x
11D
12D
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;)(';)(;)()( dttxdxtxxtyydxxyS b
a
===== ∫   
∫
β
α
=β→α→ dttxtyba )(')(; ;  ∫ βα= dttxtyS )(')(  .   
Приклад 6. Обчислити площу фігури D , обмеженої віссю 
Ox  і першою аркою циклоїди:  )cos1(3),sin(2 tyttx −=−= .  
□ Фігура D  площу якої необхідно знайти, виділена на рис. 18 
штриховою. Першій арці циклоїди відповідають значення параме-
тра pi20 ≤≤ t . Проведемо обчислення:  
 
)cos1(2')sin(2' tttx −=−= ;     == ∫
β
α
dttxtyS )(')(    
=+−=−⋅−= ∫∫
pipi 2
0
22
0
)coscos21(6)cos1(2)cos1(3 dtttdttt    
+pi−−pi=++−= ∫
pipipi 2sin12012)2cos1(3|sin12|6 2
0
2
0
2
0 dtttt  
+−+=+++ 0612|2sin)2/3(|30sin12 2020 pipipipi tt  
pipi 180sin)2/3(4sin)2/3( =−+  (кв. од.).   ■  
Приклад 7. Знайти площу фігури, обмеженої еліпсом:   
tax cos= , tby sin= .  
□ Фігуру D , площу якої необхідно знайти, зображено на 
рис. 19. Координатні осі розбивають еліпс на 4 рівні частини. Для 
того, щоб знайти площу S  всього еліпса, достатньо знайти площу 
1S  його частини 1D , розташованої у першій чверті (на рис. 19 вона 
показана подвійною штриховою). Тоді  14SS = .  
-4π 
 
6 
x8π 
 
4π 
 
D
y
O



−=
−=
)cos1(3
)sin(2
ty
ttx
Рис. 18 
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Проведемо обчислення:  
2/0cos 1 pi=⇒= tta ;  
0cos 2 =⇒= tata ;  
dttadx sin−= ;   
×== ∫ 4)(')(2
1
t
t
dttxtyS   
=−× ∫pi
0
2/
sin)(sin dttatb   
( ×−−=−−=−= ∫∫ pipi )2/1(2)2cos1(2sin4 0 2/0 2/ 2 tabdttabdttab   
) abababt pi=pi−+pi−−=×
pi
)sin0(sin)2/0(22sin 0 2/  (кв.од.). ■  
3. Випадок, коли лінії, що обмежують фігуру, задані рівнян-
нями у полярних координатах.  
Криволінійний сектор. Нехай у полярній системі координат 
маємо криву, яка визначена рівнянням )(ϕρ=ρ , де )(ϕρ  – непе-
рервна функція, коли β≤ϕ≤α . Знайдемо площу S  криволінійно-
го сектора OAB . обмеженого кривою )(ϕρ=ρ  і координатними 
променями α=ϕ  та β=ϕ . 
Розіб'ємо сектор OAB  на n  частин довільними координат-
ними променями 0ϕ=ϕ , 1ϕ=ϕ , …, nϕ=ϕ , де ...10 <ϕ<ϕ=α  
...... <ϕ< i β=ϕ< n . Позначимо через 1−ϕ−ϕ=ϕ∆ iii  кут між 
сусідніми променями, ni ,1=  (рис. 20).  
На кожному елементарному проміжку ];[ 1 ii ϕϕ −  довільним 
способом виберемо по одному значенню полярного кута iϕ . По-
значимо через iρ  довжину відповідного радіус-вектора )( ii ϕρ=ρ .  
Розглянемо елементарний криволінійний сектор, що відпові-
дає приросту iϕ∆  полярного кута. Його площа iS∆  наближено 
дорівнює площі сектора круга з радіусом iρ  і центральним кутом 
iϕ∆ :  iiiS ϕ∆⋅ρ≈∆ 2)21( .  
x
D 


=
=
tby
tax
sin
cos
Рис. 19 
y
O a
b
a−
b−
1
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Сума ∑
=
ϕ∆ϕρ= ni iinS 1
2 )(21  дає площу сектора зі "ступін-
чатою" межею, що наближено визначає шукану площу S  криволі-
нійного сектора OAB .  
 
Ця сума є інтегральною 
для функції )()2/1( 2 ϕρ  на  
відрізку ],[ βα . Здійснюючи 
граничний перехід при 
0max →∆ iϕ , отримуємо 
точне значення площі секто-
ра OAB  у вигляді визначе-
ного інтеграла:  
∫
β
α
ϕϕρ= dS )()2/1( 2
 .  
 
 
Приклад 8. Обчислити площу фі-
гури, обмеженої трипелюстковою троя-
ндою  ϕ=ρ 3sin .  
□ Фігура D , площу якої необхідно 
знайти, зображена на рис. 21.  
Як бачимо, фігура D  складається 
з трьох однакових „пелюсток”. Щоб 
знайти її площу S , достатньо знайти 
площу 1S  однієї з її „пелюсток”, напри-
клад, тієї 1D , що на рис. 21 позначена подвійною штриховою. Тоді 
13SS = . Проведемо обчислення:  
=ϕϕ=ϕϕρ⋅== ∫∫
piβ
α
3/
0
22
1 3sin)2/3()()2/1(33 ddSS   
=ϕ−ϕ⋅==ϕϕ−= pipi∫
3/
0
3/
0
|)6sin)6/1(()4/3()6cos1()4/3( d   
4/)0sin)6/1(02sin)6/1(3/()4/3( pi=+−pi−pi⋅=  (кв.од.). ■  
 
α
β
1−ϕi
iϕ
iϕ
iϕ∆
iρ
A
B
)(ϕρ=ρ
1O x
Рис. 20 
3/pi=ϕ ϕ=ρ 3sin
1D
0=ϕ xO 1
Рис. 21  
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Правильна область у полярних координатах. Нехай D  – де-
яка замкнена плоска область (рис. 22), розміщена між крайніми 
координатними променями α=ϕ  і β=ϕ  )( β<α , причому по-
люс O  не лежить у ній. Область D  називається правильною 
(стандартною) в напрямку координатних променів C=ϕ   
( constC = ), якщо виконуються наступні умови:   
1) довільний пробний координатний промінь C=ϕ , що лежить 
між крайніми променями α=ϕ  і β=ϕ , перетинає межу області 
D  тільки в двох точках:  в одній точці на ближній лінії входу 
)(1 ϕρ=ρ  і в одній точці на дальній лінії виходу )(2 ϕρ=ρ ;   
2) лінію входу (аналогічно лінію виходу) можна задати в явному 
вигляді одним рівнянням )(1 ϕρ=ρ  (аналогічно )(2 ϕρ=ρ ), роз-
в’язаним відносно ρ .  
 
Правильна в напрямку координатних променів плоска об-
ласть D  може бути задана системою нерівностей  



ϕρ≤ρ≤ϕρ
β≤ϕ≤α
).()(
;
21
    
Зауваження 5. Крайні координатні промені α=ϕ  і β=ϕ  
утворюють центральний кут α−β=ϕ∆ , величина якого лежить в 
межах  pi≤ϕ∆≤ 20 . Зокрема, для області D  вигляду криволіній-
ного кільця з полюсом у “дірці” маємо pi=ϕ∆ 2 . При цьому зви-
чайно покладають  0=α  і pi=β 2 .  
Зауваження 6. При виконанні вказаних вище двох умов по-
няття правильної області поширюється на випадки, коли полюс O  
β=ϕ
α=ϕ
)(2 ϕρ=ρ
O x
Рис. 22 
)(1 ϕρ=ρ D
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лежить на межі області D  (рис. 23) чи всередині області D  
(рис. 24). При цьому лінія входу вироджується в точку – полюс O :  
0)(1 =ϕρ .   
Площу правильної області можна подати як алгебраїчну суму 
площ відповідних криволінійних секторів, що лежать в одному 
центральному куті α−β=ϕ∆ . Тоді площу правильної в напрямку 
координатних променів області D  можна обчислити за формулою   
( )∫ βα ϕϕρ−ϕρ= dS )()()2/1( 2122 .    
 
 
Приклад 9. Знайти площу фігури, обмеженої лініями 
)cos4/(3 ϕ=ρ  (пряма, що перпендикулярна до полярної осі Ox ) 
та ϕ=ρ cos  (коло).  
□ Знайдемо точки перетину ліній, що обмежують фігуру:  



ϕ=ρ
ϕ=ρ
;cos
;)cos4/(3
   
;23cos
;cos)cos4/(3
±=ϕ
ϕ=ϕ
;  23cos ±=ϕ ;   
6/1 pi−=ϕ ;  6/2 pi=ϕ .  
 
 
Область D , площу якої 
необхідно обчислити, зо-
бражено на рис. 25. З цього 
рисунка видно, що область 
D  – правильна в напрямку 
координатних променів. Тоді 
її площа:  
 
pi=β=ϕ 2
0=α=ϕ
)(2 ϕρ=ρ
O
x
Рис. 24 
0=ρ
D
β=ϕ
α=ϕ
)(2 ϕρ=ρ
O
x
Рис. 23 
0=ρ
D
1
6/pi=ϕ
6/pi−=ϕ
ϕ=ρ cos
O D x
Рис. 25  
)cos4/(3 ϕ=ρ
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( ) =ϕϕ−ϕ= ∫ pipi− dS 26/ 6/ 2 ))cos4/(3(cos)2/1(   
( ) −ϕ+ϕ=
ϕ
ϕ
−ϕϕ+= pi
pi−
pi
pi−
pi
pi−
∫∫
6/
6/
6/
6/
2
6/
6/
2sin)2/1(
4
1
cos32
9)2cos1(
4
1 dd   
( −pi+pi+pi=ϕ− pipi− 6/)3/sin()2/1(6/)4/1(|)32/9( 6/ 6/tg   
) ( ) =pi−−pi−pi−− )6/()6/()32/9()3/sin()2/1( tgtg   
−+pi=⋅−+pi⋅= 8/312/)3/32()32/9()2/33/()4/1(   
16/312/16/33 −pi=−  (кв. од.).   ■  
 
1.4.2. Довжина дуги кривої   
1. Випадок дуги плоскої лінії, що задана явно рівнянням у 
прямокутних координатах.  
Нехай на координатній площині Oxy  задана деяка лінія рів-
нянням у явній формі )(xyy = . Потрібно обчислити довжину L  її 
дуги ABL . (рис. 26).  
 
Розіб'ємо дугу ABL  довільним способом на n  елементарних 
дуг nili ,1, =∆  точками BMMMMA n == ...,,,, 210  з абсцисами 
bxxxxxa ni =<<<<<<= ......210  і проведемо хорди 
nnii MMMMMMMM 112110 ...,,,...,, −− , довжини яких позначимо 
відповідно через 1l∆ , 2l∆ ,…, il∆ ,..., nl∆ . Тоді маємо ламану 
nni MMMMM 110 ...... − , вписану в дугу ABL . Довжина ламаної nL  
Рис. 26 
0MA =
iy∆
ix∆
ax =0 1x 2x 1−ix ix 1−nx bxn = x
il∆
1−iM
1M
2M
iM 1−nM BM n =y
O
)(xyy =
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дорівнює сумі довжин її ланок ∑
=
∆= ni in lL 1 .  
Довжиною L  дуги ABL  називають границю довжини nL  
вписаної ламаної при необмеженому здрібненні розбиття, тобто 
коли довжина її найбільшої ланки прямує до нуля (при цьому чис-
ло n  цих ланок прямує до нескінченності):  
∑
=→∆
∆= ni il lL i 10max
lim . 
Теорема 1. Якщо функція )(xyy = , визначена на відрізку 
];[ ba , неперервна разом зі своєю похідною на цьому відрізку, то 
довжина L  дуги ABL , що служить її графіком на відрізку ];[ ba , 
обчислюється за формулою  
∫ +=
b
a
dxxyL 2))('(1
 .  
□  Позначимо  1−−=∆ iii xxx ;  )()( 1−−=∆ iii xyxyy . Тоді  
iiiiii xxyyxl ∆∆∆+=∆+∆=∆
222 )/(1)()(  
За формулою Лагранжа про скінченні прирости маємо  
)(')/())()((/ 11 iiiiiii cyxxxyxyxy =−−=∆∆ −− , де iii xcx <<−1 .  
Отже, iii xcyl ∆+=∆
2))('(1 , оскільки 0>∆ ix .  
Таким чином, довжина вписаної ламаної дорівнює  
∑
=
∆+= ni iin xcyL 1
2))('(1 .   
За умовою похідна )(' xy  – неперервна, тому функція 
2))('(1 xy+  теж неперервна. Тоді вираз для довжини ламаної nL  
є інтегральною сумою для неперервної функції. Отже, існує визна-
чений інтеграл  – границя nL  при необмеженому здрібненні роз-
биття, що дає довжину L  дуги ABL :  
∫∑ +=∆+= =→∆
b
a
n
i iix
dxxyxcyL
i
2
1
2
0max
))('(1))('(1lim .  ■  
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Приклад 1. Знайти довжину вказаної дуги  
xy ln= , ]8;3[∈x .  
□  Похідна xy /1'= . Тоді:  
( ) =+=+=+= ∫∫∫
8
3
28
3
2
28
3
2 11/11 dx
x
xdx
x
xdxxL   
1;1;1;1 22222 −=−==+=+= tdttdxtxtxtx ;     
+=
−
+−
=
−−
⋅
=
=+=
=+=
∫∫∫
3
2
3
2
2
23
2
22
1
1
1
11
11381
;231 dtdt
t
t
tt
dttt
t
t
   
=





−+−=
+
−
+=
−
+ ∫ 3
1ln
4
2ln
2
123
1
1ln
2
1|
1
3
2
3
2
3
2
2 t
t
t
t
dt
   
)2/3ln()2/1(1+=  (од.).  ■  
Приклад 2. Знайти довжину кола 222 Ryx =+ . 
□  Довжина 1L  дуги кола, що розташована у першому квад-
ранті, складає четверту частину довжини L  всього кола. Рівняння 
цієї дуги має вигляд  22 xRy −= , звідки 2/122 )(' xRxy −−= . 
Тоді довжину L  кола можна обчислити так:  
==
−
=
−
+== ∫∫
RRR
R
xR
xR
dxRdx
xR
xLL
00
22
0
22
2
1 arcsin44144   
 RR pi=−= 2)0arcsin1(arcsin4   (од.).   ■   
 
Приклад 3. Електричній дріт, 
кінці якого закріплені на двох 
опорах, під дією сили тяжіння на-
буває форми ланцюгової лінії. 
Знайти довжину заданої дуги лан-
цюгової лінії (рис. 27):  Рис. 27 
a x
y
O
a
a−
( )axax eeay //
2
−+=
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)()2/( // axax eeay −+=   ( 0>a );  ];[ aax −∈ .  
□  Знайдемо похідну:  
)()2/1())/1()/1(()2/(' //// axaxaxax eeaeaeay −− −=−⋅+⋅= .  
Використовуючи симетрію дуги відносно осі Oy , обчислимо 
шукану довжину:  
( ) =+=−+= ∫∫ −− a axaxa axax dxeedxeeL
0
//
0
2// )()()2/1(12   
)( 1
0
/
0
/
0
/
0
/ −−−
−=−=+= ∫∫ eeaeaeadxedxe
a
ax
a
ax
a
ax
a
ax
 (од.).  ■  
2. Випадок дуги лінії, що задана параметричними рівняннями 
у прямокутних координатах.  
Розглянемо дугу ABL  гладкої плоскої лінії, що задана пара-
метрично )(txx = , )(tyy = , ];[ βα∈t , де функції )(txx =  і 
)(tyy =  – неперервні разом зі своїми похідними, причому функція 
)(txx =  – монотонно зростаюча, a=αϕ )(  і b=βϕ )( . За наведе-
ною вище формулою довжина цієї дуги   
( )∫ += ba dxxyL 2)('1 .  
З урахуванням рівнянь лінії та властивостей похідної параме-
трично заданої функції маємо:  
dttxdx )('= , )('/)(')(' txtyxy = ;  
)(1 ax−=α ;   )(1 bx−=β ;   0)(' >tx ;  α≥β .  
Зробимо заміну змінної в інтегралі для довжини дуги:  
( ) ( ) ( )∫∫ βαβα +=+ dttytxdttxtxty 222 )(')(')(')('/)('1 .  
Таким чином, довжина дуги плоскої кривої, що задана пара-
метрично, визначається за формулою  
( ) ( )∫ βα += dttytxL 22 )(')('  ,   де α≥β .  
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Наведена формула залишається справедливою у випадку мо-
нотонно спадної функції )(txx =  при умові, що α≥β .   
Приклад 4. Знайти довжину астроїди:  
tx 3cos2= ,  ty 3sin2= .  
□ Обчислимо довжину астроїди – замкненої кривої, що зада-
на параметричними рівняннями (рис. 28). Для цього спочатку 
знайдемо  
( ) ( ) ( ) ( ) =⋅+⋅−=+ 222222 cossin6sincos6)(')(' tttttytx  
ttt 2sin9cossin36 222 == ;  ( ) ( ) ttytx 2sin3)(')(' 22 =+ .  
Чверть ABL  астроїди розміщена в пер-
шому квадранті від точки )0;2(A  до точки 
)2,0(B  (рис. 28). Знайдемо значення парамет-
ра t , що відповідають кінцям цієї дуги:  
2cos2 3 =t ;  1cos =t ;  0=α ;  
0cos2 3 =t ;  0cos =t ;  2/pi=β .  
Тоді довжина всієї астроїди:  
=⋅−=⋅=
pipi
∫
2/
0
2/
0
2cos)2/1(122sin34 tdttL   
12)11(6 =−−−=  (од.).   ■  
Зауваження. Довжина дуги гладкої просторової кривої, зада-
ної параметричними рівняннями   
)(txx = ,  )(tyy = ,  )(tzz = ,  ];[ βα∈t ,  
обчислюється за аналогічною формулою:  
( ) ( ) ( )∫ βα ++= dttztytxL 222 )(')(')('  ,   де α≥β .  
Приклад 5. Знайти довжину заданої дуги гвинтової лінії:  
tx cos6= ;  ty sin6= ;  tz 8= ,  ]2;0[ pi∈t .   
□  tx sin6' −= ;  ty cos6'= ;  8'=z ;  
2
22−
2−
y
x
A
B
Рис. 28  
O
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( ) ( ) ( ) =++−=++ 222222 8)cos6()sin6()(')(')(' tttztytx   
10064)cos(sin36 22 =++= tt ;   
pi===
pipi
∫ 200100100
2
0
2
0
tdtL  (од.).   ■  
3. Випадок дуги плоскої лінії, що задана рівнянням у поляр-
них координатах.  
Теорема 2. Нехай дуга ABL  задана в полярних координатах 
рівнянням )(ϕρρ = , β≤ϕ≤α , де функція )(ϕρ  неперервна ра-
зом зі своєю похідною )(' ϕρ  на відрізку ];[ βα , причому точкам 
A  і B  відповідають значення α  і β . Тоді довжина дуги ABL  об-
числюється за формулою: 
∫
β
α
ϕϕρ+ϕρ= dL 22 ))('())((
 .  
□ Використовуючи формули переходу від полярної до прямо-
кутної системи координат  ϕρ= cosx  і ϕρ= siny , перейдемо до 
параметричного задання дуги ABL :  
ϕϕρ= cos)(x ;  ϕϕρ= sin)(y ,   
де роль параметра відіграє полярний кут ϕ .  
Для обчислення довжини дуги застосуємо формулу 
( ) ( )∫ βα ϕϕ+ϕ= dyxL 22 )(')(' , що відповідає параметричному ви-
падку. Спочатку знайдемо похідні від x  і y  за параметром:  
ϕϕρ−ϕϕρ=ϕ sin)(cos)(')('x ;   
ϕϕρ+ϕϕρ=ϕ cos)(sin)(')('y . 
Тоді   
( ) +ϕϕρ−ϕϕρ=ϕ+ϕ 222 sin)(cos)('))('())('( yx  
( ) 222 ))('())((cos)(sin)(' ϕρ+ϕρ=ϕϕρ+ϕϕρ+ , 
∫
β
α
ϕϕρ+ϕρ= dL 22 ))('())(( .  ■  
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Приклад 6. Знайти довжину кардіоїди )sin1(6 ϕ+=ρ . 
□ Кардіоїда – замкнена лінія, що зображена на рис. 29. Вона 
симетрична відносно осі Oy . Тому її довжину L  можна знайти, 
подвоївши довжину 1L  її правої частини OAL , що розташована в 
четвертій та першій чвертях і при цьому 2/2/ pi≤ϕ≤pi− . Прове-
демо обчислення:  
 
ϕ=ϕ+=ρ cos6')sin1(6' ;  
+ϕ+=ρ+ρ 222 ))sin1(6()'(   
+ϕ+=ϕ+ sin21(36)cos6( 2   
=ϕ+⋅=ϕ+ϕ )sin1(236)cossin 22   
×=ϕ−pi+= 72))2/cos(1(72   
( ) =ϕ−pi× 2)2/(cos2 2   
)2/4/(cos144 2 ϕ−pi= ;  =ϕ−pi=ρ+ρ )2/4/(cos12)'()( 22   
)2/4/(cos12 ϕ−pi= ;  =ϕρ+ρ== ∫
β
α
dLL 221 )'()(22   
=




 ϕ
−
pi
−⋅=ϕ




 ϕ
−
pi
⋅=
pi
pi−
pi
pi−
∫
2/
2/
2/
2/ 24
sin)2(24
24
cos122 d   
48))2/sin(0(sin48 =pi−−=  (од.).   ■  
Приклад 7. Знайти довжину кривої  )3/(sin4 3 ϕ=ρ , де 
pi≤ϕ≤ 30 .  
□ Задана крива зображена на 
рис. 30. Вона замкнена і утворює петлю. 
Виходячи з симетрії цієї кривої відносно 
осі Oy , можна її довжину L  знайти, по-
двоївши довжину 1L  її лівої половини 
OAL , що розташована в першій, другій та 
третій чвертях і при цьому 2/30 pi≤ϕ≤ .  
x
y
O
A12
66−
OAL
Рис. 29 
A
OAL x
y
O
4−
Рис. 30 
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Проведемо обчислення:  
;)3/(sin4:)'()(22 3221 ϕ=ρ=ϕρ+ρ== ∫
β
α OA
LdLL   
=⋅ϕϕ⋅=ρpi=β=α )3/1()3/(cos)3/(sin34';2/3;0 2   
+ϕ=ρ+ρϕϕ= 23222 ))3/(sin4()'(;)3/(cos)3/(sin4   
+ϕ⋅ϕ=ϕϕ+ )3/((sin)3/(sin36))3/(cos)3/(sin4( 2422   
=ϕ=ρ+ρϕ=ϕ+ )3/(sin6)'()(;)3/(sin36))3/(cos 22242   
( ) =ϕϕ−⋅=ϕϕ= ∫∫
pipi 2/3
0
2/3
0
2 )3/2(cos1
2
16)3/(sin6 dd   
( ) 2/9)3/2(sin)2/3(3 2/30 pi=ϕ−ϕ⋅= pi   (од.).   ■  
 
1.4.3. Диференціал довжини дуги і кривина лінії  
1. Диференціал довжини дуги.  Нехай дуга ABL  гладкої плос-
кої лінії задається функцією )(xyy = , що неперервна разом зі сво-
єю похідною на відрізку ];[ ba . Для довільної точки ))(;( xyxM , 
];[ bax ∈ , довжина дуги AML  є функцією x  і визначається фор-
мулою  ∫ +=
x
a
dttyxL 2))('(1)( .  
Це інтеграл зі змінною верхньою межею. Тоді виконується 
умова 2))('(1)(' xfxL += .  Звідси диференціал довжини дуги 
дорівнює:  
=+=+== dxdxdydxxydxxLdL 22 )/(1))('(1)('   
22 )()( dydx += .    
Отже,       222 )()()( dydxdL +=  .    
Для явно заданої плоскої лінії:   dxxydL 2))('(1+=  .  
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Для параметрично заданої плоскої лінії: 
dttytxdL 22 ))('())('( +=
 .  
Для параметрично заданої просторової лінії:  
dttztytxdL 222 ))('())('())('( ++=
 .  
Для лінії в полярних координатах:  
ϕϕρ+ϕρ= ddL 22 ))('())((
 .  
2. Кривина лінії. Різні лінії можуть відрізнятися степенем ви-
кривлення. Розглянемо це питання детальніше.  
Модуль відношення |/| L∆α∆ , де L∆  − довжина дуги 
1MML  (рис. 31), α∆  − величина кута в радіанах, на який поверта-
ється дотична, коли точка дотику переміщується з точки M  в точ-
ку 1M , називається середньою кривиною дуги 1MML . 
Границя (якщо вона існує) 
середньої кривини дуги 
1MML , 
коли точка 1M  наближається 
вздовж кривої до точки M , 
називається кривиною K  лінії 
в точці M :  
|/||/|lim
1
dLdLK
MM
α=∆α∆=
→
.  
Якщо крива задана в явній формі рівнянням )(xyy = , то  
;)'(1
''
;)'(1
''
';';' 22 y
dxyd
y
yyarctgytg
+
=α
+
=α=α=α ;  
dxxydL 2))('(1+= ;   ( ) 2/32)'(1'' yyK += .  
Величина R , обернена до кривини K , називається радіусом 
кривини:  KR /1= .  
α
O
y
α∆+α
α∆
x
M
1M
1N
N
Рис. 31  
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Приклад 1. Знайти кривину і радіус кривини даних ліній в до-
вільній точці x :    а) пряма bkxy += ,   б) коло 222 ryx =+ ,   
в) косинусоїда xy cos= .  
□ а) Знайдемо похідні ky =' , 0'' =y . Тоді 0=K  і +∞=R . 
Тобто, у прямої кривина відсутня.  
б) Знайдемо першу та другу похідні функції, заданої неявно: 
0'22 =⋅+ yyx ;  yxy /' −= ;  =−−= 2/)'('' yxyyy   
323222 )())/(( yryyxyyxxy −=+−=+−= ;  
( ) ryyx
yr
yx
yrK 1)(
|/|
)/(1
|/|
32/322
32
2/32
32
=
+
−
=
−+
−
= ;  rKR == /1 . 
Тобто, коло має сталу кривину, радіус якої дорівнює радіусу 
кола.  
в) xy sin' −= , xy cos'' −= . Тоді:   
2/322/32 )sin1(|cos|))sin(1(|cos| xxxxK +=−+−= ; 
|cos|)sin1( 2/32 xxR += .   ■ 
Коло, радіус якого дорівнює радіусу кривини в даній точці та 
яке дотикається в цій точці до кривої, називається колом кривини. 
Центр цього кола називається центром кривини.  
Множина всіх центрів кривини даної лінії називається ево-
лютою цієї лінії, а сама лінія відносно своєї еволюти називається 
евольвентою (розгорткою).  
Очевидно, що сама лінія та її коло кривини у відповідній точ-
ці мають спільну дотичну. Центр кривини розміщений на нормалі з 
боку вгнутості даної лінії.  
Вершиною кривої називається точка );( 000 yxM , в якій кри-
вина максимальна. Крива може мати будь-яку кількість вершин.  
Приклад 2. Знайти вершини заданої кривої (точки максимуму 
кривини):   а) 2xy = ;   б) xy ln= ;   в) 2/)( xx eey −+= .  
□ а) Область визначення кривої );( ∞+−∞∈x . Знайдемо по-
хідні: xy 2'= , 2'' =y . Тоді 2/32)41/(2 xK += . Дослідимо на екс-
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тремум цю функцію )(xKK = :  
2/52 )41/(12' xxK +−= ; 0)41/(12 2/52 =+− xx  при 0=x .  
Оскільки при 0<x  маємо 0'>K , а при 0>x  – 0'<K , тоб-
то в точці 0=x  похідна 'K  з додатної стає від’ємною, то в цій 
стаціонарній точці функція )(xKK =  має максимум:  
2max =K  при 0max =x , 0max =y ;  )0;0(0M  – вершина.  
б) Область визначення кривої 0>x . Похідні xy /1'= ,  
2/1'' xy −= .  Тоді   2/322/32
2
)1())/1(1(
|/1|
x
x
x
xK
+
=
+
−
= .  
Дослідимо отриману функцію )(xKK =  на екстремум:  
2/52
2
)1(
21
'
x
xK
+
−
= ;  0'=K ;  0)1(
21
2/52
2
=
+
−
x
x
 при 
2
2±=x . 
З урахуванням області визначення вибираємо 2/2=x . 
Оскільки в цій стаціонарній точці похідна 'K  з додатної стає 
від’ємною, то маємо точку максимуму функції )(xKK = . Отже,  
2
2
max =x ,  2
2ln
max −=y ;  9
32
max =K ; 






2
2ln
;
2
2
0M  –  
вершина.  
в) Область визначення кривої );( ∞+−∞∈x .  
Знайдемо похідні та кривину:  
2/)(' xx eey −−= ;  2/)('' xx eey −+= ;  2)(4 −−+= xx eeK .  
Дослідимо на екстремум одержану функцію )(xKK = :   
0)()(8 3 =−+−= −−− xxxx eeee'K ;  0=− −xx ee ;  0=x .  
Оскільки в цій стаціонарній точці 0=x  похідна 'K  з додат-
ної стає від’ємною, то маємо точку максимуму функції )(xKK = .  
Отже,  
0max =x ,  1max =y ;  1max =K ;  )1;0(0M  – вершина.   ■   
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1.4.4. Об’єм тіла  
1. Об'єм тіла з відомими площами паралельних перерізів.  
Нехай маємо деяке тіло T . Припустимо, що відома площа 
будь-якого перерізу цього тіла площиною, що перпендикулярна до 
осі Ox  (рис. 32). Ця площа залежить від положення січної площи-
ни, тобто є функцією від x :  )(xSS = . Знайдемо об'єм V  тіла T .  
 
Припустимо, що функція )(xS  – неперервна на відрізку 
];[ ba , що служить проекцією тіла T  на вісь Ox . Проведемо дові-
льно площини ni x, x, ...xx,, ...xx,xx ==== 10 , де  
bxxxxxa ni =<<<<<<= ......210 . Тим самим тіло розбиваєть-
ся на елементарні шари між сусідніми площинами 1−= ixx  і 
ixx = . На кожному частинному проміжку ];[ 1 ii xx −  візьмемо дові-
льну точку ic  і для кожного i -го шару побудуємо елементарний 
циліндр, твірна якого паралельна осі Ox  і має довжину 
1−−=∆ iii xxx , а напрямною служить контур перерізу тіла T  пло-
щиною icx = . Тоді об'єм шару iV∆  наближено дорівнює об'єму 
такого циліндра з площею основи )( icS  і висотою ix∆ :  
iii xcSV ∆≈∆ )( . Об'єм V  тіла T  наближено дорівнює сумі nV  об'-
ємів усіх частинних циліндрів: ∑
=
∆=≈ ni iin xcSVV 1 )( . Точність 
цього наближення підвищується зі зменшенням кроків ix∆  роз-
биття.  
• 
• • 
Т 
хі хі-1  
x
y
z
O
a b
ix∆
)( ixSS =
Рис. 32  
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Границя цієї суми (якщо вона існує) при необмеженому здрі-
бненні розбиття (коли 0max →∆ ix  і при цьому, очевидно, 
∞→n ) визначає об'єм V  даного тіла T :  
∑
=→∆
∆= ni iix xcSV i 10max
)(lim . 
Таким чином, об'єм V  є границею інтегральної суми nV  для 
неперервної функції )(xS  на відрізку ];[ ba , тому вказана границя 
існує і дорівнює визначеному інтегралу:  
∫=
b
a
dxxSV )(
 .   
Приклад 1. Знайти об’єм еліпсоїда  
1/// 222222 =++ czbyax .  
□ У перерізі еліпсоїда (рис. 33) площиною, паралельною 
площині Oyz  на відстані x  від неї, утворюється еліпс  



=
−=+
constx
axczby ;/1// 222222
  
або   ( ) ( ) 1)/1()/1( 22222222 =−+− axczaxby   
з півосями 221
22
1 /1,/1 axccaxbb −=−= .  
Площа такого еліпса (див. 
прикл.7 із п.1.4.1)  
( )2211 /1)( axbccbxS −pi=pi= .  
Обчислимо об’єм еліпсоїда, 
враховуючи його симетрію від-
носно площини Oyz :  
=−pi= ∫
−
dxaxbcV a
a
)/1( 22   
=−pi= ∫
a dxaxbc
0
22 )/1(2   
( ) abcaxxbc a pi=−pi= )3/4()3/(2
0
23
 (куб.од.).  ■  
О
)(xS
x
Рис. 33  
a− a
b−
c
x
y
b
z
 98 
2. Об'єм тіла обертання.  
Розглянемо криволінійну трапецію, обмежену графіком непе-
рервної невід’ємної функції 0)( ≥= xyy , віссю Ox  і двома пря-
мими ax =  та bx = , де ba ≤ . Якщо обертати цю фігуру навколо 
осі Ox , то утвориться тіло обертання T  (рис. 34). Переріз цього 
тіла площиною, паралельною пло-
щині Oyz  на відстані x  від неї, – 
круг з площею 
22 ))(()( xyRxS pi=pi= . Тоді об'єм 
тіла обертання можна обчислити за 
формулою  
∫pi=
b
a
dxxyV )(2
 .  
Приклад 2. Знайти об’єм тіла, що утворене обертанням плос-
кої фігури, обмеженої лініями 0,4,1,4 ==== yxxxy , навколо 
осі Ox .  
□ Тіло, об’єм якого треба знай-
ти, зображене на рис. 35. Фігура 
(криволінійна трапеція), що оберта-
ється, показана штриховою.  
Проведемо обчислення:  
=pi= ∫
b
a
dxxyV )(2   
=pi=pi= ∫∫
4
1
2
4
1
2 16)/4(
x
dxdxx    
pi=−⋅pi−=−pi= 12)14/1(16|)/1(16 41x  (куб.од.).  ■  
Приклад 3. Фігура, обмежена кривими 3 24 xpy = , 
)(2 pxpy −=  і віссю Ox , обертається навколо осі Ox . Знайти 
об’єм тіла обертання.  
□  Фігура, обертанням якої утворюється тіло, зображена на 
рис. 36. Щоб визначити межі інтегрування, знайдемо характерні 
Рис. 34  
z
x
y
O
0)( ≥= xyy
ax = bx =
Рис. 35  
z
x
y
O
1=x 4=x
4=xy0=y
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точки фігури – точки перетину заданих ліній:  




=
=
;0
;43 2
y
xpy
  )0;0(O ;  



=
−=
;0
;)(2
y
pxpy
  )0;( pA ;   




−=
=
;)(2
;43 2
pxpy
xpy
   
)2;2( ppB .  
Шуканий об’єм 
12 VVV −= ,  де 1V  – 
об’єм тіла, отриманого 
обертанням криволіній-
ної трапеції, обмеженої параболою )(2 pxpy −=  і прямими 
px 2=  та 0=y ;  2V  – об’єм тіла, одержаного обертанням криво-
лінійної трапеції, обмеженої кубічною параболою 3 24 xpy =  і 
прямими px 2=  та 0=y .  
Тоді 
( ) −pi=pi−pi= ∫∫∫ pppp dxxpdxxydxxyV 20 3/222 2120 22 4)()(   
×⋅pi−⋅pi=−⋅pi− ∫ )2/1()4()5/3(22)(4
2
0
3/53
2
pxppdxpxp
pp
p
 
33322 )5/14(2)5/24()( ppppx p
p
pi=pi−pi=−×  (куб.од.).  ■  
Зауваження 1. Об’єм тіла, утвореного обертанням навколо 
осу Oy  криволінійної трапеції, обмеженої лініями 0)( ≥= yxx , 
0=x , cy = , dy = , де dc ≤ , )(yxx =  − неперервна невід’ємна 
на ];[ dc  функція, обчислюється аналогічно  
∫pi=
d
c
dyyxV )(2
 .  
Приклад 4. Знайти об’єм частини параболоїда, утвореної обе-
ртанням дуги параболи 2xy = , ]2;0[∈x  навколо осі Oy . 
Рис. 36  
z
x
y
O
0=x px 2=
p2
p p20=y
3 24 xpy =
)(2 pxpy −=
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□ З рівняння параболи  yyxx == )( , ]4;0[∈y . Тоді  
( ) pi=pi=pi= ∫ 8)2/( 40240 2 ydyyV  (куб.од.).  ■  
Зауваження 2. Коли криві, що обмежують плоску область D , 
обертанням якої утворюється тіло T , задані параметрично або в 
полярних координатах, то треба перейти до прямокутних коорди-
нат і в інтегралі застосувати заміну змінної.  
Приклад 5. Знайти об’єм тіла, отриманого обертанням криво-
лінійної трапеції, обмеженої дугою циклоїди )sin( ttax −= , 
)cos1( tay −= , ]2/;0[ pi∈t , прямою )12/( −pi= ax  і віссю Ox , 
навколо осі Ox .  
□ Фігура, обертанням якої утво-
рюється тіло, зображена на рис. 37. 
Проведемо обчислення:  
;)(2 txxdxyV b
a
==pi= ∫   
=== dttxdxtyy )(';)(   
=pi= ∫
2
1
)(')(2t
t
dttxty   
);cos1(;)cos1();sin( taydttadxttax −=−=−==   
∫
pi
=−−pi=pi==
2/
0
22
21 )cos1()cos1(2/;0 dttatatt   
−+−pi=−pi= ∫∫
pipi
ttadtta 22/
0
32/
0
33 cos3cos31()cos1(   
∫
pi
−++−pi=−
2/
0
33 )2cos1)(2/3(cos31()cos ttadtt   
([ −++−pi=−− ttttadttt 2sin)4/3()2/3(sin3)cos)sin1( 32   
) 12/)4415(sin)3/1(sin 32/
0
3 att pi−pi=
+−
pi
  (куб.од.).  ■  
Приклад 6. Кардіоїда )cos1( ϕ−=ρ a  обертається навколо 
полярної осі. Знайти об’єм тіла обертання. 
x
)sin( ttax −=
)cos1( tay −=
Рис. 37 
y
O )12/( −pi= ax
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□ Задана кардіоїда зображе-
на на рис. 38. Скористаємося фо-
рмулами зв’язку між прямокутни-
ми і полярними координатами і 
зробимо заміну змінної:  
=ϕ==pi= ∫ )(2 xxdxyV
b
a
  
×ϕρ=ϕ=ϕϕρ= )()(;cos)( yy   
=ϕϕ=ϕ× d'xdx )(;sin   
∫
ϕ
ϕ ϕϕϕpi=ϕϕϕρ−ϕϕρ=
2
1
)()()sin)(cos)('( 2 d'xyd .   
Проведемо обчислення:  
)cos(coscos)cos1(cos)( 2 ϕ−ϕ=ϕϕ−=ϕϕρ= aax ;  
ϕϕ−=ϕϕρ= sin)cos1(sin)( ay ;   +ϕ−= sin(' ax   
ϕ−ϕ=ϕϕ+ sin)1cos2()sincos2 a ;  
=ϕϕϕpi= ∫
ϕ
ϕ
2
1
)()(2 d'xyV    
=ϕϕ−ϕϕϕ−pi= ∫pi daa sin)1cos2()sin)cos1((
20
 
∫pi =ϕϕ−ϕϕ−ϕpi=
0 23 sin)1cos2)(cos1(sin da   
;10cos;1cos;sin;cos 21 ==−=pi=ϕϕ−=ϕ== uudduu   
∫
−
=−−−pi−=−=ϕ−=ϕ
1
1
23222 )12)(1()1(1cos1sin duuuuau    
−+pi−=−+−−+pi−= ∫
−
56321
1
3453 3/()144252( uuaduuuuuua    
−−+−−+pi−=−+−−
−
123/42/113/1(|)23/42/ 311234 auuuu   
3/8)123/42/113/1 3api=−−−++−   (куб.од.).  ■  
 
x
a
a−
a2−
y
4/ax =
Рис. 38 
O
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1.4.5. Площа поверхні обертання   
Нехай плоска гладка дуга ABL  є графіком невід’ємної на від-
різку ];[ ba  функції 0)( ≥= xyy , що неперервна разом зі своєю 
похідною на цьому відрізку. Треба знайти площу S  поверхні, 
утвореної обертанням дуги ABL  навколо осі Ox  (рис. 39).  
Перетнемо поверхню обертання двома площинами, що про-
ходять через досить близькі точки x  та dxx + , паралельно коор-
динатній площині Oyz . Наближено замінимо утворену між перері-
зами елементарну фігуру зрізаним конусом, твірна якого 
dxxydl 2))('(1+= , а радіуси основ )(xy  та )( dxxy + . Якщо 
висота конуса dx  нескінченно мала, то площа dS  бічної поверхні 
цієї фігури дорівнює площі бічної поверхні зрізаного конуса, тобто 
маємо диференціал площі  
dxxyxydS 2))('(1)(2 +pi= . 
Інтегруючи, знайдемо всю 
площу поверхні обертання:  
∫ +pi=
b
a
dxxyxyS 2))('(1)(2
 .  
Приклад 1. Знайти площу по-
верхні, утвореної обертанням дуги 
параболи pxy 22 =  px 20( ≤≤ ; 
)0>p  навколо осі Ox .  
□ Спочатку рівняння дуги параболи запишемо у явному ви-
гляді, виразивши y  через x :  pxy 2= . Потім знайдемо похідну:  
)2/(' xpy = . Далі обчислимо площу:  
( ) ×pi=+⋅pi= ∫ pdxxppxS p 2)2/(122 22
0
  
=+⋅pi=+× ∫
pp
pxpdxpx
2
0
2/32
0
)2()3/2(2  
Рис. 39  
z
x
y
O
0)( ≥= xyy
ax = bx =
xd
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[ ] [ ] 222 155)3/2(55)3/2( ppp −pi=−pi=  (кв. од.).  ■  
Приклад 2. Знайти площу поверхні тора, утвореного обертан-
ням кола 222 )( rRyx =−+  )0( Rr ≤<  навколо осі Ox . (Форму 
тора має, наприклад, бублик).  
□ Задане коло зображене на 
рис. 40. Шукану площу S  поверхні то-
ра можна знайти як суму 21 SSS +=  
площ двох поверхонь, утворених обер-
танням відповідно нижнього 
22
1 )( xrRxyy −−==  і верхнього 
22
2 )( xrRxyy −+==  півкіл 
( )rxr ≤≤− . Проведемо обчислення:   
22
1 )(' xrxxy −−= ;  222 )(' xrxxy −= ;  =+= 21 SSS    
( ) ( ) (∫∫ +pi+−−+−−pi= r
r-
r
r-
RdxxrxxrR 212
2
2222
  
) ( ) =−pi=−+−+ ∫
−
r
r
xrdxRrdxxrxxr 22
2
2222 41  
RrrxRr r
r
24)/(arcsin4 pi=⋅pi=
−
  (кв. од.).  ■  
Зауваження 1. Коли крива, обертанням якої утворюється дана 
поверхня, задана параметрично або в полярних координатах, то 
треба радіус елементарного зрізаного конуса )(xy  і його твірну – 
диференціал довжини дуги dl  – виразити у відповідній формі, а в 
інтегралі застосувати заміну змінної. 
Якщо крива задана у параметричній формі )(txx = , 
0)( ≥= tyy , β≤≤α t , тоді твірна зрізаного конуса дорівнює 
dttytxdl 22 ))('())('( += , елемент площі dS  визначається за 
формулою dttytxtydS 22 ))('())('()(2 +pi=  і площа поверхні 
обертання навколо осі Ox  знаходиться наступним чином:  
Рис. 40  
r
x
y
O
R
222 )( rRyx =−+
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∫
β
α
+pi= dttytxtyS 22 ))('())('()(2
 .  
Аналогічно, площа поверхні, утвореної обертанням навколо 
полярної осі Ox  кривої, що задана в полярних координатах 
)(ϕρ=ρ , pi≤β≤ϕ≤α≤0 , обчислюється за формулою  
∫
β
α
ϕϕρ+ϕρϕϕρpi= dS 22 ))('()(sin)(2
 .  
Приклад 3. Обчислити площу поверхні, утвореної обертанням 
астроїди  taytax 33 sin,cos ==  навколо осі Ox . 
□ Астроїда (див. рис. 28 із п. 1.4.2) симетрична відносно обох 
координатних осей. Шукана площа S  дорівнює подвоєній площі 
1S  поверхні, описаної дугою астроїди, що лежить у першій чверті 
( )2/0 pi≤≤ t . Проведемо обчислення:  
;cos))('())('()(222 3221
2
1
taxdttytxtySS
t
t
==+pi⋅== ∫   
;cossin3)(';sincos3)(';sin 223 ttatyttatxtay =−==   
=+=+ )cossinsin(cos9))('())('( 2424222 ttttatytx   
=×⋅pi=pi=== ∫
pi 2/
0
3
21 sin3sin42/;0;cossin3 tatatttta   
=pi=⋅pi=×
pipi
∫
2/
0
522/
0
42 sin)5/1(12cossin12cos tadtttadtt . 
2)5/12( api=  (кв. од.).  ■  
Приклад 4. Обчислити площу повер-
хні, утвореної обертанням равлика Паскаля 
ϕ+=ρ cos2  навколо полярної осіOx .  
□ Равлик Паскаля зображений на 
рис. 41. Він симетричний відносно поляр-
ної осі Ox . Поверхня обертання утворю-
ється рухом верхньої половини равлика 
Паскаля, де ];0[ pi∈ϕ . Проведемо обчис-
лення:  
Рис. 41  
z
x
y
O
2
3
1−
ϕ+=ρ cos2
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∫∫
β
α
β
α
×ϕϕρpi=ϕpi= sin)(2)(2 dlyS   
=ϕϕρ+ϕρ× d22 ))('()(    
;sin;cos2 ϕ−=ρ′ϕ+=ρ=   +ϕ+=ρ+ρ 222 )cos2()'(   
=pi=β=αϕ+=ϕ+ ;0;cos45sin2   
;coscos45sin)cos2(2
0
ϕ==ϕϕ+ϕϕ+pi= ∫
pi
td   
=−=pi===ϕϕ−= 1cos;10cos;sin 21 ttddt   
;4/)5(;4545)2(2 221
1
−==+=++pi−= ∫
−
ututdttt   
==−==+=+== 145;345;45;)2/1( 21 uutuduudt   
=+pi−=−+pi−= ∫∫
1
3
221
3
2 )3()4/()2/1()4/)5(2(2 duuuduuuu   
( ) =+pi−=+pi−= ∫ 135313 42 )5/1()4/()3()4/( uuduuu   
( ) 5/935/243275/11)4/( pi=−−+pi−=   (кв. од.).  ■  
Зауваження 2. Якщо поверхня утворюється обертанням кри-
вої навколо осі Oy , то формули для обчислення площі аналогічні, 
тільки в них змінні x  та y  міняються ролями.  
Приклад 5. Знайти площу поверхні, утвореної обертанням ду-
ги параболи pxy 22 =  )0;60( >≤≤ pp/x  навколо осі Oy .  
□ Спочатку рівняння дуги параболи запишемо у явному ви-
гляді, виразивши x  через y :  )2(2 pyx = ; 00 11 =⇒= yx ; 
36/ 22 pypx =⇒= . Потім знайдемо похідну:  pyx /'= . Далі 
обчислимо площу:  
( )∫∫ ×pi=+pi= 30 22 )2(2))('(1)(2 21
py
y
pydyyxyxS   
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( ) tctgpydyypypdypy p ==+pi=+× ∫ 30 22222)/(1 ;  
( ) ;sin/;sin1 222222 tptctgppypdttdy =+=+−=   
×
pi
=
pi
==
pi
=== 221 33
3
;
2
0;
p
arcctgtarcctgt
p
y
arcctgt   
( ) ( ) =pi−=−× ∫∫ pipipipi 3/2/ 523/2/ 22 sincossin1)sin/()( dtttdtttptctgp   
;)1()2(;2;)2/( 2ududtuarctgtuttg +====   
==
pi
==
pi
=
+
−
=
+
=
3
3
6
;1
4
;
1
1
cos;
1
2
sin 212
2
2 tgutguu
u
t
u
u
t    
( )
( ) ∫∫ ×−
pi
−=
+
⋅
+
+−
pi−=
33
1
22
33
1
252
222
)1(
161
2
)1()2(
)1()1(
u
u
du
uu
uu
  
( ) ( ) =+−pi−=+× ∫ 331 584522 )21()16/()1( duuuuduuu   
( ) ( −−pi−=+−pi−= −−∫ 4331 35 )4/1()16/(/2)16/( uduuuu   
) ++−−pi−=+− 36/133ln24/9()16/()4/1(||ln2 33
1
4uu    
144)3ln920()4/11ln24/1 −pi=−++   (кв. од.).  ■  
Приклад 6. Обчислити площу поверхні, утвореної обертанням 
лемніскати Бернуллі ϕ=ρ 2cos22 a  ( 0a > ) навколо осі Oy .  
□ Лемніската Бернуллі зо-
бражена на рис. 42. Вона симет-
рична відносно обох коорди-
натних осей Ox  і yO . Шукана 
площа S  дорівнює подвоєній 
площі 1S  поверхні, описаної ду-
гою лемніскати, що лежить у пе-Рис. 42  
z
x
y
O
a
4/pi=ϕ
ϕ=ρ 2cosa
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ршій чверті ( )4/0 pi≤ϕ≤ . Проведемо обчислення:  
∫∫
β
α
β
α
×ϕϕρpi⋅=ϕpi⋅== cos)(22)(222 1 dlxSS   
:2sin;2cos))('()( 22 ϕ−=ρ′ϕ=ρ=ϕϕρ+ϕρ× aad   
=ϕϕ+ϕ=ρ+ρϕ 2cos/2sin2cos)'(;2cos: 22222 aa    
;0;2cos2cos:)2sin2(cos 222 =αϕ=ϕϕ+ϕ= aa
( ) =ϕϕ⋅ϕϕpi=pi=β ∫ pi 4/0 2coscos2cos44/ daa   
24/
0
24/
0
2 22sin4cos4 aada pi=ϕpi=ϕϕpi= pi
pi
∫   (кв. од.).  ■  
 
1.5. Фізичні застосування визначеного інтеграла  
За допомогою інтегрального числення можна знаходити масу 
матеріальної дуги і пластинки, їх центр мас;  роботу сили;  сумар-
ний електричний заряд;  концентрацію  електронів;  напруженість 
електричного поля і т.п.  
Розглянемо застосування визначеного інтеграла для розв’я-
зування деяких типових задач.  
 
1.5.1. Маса, статичні моменти, моменти інерції  
та координати центра мас плоскої дуги  
Нехай задана матеріальна неоднорідна дуга гладкої плоскої 
кривої )(xyy = , ];[ bax ∈  з лінійною густиною )(xρ=ρ  
(рис. 43). Знайдемо її масу m , статичні моменти xM , yM  і моме-
нти інерції xI , yI  відповідно відносно координатних осей Ox  і 
Oy  та координати центра мас ),( cc yxC .  
Поділимо відрізок ];[ ba  на n  елементарних частин довільно 
вибраними точками: <<= 10 xxa bxxx nii =<<<< − ...... 1 . По-
значимо i -ий крок розбиття 1−−=∆ iii xxx . Припустимо, що ix∆  
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настільки мале, що масу im∆  i -ої елементарної дуги ii MML 1−  мо-
жна вважати зосередженою в одній точці );( iii yxM , де 
)( ii xyy = . Тоді  
iiiiii xxyxLxm ∆+ρ≈∆ρ≈∆ 2))('(1)()( .  
 
Розглядаючи 
розбиття дуги як сис-
тему матеріальних 
точок );( iii yxM , 
ni ,1= , наближено 
знаходимо масу m  
дуги:   
 
∑∑
==
∆+ρ≈∆= ni iii
n
i i xxyxmm 1
2
1 ))('(1)( .  
При необмеженому здрібненні розбиття, коли 0max
1
→∆
≤≤
i
ni
x , 
дістаємо точне значення маси m  дуги у вигляді визначеного інтег-
рала:   
∫ ρ=
b
a
dlxm )(
 ,  
де dxxydl 2))('(1+=  – диференціал довжини дуги.  
Статичний момент lM∆  матеріальної точки відносно осі 
Ol  дорівнює добутку її маси m∆  на відхилення r  від осі: 
rmM l ⋅∆=∆ .  
Момент інерції lI∆  матеріальної точки відносно осі Ol  до-
рівнює добутку її маси m∆  на квадрат відхилення r  від осі: 
2
rmIl ⋅∆=∆ .    
Момент системи матеріальних точок дорівнює сумі відпові-
дних моментів всіх її складових.  
 
AM =0
nMB =iM
1−iM
),( iii yxM
),( cc yxC
ax =0 nxb =ixix1−ix
O x
y
)(xyy =
Рис. 43  
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Центром мас );( cc yxC  системи матеріальних точок нази-
вається матеріальна точка з їх сумарною масою ∑∆= imm , що 
має ті самі сумарні статичні моменти  ∑∆= xix MM  і 
∑∆= yiy MM . Координати центра мас );( cc yxC  обчислюються 
за формулами:  
mMx yc = ;   mMy xc = .  
Розглядаючи розбиття дуги як систему матеріальних точок 
);( iii yxM , ni ,1= , отримуємо наближені значення статичних мо-
ментів xM , yM  і моментів інерції xI , yI  дуги:   
а) відносно осі Ox :  
∑∑
==
∆+ρ≈⋅∆≈ ni iiii
n
i iix xxyxyymM 1
2
1 ))('(1)( ;   
∑∑
==
∆+ρ≈⋅∆≈ ni iiii
n
i iix xxyxyymI 1
22
1
2 ))('(1)( ;   
б) відносно осі Oy :  
∑∑
==
∆+ρ≈⋅∆≈ ni iiii
n
i iiy xxyxxxmM 1
2
1 ))('(1)( ;   
∑∑
==
∆+ρ≈⋅∆≈ ni iiii
n
i iiy xxyxxxmI 1
22
1
2 ))('(1)( .   
Застосовуючи граничний перехід при 0max
1
→∆
≤≤
i
ni
x , для вка-
заних величин одержуємо точні розрахункові формули:   
∫ ρ=
b
ax
dlxyM )(
 ;    ∫ ρ=
b
ax
dlxyI )(2
 ;  
∫ ρ=
b
ay
dlxxM )(
 ;    ∫ ρ=
b
ay
dlxxI )(2
 ,   
де dxxydl 2))('(1+=  – диференціал довжини дуги.  
Аналогічно для координат центра мас );( cc yxC  дуги дістає-
мо формули:  
mMx yc =  ;   mMy xc =  .  
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Приклад 1. Для дуги кола 29 xy −= , ]3;0[∈x , розташо-
ваної у першій координатній чверті, знайти масу m , статичні мо-
менти xM , yM  і моменти інерції xI , yI  відповідно відносно осей 
Ox  та Oy , а також координати центра мас );( cc yxC . Лінійна гу-
стина constx =ρ=ρ 0)( . 
□ Знайдемо диференціал довжини дуги:   
29
'
x
xy
−
−= ;  
22
2
2
9
3
9
1)'(1
x
dxdx
x
xdxydl
−
=
−
+=+= .  
Обчислимо масу дуги:   
×ρ=
−
ρ=
−
ρ=ρ= ∫∫∫ 0
3
0
20
3
0
20
3
9
3
9
3)(
x
dx
x
dxdlxm
b
a
  
2/3)0arcsin1(arcsin3)3/arcsin( 0030 piρ=−ρ=× x .  
Знайдемо статичні моменти, моменти інерції та координати 
центра мас:  
∫∫∫ =ρ=
−
ρ−=ρ=
3
0
3
0
020
2 3
9
39)( dx
x
dx
xdlxyM
b
a
x   
0
3
00 9|3 ρ=ρ= x ;   ∫∫ =
−
ρ
=ρ=
3
0
2
0
9
3)( dx
x
xdlxxM
b
a
y   
=ρ−=
==
−=−=
= ∫
0
9
0
21
2
2
3
0;9
;2;9
u
du
uu
xdxduxu
  
0
0
90
93 ρ=ρ−= u ;  ∫∫ =
−
ρ−=ρ=
3
0
20
22
9
3)9()(
x
dx
xdlxyI
b
a
x   
;cos3;sin393 3
0
2
0 duudxuxdxx ===−ρ= ∫   
;00arcsin;)3/arcsin(;cos39 12 ====− uxuux   
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=⋅ρ=pi== ∫
pi 2/
002
cos3cos332/1arcsin duuuu   
=+ρ=ρ= ∫∫
pipi 2/
00
2/
0
2
0 )2cos1()2/27(cos27 duuduu   
2/27)2sin)2/1(()2/27( 02/00 piρ=+ρ=
pi
uu ;    
=
−
ρ=
−
ρ=ρ= ∫∫∫
3
0
2
23
0
020
22
9
3
9
3)(
x
dxx
x
dx
xdlxxI
b
a
y   
;cos39;cos3;sin3 2 uxduudxux =−===   
=pi===== 2/1arcsin;00arcsin;)3/arcsin( 21 uuxu   
×ρ=ρ=⋅ρ= ∫∫
pipi
0
2/
0
2
0
2/
0
2
0 )2/27(sin27
cos3
cos3)sin3(3 duu
u
duuu
  
=−ρ=−× pipi∫
2/
00
2/
0
)2sin)2/1(()2/27()2cos1( uuduu   
2
27 0piρ
= ;  pi=
piρ
ρ
== 6
2/3
9
0
0
m
M
x
y
c ;  pi== 6
m
My xc .  ■  
Приклад 2. Знайти координати центра мас );( cc yxC  однорі-
дної дуги астроїди tax 3cos= , tay 3sin=  ( 0>a ), що розташо-
вана у першій координатній чверті та має лінійну густину 
3/1
0 )/()( axx ρ=ρ=ρ ,  де 00 >=ρ const .  
□  Подамо лінійну густину через параметр t :  
( ) tata coscos 03/130 ρ=ρ=ρ .  
Указаній частині астроїди відповідають значення параметра 
2/0 pi≤≤ t . Знайдемо диференціал довжини дуги, що задана па-
раметрично:   
dttytxdl 22 ))('())('( += ;   ttax sincos3' 2 ⋅−= ;   
ttay cossin3' 2 ⋅= ;  +⋅=+ ttatytx 24222 sincos9))('())('(   
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=+=⋅+ )sin(coscossin9cossin9 22222242 ttttatta   
tta 222 cossin9= ;  dtttadl cossin3= .   
Обчислимо масу, переходячи в інтегралі до параметра t :   
=⋅ρ=ρ= ∫∫
pi 2/
0 0
cossin3cos2
1
dtttatdlm t
t
   
0
2/
0
3
0
2/
0
2
0 cossincos3 ρ=⋅ρ−=ρ=
pipi
∫ atadttta .  
Формули для статичних моментів у випадку параметрично 
заданої кривої приймають вигляд:   
∫ ρ=
2
1
)(t
tx
dltyM ;    ∫ ρ=
2
1
)(t
ty
dltxM .   
Тоді  
×ρ=⋅ρ⋅= ∫
pi
0
22/
0 0
3 3cossin3cossin adtttattaM x    
×⋅ρ=× ∫∫
pipi 2/
0
2
0
22/
0
22 )2/1()2sin)2/1((3sin)cos(sin tadtttt   
( −ρ=−× ∫ pi 2/0 202 2sin)8/3()2cos1( dttadtt    
) ( −−ρ=− ∫∫ pipi 2/0022/0 2 )4cos1()2/1()8/3(2cos2sin dttadttt   
( )=−−ρ=


−
pipi 0)4sin)4/1(()16/3(2sin)6/1( 2/00
22/
0
3 ttat   
32/3 0
2ρpi= a ;   =⋅ρ⋅= ∫
pi 2/
0 0
3 cossin3coscos dtttattaM y   
2/cos)6/1(3sincos3 02
2/
0
6
0
22/
0
5
0
2 ρ=−⋅ρ=ρ=
pipi
∫ atadttta .  
Координати центра мас:   
2
2/
0
0
2 a
a
a
m
M
x
y
c =ρ
ρ
== ;  
32
332/3
0
0
2 a
a
a
m
My xc
pi
=
ρ
ρpi
== .  ■  
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1.5.2. Маса, статичні моменти, моменти інерції  
та координати центра мас плоскої області  
Нехай задана матеріальна неоднорідна плоска фігура D , що 
має вигляд криволінійної трапеції, обмеженої зверху графіком не-
перервної невід’ємної функції 0)( ≥= xyy , знизу віссю Ox , а з 
боків вертикальними прямими ax =  і bx = , де ba < , причому 
поверхнева густина )(xρ=ρ  
залежить тільки від x  
(рис. 44). Знайдемо її масу 
m , статичні моменти xM , 
yM  і моменти інерції xI , yI  
відповідно відносно коорди-
натних осей Ox  і Oy  та ко-
ординати центра мас 
);( cc yxC .  
Розіб’ємо відрізок ];[ ba  
на n  довільних частин точ-
ками:  ...210 <<<= xxxa bxxx nii =<<<< − ...1 . Через кожну 
точку поділу  ix , ni ,1=  проведемо пряму, паралельну осі Oy , і 
розіб’ємо криволінійну трапецію на елементарні смужки – частин-
ні криволінійні трапеції. Смужку, що міститься між прямими 
1−= ixx  і ixx = , наближено можна вважати однорідним прямоку-
тником з основою 1−−=∆ iii xxx  і висотою )( ii cyy = , де ic  − се-
редина частинного відрізка ];[ 1 ii xx − . Площа такого прямокутника 
iii xyS ∆=∆ ,  а його маса iiiiii xcycScm ∆ρ=∆ρ≈∆ )()()( .   
З механіки відомо, що центр мас прямокутника зі сталою по-
верхневою густиною const=ρ  знаходиться в точці перетину його 
діагоналей )2/;( iii ycC . Якщо припустити, що вся маса кожного 
частинного прямокутника зосереджена в його центрі мас iC , то 
дістанемо систему матеріальних точок im∆ , ni ,1= . Тоді маса m  
криволінійної трапеції D , її статичні моменти xM , yM  і моменти 
0xa =
0)( ≥= xyy
)2/;( iii ycC
nxb =
O
1−ix ixic
y
x
Рис. 44  
);( cc yxC
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інерції xI , yI  відповідно відносно осей Ox  і Oy  наближено ви-
значаються співвідношеннями для такої системи:  
∑∑
==
∆ρ≈∆= ni iii
n
i i xycmm 11 )( ;  ≈⋅∆≈ ∑ =
n
i iix ymM 1 )2/(   
∑∑
==
∆ρ=∆ρ≈ ni iii
n
i iiii xycxycy 1
2
1 )()2/1()()2/( ;   
∑∑
==
∆ρ≈⋅∆≈ ni iiii
n
i iiy xyxccmM 11 )( ;  
∑∑
==
∆ρ≈⋅∆≈ ni iii
n
i iix xycymI 1
3
1
2 )()4/1()2/( ;   
∑∑
==
∆ρ≈⋅∆≈ ni iiii
n
i iiy xyxcxmI 1
2
1
2 )( .   
Застосовуючи граничний перехід при 0max
1
→∆
≤≤
i
ni
x , для вка-
заних величин одержуємо точні розрахункові формули:   
∫∫ ρ=ρ=
b
a
b
a
dxxyxdSxm )()()(
 ;  
∫∫ ρ=ρ=
b
a
b
ax
dxxyxdSxyxM )()()2/1()()()2/1( 2
 ;  
∫∫ ρ=ρ=
b
a
b
ay
dxxyxxdSxxM )()()(
 ;   
∫∫ ρ=ρ=
b
a
b
ax
dxxyxdSxyxI )()()4/1()()()4/1( 32
 ;  
∫∫ ρ=ρ=
b
a
b
ay
dxxyxxdSxxI )()()( 22
 ,   
де  dxxydS )(=  – диференціал площі криволінійної трапеції.  
Аналогічно для координат центра мас );( cc yxC  криволіній-
ної трапеції дістаємо формули:  
mMx yc =  ;   mMy xc =  .  
Зауваження 1. Якщо плоска область D  – правильна у напря-
мку осі Oy  (рис. 9 із п. 1.4.1. 1), тобто може бути задана системою 
нерівностей  
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


≤≤
≤≤
,)()(
;
21 xyyxy
bxa
  де  OxbaD Oy ⊂→ ];[ ,  
а поверхнева густина )(xρ=ρ  залежить тільки від x , тоді її маса 
m , статичні моменти xM , yM , моменти інерції xI , yI  і коорди-
нати центра мас );( cc yxC  обчислюються за формулами: 
∫ −ρ=
b
a
dxxyxyxm ))()(()( 12  ;  
∫ −ρ=
b
ax
dxxyxyxM ))()(()()2/1( 2122  ;  
∫ −ρ=
b
ay
dxxyxyxxM ))()(()( 12  ;   
∫ −ρ=
b
ax
dxxyxyxI ))()()(()4/1( 3132  ;  
∫ −ρ=
b
ay
dxxyxyxxI ))()(()( 122  ;   
mMx yc =  ;   mMy xc =  .  
Зауваження 2. Якщо плоска область D  – правильна у напря-
мку осі Ox  (рис. 10 із п. 1.4.1 а), , тобто може бути задана систе-
мою нерівностей  



≤≤
≤≤
,)()(
;
21 yxxyx
dyc
   де  OydcD Ox ⊂→ ];[ ,  
 а поверхнева густина )(yρ=ρ  є функцією тільки змінної y , то 
вказані характеристики m , xM , yM , xI , yI , cx , cy  обчислюються 
за аналогічними співвідношеннями, де змінні x  та y  міняються 
ролями. (Напишіть ці формули самостійно).  
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Приклад 1. Для параболічного сегмента D , який відсікає від 
параболи xy 62 =  пряма 6=x , знайти масу m , статичні моменти 
xM , yM  і моменти інерції xI , yI  відповідно відносно осей Ox  
та Oy , а також координати центра мас ),( cc yxC . Поверхнева гус-
тина const=ρ=ρ 0  (фігура однорідна).   
□ Дана область D  є правильною (в обох напрямках Ox  та 
Oy ) і однорідною. Тому задачу можна розв’язати двома способа-
ми:  
а) розглядаючи область D  як правильну в напрямку Oy ;   
б) розглядаючи область D  як правильну в напрямку Ox .  
Розв’яжемо задачу способом  а).  Відповідне подання фігури 
D  – на рис. 45.  
Обчислимо масу області D :   
( ) =+ρ=−ρ= ∫∫ 60 012 66))()(()( dxxxdxxyxyxm ba   
0
6
0
2/3
0
6
0
2/1
0 48)3/2(6262 ρ=⋅ρ=ρ= ∫ xdxx .   
Знайдемо статичні моменти, мо-
менти інерції та координати центра 
мас пластинки D .  
По-перше, в силу однорідності й 
симетрії відносно осі Ox , маємо:  
0=xM ;  0=cy .  Далі обчислюємо:   
=−ρ= ∫
b
ay
dxxyxyxxM ))()(()( 12   
( ) =+ρ= ∫ 60 0 66 dxxxx   
5/864)5/2(6262 0
6
0
2/5
0
6
0
2/3
0 ρ=⋅ρ=ρ= ∫ xdxx ;   
(∫∫ +ρ=−ρ= 60 2/303132 )6()4/1())()()(()4/1( xdxxyxyxI bax   
) =⋅ρ=ρ=+ ∫ 602/5060 2/302/3 )5/2(6363)6( xdxxdxx   
x
y
6=x
xy 6=
O
xy 6−=
C
Рис. 45  
D
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5/1296 0ρ= ;            =−ρ= ∫
b
ay
dxxyxyxxI ))()(()( 122   
( ) ×⋅ρ=ρ=+ρ= ∫∫ )7/2(626266 060 2/5060 20 dxxdxxxx    
7/5184 0
6
0
2/7 ρ=× x ;   6,3
5
18
48
5/864
0
0
==
ρ
ρ
==
m
M
x
y
c .   
Способом  б)  розв’яжіть задачу самостійно.   ■  
Приклад 2. Для фігури D , розташованої у першій чверті та 
обмеженої астроїдою tbytax 33 sin,cos ==  ( 0>a , 0>b ), і 
осями координат, знайти масу m , статичні моменти xM , yM  і 
координати центра мас );( cc yxC . Поверхнева густина  
3/23/1
0 )/(1)/()( axaxx −⋅ρ=ρ=ρ ,  де 00 >=ρ const   (пласти-
нка неоднорідна).  
□ Область D , про яку йдеться в задачі, зображена на рис. 46 і 
має вигляд криволінійної трапеції, утвореної параметрично зада-
ною дугою:  tbytax 33 sin,cos == , ]2/;0[ pi∈t .  
Обчислимо указані характеристики, переходячи у відповід-
них інтегралах до параметра t .  
Знайдемо диференціал функції  
tatxx 3cos)( == :   
=−⋅⋅== dtttadttxdx )sin(cos3)(' 2   
dttta sincos3 2−= .  
Виразимо поверхневу густину через 
параметр t :  
ttataata cossin):cos(1):cos( 03/233/130 ρ=−⋅ρ=ρ .  
Обчислимо масу пластинки D :  
=ρ=ρ= ∫∫
2
1
)(')())(()()( t
t
b
a
dttxtytxdxxyxm   
×ρ−=−⋅⋅ρ= ∫pi 0
0
2/
23
0 3)sincos3(sincossin abdtttatbtt   
b
O x
y
Рис. 46  
D a



=
=
tby
tax
3
3
sin
cos
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====× ∫pi tdttdutudtttt
20
2/
25 cos;cos;sincoscossin   
====pi=−=−= 00sin;1)2/sin(;1sin1 2122 uuut   
=−ρ−=−ρ−= ∫∫
0
1
75
0
0
1
25
0 )(3)1(3 duuuabduuuab    
8/)8/6/(3 0
0
1
86
0 ρ=−ρ−= abuuab .  
Знайдемо статичні моменти і координати центра мас:   
=ρ=ρ= ∫∫
2
1
)(')())(()2/1()()()2/1( 22 t
t
b
ax
dttxtytxdxxyxM    
=−⋅⋅ρ= ∫pi
0
2/
223
0 )sincos3()sin(cossin)2/1( dtttatbtt   
;cos;sincoscossin)2/3( 0
2/
28
0
2 dttdutudttttab ===ρ−= ∫pi   
====pi=−=−= 00sin;1)2/sin(;1sin1cos 21222 uuutt   
×ρ−=−ρ−= ∫ 0
20
1
28
0
2 )2/3()1()2/3( abduuuab    
33/)11/9/()2/3()( 02
0
1
119
0
20
1
108 ρ=−ρ−=−× ∫ abuuabduuu ;   
=ρ=ρ= ∫∫
2
1
)(')()())(()()( t
t
b
ay
dttxtytxtxdxxyxxM   
=−⋅⋅⋅ρ= ∫pi
0
2/
233
0 )sincos3()sin()cos(cossin dtttatbtatt   
;sin;cossincossin3 0
2/
64
0
2 dttdutudttttba −===ρ−= ∫pi   
;0)2/(cos;)1()cos1(sin 122224 =pi=−=−= uutt   
×ρ=−ρ=== ∫ 0
21
0
622
0
2
2 3)1(310cos baduuubau    
=+−ρ=+−× ∫
1
0
1197
0
21
0
1086 )11/9/27/(3)2( uuubaduuuu   
231/8 0
2 ρ= ba ;  =ρρ== )8/(:)231/8( 002 abbamMx yc   
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231/64a= ;  33/8)8/(:)33/( 002 bababmMy xc =ρρ== .  ■  
Зауваження 3. Аналогічно за допомогою визначеного інтег-
рала можна знаходити інші неперервно розподілені адитивні вели-
чини, наприклад, сумарний електричний заряд.  
Приклад 3. Знайти сумарний електричний заряд q , непере-
рвно розподілений в області D , що обмежена півеліпсом 
16/13 2xy −= , ]4;4[−∈x  і віссю Ox .  Поверхнева густина  
розподілу заряду )16/1()( 20 xx −ρ=ρ=ρ , де 00 >=ρ const .  
□ Дана область D  має вигляд криволінійної трапеції. Сумар-
ний електричний заряд q  можна знайти за формулою  
∫∫ ρ=ρ=
b
a
b
a
dxxyxdSxq )()()( .  
Проведемо обчислення:   
=−⋅−ρ= ∫
−
4
4
22
0 16/13)16/1( dxxxq   
;cos;sin4)16/1(3 4
4
2/32
0 duudxuxdxx ===−ρ= ∫
−
  
;)4/arcsin(;cos)sin1()16/1( 32/322/32 xuuux ==−=−   
=pi==pi−=−= 2/)4/4arcsin(;2/)4/4arcsin( 21 uu    
×ρ=ρ=⋅ρ= ∫∫
pi
pi−
pi
pi−
)4/1(3cos3coscos3 0
2/
2/
4
0
2/
2/
3
0 duuduuu   
∫∫
pi
pi−
pi
pi−
++ρ=+× 2/
2/0
2/
2/
2 2cos21()4/3()2cos1( uduu   
( ×++ρ=+ ∫∫ pipi−pipi− )2/1(2cos2)4/3()2cos 2/ 2/2/ 2/02 duududuu   
) ( ++ρ=+× pipi−pipi−pipi−∫ 2/ 2/2/ 2/02/ 2/ |2sin|)4/3()4cos1( uuduu   
) ( ++piρ=++ ∫∫ pipi−pipi− 0)4/3(4cos)2/1()2/1( 02/ 2/2/ 2/ duudu     
) 2/9|4sin)8/1(|)2/1( 02/ 2/2/ 2/ piρ=⋅+⋅+ pipi−pipi− uu .   ■  
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1.5.3. Робота змінної сили  
Нехай під дією сили )(xFF =  матеріальна точка рухається 
прямолінійно вздовж осі Ox . Якщо напрям руху збігається з на-
прямом сили, то робота A , виконана цією силою при переміщенні 
точки на відрізку ];[ ba , обчислюється за формулою  
∫=
b
a
dxxFA )(
 .  
Приклад 1. Котел, який має форму параболоїда обертання 
9/9/ 22 yxz +=  висотою 4=H , до країв заповнений рідиною з 
густиною const=ρ0  (рис. 47). Знайти роботу A , яку необхідно 
виконати, щоб викачати рідину з котла.  
□ Задача зводиться до обчислення роботи, яку треба викона-
ти, щоб послідовно підняти всі частинки рідини на рівень країв 
котла, бо далі вона вже під дією сили тяжіння сама витікає з нього. 
При цьому можна вважати, що кожна частинка описує шлях, який 
дорівнює глибині її занурення в котлі.  
Розіб’ємо загальний об’єм рі-
дини в котлі на частини паралельни-
ми площинами 00 == zz , 1zz = , 
…, izz = , ..., Hzz n == . Позна-
чимо i -ий крок розбиття 
1−−=∆ iii zzz , ni ,1= . Робота iA∆ , 
яку треба виконати, щоб підняти ча-
стину (шар) рідини, що знаходиться 
на глибині від 1−iz  до iii zzz ∆+= −1 , 
наближено дорівнює 
)( iii zHgmA −∆≈∆ , 
де g  − прискорення вільного падін-
ня;  ii Vm ∆ρ=∆ 0  − маса частини рі-
дини;  iii zrV ∆pi≈∆
2
 − об’єм елементарного шару рідини;  
iii zyr 3== ; iz  − довільна точка відрізка ];[ 1 ii zz − .  
6
y
iz
ii yr =
iz∆



=
=
0
3
x
zy
4 H
iz
z
6− O
x
Рис. 47  
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Тоді загальна робота A , яку необхідно виконати, наближено 
визначається рівністю  
∑∑∑
===
∆−ρpi=∆−piρ≈∆=
n
i
iii
n
i
iii
n
i
i zzHzgzzHgzAA
1
0
1
0
1
)(9)(9 .  
При необмеженому здрібненні розбиття, коли 0max
1
→∆
≤≤
i
ni
z , 
дістаємо точне значення роботи A  у вигляді визначеного інтегра-
ла:   
=−piρ=−piρ= ∫∫
4
0000
)4(9)(9 dzzzgdzzHzgA H    
gzzg 0
4
0
32
0 96|)3/2(9 piρ=−ρpi= .   ■  
Приклад 2. Сила F , з якою електричний заряд 1q  відштов-
хує однойменний заряд 2q , що знаходиться на відстані r  від ньо-
го, визначається за законом Кулона 221 rqqkF = , де k  − сталий 
коефіцієнт пропорційності. Обчислити роботу A  електричної сили 
по переміщенню заряду 2q  від ar =1  до br =2 , тоді як заряд 1q  
залишається нерухомим.  
□ Точку O , в якій знахо-
диться нерухомий заряд 1q , ві-
зьмемо за початок відліку. Нехай 
заряд 2q  переміщується з точки 
M  у точку N  (рис. 48). Позна-
чимо через s  пройдений зарядом 
2q  на даний момент шлях – до-
вжину пройденої частини траєк-
торії MNL . Розіб’ємо всю траєкторію MNL  на n  елементарних дуг 
ii MML 1− , ni ,1=  довільно вибраними точками ,, 10 MMM =  
NMM n =...,,2  при умові, що довжина пройденого шляху до них 
від точки M  дорівнює відповідно 00 =s , iii sss ∆+= −1 , 0>∆ is , 
ni ,1= . Кожна частинна дуга 
ii MML 1−  має довжину is∆ . Їй відпо-
M
N
a
b ir is
r∆ i
θ
2q
iM
1−iM
ir
iF
r
1q
O
Рис. 48  
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відає вектор переміщення is
r∆ . При переміщенні is
r∆  від точки 
1−iM  до точки iM  відстань r  між зарядами 1q  та 2q  змінюється 
на ir∆ :  iii rrr ∆+= −1 .  
На кожній елементарній дузі is∆  силу F
r
, що діє з боку за-
ряду 1q  на заряд 2q , можна наближено вважати сталою, рівною 
значенню iF
r
 в довільній проміжній точці iM , що знаходиться на 
відстані ir  від заряду 1q . Тоді робота iA∆  по переміщенню заряду 
2q  на ділянці ii MML 1−  визначається наближеною рівністю  
iii sFA
rr ∆⋅≈∆ , або iiii sFA ∆θ≈∆ cos ,  
де iθ   − кут між векторами iF
r
 та is
r∆ .  
Оскільки  iii sr ∆∆≈θ /cos ;   221 ii rqkqF = , то  
2
21
2
21 /)/()/( iiiiiik rrqqkssrrqkqA ∆=∆⋅∆∆⋅≈∆ . 
Тоді вся робота A  електричної сили по переміщенню заряду 
2q  з точки M  у точку N  наближено дорівнює  
∑
=
∆= ni kk rrqqkA 1
2
21 / .  
Переходячи до границі при  0max
1
→∆
≤≤
i
ni
z , отримаємо точне 
значення роботи A :  
=−==∆= ∫∑
=
→∆
b
a
b
a
n
i
kk
z r
qkq
r
drqkqrrqkqA
i
21
221
1
2
210max
/lim  
)/1/1(21 baqqk −= .   ■  
Приклад 3. Електричний струм tII ω= cos0  ( 0I  – амплітуда;  
ω  – кругова частота;  t  – час), який протікає в провіднику з актив-
ним опором R , здійснює роботу, що переходить у тепло. Знайти 
кількість тепла Q , що виділяється у цьому провіднику за період 
ωpi= /2T .  
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□  Розіб’ємо весь період T  на досить дрібні елементарні про-
міжки часу так, що на кожному з них силу струму I  можна на-
ближено вважати сталою, рівною її значенню в довільній проміж-
ній точці. Для постійного струму кількість тепла Q∆ , що виділя-
ється за елементарний проміжок часу t∆ , обчислюється за законом 
Джоуля – Ленца:  tRIkQ ∆=∆ 2 , де k  − сталий коефіцієнт про-
порційності. Відповідно диференціал (елемент) dQ  кількості теп-
ла, що виділяється за термін dt , визначається формулою:  
dtRIkdQ 2= . Інтегруючи обидві частини цієї рівності, дістанемо 
шукану загальну кількість тепла Q :   
∫∫∫
ωpiωpi
+=ω==
/2
0
2
0
/2
0
22
00
2 1()2/1(cos kRIdttkRIdtIkRQ T   
ωpi=ωω+⋅=ω+
ωpi /)2sin))2/(1(()2/()2cos 20/20
2
0 kRIttkRIdtt .  
   ■  
 
1.6. Чисельне інтегрування  
При математичному моделюванні різноманітних процесів ча-
сто виникає потреба в наближених обчисленнях визначеного інте-
грала ∫
b
a
dxxf )( , якщо:  а) підінтегральна функція )(xf  задана 
графічно, таблично чи іншим неаналітичним способом;  б) первіс-
на )(xF  не є елементарною функцією;  в) первісна )(xF  хоч і є 
елементарною функцією, але обчислення її значень досить громіз-
дке.  
В основі чисельних наближених методів лежить подання 
визначеного інтеграла як границі інтегральної суми   
∑∫ =→∆ ∆=
n
i iix
b
a
xcfdxxf
i
10max
)(lim)( ,   
звідки випливає на ближена рівність  ∑∫ = ∆≈
n
i ii
b
a
xcfdxxf 1 )()(  .  
Методи чисельного інтегрування різняться способами роз-
биття відрізка ];[ ba  на частини ix∆ , вибором точок ];[ 1 iii xxc −∈  
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та наближень для відповідних значень )( icf    ( ni ,1= ).  
Далі розглянемо найбільш прості методи, що у випадку не-
від’ємної підінтегральної функції 0)( ≥xf  мають ясний геомет-
ричний зміст – наближене обчислення площі ∫=
b
a
dxxfS )(  відпо-
відної криволінійної трапеції при рівномірному розбитті відрізка 
];[ ba , ba <  зі сталим кроком nabhxi /)( −==∆ , ni ,1= .   
Формули прямокутників.  
Нехай треба наближено обчислити визначений інтеграл 
∫
b
a
dxxf )( , де функція )(xf  невід’ємна і неперервна на відрізку 
];[ ba   (рис. 49).  
Будемо спиратися на 
геометричний зміст інтегра-
ла:  Sdxxfb
a
=∫ )( . Розіб’ємо 
відрізок ];[ ba  на n  рівних 
частин з кроком 
nabh /)( −=  точками 
ax =0 , hxx ii += −1 , ni ,1= . 
Кожну i -ту частинну криволінійну трапецію наближено замінимо 
прямокутником з основою hxi =∆  і висотою )( 11 −− = ii xfy , що є 
значенням функції )(xfy =  у крайній лівій точці елементарного 
відрізка ];[ 1 ii xx − . Площа цього прямокутника hyS ii 1−=∆ . Тоді 
площа S  всієї криволінійної трапеції:   
∑∑∑
= −= −=
==∆≈ ni i
n
i i
n
i i yhhySS 1 11 11 .  
Маємо формулу лівих прямокутників для наближеного об-
числення визначеного інтеграла:   
nn
b
a
Ryyynabdxxf ++++−=
−∫ )...)(/)(()( 110  ,   
де nR  – похибка.   
y
xO
0xa = 1x 2x nxb =
Рис. 49 
)(xfy =
ix∆
1−ix ix
1−iy
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Якщо за висоти частинних прямокутників узяти значення фу-
нкції )(xfy =  у крайніх правих точках елементарних відрізків  
];[ 1 ii xx − , ni ,1= , то дістанемо формулу правих прямокутників:   
nn
b
a
Ryyynabdxxf ++++−=∫ )...)(/)(()( 21  ,   
де nR  – похибка.  
Коли функція )(xf  монотонно зростає на відрізку ];[ ba , то 
формули лівих і правих прямокутників дають наближене значення 
інтеграла відповідно з недостачею і з надлишком.  
Зауваження 1. Формули прямокутників ґрунтуються на на-
ближенні функції )(xf  кусково-сталою.  
Якщо похідна )(' xf  існує й обмежена на відрізку ];[ ba , то 
істинну абсолютну похибку ||0 nR=∆  обчислення інтеграла за 
цими формулами можна оцінити граничною абсолютною похиб-
кою ∆  за допомогою співвідношення:  
1
2
0 ))2/()((|| MnabRn −=∆≤=∆  ,  
де  |)('|max
];[1
xfM
bax∈
= .  Тобто, похибка формул прямокутників 
має порядок n/1 .  
Формула трапецій.  
Як і в попередньому пункті а), розіб’ємо відрізок ];[ ba  на n  
рівних частин. Сполучимо відрізком кінці кожної частинної дуги 
даної лінії )(xfy = , як показано на рис. 50.  
Кожну i -ту частинну 
криволінійну трапецію набли-
жено замінимо звичайною тра-
пецією з висотою hxi =∆  і 
основами )( 11 −− = ii xfy  та 
)( ii xfy = , що має площу  
2/)( 1 hyyS iii +=∆ − . Тоді 
0xa = 1x 2x 3x nxb =
x
y
O
)(xfy =
Рис. 50  
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площа S  всієї криволінійної трапеції:  
∑∑∑
= −= −=
+=+=∆≈ ni ii
n
i ii
n
i i yyhhyySS 1 11 11 2/)(2/)( .  
Дістаємо формулу трапецій для наближеного обчислення 
визначеного інтеграла:   
nnn
b
a
Ryyyynabdxxf +++++⋅−=
−∫ )2/...2/()/)(()( 110  ,  
де nR  – похибка.  
Зауваження 2. Формула трапецій базується на наближенні 
функції )(xf  кусково-лінійною – вписаною ламаною.  
Якщо друга похідна )('' xf  існує й обмежена на відрізку 
];[ ba , то істинну абсолютну похибку ||0 nR=∆  обчислення інтег-
рала за формулою трапецій можна оцінити граничною абсолютною 
похибкою ∆  за допомогою співвідношення:  
2
23
0 ))12/()((|| MnabRn −=∆≤=∆  ,  
де  |)(''|max
];[2
xfM
bax∈
= .  Тобто, похибка формули трапецій має 
порядок 2/1 n .  
Формула парабол (формула Симпсона).  
Розіб’ємо відрізок ];[ ba  на парне число mn 2=  рівних час-
тин з кроком nabh /)( −=  точками ax =0 , hxx += 01 , 
hxx += 12 , ... , hxx ii += −− 2212 , hxx ii += −122 , ... , bxn = , 
mi ,1= .  
Як це показано на рис. 51, дві сусідні елементарні криволі-
нійні трапеції, що спираються на спарені відрізки ];[ 1222 −− ii xx  і 
];[ 212 ii xx − , наближено замінимо однією криволінійною трапецією, 
обмеженою зверху дугою вертикальної параболи 
iiiii CxxBxxAy +−+−= −− )()( 12212 . Ця парабола проходить че-
рез три верхні вершини даних частинних трапецій, що породжує 
лінійну алгебраїчну систему, з якої однозначно знаходяться неві-
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домі коефіцієнти iii CBA ,, :   
)2()2( 221222 hyyyA iiii +−= −− ;  )2()( 222 hyyB iii −−= ;  
12 −= ii yC .   
Тоді площа piS∆  елементарної параболічної трапеції:  
( ) ×=+−+−=∆ ∫
−
−−
)3/()()( 12212 hdxCxxBxxAS
h
h iiiiipi
   
)4( 21222 iii yyy ++× −− .  
Підсумовуючи piS∆  
за всіма mi ,1= , дістаємо 
наближений вираз для 
площі S  всієї криволіній-
ної трапеції:   
=∆≈ ∑
=
m
i piSS 1   
)4()3/( 2121 22 ii
m
i i yyyh ++= −= −∑ .  
Маємо формулу Симпсона (формулу парабол) для набли-
женого обчислення визначеного інтеграла:   
++++++⋅−=
−∫ )...(4())3/()(()( 1310 nn
b
a
yyyyynabdxxf  
nn Ryyy +++++ − ))...(2 242 ,  
де nR  – похибка.  
Зауваження 3. В основі формули Симпсона лежить непе-
рервне кусково-параболічне наближення підінтегральної функції 
)(xf  вписаною лінією.  
Якщо на відрізку ];[ ba  існує обмежена четверта похідна 
)(xf IV , то істинна абсолютна похибка ||0 nR=∆  обчислення ін-
теграла за формулою парабол оцінюється граничною абсолютною 
похибкою ∆  так:  
x
)(xfy =
ax =0 nxb =22 −ix 12 −ix ix2
Рис. 51  
y
O
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4
45
0 ))180/()((|| MnabRn −=∆≤=∆  ,  
де  |)(|max
];[4
xfM IV
bax∈
= .  Тобто, похибка формули Симпсона має 
порядок 4/1 n .  
Зауваження 4. Усі розглянуті формули тим точніші, чим гу-
стіше розбиття:  0→nR  при ∞→n . При одному й тому ж зна-
ченні n  формула Симпсона – найбільш точна з них.  
Приклад 1. Обчислити наближено визначений інтеграл 
∫
−+=
1
0
2)2( dxxI , застосовуючи при 4=n  формули:  а) лівих 
прямокутників,  б) трапецій,  в) Симпсона,  . Оцінити допущені 
абсолютні похибки. Обчислення проводити з округленням до 
п’ятого десяткового знака після коми. Одержані результати по-
рівняти з точним значенням інтеграла, обчисленим за формулою 
Ньютона – Лейбниця: 
16667,02/13/1)2/(1)2( 10
1
0
2
0 ≈+−=+−=+= ∫
− xdxxI .  
□ Розіб’ємо заданий відрізок інтегрування ]1;0[  на 4=n  рів-
них частин точками 00 == aх , 25,01 =x , ..., 14 == bx . Обчис-
лимо значення  0y , 1y , ..., 4y  підінтегральної функції 
2)2/(1 += xy , що відповідають указаним точкам, і запишемо ре-
зультат у таблицю:  
 
i  0 1 2 3 4 
ix  0 0,25 0,5 0,75 1 
iy  0,25 0,19753 0,16 0,13223 0,11111 
 
а) Знайдемо значення інтеграла за допомогою формули лівих 
прямокутників:   
×−=+++−≈ )4/)01(())(4/)(( 3210 yyyyabI  
18494,04/73976,0)13223,016,019753,025,0( ≈=+++× .  
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Знайдемо і порівняємо граничну ∆  та істинну || 00 II −=∆  
абсолютні похибки.  
Щоб обчислити граничну абсолютну похибку ∆ , знайдемо 
похідну підінтегральної функції:  3)2/(2' +−= xy . Найбільше за 
модулем значення цієї похідної на відрізку ]1;0[  дорівнює 
25,0|)0('|1 == yM . Тоді 03125,025,0))42/()01(( 2 ≈⋅⋅−=∆ .  
Істинна абсолютна похибка ≈−=∆ |16667,018494,0|0  
01827,0≈ . Можемо переконатися, що істинна похибка не пере-
вищує граничної:  ∆=<=∆ 03125,001827,00 .  
б) Обчислимо наближене значення інтеграла за формулою 
трапецій:   
×−=++++⋅−≈ )4/)01(()2/2/()4/)(( 43210 yyyyyabI   
16758,0)2/11111,013223,016,019753,02/25,0( ≈++++× .  
Знайдемо граничну ∆  та істинну 0∆  абсолютні похибки і 
порівняємо їх:   
4)2/(6)('' += xxy ;   375,0|)0(''|2 == yM ;  
00195,0375,0))412/()01(( 23 ≈⋅⋅−=∆ ;   
00091,0|16667,016758,0|0 ≈−=∆ ;  ∆<∆0 .  
в) Обчислимо наближене значення визначеного інтеграла за 
формулою Симпсона:   
=++++⋅⋅−≈ )2)(4())43/()(( 23140 yyyyyabI   
+⋅++⋅⋅−= 19753,0(411111,025,0())43/()01((    
16668,012/00015,2)16,02)13223,0 ≈=⋅++  
Знайдемо граничну ∆  та істинну 0∆  абсолютні похибки і 
порівняємо їх:   
6)2/(120 += xy IV ;   875,1|)0(|4 == IVyM ;   
00004,0875,1))4180/()01(( 45 ≈⋅⋅−=∆ ; 
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00001,0|16667,016668,0|0 ≈−=∆ ;  ∆<∆0 .   
Порівнюючи результати обчислень, можна зробити висновок, 
що найближче до точного значення інтеграла, як очікувалося, дає 
формула парабол.  ■  
Приклад 2. Застосовуючи формулу Симпсона,  обчислити на-
ближено визначений інтеграл ∫=
1
0
2 2 dxexI x  з точністю до 
001,0=α .  
□ За умовою треба знайти значення інтеграла до третього де-
сяткового знака після коми (з точністю 001,0=α ). Тому обчис-
лення будемо проводити з округленням до четвертого (запасного) 
знака після коми. 
Продиференціюємо підінтегральну функцію 
22 xexy = :   
)(2' 32 xxey x += ;  )152(2'' 242 ++= xxey x ;   
)692(4''' 352 xxxey x ++= ; )639284(4 2462 +++= xxxey xIV .  
Оскільки четверта похідна 0>IVy  і на відрізку інтегрування 
]1;0[  її похідна (п’ята) 0)45105404(8 246)5( 2 ≥+++= xxxxey x , 
то IVIV yy =||  монотонно зростає і набуває найбільшого значення 
при 1=x :  
2308,837308)1(|)(|max
]1;0[4
≈===
∈
eyxyM IVIV
x
.   
Отже, гранична абсолютна похибка:   
4
4
45 /6513,4))180/()01(( nMn ≈−=∆ .   
Нерівність α≤∆  розв’язуємо підбором:  
001,0/6513,4 4 ≤n ;  10=n : 001,00005,010/6513,4 4 << ;   
8=n :  001,00011,08/6513,4 4 >> .   
Таким чином, розіб’ємо відрізок інтегрування ]1;0[  на 10=n  
рівних частин точками 00 == aх , 1,01 =x , 2,02 =x , ..., 
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110 == bx . Обчислимо значення  0y , 1y , ..., 10y  підінтегральної 
функції 
22 xexy = у відповідних точках і занесемо результат у таб-
лицю:  
 
i  0 1 2 3 4 5 
ix  0 0,1 0,2 0,3 0,4 0,5 
iy  0 0,0101 0,0416 0,0985 0,1878 0,3210 
 
6 7 8 9 10 
0,6 0,7 0,8 0,9 1 
0,5160 0,7998 1,2138 1,8208 2,7183 
 
Далі за формулою парабол знайдемо наближене значення ін-
теграла:  
+++++++⋅⋅−≈ )(4())103/()(( 97531100 yyyyyyyabI   
×++⋅−=+++⋅+ 47183,20()30/)01(())(2 8642 yyyy    
+⋅+++++× 0416,0(2)8208,17998,03210,00985,00101,0(   
628,06279,0))2138,15160,01878,0 ≈=+++ .  ■   
 
1.7. Контрольні запитання  
1. Яка функція служить первісною для даної функції?  
2. Що називається невизначеним інтегралом? У чому полягає йо-
го геометричний зміст?  
3. Які основні властивості невизначеного інтеграла?  
4. Як перевірити правильність виконання операції інтегрування?  
5. У чому полягає спосіб безпосереднього інтегрування?  
6. У яких двох формах реалізується метод заміни змінної в неви-
значеному інтегралі?  
7. Наведіть формулу методу інтегрування частинами в невизна-
ченому інтегралі. Коли доречно застосовувати цей метод?  
8. Наведіть типові випадки застосування інтегрування частинами 
і дайте відповідні рекомендації щодо вибору u .  
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9. Наведіть стандартний вигляд многочлена )(xPn  n -го степеня.  
10. Як розкладається многочлен з дійсними коефіцієнтами на про-
сті дійсні множники?  
11. Що називається раціональним дробом? За якої умови раціона-
льний дріб є правильним? Неправильним?  
12. Як подати неправильний раціональний дріб у вигляді суми ці-
лої частини і правильного дробу?  
13. Які правильні раціональні дроби називаються елементарними 
(найпростішими)?  
14. Який вигляд має розклад правильного раціонального дробу на 
суму найпростіших дробів?  
15. Які методи застосовуються для знаходження коефіцієнтів цьо-
го розкладу? У чому суть методу невизначених коефіцієнтів і 
методу окремих значень? Дайте рекомендації щодо їх застосу-
вання.  
16. Як інтегруються елементарні дроби різних типів?  
17. Як інтегруються правильні раціональні дроби у наступних ви-
падках:  а) корені знаменника дійсні й прості;  б) корені зна-
менника дійсні, але деякі з них кратні;  в) корені знаменника – 
дійсні (можливо, кратні) і прості комплексно спряжені?  
18. Як за допомогою підстановок інтеграли з лінійними ірраціона-
льностями зводяться до інтегралів від раціональних функцій?  
19. Як знаходяться інтеграли вигляду ∫ dxbxax coscos ,  
∫ dxbxax cossin ,  ∫ dxbxax sinsin ?  
20. У чому полягає універсальна тригонометрична підстановка?  
21. Як знаходяться інтеграли вигляду ∫ dxxxR cos)(sin , 
∫ dxxxR sin)(cos , dxxxxxR∫ )cossin,cos,(sin 22 , 
∫ dxxtgR )( , ∫ dxxx nm cossin ,  де R  – знак  раціональної 
функції?  
22. Як за допомогою тригонометричних підстановок інтегруються 
вирази, що містять квадратний корінь із суми чи різниці квад-
ратів?  
23. Наведіть приклади інтегралів, що “не беруться”.  
24. Що таке інтегральна сума? Який її геометричний і фізичний 
зміст?  
 133 
25. Що називається визначеним інтегралом? У чому полягає його 
геометричний і фізичний зміст? 
26. Сформулюйте необхідну умову інтегровності функції.  
27. У чому полягає достатня умова інтегровності?   
28. Наведіть формулу Ньютона – Лейбниця, що встановлює 
зв’язок між визначеним і невизначеним інтегралами.  
29. Сформулюйте основні властивості визначеного інтеграла.  
30. Якою подвійною нерівністю задається оцінка визначеного ін-
теграла?  
31. Що називається середнім інтегральним значенням функції на 
відрізку? Сформулюйте теорему про середнє інтегральне. У 
чому полягає її геометричний зміст?  
32. Що таке визначений інтеграл зі змінною верхньою межею?  
33. Як здійснюється заміна змінної у визначеному інтегралі?  
34. Наведіть формулу інтегрування частинами у визначеному інте-
гралі.  
35. Що таке невласний інтеграл на необмеженому проміжку? У 
чому полягає його геометричний зміст?   
36. Що таке невласний інтеграл від необмеженої функції? У чому 
полягає його геометричний зміст?  
37. Сформулюйте ознаки збіжності невласних інтегралів з нескін-
ченною верхньою межею.  
38. Наведіть дві основні схеми застосування визначеного інтег-
рала.   
39. Що таке область? Замкнена область? Обмежена область?  
40. Яка область називається правильною (стандартною) в напрям-
ку осі Oy ? Осі Ox ? Просто правильною?  
41. Як знаходиться площа правильної в напрямку осі Oy  області? 
Правильної в напрямку осі Ox  області?   
42. Як знаходиться площа криволінійного сектора в полярних ко-
ординатах?  
43. Яка область називається правильною (стандартною) в напрям-
ку координатних променів полярної системи координат? Як 
знаходиться площа такої області?    
44. Як знаходиться довжина дуги плоскої лінії у випадку, коли:  а) 
лінія задана явно в прямокутних координатах;  б) лінія задана 
параметрично в прямокутних координатах;  в) лінія задана в 
полярних координатах?  
45. Що таке кривина плоскої лінії? Як вона обчислюється?  
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46. Що таке коло, центр і радіус кривини? 
47. Що називається вершиною плоскої кривої?  
48. Як знаходиться об'єм тіла з відомими площами паралельних 
перерізів?  
49. Як знаходиться об'єм тіла обертання?  
50. Як знаходиться площа поверхні обертання?  
51. Як знаходяться маса, статичні моменти, моменти інерції та ко-
ординати центра мас плоскої дуги?  
52. Як знаходяться маса, статичні моменти, моменти інерції та ко-
ординати центра мас плоскої області?  
53. Як обчислюється робота змінної сили?  
54. Коли виникає потреба в чисельному інтегруванні? Наведіть 
формули лівих і правих прямокутників, трапецій, Симпсона 
наближеного обчислення визначеного інтеграла.  
 
 
 
1.8. Індивідуальні завдання для самостійної роботи  
Завдання 1. Знайти невизначені інтеграли і одержані резуль-
тати перевірити диференціюванням:   
    
№ в-та Завдання  1) Завдання  2) 
1 ∫
+−
+
)56(
)72(
2 xxx
dxx
 ∫ xdxx
23 ln  
2 ∫
−+
+
)82(
)52(
2
2
xxx
dxx
 ∫ dxxx 4cos
2
 
3 ∫
+−
−
xxx
dxx
)65(
)73(
2
2
 ∫ dxxarctgx 3
2
 
4 ∫
+−−
+
)45()1(
)32(
2
2
xxx
dxx
 ∫ − xdxx
2ln)1(  
5 ∫
−+
−
)124(
)23(
2
2
xxx
dxx
 ∫ dx
x
x
2
2ln
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6 ∫
+−+
+
)84()1(
)53(
2
2
xxx
dxxx
 ∫ ⋅ dxx
x22 5  
7 ∫
−++
−
)12()4(
)54(
2
2
xxx
dxx
 ∫ dxxx 6sin
2
 
8 ∫
−+−
+
)6()2(
)45(
2 xxx
dxx
 ∫
−+ dxex x 2/2 )2(  
9 ∫
+−−
−
)102()2(
)23(
2
2
xxx
dxx
 ∫ dx
x
arctgx
4
 
10 ∫
−−+
+
)32()1(
)56(
2 xxx
dxx
 ∫ ⋅ dxx
x32 10  
11 ∫
+−−
+
)54()2(
)73(
2
2
xxx
dxx
 ∫ ⋅ dx
x
x
3
cos2  
12 ∫
+−+
+
)86()2(
)34(
2
2
xxx
dxxx
 ∫ dx
x
x
3
2ln
 
13 ∫
+−−
−
)106()3(
)92(
2
2
xxx
dxxx
 ∫ dx
x
arctgx
2
 
14 ∫
+−+
−
)84()1(
)73(
2
2
xxx
dxx
 ∫ dx
x
2
arcsin  
15 ∫
++−
+
)2610()1(
)74(
2
2
xxx
dxxx
 ∫ xdxx
25 ln  
16 ∫
+++
−
)102()2(
)52(
2
2
xxx
dxx
 ∫
−
− dxexx x32 )6(  
17 ∫
−+−
−
)43()3(
)32(
2
2
xxx
dxxx
 ∫ ⋅ dxxx 8cos4cos  
18 ∫
+++
−
)178()2(
)43(
2
2
xxx
dxx
 ∫
− xdxx 24 ln  
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19 ∫
+−+
+
)52()3(
)4(
2
2
xxx
dxxx
 ∫ dxxx 4arcsin  
20 ∫
+++
−
)45()2(
)54(
2
2
xxx
dxx
 ∫
−
− dxex x)3( 2  
21 ∫
−+
+
)65(
)43(
2
2
xxx
dxx
 ∫ xdxx
23 ln  
22 ∫
++
−
)262()1_(
)14(
2
2
xxx
dxx
 ∫ + dxxarctgx )1(  
23 ∫
+−
+
)67(
)25(
2 xxx
dxx
 ∫
−
− dxex x22 )12(  
24 ∫
+−+
−
)208()1(
)3(
2
2
xxx
dxxx
 ∫ dx
x
arctg
3
 
25 ∫
+−−
+
)56()2(
)5(
2
2
xxx
dxxx
 ∫ ⋅ dx
x
x
2
sin2  
26 ∫
−−+
−
)103()2(
)72(
2
2
xxx
dxxx
 ∫
−
− dxexx x32 )4(  
27 ∫
+−−
+
)34()1(
)73(
2
2
xxx
dxxx
 ∫ ⋅ dxxx 8cos2sin  
28 ∫
+−−
−
)256()3(
)34(
2
2
xxx
dxx
 ∫
− dxex x32  
29 ∫
+++
−
)134()2(
)74(
2
2
xxx
dxxx
 ∫ − dx
x
x
2
cos)5( 2  
30 ∫
+++
+
)258()2(
)72(
2
2
xxx
dxxx
 ∫ ⋅ dxxx 6sin2sin  
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Завдання 2. Обчислити визначені інтеграли:   
 
№ в-та Завдання  1) Завдання  2) 
1 ∫ −
4
3
)2ln( dxxx  ∫ −
4
0
22 16 dxxx  
2 ∫
−
2
0
22 dxex x  ∫
−
1
0
2
2
4 x
dxx
 
3 ∫
e
dxxx
1
23 ln  ∫
pi 4
0
3 2sin dxx  
4 ∫
pi
0
2 sin dxxx  ∫
−
34
0
32 )64( x
dx
 
5 ∫
1
0
3 dxxarctgx  ∫
pi
+
2
0 sin1 x
dx
  
6 ∫ −
2
2/3
)32( dxxarctg  ∫
+
8
3 1x
dxx
 
7 ∫ −
2
1
2ln)1( dxxx  ∫ +
4
0
23 9 dxxx  
8 ∫
1
4/1
arcsin dxxx  ∫
+
3
0
32 )1( x
dx
 
9 ∫
3
1
dx
x
xarctg
 ∫
pi
+
2
0 sin23
sin dx
x
x
 
10 ∫
−+
1
0
22 )14( dxex x  ∫
−+
−
10
3 3
2
3 2
)2(3
)2( dx
x
x
 
11 ∫
−
2
1
1ln dx
x
x
 ( )∫
pi
+
4
0 cos1cos xx
dx
 
 
 138 
 
12 ∫
−
2/1
4/1 1
arcsin dx
x
x
 ( )∫
pi
++
4
0
2
cossin1 xx
dx
 
13 ∫ +
2
1
2)1(
ln dx
x
x
 ( )∫pi− −+
0
2
2
sincos1
sin
xx
xdx
 
14 ∫
−
2/1
0 1
arcsin dx
x
x
 ∫
pi 2
0
5cos dxx  
15 ∫
−+
1
0
42 )6( dxexx x  ∫
pi 2
0
32 cossin dxxx  
16 ∫
pi
pi+
0
2
2
cos)( dxxx  ∫
−
2
1
4
2 1 dx
x
x
 
17 ∫
−
2/1
2/1
2arccos dxxx  ∫
pi 4
0
5sin dxx  
18 ∫ +
4
1
)2ln( dxx  ∫
pi
+
3
0 cos3 x
dx
 
19 ∫
−
+
0
1
22 )1( dxex x  ∫
pi 4/
0
4
2
sin dxx  
20 ∫ −
1
2/1
)1arcsin( dxx  ∫
−
3
0
32 )4( x
dx
 
21 ∫
pi 8/
0
2 4sin dxxx  ∫
++
4
0 121 x
dx
 
22 ∫ −
1
0
32 )8( dxexx x  ∫
−
3
0
2/32
4
)4( x
dxx
 
23 ∫
3
1
dxxarctg  ∫
+++
3
0
3)1(1 xx
dx
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24 ∫ −
e
dxxex
1
2ln)(  ∫
pi 2
0
42 sincos dxxx  
25 ∫
3
1
dxxarctgx  ( )∫
pi
+
2
0
2
sin1
sin
x
dxx
 
26 ∫ −
1
0
2/2 )12( dxex x  ∫
pi
+
2
0 sin45
sin
x
dxx
 
27 ∫
−
2
1
1ln dx
x
x
x  ( )
( )
∫
−
+
212
0
2
sin1
sin1arctg dx
x
x
 
28 ∫ +
1
0
2)1( dxx
xarctg
 ∫
−
6
3
4
2 9 dx
x
x
 
29 ∫ +
2/1
0 1
arcsin dx
x
x
 ∫
−+
+6
1 13
3 dx
x
x
 
30 ∫
−
3
2
2
)1(ln dx
x
x
 ∫
pi 8
0
4cos dxx  
 
Завдання 3. Користуючись визначеним інтегралом, знайти 
довжину заданої дуги L  плоскої лінії:   
 
№  
в-та  
Завдання 
№   
в-та  
Завдання 
1 )3/0(
cos6
pi≤ϕ≤
ϕ=ρ
 16 )0(
)sin1(4
pi≤ϕ≤
ϕ−=ρ
 
2 
)2/0(
)cos(sin2
)sin(cos2
pi≤≤



−=
+=
t
ttty
tttx
 17 
)2/0(
)cos1(5
)sin(5
pi≤≤



−=
−=
t
ty
ttx
 
3 
)2/0(
)sin(cos
)sin(cos
pi≤≤



−=
+=
t
ttey
ttex
t
t
 18 
)1(0
2
)1ln( 2
≤≤



=
+=
t
tarctgy
tx
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4 
)2/0(
)2sinsin2(3
)2coscos2(3
pi≤≤



−=
−=
t
tty
ttx
 19 
)2/0(
sin10
cos10
3
3
pi≤≤



=
=
t
ty
tx
 
5 )8ln3(ln
2
≤≤
−=
x
ey x
 20 )2/0(
)3/(cos6 3
pi≤ϕ≤
ϕ=ρ
 
6 
2arcsin xxxy −+=
)14/1( ≤≤ x  21 )153(
ln
≤≤
=
x
xy
 
7 )3/54/5(
))1((ln 2/12
≤≤
−+=
x
xxy
 22 )6/0(
cosln
pi≤≤
−=
x
xy
 
8 )21(
4)ln2( 2
≤≤
−=
x
xxy
 23 )3/20(
sin2
pi≤ϕ≤
ϕ=ρ
 
9 


+−=
+−=
tttty
ttttx
sin2cos)2(
cos2sin)2(
2
2
)3/0( pi≤≤ t  
24 )32(
)1ln( 2
≤≤
−=
x
xy
 
10 )2/4/(
4 4/3
pi≤ϕ≤pi
=ρ ϕe
 25 )21(
)2()3/1( 2/32
≤≤
+=
x
xy
 
11 
)9/70(
arcsin1 2
≤≤
+−=
x
xxy
 26 )22(
2/2/
≤≤−
+= −
x
eey xx
 
12 
91
,)1()3/2( 2/3
≤≤
−=
x
xy
 27 )43(
)14/ln( 2
≤≤
−=
x
x2y
 
13 )2/4/(
4 34
pi≤ϕ≤pi
=ρ ϕe
 28 )2/30(
)3/(sin4 3
pi≤ϕ≤
ϕ=ρ
 
14 )3/0(
cosln4
pi≤≤
+=
x
xy
 29 )2/0(
6 12/5
pi≤ϕ≤
=ρ ϕe
 
15 )2/6/(
sinln
pi≤≤pi
=
x
xy
 30 )2/32/(
)cos1(4
pi≤ϕ≤pi
ϕ−=ρ
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Завдання 4. Плоска область D  задана рівняннями ліній, що 
її обмежують. Необхідно:  
1) Зобразити область D  у декартовій прямокутній системі 
координат Oxy .   
2) Подати область D  як правильну в напрямку осі Oy , при 
необхідності розбиваючи її на частини, і зробити відповідний ри-
сунок. Обчислити площу плоскої області D , застосовуючи визна-
чений інтеграл по x .  
3) Подати область D  як правильну в напрямку осі Ox , при 
необхідності розбиваючи її на частини, і зробити відповідний ри-
сунок. Обчислити площу плоскої області D , застосовуючи визна-
чений інтеграл по y . 
 
№  
в-та 
Завдання  
№   
в-та 
Завдання  
1 
1
;342
+−=
+−=
xy
xxy
  16 
2)3/2( xy = ;  
xxy 42 2 −=   
2 
2)2( −= xy ;  
84 −= xy  
17 
2=+ yx ;  
0; == yxy   
3 
0;4 =−= yxxy ;  
4=y  18 
2)1( += xy ;  
12 += xy  
4 
21 xy −= ;  
1+= yx ; 1=y  
19 
1
;762
−−=
+−−=
xy
xxy
  
5 
2
;132
−=
+−=
xy
xxy
  20 
32 2 +−= xxy ;  
342 +−= xxy  
6 
2)2( −= yx ;  
84 −= yx  
21 
24 yx −= ;  
yyx −= 2  
7 
03
;42
=+
−=
yx
xy
 22 
xy −= 4 ; 0=y ;  
yx 2=  
8 
2
;4 2
−=
−=
xy
yx
 23 
24 xy −= ;   
xxy 22 −=  
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9 
2)1( −= xy ;  
12 −= xy  
24 
2xy = ;  
xy −= 2  
10 
01
;122
=−−
+=
yx
xy
 25 
2)1(4 −−= yx ;  
342 +−= xyx  
11 
2
;42
−−=
−=
xy
yx
 26 xxy 4
2 += ;  
63 += xy  
12 
2)3/2( xy = ;  
xxy 82 2 +−=  
27 
6;6 == xxy ;  
1−= xy  
13 xyxy −== 5;4  28 24 xy −= ;  2+= xy  
14 
2=+ yx ;  
0;3 == yxy  
29 22
2 ++−= xxy ;  
2−−= xy  
15 
4
;42
+=
+=
xy
xxy
 30 2
2xy = ;  
4;4 == xxy  
 
Завдання 5. Користуючись визначеним інтегралом, знайти 
об’єм тіла V , отриманого обертанням навколо координатної осі 
Ox  заданої плоскої області D , що обмежена указаними лініями.  
Зробити рисунок плоскої області D  у декартовій прямокут-
ній системі координат Oxy  на площині та рисунок тіла обертання 
V  у декартовій прямокутній системі координат Oxyz  у просторі.  
 
№  
в-та  
Завдання 
№  
в-та  
Завдання  
1 652 −+−= xxy ;  0=y  16 22 xxy −= ,  2+−= xy  
2 4)2( 22 =−+ yx  17 2xy = ;  02 =− xy  
3 xy
2sin= ;  0=y ;  
2/0 pi≤≤ x  
18 
24 xy −= ;  
24 xy −=   
4 
22 xxy −= ;  
 
224 xxy −=  
19 
3xy = ;   
xy =  
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5 xy
2cos= ; 0=y ;  
2/0 pi≤≤ x  
20 xy
2/3sin= ; 0=y ; 
pi≤≤ x0  
6 
22 xxy −= ; 1=y ;  
xy −=   
21 
21 xy −= ; 1=y ;  
1=x  
7 xey = ; xxey = ; 0=x  22 32 )4( xy −= ;  0=x  
8 4=xy , xy = , 4=x  23 22 xy −= ,  2xy =   
9 
234 yx −= ;  
2xy = ; 0=y  
24 
12 += xy ; 1=x ;  
21 xy −=   
10 1−= xy ; 1=y ;  
1=x  
25 
xy ln= ; 0=y ;  
2ex =    
11 2)1( −= xy ;  1=y  26 2xy = ;  22 xy −=   
12 
3xy = ; xy −= 2 ;  
0=x  
27 
2)1( −= xy ; 2=x ;  
0=y  
13 
xy 29 −= ;  
yx 3= ; 0=y  28 
24 xy += ; 0=x ;  
3xy =  
14 
22 xy −= ; 0=x ;  
2/3xy =   
29 
3xy = ; xy −= 2 ;  
0=x   
15 
21 xy −= ; 1=x ;  
21 xy +=  
30 
22 xy −= ; 3xy = ;  
0=x    
 
Завдання 6. Обчислити площу поверхні, утвореної обертан-
ням заданої дуги навколо осі xO :  
  
№  
в-та  
Завдання 
№  
в-та  
Завдання  
1 )(3
66/ x/x
ееy −+= ;  
60 ≤≤ x  
16 12 −= xy ;  
94 ≤≤ x  
2 xy 3= ;  
184 ≤≤ x  
17 4/)(
22 xx
ееy −+= ;  
2/10 ≤≤ x  
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3 
24 xy −= ;  
20 ≤≤ x  
18 xxy )27()9/1( −= ;  
63 ≤≤ x  
4 xy 3= ;  
2/34/1 ≤≤ x  
19 
28 xxy −= ;  
40 ≤≤ x  
5 
224 xy −= ;  
10 ≤≤ x  
20 
2316 xy −= ;  
20 ≤≤ x  
6 
24)2/1( xy −= ;  
21 ≤≤ x  
21 
212 xy −= ;  
10 ≤≤ x  
7 
12/3xy = ;  
30 ≤≤ x  
22 )6( xxy −= ;  
30 ≤≤ x  
8 )12( xxy −= ;  
60 ≤≤ x  
23 
2/2/ xx
ееy −+= ;  
20 ≤≤ x  
9 )3/1( −= xxy ;  
13/1 ≤≤ x  
24 
2122 xy −= ;  
20 ≤≤ x  
10 
2312)2/1( xy −= ;  
20 ≤≤ x  
25 
292 xy −= ;  
03 ≤≤− x  
11 
23)2/1( xy −= ;  
10 ≤≤ x  
26 xxy )3()3/1( −= ;  
31 ≤≤ x  
12 
3/4 3xy = ;  
310 ≤≤ x  
27 3/92
2xy −= ;  
330 ≤≤ x  
13 )(2
4/4/ xx
ееy −+= ;  
40 ≤≤ x  
28 9/
3xy = ;  
20 ≤≤ x  
14 xy 2= ;  
184 ≤≤ x  
29 xxy )12()6/1( −= ;  
63 ≤≤ x  
15 xy += 42 ;  
114 ≤≤ x  
30 3
3 /xy = ;  
10 ≤≤ x  
 
 
 145 
 
Завдання 7. Користуючись означенням, обчислити невлас-
ний інтеграл чи встановити його розбіжність:  
№ в-та Завдання  1) Завдання  2) 
1 ∫
+∞
e x
dxx
2
ln
 ∫
−
2
1
24 x
dxx
 
2 ∫
+∞
+−6
2 86xx
dx
 ∫
−
1
0
3 5
4
1x
dxx
 
3 ∫
+∞
e
xx
dx
2ln
 ∫
−
6
3
2 9x
dxx
 
4 ∫
∞+
+31
2 3)91( xarctgx
dx
 ∫
−
5/1
0 51 x
dx
 
5 ∫
+∞
−
0
2
dxxe x  ∫
−
1
0
21
arcsin
x
dxx
 
6 ∫
+∞
+1
2 4xx
dx
 ∫
pi
−
3
0 cos21
sin/
x
dxx
 
7 ∫
+∞
+0
21 x
x
e
dxe
 ∫
−
2
0
6
2
64 x
dxx
 
8 ∫
+∞
+0 1 x
dx
 ∫
pi 16
0
2 4sin
/
x
dx
 
9 ∫
∞+
−−
e
exex
dx
)2ln()2(  ∫ −
3
0
29 x
dxx
 
10 ∫
+∞
−1
2 1x
x
e
dxe
 ∫
е
xx
dx
1
3/4)(ln
 
11 ∫
+∞
−3
2 2xx
dx
 ∫
pi 6
0 3cos
3sin/
x
dxx
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12 ∫
∞+
+−1
2 134xx
dx
 ∫
−
3
0
3
2
27 x
dxx
 
13 ∫
+∞
−+
4
2 32xx
dx
 ∫
pi 8
0 4sin
4cos/
x
dxx
 
14 ∫
+∞
+1
3 xx
dx
 ∫
− −
2
1
3
2
8 x
dxx
 
15 ∫
+∞
+0
2/32 )25(x
dxx
 ∫
−
5
2
4 16x
dxx
 
16 ∫
+∞
−
++2 2 84xx
dx
 ∫
pi 4
0
2 2cos
/
x
dx
 
17 ∫
+∞
−
0
sin dxxe x  ∫
−
+
0
2
23
2
)8(x
dxx
 
18 ∫
+∞
+1 3x
dxx
 ∫
pi−
pi−
/2
x
dxx
2sin
cos
 
19 ∫
+∞
+0 1
x
x
e
dxe
  ∫
е
xx
dx
1
2ln
 
20 ∫
∞+
−2 )1(ln2e xx
dx
 ∫
−
1
0
22 xx
dx
 
21 ∫
+∞
−
0
dxxe x  ∫
−
2
0
/22 dxеx x-  
22 ∫
∞+
+1
2 )ln1( xx
dx
 ∫
2
1 ln
е
xx
dx
 
23 ∫
∞+
−
++1
2 54xx
dx
 ∫
4
1 ln
е
xx
dx
 
24 ∫
+∞
e xx
dx
ln
 ∫
+
1
0
2 4xx
dx
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25 ∫
+∞
−
++1
2 52xx
dx
 ∫
+
2
0
22 xx
dx
 
26 ∫
∞+
e xx
dx
2ln
 ∫
pi
pi −
3
6 1sin2
cos/
/ x
dxx
 
27 ∫
+∞
+1 )1( xx
dx
 ∫
−
2
0
416 x
dxx
 
28 ∫
+∞
−
0
cos dxxe x  ∫
pi 6
0
3
/
dxxctg  
29 ∫
+∞
+1 22 3ee
dxe
x
x
 ∫
−
1
0
2
3
1
arcsin
x
dxx
 
30 ∫
+∞
2
2ln
e
x
dxx
 ∫
е
xx
dx
1
4/3)(ln
 
 
Завдання 8. Знайти наближено заданий визначений інтеграл 
∫=
b
a
dxxfI )(  указаними способами, розбиваючи відрізок інтегру-
вання ];[ ba  на 10=n  рівних частин. Для кожного методу знайти 
істинну абсолютну похибку || 00 II −=∆ , де 0I  – точне значення 
інтеграла, обчислене за формулою Ньютона – Лейбниця. Усі обчи-
слення проводити з округленням до четвертого десяткового знака 
після коми.   
У варіантах №1, 4, 7, ..., 28 використати формули лівих пря-
мокутників і трапецій.   У варіантах №2, 5, 8, ..., 29 – формули пра-
вих прямокутників і парабол.   У варіантах №3, 6, 9, ..., 30 – фор-
мули трапецій і парабол.  
№  в-та  Завдання №  в-та  Завдання 
1 ∫ +
2
0
2/14
3
)9(x
dxx
 16 ∫ +
10
0
2/33
2
)225(
15
x
dxx
 
2 ∫
+
2
0
2/33
2
)1(
3
x
dxx
 17 ∫
−
3
2
4 1
2
x
dxx
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3 ∫
−
+
2
1
32 1 dxxx  18 ∫
−
+
0
3
32 36 dxxx  
4 ∫ −
2
0
3/12 )82( dxxx  19 ∫ +
4
0
2 9 dxxx  
5 ∫
+
+3
1
3
2
3
)1(
xx
dxx
 20 ∫
+
+8
1
3
2
8
)83(
xx
dxx
 
6 ∫ +
+5
1
2 15
)152(
xx
dxx
 21 ∫
+
1
0
6
2
1
6
x
dxx
 
7 ∫
+
4
0
29 x
dxx
 22 ∫
+
2
0
5
4
4x
dxx
 
8 ∫
−
+
0
3
23/13 )27( dxxx  23 ∫
−
+
3
2
32 9 dxxx  
9 ∫
−
1
0
44
6
x
dxx
 24 ∫
+
2
0
2/33
2
)13(
3
x
dxx
 
10 ∫ −
2
1
23/13 )9( dxxx  25 ∫ +
3
0
2 16 dxxx  
11 ∫ +
2
0
43 9 dxxx  26 ∫
−
+
0
2
23/13 )8( dxxx  
12 ∫
+−
−
2
1
3/13
2
)723(
)29(
xx
dxx
 27 ∫
−+
+2
1
3
2
22
)23(
xx
dxx
 
13 ∫ +
2
0
2/13
2
)29(
3
x
dxx
 28 ∫
+−
−
4
2
3/12 )82(
)1(
xx
dxx
 
14 ∫
−
1
0
6
2
4
6
x
dxx
 29 ∫
+
2
1
4 8x
dxx
 
15 ∫ −
3
0
3/12 )1( dxxx  30 ∫ −+
1
0
183 )1(4 dxxx  
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Змістовий модуль 2. ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ 
 
2.1. Загальні поняття про диференціальні рівняння  
 
2.1.1. Задачі, що приводять до диференціальних рівнянь  
При вивченні різноманітних явищ в науці, техніці та інших 
сферах часто не вдається безпосередньо встановити функціональну 
залежність між значеннями шуканих і відомих величин, проте мо-
жливо виявити зв’язки між нескінченно малими приростами (ди-
ференціалами) змінних, що фігурують у задачі. Диференціальні 
зв’язки завдяки лінеаризації, як правило, суттєво простіші скінчен-
них. Крім того, результати спостережень чи експериментів часто 
подаються в диференціальній формі. Тому для моделювання непе-
рервних динамічних процесів широко використовуються диферен-
ціальні та інші споріднені з ними рівняння. Наведемо декілька 
прикладів подібних задач.  
Задача 1. Тіло масою m  падає з деякої висоти. Потрібно вста-
новити закон )(tvv =  зміни швидкості v  з бігом часу t , якщо на 
тіло діють сила тяжіння mgF =1   ( g  − прискорення вільного па-
діння) і гальмуюча сила опору повітря kvF −=2 , пропорційна 
швидкості (коефіцієнт пропорційності 0>k ). За другим законом 
Ньютона Fma = , де dtdva =  − прискорення рухомого тіла, а 
kvmgFFF −=+= 21  − рівнодійна сил, діючих на тіло. Отже, 
kvmgdtdv −= . Одержано диференціальне рівняння відносно не-
відомої функції )(tvv = .  
Задача 2. Розглянемо явище радіоактивного розпаду. Відомо, 
що швидкість (інтенсивність) розпаду 'm  прямо пропорційна масі 
m  наявної радіоактивної речовини. Таку закономірність описує 
диференціальне рівняння  kmm −='   або  kmdtdm −=/ , де k  − 
додатна стала розпаду;  t  − час.  Знак мінус перед k  вказує на 
зменшення маси радіоактивної речовини. Розв’язок рівняння 
ktemtm −= 0)(  дає зміну маси m  з часом t . Тут 0m  − початкова 
маса речовини.  
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Аналогічне диференціальне рівняння моделює процес зату-
хання сили струму в контурі, що складається з послідовно сполу-
чених активного опору та індуктивності, при його відключенні від 
джерела зі сталою електрорушійною силою і закороченні.  
Задача 3. Нехай ведеться виборча компанія. У початковий мо-
мент часу 00 =t  агітаційну інформацію про кандидата A  мають 
0x  громадян, загальна кількість яких дорівнює X . Далі ця інфор-
мація поширюється через спілкування людей між собою. Припус-
тимо, що швидкість цього процесу dtdx  (зростання числа грома-
дян )(txx = , ознайомлених з даною інформацією за час t ) прямо 
пропорційна як числу  x  вже проінформованих на даний момент t  
людей, так і числу xX −  громадян, ще не охоплених агітацією. 
Тоді приходимо до диференціального рівняння  
)( xXkxdtdx −= , де k  − додатний сталий коефіцієнт пропор-
ційності. Розв’язком цього рівняння служить логістична крива  ( )XktexXXx −−+= )1/(1 0 .  
Подібне диференціальне рівняння моделює поширення техні-
чних нововведень, зростання популяції певного виду тварин та ін-
ші процеси.  
   
2.1.2. Поняття про диференціальне рівняння. 
Загальний і частинний розв’язки  
та їх геометричний зміст  
Рівняння називається диференціальним, якщо воно містить 
похідні (диференціали) шуканої функції.  
Порядком диференціального рівняння називається порядок 
найвищої похідної (диференціала), що входить у нього.  
Коли шукана функція )(xyy =  є функцією однієї змінної x , 
то диференціальне рівняння (ДР) називають звичайним. Далі бу-
демо займатися лише звичайними ДР.  
Диференціальне рівняння n –го порядку зв'язує незалежну 
змінну x , шукану функцію )(xfy =  та її похідні ...,,'',' yy  )(ny  
(чи відповідні диференціали).  
Диференціальне рівняння n –го порядку можна подати в за-
 151
гальному вигляді  
0),',,( =(n)y,...,''y yyxF
 ,  
де )(xyy =  – шукана функція. Рівняння може не містити в явному 
вигляді незалежну змінну x , саму шукану функцію y  та її похідні 
нижчих порядків )1(...,,'',' −nyyy , але до нього обов’язково пови-
нна входити n -а похідна )(ny .  
Це неявна форма запису ДР. Розв’язавши загальне рівняння 
відносно найвищої похідної, отримаємо канонічний (нормальний) 
вигляд ДР  
( ))1()( ,...,'',',, −= nn yyyyxfy
 . 
Наприклад,  02)'(5''' 4 =−−+ xeyyy  – ДР третього по-
рядку, подане у загальній (неявній) формі;  8)6( )'(4''' yxyy −=  – 
ДР шостого порядку, записане в канонічній (явній) формі.  
Уже відома задача знаходження первісної )(xFy =  для даної 
функції )(xf  породжує найпростіше диференціальне рівняння 
)(' xfy = , розв’язування якого зводиться до інтегрування.  
Розв'язком диференціального рівняння називається довільна 
функція )(xyy = , що при підстановці в це рівняння перетворює 
його в тотожність.  
Графік розв’язку ДР називається інтегральною кривою.  
Зауваження 1. Розв’язок ДР n –го порядку є n  разів дифере-
нційовною функцією. Тому інтегральна крива є досить гладкою 
лінією.  
Процес знаходження розв'язку ДР називається його інтегру-
ванням.  
Зауваження 2. Розв’язок ДР, записаний у неявній формі, час-
то називають інтегралом диференціального рівняння. 
Зауваження 3. Розв’язок ДР також може подаватися в пара-
метричній формі.  
Зауваження 4. Диференціальне рівняння вважається розв’яза-
ним, якщо множина його розв’язків задається співвідношеннями 
без диференціювання, що можуть включати операції інтегрування 
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відомих функцій. Серед вказаних інтегралів допускаються й ті, що 
не виражаються через елементарні функції у скінченному вигляді. 
Як правило, будемо намагатися знаходити розв’язок ДР у найбільш 
простій явній формі та обчислювати всі наявні інтеграли.  
Приклад 1. Перевірити, чи служить явно задана функція  
500/100/30/ 231021 xxxeCCy x −−−+= , де 21,CC  − довільні 
сталі, розв’язком  диференціального рівняння  2'10'' xyy =− .   
□ Диференціюючи вказану функцію, знайдемо  
500/150/10/10' 2102 −−−= xxeCy x ;  
50/15/100'' 102 −−= xeCy x .  
Підставимо функцію та її похідні у рівняння:  
( −−−−−− 50/10/101050/15/100 2102102 xxeCxeC xx  
) 2500/1 x=− ;  −−− 50/15/100 102 xeC x    
2210
2 50/15/100 xxxeC x =+++− ;  22 xx = .  
Оскільки тотожність вірна, то вказана функція є розв’язком 
заданого ДР.  ■  
Приклад 2. Перевірити, що функція ),( Cxyy = , яка задана в 
неявному вигляді співвідношенням ||ln)2/( 22 Cyyx =− , де C  − 
довільна стала, служить розв’язком диференціального рівняння  
)/(/ 22 yxxydxdy −= .  
□ Знайдемо похідну неявно заданої функції:   
( ) ( )′=′− ||ln)2( 22 Cyyx ;  
Cy
Cy
y
yyxxy ''22
2
1
4
22
=
−
⋅− ;  
y
y
y
yxxy ''
3
2
=
+−
;   '' 22 yyyxxy =+− ; )/(' 22 yxxyy −= .  
Підстановка отриманого виразу в ДР дає вірну тотожність  
)/()/( 2222 yxxyyxxy −=− .  
Отже, вказана функція є розв’язком заданого ДР.  ■  
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Приклад 3. Перевірити, що функція ),( Cxyy = , яка задана 
параметрично співвідношеннями tCx cos=  і tCy 33 sin= , де C  
− довільна стала, служить розв’язком диференціального рівняння  
027)'( 33 =+ yxy .  
□ Знайдемо похідну параметрично заданої функції:   
tCxt sin' −= ;    ttCyt cossin3'
23
= ;   
ttCxyy ttx cossin3'''
2
−== .  
Підставимо функцію та її похідну в рівняння:  
0sin)cos(27)cossin3( 33332 =+− tCtCttC ;  00 = .  
Отже, вказана функція є розв’язком заданого ДР.  ■  
Щоб знайти шукану функцію з ДР n -го порядку, треба в за-
гальному випадку виконати n  операцій інтегрування, що дає n  
довільних сталих. Таким чином, диференціальне рівняння має без-
ліч розв’язків. 
Загальним розв'язком диференціального рівняння n -го по-
рядку є функція ),...,,,( 21 nCСCxyy = , що містить n  довільних 
сталих nCCC ,...,, 21  і задовольняє диференціальному рівнянню при 
будь-яких допустимих значеннях nCCC ,...,, 21 .   
Геометричний зміст: загальному розв’язку відповідає сім’я 
інтегральних кривих. При цьому через кожну внутрішню точку 
області визначення сім’ї проходить єдина інтегральна крива.  
Частинним розв’язком диференціального рівняння назива-
ється розв'язок, який одержується із загального розв'язку при конк-
ретних фіксованих значеннях довільних сталих nCCC ,...,, 21 .  
Геометричний зміст: частинному розв’язку відповідає конк-
ретний екземпляр з сім’ї інтегральних ліній.  
Приклад 4. Знайти загальний розв’язок рівняння 23' xy = . 
Вказати три його частинні розв’язки.  
□  23/ xdxdy = ; dxxdy 23= ; Cxdxxy +== ∫
223 .  
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Отже,  Cxy += 3  − загальний 
розв’язок. Геометрично йому від-
повідає однопараметрична сім’я 
інтегральних кривих. Поклавши 
послідовно 3−=C , 0=C  і 1=C , 
отримаємо три частинні розв’язки, 
зображені на рис. 52.   ■  
 
 
 
2.1.3. Початкові та крайові умови.  
Задача Коші та крайова задача  
Для знаходження конкретних значень довільних сталих, що 
входять у загальний розв’язок, звичайно використовуються:   
1) початкові умови – відомі значення функції та її похідних в де-
якій одній фіксованій точці 0xx = ;   або  
2) крайові (граничні) умови – відомі значення функції та її похід-
них в декількох різних фіксованих точках.  
Початкових або крайових умов повинно бути стільки, скільки 
довільних сталих.  
Для ДР n -го порядку початкові умови мають вигляд: 
)1(
00
)1(
0000 )(;...;')(';)( −− === nn yxyyxyyxy ,  
де  )1(0000 ,...,',,
−nyyyx  − відомі числа (початкові дані).  
Диференціальне рівняння разом з початковими умовами на-
зивають початковою задачею (задачею Коші).  
Диференціальне рівняння разом з крайовими умовами нази-
вають крайовою (граничною) задачею.  
Приклад 1. Розв’язати задачу Коші (знайти частинний розв’я-
зок заданого ДР, що задовольняє вказаним початковим умовам):    
2/
''
xey −= ;   1)0( −=y ;  1)0(' =y .  
□  Знайдемо загальний розв’язок рівняння:  
∫
−
= dxey x 2/' ;    12/2' Cey x +−= − ;   
Рис. 52  
3−
y
O
1,13 =+= Cxy
0,3 == Cxy
3,33 −=−= Cxy
1
x
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∫ +−=
− dxCey x )2( 12/ ;    212/4 CxCey x ++= − .  
В одержаний загальний розв’язок та його першу похідну під-
ставимо задані початкові умови і знайдемо 21,CC :  
21
0 041 CCe +⋅+=− ; 1
021 Ce +−= ;  31 =C , 52 −=C .  
Тоді частинний розв’язок рівняння (розв'язок задачі Коші):  
534 2/ −+= − xey xK .   ■  
Приклад 2. Розв’язати крайову задачу (знайти частинний роз-
в’язок заданого ДР, що задовольняє вказаним граничним умовам):  
xy 6'' = ;     3)0( =y ;  1)1(' −=y .  
□ Знайдемо загальний розв’язок рівняння: 
∫= dxxy 6' ;  1
23' Cxy += ;  ∫ += dxCxy )3( 12 ;  
21
3 CxCxy ++= .  
В отриманий загальний розв’язок та його першу похідну під-
ставимо задані крайові умови і знайдемо 21,CC :  
21 003 CC +⋅+= ; 1131 C+⋅=− ;  41 −=C , 32 =C .  
Звідси частинний розв’язок (розв'язок крайової задачі):  
343 +−= xxyb .   ■  
Зауваження 1. У диференціального рівняння можуть існувати 
так звані особливі розв’язки, які неможливо одержати із загального 
розв’язку ні при яких значеннях довільних сталих. Геометрично 
особлива інтегральна крива не входить у сім’ю, що відповідає за-
гальному розв’язку, а тому не може лежати всередині області існу-
вання цієї сім’ї.  
Наприклад, нехай маємо рівняння 3/2' yy = . При 0≠y  
отримаємо:  1'3/2 =− yy ;  1')3( 3/1 =y ;  Cxy +=3/13 . Звідси  
3))(27/1( Cxy +=  − загальний розв’язок. Але розв’язок 0)( ≡xy  
у нього не входить і тому є особливим.   
Зауваження 2. У деяких випадках виникає обернена задача 
знаходження ДР, що описує задану сім’ю інтегральних кривих.  
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Приклад 3. Знайти ДР першого порядку, загальний розв’язок 
якого  2sin xxCy −= ,  де C  − довільна стала.  
□ Продиференціюємо загальний розв’язок. Вираз для похід-
ної xxCy 2cos' −=  не можна назвати диференціальним рівнян-
ням, оскільки коефіцієнт C  − невизначений. Вилучимо з нього C . 
Для цього з початкового рівняння 2sin xxCy −=  виразимо C  і 
підставимо знайдене значення у співвідношення для похідної:   
xxyC sin/)( 2+= ;  xxxyxy 2sin/)(cos' 2 −+=  або  
xxxxxyxy sin2coscossin' 2 −+=   
− шукане ДР першого порядку.   ■  
Приклад 4. Знайти ДР першого порядку, загальний інтеграл 
якого yCexyx 23 4 =+ .  
□ Продиференціюємо загальний інтеграл (знайдемо похідну 
неявної функції):  
')(')4( 23 yCexyx =+ ;  '24'3 232 yCeyxyx y=++ ;  
43''2 232 +=− yxyxyCe y ;  )2/()43(' 322 xCeyxy y −+= .  
Вилучимо з отриманого виразу невизначений коефіцієнт C . 
З рівняння  yCexyx 23 4 =+  маємо  yexyxC 23 )4( −+= .  
Підставимо це значення в одержану похідну:  
( )32322 )4(2)43(' xexyxeyxy yy −+⋅+= − ;  
)82/()43(' 332 xxyxyxy −++=   
− шукане ДР першого порядку.   ■  
Зауваження 3. Теорія диференціальних рівнянь ще далека до 
завершення. Для ДР у канонічній формі доведено теореми, що ви-
ражають достатні умови існування та єдиності розв'язку відповід-
ної задачі Коші. На жаль, аналогічні умови для крайових задач 
значно жорсткіші, менше просунені й досить віддалені від необ-
хідних. У практичних застосуваннях задача Коші, при певних об-
меженнях, має єдиний розв'язок, крайова задача може мати довіль-
ну кількість розв'язків.   
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2.2. Диференціальні рівняння першого порядку  
 
2.2.1. Умови існування й єдиності розв'язку задачі Коші  
Диференціальне рівняння першого порядку має загальний 
вигляд ( ) 0',, =yyxF
 
,  де )(xyy =  – шукана функція незалежної 
змінної x .  
Припустимо, що це рівняння можна розв'язати відносно похі-
дної і подати його в нормальній формі ),(' yxfy =
 
.  Для таких 
рівнянь справджується  
теорема Коші (існування й єдиності розв'язку). Нехай у рів-
нянні ),(' yxfy =  функція ),( yxf  та її частинна похідна 
),(' yxf y  неперервні у деякій області D  площини Oxy . Тоді для 
довільної внутрішньої точки );( 000 yxM  цієї області існує визна-
чений і диференційовний у деякому околі точки 0x  єдиний розв'я-
зок )(xyy =  даного рівняння, що задовольняє початковій умові 
00 )( yxy = .  (Без доведення). 
З неперервності правої частини ),( yxf  випливає існування 
розв'язку, а умова неперервності похідної ),(' yxf y  забезпечує йо-
го єдиність.  
Геометричний зміст: для кожної внутрішньої точки 
);( 000 yxM  області D  існує і причому єдина інтегральна крива ДР  
),(' yxfy = , яка проходить через цю точку.  
Особливими точками ДР ),(' yxfy =  називаються ті, в яких 
не виконуються умови теореми Коші, тобто де права частина 
),( yxf  або її похідна ),(' yxf y  мають розрив.  
Такі точки можуть бути ізольованими чи утворювати особли-
ві лінії. Якщо особлива лінія є інтегральною, то вона відповідає 
особливому розв'язку ДР. Геометрично через особливу точку або 
не проходить жодна інтегральна крива, або проходить не менше 
двох.  
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2.2.2. Геометричний зміст диференціальних рівнянь  
першого порядку. Їх наближене розв’язування   
Геометричний зміст:  рівняння ),(' yxfy =  задає поле на-
прямків дотичних до його розв'язку:  кожній точці DyxM ∈);(  
( D  − область визначення рівняння) ДР ставить у відповідність на-
прямок дотичної до єдиної інтегральної кривої, яка проходить че-
рез цю точку );( yxM  (рис. 53).  
Ізоклиною називається кри-
ва на площині Oxy , в кожній точ-
ці якої розглядуване поле має 
один і той самий напрямок  
ky =' , constk = . Рівняння ізо-
клин має вигляд  
constkkyxf == ,),(
   
Розглянемо декілька методів наближеного розв’язування ДР 
першого порядку.  
1. Знаходження ізоклин та напрямів вздовж них дозволяє впо-
рядкувати поле напрямків та наближено побудувати інтегральні 
лінії даного ДР, тобто графічно проінтегрувати це рівняння ме-
тодом ізоклин.  
Приклад 1. Для диференціального рівняння yxy += 2'  побу-
дувати поле напрямків, покладаючи 'y  рівним 1− , 0 , 3/1 , 3 , 
3 . Побудувати методом ізоклін наближено інтегральну лінію, яка 
проходить через точку )2;1(0 −M .  
□ Рівняння ізоклин даного ДР має вигляд  kyx =+2 , 
constk = . Тобто, ізоклини − однопараметрична сім’я вертикаль-
них парабол 2xky −= .   
Покладемо 'y  рівним кожному з указаних значень по черзі. 
Отримаємо:  yx +=− 21  при 1' −=y , що відповідає параболі  
21 xy −−= ;  yx += 20  при 0'=y , що відповідає параболі 
2xy −= ;  yx += 23/1  при 3/1'=y , що відповідає параболі 
x
y
O
D
Рис. 53  
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23/1 xy −= ;  yx += 23  при 3'=y , що відповідає параболі 
23 xy −= ;  yx += 23  при 3'=y , що відповідає параболі 
23 xy −= .  Всі ці лінії складають поле напрямків і показані на 
рис. 54.  
 
 
Побудуємо наближено інтегральну лінію, яка проходить че-
рез задану точку 0M . Точка 0M  знаходиться на ізоклині, що від-
повідає значенню 1' −=y . Для неї 1−==α ktg , o450 −=α . Про-
ведемо через точку 0M  пряму, що утворює кут 0α  з додатнім на-
прямком осі Ox  до найближчої точки 1M  перетину з наступною 
ізоклиною 2xy −= . З точки 1M  проведемо пряму, яка утворює з 
Ox  кут o01 =α , оскільки для цієї ізоклини 0==α ktg . Отрима-
ємо точку 2M , яка лежить на перетині цієї прямої з 
23/1 xy −= . Через точку 2M  будемо проводити пряму, що 
утворює з Ox  кут o302 =α . Через 3M  − пряму під кутом 
o603 =α .   
Таким чином, отримали ламану 43210 MMMMM , що слу-
жить наближеним розв’язком ДР yxy += 2'  з початковою умовою 
x
y
2
2
3
1−
1−
2−
2−
3−
21 xy −−=
23 xy −=
23 xy −=
23/1 xy −=
0M
1M 2M
3M
2xy −=
4M
Рис. 54  
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2)1( −=y   (на рис. 54 ламана розтягнута вздовж Ox  відповідно 
відношенню масштабів осей Ox  і Oy ).  ■  
2. Метод Ейлера відноситься до чисельних методів роз-
в’язування диференціальних рівнянь.  
На відрізку ];[ ba  розглянемо диференціальне рівняння пер-
шого порядку  ),(' yxfy = , для якого задана початкова умова 
00 )( yxy = , де ax =0 . Нехай відрізок ];[ ba  розбитий на n  рівних 
частин одновимірною сіткою – послідовністю точок <<= 10 xxa  
...  ...xx ii <<< −1  bxn =< , де ihxxi += 0  – i -й вузол сітки 
(розбиття)  ( ni ,...,1,0= ),  nabh /)( −=  − крок сітки (крок дис-
кретизації). Потрібно знайти розв’язок )(xyy =  поставленої за-
дачі Коші на відрізку ];[ ba  у вигляді наближених значень 
niyi ,0,~ =  сіткової функції nixyy ii ,0,)( == .   
Згідно з методом Ейлера на кожному i -му кроці замінимо 
похідну 'y  її скінченно різницевою апроксимацією (наближен-
ням) за формулою  
h
yy
x
y
x
yy
x
y
x
yy ii
i
i
i
i
i
x
1
0
~~~
'lim' −
→∆
−
=
∆
∆
≈
∆
∆
≈⇒
∆
∆
≈
∆
∆
=   
і візьмемо значення правої частини ),( yxf  у попередній )1( −i -й 
точці )~;( 11 −− ii yx . У результаті отримаємо різницеве рівняння  
)~,(~~ 111 −−− += iiii yxfhyy , ni ,...,2,1=  ,  
що служить наближенням даного ДР з похибкою порядку 2h  на 
кожному кроці. На n  кроках сумарна похибка має порядок 
nxxnh n )( 02 −= .  
Додаючи початкову умову 00
~ yy = , одержимо різницеву за-
дачу Коші, що апроксимує відповідну диференціальну задачу.  
Якщо кожну пару сусідніх точок )~;( 111 −−− iii yxM  і 
)~;( iii yxM , ni ,1=  сполучити відрізком прямої, то шукана інтег-
ральна крива )(xyy = , що проходить через точку );( 000 yxM , 
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наближено замінюється ламаною Ейлера nMMMM ...210 . Кожна 
ланка ii MM 1−  цієї ламаної має напрям, який співпадає з напрямом 
тієї інтегральної кривої ДР, що проходить через точку 1−iM . 
Приклад 2. Побудувати ламану Ейлера, що служить апрокси-
мацією інтегральної кривої – розв’язку задачі Коші yxy += 2' , 
2)1( −=y  на відрізку ]2;1[ . Крок дискретизації 2,0=h . Обчис-
лення проводити наближено до трьох десяткових знаків після ко-
ми.  
□ За умовою yxyxf += 2),( ;  2,0=h ;  10 =x ;  20 −=y . 
Кількість кроків 52,0/)12(/)( =−=−= habn . Тоді за формулою  
)~,(~~ 111 −−− += iiii yxfhyy   маємо:  
1=i :  10 =x ;  2~ 00 −== yy ;  121)~,( 00 −=−=yxf ;   
2,2)1(2,02)~,(~~ 0001 −=−⋅+−=+= yxfhyy ;  
2=i :  2,12,0101 =+=+= hxx ;  =−= 2,2)2,1()~,( 211 yxf    
76,0−= ;  352,2)76,0(2,02,2)~,(~~ 1112 −=−⋅+−=+= yxfhyy .  
Продовжуючи обчислення до кроку 5== ni , запишемо 
отримані результати у вигляді таблиці:   
 
i  0  1 2  3  4  5  
ix  1 2,1  4,1  6,1  8,1  2  
iy~  2−  2,2−  352,2−  43,2−  4,2−  24,2−  
)~,( ii yxf  1−  76,0−  392,0−  13,0  836,0  763,1  
 
Ламана Ейлера 5210 ...MMMM  показана на рис. 55.   ■  
Зауваження 1. Описаний метод Ейлера – явний (нове значення 
iy~  обчислюється безпосередньо) і однокроковий (на кожному кро-
ці використовується значення розв’язку тільки в одній попередній 
точці 1−ix ) зі сталою довжиною кроку h . Метод Ейлера є досить 
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грубим і використовується, в основному, для отримання орієнтов-
них значень, однак його ідеї лежать в основі більш досконалих 
способів чисельного розв’язування ДР.   
 
3. Метод ітерацій 
(метод Пікара) відносить-
ся до наближених аналі-
тичних способів 
розв’язування задачі Коші 
для диференціального рів-
няння першого порядку 
),(' yxfy = , 00 )( yxy = . 
За цим методом здій-
снюється перехід до екві-
валентного інтегрального 
рівняння  
∫+=
x
x
dttytfyxy
0
))(,()( 0  ,  
яке розв’язується за допомогою послідовних наближень.  
Шуканий розв’язок )(xy  знаходиться як границя послідов-
ності функцій ...),(...,),(),( 10 xyxyxy n  ( ...,2,1,0=n ):  
)(lim)( xyxy n
n ∞→
= ,  
де  00 )( yxy =  ;    ∫+=
x
x
dttytfyxy
0
))(,()( 001 ;  += 02 )( yxy   
∫+
x
x
dttytf
0
))(,( 1 ;   ...;   ∫ −+=
x
x nn
dttytfyxy
0
))(,()( 10  .  
Практично число необхідних ітерацій n  визначається з умо-
ви  ε≤−
−
∈
)()(max 1];[ xyxy nnbax ,  де  ];[ ba  – відрізок, на якому 
розв’язується задача Коші;  ε  – максимально допустима абсолют-
на похибка обчислень.  
Приклад 3. Методом Пікара знайти третє наближення )(3 xy  
до розв’язку задачі Коші:  yxy 43' 2 −= , 1)0( =y .  
x
y
1 2
2− 0
M
1M 2M
3M 4M
5M
6,1− 6,0
6,2−
Рис. 55 
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□  За умовою 1)(0 =xy . Тоді за методом Пікара:  
xxttdttxy
xx 41)4(1)143(1)( 3
0
3
0
2
1 −+=−+=⋅−+= ∫ ;  
( ) ∫∫ +−−+=−+⋅−+= xx ttdttttxy 0 320 322 443(1)41(431)(   
243
0
243 841)84(1)16 xxxxttttdtt x +−−+=+−−+=+ ;  
( ) +=+−−+⋅−+= ∫ 1)841(431)( 0 24323 x dttttttxy   
+−−+=−+−−+ ∫ 3/295/4(1)4162944( 3450
234 tttdtttttx   
1483/295/4)48 2345
0
2 +−+−−=−+ xxxxxtt
x
.    ■  
Зауваження 2. При грубій оцінці розв’язку ДР часто викорис-
товуються різні спрощуючі прийоми:  лінеаризація функцій;  усе-
реднення коефіцієнтів;  розщеплення на швидкі та повільні проце-
си;  розбиття області дослідження на частини, де домінують певні 
фактори;  введення додаткових чи відкидання наявних малих чле-
нів  і т.п.  
 
2.2.3. Рівняння з відокремлюваними змінними  
Не існує єдиного аналітичного методу точного розв'язування 
ДР першого порядку. Далі розглянемо окремі типи таких рівнянь і 
відповідні методи знаходження аналітичного розв'язку.  
Зауваження 1. Зустрічаються рівняння, що одночасно відно-
сяться до різних типів. Інколи ДР тотожними перетвореннями чи 
заміною змінних можна перевести з одного типу в інший. Для роз-
в'язування таких рівнянь треба вибирати їх найзручніше подання.  
Диференціальне рівняння першого порядку ),(' yxfy =  на-
зивається рівнянням з відокремлюваними змінними, якщо його 
права частина ),( yxf  може бути подана як добуток 
)()(),( ygxhyxf =  двох функцій, кожна з яких залежить лише 
від однієї змінної.  
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Щоб знайти розв'язок такого ДР )()(' ygxhy =  ,  треба відо-
кремити змінні:  похідну записати як відношення диференціалів 
dxdyy /'= , а потім обидві його частини помножити на dx  і поді-
лити на такий вираз )(yg , щоб в одну частину рівняння входила 
тільки змінна y , а в іншу − тільки змінна x . Шуканий розв'язок 
)(xyy =  перетворює одержане рівняння dxxhygdy )()(/ =  у то-
тожність. Інтегруючи її, знайдемо загальний інтеграл рівняння:  
Cdxxhygdy += ∫∫ )()(/  ,  
де C  – довільна стала.  
Зауваження 2. При діленні обох частин рівняння на вираз, 
який містить змінні x  чи y , можна "втратити" розв'язки, що пере-
творюють цей вираз у нуль. Такі випадки треба розглядати окремо.  
Зауваження 3. Для спрощення запису загального розв'язку ДР 
часто довільну сталу подають у вигляді деякого виразу з іншою 
довільною сталою C , при умові, що цей вираз приймає довільні 
значення. Наприклад,  Cln)2/1( ,  де 0>C .  
Приклад 1. Знайти загальний розв'язок рівняння 
а) 21' yxyy += ;  б) )sin()sin(' yxyxy −=++ ;   
в) 0)()( 22 =−++ dyyxydxxyx . 
□  а) Відокремимо змінні та проінтегруємо:   
∫ ∫=+
=
+
+= ;2
1
2
;
1
;1 22
2
x
dx
y
ydy
x
dx
y
ydyy
dx
dy
xy   
.||ln||ln2)1ln( 2 Cxy +=+   
Вигляд одержаного загального інтеграла можна спростити 
потенціюванням. Саме тому довільна стала записана як логарифм 
іншої довільної сталої. Тоді загальний інтеграл можна записати 
так:  .1 22 Cxy =+  Далі  12 −±= Cxy  – загальний розв’язок в 
явній формі.  
Виконуючи ділення, припускали, що 0≠x , і могли втратити 
розв’язок 0=x . Підставляючи 0=x  у рівняння, переконуємося, 
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що ця функція не є розв'язком.   
б) Перенесемо синуси в один бік від знака рівності та пере-
творимо їх різницю в добуток, користуючись відповідною триго-
нометричною тотожністю:  
)sin()sin(' yxyxy +−−= ;  
)2/)cos(()2/)sin((2' yxyxyxyxy ++−−−−= ;  
xyy cos)sin(2' −= ;    xyy cossin2' −= . 
Відокремимо змінні й проінтегруємо:  
dxxydy cos2sin/ −= ;   ||lncos2
sin
Cdxx
y
dy
+−= ∫∫ ;   
||lnsin2)2/(ln Cxytg +−= ;  xCeytg sin2ln)2/(ln −= ;   
xCeytg sin2)2/( −=   
– загальний розв’язок у неявній формі (загальний інтеграл).    
в) Спочатку винесемо з перших  дужок x , з других − y , а 
потім відокремимо змінні та проінтегруємо:  
0)1()1( 22 =−++ dyxydxyx ;    
0
11 22
=
+
+
− y
dyy
x
dxx
;   C
y
dyy
x
dxx ln
2
1
11 22
=
+
+
−
∫∫ . 
Зробимо заміну змінної: у першому інтегралі 21 xs −= , у 
другому − 21 yt += . Отримаємо 
C
t
dt
s
ds ln
2
1
2
1
2
1
=+− ∫∫ ;   
Cts ln)2/1(||ln)2/1(||ln)2/1( =+− ;  Cst ln|/|ln = .  
Здійснивши обернену підстановку та потенціювання одержи-
мо загальний інтеграл рівняння  
Cxy =−+ )1/()1( 22 .   
Звідси  1)1( 2 −−±= xCy  – загальний розв’язок в явній 
формі.  ■  
 166
Приклад 2. Розв’язати задачу Коші:  
а) yyy ln'/ = , 1)2( =y ;   б) 0' 2 =+xyyex , 1)0( −=y . 
□ а) Спочатку знайдемо загальний інтеграл рівняння:   
y
yy
ln
'= ;  
y
y
dx
dy
ln
= ;  dx
y
dyy
=
ln
;  ∫∫ = dxy
dyyln
.  
Зробивши заміну yt ln= , отримаємо  
Cxy +=2ln)2/1( .  
Враховуючи початкову умову 1)2( =y , підставимо у рівнян-
ня замість x  значення 2, замість y  значення 1 і знайдемо C :  
C+= 21ln)2/1( 2 ;   02 =+ C ;   2−=C .  
Отримуємо частинний розв’язок у неявній формі (частинний 
інтеграл)  
)2(2ln2 −= xy .  
Звідси 42 −±= xey  – частинний розв’язок в явній формі.  
(Задачу б) розв’язати самостійно).   ■  
Зауваження 4. Диференціальне рівняння вигляду 
)(' cbyaxfy ++= , де a , b  і c  − задані числа, заміною 
cbyaxu ++= , де )(xuu =  − нова шукана функція, зводиться до 
рівняння з відокремлюваними змінними:  '' ybau += ;  
)(' ufbau += .  
Приклад 3. Знайти загальний розв’язок:  
а) yxy += 2' ;         б) )(cos' 2 yxy −= .  
□  Нехай yxu += 2 , '2' yu += , .2'' −= uy   Складемо й 
розв’яжемо рівняння для u :  
uu =−2' ;   dx
u
du
=
+ 2
;   ∫∫ =
+
dx
u
du
2
;  
ut = ;   Cx
t
dtt
+=
+∫ 2
2
;   Cxdtt +=+−∫ ))2/(42( ;   
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Cxtt +=+− |2|ln42 ;  Cxyxyx +=++−+ 4)22ln(22   
– загальний розв’язок у неявній формі (загальний інтеграл).  
(Рівняння б) розв’язати самостійно).   ■  
 
2.2.4. Рівняння з однорідною правою частиною  
(однорідні рівняння)  
Функція ),( yxf  називається однорідною k -го порядку од-
норідності, якщо виконується тотожність 
),(),( yxfttytxf k=
 .  
Приклад 1. Переконатися, що функція  
)/()/sin(5),( 335442 yxxyxyxyxyyxf +−+++=  
є однорідною і знайти порядок однорідності.  
□ −+++⋅= 442 )()()/sin()(5),( tytxtytxtytytxtytxf   
−+++=+− 442222335 )/sin(5))()/(()( yxtyxytxyttytxtx   
−+++=+− 44223352 )/sin(5()/( yxyxyxytyxxt   
),())/( 2335 yxftyxx =+− ;   2=k .    
Отже,  дана функція є однорідною другого порядку однорід-
ності.   ■ 
Диференціальним рівнянням з однорідною правою части-
ною (однорідним рівнянням) називається рівняння, яке можна по-
дати у вигляді  
)/(' xyfy =
  або  0),(),( =+ dyyxQdxyxP  ,   
де )/( xyf  − однорідна функція нульового порядку однорідності;  
),( yxP  і ),( yxQ  − однорідні функції одного порядку одноріднос-
ті.  
Однорідне рівняння зводиться до рівняння з відокремлюва-
ними змінними заміною xyu /= ,  де )(xuu =  − допоміжна шука-
на функція.  Тоді ,uxy =  uxuy += ''  і ДР )/(' xyfy =  після пе-
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ретворень приймає вигляд  ( ) xdxuufdu =−)( . 
Зауваження. Якщо 0)( =− uuf , тобто 0/)/( =− xyxyf . 
Тоді  xyxyf /)/( = . Рівняння )/(' xyfy =  приймає вигляд ДР з 
відокремлюваними змінними  xyy /'=   і розв’язується відповід-
ним чином.  
Приклад 2. Знайти загальний розв’язок диференціального рі-
вняння:   
а) )/(3' 22 yxxyy −−= ;   б) 022 =−+− dyxdxydxyx .  
□ а) Це рівняння – однорідне, оскільки його права частина є 
однорідною функцією нульового порядку однорідності:  
=−−=−−= ))(/(3))()/(())((3),( 222222 yxtxyttytxtytxtytxf  
),()/(3 22 yxfyxxy =−−= .  
Зробимо заміну xyu /= , де u  − нова шукана функція аргу-
менту x . Тоді ,uxy =  uxuy += '' . Вихідне рівняння набуває ви-
гляду  
)1/(3)/(3' 2222 −=−⋅−=+ uuxuxuxxuxu ;    
1
)4(
;
1
3
';
1
3
' 2
2
2
3
2
−
−
−=
−
+−
=−
−
=
u
uu
x
dx
du
u
uuu
xuu
u
u
xu .  
Припускаючи, що 0≠x  і 0)4( 2 ≠−uu , тобто 0≠u , 
2±≠u ,  відокремимо змінні:  
  
x
dx
uu
duu
−=
−
−
)4(
)1(
2
2
.  
Після інтегрування обох частин рівняння знайдемо  
=





−
+
+
+=
−+
−
=
−
−
∫∫∫ du
u
C
u
B
u
A
uuu
duu
uu
duu
22)2)(2(
)1(
)4(
)1( 2
2
2
  
;1)2()2()2)(2( 2 −=++−+−+= uuCuuBuuuA   
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+
+
+=





=
=
=
=
=
−=−
−=
=
=
∫∫ 28
3
4
1
8/3
;8/3
;4/1
;38
,38
,14
:2
:2
:0
u
du
u
du
B
C
A
B
C
A
u
u
u
   
=+−+++=
−
+ ∫ Cuuu
u
du |2|ln
8
3|2|ln
8
3||ln
4
1
28
3
  
Cuu +−= |)4(|ln
8
1 322 ;   Cx
x
dx
+=∫ ||ln ;   
||ln)8/1(||ln|)4(|ln)8/1( 322 Cxuu +−=− ;  
||ln|)4(|ln 8322 −=− Cxuu ;  8322 )4( −=− Cxuu .  
Підставляючи значення xyu /= , одержимо загальний інтег-
рал рівняння:   
8322 )4)/(()/( −=− Cxxyxy   або  Cxyy =− 3222 )4((        .  
Виконуючи ділення, могли втратити розв’язки  0=x , 
00 =⇒= yu , xyu 22 ±=⇒±= . Підставляючи їх у початкове 
рівняння, переконуємося, що функція 0=x  не є розв'язком, а фун-
кції  0=y  та xy 2±=  служать розв'язками, причому входять у 
загальний інтеграл при 0=C .   
б) Функції yyxyxP +−= 22),(  та xyxQ −=),(  є однорід-
ними одного (першого) порядку однорідності. Це означає, що дане 
ДР є однорідним. Розв'яжемо його відносно похідної dxdyy =' :  
dxdyxyyx /22 =+− ;  xyxyy /)/(1' 2 +−= .  
Покладемо xyu /= .  Тоді  uxy = ,  uxuy += '' . Підставив-
ши в рівняння вирази для y  та 'y , отримаємо  
21/ udxdux −= . 
Відокремимо змінні та проінтегруємо: 
xdxudu /1/ 2 =− ;  ∫∫ =− xdxudu /1/
2 ;   
Cxu lnlnarcsin += ;   Cxu lnarcsin = . 
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Замінивши u  на xy / , будемо мати загальний інтеграл  
Cxxy ln)/arcsin( =   або  Cxxy lnsin=    
– загальний розв’язок в явній формі.   
Крім того, розв'язками є  xyu ±=⇒±= 1 , що могли бути 
втрачені при діленні. Ці розв'язки не містяться в загальному 
розв’язку і є особливими.   ■  
 
2.2.5. Лінійні рівняння першого порядку  
Диференціальне рівняння першого порядку, яке алгебраїчни-
ми перетвореннями можна звести до вигляду  
)()(' xqyxpy =+
 , 
де )(xp  і )(xq  − відомі неперервні функції від x  (або сталі), на-
зивається лінійним. Тобто, таке ДР є лінійним відносно шуканої 
функції )(xyy =  та її похідної dxdyy /'= .  
Якщо 0)( ≡xq , то рівняння називається лінійним однорід-
ним (ЛОДР) (лінійним рівнянням з нульовою правою частиною), 
у протилежному випадку – лінійним неоднорідним (ЛНДР) (лі-
нійним рівнянням з ненульовою правою частиною).  
Лінійне однорідне рівняння – це рівняння з відокремлювани-
ми змінними. Розв’яжемо його відповідним чином:  
0)(' =+ yxpy ;  dxxpydy )(−= ;  ∫∫ −= dxxpydy )( ;   
||ln)(||ln Cdxxpy +−= ∫ ;  ∫−= dxxpeCy )(   
– загальний розв'язок.   
1. Для розв'язування ЛНДР застосуємо метод варіації дові-
льної сталої (метод Лагранжа). За цим методом загальний роз-
в'язок шукаємо в такому ж самому вигляді, як і розв'язок відповід-
ного однорідного ДР, одержаного відкиданням правої частини 
)(xq  (поклавши 0)( ≡xq ), але вважаємо C  не сталою, а невідо-
мою функцією x , тобто  ∫−= dxxpexCy )()( .  
Знайдемо похідну 'y :  
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( ) ( ) )()()('' xpexCexCy dxxpdxxp ∫∫ −− −= .  
Підставимо вирази для y  і 'y  в неоднорідне ДР і отримаємо 
співвідношення для знаходження функції )(xC :   
( ) ( ) ( )
=+− ∫∫∫
−−− dxxpdxxpdxxp
exCxpxpexCexC )()()()()('   
( ) )()(';)( xqexCxq dxxp == ∫− ;  ( )∫= dxxpexqxC )()(' .    
Інтегруючи, одержуємо   
( ) CdxexqxC dxxp ~)()( += ∫ ∫ ,  де C
~
 – довільна стала.  
Загальний розв'язок неоднорідного рівняння має вигляд  
( )( ) ∫−+= ∫ ∫ dxxpdxxp eCdxexqy )(~)(  .  
Зауваження 1. Загальний розв'язок ЛНДР можна подати у ви-
гляді суми  
( )( ) *)()( )(~ yyedxexqeCy dxxpdxxpdxxp +=+= ∫−∫− ∫ ∫  ,  
де ∫−= dxxpeCy )(~  – загальний розв'язок відповідного однорідного 
рівняння;   ( )( ) ∫−∫ ∫= dxxpdxxp edxexqy )(* )(  – деякий частинний 
розв'язок неоднорідного рівняння  (при 0~ =C ).  
Приклад 1. Знайти загальний розв’язок ЛНДР першого по-
рядку xexyxyx sin22 3cos' =−   методом варіації довільної сталої.  
□ Ділячи обидві частини ДР на 2x , зводимо його до стандар-
тного вигляду  xexxyy sin2)/3(cos' =− .  
Розв'язуємо відповідне однорідне ДР (без правої частини):   
0cos' =− xyy ;  xydxdy cos= ;  dxxydy cos= ;   
∫∫ = dxxydy cos ;   ||lnsin||ln Cxy += ;  xeCy sin=   
– загальний розв'язок.   
Загальний розв'язок неоднорідного рівняння шукаємо у ви-
 172
гляді xexCy sin)(= .  Тоді  xexCexCy xx cos)()('' sinsin −= .   
Підставляємо в неоднорідне ДР і знаходимо невідому функ-
цію )(xC :   
xxxx exxexCxexCexC sin2sinsinsin )/3(cos)(cos)()(' =+− ;   
2/3)(' xxC = ;  CxxdxxC ~/33)( 2 +−== ∫ .   
Таким чином,  xeCxy sin)~/3( +−=  – загальний розв’язок не-
однорідного ДР.   ■  
2. Лінійне неоднорідне ДР можна розв'язати безпосередньо 
методом Бернуллі. Згідно з ним загальний розв'язок будуємо у 
вигляді добутку двох функцій від x :  )()( xvxuy =   (підстановка 
Бернуллі). Оскільки при такій заміні вже відшукуються дві функ-
ції, то виникає додатковий ступінь вільності, що дозволяє розще-
пити лінійне ДР на два рівняння з відокремлюваними змінними.  
Диференціюємо добуток: ''' uvvuy += . Підставимо цей ви-
раз у початкове рівняння, матимемо  
qpuvuvvu =++ ''  або qpvvuvu =++ )'(' . 
Використовуючи наявний  ступінь вільності,  виберемо  фун-
кцію v  такою, що   
0' =+ pvv .  
Це співвідношення є рівнянням з відокремлюваними змінни-
ми для функції )(xvv = . Інтегруючи його, виберемо найпростіший 
за формою частинний розв'язок  ∫
−
=
dxxp
ev
)(
.  
Підставимо знайдену функцію у передостаннє ДР (враховую-
чи, що 0' =+ pvv ) і отримаємо для функції )(xuu =  рівняння з 
відокремлюваними змінними:  
qvu ='   або  )()(/ xvxqdxdu = ,  
звідки  ( )∫ += Cdxxvxqu )()(  – загальний розв’язок. Тут  C  – 
довільна стала.  
Підставивши u  i v  у вираз для шуканої функції y , остаточ-
но маємо  
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( )( ) )()()( xvCdxxvxqvuy ∫ +== .  
Приклад 2. Знайти загальний розв’язок ЛНДР першого по-
рядку xeyy =+2'  за допомогою підстановки Бернуллі.  
□ Рівняння є лінійним відносно шуканої функції y  та її похі-
дної 'y . Зробимо заміну )()( xvxuy ⋅= , тоді ''' uvvuy += . Отри-
маємо рівняння 
xevuuvvu =++ 2''   або  xevvuvu =++ )2'(' .  
Знайдемо функцію v  як частинний розв’язок рівняння 
02' =+ vv . Це ДР з відокремлюваними змінними. Відокремимо 
змінні і проінтегруємо його:  
02/ =+ vdxdv ;  dxvdv 2−= ;  dxvdv 2/ −= ; 
∫∫ −= dxvdv 2/ ;  xv 2ln −= .  
Потенціюючи обидві частини рівняння, отримаємо xev 2−= . 
Враховуючи, що 02' =+ vv , підставимо цю функцію у ДР, де ви-
конали заміну, і одержимо рівняння з відокремлюваними змінними 
для функції )(xuu = :  xx eeu =−2' .  
Розв’язавши його, знайдемо функцію u :   
xx edxdue =− /2 ; dxedu x3= ; ∫∫ = dxedu
x3 ; Ceu x += 3)3/1( .  
Тоді загальний розв’язок початкового рівняння:   
xx eCevuy 23 ))3/1(( −+==   або  xx Ceey 2)3/1( −+= .   ■  
Приклад 3. Розв’язати задачу Коші і знайти значення 
)~(~ xyy K=  отриманого розв’язку )(xyy KK =  при вказаному зна-
ченні аргументу x~ :  
2
2' xxexyy −=+ , 2)0( =y ;    1~ −=x . 
□ Задане рівняння – лінійне. Спочатку знайдемо його за-
гальний розв’язок за допомогою підстановки Бернуллі uvy = . 
Здійснимо заміну:   
2
2'' xxexuvvuvu −=++ ;  
2)2'(' xxexvvuvu −=++ .  
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Знайдемо v  як деякий частинний розв’язок рівняння  
02' =+ xvv :   
xvdxdv 2/ −= ;  dxxvdv 2/ −= ;  ∫∫ −= dxxvdv 2/ ;  
2ln xv −= ;   
2xev −= .  
Підставимо отриману функцію у рівняння, в якому зробили 
заміну, і розв’яжемо його відносно u : 
22
'
xx xeeu −− = ; xdxdu =/ ; dxxdu = ; Cxu += 2/2 . 
Одержуємо загальний розв’язок початкового ДР:    
2)2/( 2 xeCxvuy −+== . 
Виділимо частинний розв’язок, що задовольняє початковій 
умові 2)0( =y . Для цього знайдемо відповідне значення довільної 
сталої C :  
0)2/0(2 eC+= ; 2=C . 
Підставивши 2=C  у загальний розв’язок, дістаємо шуканий 
частинний розв’язок (розв'язок задачі Коші): 
2)22/( 2 xK exy −+= .  
Обчислимо значення цього розв’язку в точці 1~ −=x :   
1)1(2 )2/5()22/)1(()1( 2 −−− =+−=− eeyK .    ■  
Зауваження 2. Диференціальне рівняння першого порядку ін-
коли може бути лінійним не відносно y  як функції від x , а навпа-
ки, відносно x  як функції від y , тобто може бути зведене до ви-
гляду  )()(' yqxypx =+ .  
Приклад 4. Знайти загальний розв’язок рівняння  
')( /12 yyexy y−+= .  
□ Це ДР не є лінійним відносно функції )(xyy = . Перепи-
шемо рівняння, вважаючи, що x  є функцією змінної y :  
dxdyyexy y /)( /12 −+= ;  yyexdydxy /12 / −+= ;  
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yeyxx y //' /12 −=− .  
Отримане рівняння є лінійним відносно оберненої функції 
)(yxx =  та її похідної dxdyx /'= . Використаємо підстановку Бе-
рнуллі  )()( yvyux ⋅= . Тоді  
''' vuvux += ;  yeyuvuvvu y //'' /12 −=−+ ;  
yeyvvuvu y /)/'(' /12 −=−+ ;  0/' 2 =− yvv ;  2// yvdydv = ;  
2// ydyvdv = ;  ∫∫ =
2ydyvdv ;  yv /1ln −= ;  yev /1−= .  
Підставимо у рівняння одержану функцію )(yvv =  і знайде-
мо множник )(yuu = , а потім їх добуток vux = :   
yeeu yy /' /1/1 −− = ; ydydu /1/ = ; ydydu /= ; 
∫∫ = ydydu / ; Cyu += ||ln ,  yeCyvux /1)(ln −+== .   
Маємо загальний розв’язок (загальний інтеграл) вихідного  
рівняння yeCyx /1)(ln −+= .   ■  
 
2.2.6. Рівняння Бернуллі  
Диференціальним рівнянням Бернуллі називається рівняння 
вигляду  α=+ yxqyxpy )()('  ,  де )(xp  і )(xq  − відомі непере-
рвні функції;  0≠α  і 1≠α .  
Зауваження 1. При 0=α  це рівняння стає лінійним, а при 
1=α  маємо ДР з відокремлюваними змінними.  
Зауваження 2. Рівняння Бернуллі можна звести до лінійного 
наступним чином. Спочатку помножимо обидві його частини на 
α−α− y)1( , а потім зробимо заміну змінної  )(1 xzy =α− :  
)()1()1)((')1( 1 xqyxpyy α−=α−+α− α−α− ;  '')1( zyy =α− α− ;   
)()1()()1(' xqzxpz α−=α−+ .   
Відносно функції )(xzz =  дістали лінійне ДР   
)(~)(~' xqzxpz =+ ,  де  )()1()(~;)()1()(~ xqxqxpxp α−=α−= .   
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Зауваження 3. Краще всього рівняння Бернуллі розв’язувати 
безпосередньо за допомогою заміни )()( xvxuy =  – підстановки 
Бернуллі. Схема методу розглянута вище на лінійному ДР.   
Приклад 1. Знайти загальний розв’язок рівняння Бернуллі  
xyexyy x cos24'
2
=− .   
□ Застосуємо підстановку Бернуллі:  
uvy = ;  ''' uvvuy += ;  xuvexuvuvvu x cos24''
2
=−+ ;   
xuvexvvuvu x cos2)4'(' 2=−+ ;  04' =− xvv ;  xvdxdv 4/ = ;   
dxxvdv 4/ = ;  ∫∫ = dxxvdv 4/ ;  
22ln xv = ;  
22xev = .  
Підставивши 
22xev =  у рівняння, одержимо:   
xueeeu xxx cos2'
222 22
= ;  xuu cos2'= ;   
xudxud cos2/ = ;  dxx
u
du
cos2= ;  ∫∫ = dxx
u
du
cos2 ;    
Cxu 2sin22 += ;  2)(sin Cxu += ;   
Таким чином, загальний розв’язок рівняння Бернуллі:   
222)(sin xeCxvuy +== .    ■  
Приклад 2. Розв’язати задачу Коші: 2' xyyy =+ , 1)0( =y .  
□ Задане ДР є рівнянням Бернуллі. Його можна проінтегрува-
ти за допомогою підстановки uvy = . Тоді ''' uvvuy += . Коли 
підставимо у початкове рівняння, отримаємо 
22
'' vxuuvuvvu =++ ;  22)'(' vxuvvuvu =++ ;  
0' =+vv ;  vdxdv −=/ ;  dxvdv −=/ ;  ∫∫ −= dxvdv / ;  
xv −=ln ;  xev −= .  
Підставивши xev −=  у рівняння, дістанемо:   
xx exudxdue 22/ −− = ;  dxxeudu x−=2/ ;  ∫ ∫
−
= dxxeudu x2/ ;  
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Cexeu xx −−−=− −−/1 ;  )/(1 Cexeu xx ++= −− . 
(Для знаходження інтеграла ∫ − dxxe x  скористалися форму-
лою інтегрування частинами).  
Тоді загальний розв’язок початкового рівняння:   
)1/(1)/( xxxx CexCexeevuy ++=++== −−− . 
Конкретне значення сталої C  знайдемо з початкової умови: 
1)0( =y :  1)1/(1 =+ C ;  0=C . 
Шуканий частинний розв’язок рівняння (розв’язок задачі 
Коші) має вигляд  )1/(1 += xyK .    ■  
 
2.2.7. Загальні рекомендації щодо розв’язування  
диференціальних рівнянь першого порядку  
Для вибору способу аналітичного розв’язування заданого ДР 
першого порядку треба з’ясувати його тип. Для цього необхідно 
розв’язати його відносно похідної і привести до нормального ви-
гляду ),(' yxfy = .  
Потім подивитися, чи розкладається права частина ),( yxf  
на множники, кожний з яких залежить тільки від одного аргументу 
x  або y . Якщо таке розвинення можливе, то далі ДР розв’язується 
відокремленням змінних.  
Коли змінні не відокремлюються безпосередньо, то треба пе-
ревірити, чи є права частина ),( yxf  однорідною функцією нульо-
вого порядку однорідності, тобто чи можна функцію ),( yxf  запи-
сати у формі  )/(),( xyfyxf = . Якщо це так, то дане ДР 
розв’язується як однорідне рівняння.  
Коли дане ДР не відноситься до розглянутих двох типів, то 
треба вияснити, чи є це ДР лінійним або рівнянням Бернуллі, тобто 
чи можна функцію ),( yxf  подати у вигляді  
)()(),( xqyxpyxf +−=   або  α+−= yxqyxpyxf )()(),( .    
Зауваження. Ще один важливий тип ДР першого порядку – 
рівняння в повних диференціалах – буде розглянуто далі при вив-
ченні криволінійних інтегралів.  
 178
2.3. Диференціальні рівняння другого порядку,  
що допускають його зниження  
Диференціальне рівняння другого порядку може бути записа-
не у загальному вигляді:  
0)'',',,( =yyyxF
 . 
Якщо це рівняння вдається розв’язати відносно старшої похі-
дної, то воно набуває канонічної (нормальної) форми:  
)',,('' yyxfy =
 . 
Загальний розв’язок диференціального рівняння другого по-
рядку – це функція незалежної змінної x  та двох довільних сталих 
1C  та 2C :  ),,( 21 СCxyy = .  
Для ДР другого порядку задача Коші має вигляд:   
')(';)(;0)'',',,( 0000 yxyyxyyyyxF ===    
і з геометричної точки зору зводиться до побудови інтегральної 
кривої, що проходить через задану точку );( 000 yxM , в якій доти-
чна має заданий кутовий коефіцієнт '0y . За відповідною теоремою 
Коші при певних умовах ця крива існує й єдина.  
Для ДР другого порядку може ставитися крайова задача, зо-
крема, такого вигляду:   
ba ybyyayyyyxF === )(;)(;0)'',',,( .   
Зауваження 1. При розв’язуванні задачі Коші (крайової зада-
чі) звичайно спочатку знаходять загальний розв’язок ДР, а вже по-
тім враховують початкові (крайові) умови. Коли в задачі досить 
визначити лише відповідний частинний розв’язок, то часто прос-
тіше відразу шукати цей розв’язок, враховуючи додаткові умови 
поступово, безпосередньо в процесі розв’язування.  
Розглянемо три поширені типи ДР другого порядку, що шля-
хом заміни змінної зводяться до рівнянь першого порядку.  
1. Найпростіше диференціальне рівняння другого порядку  
)('' xfy =
 .  
Це ДР стає рівнянням першого порядку в результаті заміни 
py =' , де )(xpp =  – нова шукана функція. Тоді ''' py = , і діста-
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ємо ДР )(' xfp = , загальний розв’язок якого 1)( Cdxxfp += ∫ . 
Повертаючись до початкової змінної, знову маємо рівняння пер-
шого порядку  1)(' Cdxxfy += ∫ , що розв’язується безпосереднім 
інтегруванням:  ( ) 21)( CxCdxdxxfy ++= ∫ ∫  – загальний розв’я-
зок вихідного ДР другого порядку.  
Приклад 1. Знайти загальний розв’язок рівняння 
1''43 =+ yx . 
□  Приведемо задане рівняння до канонічного вигляду і зро-
бимо відповідну заміну:  3 4/1'' += xy ,  заміна  'yp = .   
Тоді отримаємо найпростіше рівняння першого порядку з ві-
докремлюваними змінними, яке розв’яжемо розглянутим раніше 
способом:   
3 4/1' += xp ;  3 4/ += xdxdp ;  ∫∫
−+= dxxdp 3/1)4( ;  
1
3/2 2/)4(3 Cxp ++= .  
Але згідно зробленій заміні 'yp = , і дістаємо ще одне рів-
няння першого порядку з відокремлюваними змінними  
1
3/2)4)(2/3(' Cxy ++= .  
Розв’язуємо його:   
1
3/2)4)(2/3( Cxdxdy ++= ;  dxCxdy ))4)(2/3(( 13/2 ++= ; 
∫∫ ++= dxCxdy ))4)(2/3(( 13/2 ;   
21
3/5)4)(10/9( CxCxy +++=  – загальний розв’язок.  ■ 
Зауваження 2. У випадку ДР довільного n -го порядку 
( 2≥n ) вигляду )()( xfy n =  робиться заміна py n =− )1( , що зво-
дить його до такого ж найпростішого рівняння першого порядку  
)(' xfp = . Загальний розв’язок вихідного ДР знаходиться n -
кратним інтегруванням.  
Приклад 2. Знайти загальний розв’язок рівняння  
xey xIV 12 += .  
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□ Зробимо заміну '''yp = . Тоді:  
'py IV = ;  xep x 1' 2 += ;  ( )∫∫ += dxxedp x 12 ; 
1
2 2)2/1( Cxep x ++= ;  12/12 2)2/1(''' Cxey x ++= .  
Тепер зробимо заміну  ''yp =  Тоді:  
'''' py = ;  1
2/12 2)2/1(' Cxep x ++= ;  ∫∫ += xedp 2)2/1((   
dxCx )2 12/1 ++ ;  212/32 )3/4()4/1( CxCxep x +++= ;  
21
2/32 )3/4()4/1('' CxCxey x +++= .  
Знову зробимо аналогічну заміну  'yp =  Тоді:  
''' py = ;  21
2/32 )3/4()4/1( CxCxep x +++= ;  
∫∫ +++= dxCxCxedp
x ))3/4()4/1(( 212/32 ;  
32
2
1
2/52 )2/()15/8()8/1( CxCxCxep x ++++= ;  
32
2
1
2/52 )2/()15/8()8/1(' CxCxCxey x ++++= ; 
∫∫ ++++= dxCxCxCxedy
x ))2/()15/8()8/1(( 32212/52 ; 
++++= 22
3
1
2/72 )2/()6/()105/16()16/1( xCxCxey x  
43 CxC ++  – загальний розв’язок.   ■  
2. Диференціальне рівняння другого порядку, що не міс-
тить явно шуканої функції y , тобто має вигляд  
0)'',',( =yyxF
 .  
Зниження порядку досягається заміною py =' , де )(xpp =  
− допоміжна шукана функція від x . Тоді ''' py = , і одержується 
ДР першого порядку загального вигляду  0)',,( =ppxF . 
Приклад 3. Знайти загальний розв’язок рівняння 
xyxyx =+ '2'' 23 . 
□ Зробимо заміну )(' xpy = . Тоді ''' py = . Дістанемо рів-
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няння першого порядку 
xpxpx =+ 23 2' ;  2/5/2' −=+ xxpp ,     
що є лінійним відносно функції p  та її похідної 'p . Розв’яжемо 
його за допомогою підстановки Бернуллі:   
uvp = ;  ''' uvvup += ;  2/5/2'' −=++ xxuvuvvu ;  ++ '(' vuvu    
2/5)/2 −=+ xxv ;  0/2' =+ xvv ;  xvv /2' −= ;  xdxvdv /2/ −= ;   
∫∫ −= xdxvdv /2/ ;  ||ln2||ln xv −= ;  2ln||ln −= xv ;  2−= xv ;   
2/52
'
−−
= xxu ;  xu /1'= ;  xdxdu /= ;  ∫∫ = xdxdu ;   
12 Cxu += ;  
2
1
2/1 )2( −+= xCxp .  
Повернемося до початкової функції y , враховуючи зроблену 
заміну, і проінтегруємо одержане рівняння:   
2
1
2/32' −− += xCxy ;  dxxCxdy )2( 212/3 −− += ; 
∫∫
−− += dxxCxdy )2( 212/3 ;  2112/14 CxCxy +−−= −−   
– загальний розв’язок.   ■  
Приклад 4. Розв’язати задачу Коші: 
а) 1)1(';0)1(;)/'ln(''' === yyxyyxy ;   
б) xyxtgyy sin'3'2'' =− ;  2)0( =y ;  0)0(' =y ;  
в) xexyy x sincos''' sin−=− ;  1)0( −=y ;  1)0(' =y .  
□ а) Схема розв’язування:  відразу шукаємо відповідний час-
тинний розв’язок, знаходячи конкретні значення довільних сталих, 
що з’являються при інтегруванні, безпосередньо в місцях їх вини-
кнення.   
Зробимо заміну py =' , де )(xpp = . Тоді ''' py = . Отрима-
ємо диференціальне рівняння першого порядку:  
)/ln(' xppxp = ; )/ln()/(' xpxpp = ,  
що є рівнянням з однорідною правою частиною. Зробимо в ньому 
заміну uxp =/ . Тоді:  
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uxp = ;  uxup == '' ;  xpu /= ;  )/ln(' xuxuuxu =+ ;  
uuuxu −= ln' ;  xuuuu /)ln(' −= ;  xdxuuudu /)ln/( =− ;   
∫ ∫=
− x
dx
uu
du
)1(ln ;  ===
−=
=
−
∫∫ z
dz
ududz
uz
uu
du
/
;1ln
)1(ln    
|1ln|ln||ln −== uz ;  ||ln||ln|1ln|ln 1Cxu +=− ;  
||ln|1ln|ln 1xCu =− ;  xCu 11ln =− .  
Повернемося до функції p , а потім до початкової функції y : 
xCxp 11)/ln( =− ;  xCxy 11)/'ln( =− .  
Використаємо початкову умову 1)1(' =y  і знайдемо 1C :   
111ln 1 ⋅=− C ;  11 −=C ;  xxy −=−1)/'ln( ;  
xxy −= 1)/'ln( ;  xexy −= 1/' ;  xxey −= 1' .   
Дістали ще одне ДР першого порядку – рівняння з відокрем-
люваними змінними. Відокремимо змінні та проінтегруємо:   
dxxedy x−= 1 ; ∫∫
−
= dxxedy x1 ; =
−==
==
=
−−
−
∫ xx
x
evedv
dxduxu
dxxe 11
1
;
;
  
2
1111 Cexedxexe xxxx +−−=+−= −−−− ∫ ; 2
11 Cexey xx +−−= −− . 
Знайдемо 2C , використовуючи початкову умову 0)1( =y , і 
отримаємо розв’язок задачі Коші:   
2
0010 Cee +−⋅−= ;  22 =C ;   2
11 +−−= −− xxK exey .   
б) Застосовуємо попередню схему. Спочатку з’являється рів-
няння Бернуллі, яке розв’язуємо відповідним чином:   
py =' , де )(xpp = ;  ''' py = ;  xpxtgpp sin32' =− ;  
vup = ;  '' vuvup += ;  xuvxtguvvuvu sin32'' =−+ ;   
xuvxtgvvuvu sin3)2'(' =−+ ;  02' =− xtgvv ;  
dxxtgvdv 2= ;  ∫∫ = dxxtgvdv 2 ;  xv cosln2ln −= ;   
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xv 2coslnln −= ; xv 2cos−= ; xxuxu sincos3cos' 22 −− = ;   
xxuu cossin3'= ;  xxudxdu cossin3= ;   
∫∫ = dxxxudu cossin3
2/1 ;  1
2/3 2sin22 Cxu += ;   
2
1
2/3 )(sin Cxu += ;  xCxvup 2212/3 cos)(sin −+== ;   
xCxy 221
2/3 cos)(sin' −+= .   
Використовуючи початкову умову 0)0(' =y , знайдемо 1C :   
00cos)0(sin 2212/3 =+ −C ;  0)0( 21 =+ C ;  01 =C ;   
xxy 222/3 cos)0(sin' −+= ;   xxy 23 cossin' −= .  
Інтегруючи отримане ДР, дістаємо:   
;cos
cos
sinsin
cos
sin
2
2
2
3
uxdx
x
xxdx
x
xy ==== ∫∫   
=
−
−=−=−=−= ∫ dx
u
u
uxxdxxdu 2
2
222 11cos1sin;sin   
22
2 coscos/1/1 CxxCuuduudu ++=++=+−= ∫∫    .   
Значення 2C  визначається з початкової умови 2)0( =y :  
20cos0cos/1 2 =++ C ;  22 2 =+ C ;  02 =C .  
Тоді  xxyK coscos/1 +=  – розв’язок задачі Коші.  
в) Розв’яжіть самостійно за наведеною схемою. Спочатку за-
стосуйте заміну )(' xpy = . В отриманому лінійному ДР викорис-
тайте підстановку Бернуллі.  Відповідь: 2sin −= xK ey .  ■  
3. Диференціальне рівняння другого порядку, що не міс-
тить явно незалежної змінної x , тобто має вигляд:  
0)'',',( =yyyF .  
У цьому випадку приймаємо py =' , де ))(( xypp =  − до-
поміжна складена функція від x , причому зовнішня функція 
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)(ypp =  проміжного аргументу y  служить новою шуканою 
змінною. Тоді за правилом диференціювання складеної функції 
маємо  ppdxdydydpypy x ')/()/())(('' =⋅=′=   і приходимо до 
ДР першого порядку вигляду  0)',,( =pppyF .  
Приклад 5. Знайти загальний розв’язок рівняння 
05)'(5'' 2 =+ yctgyy . 
□ Зробимо заміну )(' ypy = . Тоді отримаємо і розв’яжемо рі-
вняння з відокремлюваними змінними:   
ppy ''' = ; 055' 2 =+ yctgppp ; 0)55/( =+ ytgcpdydpp  ⇒    
⇒  055/0 =+= dyytgcpdydpабоp ;  абоy 0'=   
dyytgcpdp 55/ −= ;  ∫∫ −= dyyctgpdp 55/ ;   
||ln|5sin|ln||ln 1Cyp +−= ;  |5sin/|ln||ln 1 yCp = ;  
yCp 5sin/1= ;  yCy 5sin/' 1= .  
Звідси     Cy =   або   yCdxdy 5sin/1= ;  
∫∫ = dxCdyy 15sin ;     215cos)5/1( CxCy +=   
– загальний розв’язок (загальний інтеграл), який включає в себе 
розв’язок Cy =  при  01 =C .   ■  
Приклад 6. Розв’язати задачу Коші 
2)1(';1)1(;)'()'('' 32 =−=−−= yyyyyy .  
□ Схема розв’язування:  відразу шукаємо частинний роз-
в’язок, що задовольняє вказаним початковим умовам, знаходячи 
відповідні значення довільних сталих поступово, безпосередньо в 
місцях їх виникнення.  
Зробимо у рівнянні заміну py =' , де )(ypp = . Тоді діста-
немо і розв’яжемо рівняння з відокремлюваними змінними:  
ppy ''' = ;  32 ppdydpyp −= ;  ( ) 02 =+− ppdydpyp  ⇒    
⇒  00 2 =+−= ppdydpyабоp ;  абоy 0'=   
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y
dy
pp
dp
=
−
2 ;  ∫∫ =
− y
dy
pp
dp
)1( ;  ∫∫ 

+=
− p
A
pp
dp
)1(   
=



−=
=
=−
=
=
=+−=


−
1
;1
;1
:1
:0
;1)1(
1
A
B
A
p
p
BppAdp
p
B
  
C
p
pCpp
p
dp
p
dp
+
−
=+−+−=
−
+−= ∫∫
1ln|1|ln||ln
1
;   
||ln||ln|/)1(|ln 1Cypp +−=− ;  |/|ln|/)1(|ln 1 yCpp =− ;  
yCpp //)1( 1=− ;  yCyy /'/)1'( 1=− .  
Співвідношення  0'=y  не задовольняє початкову умову 
2)1(' =−y . Його відкидаємо.   
Знайдемо 1C , використавши початкові умови 1)1( =−y  і 
2)1(' =−y :   
1/2/)12( 1C=− ;   2/11 =C ;  yyy /)2/1('/)1'( =− ;  
yyyy 2'2' −= ;  yyyy 2'2' −=− ;  yyy 2')21( −=− ;  
Розв’яжемо отримане ДР першого порядку, що також є рів-
нянням з відокремлюваними змінними:   
dxydyy 2)21( −=− ; ∫∫ =− dxdyy))2/(11( ;   
2||ln)2/1( Cxyy +=− . 
Підставивши початкову умову 1)1( =−y , дістанемо 2C :   
211ln)2/1(1 C+−=− ; 22 =C .  
Тоді  2||ln)2/1( +=− xyy KK  – розв’язок задачі Коші (час-
тинний інтеграл, що відповідає заданим початковим умовам).   ■  
Зауваження 3. У випадку ДР другого порядку, що не містить 
явно як самої шуканої функції y , так і її аргументу x , тобто має 
вигляд 0)'','( =yyF  можна застосувати будь-яку підстановку 
)(' xpy =  чи )(' ypy = , але частіше більш доцільно першу з них.  
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Приклад 7. Розв’язати задачу Коші:   
4)2(';3/1)2(;'2'' =−== yyyy   
двома способами:  а) підстановкою )(' xpy = ;  б) підстановкою 
)(' ypy = . (Розв’яжіть самостійно. Відповідь:  33/3 −= xyK ).  
 
2.4. Лінійні диференціальні рівняння другого порядку  
 
2.4.1. Загальні поняття  
Лінійним диференціальним рівнянням n -го порядку )1( ≥n  
називається рівняння вигляду  
)()(...)( )1(1)( xfyxayxay nnn =+++ −  ,   
де )(xyy =  − шукана функція аргументу x ;  )(xai , ni ,1=  та 
)(xf  − відомі неперервні функції від x  (або сталі), причому 
)(xai , ni ,1=  − коефіцієнти, )(xf  − права частина. Тобто, таке 
ДР є лінійним відносно шуканої функції )(xyy =  та всіх її похід-
них.  
Якщо 0)( ≡xf , то рівняння називається лінійним одно-
рідним ДР (ЛОДР) (лінійним рівнянням з нульовою правою час-
тиною), у протилежному випадку, коли 0)( ≠xf , − лінійним не-
однорідним (ЛНДР) (лінійним рівнянням з ненульовою правою 
частиною).  
Загальні властивості лінійних ДР вищих порядків розглянемо 
на прикладі лінійного ДР другого порядку  
)()(')('' xfyxqyxpy =++
 ,   
де  )(xp  і )(xq  − коефіцієнти;  )(xf  − права частина.  
Система функцій )(...,),(),( 21 xyxyxy n  )2( ≥n  називається 
лінійно залежною в інтервалі );( ba , якщо існують сталі числа 
nµµµ ...,,, 21 , не всі рівні нулю, такі, що для відповідної лінійної 
комбінації у кожній точці );( bax ∈  виконується рівність  
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0)(...)()( 2211 ≡µ++µ+µ xyxyxy nn  .  
Якщо ця тотожність виконується лише за умови, коли всі 
0=µi , ni ,1= , то система функцій nixyi ,1),( =  називається лі-
нійно незалежною в інтервалі );( ba .  
У випадку двох функцій )(1 xy  і )(2 xy  умову лінійної зале-
жності можна подати у вигляді  
constCxyxy ==)()( 21 , );( bax ∈∀ .  
Наприклад,  а) функції xxy ln)(1 =  і xxy lg)(2 =  лінійно за-
лежні на півпрямій );0( ∞+ , оскільки  
constxxxyxy === 10lnlgln)()( 21 ;  
б) функції xxy sin)(1 =  і xxy 2sin)(2 =  лінійно незалежні на 
множині дійсних чисел R , оскільки  
constxxxxyxy ≠== )cos2/(12sinsin)()( 21 .  
 
 
2.4.2. Структура загального розв’язку лінійного  
однорідного диференціального рівняння другого порядку  
На деякому проміжку );( ba  розглянемо систему n  функцій 
)(...,),(),( 21 xyxyxy n , що є частинними розв’язками деякого од-
ного ЛОДР n -го порядку )2( ≥n  і тому n  разів диференційовні. 
Сформуємо функціональний визначник  
)1()1(
2
)1(
1
21
21
''')(
−−−
=
n
n
nn
n
n
yyy
yyy
yyy
xW
L
LLLL
L
L
,  
що називається визначником Вронського (вронськіаном) даної 
системи.  
Ознаку лінійної залежності чи незалежності такої системи 
виражає наступна  
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теорема 1. Якщо вронськіан )(xW  системи n  частинних роз-
в’язків )(...,),(),( 21 xyxyxy n  якого-небудь одного ЛОДР n -го по-
рядку дорівнює нулю в деякій точці );(0 bax ∈ , то ця система 
розв’язків – лінійно залежна, причому вронськіан )(xW  тотожно 
рівний нулю на всьому проміжку );( ba . Якщо вронськіан )(xW  
системи )(...,),(),( 21 xyxyxy n  відмінний від нуля в деякій точці 
);(0 bax ∈ , то ця система розв’язків – лінійно незалежна, причому 
вронськіан )(xW  не перетворюється в нуль у жодній точці про-
міжку );( ba .  
(Без доведення).  
Для даного ЛОДР n -го порядку будь-яка лінійно незалежна 
система n  його частинних розв’язків )(...,),(),( 21 xyxyxy n  нази-
вається фундаментальною.  
Структуру загального розв’язку ЛОДР другого порядку ві-
дображає така  
теорема 2. Якщо функції )(),( 21 xyxy  утворюють фундаме-
нтальну систему частинних розв’язків ЛОДР другого порядку, то 
їх лінійна комбінація  
2211 yCyCy +=  ,  
де 1C  і 2C  − довільні сталі, служить загальним розв’язком цього 
рівняння.  
□  Нехай )(1 xy  і )(2 xy  − фундаментальна система частин-
них розв’язків ЛОДР другого порядку  
0)(')('' =++ yxqyxpy .  
Перевіримо, що їх лінійна комбінація 2211 yCyCy +=  також 
є розв’язком (задовольняє ЛОДР). Для цього підставимо функцію 
y  та її похідні у рівняння:   
''' 2211 yCyCy += ;   '''''' 2211 yCyCy += ;   
+=+++++ ''()()''('''' 11221122112211 yCyCyCqyCyCpyCyC  
000)'''()' 21222211 =⋅+⋅=+++++ CCqypyyCqypy .   
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Далі покажемо, що для довільних початкових умов   
')(';)( 0000 yxyyxy ==    
знаходяться єдині конкретні значення сталих 1C  і 2C .  
Справді, для визначення 1C  і 2C  дістаємо лінійну алгебраїч-
ну систему  



=+
=+
,')(')('
;)()(
0022011
0022011
yxyCxyC
yxyCxyC
   
визначником якої служить вронськіан  
)(')('
)()()(
0201
0201
0
xyxy
xyxy
xW = .  
Для фундаментальної системи )(1 xy , )(2 xy  вронськіан від-
мінний від нуля  0)( 0 ≠xW . Тому система лінійних рівнянь відно-
сно 1C  і 2C   завжди має і причому єдиний розв’язок.   
Отже,   2211 yCyCy +=  − загальний розв’язок ЛОДР.  ■  
Наприклад,  частинними розв’язками ЛОДР другого порядку  
0=+ y''y  служать функції xy sin1 =  і xy cos2 = . (Перевірте це 
самостійно). Їх вронськіан відмінний від нуля:   
01
sincos
cossin
)(')('
)()()(
21
21 ≠=
−
==
xx
xx
xyxy
xyxy
xW .  
Тому ці розв’язки xy sin1 =  і xy cos2 =  − лінійно незалежні і 
утворюють фундаментальну систему. Отже, загальний розв’язок 
ЛОДР можна подати у вигляді  
xCxCyCyCy cossin 212211 +=+= .  
Зауваження 1. Очевидний нульовий розв’язок ЛОДР 0=y  не 
утворює фундаментальної системи з довільними іншими частин-
ними розв’язками, оскільки при цьому вронськіан тотожно рівний 
нулю. (Перевірте це самостійно).  
Зауваження 2. Для ЛОДР другого і вищих порядків у загаль-
ному випадку не існує конструктивного способу знаходження його 
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ненульових розв’язків. Проте якщо один такий розв’язок 1y  відо-
мий (наприклад, знайдений підбором), то можна понизити на оди-
ницю порядок рівняння, зберігаючи лінійність, підстановкою 
∫= dxuyy 1 ,  де  )(xuu =  − нова шукана функція.  
 
2.4.3. Лінійні однорідні диференціальні рівняння  
другого порядку зі сталими коефіцієнтами  
Для ЛОДР n -го порядку зі сталими коефіцієнтами  
0...)1(1
)(
=+++ − yayay n
nn
,  Rconstai ∈= , ni ,1=   
Ейлером розроблено загальний метод його розв'язування шляхом 
побудови фундаментальної системи і на її основі загального 
розв’язку. Розглянемо його на прикладі ЛОДР другого порядку зі 
сталими коефіцієнтами:  
0''' =++ qypyy ,  Rconstp ∈= ; Rconstq ∈=  .  
Частинні розв'язки шукаємо у вигляді експоненти kxey = , де 
k  − невідомий сталий коефіцієнт. Підставимо цю функцію kxey =  
та її похідні kxkey =' , kxeky 2'' =  у рівняння і дістанемо  
0)( 2 =++ kxeqpkk . Оскільки 0≠kxe , то для визначення k  
отримуємо співвідношення  
02 =++ qpkk
 ,  
яке називають характеристичним рівнянням даного ЛОДР. 
Характеристичне рівняння є квадратним відносно k  і на 
множині комплексних чисел завжди має два розв’язки 1k  і 2k . При 
цьому можливі три випадки, в залежності від знака дискримінанта  
qpD 42 −=
 .  
Випадок 1. 0>D . Обидва корені 1k  і 2k  − дійсні різні числа 
21 kk ≠ :  ( ) 22,1 Dpk ±−= . Тоді xkey 11 =  і xkey 22 =  − лінійно 
незалежні розв’язки, що утворюють фундаментальну систему. За-
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гальний розв’язок має вигляд  xkxk eCeCy 21 21 +=  .  
Приклад 1. Знайти загальний розв’язок  02'3'' =++ yyy . 
□ 0232 =++ kk ; 0189 >=−=D ;  
11 −=k , 22 −=k ; xx eCeCy 221 −− += .    ■ 
Випадок 2. 0=D . Корені 1k  і 2k  − дійсні рівні числа 
2/21 pkkk −=== . Тобто,  2/pk −=  − один корінь кратності 
2=r . Тоді kxey =1  − частинний розв’язок. Знайдемо другий лі-
нійно незалежний з ним розв’язок 2y . Скористаємося методом збу-
рень.  
Вважатимемо, що 1k  і 2k відрізняються на нескінченно малу 
величину k∆ :  kk =1 ;  kkk ∆+=2 ;  0→∆k . Таким чином, по-
вертаємося до випадку 1. Тоді лінійна комбінація ( ) keey kxxkk ∆−= ∆+ )(*2   − теж частинний розв’язок. Переходячи 
у *2y  до границі при 0→∆k , дістаємо невизначеність типу 0/0 , 
що розкривається за правилом Лопіталя:   
( ) ==∆−== ∆+
→∆→∆
0/0limlim )(
0*202
keeyy kxxkk
kk
  
kxxkk
k
kxxkk
k
xexekee ==∆−= ∆+
→∆
∆+
→∆
)(
0
)(
0
lim)'()'(lim .    
Перевіримо, що одержана функція kxe xy =2  служить роз-
в’язком ЛОДР:   
kxkx kxeey +='2 ;  kxkxkxkxkx xekkexekkekey 222 2'' +=++= ;  
++=++++ kxkeqxekxeepxekke kxkxkxkxkxkx 2()(2 22   
+−+−=−==+++ )2/(2)2/((2/) 2 pxpepkqxpkxp kx   
=−−=+−++ xqpeqxxppp kx )4()4/1())2/( 2  
00042 =⋅−===−= kxxeDqp .  
До того ж, вронськіан системи kxey =1 , 
kxe xy =2  відмінний 
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від нуля:   
0)(')('
)()()( 2
21
21 ≠=
+
==
kx
kxkxkx
kxkx
e 
e kxe e k
e xe 
xyxy
xyxy
xW .  
Тому ці розв’язки kxey =1  і 
kxe xy =2  − лінійно незалежні і утво-
рюють фундаментальну систему.  
Отже, загальний розв’язок ЛОДР можна подати у вигляді  
)( 21212211 xCCe e xCe CyCyCy kxkxkx +=+=+=  .  
Приклад 2. Знайти загальний розв’язок  025,0''' =+− yyy .  
□ 011 =−=D ,  2/121 === kkk ;  )( 212/ xCCey x += .  ■  
Випадок 3. 0<D . Характеристичне рівняння має два ком-
плексні спряжені корені β±α= ik 2,1 , де 2/p−=α , 2/D−=β , 
042 <−= qpD , 1−=i  − уявна одиниця. 
Тоді xixkк eey
)(
1
1 β+α
== , 
xixk
к eey
)(
2
2 β−α
==  − комплексні 
лінійно незалежні розв’язки. Їх лінійна комбінація 
xixi
к eCeСy
)(
2
)(
1
β−αβ+α +=
 служить комплексним загальним роз-
в’язком.  
Але ДР має дійсні коефіцієнти, тому бажано мати розв’язки в 
дійсній формі. На основі формули Ейлера маємо:   
)sin(cos1 xixey xк β+β= α ;  )sin(cos2 xixey xк β−β= α . 
Можна показати, що для комплекснозначної функції, яка є 
розв’язком диференціального рівняння, її уявна та дійсна частини 
також будуть його розв’язками. (Зробіть це самостійно).  
Таким чином, дістаємо лінійно незалежні дійсні частинні 
розв’язки xey x β= α cos1  і xey x β= α sin2 , що утворюють фунда-
ментальну систему. Дійсним загальним розв’язком служить  їх лі-
нійна комбінація   
=β+β=+= αα xeCxeCyCyCy xx sincos 212211   
)sincos( 21 xCxCe x β+β= α . 
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Приклад 3. Знайти загальний розв’язок  013'4'' =++ yyy . 
□ 01342 =++ kk ; 0365216 <−=−=D ; 
iik 322/)64(2/)164(2/)364(2,1 ±−=±−=−±−=−±−= ; 
3;2 =β−=α ;   )3sin3cos( 212 xCxCey x += − .   ■ 
Приклад 4. Розв’язати задачу Коші:   
а) 0)1(';2)1(;0'16'' =−==+ yyyy ;  
б) 4)0(';3)0(;016'' −===− yyyy ; 
в) 3)0(';1)0(;016'8'' ===++ yyyyy ;  
г) 2)2/(';6)2/(;016'' =pi=pi=+ yyyy ;  
д) 12)0(';0)0(;020'8'' ===++ yyyyy .  
□  а) Складаємо і розв’язуємо характеристичне рівняння:  
0162 =+ kk ;  0)16( =+kk ;  01 =k ;  162 −=k .  
Оскільки корені 1k  і 2k  − дійсні різні числа 21 kk ≠ , то маємо 
випадок 1. У відповідній формі записуємо загальний розв’язок:  
xxx eCCeCeCy 1621
16
2
0
1
−− +=+= .  
Конкретні значення довільних сталих 1C  і 2C  знаходимо, 
враховуючи початкові умови:  
xeCy 16216' −−= ;  
:0)1('
:2)1(
=
−=
y
y




−=
+=−
⋅−
⋅−
;160
;2
116
2
116
21
eC
eCC
  



−=−−=
=
.202
;0
1
2
C
C
  
Тоді  2−=Ky  − розв’язок задачі Коші.  
б) ;;4;16;016 42412,122 xx eCeCykkk −+=±===−  
xx eCeCy 42
4
1 44'
−
−= ; 




−=−
+=
⋅−⋅
⋅−⋅
;444
;3
04
2
04
1
04
2
04
1
eCeC
eCeC
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


−=−
=+
;1
;3
21
21
CC
CC
 



=
=
2
;1
2
1
C
C
 
xx
K eey
44 2 −+= . 
в) 01682 =++ kk ; 06464 =−=D ; 421 −=== kkk ; 
)( 214 xCCey x += − ; xx exCCeCy 42142 )(4' −− +−= ; 




⋅+−=
⋅+=
⋅−⋅−
⋅−
;)0(43
);0(1
04
21
04
2
21
04
eCCeC
CCe
 



==−
=
;7;34
;1
212
1
CCC
C
 
)71(4 xey xK += − .   
г) ;4;0;4;16;016 2,122 =β=α±=−==+ ikkk  
xCxCxCxCey x 4sin4cos)4sin4cos( 21210 +=+= ; 
xCxCy 4cos44sin4' 21 +−= ;  
:2)2/('
:6)2/(
=pi
=pi
y
y



pi⋅+pi⋅−=
pi⋅+pi⋅=
);2/4(cos4)2/4(sin42
);2/4(sin)2/4(cos6
21
21
CC
CC
   



==
=
;2/1;42
;6
22
1
CC
C
   xxyK 4sin)2/1(cos6 += .  
д) 02082 =++ kk ; 0168064 <−=−=D ; 
iik 222/)44(2/)164(2,1 ±−=±−=−±−= ;  2;2 =β−=α ;  
)2sin2cos( 212 xCxCey x += − ;  +−= − xCey x 2cos(2' 12   
)2cos22sin2()2sin 2122 xCxCexC x +−++ − ;   




+−++−=
+=
);0cos20sin2()0sin0cos(212
);0sin0cos(0
21
0
21
0
21
0
CCeCCe
CCe
   



=+−=
=
;6;2212
;0
221
1
CCC
C
  xey xK 2sin6 2−= .   ■  
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Приклад 5. Розв’язати крайову задачу: 
6)2/(';5)0(;04'' =pi==+ yyyy .  
□  042 =+k ;  42 −=k ;  ik 22,1 ±= ;   
xCxCy 2sin2cos 21 += ;  xCxCy 2cos22sin2' 21 +−= ; 



pi+pi−=
+=
;cos2sin26
;0sin0cos5
21
21
CC
CC
   



−==−
=
;3;62
;5
22
1
CC
C
 
xxyb 2sin32cos5 −=  − розв’язок крайової задачі.  ■  
Зауваження. Для ЛОДР довільного n -го порядку )2( ≥n  зі 
сталими коефіцієнтами характеристичне рівняння має n  коренів 
ik , ni ,1=  і його загальний розв’язок можна подати у вигляді  
)(...)()( 2211 xyCxyCxyCy nn+++= ,  де ,...),(),( 21 xyxy  )(xyn  − 
фундаментальна система частинних розв’язків. Можливі три випа-
дки.  
1. Усі корені nkkk ,...,, 21  – дійсні різні числа. Тоді  
xk
n
xkxk neCeCeCy +++= ...21 21 , тобто niey
xk
i
i
,1, == .  
2. Усі корені – різні числа, але серед них є комплексні попар-
но спряжені. Тоді кожній парі комплексно спряжених коренів 
ik β±α=2,1  відповідає пара дійсних лінійно незалежних 
розв’язків  xey x β= α cos1 ,  xey x β= α sin2 .   
3. Серед коренів є кратні (рівні між собою). Тоді:   
а) кожному дійсному кореню k  кратності r  відповідає r  лінійно 
незалежних розв’язків:  kxrr
kxkx exyxeyey 121 ,...,,
−
=== ;   
б) кожній парі комплексно спряжених коренів ik β±α=2,1  крат-
ності s  відповідає s2  дійсних лінійно незалежних розв’язків:  
xexy xii β= α−− cos112 ,  xexy xii β= α− sin12 ,  si ,1= .  
Приклад 6. Знайти загальний розв’язок:  
а) 0'2''''' =−− yyy ;       б) 0'''''' =−−+ yyyy ;  
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в) 0'''''' =+++ yyyy ;    г) 0''2 =++ yyy IV .  
□ а) 0223 =−− kkk ;  0)2( 2 =−− kkk ;  01 =k ;   
022 =−− kk ;  981 =+=D ;  22 =k ;  13 −=k ;   
xx eCeCCy −++= 3
2
21 .   
б) 0123 =−−+ kkk ;  0)1()1(2 =+−+ kkk ;  
0)1)(1( 2 =−+ kk ;  0)1()1( 2 =−+ kk ;  121 −=== kkk ;   
2=r ;   13 =k ;  
xxx eCxeCeCy 321 ++=
−−
.  
в) 0123 =+++ kkk ;  0)1()1(2 =+++ kkk ;   
0)1)(1( 2 =++ kk ;  11 −=k ;  ik ±=3,2 ;  
xCxCeCy x sincos 321 ++=
−
.  
г) 012 24 =++ kk ; 0)1( 22 =+k ; ikk == 21 ; ikk −== 43 . 
Кратність пари ik ±=  комплексно спряжених коренів 2=s . 
Тоді  xxCxxCxCxCy sincossincos 4321 +++= .   ■  
Приклад 7. Розв’язати задачу Коші:   
0''2''' =+ yy ;   3)0( =y ; 0)0(' =y ; 12)0('' =y .  
□  02 23 =+ kk ;  0)2(2 =+kk ;  021 === kkk  − корінь  
кратності 2=r ;  23 −=k ;  
xeCxCCy 2321
−++= .   
Конкретні значення довільних сталих 1C , 2C  і 3C  знаходимо 
з початкових умов:   
xeCCy 232 2'
−
−= ;  xeCy 234''
−
= ;    
:12)0(''
:0)0('
:3)0(
=
=
=
y
y
y





=
=−
=+
;124
;02
;3
3
32
31
C
CC
CC
          
.03
;62
;3
31
32
3
=+−=
==
=
CC
CC
C
  
Тоді розв’язок  задачі Коші:  xK exy
236 −+= .  ■  
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2.4.4. Структура загального розв’язку лінійного  
неоднорідного диференціального рівняння  
другого порядку. Принцип суперпозиції  
Структуру загального розв’язку ЛНДР другого порядку ви-
значає така  
теорема 1. Загальний розв’язок ЛНДР другого порядку  
)()(')('' xfyxqyxpy =++
 ,  
можна зобразити у вигляді суми загального розв’язку y  відповід-
ного ЛОДР  
0)(')('' =++ yxqyxpy
  
і якого-небудь частинного розв’язку *y  ЛНДР:  *yyy += .  
□ Перевіримо, що функція *yyy +=  є розв’язком ЛНДР:   
'yyy *'' += ; '''''' *yyy += ;  =+++++ )()''('''' *** yyqyypyy   
)()(0)'''()'''( *** xfxfqypyyyqypy =+=+++++= .  
Оскільки 2211 yCyCy += , де )(),( 21 xyxy  – фундаментальна 
система частинних розв’язків ЛОДР, то розв’язок 
*2211* yyCyCyyy ++=+=   містить дві довільні сталі 1C  і 2C . 
Можна показати (зробіть це самостійно аналогічно доведенню тео-
реми про структуру загального розв’язку ЛОДР), що для довільних 
початкових умов ')(';)( 0000 yxyyxy ==  знаходяться єдині кон-
кретні значення сталих 1C  і 2C . Тобто розв’язок *yyy +=  є за-
гальним.  ■  
Принцип суперпозиції розв’язків ЛНДР другого порядку ві-
дображає наступна  
теорема 2. Якщо у ЛНДР другого порядку  
)()(')('' xfyxqyxpy =++
   
права частина є сумою двох функцій )()()( 21 xfxfxf +=  ,  то 
його частинний розв’язок також можна подати у вигляді суми  
2*1** yyy +=  ,  де 1*y  і 2*y  – частинні розв’язки рівнянь  
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)()(')('' 1 xfyxqyxpy =++   і  )()(')('' 2 xfyxqyxpy =++    
з тією ж самою частиною ліворуч і відповідними функціями 
)(1 xf , )(2 xf  праворуч.  
(Доведіть самостійно безпосередньою підстановкою).  
Зауваження 1. Сформульовані теореми безпосередньо пере-
носяться на ЛНДР довільного n -го порядку )2( ≥n .  
Зауваження 2. Способи знаходження загального розв’язку y  
ЛОДР розглянуто раніше. Частинний розв’язок *y  ЛНДР залежить 
від правої частини )(xf  і для його побудови розроблені методи, 
що наведені далі.   
 
2.4.5. Метод варіації довільних сталих  
За методом варіації довільних сталих (методом Лагран-
жа) загальний розв’язок ЛНДР ІІ порядку   
)()(')('' xfyxqyxpy =++
  
можна шукати в такому ж вигляді, як загальний розв’язок відпо-
відного ЛОДР, вважаючи при цьому 1C  і 2C  не довільними стали-
ми, а невідомими функціями від x :   
)()()()( 2211 xyxCxyxCy +=  ,   
де  )(),( 21 xyxy  – фундаментальна система частинних розв’язків 
ЛОДР;  )(),( 21 xCxC  – нові шукані функції.  
Оскільки замість однієї невідомої функції )(xy  тепер відшу-
куються дві  )(1 xC  і  )(2 xC , то з’являється додатковий ступінь 
вільності, використання якого дозволяє спростити процес розв’язу-
вання задачі.  
Знайдемо похідну від функції  )(xy : 
=+++= )(')()()(')(')()()('' 22221111 xyxCxyxCxyxCxyxCy   
)()(')()(')(')()(')( 22112211 xyxCxyxCxyxCxyxC +++= .  
Використовуючи додатковий ступінь вільності, накладемо на 
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функції )(1 xC  і )(2 xC  умову:  
0)()(')()(' 2211 =+ xyxCxyxC .  
Тоді )(')()(')(' 2211 xyxCxyxCy += , тобто похідна загально-
го розв’язку набуває такого ж вигляду, як при сталих 1C  і 2C .  
Друга похідна загального розв'язку ЛНДР має вигляд  
)('')()(')(')('')()(')(''' 22221111 xyxCxyxCxyxCxyxCy +++= . 
Підставимо отримані '',', yyy  у неоднорідне ДР:   
++++ )('')()(')(')('')()(')(' 22221111 xyxCxyxCxyxCxyxC   
++++ )()(())(')()(')(( 112211 xyxCqxyxCxyxCp   
)())()( 22 xfxyxC =+ ; ++ '''' 2211 yCyC   
)()'''()'''(
0
2222
0
1111 xfqypyyCqypyyC =++++++
==
44 344 214434421
.  
Отже,                )('''' 2211 xfyCyC =+ .   
Об’єднавши одержані рівності, дістанемо систему лінійних 
алгебраїчних рівнянь:  



=+
=+
),()(')(')(')('
;0)()(')()('
2211
2211
xfxyxCxyxC
xyxCxyxC
 
де невідомими є похідні )('1 xC  і )('2 xC . Дана система є сумісною 
і визначеною, бо її визначником є відмінний від нуля вронськіан  
0)(')('
)()()(
21
21 ≠=
xyxy
xyxy
xW .  
Знайшовши єдиний розв’язок цієї системи )()(' 11 xxC ϕ=  і 
)()(' 22 xxC ϕ= , далі дістаємо:   
111
~)()( CdxxxC +ϕ= ∫ ; 222
~)()( CdxxxC +ϕ= ∫ , 
де 1
~C  і 2
~C  − нові довільні сталі. 
Загальний розв’язок ЛНДР має вигляд  
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( ) ( ) )(~)()(~)( 222111 xyCdxxxyCdxxy +ϕ++ϕ= ∫∫  .  
Якщо покласти  0~1 =C  і 0
~
2 =C , то дістанемо частинний 
розв’язок ЛНДР  ∫∫ ϕ+ϕ= dxxxydxxxyy )()()()( 2211*  .  
Тоді загальний розв’язок ЛНДР можна подати у вигляді  
++=+=
444 344 21
y
xyCxyCyyy )()( 2211*    
444444 344444 21
*
)()()()( 2211
y
dxxxydxxxy ∫∫ ϕ+ϕ+ . 
Приклад 1. Знайти загальний розв’язок  xctgyy 525'' =+ .  
□ Для відповідного ЛОДР 025'' =+ yy  розв’язуємо характе-
ристичне рівняння  0252 =+k ;  ik 52,1 ±=   і записуємо його зага-
льний розв’язок xCxCy 5sin5cos 21 += , де  xy 5cos1 =  і 
xy 5sin2 =  – фундаментальна система частинних розв’язків, похі-
дні яких  xy 5sin5'1 −= ; xy 5cos5'2 = .  
Загальний розв’язок ЛНДР шукаємо у вигляді  
xxCxxCy 5sin)(5cos)( 21 += ,  
де  )(),( 21 xCxC  – нові шукані функції. Для їх знаходження скла-
даємо і розв’язуємо (методом Крамера) систему відносно похідних 
)('1 xC  і )('2 xC :   



=⋅+−⋅
=⋅+⋅
;5ctg5cos5)(')5sin5()('
;05sin)('5cos)('
21
21
xxxCxxC
xxCxxC
  
=−−=
−
=∆ )5sin5(5cos55cos55sin5
5sin5cos 22 xx
xx
xx
  
5)5sin5(cos5 22 =+= xx ;  ==∆
xx
x
5cos55ctg
5sin0
1   
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xxx 5cos5sin5ctg0 −=⋅−= ;  =
−
=∆
xx
x
5ctg5sin5
05cos
2   
xxxx 5sin/5cos05ctg5cos 2=−⋅= ;   
x
x
xCxxC
5sin5
5cos)(';5cos
5
1)('
2
2
2
1
1 =∆
∆
=−=
∆
∆
= .  
Інтегруючи отримані вирази, дістанемо:   
11
~5sin)25/1(5cos)5/1()( CxdxxxC +−=−= ∫ ;  
∫∫∫ 


−=
−
==
x
dx
x
xdx
x
x
xC
5sin
1
5
1
5sin
5sin1
5
1
5sin
5cos
5
1)(
22
2  
2
~)5cos|)2/5tg(|)(ln25/1()5sin Cxxdxx ++=− .  
Тоді загальний розв’язок ЛНДР  
+++−= |)2/5tg(|)(ln25/1((5cos)~5sin)25/1(( 1 xxCxy   
×−+=++ xxCxCxCx 5sin)25/1(5sin~5cos~5sin)~)5cos 212   
=++× xxxxtgx 5sin5cos)25/1(5sin|)2/5(|ln)25/1(5cos   
xxtgxCxC 5sin|)2/5(|ln)25/1(5sin~5cos~ 21 ++= . ■ 
Приклад 2. Розв’язати задачу Коші:  
а) xeyyy x ln'2'' =+− ;   eyey )4/3()1(';)4/1()1( −== ;  
б) 
x
eyyy
x
sin
2'2''
−
=++ ;  2/
2
)2/(';0)2/( pi−pi=pi=pi eyy .  
□  а) 0'2'' =+− yyy ;  0122 =+− kk ;  12,1 == kk ;   
xx xeCeCy 21 += ;  
xey =1 ;  
xxey =2 ;  
xey ='1 ;   
xx xeey +='2 ;  
xx xexCexCy )()( 21 += ;  




=++
=+
;ln))((')('
;0)(')('
21
21
xexeexCexC
xexCexC
xxxx
xx
  )(')(' 21 xxCxC −= ;  
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xexeexCexxC xxxx ln))((')(' 22 =++− ;  
xxxxC ln)1)(('2 =++− ;  xxC ln)('2 = ;  xxxC ln)('1 −= ;  
+−=
==
==
=−= ∫ xxxvdxxdv
dxxduxudxxxxC ln)2/(2/;
;)/1(;lnln)( 221   
1
22 ~4/ln)2/()2/1( Cxxxdxx ++−=+ ∫ ;  
∫∫ =−===
==
== dxxx
xvdxdv
dxxduxudxxxC ln;
;)/1(;lnln)(2   
2
~ln Cxxx +−= ;  +++−= xeCxxxy )~4/ln)2/(( 122   
+−+=+−+ xexxeCeCxeCxxx xxxx ln)2/(~~)~ln( 2212   
−++=−++ xexxeCeCexxexex xxxxxx ln)2/1(~~ln4/ 221222   
xex2)4/3(−  – загальний розв’язок.  
Конкретні значення довільних сталих 1
~C  і 2
~C знаходимо з 
початкових умов:   
−+++++= )lnln2)(2/1()(~~' 221 xxxxxx xexexxxexeeCeCy   
)2)(4/3( 2 xx exxe +− ;    
:)4/3()1('
:)4/1()1(
ey
ey
−=
=



−=−++
=−+
;)4/3()4/9()2/1(~2~
;)4/1()4/3(~~
21
21
eeeeCeC
eeeCeC
  
21
~1~ CC −= ;  1~2~1 22 =+− CC ;  0
~
2 =C ;  1
~
1 =C .  
Остаточно, розв’язком задачі Коші служить функція  
xxx
K exxexey
22 )4/3(ln)2/1( −+= .   
(Задачу б) розв’яжіть самостійно.  
Відповідь:  |sin|lnsincos xxexexy xxK ⋅+−= −− ).   ■   
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2.4.6. Лінійні неоднорідні диференціальні рівняння  
другого порядку зі сталими коефіцієнтами  
і з правою частиною спеціального вигляду.  
Метод невизначених коефіцієнтів  
Розглянемо ЛНДР другого порядку зі сталими коефіцієн-
тами  
)(''' xfqypyy =++ ,  Rconstp ∈= ; Rconstq ∈=  ,  
де права частина має спеціальний вигляд  
)sin)(cos)(()( bxxQbxxPexf mnax +=  .   
Тут  )(xPn  і )(xQm  − многочлени відповідно степеня n  і m ;  a  і 
b  − дійсні сталі, з яких формується характерне комплексне число  
biaz += .  
Зауваження 1. m  і n  − довільні невід’ємні цілі числа, 0≥m , 
0≥n ;  a  і b − довільні дійсні числа, в тому числі 0,0 == ba .  
Згідно з методом невизначених коефіцієнтів структура ча-
стинного розв'язку *y  ЛНДР формується за виглядом правої час-
тини )(xf  з урахуванням того, коренем якої кратності r  )0( ≥r  
служить характерне число biaz +=  для характеристичного рі-
вняння. Невідомі параметри (коефіцієнти) цієї структури знахо-
дяться з системи алгебраїчних рівнянь, які одержуються прирів-
нюванням коефіцієнтів при подібних відносно x  членах.  
Частинний розв’язок має вигляд  
)sin)(cos)((* bxxQbxxPexy ssaxr +=  ,  
де  )(xPs  і )(xQs  − многочлени степеня },max{ mns =  з невідо-
мими коефіцієнтами.  
Приклад 1. Записати структуру частинного розв’язку *y :  
)4sin4cos(20'4'' 22 xxxeyyy x −=++ − . 
□  020'4'' =++ yyy ;  02042 =++ kk ;  64−=D ;  
ik 422,1 ±−= ;  ibiaz 42 +−=+=  − корінь  
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кратності 1=r ;  2}0;2max{ ==s ;  
)4sin)(4cos)(( 2221* xFExDxxCBxAxexy x +++++= − ,  
де FEDCBA ,,,,,  – невідомі коефіцієнти.     ■ 
Приклад 2. Знайти загальний розв’язок диференціального рів-
няння   )sin7cos9(2''' xxeyyy x −=−− . 
□  02''' =−− yyy ;  022 =−− kk ;  9=D ;  21 =k ;  
12 −=k ; xx eCeCy −+= 221 ;  ibiaz +=+= 1  − не є коренем  
)0( =r ;  0}0;0max{ ==s ;  )sincos(* xBxAey x += ;  
+=+−++= xAexBxAexBxAey xxx cos()cossin()sincos('*   
)cossinsin xBxAxB +−+ ;   −+= xBxAey x sincos(''*   
=−−+−++− )sincoscossin()cossin xBxAxBxAexBxA x   
)cos2sin2( xBxAex +−= ;  
+−+−+− xAxBxAexBxAe xx sinsincos()cos2sin2(   
0:|)sin7cos9()sincos(2)cos ≠−=+−+ xxx exxexBxAexB ;  
xxxBxAxBxA sin7cos9sin3cos3cossin −=−−+− ;  
x
 x
sin
cos
 



−=−−
=−
;73
;93
BA
AB
  
;7927
;39
−=−−−
+=
AA
BB
   
;3
;2
=
−=
B
A
 
Отже, маємо загальний розв’язок   
)sin3cos2(221* xxeeCeCyyy xxx +−++=+= − . ■ 
Приклад 3. Розв’язати задачу Коші: 
xeyyy x 2sin125'2'' −=++ ;   5)0(';0)0( == yy .   
□  05'2'' =++ yyy ;  0522 =++ kk ;  16204 −=−=D ;  
ik
,
2121 ±−= ;  )2sin2cos( 21 xCxCey x += − ;   
ibiaz 21+−=+=  − корінь кратності 1=r ; 0}0;0max{ ==s ;  
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)2sin2cos(1* xBxAexy x += − ;  += − xAe'y x 2cos(*   
+−++−+ −− xAxexBxAxexB xx 2sin(2)2sin2cos()2sin   
)2cos xB+ ;  ×++−= −− xx exBxAey 4)2sin2cos(2''*    
−+−+−× − )2sin2cos(3)2cos2sin( xBxAxexBxA x   
)2cos2sin(4 xBxAxe x +−− − ;   
−+−++− −− )2cos2sin(4)2sin2cos(2 xBxAexBxAe xx  
++−−+− −− )2cos2sin(4)2sin2cos(3 xBxAxexBxAxe xx  
++−++ −− )2sin2cos(2)2sin2cos(2 xBxAxexBxAe xx  
=+++−+ −− )2sin2cos(5)2cos2sin(4 xBxAxexBxAxe xx  
0|2sin12 ≠÷= −− xx exe ;  
−−+−−− xAxxBxAxBxA 2cos32cos42sin42sin22cos2  
++−+− xAxBxxAxxBx 2cos22cos42sin42sin3  
+−−−+ xAxxBxxAxxB 2sin42sin22cos22sin2  
xxBxxAxxBx 2sin122sin52cos52cos4 =+++ ;   
xxAxB 2sin122sin42cos4 =− ;   
x
x
2sin
2cos
 



−==−
==
;3;124
;0;04
AA
BB
 xxey x 2cos3*
−
−= ; 
xxexCxCeyyy xx 2cos3)2sin2cos( 21* −− −+=+= ; 
−+−++−= −− )2cos2sin(2)2sin2cos(' 2121 xCxCexCxCey xx   
xxexxexe xxx 2sin62cos32cos3 −−− ++− ; 
:5)0('
:0)0(
=
=
y
y



==−+−
==
;4;532
;0;0
221
11
CCC
CC
  
Таким чином, маємо розв’язок задачі Коші:   
xxexey xxK 2cos32sin4
−−
−= .    ■ 
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Розглянемо більш детально окремі випадки правої частини 
спеціального вигляду і відповідні форми частинного розв’язку *y  
ЛНДР зі сталими коефіцієнтами.   
1. Права частина – многочлен степеня n : 
)()( xPxf n= ,  nnnn AxAxAxP +++= − ...)( 110  .  
Можливі наступні випадки структури *y  в залежності від то-
го, чи є характерне число 000 =+=+= ibiaz  коренем характе-
ристичного многочлена:  
а) Якщо жоден з коренів характеристичного рівняння не до-
рівнює характерному числу 0=z , тобто 0,0 21 ≠≠ kk , то *y  шу-
каємо у вигляді многочлена того ж степеня n  з невизначеними 
коефіцієнтами:  n
nn
n AxAxAxPy +++==
−
...)( 110*  .  
б) Якщо один з коренів характеристичного рівняння дорівнює 
числу 0=z , наприклад, 0,0 21 ≠= kk , то:   
xAxAxAxPxy n
nn
n +++==
+
...)( 110*  .  
Приклад 4. Знайти загальний розв’язок:   
а) 212'3'' xyyy −=++ ;      б) xyy 12'''7 =− . 
□  а) 02'3'' =++ yyy ;  0232 =++ kk ;  189 =−=D ;  
11 −=k ;  22 −=k ;  xx eCeCy 221 −− += ;  
000 =+=+= ibiaz  − не є коренем;  2=n ;   
CBxAxy ++= 2* ;  BAxy += 2'* ; Ay 2''* = ; 
22 1)(2)2(32 xCBxAxBAxA −=+++++ ; 
22 1)232()26(2 xCBAxBAAx −=+++++ ;  
0
1
2
x
x
x





=++
=+
−=
;1232
;026
;12
CBA
BA
A
  
;4/5)2/3(2/1
;2/33
;2/1
−=−−=
=−=
−=
BAC
AB
A
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4/5)2/3(2/2* −+−= xxy ;  *yyy += ;  
4/5)2/3(2/2221 −+−+= −− xxeCeCy xx . 
б) 0'''7 =−yy ;  07 2 =− kk ;  0)17( =−kk ;   
01 =k ;  7/12 =k ;  7/21 xeCCy += ;   
000 =+=+= ibiaz  − корінь кратності 1=r ;  1=n ;   
BxAxBAxxy +=+= 2* )( ;  BAxy += 2'* ;  Ay 2''* = ;  
xBAxA 12)2(27 =+−⋅ ; xBAxA 12214 =−− ;  
xBAAx 12)14(2 =−+− ; 0
1
x
x



=−
=−
;014
;122
BA
A
 6−=A ;   
AB 14= ;  84−=B ;  xxy 846 2* −−= ;   
*yyy += ;  xxeCCy
x 846 27/21 −−+= .   ■ 
Зауваження 2. Підкреслимо, що у многочлені )(xPn  коефіці-
єнти iA , ni ,1=  можуть дорівнювати нулю. Але в будь-якому разі 
частинний розв'язок *y  шукаємо з повним многочленом )(xPn .  
2. Права частина – добуток сталого множника на експоненту:   
axAexf =)(
 .  
При цьому в залежності від того, чи є характерне число 
aiaz =+= 0  коренем характеристичного многочлена та якої кра-
тності r , можливі наступні випадки структури *y :  
а) Якщо жоден з коренів характеристичного рівняння не до-
рівнює числу az = , тобто akak ≠≠ 21 , , то  
axeAy =*  . 
б) Якщо тільки один з коренів характеристичного рівняння 
дорівнює az = , наприклад, akak ≠= 21 , , то  
axxeAy =*  . 
в) Якщо обидва корені характеристичного рівняння дорів-
нюють числу az = , тобто akk == 21 , то  
axexAy 2* =  .  
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Приклад 5. Знайти загальний розв’язок:  
а) xeyyy 383'4'' =++ ;    б) xeyyy −=−− 26'5'' ; 
в) xeyyy =+− 3'6''3 ;      г) xeyy 24'' −=− . 
□  а) 03'4'' =++ yyy ;  0342 =++ kk ;  4=D ;  11 −=k ;  
32 −=k ;  xx eCeCy 321 −− += ;  303 =+=+= ibiaz   
− не є коренем;  xeAy 3* = ;  
xeAy 3* 3'= ;  
xeAy 3* 9'' = ;  
xxxx eeAeAeA 3333 83349 =+⋅+ ;  xx eeA 33 824 = ;  3/1=A ;   
3/3*
xey = ;  *yyy += ;  3/
33
21
xxx eeCeCy ++= −− .  
б) 06'5'' =−− yyy ;  0652 =−− kk ;  49=D ;  11 −=k ;  
62 =k ;  xx eCeCy 621 += − ;  101 −=+−=+= ibiaz   
− корінь кратності 1=r ;  xxeAy −=* ;  
xx xeAeAy −− −='* ; 
xxxxx xeAeAxeAeAeAy −−−−− +−=+−−= 2''* ; 
xxxxxx exeAxeAeAxeAeA −−−−−− =−−−+− 26)(52 ; 
xxxxxx exeAxeAeAxeAeA −−−−−− =−+−+− 26552 ; 
xx eeA −− =− 27 ;  7/2−=A ;  xxey −−= )7/2(* ; 
*yyy += ;  
xxx xeeCeCy −− −+= )7/2(621 .  
в) 03'6''3 =+− yyy ;  0'2'' =+− yyy ;  0=D ;   
121 === kkk ;  )( 21 xCCey x += ;  101 =+=+= ibiaz   
− корінь кратності 2=r ;  xexAy 2* = ;  
xx exAxeAy 2* 2' += ;   
++=+++= xxxxxx xeAeAexAxeAxeAeAy 42222'' 2*   
xexA 2+ ;  ++−++ )2(6)42(3 22 xxxxx exAxeAexAxeAeA   
xx eexA =+ 23 ;  −−++ xxxx xeAexAxeAeA 123126 2   
xxx eexAexA =+− 22 36 ;  xx eeA =6 ;  6/1=A ;   
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6/2* xexy = ;  *yyy += ;  6/)( 221 xx exxCCey ++= .    
(Рівняння г) розв’язати самостійно).   ■  
3. Права частина – лінійна комбінація косинуса і синуса од-
ного і того ж аргументу:  
bxBbxAxf sincos)( +=
 .   
При цьому в залежності від того, чи є характерне число 
biibz =+= 0  коренем характеристичного многочлена, можливі 
наступні випадки структури *y :  
а) Якщо жоден з коренів характеристичного рівняння не до-
рівнює biz = , тобто bik ±≠2,1 , то  bxBbxAy sincos* += .  
bxBbxAy sincos* +=  . 
б) Якщо один з коренів характеристичного рівняння дорівнює 
числу biz = , тобто ik β±=2,1  і b=β , то  
)sincos(* bxBbxAxy +=  .  
Зауваження 3. A  і B  − довільні задані числа, одне з яких 
може дорівнювати нулю. У будь-якому разі частинний розв'язок *y  
шукаємо у відповідному повному вигляді з A  і B .  
Приклад 6. Знайти загальний розв’язок:  
а) xyyy cos265'6'' =+− ;  б) xxyy 4sin244cos416'' −=+ .  
□  а) 05'6'' =+− yyy ; 0562 =+− kk ;  16=D ;   11 =k ;  
52 =k ;  xx eCeCy 251 += ;  iibiaz =+=+= 10   
− не є коренем;   xBxAy sincos* += ;  +−= xAy sin'*   
xB cos+ ;  xBxAy sincos''* −−= ;  −−− xBxA sincos   
xxBxAxBxA cos26)sincos(5)cossin(6 =+++−− ;    
=++−+−− xBxAxBxAxBxA sin5cos5cos6sin6sincos    
xcos26= ;  =++−++−− xBABxABA sin)56(cos)56(   
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xcos26= ;  xxBAxBA cos26sin)46(cos)64( =++− ;  
x
x
sin
cos
 



=+
=−
;046
;2664
BA
BA
 



−===+
−=
;3;2;2694
;)2/3(
BAAA
AB
 
xxy sin3cos2* −= ;  xxeCeCy xx sin3cos2251 −++= . 
б)  016'' =+ yy ;  0162 =+k ;  162 −=k ;  ik 42,1 ±= ; 
xCxCy 4sin4cos 21 += ;  iibiaz 440 =+=+=   
− корінь кратності 1=r ;  )4sin4cos(* xBxAxy += ;  
)4cos44sin4(4sin4cos'* xBxAxxBxAy +−++= ;  
++−+−= xBxAxBxAy 4cos44sin44cos44sin4''*   
−+−=−−+ )4sin4cos(16)4sin164cos16( xBxAxxBxAx   
xBxA 4cos84sin8 +− ;  −+− xxBxAx )4sin4cos(16   
−=+++− xxBxAxxBxA 4cos4)4sin4cos(164cos84sin8   
x4sin24− ;  xxxBxA 4sin244cos44cos84sin8 −=+− ; 
x
x
4sin
4cos
 



−=−
=
;248
;48
A
B
  
;3
;2/1
=
=
A
B
 
)4sin)2/1(4cos3(* xxxy += ;  *yyy += ;   
)4sin)2/1(4cos3(4sin4cos 21 xxxxCxCy +++= . ■ 
Зауваження 4. Якщо права частина )(xf  не має спеціального 
вигляду, то часто її можна подати як скінченну суму  
)()()()( 21 xf...xfxfxf n+++=  ,  
де кожний доданок )(xfi , ni ,1=  уже має спеціальний вигляд. 
Тоді за принципом суперпозиції  ny...yyy *2*1** +++= ,  де iy*  – 
частинний розв’язок рівняння  )()(')('' xfyxqyxpy i=++  з тією ж 
самою лівою і відповідною правою частиною, ni ,1= .  
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Приклад 7. Знайти загальний розв’язок   
а) xeyyy x sin29186'2'' 2 −=+− ;   
б) xeyy x 8124'' 2 +=+ − ;. 
□  а) Для відповідного ЛОДР 06'2'' =+− yyy  розв’язуємо 
характеристичне рівняння   
0622 =+− kk ;  20−=D ; ik 512,1 ±=   
і записуємо його загальний розв’язок   
)5sin5cos( 21 xCxCey x += .  
Права частина xexf x sin2918)( 2 −=  не має спеціального 
вигляду, але її можна подати як суму двох доданків спеціального 
вигляду  
)()()( 21 xfxfxf += ,  де xexf 21 18)( = , xxf sin29)(2 −= .  
Тоді  2*1** yyy += . Знайдемо окремо 1*y  і 2*y :    
202111 =+=+= iibaz  − не є коренем;  xeAy 21* = ;  
xeAy 21* 2' = ;  
xeAy 21* 4'' = ;  =+⋅−
xxx eAeAeA 222 6224   
xe218= ;  xx eeA 22 186 = ;  3=A ;   xey 21* 3= ; 
iiibaz =+=+= 10222  − не є коренем; xBxAy sincos2* += ;  
xBxAy cossin' 2* +−= ;  xBxAy sincos'' 2* −−= ;  
+++−−−− xAxBxAxBxA cos(6)cossin(2sincos   
xxB sin29)sin −=+ ;   
xxBAxBA sin29sin)52(cos)25( −=++−− ;  
x
x
sin
cos



−=+
=−
;2952
;025
BA
BA
 



−=⋅+
=
;29)2/5(52
;)2/5(
AA
AB
   
2−=A ;  5−=B ;  xxy sin5cos22* −−= ;  
xxeyyy x sin5cos23 22*1** −−=+= .  
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Отже, загальний розв’язок ЛНДР  
++=+= )5sin5cos( 21* xCxCeyyy x    
xxe x sin5cos23 2 −−+ .   
(Рівняння б) розв’язати самостійно).   ■  
Приклад 8. Розв’язати задачу Коші:   
а) xxyy 2sin40816'4'' ++−=+ ;  7)0(';3)0( == yy ;  
б) xe5yyy x cos62'4'' +=++ − ;  0)0(';1)0( =−= yy .  
□  а) 0'4'' =+ yy ;  042 =+ kk ;  0)4( =+kk ;  01 =k ;  
42 −=k ;   xeCCy 421 −+= ;  )()()( 21 xfxfxf += ;   
516)(1 +−= xxf ;  xxf 2sin40)(2 = ;  2*1** yyy += ;   
000111 =+=+= iibaz  − корінь кратності 1=r ;  1=n ;   
xBxAxBxAy +=+= 21* )( ;  BxAy += 2' 1* ;  Ay 2'' 1* = ;  
816)2(42 +−=++ xBxAA ;  816428 +−=++ xBAxA ;  
0
1
x
x



=+
−=
;842
;168
BA
A
 
;3;84)2(2
;2
==+−⋅
−=
BB
A
 xxy 32 21* +−= ;  
iiibaz 220222 =+=+=  − не є коренем;  
xBxAy 2sin2cos2* += ;  xBxAy 2cos22sin2' 2* +−= ;  
xBxAy 2sin42cos4'' 2* −−= ;    +−− xBxA 2sin42cos4   
xxBxA 2sin40)2cos22sin2(4 =+−+ ;   
xxBAxBA 2sin402sin)48(2cos)84( =−−++− ;  
x
x
2sin
2cos



=−−
=+−
;4048
;084
BA
BA
 
;4;2;40428
;2
−=−==−⋅−
=
ABBB
BA
  
xxy 2sin22cos42* −−= ;  −+−=+= xxyyy 32
2
2*1**    
xx 2sin22cos4 −− ;  −+−+=+= − xxeCCyyy x 32 2421*   
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xx 2sin22cos4 −− ;  −++−−= − xxeCy x 2sin8344' 42   
x2cos4− ;   
:7)0('
:3)0(
=
=
y
y



=−+−
=−+
;7434
;34
2
21
C
CC
  
;97
;2
21
2
=−=
−=
CC
C
   
xxxxey xK 2sin22cos43229 24 −−+−−= − .    
(Задачу б) розв’язати самостійно).   ■  
Приклад 9. Розв’язати крайову задачу 
28104'4'' 2 +=+− xeyyy ;  237)1(;7)0( eyy +== . 
□ 04'4'' =+− yyy ; 0442 =+− kk ; 0=D ; 221 === kkk ;   
)( 212 xCCey x += ;  )()()( 21 xfxfxf += ;  xexf 21 10)( = ;   
28)(2 =xf ;  2*1** yyy += ;  202111 =+=+= iibaz  − корінь  
кратності 2=r ;  xexAy 221* = ;  
xx exAxeAy 2221* 22' += ;   
+=+++= xxxxx eAexAxeAxeAeAy 2222221* 24442''   
xx exAxeA 222 48 ++ ;      −++ xxx exAxeAeA 2222 482   
xxxx eexAexAxeA 222222 104)22(4 =++− ;  xx eeA 22 102 = ;   
5=A ;   xexy 221* 5= ;  000222 =+=+= iibaz  − не є коренем;   
0=n ;  Ay =2* ;  0' 2* =y ;  0'' 2* =y ;  284 =A ;  7=A ;   
72* =y ;     75 222*1** +=+= xexyyy ;   
75)( 22212* +++=+= xx exxCCeyyy ;    
:37)1(
:7)0(
2ey
y
+=
=




+=++
=+
;377)(
;77
22
21
2
1
eeCC
eC
  
;3
;0
2
1
=
=
C
C
   
753 222 ++= xxb exxey .   ■  
Зауваження 5. Для ЛНДР довільного n -го порядку )2( ≥n  зі 
сталими коефіцієнтами  
)(...)1(1)( xfyayay nnn =+++ − ,  Rconstai ∈= , ni ,1= ,  
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де права частина )(xf  має вказаний вище спеціальний вигляд, за-
гальний розв’язок ЛНДР також  шукаємо у вигляді *yyy += , де 
y  − загальний розв’язок відповідного ЛОДР, *y  − деякий частин-
ний розв’язок ЛНДР. Правила знаходження частинного розв’язку 
*y  аналогічні розглянутим для випадку ЛНДР другого порядку.  
Приклад 10. Знайти загальний розв’язок   
а) xIV eyyy 321681''18 −=+− ;  б) xyyy 3cos300'''2''' =+− ;   
в) xyy IV 2cos15=− .   
□  а) 081''18 =+− yyy IV ;  08118 24 =+− kk ;   
0)9( 22 =−k ;  31 −=k  − корінь кратності 21 =r ;  32 =k   
− корінь кратності 22 =r ;  )()( 433213 xCCexCCey xx +++= − ;  
303 −=+−=+= ibiaz  − корінь кратності 21 =r ;  
xexAy 32*
−
= ;  xx exAxeAy 323* 32'
−−
−= ;  −= − xeAy 3* 2''   
+−=+−− −−−−− xxxxx xeAeAexAxeAxeA 333233 122966   
xexA 329 −+ ;  ++−−= −−− xxx xeAeAeAy 333* 36126'''   
−+−=−+ −−−− xxxx xeAeAexAxeA 33323 54182718   
xexA 3227 −− ;  −−+= −−− xxxIV xeAeAeAy 333 1625454   
xxxxx exAxeAeAexAxeA 3233323 812161088154 −−−−− +−=+− ;  
+−−+− −−−−− xxxxx xeAeAexAxeAeA 333233 122(1881216108   
xxx eexAexA 33232 21681)9 −−− =++ ;  xx eeA 33 216108 −− = ;  
2=A ;  xexy 32* 2
−
= ;   
xxx exxCCexCCeyyy 3243
3
21
3
* 2)()( −− ++++=+= .  
б) 0'''2''' =+− yyy ;  02 23 =+− kkk ;  0)1( 2 =−kk ;   
01 =k ; 12 =k  − корінь кратності 22 =r ; )( 321 xCCeCy x ++= ;   
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iibiaz 330 =+=+=  − не є коренем; xBxAy 3sin3cos* += ;  
xBxAy 3cos33sin3'* +−= ;  xBxAy 3sin93cos9'' * −−= ;  
xBxAy 3cos273sin27''' * −= ;  ×−− 23cos273sin27 xBxA   
xxBxAxBxA 3cos3003cos33sin3)3sin93cos9( =+−−−× ;  
xxBxAxBxA 3cos3003sin183cos183cos243sin24 =++− ;   
x
x
3sin
3cos



=+
=−
;01824
;3002418
BA
BA
 
;3003218
;)3/4(
=+
−=
AA
AB
  6=A ;  
8−=B ;  xxy 3sin83cos6* −= ;  =+= *yyy   
xxxCCeC x 3sin83cos6)( 321 −+++= .  
в) 0=− yy IV ;  014 =−k ;  0)1)(1( 22 =+− kk ;  
012 =−k ;  12,1 ±=k ;  01
2
=+k ;  ik ±=4,3 ;   
xCxCeCeCy xx sincos 4321 +++=
− ;  =+= biaz   
ii 220 =+=  − не є коренем;  xBxAy 2sin2cos* += ;   
xBxAy 2cos22sin2'* +−= ;  xBxAy 2sin42cos4'' * −−= ;   
xBxAy 2cos82sin8''' * −= ;  xBxAy IV 2sin162cos16 += ;  
xxBxAxBxA 2cos152sin2cos2sin162cos16 =−−+ ;  
xxBxA 2cos152sin152cos15 =+ ;   
x
x
2sin
2cos



=
=
=
=
;0
;1
;015
;1515
B
A
B
A
   xy 2cos* = ;  
xxCxCeCeCyyy xx 2cossincos 4321* ++++=+=
−
.  ■  
Приклад 11. Розв’язати задачу Коші:   
xyy 32'4''' =+ ;   0)0( =y ; 6)0(' =y ; 8)0('' −=y .  
□  0'4''' =+ yy ;  043 =+ kk ;  0)4( 2 =+kk ;  01 =k ;  
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ik 23,2 ±= ;  xCxCCy 2sin2cos 321 ++= ;   
000 =+=+= ibiaz  − корінь кратності 1=r ;  1=n ;   
xBxAxBxAy +=+= 2* )( ;  BxAy += 2'* ;  Ay 2'' * = ;   
0''' * =y ;  xBxA 32)2(4 =+ ;  xBxA 3248 =+ ;   
0
1
x
x



=
=
;04
;328
B
A
  
;0
;4
=
=
B
A
   
2
* 4xy = ;   +=+= 1* Cyyy   
2
32 42sin2cos xxCxC +++ ;   +−= xCy 2sin2' 2   
xxC 8cos2 3 ++ ;  82sin22cos4'' 32 +−−= xCxCy ;  
:8)0(''
:6)0('
:0)0(
−=
=
=
y
y
y





−==+
=
=





−=−
=
=+
;2;02
;2
;3
;84
;62
;0
11
2
3
2
3
21
CC
C
C
C
C
CC
 
242sin32cos22 xxxyK +++−= .     ■  
 
2.4.7. Застосування лінійних диференціальних рівнянь  
для дослідження електричних коливань  
До ЛНДР другого порядку приводить вивчення проходження 
струму в електричному колі.  
Розглянемо електричний контур, що складається з послідовно 
сполучених активного опору R , індуктивності L  і ємності C , які 
підключенні до джерела електрорушійної сили (ЕРС) E , що змі-
нюється з бігом часу t  за відомим законом )(tEE =  (рис. 56). До-
слідимо, як змінюється сила струму в контурі )(tII =  з часом t .  
Для елементів R , L  і C  виконуються відомі з фізики спів-
відношення, що зв’язують падіння напруги на кінцях елемента 
)(tU  та силу струму в ньому )(tI :  
)()( tIRtU RR = ;  dt
tdILtU LL
)()( = ;   
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)0()(1)(
0
C
t
CC UdttIC
tU += ∫ ,  
де  )0(CU  – падіння напруги на ємності в початковий момент часу  
0=t .  
При послідовному сполученні сила 
струму у всіх елементах однакова:   
)()()()( tItItItI CLR === .  
За другим законом Кірхгофа алгеб-
раїчна сума падінь напруги на всіх елеме-
нтах замкнутого контура дорівнює ЕРС:   
)()()()( tEtUtUtU CLR =++ .  
Тому  
)()0()(1)()(
0
tEUdttI
Cdt
tdILtIR C
t
=+++ ∫ .  
Диференціюючи по t  отриману рівність, дістанемо для сили 
струму )(tII =  ЛНДР другого порядку зі сталими коефіцієнтами:  
dt
tdE
tI
Cdt
tIdL
dt
tdIR )()(1)()( 2
2
=++ ;   
')/1('2'' 20 ELIII =ω+α+ ,   
де  )2( LR/=α ;  )/(120 LC=ω   і для скорочення запису опущено 
аргумент  t .  
Загальний розв’язок ЛНДР можна подати у вигляді 
*III += , де I  − загальний розв’язок відповідного ЛОДР, *I  − 
деякий частинний розв’язок ЛНДР.  
Розглянемо відповідне однорідне ДР  0'2'' 20 =ω+α+ III , ха-
рактеристичне рівняння  якого  02 20
2
=ω+α+ kk .  
1. Нехай активний опір відсутній 0=R , тоді 0=α  і ЛОДР 
набуває вигляду 0'' 20 =ω+ II . Спрощене характеристичне рівнян-
ня 020
2
=ω+k  має уявні спряжені корені ik 02,1 ω±= . Загальний 
E  L  
R  
C  
Рис. 56 
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розв’язок tCtCI 0201 sincos ω+ω=  відповідає вільним незатуха-
ючим коливанням і його можна записати як )sin( 0 ϕ+ω= tAI , де 
A  і ϕ  – нові довільні сталі, що зв’язані з 1C  і 2C  рівностями 
ϕ= sin1 AC  і ϕ= cos2 AC . Використовується наступна терміно-
логія:  0ω  – власна кругова частота;  A  – амплітуда;  ϕ  – почат-
кова фаза.  
2. Нехай активний опір такий великий, що 0ω>α . Тоді для 
ЛОДР характеристичне рівняння має різні дійсні корені 
020
2
1 <ω−α−α−=k  і 0
2
0
2
2 <ω−α+α−=k . Загальний 
розв’язок tktk eCeCI 21 21 +=  не містить періодичних складових 
(коливання відсутні) і прямує до нуля при ∞→t .  
3. Нехай активний опір задовольняє умову 0ω=α . Тоді для 
ЛОДР характеристичне рівняння 02 20
2
=ω+α+ kk  має один дій-
сний корінь 0<α−=k  кратності 2=r . Загальний розв’язок 
tetCCI α−+= )( 21 , як і в попередньому випадку, не містить періо-
дичних складових (коливання відсутні) і прямує до нуля при 
∞→t .  
4. Нехай активний опір такий малий, що 0ω<α . Тоді для 
ЛОДР характеристичне рівняння  має пару комплексно спряжених 
коренів ik ω±α−=2,1 , де 0
22
0 >α−ω=ω . Загальний розв’язок 
tetCtCI α−ω+ω= )sincos( 21  відповідає затухаючим коливанням 
з круговою частотою ω . Його можна записати у формі 
)sin( ϕ+ω= α− teAI t , де A  і ϕ  – нові довільні сталі, що зв’язані з 
1C  і 2C  рівностями ϕ= sin1 AC  і ϕ= cos2 AC . Амплітуда коли-
вань teA α−  прямує до нуля при ∞→t .  
При розгляді неоднорідного ДР обмежимося лише найважли-
вішим випадком малого опору R , коли 0ω<α , і періодичної ЕРС 
tEE ω= ~sin0 , де 0E  – амплітуда; ω~  – кругова частота. Тоді права 
частина ЛНДР tLEELtf ωω== ~cos)/~(')/1()( 0  має спеціальний 
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вигляд. Частинний розв’язок *I  шукаємо у відповідній формі  
tBtAI* ω+ω= ~sin~cos , оскільки характерне число 
iibiaz ω=ω+=+= ~~0  не є коренем характеристичного рівняння. 
Знайдемо коефіцієнти A  і B :   
tBtAI* ωω+ωω−= ~cos~~sin~' ;  tBtAI* ωω−ωω−= ~sin~~cos~''
22 ;  
+ωω+ωω−α+ωω−ωω− )~cos~~sin~(2~sin~~cos~ 22 tBtAtBtA    
tLEtBtA ωω=ω+ωω+ ~cos)/~()~sin~cos( 020 ;  +ωα+ω− BA ~2~( 2   
tLEtBABtA ωω=ωω−ωα+ω−ωω+ ~cos)/~(~sin)~2~(~cos) 020220 ;   
t
t
ω
ω
~sin
~cos
 



=ω−ωα+ω−
ω=ω+ωα+ω−
;0)~2~(
;/~~2~
2
0
2
0
2
0
2
BAB
LEABA
   



=ω−ω−ωα
ω=ωα+ω−ω
;0)~(~2
;/~~2)~(
22
0
0
22
0
BA
LEBA
  )~()~2( 220 ω−ωωα= AB ;  
LEAA /~)~()~2(~2)~( 0220220 ω=ω−ωωαωα+ω−ω ;  
)~4)~((
)~(~
22222
0
22
00
ωα+ω−ω
ω−ωω
=
L
EA ;  )~4)~((
~2
22222
0
0
2
ωα+ω−ω
ωα
=
L
EB .  
Частинний розв’язок *I  відповідає вимушеним коливанням. 
Його можна подати у вигляді )~sin( ϕ+ω= tNI* , де амплітуда N  
знаходиться за формулою:  
( ) 222220022 ~4)~(~ ωα+ω−ωω=+= LEBAN .  
Амплітуда N  вимушених коливань, як функція від ω~ , дося-
гає максимуму при 0
~ ω=ω  (дослідження на екстремум за допомо-
гою похідної проробіть самостійно) і  
RELR/LELENmax 000 ))2(2()2( =⋅=α= .  
Таким чином, якщо частота ω~  зовнішнього збудження (елек-
трорушійної сили) співпадає з частотою 0ω  вільних коливань 
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0
~ ω=ω , то амплітуда вимушених коливань при досить малому ак-
тивному опорі R  досягає дуже великого значення RENmax /0= . 
Це явище називається  резонансом.  
Можна показати (зробіть це самостійно), що у випадку відсу-
тності активного опору R  (вільні коливання) при резонансі, коли 
tEE 00 sin ω= , частинний розв’язок *I  має вигляд 
ttLEI* 00 sin))2/(( ω= , тобто амплітуда вимушених коливань не-
обмежено зростає  (лінійно з бігом часу t ).  
 
2.5. Системи лінійних диференціальних рівнянь 
першого порядку зі сталими коефіцієнтами  
 
2.5.1. Загальні поняття  
У багатьох задачах потрібно знайти не одну, а декілька неві-
домих функцій, які характеризують взаємодіючі об’єкти. що опи-
суються системою диференціальних рівнянь.  
При розгляді специфічних підходів до розв’язування дифере-
нціальних систем обмежимося лише найпростішою нормальною 
системою лінійних ДР першого порядку (СЛДР) зі сталими ко-
ефіцієнтами, що має вигляд:  







++++=
++++=
++++=
),(.../
...
);(.../
);(.../
2211
222221212
112121111
tbxaxaxadtdx
...............................................................
tbxaxaxadtdx
tbxaxaxadtdx
nnnnnnn
nn
nn
 
де  t  − аргумент;  )(,...),(),( 2211 txxtxxtxx nn ===  − шукані фу-
нкції;  njniaij ,1,,1, ==  − сталі коефіцієнти (відомі дійсні числа);  
),(),( 21 tbtb  )(,... tbn  − вільні члени (відомі неперервні функції). 
Число n  називається порядком системи.  
Якщо всі вільні члени  )(tbi , ni ,1=  тотожно рівні нулю  
0)( ≡tbi , ni ,1= , то система називається однорідною, в протилеж-
ному випадку – неоднорідною. У матричній формі однорідну та 
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неоднорідну системи можна записати відповідно так: 
AX
dt
dX
=
 ;      BAX
dt
dX
+=
 ,  
де 














=
nx
x
x
X
...
2
1
; 














=
dtdx
dtdx
dtdx
dt
dX
/
...
/
/
2
2
1
; 














=
nnnn
n
n
aaa
aaa
aaa
A
...
...
...
...
21
22221
11211
; 














=
nb
b
b
B
...
2
1
. 
Розв’язком системи називається матриця-стовпець функцій 
T
n txtxtxX ))(...)()(( 21= , підстановка яких у рівняння системи 
перетворює їх у вірні тотожності. У )1( +n -вимірному просторі 
),...,,,( 21 nxxxt  йому відповідає інтегральна крива.  
За аналогією з диференціальними рівняннями визначаються 
загальний і частинний розв’язки.    
Загальний розв’язок неоднорідної СЛДР BAXdtdX +=  
можна зобразити у вигляді суми загального розв’язку X  відповід-
ної однорідної системи AXdtdX =  і будь-якого частинного 
розв’язку *X  неоднорідної системи:  *XXX += .  
Загальний розв'язок однорідної СЛДР має вигляд лінійної 
комбінації  
CtMXCXCXCX nn )(...2211 =+++=  ,   
де  )...()( 21 nXXXtM =  − фундаментальна матриця роз-
в'язків, складена з n  лінійно незалежних частинних розв'язків 
T
niiii xxxX )...( 21= , ni ,1= , що утворюють фундаментальну 
систему;  TnCCCC )...( 21=  − матриця-стовпець довільних ста-
лих.   
Фундаментальна матриця є квадратною n -го порядку і неви-
родженою (її визначник відмінний від нуля 0|)(| ≠tM ).  
Якщо нормальну систему доповнити початковими умовами 
00)( XtX = , де TnxxxX )...( 020100 =  − матриця-стовпець;  0ix , 
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ni ,1=  − задані дійсні числа, то одержимо для неї задачу Коші. У 
цьому випадку справедлива відповідна теорема існування і єдинос-
ті розв’язку.  
Зауваження. У більшості практично важливих випадків сис-
тема, що складається з ДР довільного порядку, введенням додатко-
вих шуканих функцій може бути зведена до системи, що включає 
ДР тільки першого порядку.  
 
2.5.2. Матричний метод розв’язування однорідних систем  
Матричний метод є видозміненим методом Ейлера розв’я-
зування однорідних лінійних диференціальних рівнянь.  
Подаючи нормальну однорідну СЛДР n -го порядку зі стали-
ми коефіцієнтами як єдине матричне ДР  AXdtdX =  ,  ненульо-
вий розв’язок 0≠X   шукаємо у вигляді добутку сталого матрич-
ного множника на змінний скаляр:  ktePX =  ,  де 
T
npppP )...( 21=  − матриця-стовпець невідомих сталих, 0≠P ;  
k  − невідомий сталий коефіцієнт.  
Підставляючи функцію ktePX =  у рівняння, ліворуч при ди-
ференціюванні можна винести сталий матричний множник:   
ktktktkt ekPkePePePdtdX ==== ')(')( ,  
а праворуч у матричному добутку можна винести сталий скаляр:   
APeePAAX ktkt == )( .   
Поділивши обидві частини ДР на відмінну від нуля експонен-
ту kte , дістанемо рівняння  
APkP =   або  0)( =− PkEA ,  
що є матричним записом квадратної однорідної системи лінійних 
алгебраїчних рівнянь.  
Відомо, що така система має ненульовий розв’язок 0≠P , 
коли її визначник дорівнює нулю:   
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0)det( =− kEA
  або  0
...
............
...
...
21
22221
11211
=
−
−
−
kaaa
akaa
aaka
nnnn
n
n
 .  
Це алгебраїчне рівняння називається характеристичним, 
його порядок n  співпадає з порядком системи.  
Шукані значення параметра k  служать його коренями. Хара-
ктеристичне рівняння степеня n  має n  коренів (із врахуванням їх 
кратності). Вони можуть бути дійсні чи комплексні, прості чи кра-
тні. Можливі такі випадки:  а) усі корені ik , ni ,1=  − дійсні й різ-
ні:  ji kk ≠ , ni ,1= , nij ,1+= ; niRki ,1, =∈ ;  б) усі корені ik  
різні, але серед них є комплексні попарно спряжені;  в) серед дійс-
них і комплексно спряжених коренів ik  є кратні.  
Для простоти обмежимося розглядом лише випадку а).  При 
цьому кожному кореню ik  відповідає частинний розв’язок 
tk
ii
iePX = ,  де матриця-стовпець Tniiii pppP )...( 21=  визнача-
ється з однорідної системи лінійних алгебраїчних рівнянь:   
0)( =− ii PEkA   або  







=−+++
=++−+
=+++−
.0)(...
.................................
;0...)(
;0...)(
2211
2222121
1212111
niinninin
niniii
niniii
pkapapa
...
papkapa
papapka
 
Ця система невизначена і має безліч розв’язків, що залежать 
від однієї довільної сталої. Шукаючи один її частинний розв’язок, 
можна в матриці-стовпці iP  один з елементів вибрати довільно, 
наприклад, покласти рівним одиниці перший з них 11 =ip , а решту 
знайти з даної системи, заздалегідь відкидаючи з неї будь-яке одне 
рівняння, наприклад, останнє.  
Частинні розв’язки tkii
iePX = , ni ,1= , − лінійно незалежні й 
утворюють фундаментальну систему. Таким чином, загальний роз-
в'язок X  однорідної СЛДР має вигляд їх лінійної комбінації:   
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nn XCXCXCCtMX +++== ...)( 2211   або   
=














+++
+++
+++
=














=
nnnnn
nn
nn
n xCxCxC
.....................
xCxCxC
xCxCxC
x
x
x
X
...
...
...
...
...
2211
2222211
1122111
2
1
  




























=
tk
n
tk
tk
nnnn
n
n
neC
eC
eC
ppp
ppp
ppp
...
...
...............
...
...
2
1
2
1
21
22221
11211
.   
Приклад 1. Записати однорідну СЛДР в матричній формі та 
знайти її загальний розв’язок матричним методом (за допомогою 
характеристичного рівняння) і подати його в матричній формі та 
звичайній скалярній формі:   



+=
−=
.23/
;6/
212
211
xxdtdx
xxdtdx
 
□  





=
2
1
x
x
X ;  




 −
=
23
16
A ;  AX
dt
dX
=  − матричний запис 
однорідної СЛДР.   
Складаємо і розв’язуємо характеристичне рівняння:   
0)det( =− kEA ;  0
23
16
=
−
−−
k
k
;  03)2)(6( =+−− kk ;   
01582 =+− kk ;  51 =k ;  32 =k .  
Кореню 51 =k  відповідає частинний розв’язок tkePX 111 = ,  
де матриця-стовпець TppP )( 21111 =  визначається з однорідної 
лінійної алгебраїчної системи:  
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0)( 11 =− PEkA ;  



=−+
=−−
;0)52(3
;0)56(
2111
2111
pp
pp
  



=−
=−
.033
;0
2111
2111
pp
pp
  
02111 =− pp ; 1121 pp = . 
Покладаючи 111 =p  і вилучаючи з системи друге рівняння, 
знаходимо значення 21p :  
02111 =− pp ;  1121 pp = ;  121 =p .  
Аналогічно, кореню 32 =k  відповідає частинний розв’язок 
tkePX 222 = ,  де матриця-стовпець 
TppP )( 22122 =  визначається з 
однорідної лінійної алгебраїчної системи:  
0)( 22 =− PEkA ;  



=−+
=−−
;0)32(3
;0)36(
2212
2212
pp
pp
  



=−
=−
.03
;03
2212
2212
pp
pp
  
Покладаючи 112 =p  і видаляючи з системи останнє рівняння, 
дістаємо значення 22p :  
03 2212 =− pp ;  1222 3pp = ;  322 =p .  
Далі знаходимо загальний розв’язок в матричній формі:   
=














=













=





=
t
t
tk
tk
eC
eC
eC
eC
pp
pp
x
x
X
3
2
5
1
2
1
2221
1211
2
1
31
11
2
1
  








+
+
=
tt
tt
eCeC
eCeC
3
2
5
1
3
2
5
1
3
.  
Звідси маємо загальний розв’язок в скалярній формі:  
tt eCeCx 32
5
11 += ;  
tt eCeCx 32
5
12 3+= .   ■  
Приклад 2. Розв’язати задачу Коші:  



−=
−=
;48/
;36/
212
211
xxdtdx
xxdtdx
  1)0(1 −=x ;  7)0(2 =x .  
□  Спочатку матричним методом знаходимо загальний 
розв’язок:   
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





=
2
1
x
x
X ;  





−
−
=
48
36
A ;  AX
dt
dX
= ;  0)det( =− kEA ;   
0
48
36
=
−−
−−
k
k
;  024)4)(6( =+−−− kk ;   
022 =− kk ;  01 =k ;  22 =k ;  10111 1 PePePX t
tk
=== ;   
TppP )( 21111 = ;  0)( 11 =− PEkA ;  



=−−+
=−−
;0)04(8
;03)06(
2111
2111
pp
pp
  



=−
=−
.048
;02
2111
2111
pp
pp
  111 =p ;  02 2111 =− pp ;  22 1121 == pp ;   
ttk ePePX 2222 2 == ;  
TppP )( 22122 = ;  0)( 22 =− PEkA ;   



=−−+
=−−
;0)24(8
;03)26(
2212
2212
pp
pp
  



=−
=−
.068
;034
2212
2212
pp
pp
  112 =p ;   
034 2212 =− pp ;  3/4)3/4( 1222 == pp ;   
=














=













=





=
t
t
tk
tk
eC
eC
eC
eC
pp
pp
x
x
X
2
2
0
1
2
1
2221
1211
2
1
3/41
21
2
1
  








+
+
=
t
t
eCC
eCC
2
21
2
21
)3/4(
2
;  




+=
+=
.)3/4(
;2
2
212
2
211
t
t
eCCx
eCCx
  
Далі з початкових умов визначаємо конкретні значення дові-
льних сталих:   
:7)0(
:1)0(
2
1
=
−=
x
x
.2321;12
;71)3/4(2
;7)3/4(
;12
212
22
21
21
=−−=−=
−−=−



=+
−=+
CCC
CC
CC
CC
  
Отже, розв’язок задачі Коші:  




−=−⋅+=
−=−⋅+=
.1623)12()3/4(23
;2423)12(223
22
2
22
1
tt
K
tt
K
eex
eex
    ■  
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Зауваження. Загальний розв’язок однорідної СЛДР 
AXdtdX =  можна записати у вигляді CeCtMX At== )(
 
,  де 
фундаментальна матриця розв'язків )(tM  подана у формі матрич-
ної експоненти 
AtetM =)(
 
,  яку можна знайти як функцію від 
матриці.   
 
2.5.3. Розв’язування однорідних систем методом вилучення  
Нормальну однорідну СЛДР n -го порядку зі сталими коефі-
цієнтами   







+++=
+++=
+++=
nnnnnn
nn
nn
xaxaxadtdx
...................................................
xaxaxadtdx
xaxaxadtdx
.../
...
;.../
;.../
2211
22221212
12121111
 
можна звести до одного лінійного однорідного рівняння того ж 
порядку зі сталими коефіцієнтами, вилучивши всі невідомі функції 
)(txi , ni ,1= , крім довільно вибраної однієї, наприклад,  )(1 tx . 
Розв’язавши його, отримаємо відповідну шукану функцію )(1 tx . 
Потім знайдемо всі інші функції з набору )(txi , ni ,1=  за допомо-
гою операції диференціювання.  
Застосовуючи метод вилучення, спочатку перше рівняння 
системи продиференціюємо по t  і в одержане співвідношення за-
мість похідних dtdxi / , ni ,1=  підставимо їх вирази з нормальної 
системи. Дістанемо лінійне ДР другого порядку  
nn xaxaxadtxd
)1(
12
)1(
121
)1(
11
2
1
2
.../ +++= .   
Продовжуємо аналогічно процес, доки не отримаємо лінійне 
ДР n -го порядку  
n
n
n
nnnn xaxaxadtxd )(12
)(
121
)(
111 .../ +++= .   
Потім з одержаних на попередніх 1−n  етапах рівнянь треба 
виразити )(txi , ni ,2=  і підставити в останнє рівняння. У резуль-
таті дістанемо ЛОДР n -го порядку відносно функції )(1 tx . Знай-
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шовши його загальний розв’язок )(1 tx , інші функції )(txi , ni ,2=  
визначимо з попередніх проміжних співвідношень для )(txi , 
ni ,2= , в які треба підставити загальний розв’язок )(1 tx  та його 
похідні mm dtxd /1 , 1,1 −= nm .  
Приклад 1. Знайти загальний розв’язок однорідної СЛДР ме-
тодом вилучення (за допомогою зведення до одного диференціаль-
ного рівняння вищого порядку):  



+=
+=
.42/
;33/
212
211
xxdtdx
xxdtdx
 
□  Обидві частини першого рівняння системи диференціюємо 
по t  і отримуємо ДР другого порядку:   
dtdxdtdxdtxd /3/3/ 21212 += .  
Замість похідної dtdx /2  підставимо вираз з другого рівнян-
ня системи:  
)42(3/3/ 211212 xxdtdxdtxd ++= ;   
211
2
1
2 126/3/ xxdtdxdtxd ++= . 
З першого рівняння системи виразимо функцію 2x :  
112 /)3/1( xdtdxx −=    
і підставимо цей вираз замість 2x  у останнє рівняння:   
)/)3/1((126/3/ 1111212 xdtdxxdtdxdtxd −⋅++= ;  
11
2
1
2 6/7/ xdtdxdtxd −= ;  06/7/ 11212 =+− xdtdxdtxd .   
Одержане ЛОДР другого порядку розв’язуємо за допомогою 
характеристичного рівняння:   
0672 =+− kk ;  11 =k ; 62 =k ; tt eCeCx 6211 += .  
Знайдемо похідну отриманого загального розв’язку  
tt eCeCdtxd 6211 6/ +=    
і підставимо вирази для )(1 tx , dtxd /1  у співвідношення для 2x :   
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tttttt eCeCeCeCeCeCx 621
6
21
6
212 )3/2()()6)(3/1( +−=+−+= .  
Отже, загальний розв’язок СЛДР:  
tttt eCeCxeCeCx 6212
6
211 )3/2(; +−=+= .    ■  
Приклад 2. Розв’язати задачу Коші:  



+=
−=
;6/
;54/
212
211
xxdtdx
xxdtdx
  0)0(1 =x ;  4)0(2 −=x .  
□ Методом вилучення знаходимо загальний розв’язок:   
dtdxdtdxdtxd /5/4/ 21212 −= ;  −= dtdxdtxd /4/ 1212   
)6(5 21 xx +− ;  211212 305/4/ xxdtdxdtxd −−= ;  
)/4()5/1( 112 dtdxxx −= ;  −−= 11212 5/4/ xdtdxdtxd   
)/4()5/1(30 11 dtdxx −⋅− ;  029/10/ 11212 =+− xdtdxdtxd ;   
029102 =+− kk ; 016294)10( 2 <−=⋅−−=D ; ik 252,1 ±= ;  
5=α ;  2=β ;  )2sin2cos( 2151 tCtCex t += ;  ×= tedtxd 51 5/    
)2cos2sin(2)2sin2cos( 21521 tCtCetCtC t +−++× ;   
( +−+= tCetCtCex tt 2cos(5)2sin2cos(4)5/1( 152152   
)=+−−+ )2cos2sin(2)2sin 2152 tCtCetC t   
( )tCCtCCe t 2sin)2(2cos)2()5/1( 21215 −++−= .   
Таким чином, загальний розв’язок має вигляд:  
( )



−++−=
+=
.2sin)2(2cos)2()5/1(
);2sin2cos(
2121
5
2
21
5
1
tCCtCCex
tCtCex
t
t
  
Конкретні значення довільних сталих дістаємо, враховуючи 
початкові умови:   
:4)0(
:0)0(
2
1
−=
=
x
x
.10;4)2)(5/1(
;0
221
1
=


−=+−
=
CCC
C
  
Отже, розв’язок задачі Коші:  
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)2sin2cos2(2;2sin10 5251 ttextex tKtK +−== .    ■  
Приклад 3. Знайти загальний розв’язок однорідної СЛДР дво-
ма способами:  а) зведенням до одного диференціального рівняння 
вищого порядку;  б) за допомогою характеристичного рівняння. 
Записати дану систему та її загальний розв'язок у матричній формі:  



+−=
+=
.42/
;/
yxdtdy
yxdtdx
 
□  а) '''' yxx += ; yxy 42' +−= ; yxxx 42''' +−= ; xxy −= ' ;   
xxxxx 4'42''' −+−= ;  06'5'' =+− xxx ;  0652 =+− kk ;   
21 =k ;  32 =k ;  tt eCeCx 3221 += ;  tt eCeCx 3221 32' += ;   
tttttt eCeCeCeCeCeCy 32
2
1
3
2
2
1
3
2
2
1 232 +=−−+= .  
Отже, загальний розв’язок:  
tt eCeCx 32
2
1 += ;  
tt eCeCy 32
2
1 2+= .  
б) 0
42
11
=
−−
−
k
k
;  02)4)(1( =+−− kk ;  0652 =+− kk ;  
21 =k ;  32 =k ;  21 == kk : 



=−+−
=+−
;0)24(2
;0)21(
2111
2111
pp
pp
 1121 pp = ;  
111 =p ;  121 =p ;  
tt eyex 21
2
1 ; == ;  
32 == kk : 



=−+−
=+−
;0)34(2
;0)31(
2212
2212
pp
pp
  1222 2 pp = ;   
112 =p ;  222 =p ;  
tex 32 = ;  
tey 32 2= ;   
Отже, загальний розв’язок:  
tt eCeCx 32
2
1 += ;  
tt eCeCy 32
2
1 2+= .  
Запишемо систему та її загальний розв’язок у матричній фо-
рмі запису система та її загальний розв’язок мають вигляд: 












−
=





y
x
dtdy
dtdx
42
11
/
/
;  








+








=





t
t
t
t
e
e
C
e
e
C
y
x
3
3
22
2
1
2
.  ■  
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2.5.4. Розв’язування неоднорідних систем  
методом варіації довільних сталих  
Для розв’язування неоднорідної СЛДР можна застосувати 
метод варіації довільних сталих (метод Лагранжа), який уже 
розглядався стосовно неоднорідних лінійних ДР.   
Розв’язуючи нормальну неоднорідну СЛДР n -го порядку зі 
сталими коефіцієнтами BAXdtdX +=  цим методом, спочатку 
знаходимо загальний розв'язок X  відповідної однорідної СЛДР  
AXdtdX =  у вигляді лінійної комбінації:   
CtMX )(= nnnj jj XCXCXCXC +++== ∑ = ...22111    
або  innii
n
j ijji xCxCxCxCx +++== ∑ = ...22111 ,  ni ,1= ,  
де  )...()( 21 nXXXtM =  − квадратна фундаментальна матриця 
розв'язків, складена з n  лінійно незалежних частинних розв'язків 
T
niiii xxxX )...( 21= , ni ,1= ;  TnCCCC )...( 21=  − матриця-
стовпець довільних сталих.   
Далі шукаємо загальний розв’язок неоднорідної СЛДР у та-
кому ж вигляді, тільки замінюючи довільні сталі iC , ni ,1=  на 
невідомі поки що функції )(tCi , ni ,1= :  
)()( tCtMX = +++== ∑
=
...)()()( 22111 XtCXtCXtC
n
j jj    
nn XtC )(+    або   +== ∑ = 111 )()( i
n
j ijji xtCxtCx   
inni xtCxtC )(...)( 22 +++ ,  ni ,1= .   
Підставимо сформовану вектор-функцію )()( tCtMX =  та її 
похідну  
( ) )(')()()(')()( tCtMtCtMtCtM
dt
d
dt
dX
+==   
у неоднорідну систему й отримаємо (для скорочення запису далі 
аргумент t  опускаємо):   
BCAMCMCM +=+ '' ;  BCMAMCM +−= )'(' ;   
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BXAXCCM ni iii +−= ∑ =
=
1
0
)'('
43421
;  BCM =' ,  
де враховано, що 0'=− ii XAX , оскільки iX  – розв'язок відповід-
ної однорідної системи.  
Одержана квадратна система   
BCM ='
    або  







=+++
=+++
=+++
nnnnnn
nn
nn
bxCxCxC
bxCxCxC
bxCxCxC
'...''
..................................................
;'...''
;'...''
2211
22222211
11122111
   
є лінійною відносно похідної 'C  з відмінним від нуля визначни-
ком 0|| ≠M . Тому вона має єдиний розв'язок, який можна подати 
у вигляді:   
)(' tC ii ϕ= , ni ,1= ,    
де )(tiϕ , ni ,1=  − відомі функції.  
Інтегруючи останні рівності, знаходимо:  
iii CdttC
~)( +ϕ= ∫ , ni ,1= ,  
де iC
~
, ni ,1=  − нові довільні сталі.  
Отже, маємо загальний розв’язок неоднорідної СЛДР:   
( ) ( ) ++ϕ=+ϕ= ∫∑ ∫
=
111
1
~)(~)( i
n
j
ijjji xCdttxCdttx    
( ) ( ) innni xCdttxCdtt ~)(...~)( 222 +ϕ+++ϕ+ ∫∫ , ni ,1= .  
Якщо покласти  0~ =iC , ni ,1= , то дістанемо частинний 
розв’язок *X  неоднорідної системи:   
++ϕ+ϕ=ϕ= ∫∫∑ ∫
=
...)()()( 2211
1
dttxdttxdttxx ii
n
j
jij*i    
∫ϕ+ dttx nin )( , ni ,1= .  
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Тоді загальний розв’язок неоднорідної СЛДР можна подати у 
вигляді суми  *XXX += .   
Приклад. Розв’язати задачу Коші для неоднорідної СЛДР, 
будуючи загальний розв’язок відповідної однорідної системи мат-
ричним методом і знаходячи загальний розв’язок неоднорідної си-
стеми методом варіації довільних сталих:  



++−=
−+−=
;623/
;2/
2
212
2
211
t
t
exxdtdx
exxdtdx
  0)0(1 =x ;  5)0(2 =x .  
□  





=
2
1
x
x
X ;  





−
−
=
23
12
A ;  








−
=
t
t
e
e
B
2
2
6
;  BAX
dt
dX
+=   
− матричний запис неоднорідної СЛДР.   
Складаємо і розв’язуємо характеристичне рівняння:   
0)det( =− kEA ;  0
23
12
=
−−
−−
k
k
;  03)2)(2( =+−−− kk ;   
0342 =+−k ; 12 =k ; 12,1 ±=k .  
Знаходимо фундаментальну систему частинних розв’язків:  
11 =k :  
tkePX 111 = ;  
TppP )( 21111 = ;   



===−+−
==+−=+−−
;3;3;0)12(3
;1;03;0)12(
2111212111
1121112111
ppppp
ppppp
  
12 −=k :  
tkePX 222 = ;  
TppP )( 22122 = ;   



===++−
==+−=++−
;ppppp
ppppp
1;;0)12(3
;1;0;0)12(
2212222212
1222122212
  
te
x
x
X 





=





=
3
1
21
11
1 ;           
te
x
x
X −





=





=
1
1
22
12
2 ;   
tex =11 ;  
tex 321 = ;             
tex −=12 ;  
tex −=22 .    
Формуємо загальний розв’язок відповідної однорідної систе-
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ми:  














=





=
−t
t
eC
eC
x
x
X
2
1
2
1
13
11
;   
.3
;
212
211
tt
tt
eCeCx
eCeCx
−
−
+=
+=
  
За методом варіації довільних сталих загальний розв’язок не-
однорідної системи шукаємо в аналогічному вигляді, розглядаючи 
1C  і 2C  як нові невідомі функції від t :   
tt etCetCx −+= )()( 211 ;  tt etCetCx −+= )()(3 212 .   
Складаємо і розв’язуємо, застосовуючи метод вилучення, лі-
нійну алгебраїчну систему відносно похідних  '1C  і '2C :   



=+
=+
;''
;''
2222211
1122111
bxCxC
bxCxC
  




=+
−=+
−
−
;6''3
;'
2
21
2
21
ttt
ttt
eeСeС
eeСe'С
   
tt eCe'C 221 '
−
−−= ;  ttttt eeCeeCe 22
2
2 6')'(3 =+−− −− ;   
tttt eeCeCe 222
2 6''33 =+−− −− ;  teC 32 )2/9(' −= ;      
tttt eeeeC )2/7()2/9(' 231 =+−= − .  
Інтегруючи одержані співвідношення для похідних, знаходи-
мо самі шукані функції )(1 tC  і )(2 tC :   
11
~)2/7()2/7( CedteC tt +== ∫ ;   
2
33
2
~)2/3()2/9( CedteC tt +−=−= ∫ .  
Отже, маємо загальний розв’язок неоднорідної СЛДР:   
=+−++= −tttt eCeeCex )~2/3()~2/7( 2311   
ttttttt eeCeCeCeeCe 2212
2
1
2 2~~~2/3~2/7 ++=+−+= −− ;  
+=+−++= − 2/21)~2/3()~2/7(3 22312 ttttt eeCeeCex   
tttttt eeCeCeCeeC 2212
2
1 9
~~3~2/3~3 ++=+−+ −− .  
Використаємо початкові умови і обчислимо конкретні зна-
чення довільних сталих 1
~C  і 2
~C :   
 235
:5)0(
:0)0(
2
1
=
=
x
x




=++
=++
;59~~3
;02~~
21
21
CC
CC
  




=+−−
−−=
;59~2~3
;
~2~
11
12
CC
CC
   
2~2 1 −=C ;  1
~
1 −=C ;  1)1(2
~
2 −=−−−=C .   
Таким чином, маємо розв’язок задачі Коші:   
ttt
K eeex
2
1 2+−−=
− ;  tttK eeex
2
2 93 +−−= − .   ■  
Зауваження. Коли вільні члени ),(),( 21 tbtb  )(,... tbn  мають 
спеціальний вигляд сум і добутку функцій − многочлена )(tPn , 
експоненти ate , косинуса btcos  або синуса btsin , то частинний 
розв'язок *X  неоднорідної системи можна шукати, застосовуючи 
принцип суперпозиції та метод невизначених коефіцієнтів. Прави-
ла побудови такого розв'язку аналогічні випадку одного ЛНДР 
другого порядку зі сталими коефіцієнтами та правою частиною 
спеціального вигляду.  
 
2.5.5. Розв’язування неоднорідних систем  
методом вилучення  
Нормальну неоднорідну СЛДР n -го порядку зі сталими кое-
фіцієнтами завжди можна звести до одного лінійного неоднорідно-
го рівняння того ж порядку зі сталими коефіцієнтами, використо-
вуючи ті самі прийоми, що у випадку однорідної системи.  
Тому розгляд методу вилучення обмежимо конкретними 
прикладами застосування.  
Приклад 1. Розв’язати задачу Коші для неоднорідної СЛДР 
методом вилучення (зведенням до одного ДР вищого порядку). 
Обчислити значення )~(~ 11 txx K= ; )~(~ 22 txx K=  отриманого роз-
в’язку в заданій точці t~ :   
а) 



−++=
+−−=
;12/
;154/
212
211
txxdtdx
txxdtdx
 3)0(1 =x ; 2)0(2 =x ; 1~ −=t ;  
б) 



+−=
++−=
;34/
;2sin2/
212
211
xxdtdx
txxdtdx
 2)0(1 =x ; 0)0(2 =x ; pi=t~ .  
 236
□ а) Обидві частини першого рівняння системи диферен-
ціюємо по t  і отримуємо ДР ІІ порядку:   
5//4/ 21212 −−= dtdxdtdxdtxd .  
Замість похідної dtdx /2  підставимо вираз з другого рівнян-
ня системи:  
5)12(/4/ 211212 −−++−= txxdtdxdtxd ;   
42/4/ 211
2
1
2
−−−−= txxdtdxdtxd .   
З першого рівняння системи виразимо функцію 2x :  
154/ 112 +−+−= txdtdxx    
і підставимо цей вираз замість 2x  у останнє рівняння:   
4)154/(2/4/ 1111212 −−+−+−−−= ttxdtdxxdtdxdtxd ;  
6996 112
1
2
−+−= tx
dt
dx
dt
xd
;  6996 112
1
2
−=+− tx
dt
dx
dt
xd
.   
Для одержаного ЛНДР другого порядку спочатку знайдемо 
загальний розв’язок відповідного однорідного ДР за допомогою 
характеристичного рівняння:   
09/6/ 11212 =+− xdtdxdtxd ;  096
2
=+− kk ;  321 == kk ;  
tetCCx 3211 )( += .  
Оскільки права частина ЛНДР має спеціальний вигляд − мно-
гочлен першого степеня, то його частинний розв'язок *1x  будуємо 
методом невизначених коефіцієнтів:   
000 =+=+= ibiaz  − не є коренем;  BAtx +=*1 ;  
Ax =*1' ;  0*1 =''x ;  69996 −=++− tBAtA ;  
0
1
t
t



−=+−
=
;696
;99
BA
A
  
;0;6916
;1
=−=+⋅−
=
BB
A
  tx =*1 .  
Тоді загальний розв’язок неоднорідного ДР можна подати у 
вигляді суми:   
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tetCCxxx t ++=+= 321*111 )( .   
Знайдемо похідну отриманого загального розв’язку  
1)(3/ 321321 +++= tt etCCeCdtdx    
і підставимо вирази для )(1 tx , dtxd /1  у співвідношення для 2x :   
=+−+++−+−−= 154)(43)(3 321321322 ttetCCetCCeCx ttt  
=−−++−−−= 2)4433( 321212 tetCCtCCC t  
2)( 3221 −−+−= tetCCC t .  
Для знаходження конкретних значень довільних сталих 1C  і 
2C  використаємо початкові умови:  
:2)0(
:3)0(
2
1
=
=
x
x



=−−
=
;22
;3
21
1
CC
C
    
.1;34
;3
22
1
−=−=−
=
CC
C
 
Отже, маємо розв’язок задачі Коші:   
2)4(;)3( 3231 −−−=+−= tetxtetx tKtK .   
Обчислимо значення отриманого розв’язку в заданій точці:   
141)13()1(~ 3311 −=−+=−= −− eexx K ;  
1521)14()1(~ 3322 −=−++=−= −− eexx K .  
(Задачу б) розв’язати самостійно).   ■   
Приклад 2. Два однакових контури, кожний з яких складаєть-
ся з послідовно сполучених активного опору 3=R  та індуктивно-
сті 2=L , зв’язані взаємною індукцією M , де 12 == L/M  
(рис. 57). Знайти закон зміни сили струму в першому ( )tI1  та дру-
гому ( )tI2  контурі при умові, що другий контур закорочений, а 
перший контур у початковий момент часу 0=t  підключається до 
джерела зі змінною електрорушійною силою tEE ω= ~sin0 , де 
60 =E  – амплітуда; 2~ =ω  – кругова частота (перемикач K  пере-
водиться при 0=t  з положення B  в положення A ).  
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□ У початковий мо-
мент  0=t   обидва кон-
тури закорочені, тому по-
чаткова сила струму до-
рівнює нулю:  
( ) 001 =I ;  ( ) 002 =I .  
Застосовуючи дру-
гий закон Кірхгофа до 
кожного з контурів, одер-
жимо лінійну диферен-
ціальну систему:   





=++
=++
.0
;
12
2
21
1
dt
dIM
dt
dILRI
E
dt
dIM
dt
dILIR
   
Підставляючи конкретні дані з умови задачі, маємо  



−=+
+−=+
.3'2'
;2sin63''2
221
121
III
tIII
   
Розв’яжемо отриману систему відносно похідних '1I , '2I  
(проробіть це самостійно методом Крамера) і запишемо її в нор-
мальній формі:  



−−=
++−=
.2sin22'
;2sin42'
212
211
tIII
tIII
  
Одержану нормальну СЛДР методом вилучення зведемо до 
одного ЛНДР другого порядку:  
tII''I 2cos8''2 211 ++−= ;  +−−+−= tIII''I 2sin22'2 2111   
t2cos8+ ;  tIII 2sin42' 112 −+= ;  +−+−= '(2'2 1111 III''I    
tttI 2cos82sin2)2sin42 1 +−−+ ;  =++ 111 3'4 II''I    
tt 2sin62cos8 += .   
Загальний розв’язок 1I  відповідного ЛОДР знайдемо за до-
помогою характеристичного рівняння:   
R
 R
 
L
 
L
 
E
 
K
 
A
 
B
 
M
 
Рис. 57 
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03'4 111 =++ II''I ;  034
2
=++ kk ;  31 −=k ;  12 −=k ;   
tt eCeCI −− += 2
3
11 .  
Оскільки число iibiaz 220 =+=+=   не є коренем харак-
теристичного рівняння, то частинний розв’язок *I1  ЛНДР, що від-
повідає правій частині, шукаємо у вигляді  
tBtAI * 2sin2cos1 += .  
Використовуючи метод невизначених коефіцієнтів (проробіть 
це самостійно), дістанемо значення A  і B :   
65/56−=A ;     13/14=B .  
Тоді        ttI * 2sin)13/14(2cos)65/56(1 +−= . 
Загальний розв’язок 1I  ЛНДР знайдемо як суму отриманих 
розв’язків:  
tteCeCIII tt 2sin)13/14(2cos)65/56(231*111 +−+=+= −− .    
Продиференціюємо одержану функцію )(11 tII = , а потім пі-
дставимо вирази для 1I і '1I  у співвідношення для 2I :   
tteCeCI tt 2cos)13/28(2sin)65/112(3' 2311 ++−−= −− ;  
+++−−= −− tteCeCI tt 2cos)13/28(2sin)65/112(3 2312   
=−+−++ −− ttteCeC tt 2sin4)2sin)13/14(2cos)65/56((2 231   
tteCeC tt 2sin)65/8(2cos)65/28(231 −++−= −− .    
Враховуючи початкові умови, визначимо конкретні значення 
довільних сталих 1C  і 2C :  
( )
( ) :00
:00
2
1
=
=
I
I
 
;065/282
;065/842
;065/28
;065/56
2
1
21
21
=−
=−



=++−
=−+
C
C
CC
CC
  
65/421 =C ;  65/142 =C .   
Отже, шукані закони зміни сили струму (розв’язок задачі 
Коші для диференціальної системи):  
tteeI tt 2sin)13/14(2cos)65/56()65/14()65/42( 31 +−+= −− ;   
 240
tteeI tt 2sin)65/8(2cos)65/28()65/14()65/42( 32 −++−= −− .   
                                                                                                           ■  
Приклад 3. Розв’язати крайову задачу для неоднорідної СЛДР 
зведенням до одного ДР вищого порядку:  



+−=
−=
;sin/
;cos/
12
21
txdtdx
txdtdx
  pi−=pi− )(1x ;  3)(2 =pix .  
Записати систему та знайдений розв’язок у матричній формі. 
□ tdtdxdtxd sin// 2212 += ;  ttxdtxd sinsin/ 1212 ++−= ;  
txdtxd sin2/ 1212 =+ ;  0/ 1212 =+ xdtxd ;  01
2
=+k ;  
ik ±=2,1 ;  tCtCx sincos 211 += ;  iibiaz =+=+= 10   
− корінь кратності 1=r ;  )sincos(*1 tBtAtx += ;   
)cossin(sincos' *1 tBtAttBtAx +−++= ; 
++−+−= tBtAtBtA''x cossincossin*1  
)sincos(cos2sin2)sincos( tBtAttBtAtBtAt +−+−=−−+ ; 
=+++−+− )sincos()sincos(cos2sin2 tBtAttBtAttBtA  
tsin2= ; ttBtA sin2cos2sin2 =+− ;  
x
x
sin
cos



=
=−
;02
;22
B
A
   
;0
;1
=
−=
B
A
    ttx cos*1 −= ;  
tttCtCxxx cossincos 21*111 −+=+= ;  
tdtdxx cos/12 += ;  ttttCtCdtdx sincoscossin/ 211 +−+−= ;  
=++−+−= tttttCtCx cossincoscossin 212   
tttCtC sinsincos 12 +−= .  
Використавши крайові умови, отримаємо конкретні значення 
довільних сталих:  
:3)(
:)(
2
1
=pi
pi−=pi−
x
x



=
pi−=pi−
;3
;
2
1
C
C
  01 =C .  
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Отже, маємо розв’язок крайової задачі:   
tttx b cossin31 −= ;  .sincos32 tttx b +=   
Запишемо СЛДР та її розв’язок у матричній формі: 






=
2
1
x
x
X ;  





−
=
01
10
A ;  




−
=
t
t
B
sin
cos
;  BAX
dt
dX
+= ;   





−
+





=





tt
tt
t
t
x
x
b
b
sin
cos
cos
sin
3
2
1
.   ■  
Зауваження. Метод вилучення може застосовуватися до си-
стеми, що складається з ДР довільного порядку. При цьому немає 
потреби спочатку зводити її до системи, що включає ДР тільки 
першого порядку. Раціональніше безпосередньо переходити до од-
ного ДР вищого порядку.  
Приклад 4. Розв’язати задачу Коші для системи, що включає 
ДР другого порядку, зведенням до одного ДР вищого порядку:  



−+=
++=
;24''2''
;42''
tyxy
tyxx
    
.16)0(';2)0('
;4)0(;0)0(
==
−==
yx
yx
  
□ Двічі продиференціюємо перше рівняння системи:   
4''2''' ++= yxx ; ''''2 yxx IV += .  
Замість другої похідної ''y  підставимо вираз з другого рів-
няння системи:  
tyxxx IV 24''2''2 −++= .  
З першого рівняння системи виразимо функцію y  і продифе-
ренціюємо одержану рівність:  
txxy 42'' −−= ;    4'2'''' −−= xxy .   
Підставимо цей вираз замість 'y  у останнє рівняння:   
txxxxx IV 244'2''''2''2 −−−++= ;  424''2''' −−=−− txxx IV .  
Для отриманого ЛНДР четвертого порядку спочатку знайде-
мо загальний розв’язок відповідного однорідного ДР за допомогою 
характеристичного рівняння:   
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0''2''' =−− xxx IV ;  02 234 =−− kkk ;  0)2( 22 =−− kkk ;   
02 =k ;  021 === kkk ;  02
2
=−− kk ;  13 −=k ;  24 =k ;   
tt eCeCtCCx 24321 +++=
−
.  
Правою частиною цього ЛНДР служить многочлен першого 
степеня 424)( −−= ttf . Частинний розв'язок *x  будуємо методом 
невизначених коефіцієнтів:   
000 =+=+= ibiaz  − корінь кратності 2=r ;  
232
* )( BtAttBAtx +=+= ; BtAt'x 23 2* += ; BAtx 26''* += ;  
Ax 6'''* = ; 0* =IVx ;  424)26(260 −−=+−− tBAtA ;  
4244126 −−=−−− tBAtA ;  
0
1
t
t



−=−−
−=−
;446
;2412
BA
A
 
;2;4426
;2
−=−=−⋅−
=
BB
A
  
23
* 22 ttx −= .  
Тоді загальний розв’язок неоднорідного ДР можна подати у 
вигляді суми:   
232
4321* 22 tteCeCtCCxxx
tt
−++++=+= − .   
Знайдемо другу похідну отриманого загального розв’язку і 
підставимо вирази для )(tx , )(t''x  у співвідношення для y :   
tteCeCCx tt 462' 22432 −++−=
− ; ++= − tt eCeCx 243 4''    
412 −+ t ;  +++−−++= −− ttt eCtCCteCeCy 321
2
43 (24124   
−+−−−=−−++ − ttt eCeCtCCttteC 24321
232
4 2224)22   
4844 23 −++− ttt .  
Для знаходження конкретних значень довільних сталих 1C , 
2C , 3C  і 4C  використаємо початкові умови:  
881242' 22432 ++−++−=
− tteCeCCy tt ;   
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:16)0('
:2)0('
:4)0(
:0)0(
=
=
−=
=
y
x
y
x







=+++−
=+−
−=−+−−
=++
;16842
;22
;4422
;0
432
432
431
431
CCC
CCC
CCC
CCC
 







=++−
=+−
=+−−
=++
.CCC
CCC
CCC
CCC
842
;22
;022
;0
432
432
431
431
   
Одержану лінійну алгебраїчну систему BAC =  розв’яжемо 
методом Гаусса:  
( ) ~
8
2
0
0
4120
2110
4100
1101
~
8
2
0
0
4120
2110
2102
1101
|














−
−














−
−
−−
=BA  
~
12
0
2
0
8100
4100
2110
1101
~
8
0
2
0
4120
4100
2110
1101
~














−
−














−
−
  














−














−
1
0
2
0
1000
4100
2110
1101
~
12
0
2
0
12000
4100
2110
1101
~  .  







=
=+
=+−
=++
;1
;04
;22
;0
4
43
432
431
C
CC
CCC
CCC
         
.3
;422
;44
;1
431
432
43
4
=−−=
−=−+=
−=−=
=
CCC
CCC
CC
C
   
Отже, маємо розв’язок задачі Коші:   
−++−=−++−−= −− 32232 2422443 teetteetx ttttK   
342 2 +−− tt ;  ++−+++−= − 232 442486 tteety ttK   
1016442448 232 −++−+=−+ − ttteet tt .   ■  
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2.6. Контрольні запитання  
1. Що таке диференціальне рівняння? Як визначається його поря-
док?  
2. Який загальний вигляд ДР n –го порядку? Його канонічний 
(нормальний) вигляд?  
3. Що називається розв’язком ДР?  
4. Що таке інтегральна крива ДР?  
5. Що називається загальним розв'язком ДР? Частинним роз-
в’язком? Який їх геометричний зміст?  
6. Що таке початкові та крайові умови? Як ставиться початкова 
задача (задача Коші)? Крайова задача?  
7. Що таке особливий розв'язок ДР?  
8. Як для ДР першого порядку формулюється теорема Коші (іс-
нування та єдиності розв'язку)? У чому її геометричний зміст?  
9. Що називається ізоклиною? У чому полягає метод ізоклин на-
ближеного розв’язування ДР першого порядку ?  
10. Як методом Ейлера наближено будується розв’язок задачі Ко-
ші для ДР першого порядку?  
11. У чому полягає метод ітерацій (метод Пікара) наближеного 
розв’язування задачі Коші для ДР першого порядку?  
12. Що таке ДР з відокремлюваними змінними?  
13. Яка функція називається однорідною k -го порядку однорідно-
сті?  
14. Що таке ДР з однорідною правою частиною (однорідне рів-
няння)?  
15. За допомогою якої підстановки однорідне рівняння зводиться 
до рівняння з відокремлюваними змінними?  
16. Яке ДР першого порядку називається лінійним однорідним? 
Лінійним неоднорідним?  
17. Як будується розв'язок ЛНДР першого порядку методом варіа-
ції довільної сталої?  
18. Як розв’язується ЛНДР першого порядку методом Бернуллі?  
19. Яке ДР першого порядку називається рівнянням Бернуллі? Як 
воно розв’язується?  
20. Які основні типи ДР другого порядку допускають зниження 
порядку? Наведіть відповідні заміни шуканої функції.  
21. Яке ДР n -го порядку називається лінійним однорідним? Лі-
нійним неоднорідним?  
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22. Яка система функцій )(...,),(),( 21 xyxyxy n  )2( ≥n  назива-
ється лінійно залежною? Лінійно незалежною?  
23. Сформулюйте ознаку лінійної залежності чи незалежності сис-
теми n  частинних розв’язків )(...,),(),( 21 xyxyxy n  одного 
ЛОДР n -го порядку.  
24. Що таке фундаментальна система частинних розв’язків ЛОДР 
n -го порядку?  
25. Яка структура загального розв’язку ЛОДР другого порядку?  
26. Що таке характеристичне рівняння для ЛОДР другого порядку 
зі сталими коефіцієнтами?  
27. За якими формулами будується загальний розв’язок ЛОДР дру-
гого порядку зі сталими коефіцієнтами в залежності від виду 
коренів характеристичного рівняння?  
28. Яка структура загального розв’язку ЛНДР другого порядку?  
29. У чому полягає принцип суперпозиції розв’язків ЛНДР?  
30. Як будується розв'язок ЛНДР другого порядку методом варіа-
ції довільних сталих?  
31. Для ЛНДР що таке права частина спеціального вигляду?  
32. Як методом невизначених коефіцієнтів будується частинний 
розв'язок ЛНДР другого порядку зі сталими коефіцієнтами, що 
відповідає правій частині спеціального вигляду?  
33. Який вигляд має ЛНДР другого порядку зі сталими коефіцієн-
тами, яке описує процеси в електричному контурі, що склада-
ється з послідовно сполучених активного опору, індуктивності 
і ємності? У чому полягає явище резонансу в такому електрич-
ному колі?  
34. Який вигляд має нормальна система лінійних ДР першого по-
рядку зі сталими коефіцієнтами?  Наведіть матричний запис 
однорідної та неоднорідної систем.  
35. Який вигляд має загальний розв'язок однорідної СЛДР?  
36. У чому полягає матричний метод розв’язування однорідних 
систем?  
37. У чому полягає метод вилучення розв’язування однорідної 
СЛДР?  
38. Як розв'язується неоднорідна СЛДР методом варіації довільних 
сталих?  
39. Як розв'язується неоднорідна СЛДР методом вилучення?  
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2.7. Індивідуальні завдання для самостійної роботи  
Завдання 1. Знайти загальний розв’язок диференціального 
рівняння першого порядку з відокремлюваними змінними.  
 
№ в-та  Завдання 
1 dxxyydyxydyxdx 22 2334 −=−  
2 ydyxydydxy 224 =−+  
3 dxxyydyxydyxdx 22 3266 −=−  
4 0)5( 22 =++ dxyedye xx  
5 dxxyydyxydyxdx 22 2366 −=−  
6 0)4( =−+ dxedyey xx  
7 dxxyydyxydyxdx 2222 −=−  
8 0)8( =−+ dxyedye xx  
9 xx eyye =+ ')3(  
10 01'5 22 =−++ xyyy  
11 dxxyydyxydyxdx 22 3226 −=−  
12 dxxyydyxydyxdx 22 36 −=−  
13 dxxyydyxydyxdx 22 −=−  
14 xx eyye =+ ')1(  
15 dxxyydyxydyxdx 222 −=−  
16 01'1 22 =+++ xyyyx  
17 ydyxydydxy 223 =−+  
18 023 22 =+++ dyxydxyx  
19 011' 22 =−+− yxyy  
20 045 22 =+++ dyxydxyx  
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21 0'4 22 =++− xxyyx  
22 014 22 =+++ dyxydxyx  
23 xx yeye =+ ')1(  
24 0'2ln =+ xyyy  
25 0'1 22 =++− xxyyx  
26 05)(4 22 =+++ dxydyyyx  
27 01')1( 22/32 =−++ xyyy  
28 0)(44 22 =+++ dyyyxdxy  
29 0'3)ln1( 2 =++ yxyy  
30 0'222 22 =−++ yxxxy  
 
 
 
 
Завдання 2. Знайти загальний розв’язок диференціального 
рівняння першого порядку з однорідною правою частиною.  
 
№  
в-та  
Завдання 
№  
в-та  
Завдання 
1 242
2
++=
x
y
x
y
'y  16 22
23
42
83
'
xy
yxy
xy
+
+
=  
2 yyxxy ++= 2223'  17 yyxxy ++= 224'  
3 222 ' xxyyyx +−=  18 yyxxy ++= 223'  
4 
yx
yxy
−
+
=
2
2
'  19 22
23
52
103
'
xy
yxy
xy
+
+
=  
5 48'3 2
2
++=
x
y
x
yy  20 yx
yxy
−
+
='  
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6 66' 2
2
++=
x
y
x
yy  21 
xyx
yxyxy
6
5
' 2
22
−
−+
=  
7 yyxxy ++= 222'  22 yyxxy +−= 22'  
8 yyxxy ++= 2232'  23 yyxxy +−= 224'  
9 88'2 2
2
++=
x
y
x
yy  24 
xyx
yxyxy
2
' 2
22
−
−+
=  
10 
xyx
yxyxy
23
3
' 2
22
−
−+
=  25 1010'3 2
2
++=
x
y
x
yy  
11 22
23
2
23
'
xy
yxy
xy
+
+
=  26 22
23
62
123
'
xy
yxy
xy
+
+
=  
2 510'4 2
2
++=
x
y
x
yy  27 
xyx
yxyxy
4
3
' 2
22
−
−+
=  
13 36'2 2
2
++=
x
y
x
yy  28 22
23
72
143
'
xy
yxy
xy
+
+
=  
14 
xyx
yxyxy
22
2
' 2
22
−
−+
=  29 128' 2
2
++=
x
y
x
yy  
15 22
23
32
63
'
xy
yxy
xy
+
+
=  30 
xyx
yxyxy
62
52
' 2
22
−
−+
=  
 
 
Завдання 3. Розв’язати задачу Коші для лінійного диферен-
ціального рівняння першого порядку. (Знайти частинний розв’язок 
)(xyy KK =  диференціального рівняння, що задовольняє вказаній 
початковій умові). Задачу розв’язати двома способами:   
а) методом варіації довільних сталих (методом Лагранжа);   
б) за допомогою підстановки Бернуллі.  
Обчислити значення )~(~ xyy K=  отриманого розв’язку в заданій 
точці x~ .  
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№  в-та Завдання 
1 xexxyy −=− 5/4' ; 0)1( =y ; 2~ =x  
2 xxyy 2sin3sin' =+ ; 0)0( =y ; 2/~ pi=x  
3 222 )1(2')1( −=−− xxxyyx ; 3)0( =y ; 2~ =x  
4 xxyxy sin' 2=− ; 1)2/( =piy ; pi=x~  
5 2)2/(' xxyy =+ ; 1)1( =y ; 2~ =x  
6 22 5)52(' xyxyx =−− ; 4)2( =y ; 1~ =x  
7 xxy/xy ln2' −=+ ; 1)1( =y ; ex =~  
8 3/2' xxyy =+ ; 6/5)1( −=y ; 2~ =x  
9 22 1)1(2' xxyxy +=+− ; 2)1( =y ; 2~ =x  
10 xxy/y /2)3(' =+ ; 1)1( =y ; 2~ =x  
11 22' xxexyy −=+ ; 1)0( =y ; 1~ =x  
12 3)1(2')1( xeyyx x +=−+ ; 1)0( =y ; 1~ =x  
13 xexyxy 243' −=− ; 2)1( 2−−= ey ; 1~ −=x  
14 344' xxyy −=− ; 2/1)0( −=y ; 1~ =x  
15 )1(3' 322 xxyxy +=− ; 0)0( =y ; 1~ =x  
16 22/3' xxyy −=− ; 1)1( =y ; 2~ =x  
17 xxxctgyy sin2' =− ;  0)2/( =piy ; 4/~ pi=x  
18 xxctgyy 2cos' =+ ; 2)2/( =piy ; 4/~ pi=x  
19 2)1(')1( +=−+ xeyyx x ; 1)0( =y ; 1~ =x  
20 xxxyy 2sin)2/(' =+ ; 0)( =piy ; 2/~ pi=x  
21 xxexyy x /)1(/' +=+ ; ey =)1( ; 2~ =x  
22 312/' xxyy −=− ; 4)1( =y ; 2~ =x  
23 xxyy 3)2/(' =+ ; 0)1( =y ; 2~ =x  
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24 1)21(' 2 =−+ xyxy ;  1)1( =y ; 2~ =x  
25 322' xxyy −=+ ; ey /1)1( = ; 1~ −=x  
26 32' xxyy −=− ; 3)0( =y ; 1~ =x  
27 )1(')1( 22 xxxyyx −=−− ; 3/1)0( −=y ; 2/1~ =x  
28 xxyy cos6cos2' =− ; 3)0( =y ; pi=x~  
29 xxxyy ln/' −=− ; 1)1( =y ; ex =~  
30 xxyy 2sin6cos' =+ ; 1)0( −=y ; pi=x~  
 
 
 
Завдання 4. Розв’язати задачу Коші для диференціального 
рівняння, що допускає зниження порядку заміною змінної py =' , 
де )(xpp =  – нова шукана функція. (Знайти частинний розв’язок 
диференціального рівняння, що задовольняє вказаним початковим 
умовам). 
 
№  в-та Завдання 
1 xyyx ln''' =+ ; ( ) 4/11 −=y ; ( ) 4/12' −=y    
2 xxctgyy sin''' =− ; 0)2/( =piy ; 2/)2/(' pi=piy  
3 ')12('' 2 yxyx += ; ( ) 01 =y ; ( ) ey =1'  
4 xxctgyy 3sin'2'' =− ; ( ) 12/ =piy ; ( ) 02/' =piy  
5 'ln''' yyyx = ; ( ) 01 =y ; ( ) ey =1'   
6 )1(2''' 2xxxyy −=+ ; ( ) 30 =y ; ( ) 20' −=y  
7 xexyxy 2''' =− ; ( ) 01 =y ; ( ) ey =1'  
8 0)'()1('' 2 =−+ yxy ; ( ) 11 =y ; ( ) 2/11' −=y  
9 0'2''2 =+ yyx ; ( ) 01 =y ; ( ) 41' =y  
10 xyxyy /'2/''' += ; ( ) 0=ey ; ( ) 1' =ey   
11 xyxyx 2'2'')1( 2 =−+ ; ( ) 30 =y ; ( ) 00' =y  
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12 22 3'2'')1( xxyyx =+− ; ( ) 10 −=y ; ( ) 00' =y  
13 'ln'' yxxy = ; ( ) 0=ey ; ( ) 1' =ey  
14 1)'('''2 2 += yyyx ; ( ) 11 =y ; ( ) 01' =y  
15 xxtgyy 2cos''' =− ; ( ) 10 −=y ; ( ) 00' =y      
16 1)'('')'(3 32 −= yyyx ; ( ) 121 =y ; ( ) 21' =y  
17 01)'('')1( 22 =+++ yyx ; ( ) 20 −=y ; ( ) 00' =y  
18 xxtgyy 2cos2''' =+ ;  2)0( =y ;  1)0(' −=y  
19 1'' '' += yy eeyx ; ( ) 11 −=y ; ( ) 01' =y  
20 0')1('' =++ yeey xx ; ( ) 30 =y ; ( ) 2/10' =y  
21 xxyyx 2cos2''' 2=− ;  1)( =piy ; 0)(' =piy  
22 )/'(ln)/'(/''' xyxyxyy += ; ( ) 01 =y ; ( ) ey =1'    
23 xxyy 2sintg''' =+ ; ( ) 30 =y ; ( ) 20' −=y  
24 ( )22 )'(1''')1( yxyyx +=+ ; ( ) 10 −=y ; ( ) 00' =y  
25 xctgxctgyy =− ''' ; ( ) 02/ =piy ; ( ) 12/' −=piy  
26 )/'(/''' xytgxyy += ; ( ) 01 =y ; ( ) 2/1' pi=y   
27 xxctgyy 2sin''' =+ ; ( ) 12/ =piy ; ( ) 02/' =piy   
28 )/'(sin''' xyxyyx =− ; ( ) 21 =y ; ( ) 2/1' pi=y  
29 xxyxyx 2ln'ln'' =− ; ( ) 0=ey ; ( ) eey ='  
30 22 1'2'')1( xyxy x =++ ; ( ) 11 −=y ; ( ) 01' =y  
 
 
 
Завдання 5. Розв’язати задачу Коші для диференціального 
рівняння, що допускає зниження порядку заміною змінної py =' , 
де ( ))()( xypypp ==  – нова шукана функція. (Знайти частинний 
розв’язок диференціального рівняння, що задовольняє вказаним 
початковим умовам).  
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№  в-та Завдання 
1 ''')'( 22 yyyyy += ; ( ) 11 =y ; ( ) 11' −=y  
2 ')'('')1( 32 yyyy +=+ ; ( ) 10 =y ; ( ) 10' =y  
3 yeyyyy 22)'(2''2 −= ; ( ) 00 =y ; ( ) ey =0'  
4 2)'(4''2 yуy += ; ( ) 40 =y ; ( ) 00' =y  
5 '2'' yyy = ; 2)1( =y ; 4)1(' =y  
6 'ln)'('' 2 yyyy = ; ( ) 10 =y ; ( ) ey =0'  
7 1''4 =yy ; ( ) 10 =y ; ( ) 10' =y  
8 0)'(''2 3 =+ yyy ; ( ) 10 =y ; ( ) 10' =y  
9 yyyyy 32 )'()'('' =+ ; ( ) 10 =y ; ( ) 10' −=y  
10 42)'('' yyyy += ; ( ) 20 =y ; ( ) 40' =y  
11 ')'('' 2 yyyy =− ; ( ) 20 =y ; ( ) 10' =y  
12 ')'('' 3 yyyy −= ; ( ) 10 =y ; ( ) 20' =y  
13 yeyy '2'' = ; 0)0( =y ; 1)0(' =y  
14 '2)'('' 32 yyyyy =− ; ( ) 20 =y ; ( ) 80' =y  
15 yctgyy 2)'(2'' = ; ( ) 2/0 pi=y ; ( ) 10' =y  
16 ''')'( 2 yyyyy =+ ; ( ) 20 =y ; ( ) 10' =y  
17 yyyyy ln)'('' 22 =− ; ( ) 10 =y ; ( ) 10' =y  
18 1)'('''3 3 += yyyy ; ( ) 10 =y ; ( ) 00' =y  
19 yyy sin)'('' 3= ; pi=)0(y ; 1)0(' −=y  
20 322 )'()12('' yyyy += ; ( ) 10 =y ; ( ) 10' −=y  
21 0)'(2'' 2 =− yyy ; ( ) 20 =y ; ( ) 40' =y  
22 0)'(4'' 2/32 =+ yyy ; ( ) 10 =y ; ( ) 40' =y   
23 0''2)'(4 22 =−+ yyyy ; ( ) 10 =y ; ( ) 20' =y   
24 )1('')'(3 2 −= yyy ; ( ) 20 =y ; ( ) 10' =y   
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25 '3)'('' 42 yyyyy =− ; ( ) 10 =y ; ( ) 10' =y  
26 yyy yyy ln'2)'('' 2 =− ; ( ) 10 =y ; ( ) 10' =y   
27 1)'('' 22 =+ yyyy ; ( ) 20 =y ; ( ) 10' =y  
28 yyy 8)'('' 2 = ; ( ) 11 =y ; ( ) 21' =y   
29 '2'' 2 yyy = ; ( ) 10 =y ; ( ) 10' =y  
30 0)'(3'' 32 =+ yyy ; ( ) 10 =y ; ( ) 10' =y  
 
 
 
Завдання 6. Знайти загальний розв’язок лінійного неоднорі-
дного диференціального рівняння другого порядку зі сталими кое-
фіцієнтами і правою частиною спеціального вигляду. Задачу роз-
в’язати двома способами:   
а) методом варіації довільних сталих (методом Лагранжа);   
б) методом невизначених коефіцієнтів за виглядом правої частини.  
 
№  
в-та  
Завдання 
№  
в-та  
Завдання 
1 262'3'' xyyy −=++  16 288'4'' xyyy =+−  
2 xxyy 493'' 2 +=′−  17 23216'8'' xyyy =+−  
3 xxyy 584'' 2 −=+  18 234'2'' 2 +−=− xxyy  
4 655'2'' 2 +=++ xyyy  19 21215'2'' xyyy =−+  
5 499'' 2 −=+ xyy  20 21616'8'' xyyy =++  
6 1284'' 2 −=+ xyy  21 2249'6'' xyyy =++  
7 xxyy 5124'' 2 +=−  22 56'' 2 −=+ xyy  
8 xxyy 224'4'' 2 +=−  23 2186'5'' xyyy =+−  
9 xyyy 3618'3'' =−−  24 xyyy 2412'13'' =++  
10 244'4'' xyyy −=+−  25 2882'' xy'yy −=−+  
11 236'2'' 2 −+=− xxyy  26 xxyyy +=−− 233'2''  
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12 22010'3'' xyyy =−+  27 26'2'' 2 +=++ xyyy  
13 xxyy 32'4'' 2 +=−  28 284'3'' xyyy =++  
14 xxyy 384'' 2 +=+  29 299'6'' xyyy =+−  
15 244'4'' xyyy =++  30 xxyy 63216'' 2 +=+  
 
 
 
Завдання 7. Знайти загальний розв’язок лінійного неоднорі-
дного диференціального рівняння другого порядку зі сталими кое-
фіцієнтами і правою частиною спеціального вигляду.  
 
№  
в-та  
Завдання 
№  
в-та  
Завдання 
1 xeyyy −=−− 62'''  16 xeyyy 21210'3'' −=−+  
2 xeyyy 294'4'' −=++  17 xeyy 3369'' −=+  
3 xeyyy 83'2'' =−+  18 xeyyy 43'4'' −=+−  
4 xeyyy 226''' −=−+  19 xeyyy 349'6'' =+−  
5 xeyy 28'2'' =−  20 xeyyy 288'2'' −=−−  
6 xeyyy 21212'4'' −=−−  21 xeyy 412'4'' −=+  
7 xeyyy 2122'3'' =+−  22 xeyyy 4832'4'' =−−  
8 xeyyy 264'4'' =+−  23 xeyyy 169'6'' =++  
9 xeyyy −=++ 18'2''  24 xeyyy 2185'4'' =+−  
10 xeyyy 262''' −=−+  25 xeyyy 2820'4'' −=++  
11 xeyyy 222'3'' −−=++  26 xeyy 389'' −=−  
12 xeyyy 31215'2'' =−+  27 xeyy 48'4'' =−  
13 xeyyy 4228'3'' −=−+  28 xeyy 218'2'' =−  
14 xeyyy 41824'2'' −=−−  29 xeyyy 63548'2'' −=−−  
15 xeyyy −=−− 86'5''  30 xeyyy 268'4'' −−=++  
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Завдання 8. Знайти загальний розв’язок лінійного неоднорі-
дного диференціального рівняння другого порядку зі сталими кое-
фіцієнтами і правою частиною спеціального вигляду. 
№  
в-та  
Завдання 
№  
в-та  
Завдання 
1 xyy 2sin4'2'' =−  16 xyyy 4cos104'4'' =+−  
2 xyyy 3cos310'2'' =+−  17 xyyy 2cos105'4'' =++  
3 xyyy 2sin65'2'' =+−  18 xyyy 3sin625'6'' =++  
4 xyy 2cos8'2'' =+  19 xyyy cos6517'2'' =++  
5 xyyy 2cos1213'6'' =+−  20 xyyy 2cos175'2'' =++  
6 xyyy 2sin28'4'' −=++  21 xyyy 2cos208'4'' =+−  
7 xyyy 3sin410'2'' =++  22 xyyy 4sin820'4'' =+−  
8 xxyy sin3cos2'' −=+  23 xyyy 4sin17'2'' −=+−  
9 xyyy cos817'8'' =+−  24 xyyy cos316'8'' =++  
10 xyyy 2cos618'6'' =++  25 xyyy 3sin29'6'' =+−  
11 xyyy 6sin4'2'' =+−  26 xxyy sincos24'' −=+  
12 xyy 3cos39'' =+  27 xyyy sin240'4'' =+−  
13 xyyy sin318'6'' =+−  28 xxyy 3cos3sin4'3'' −=+  
14 xyyy sin425'10'' =+−  29 xyyy 2cos5113'6'' =++  
15 xxy''y 3sin3cos2 +=+  30 xyy 4cos216'' =+  
 
Завдання 9. Розв’язати задачу Коші. (Знайти частинний 
розв’язок )(xyy KK =  диференціального рівняння, який задово-
льняє вказаним початковим умовам). Обчислити значення 
)~(~ xyy K=  отриманого розв’язку в заданій точці x~ .    
№ в-та Завдання 
1 65010'2'' 2 +=+− xyyy ; ( ) ( ) 20',30 −== yy ; pi=x~   
2 xyyy 2sin812'4'' =−+ ; ( ) ( ) 20',00 == yy ; 2/~ pi=x  
3 642''' 2 −−=− xxyy ; ( ) ( ) 30',40 −== yy ; 1~ =x   
4 xxyyy 699'6'' 2 −−=+− ; ( ) ( ) 20',10 =−= yy ; 3/1~ =x  
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5 xyyy sin126'7'' =+− ; ( ) ( ) 00',30 =−= yy ; 2/~ pi=x  
6 xeyyy −=−− 22''' ; ( ) ( ) 10',40 −== yy ; 1~ =x  
7 622'2'' 2 +=+− xyyy ; ( ) ( ) 00',50 =−= yy ; 2/~ pi=x  
8 xeyyy −=+− 102'3'' ; ( ) ( ) 40',20 −== yy ; 1~ =x  
9 xyy 5cos25'5'' −=+ ; ( )y 0 3= ,  ( )′ =y 0 0 ; 5/~ pi=x    
10 2310'5'' 2 +−=− xxyy ; ( ) ( ) 20',00 −== yy ; 5/2~ =x  
11 xyy 3sin129'' =+ ; ( ) ( ) 20',00 == yy ; 3/~ pi=x  
12 xeyyy 32625'6'' =++ ; ( ) ( ) 60',30 −== yy ; 4/~ pi=x  
13 xeyyy 51225'10'' −=++ ; ( ) ( ) 20,10 == 'yy ; 5/2~ =x  
14 xeyy 36'3'' −=+ ; ( ) ( ) 40',10 =−= yy ; 3/1~ =x  
15 xyyy 4cos684'3'' =−+ ; ( ) ( ) 20',30 −=−= yy ; pi=x~  
16 xyyy 2525'10'' =++ ; ( ) ( ) 20',00 == yy ; 5/2~ =x  
17 xyyy sin62'3'' =++ ; ( ) ( ) 40',30 −== yy ; 2/~ pi=x  
18 xyy 3cos129'' =+ ; ( ) ( ) 20',30 =−= yy ; 3/~ pi=x  
19 xyyy 3sin1818'9'' =+− ; ( ) ( ) 20',30 −== yy ; pi=x~  
20 146'2'' 2 −−=+ xxyy ; ( ) ( ) 20',30 −== yy ; 1~ =x  
21 xyy 2cos124'' =+ ; ( ) ( ) 40',30 −== yy ; 2/~ pi=x  
22 xeyyy −=−− 125'4'' ; ( ) ( ) 00',40 =−= yy ; 1~ =x  
23 xyyy 16913'6'' =++ ; ( ) ( ) 30',20 −== yy ; 2/~ pi=x  
24 xeyy 28'2'' −=+ ; ( ) ( ) 30',00 == yy ; 1~ =x  
25 xyyy 2sin266'5'' =++ ; ( ) ( ) 20',30 −== yy ; pi=x~  
26 xeyyy 4616'8'' =+− ; ( ) ( ) 20',30 −== yy ; 4/1~ =x  
27 xxyy cos6sin2'' −=+ ; ( ) ( ) 20',30 =−= yy ; pi=x~  
28 xeyy 3129'' −=− ; ( ) ( ) 20',60 −== yy ; 3/1~ =x  
29 xeyy 46'4'' =− ; ( ) ( ) 60',40 == yy ; 4/1~ =x  
30 xyyy 3sin43'4'' =+− ; ( ) ( ) 00',40 =−= yy ; pi=x~  
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Завдання 10. Розв‘язати задачу Коші для неоднорідної сис-
теми лінійних диференціальних рівнянь методом вилучення (зве-
денням до одного диференціального рівняння вищого порядку). 
(Знайти частинний розв’язок диференціальної системи, який задо-
вольняє вказаним початковим умовам). Обчислити значення 
)~(~ 11 txx K= ; )~(~ 22 txx K=  отриманого розв’язку в заданій точці t~ .   
 
№  
в-та 
Завдання 
№  
в-та 
Завдання 
1 



++=
−−=
;8
;32
2
212
2
211
t
t
exxdtdx
exxdtdx
  
4)0(;0)0( −== yx ; 1~ =t  
16 


−+=
++=
;242
;324
212
211
txxdtdx
xxdtdx
  
1)0(;3)0( =−= yx ; 1~ =t  
2 


++−=
+−=
;623
;38
212
211
txxdtdx
xxdtdx
  
2)0()0( == yx ; 1~ =t  
17 



++=
−+=
−
−
;4
;32
2
212
2
211
t
t
exxdtdx
exxdtdx
  
3)0()0( −== yx ; 1~ =t  
3 


−+=
−=
;sin8
;92
212
211
txxdtdx
xxdtdx
  
2)0(;3)0( =−= yx ; pi=t~  
18 


−+=
−+=
;324
;242
212
211
xxdtdx
txxdtdx
  
1)0(;4)0( =−= yx ; 1~ =t  
4 


−=
−−=
;34
;2
212
3
211
xxdtdx
exxdtdx t
  
5)0(;1)0( =−= yx ; 1~ =t  
19 


−+−=
++=
;425
;3410
212
211
xxdtdx
txxdtdx
  
2)0(;4)0( =−= yx ; 1~ =t  
5 


−+=
+−=
;623
;432
212
211
txxdtdx
xxdtdx
   
1)0()0( == yx ; 1~ =t  
20 


+−=
−−=
−
;54
;345
212
211
xxdtdx
exxdtdx t
  
3)0(;1)0( =−= yx ; 1~ =t  
6 


−−=
++=
;36
;62
212
211
xxdtdx
txxdtdx
  
2)0(;4)0( =−= yx ; 1~ =t  
21 


−−=
+−=
;3
;3
4
212
211
texxdtdx
xxdtdx
  
6)0(;1)0( == yx ; 1~ =t  
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7 


+−=
−−=
−
;44
;6
212
211
xxdtdx
exxdtdx t
   
1)0(;5)0( −== yx ; 1~ =t  
22 


+=
−+= −
;25
;52
212
3
211
xxdtdx
exxdtdx t
  
2)0(;2)0( −== yx ; 1~ =t  
8 


−−=
−=
;3cos
;2
212
211
txxdtdx
xxdtdx
  
1)0(;4)0( −== yx ; pi=t~  
23 


−+−=
+−=
;42
;62
212
211
xxdtdx
txxdtdx
  
4)0(;3)0( == yx ; 1~ =t  
9 


−−=
+−=
;124
;32
212
211
xxdtdx
txxdtdx
  
4)0(;3)0( =−= yx ; 1~ =t  
24 


−=
−−=
;139
;cos85
212
211
xxdtdx
txxdtdx
  
2)0(;0)0( == yx ; pi=t~  
10 


−−=
+−=
;cos37
;sin59
212
211
txxdtdx
txxdtdx
 6)0(;3)0( == yx ; pi=t~  
25 



++=
−+=
;23
;3
3
212
3
211
t
t
exxdtdx
exxdtdx
  
1)0(;3)0( −== yx ; 1~ =t  
11 


−+=
+−=
;22
;32
212
211
txxdtdx
txxdtdx
  
4)0(;1)0( −== yx ; 1~ =t  
26 


−+−=
+−=
;62
;42
212
211
xxdtdx
txxdtdx
  
4)0(;1)0( =−= yx ; 1~ =t  
12 


−−=
−+= −
;35
;6
212
3
211
xxdtdx
exxdtdx t
  
6)0(;2)0( == yx ; 1~ =t  
27 


+−=
−−=
;4104
;3124
212
211
xxdtdx
txxdtdx
  
1)0(;4)0( −== yx ; 1~ =t  
13 


−+=
+=
;cos2
;23
212
211
txxdtdx
xxdtdx
  
1)0(;6)0( == yx ; pi=t~  
28 



+−=
−+=
−
−
;37
;43
2
212
2
211
t
t
exxdtdx
exxdtdx
  
4)0(;2)0( =−= yx ; 1~ =t  
14 


−+=
+−−=
;643
;42
212
211
txxdtdx
txxdtdx
   
6)0(;2)0( == yx ; 1~ =t  
29 


++−=
−+−=
;262
;382
212
211
txxdtdx
xxdtdx
  
2)0(;4)0( =−= yx ; 1~ =t  
15 


+−=
++−=
;107
;52
212
2
211
xxdtdx
exxdtdx t
3)0()0( −== yx ; 1~ =t  
30 


−+=
++−=
;cos4
;272
212
211
txxdtdx
xxdtdx
   
4)0(;3)0( −== yx ; pi=t~  
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Змістовий модуль 3. ОПЕРАЦІЙНЕ ЧИСЛЕННЯ.  
ЕЛЕМЕНТИ ВАРІАЦІЙНОГО ЧИСЛЕННЯ  
Операційне числення, розроблене на основі перетворення 
Лапласа, широко використовується для розв’язування диферен-
ціальних та інших споріднених з ними рівнянь, що описують про-
цеси функціонування різноманітних об’єктів. Зокрема, для розра-
хунків перехідних режимів електричних ланцюгів. Однак треба за-
стерегти, що операційний метод безпосередньо незастосовний для 
ланцюгів, параметри та структура яких змінюються з бігом часу, а 
також таких, що містять нелінійні елементи.  
Методи варіаційного числення знаходять широке застосуван-
ня в різних галузях науки та виробництва при постановці та розв'я-
зуванні задач моделювання, оптимізації та керування.  
 
3.1. Перетворення Лапласа  
та його основні властивості  
 
3.1.1. Оператор Лапласа. Оригінал і зображення.  
Таблиці операційного числення  
Оригіналом називається довільна функція  ( )tf , що розгля-
дається на півінтервалі [ )∞+;0  і має такі властивості:   
1)  ( )tf  кусково-неперервна на півінтервалі [ )∞+;0 , тобто 
на будь-якому скінченному інтервалі має скінченне число точок 
розриву першого роду (скінченних стрибків);   
2) існують додатні сталі  0,0 >> Ma  такі, що 
( ) ateMtf <  при довільному значенні t  із півінтервалу [ )+∞;0 .  
Для таких функцій  ( )tf  вводиться оператор Лапласа  (пе-
ретворення Лапласа) наступним чином:  
( )( ) ( )∫
+∞
−
=
0
dttfetfL pt
 ,   де  p  – параметр.   
Зауваження 1. Параметр p  – це комплексна змінна 
β+α= ip  з додатною дійсною частиною 0>α , що забезпечує 
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збіжність невласного інтеграла.  
Оператор – це відображення, що переводить функцію у фун-
кцію.  
Інтегральний оператор Лапласа кожному оригіналу ( )tf  ста-
вить у відповідність єдину функцію   
( ) ( )∫
+∞
−
=
0
dttfepF pt
 ,  
яка називається зображенням. Позначається   
( )( ) ( )pFtfL =
   або   ( ) ( )pFtf •
•
=
 ,   або   ( ) ( )pFtf •
•
←
 .  
Спеціальний розділ вищої математики, в якому вивчається 
перетворення Лапласа та його застосування, називається опера-
ційним численням. Властивості перетворення Лапласа відображе-
ні в таблиці 1. У таблиці 2 наведено перелік найбільш вживаних 
функцій та їх зображень. Основні співвідношення більш докладно 
розглядаються нижче.  
 
 
Таблиця 1 – Правила операційного числення  
№ 
п/п  
Операція,  
властивість  
Оригінал 
( )tf   Зображення  ( )pF   
1  Лінійність  
( )±tfC 11   
( )tfC 22±   
( )±pFC 11   
( )pFC 22±   
2  
Зміщення аргу-
менту зображення 
(затухання оригіна-
лу)  
( )tfe at−   ( )apF +   
3*  Зміна масштабу  (подібність)  
( ),atf    
0>a   






a
pF
a
1
  
4  
Зміщення ар-
гументу оригіналу 
(запізнювання 
оригіналу)  
( )×− btf  
( )bt −η× ,  
0>b   
( )pFe bp−   
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5  Диференціювання 
зображення  ( )tftn   ( ) ( )( )pF nn1−   
5а  Перша похідна 
зображення  
( )tft   ( )pF ′−   
6  
Зображення  
похідних  
оригіналу  
( )( )tf n   
( ) ( )−− − 01 fppFp nn  
( ) −−′− − ...02 fpn  
( )( ) ( )( )00 12 −− −− nn fpf  
6а  Зображення першої 
похідної оригіналу  
( )tf ′   ( ) ( )0fppF −     
6б  Зображення другої 
похідної оригіналу  
( )tf ′′   ( ) ( ) ( )002 fpfpFp ′−−   
7  Зображення інтег-
рала від оригіналу   
( )∫
t
duuf
0
  
( )pF
p
1
  
 
Таблиця 2 – Основні оригінали та їх зображення  
№ 
п/п  Оригінал  ( )tf   Зображення  ( )pF   
1  ( )



<
>
=η
,0,0
;0,1
t
t
t   
p
1
  
2  ( )



<
>
=−η
bt
bt
bt
,0
,1
  
p
e bp
1
⋅
−
  
3  ate−   
ap +
1
  
4  btsin   22 bp
b
+
  
5  btcos   22 bp
p
+
  
6  bte at sin−   22)( bap
b
++
  
7  bte at cos−   22)( bap
ap
++
+
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8  nt   1
!
+np
n
  
8а  t   2
1
p
  
8б  2t   3
2
p
  
9  ( )btt −η   





+⋅− 2
11
pp
be bp   
10  atnet −   1)(
!
++ nap
n
  
10а  atte−   2)(
1
ap +
  
11  btt sin   ( )222
2
bp
pb
+
  
12  btt cos   ( )222
22
bp
bp
+
−
  
13  )cos(sin
2
1
3 btbtbtb
−   ( )222
1
bp +
  
14  ( )tδ   1  
15  ( )bt −δ   bpe−   
16  ( )t'δ   p   
 
Зауваження 2. Будь-який оригінал  ( )tf   розглядається на 
півінтервалі  [ )∞+;0 . Його зручно продовжити рівним нулю на 
всю числову пряму, поклавши  ( ) 0,0 <= ttf .  
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Зауваження 3. З означення випливає, що оригінал  ( )tf   мо-
же прямувати до нескінченності при +∞→t , але не надто швид-
ко. Наприклад, функція ( ) 2tetf =  не є оригіналом.  
Функції, що відповідають умові 2) з означення оригіналу, на-
зиваються функціями експоненціального росту.  
Функція ( ) 2tetf =  до таких не належить.  
Теорема 1 (про поведінку зображень на нескінченності). 
Нехай  ( )tf  – довільний оригінал,  ( )pF  – його зображення. Тоді  
( ) 0lim =
+∞→
pF
p
 ,  тобто будь-яке зображення прямує до нуля, коли 
параметр  p  прямує до нескінченності.  
□  ( ) atMetf < ;  apMa >>> ;0,0 ;   
( ) ( ) ( ) ( )∫ ∫∫
+∞ +∞
−−
+∞
− <=≤=
0 00
dttfedttfedttfepF ptptpt    
( ) ( )
===< ∫∫∫
−−
+∞→
+∞
−−
+∞
−
N
tap
N
tapdtat dteMdteMdtMee
000
lim   
( )
( ) )(lim
0
apM
ap
eM
N
tap
N
−=







−−
−−
+∞→
,  
бо  ( ) 0→−− Nape   при  ( )apN >+∞→ .   
Якщо  ,+∞→p  то 0)( →− apM .  Отже,  ( ) 0→pF  при 
+∞→p .   ■  
Теорема 2 (єдиності).  Якщо дві неперервні функції ( )tf1  і 
( )tf2  мають одне і те ж зображення ( )pF , то ці функції то-
тожно рівні, тобто   
якщо  ( ) ( )pFtf 11
•
•
= ; ( ) ( )pFtf 22
•
•
= ; ( ) ( )pFpF 21 = , то   
                                ( ) ( )tftf 21 =  .             (Без доведення).   
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3.1.2. Одинична ступінчаста функція Хевісайда  ( )tη   
та її зображення  
Функція  ( )tη , яка задається формулою   
( )



<
>
=η
,0,0
;0,1
t
t
t
  
називається одиничною ступінчастою фун-
кцією Хевісайда (рис. 58). (За оригінал прий-
маємо  ( ) 1=tf ).  
( )( ) ( ) ×=η=η ∫∫ −
+∞→
+∞
−
N
pt
N
pt edttetL
00
lim    
ppp
e
p
edt
pN
N
Npt
N
11limlim1
0
=







+−=







−=×
−
+∞→
−
+∞→
,  
бо   ( )00lim >=−
+∞→
pe pN
N
.  Отже,  ( )
p
t
1•
•
=η
  або  
p
11
•
•
=
 .  
Зауваження. Основи операційного числення розробив Хеві-
сайд як інструмент для вивчення характеру проходження електри-
чних сигналів. За допомогою одиничної функції  ( )tη   він описав 
стандартні сигнали азбуки Морзе (крапка і тире).  
Довільну імпульсну функцію 
( )tyy = , яка скрізь дорівнює ну-
лю, за винятком скінченного ін-
тервалу ( )βα;  (рис. 59)  
( ) ( ) ( )





β>
βα∈
α<
==
,,0
;;,
;,0
t
ttf
t
tyy   
можна подати однією формулою   
( ) ( ) ( )( )β−η−α−η= tttfy  ,  
де  ( )bt −η   – одинична функція Хевісайда з запізнюванням  
1 
t  
( )ty η=
y
 
0
Рис. 58 
t
 
α  β
y  
( )tyy =  
Рис. 59 
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( )



<
>
=−η
.,0
;,1
bt
bt
bt   
 
3.1.3. Зображення функцій  btbt cos,sin  
На основі формули інтегрування  
C
ba
btaebtbedtbte
atat
at +
+
+−
=∫ 22
sincos
sin   
маємо  ( ) === ∫∫ −
+∞→
+∞
−
N
pt
N
pt dtbtedtbtebtL
00
sinlimsinsin     
( )( ) =−+−
+
=
−
+∞→
Nptpt
N
btepbtbe
bp 022
sincoslim1   
( ) 2222 sincoslim1 bp bbbNpebNbebp pNpNN +=+−−+= −−+∞→ ,  
бо  bNe pN cos;0→−  і bNsin  - обмежені функції.  
Отже,                 22sin bp
bbt
+
=
•
•
 .  
Аналогічно, на основі формули інтегрування  
C
ba
btbebtaedtbte
atat
at +
+
+
=∫ 22
sincos
cos   
маємо           ( ) ∫
+∞
−
==
0
coscos dtbtebtL pt    
( ) 22022 sincoslim1 bp pbtbebtpebp
Nptpt
N +
=+−
+
=
−−
+∞→
.  
Отже,                      22cos bp
pbt
+
=
•
•
.  
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3.1.4. Теорема зміщення (затухання)   
Теорема (зміщення (затухання)). Якщо функція ( )pF  є зо-
браження функції ( )tf , тоді функція ( )apF +  служить зобра-
женням функції ( )tfe at− :   
( ) ( )pFtf •
•
=    ⇒    ( ) ( )apFtfe at +=•
•
−
 .  
□ ( )( ) ( ) ( ) ( ) ( )apFdttfedttfeetfeL tapatptat +=== ∫∫ +∞ +−+∞ −−−
00
. ■  
 
3.1.5. Зображення функцій  btebtee atatat cos,sin, −−−   
ap
ee
p
atat
+
=×=⇒=
•
•
−−
•
•
1111 ;  
ap
e at
+
=
•
•
−
1
;  
⇒
+
=
•
•
22sin bp
bbt  ( ) 22sin bap
bbte at
++
=
•
•
− ;  
⇒
+
=
•
•
22cos bp
pbt  ( ) 22cos bap
apbte at
++
+
=
•
•
−
.  
 
3.1.6. Теорема про лінійність оператора Лапласа  
Теорема (про лінійність оператора Лапласа). Зображення 
алгебраїчної суми двох функцій, помножених на сталі величини, 
дорівнює відповідній сумі зображень цих функцій, помножених на 
відповідні сталі  
( ) ( )( ) ( )( ) ( )( )tfLCtfLCtfCtfCL 22112211 ±=±  ,  
тобто якщо  ( ) ( ) ( )tfCtfCtf 2211 ±=   і  ( ) ( )pFtf
•
•
= ,   
( ) ( ) ( ) ( )pFtfpFtf 2211 ,
•
•
•
•
== ,  то    ( ) ( ) ( )pFCpFCpF 2211 ±= . 
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□  ( ) ( ) ( )( ) ( ) ±=±= ∫∫
+∞
−
+∞
−
0
11
0
2211 dttfeCdttfCtfCepF ptpt     
( ) ( ) ( )pFCpFCdttfeC pt 2211
0
22 ±=± ∫
+∞
−
.   ■  
Приклад 1. Знайти зображення функції  
а) ( ) tttf 3sin53cos62 −+= ;  б) ( ) tetetf tt 4sin24cos3 += .  
□  а) ( ) ( ) ( ) =−+= tLtLLpF 3sin53cos6)1(2    
)9(
18158
3
35
3
612 2
2
2222 +
+−
=
+
⋅−
+
⋅+⋅=
pp
pp
pp
p
p
;    
б) ( ) +
+−
−
⋅=+=
•
•
22 4)1(
134sin24cos3
p
p
tetetf tt   
172
53
4)1(
42 222 +−
+
=
+−
⋅+
pp
p
p
 .   ■  
Приклад 2. Знайти оригінал функції ( )
256
75
2 +−
+
=
pp
ppF .  
□   ( ) ( ) =+−
+
=
+−
+
= 222 43
75
256
75
p
p
pp
ppF   
( ) ( ) ==+−=+−
−
=
•
•
•
•
te
p
te
p
p tt 4sin
43
4
;4cos
43
3 3
22
3
22   
( ) ( ) ×++−
−
⋅=
+−
++−
⋅=
2
11
43
35
43
35/735 2222 p
p
p
p
   
( ) ( )tftetep
tt
=−=
+−
×
•
•
4sin
2
114cos5
43
4 33
22 .    ■   
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3.1.7. Теорема подібності (зміни масштабу)  
Теорема (подібності (зміни масштабу)). Якщо функція 
( )pF  є зображення функції ( )tf , тоді функція )/()/1( apFa  
служить зображенням функції ( )atf , де 0>a :   
( ) ( )pFtf •
•
=     ⇒      ( ) 0,1 >





=
•
•
a
a
pF
a
atf
 .  
□  ( )( ) ( ) ;;/;
0
adudtautatudtatfeatfL pt ===== ∫
+∞
−
  
( ) ==+∞== ∫
+∞
−
0
/;0
a
du
ufeuu aupвн    
( ) )/(11
0
/ apF
a
duufe
a
aup
== ∫
+∞
−
.   ■  
 
3.1.8. Теорема запізнювання  
(зсув аргументу в оригіналі)  
Теорема (запізнювання (зсув аргументу в оригіналі)). Нехай 
функція ( )tf  тотожно дорівнює нулю при .0<t  Якщо ( )pF  є 
зображення функції ( )tf , то функція ( )pFe bp−  служить зобра-
женням функції  ( )btf − , де 0>b   (рис. 60), тобто  
якщо ( ) ( )pFtf •
•
= ,  то  ( ) ( ) 0, >=− −•
•
bpFebtf bp
 .  
□  ( )( ) ( ) ( ) +−=−=− ∫∫ −
+∞
−
b
ptpt dtbtfedtbtfebtfL
00
  
( ) ( ) ( ) ==−⇒



<
=−
=−+ ∫∫
−
+∞
− 0
0
0
b
pt
b
pt dtbtfe
btпри
btf
dtbtfe   
( ) =
+∞===
+=−=
=−= ∫
+∞
−
внb
pt
uudtdu
butbtu
dtbtfe
;0;
;;
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( ) ( ) ( ) ( )pFeduufeeduufe bppubpbup −+∞ −−+∞ +− === ∫∫
00
.   ■  
Зауваження 1. Для явного 
врахування умови   
( ) 0=− btf   при  bt <   
формулу теореми запізнювання 
можна подати так  
( ) ( ) ( )pFebtbtf bp−•
•
=−η− ,  
0>b ,  
де  ( )bt −η   – одинична функція 
Хевісайда з запізнюванням, при цьому  
( ) ( )
p
ebt
p
t bp
11
⋅=−η⇒=η −
•
•
•
•
 .  
Зауваження 2. Згідно з теоремою запізнювання зображенням  
( )pY  довільної імпульсної функції (рис. 59) ( )ty , яку можна по-
дати однією формулою   
( ) ( ) ( ) ( )( )β−η−α−η= tttfty
 ,  
служить  ( ) ( ) ( )pFepFepY pp β−α− −=  ,   де  ( ) ( )pFtf •
•
=  .  
Приклад 1. За відомим зображенням знайти відповідний ори-
гінал:   
а) ( )
9
22
2
3/23/
+
+
=
pi−pi−
p
epeppF
pp
;  б) ( )
1
33 2
+
−
=
−−
p
eepF
pp
.  
□ а) ( ) +
+
⋅=
pi−
9
2 2
3/
p
p
epF p −=
+
⋅
•
•
pi− t
p
p
e p (3cos2
9
2 2
3/2
  
( ) ( ) ( ) ×−=pi−η⋅pi−+pi−η⋅pi− tttt 3cos23/23/23cos23/)3/   
 
( )tfy =  
b  0
y  ( )btfy −=  
t  
Рис. 60 
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( ) ×+pi−η× tt 3cos23/   
( ) ×−=pi−η× tt 3cos23/2   
( )( −pi−η× 3/t   
( )) ( )tft =pi−η− 3/2 .  
Графік одержаного ори-
гіналу подано на рис. 61.  
б) ( ) ( )−−η=
+
−
+
=
−
•
•
−− 13
1
13
1
13 2 te
p
e
p
epF tpp   
( ) ( ) ( )( ) )(21323 tfttete tt =−η−−η=−η− −− .    
(Графік отриманого оригіналу побудуйте самостійно).  ■   
 
3.1.9. Диференціювання зображення  
Теорема (про диференціювання зображення). Якщо ( )pF  є 
зображення функції ( )tf , тоді функція ( ) ( )pF
dp
d
n
n
n1−  служить 
зображенням функції  ( )tftn :  
( ) ( )pFtf •
•
=    ⇒      ( ) ( ) ( )pF
dp
d
tft
n
n
nn 1−=
•
•
 .  
□  Диференціюючи ліву і праву частини формули  
( ) ( )∫
+∞
−
=
0
dttfepF pt   
по параметру  p , дістанемо   
( ) ( ) ( ) =





==′ ∫∫
+∞
−
+∞
−
00
dttfe
dp
ddttfe
dp
dpF ptpt   
                                 
( ) ( ) ( )∫∫
+∞
−
+∞
−
−=−=
00
dtttfedttfet ptpt  .   
0  
2  
t
 
y  
3/pi  
3/2pi  
( )tfy =  
Рис. 61 
2−  
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Отже,   )()(' tftpF −=
•
•
     або     )(')( pFtft −=
•
•
 .  
Аналогічно знаходимо другу похідну зображення  
( ) ( ) ( ) =





−=







−=′′ ∫∫
+∞
−
+∞
−
00
dtttfe
dp
ddtttfe
dp
dpF ptpt   
                                                                 
( )∫
+∞
−
=
0
2 dttfte pt  .  
Отже,                     ( ) ( )pFtft ′′=•
•
2
 .  
Продовжуючи цей процес, на основі методу математичної ін-
дукції для довільної  n -ої похідної зображення маємо співвідно-
шення  
( ) ( ) ( )( )pFtft nnn 1−=•
•
 .   ■  
 
3.1.10. Зображення функцій  ntt, ,  ( )btt −η ,   
atnat ette −− , ,  bttbtt cos,sin   
Використовуючи формули для зображення одиничної функції 
Хевісайда і похідної зображення, одержимо  
( ) ( ) 22 11/11/11 pppttp =−−=′−=×=⇒= •
•
•
•
 .   
Отже,                            2
1
p
t
•
•
=
 .  
Тоді           ( ) 3322 2121 pppttt ⋅==′−=×=
•
•
;    
( ) 4323 3212 ppttt ⋅⋅=′−=×=
•
•
.  
Продовжуючи цей процес, на основі методу математичної ін-
дукції для довільного  n  маємо співвідношення  
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1
!
+
•
•
=
n
n
p
n
t
 ,  
де  nn ⋅⋅⋅⋅= ...321!   – факторіал числа  n .  
Використовуючи формули для зображення одиничної функції 
Хевісайда з запізнюванням  ( )bt −η   і похідної зображення, одер-
жимо  
( ) ( ) ( ) =′−=−η⇒=−η −•
•
−
•
•
pebtte
p
bt bpbp1    
                         
( )






+⋅=
−−
−=
−
−−
22
11
pp
be
p
epbe bpbpbp
.  
Отже,          ( ) 





+⋅=−η −
•
•
2
11
pp
bebtt bp
 .  
Використовуючи зображення функцій  ntt,  і теорему змі-
щення (затухання), одержимо зображення функцій  atte−  і atnet − :  
( )2
1
ap
te at
+
=
•
•
−
 ;         ( ) 1
!
+
•
•
−
+
=
n
atn
ap
n
et
 .  
Використовуючи формули для зображення функцій 
btbt cos,sin   і похідної зображення, дістанемо:  
=





+
−=⇒
+
=
•
•
•
•
2222 sinsin bp
b
dp
dbtt
bp
bbt    
( ) ( )222222
22
bp
pb
bp
pb
+
=
+
−
⋅−= ;    ⇒
+
=
•
•
22cos bp
pbt   
( ) ( )222
22
222
22
22
2
cos
bp
bp
bp
ppbp
bp
p
dp
dbtt
+
−
=
+
⋅−+
−=





+
−=⇒
•
•
.   
Отже,   ( )222
2
sin
bp
pbbtt
+
=
•
•
 ;      ( )222
22
cos
bp
bpbtt
+
−
=
•
•
 .   
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Приклад 1. Знайти оригінал функції  
( ) ( )22 16
5
+
=
p
ppF .  
□ ( ) ( ) ( ) ttp
p
p
ppF 4sin
8
5
16
42
4
1
2
15
16
5
2222
⋅=
+
⋅
⋅⋅⋅=
+
=
•
•
.  ■   
 
3.1.11. Зображення похідних оригіналу  
Теорема (про зображення похідної оригіналу). Якщо ( )pF  є 
зображення функції ( )tf , тоді функція  ( ) ( )0fpFp −   служить 
зображенням похідної  ( )tf ′  :  
( ) ( )pFtf •
•
=    ⇒   ( ) ( ) ( )0fpFptf −=′ •
•
 .  
□ Використовуючи означення перетворення Лапласа і фор-
мулу інтегрування частинами, одержимо  
( )( ) ( ) ( ) ;;;
0
dttfdvdtpedueudttfetfL ptptpt ′=−===′=′ ∫
+∞
−−−
   
( ) ( ) ( ) ( ) ( ) =−×−==′= ∫∫ +∞ −∞+− dtpetftfetfdttfv ptpt
0
0
  
( ) ( ) ( ) ( ) ( )000lim
0
fpFpdttfepftfe ptpt
t
−=+−=== ∫
+∞
−−
+∞→
 .  
Отже,               ( ) ( ) ( )0fpFptf −=′ •
•
 .    ■ 
Застосовуючи цю формулу повторно, одержимо  
( )( ) ( )( ) ( )( ) ( ) =′−′=



 ′′=′′ 0ftfLptfLtfL     
( ) ( )( ) ( ) ( ) ( ) ( )0000 2 ffppFpffpFpp ′−−=′−−=  .  
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Отже,       ( ) ( ) ( ) ( )002 ffppFptf ′−−=′′ •
•
 .   
На основі методу математичної індукції для довільної  n -ої 
похідної оригіналу маємо співвідношення  
( )( ) ( ) ( ) ( ) −−′−−= −−•
•
...00 21 fpfppFptf nnnn    
                                         
( )( ) ( )( )00 12 −− −− nn fpf . 
Зауваження. Формули для зображення похідних спрощують-
ся, якщо всі початкові умови нульові: ( ) 00 =f , ( ) 00 =′f , 
( ) 00 =′′f , ... . Тоді  
( ) ( ) ( ) ( ) ;; ppFtfpFtf •
•
•
•
=′=    
( )( ) ( )pFptf nn •
•
= .    
 
3.1.12. Зображення інтеграла від оригіналу   
Теорема (про зображення інтеграла від оригіналу). Якщо 
( )pF  є зображення функції ( )tf , тоді функція  ( )pFp)/1(   слу-
жить зображенням інтеграла  ( )∫ t duuf0  :  
( ) ( )pFtf •
•
=    ⇒   ( ) ( )pF
p
duuf
t 1
0
•
•
=∫  .  
□ Нехай  ( ) ( ) ( ) ( ) ( )pduuftpFtf t Φ==ϕ= •
•
•
•
∫
0
; . Знайдемо 
похідну інтеграла зі змінною верхньою межею   
( ) ( ) ( )tfduuf
dt
d
t
t
==ϕ ∫
0
'  .   
Використаємо формулу для зображення похідної оригіналу  
( ) ( ) ( )0ϕ−Φ=ϕ′ •
•
ppt  .  
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Але  ( ) ( ) 00 0
0
==ϕ ∫ duuf ,  тому  ( ) ( )ppt Φ=ϕ′
•
•
.   
Таким чином,   
( ) ( ) ( )
( ) ( ) 




=
Φ=ϕ′=
•
•
•
•
pFtf
ppttf ( ) ( )pppF Φ=⇒ .  
Отже,     ( ) ( )pFpp )/1(=Φ  .      ■  
Приклад 1. Користуючись теоремою про зображення інтегра-
ла від оригіналу і формулою  
1
1
sin 2 +
=
•
• p
t , знайти зображення 
функції  tcos .  
□   ∫ +
=−
+
⋅−=−=
•
•
t
p
p
ppp
duut
0
22 11
111
sin1cos  .   ■ 
Приклад 2. Користуючись теоремою про зображення інтегра-
ла від оригіналу, знайти оригінал ( )tf  за його зображенням:  
( ) )136(1 23 ppppF +−= .  
□  ( ) =
+−
⋅=
+−
=
136
11
)136(
1
223 ppppppp
pF   
( ) ( )
•
•
•
•
==
+−
=
+−
⋅⋅= te
ppp
t 2sin
23
2
23
21
2
1 3
2222   
:)sincos(sin2sin
2
1
0
3 btaebtbedtbteduue atatat
t
u +−=== ∫∫
•
•
   
=
+
+−
⋅=++
t
uu ueueCba
0
22
33
22
23
2sin32cos2
2
1)(:   
( )tftete tt =++−⋅= )22sin32cos2()26/1( 33  .   ■  
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3.1.13. Одинична імпульсна дельта-функція Дірака  ( )tδ    
та її зображення   
Розглянемо імпульсну функцію  ( )thδ , яка задається рівністю  
( )





>
<<
<
=δ
,,0
;0,1
;0,0
ht
hth
t
th    
де  0>h   – ширина імпульсу (рис. 
62).  
Співвідношення для  ( )thδ   
можна подати однією формулою за 
допомогою одиничної функції Хе-
вісайда  
( ) ( ) ( )( )htt
h
th −η−η=δ
1
 .  
Знайдемо зображення  цієї імпульсної функції  ( )thδ :  
( ) .1111
ph
e
p
e
ph
t
hp
hp
h
−
−
•
•
−
=





−=δ   
Одиничною імпульсною дельта-функцією Дірака  ( )tδ   на-
зивається узагальнена функція, яка визначається умовами:  
1)  ( )





>
=∞+
<
=δ
;0,0
;0,
;0,0
t
t
t
t
     2)  ( ) 1=δ∫
+∞
∞−
dtt
 .  
Дельта-функцію  ( )tδ   можна розглядати як границю імпуль-
сної функції  ( )thδ   при  0→h :   ( ) ( )tt hh δ=δ →0lim .  
За зображення дельта-функції  ( )tδ   природно взяти границю 
зображення імпульсної функції  ( )thδ   при  0→h   
y
h/1  
0  
t  
h  
( )ty hδ=
Рис. 62 
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( ) ( )( ) ==−=δ=δ −
→→
•
• 0
01limlim
00 ph
e
tLt
hp
hhh
  
( ) ( ) 1lim')(1lim
00
=
−−
=




 ′
−
−
→
−
→ p
pephe
hp
h
hp
h
.    
Отже,                             ( ) 1•
•
=δ t
 .   
Зауваження 1. (Фізичний зміст дельта-функції). З точки зору 
механіки дельта-функцію ( )tδ  можна трактувати як нескінченну 
силу, що діє миттєво і має одиничний імпульс.  
Зауваження 2. Використовуючи означення ( )tδ  і формулу для 
зображення інтеграла від оригіналу, можна встановити зв’язок між 
одиничними функціями Дірака і Хевісайда:  
( ) ( )tduut η=δ∫
∞−
;       ( ) ( )
dt
td
t
η
=δ  .  
 
3.2. Обернення перетворення Лапласа.  
Відшукання оригіналу зображення,  
що має вигляд раціонального дробу  
У загальному випадку, знаходження оригіналу ( )tf  за його 
зображенням ( )pF  – досить складна задача:  загальна формула 
обернення передбачає обчислення комплексного інтеграла  
( ) ( )∫
∞+γ
∞−γpi
=
i
i
pt dppFe
i
tf
2
1
,  
де інтегрування здійснюється вздовж вертикальної прямої в облас-
ті збіжності оператора Лапласа.  
Обмежимося лише розв’язуванням цієї задачі за допомогою 
таблиці 2  відповідності оригіналів та їх зображень. Розглянемо 
найбільш поширений випадок, коли зображення має вигляд раціо-
нального дробу.   
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Правило. Нехай необхідно знайти оригінал ( )tf  для зобра-
ження ( )pF  у вигляді раціонального дробу ( ) ( ) ( )pQpPpF nm= ,  
де  ( )pPm   і  ( )pQn  – многочлени відповідно степеня m  і n .  
Тоді:  
1) Якщо дріб неправильний  ( ),nm ≥  то з нього треба виді-
лити цілу частину.   
2) Правильний дріб ( )nm <  треба розкласти на суму елеме-
нтарних дробів виду   
kap
A
)( −  ;   kapap
CBp
)( 212 ++
+
 ;   1≥k  ;   04 221 <−= aaD  .  
3) Знайти оригінали для цілої частини і кожного елементар-
ного дробу, скористатися властивістю лінійності перетворення 
Лапласа і знайти оригінал початкового дробу.  
4) Спростити одержаний вираз.  
Приклад 1. Знайти оригінал за його зображенням:  
( ) )52)(4(
17
22 ++−
−
=
ppp
ppF .  
□  ( ) +
+
+
−
=
+++−
−
=
22)52)(2)(2(
17
2 p
B
p
A
pppp
ppF   
×−++++=
++
+
+ )2()52)(2(
52
2
2 pBpppApp
DCp
    
17)2)(2)(()52( 2 −=+−++++× pppDCppp ;  
:
:
:2
:2
0
3
p
p
p
p
−=
=
 







−=−−
=++
−=⋅−
=⋅
;141010
;0
;1554
;13134
DBA
CBA
B
A
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+
+
+
−
=
−=−=−−
−==++
==
2
4/3
2
4/1
1;142/152/5
;1;04/34/1
;4/3;4/1
pp
DD
CC
BA
  
−
+
⋅+
−
⋅=
++
−−
+
2
1
4
3
2
1
4
1
52
11
2 pppp
p
   
( ) ( )tfteeep
p ttt
=−+
++
+
−
−−
•
•
= 2cos4
3
4
1
21
1 22
22 .   ■  
Зауваження. В елементарному дробі з квадратним тричленом 
у знаменнику для спрощення наступного переходу до оригіналу 
можна спочатку виділити повний квадрат двочлена, а потім подати 
цей дріб у вигляді  
( )kbap
BapA
22)(
)(
++
++
.  
Приклад 2. Знайти оригінал за його зображенням:  
( )
ppp
ppF
84
83
23
2
+−
−
= .  
□  ( ) =+−
−
=
+−
−
=
4)2(
83
)84(
83)(
2
2
2
2
pp
p
ppp
ppF   
=
+−
+−
+=
4)2(
)2(
2p
CpB
p
A
  
( ) ( )( ) 83)24)2( 22 −=+−++−= ppCpBpA ;   
:
:2
:0
2p
p
p
=
=
 =
=−=
=−=
−=





=+
=+
−=
43
;422
;1
;3
;424
;88
AB
AC
A
BA
CA
A
  
+
+−
−
⋅+−=
+−
+−
+
−
=
4)2(
241
4)2(
4)2(41
22 p
p
pp
p
p
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( )tftete
p
tt
=++−
+−
⋅+ =
•
•
2sin22cos41
4)2(
22 222 .  ■  
 
3.3. Операційний метод розв‘язування  
диференціальних рівнянь та їх систем  
Загальна схема методу показана на рис.63. Застосування цієї 
схеми докладно розберемо на прикладах.  
Приклад 1. Розв‘язати задачу Коші для лінійного неоднорід-
ного диференціального рівняння першого порядку:   
tyy 124' =− ;    ( ) 00 =y .  
□ Нехай  ( ) ( )pYty •
•
=  – відповідно шуканий розв’язок (оригі-
нал) і його зображення. Перейдемо в обох частинах диференціаль-
ного рівняння до зображень:   
( ) ( ) ( ) ( )ppYyppYty =−=•
•
0'  ;   2
1
p
t
•
•
=  .  
Одержимо операторну форму диференціального рівняння  
( ) ( ) 2/1124 ppYppY ⋅=−   
–  допоміжне рівняння-зображення. Розв’яжемо його:  
( )( ) ( ) ( )4
12
;
124 22
−
==−
pp
pY
p
ppY   
– зображення шуканого розв‘язку. Знайдемо відповідний оригінал:  
Диференціальне 
      рівняння 
       Допоміжне  
рівняння-зображення 
Розв‘язок 
Зображення  
   розв‘язку 
Рис. 63 
 281 
( ) ( ) =−++=−= 44
12
22 p
C
p
B
p
A
pp
pY     
( ) ( ) 24412 CppBpAp +−+−== ;   
:
:4
:0
2p
p
p
=
=
=





−=−==+
==
−==−
43;0
;43;1216
;3;124
CACA
CC
BB
    
•
•
=
−
⋅+⋅−⋅−=
−
+
−
+
−
=
4
1
4
3131
4
3
4
4/334/3
22 pppppp
  
( )tyteet tt =−−=+−⋅−=•
• 4
33
4
3
4
331
4
3 44
   
– шуканий розв‘язок.   ■  
Приклад 2. Розв‘язати задачу Коші для лінійного неоднорід-
ного диференціального рівняння другого порядку   
( ) ( ) 00';10;3sin104'4'' ===+− yyteyyy t .   
□ Нехай  ( ) ( )pYty •
•
=  – відповідно шуканий розв’язок (оригі-
нал) і його зображення. Перейдемо в обох частинах диференціаль-
ного рівняння до зображень:  
( ) ( ) ( ) ( ) 10' −=−=•
•
ppYyppYty ;  ( ) ( ) ( )−−=•
•
0'' 2 pypYpty   
 ( ) ( ) ppYpy −=− 20' ;  ( ) 102
3
31
33sin 222 +−
=
+−
=
•
• ppp
tet .  
Одержимо  
( ) ( )( ) ( ) )102(310414 22 +−⋅=+−−− pppYppYppYp   
– допоміжне рівняння-зображення. Розв’яжемо це рівняння:  
( )
102
30444)( 22 +−+−=+−⋅ ppppppY ;  
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102
304084102)2()( 2
223
2
+−
+−+−+−
=−⋅
pp
pppppppY ;  
( ) )102()2(
10186
22
23
+−−
−+−
=
ppp
ppppY     
– зображення шуканого розв‘язку. Знайдемо відповідний оригінал:  
( ) +
−
+
−
=
+−−
−+−
=
2)2()102()2(
10186
222
23
p
B
p
A
ppp
ppppY     
=
+−
+
+
1022 pp
DCp ( ) ++−−++− )102(2)102( 22 pppBppA   
10186)2()( 232 −+−=−++ ppppDCp ;   
:
:1
:0
:2
3p
p
p
p
=
=
=
 





−=
−=++−
−=+−
=







=+
=++−
−=+−
=
;1
;69
;20420
;1
;1
;399
;1042010
;1010
BC
DCB
DB
A
CB
DCBA
DBA
A
     
=
=−=
−=−=
=
=−



−=+−+−
−=+−
−
5/31
;355
;5/2
;115
;619
;55
BC
BD
B
B
DBB
DB
  
+
−
⋅+
−
=
+−
−
+
−
+
−
=
2
1
5
2
)2(
1
102
3)5/3(
2
5/2
)2(
1
222 pppp
p
pp
  
=
+−
−−
⋅+
−
⋅+
−
=
+−
−
⋅+
9)1(
41
5
3
2
1
5
2
)2(
1
9)1(
5
5
3
222 p
p
ppp
p
  
•
•
=
+−
⋅−
+−
−
⋅+
−
⋅+
−
=
9)1(
3
5
4
9)1(
1
5
3
2
1
5
2
)2(
1
222 pp
p
pp
  
)(3sin
5
43cos
5
3
5
2 22 tyteteeet tttt =−++=
•
•
   
– шуканий розв‘язок.     ■  
 283 
Приклад 3. Розв‘язати задачу Коші для лінійного неоднорід-
ного диференціального рівняння другого порядку   
( ) ( )

−==
=+
10';20
3sin29''
yy
tyy
  
□ Нехай  ( ) ( )pYty •
•
=  – відповідно шуканий розв’язок (оригі-
нал) і його зображення. Перейдемо в обох частинах диференціаль-
ного рівняння до зображень:  
( ) ( ) ( ) ( ) ( ) 120'0'' 22 +−=−−=•
•
ppYpypypYpty ;   
9
3
3
33sin 222 +
=
+
=
•
• pp
t  .  
Одержимо  ( ) ( ) )9(32912 22 +⋅=++− ppYppYp  – допо-
міжне рівняння-зображення. Розв’яжемо його:  
9
612)9()( 22 ++−=+⋅ ppppY ;  
22
23
22
23
)9(
3182
)9(
69182)(
+
−+−
=
+
+−−+
=
p
ppp
p
ppppY   
– зображення шуканого розв‘язку. Знайдемо відповідний оригінал:  
=++++=
+
+
+
+
+
= )9)((
9)9()(
2
222 pDCpBApp
DCp
p
BAppY    
3182 23 −+−= ppp ;    
318299 2323 −+−=+++++ pppDDpCpCpBAp ;   
:
:
:
:
0
1
2
3
p
p
p
p
 =
=−−=
=−=







−=+
=+
−=
=
693
;0918
;39
;189
;1
;2
DB
CA
DB
CA
D
C
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•
•
=
+
⋅−
+
⋅+
+
⋅=
+
−
+
+
+⋅
=
9
3
3
1
9
2)9(
16
9
12
)9(
60
2222222 pp
p
pp
p
p
p
   
=⋅−+−⋅
⋅
⋅=
•
•
ttttt 3sin
3
13cos2)3cos33(sin
32
16 3   
)(3cos23cos
3
13sin
9
2
tytttt =+−−=  – шуканий розв‘язок. ■ 
Приклад 4. Розв‘язати задачу Коші для лінійного неоднорід-
ного диференціального рівняння другого порядку  
( ) ( ) ( ) 00';10;32sin4'2'' ==δ−=+ yyttyy  .  
□ Нехай  ( ) ( )pYty •
•
=  – відповідно шуканий розв’язок (оригі-
нал) і його зображення. Перейдемо в обох частинах диференціаль-
ного рівняння до зображень:  
( ) ( ) ( ) ( ) 10' −=−=•
•
ppYyppYty ;   ( ) ( ) ( )−−=•
•
0'' 2 pypYpty   
( ) ppYpy −=− 2)0(' ;   
4
22sin 2 +
=
•
• p
t ;   ( ) 1•
•
=δ t .  
Одержимо  ( ) 13
4
241)(2)( 22 ⋅−+⋅=−+− pppYppYp   
– допоміжне рівняння-зображення. Розв’яжемо це рівняння:   
3
4
82)2()( 22 −+++=+⋅ pppppY ;  )4()2(
44)( 22
23
++
++−
=
ppp
ppppY     
– зображення шуканого розв‘язку. Знайдемо відповідний оригінал:  
=
+
+
+
+
+=
++
++−
=
42)4()2(
44)( 22
23
p
DCp
p
B
p
A
ppp
ppppY     
=+++++++= )2()()4()4()2( 22 ppDCppBpppA   
4423 ++−= ppp ;   
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p
p
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 =
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=
=







−=−+−
=++
−=−
=
1
;2/1
;1
;2/1
;255
;1
;1616
;48
D
C
B
A
DCBA
CBA
B
A
      
−
+
⋅−
+
+⋅=
+
−−
+
+
+= 222 22
1
2
11
2
1
4
1)2/1(
2
12/1
p
p
ppp
p
pp
  
)(2sin
2
12cos
2
1
2
1
2
2
2
1 2
22 tyttep
t
=−−+=
+
⋅−
−
•
•
  
–  шуканий розв‘язок.   ■  
Приклад 5. Розв‘язати задачу Коші для системи лінійних не-
однорідних диференціальних рівнянь  
а) 



+−=
−+=
;5'
;24'
xyy
eyxx t
          2)0(;0)0( −== yx ;   
б) 



−+=
+=
;2sin502'
;32'
tyxy
yxx
  0)0(;0)0( == yx .  
□ а)  Нехай  ( ) ( )pXtx •
•
= ;  ( ) ( )pYty •
•
=  – відповідно оригіна-
ли та зображення шуканого розв’язку. Перейдемо в диференціаль-
ній системі до зображень:  
( ) ( ) ( ) ( )ppXxppXtx =−=•
•
0' ;  
 
( ) ( ) ( ) ( ) 20' +=−=•
•
ppYyppYty ;  
1
1
−
=
•
• p
e t ;  
p
11
•
•
= .   
Дістанемо операторну форму диференціальної системи  
( ) ( ) ( )
( ) ( ) ( )

+−=+
−−+=
ppXpYppY
ppYpXppX
/52
)1(24
  
– допоміжна система-зображення. Розв’яжемо цю лінійну алгебра-
їчну систему, наприклад, за формулами Крамера:  
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


+−=⋅−+
−−=−⋅−
pppYppX
ppYpXp
)52()()1()(
)1(2)(4)()1(
  
4)1(
11
41 2 +−=
−
−−
=∆ p
p
p
;  =
−+−
−−−
=∆
1)52(
4)1(2
1 ppp
p
  
p
p
p
p 20102082 +−=+−+−= ;  =
+−
−−−
=∆
pp
pp
)52(1
)1(21
2   
)1(
51292
1
2)52()1( 23
−
+−+−
=
−
+
+−−
=
pp
ppp
pp
pp
;  
( ) ( )4)1(
2010
2
1
+−
+−
=
∆
∆
=
pp
ppX ;   
( ) ( )4)1()1(
51292
2
23
2
+−−
+−+−
=
∆
∆
=
ppp
ppppY    
– зображення шуканого розв‘язку. Знайдемо відповідний оригінал:  
( ) ( ) =+−
+−
+=
+−
+−
=
4)1(
)1(
4)1(
2010
22 p
CpB
p
A
pp
ppX   
( ) 2010))1((4)1( 2 +−=+−++−= ppCpBpA ;   
:
:1
:0
2p
p
p
=
=
=





−=−==+
−=−==+
==
4;0
;6410;104
;4;205
ABBA
ACCA
AA
    
−
+−
−
⋅−⋅=
+−
−−−
+=
4)1(
1414
4)1(
6)1(44
22 p
p
pp
p
p
  
)(2sin32cos414
4)1(
23 2 txtetep
tt
=−−⋅=
+−
⋅−
•
•
;  
( ) ( ) =+−
+−
+
−
+=
+−−
+−+−
=
4)1(
)1(
14)1()1(
51292
22
23
p
DpC
p
B
p
A
ppp
ppppY    
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( ) ( )++−++−−= 4)1(4)1()1( 22 pBpppA   
51292)1())1(( 23 +−+−=−+−+ pppppDpC  ;   
:2
:
:1
:0
3
=
=
=
p
p
p
p
=
−=
−=+−−
−=−−−=
=−=







−=+++
−=++
=
=−
5
;17225
;12
;0;1
;1722105
;2
;04
;55
D
D
BAC
BA
DCBA
CBA
B
A
   
−
+−
−
−−=
+−
−−−
+
−
+
−
=
4)1(
11
4)1(
5)1(
1
01
22 p
p
pp
p
pp
   
)(2sin
2
52cos1
4)1(
2
2
5
2 tytetep
tt
=−−−=
+−
⋅−
•
•
.  
Отже,   




−−−=
−−=
tetety
tetetx
tt
tt
2sin)2/5(2cos1)(
;2sin32cos44)(
  
– шуканий розв‘язок.   
(Задачу б) розв’язати самостійно. Відповідь:  




−−−=
−++−=
−
−
tt
tt
eettty
eetttx
4
4
2122sin22cos14)(
;3122sin122cos9)(
    
– шуканий розв‘язок.)    ■  
Зауваження. Крім диференціальних рівнянь, що включають 
похідні невідомої функції, для математичного моделювання різних 
явищ використовуються також інші споріднені з ними рівняння. 
Зокрема, інтегральні рівняння, що містять інтеграли від невідомої 
функції, а також інтегро-диференціальні рівняння, в яких неві-
дома функція входить як під знак похідної, так і під знак інтеграла.  
Приклад 6. Знайти частинний розв‘язок інтегро-диферен-
ціального рівняння t
t
eduuyyy 3
0
4)(32' −=−+ ∫ , який задовольняє 
початковій умові   ( ) 10 =y  .  
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□  Нехай  ( ) ( )pYty •
•
=  – відповідно шуканий розв’язок (ори-
гінал) і його зображення. Перейдемо в обох частинах інтегро-
диференціального рівняння до зображень:  
( ) ( ) ( ) ( ) 10' −=−=•
•
ppYyppYty ;   
( )pY
p
duuy
t 1)(
0
•
•
=∫ ;     3
13
+
=
•
•
−
p
e t .   
Одержимо  ( ) ( ) ( )
3
141321
+
⋅=⋅−+−
p
pY
p
pYppY  – допо-
міжне рівняння-зображення. Розв’яжемо його:  
3
4)()32( 2
+
+=⋅−+
p
pppYpp ;  )32()3(
7)( 2
2
−++
+
=
ppp
pppY    
– зображення шуканого розв‘язку. Знайдемо відповідний оригінал:  
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)(
2
13
2
1 33 tyeete ttt =++= −−
•
•
 – шуканий розв‘язок.    ■   
 
3.4. Застосування операційного числення  
для розв'язування задач електротехнічного змісту 
Математичними моделями перехідних процесів у електрич-
них ланцюгах служать диференціальні та споріднені з ними (інтег-
ральні, інтегро-диференціальні, скінченно-різницеві і т. п.) рівнян-
ня. При складанні таких рівнянь звичайно користуються першим 
та другим законами Кірхгофа.  
Перший закон Кірхгофа:  алгебраїчна сума всіх струмів, що 
протікають в довільній точці ланцюга, дорівнює нулю.  
Другий закон Кірхгофа:  для кожного замкнутого контуру  
алгебраїчна сума падінь напруги в окремих гілках дорівнює нулю.  
У довільний момент часу  t   перехідного процесу для актив-
ного опору  R ,  індуктивності  L ,  ємності  C   справедливі насту-
пні співвідношення, що зв’язують падіння напруги на кінцях еле-
мента  ( )tu  та силу струму в ньому  ( )ti :  
( ) ( )tiRtu RR = ;  ( ) ( )dt
tidLtu LL = ;  ( ) ( ) ( )01
0
C
t
CC udttiC
tu += ∫ ,  
де  ( )0Cu  – падіння напруги на ємності в початковий момент часу  
0=t .  
Приклад 1. Контур складається з послідовно сполучених ак-
тивного опору R  та індуктивності L  (рис. 64). Знайти закон зміни 
сили струму ( )ti  в контурі при його 
відключенні від джерела зі сталою елек-
трорушійною силою E  і закороченні 
ланцюга в початковий момент часу 
0=t  (перемикач K  переводиться при 
0=t  із положення A  в положення B ).  
□  Нехай  ( ) ( )pIti •
•
=  – шукана си-
ла струму (оригінал) і відповідне зобра-
R
 
L
 E
 
KA
B
 
Рис. 64 
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ження. У момент перемикання 0=t  за законом Ома сила струму  
( ) REi =0 .  
Після перемикання за другим законом Кірхгофа   
0=+ RidtdiL .  
Перейдемо в одержаному ДР до зображень:  
( ) ( ) ( ) REpIpipIp
dt
di
−=−=
•
•
0 ;  ( )( ) ( ) 0=+− pRIREpIpL     
– допоміжне рівняння-зображення. Розв’яжемо його:  
( ) ( )
R
LEpIRLp =+  ;      ( )
RLp
RLEpI
+
=    
– зображення шуканого розв‘язку. Знайдемо відповідний оригінал:  
( ) ( )tie
R
E
LRpR
E
RLp
RLEpI tLR ==
+
×=
+
=
−
•
•
)/(
/
1
   
–  шуканий закон зміни сили струму в контурі.    ■  
Приклад 2. Контур складається з послідовно сполучених ак-
тивного опору R , індуктивності L  і ємності C  (рис. 65). Знайти 
закон зміни сили струму в контурі при його підключенні в почат-
ковий момент часу  0=t   до джерела зі сталою електрорушійною 
силою E  (перемикач K  переводиться при 0=t  з положення B  у 
положення A ).  
□  Нехай  ( ) ( )pIti •
•
=  – 
шукана сила струму (оригі-
нал) і відповідне зображення. 
У початковий момент  0=t   
сила струму і початкова на-
пруга на обкладинках кон-
денсатора дорівнюють нулю  
( ) 00 =i ;    ( ) 00 =Cu .  
Тоді згідно з другим за-
коном Кірхгофа  
K  A  
E  L  
R  
B  
C  
Рис. 65 
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Edzzi
Cdt
diLRi t =++ ∫0 )(
1
.  
Перейдемо в обох частинах одержаного інтегро-диферен-
ціального рівняння до зображень:  
( ) ( ) ( )pIpipIp
dt
di
=−=
•
•
0 ; )(1)(
0
pI
p
dzzit
•
•
=∫ ; p
11
•
•
= ;   
)/1()()/1()/1()()( pEpIpCpILppIR ⋅=⋅++    
–  допоміжне рівняння-зображення. Розв’яжемо це рівняння:  
( ) ( ) ( ) CEpIpICLppICRp =++ 2 ;   
( ) )(1)/(
/
1 22 CLpLRp
LE
CRpCLp
CEpI
++
=
++
=    
– зображення шуканого розв‘язку. Знайдемо відповідний оригінал.  
Обмежимося найважливішим для практики випадком малого 
опору R  і введемо позначення:  
)2( LR/=α  – коефіцієнт затухання;  )/(10 LC=ω  – власна кру-
гова частота, яку мав би контур при відсутності активного опору  
( )0=R ;  ( ) 2202)2/()/(1 α−ω=−=ω LRLC  – кругова частота 
контура. Припускаємо, що  0220
2 >α−ω=ω  (опір R  малий).  
Тоді  
=−+





++=++ 2
22
22
4
1
22
1
L
R
CLL
Rp
L
Rp
CL
p
L
Rp    
( ) 2222022 2 ω+α+=α−ω+α+α+= ppp ;  
( ) ( )tite
L
E
pL
EpI t =ω
ω
=
ω+α+
ω
⋅
ω
=
α−
•
•
sin)( 22    
– шуканий закон зміни сили струму в контурі.    ■   
Приклад 3. Два однакових контури, кожний з яких складаєть-
ся з послідовно сполучених активного опору  R ,  індуктивності L  
і ємності C , зв’язані взаємною індукцією M  (рис. 66). Знайти 
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закон зміни сили струму в першому  ( )ti1   та другому  ( )ti2   кон-
турі при умові, що другий контур закорочений, а перший контур у 
початковий момент часу  0=t   підключається до джерела зі ста-
лою електрорушійною силою E  (перемикач K  переводиться при  
0=t  з положення B  в положення A ). Вважати індукційний 
зв’язок ідеальним, при якому  LM = .   
□  Нехай   
( ) ( )pIti 11
•
•
= ,   
( ) ( )pIti 22
•
•
=   
 – шукані закони зміни 
сили струму (оригінали) і 
відповідні зображення. У 
початковий момент 0=t  
обидва контури закорочені, тому початкова сила струму і початко-
ва напруга на обкладинках конденсаторів дорівнюють нулю:  
( ) 001 =i ;  ( ) 001 =Cu ;  ( ) 002 =i ;  ( ) 002 =Cu .  
Застосовуючи другий закон Кірхгофа до кожного з контурів, 
одержимо інтегро-диференціальну систему  





=+++
=+++
∫
∫
.0)(1
;)(1
1
0 2
2
2
2
0 1
1
1
dt
diMdzzi
Cdt
diLRi
E
dt
diMdzzi
Cdt
diLRi
t
t
  
Враховуючи умову  LM = , маємо  





=+++
=+++
∫
∫
.0)(1
;)(1
1
0 2
2
2
2
0 1
1
1
dt
diLdzzi
Cdt
diLRi
E
dt
diLdzzi
Cdt
diLRi
t
t
  
Перейдемо в обох частинах одержаної інтегро-диференціаль-
ної системи до зображень:  
R
 R
 
L
 
L
 E
 
K
 
A
 
B
 
M
 
Рис. 66 
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( ) ( ) ( )pIpipIp
dt
di
111
1 0 =−=
•
•
;  ( )pI
p
dzzit 10 1
1)(
•
•
=∫ ;   
( ) ( ) ( )pIpipIp
dt
di
222
2 0 =−=
•
•
;  ( )pI
p
dzzit 20 2
1)(
•
•
=∫ ;  p
11
•
•
= ;   
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )






=+++
⋅=+++
01
;
11
1222
2111
pILppI
Cp
pILppIR
p
EpILppI
Cp
pILppIR
   
– допоміжна система-зображення. Розв’яжемо цю лінійну алгебра-
їчну систему за формулами Крамера:   
( ) ( ) ( )
( ) ( ) ( )

=+++
=+++
.01
;1
2
2
1
2
2
2
1
2
pIRCpCpLpILCp
ECpILCppIRCpCpL
   
=
++
++
=∆
1
1
22
22
RCpCpLLCp
LCpRCpCpL
   
( )( )=+++= 121 2 RCpCpLRCp   
( )( ))2/(1))2/(()/(12 22 LCpLRpRCpLRC +++= ;  



++=
++
=∆ p
L
Ep
R
ELRC
RCpCpL
LCpEC
22
2
10
22
2
2
1    



+
RCL
E
2
;   222
2
2 0
1 LpEC
LCp
CERCpCpL
−=
++
=∆ ;   
( ) ( )( ))2/(1))2/(()/(1
)2/())2/(())2/((
2
2
1
1
LCpLRpRCp
RCLEpLEpREpI
+++
++
=
∆
∆
= ;   
( ) ( )( ))2/(1))2/(()/(1
))2/((
2
2
2
2
LCpLRpRCp
pREpI
+++
−=
∆
∆
=    
– зображення шуканих сил струму. Знайдемо відповідні оригінали.  
Введемо позначення:   
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0
162
1
;
4
;
1 2
2
2
>ω=−β=α=
L
R
LCL
R
RC
 .  
Тоді  
( +⋅+=++ pLRpLCpLRp ))4/((2)2/(1))2/(( 22    
) ( ) ( ) 2222 ))4/(()2(1))4/(( ω+β+=−++ pLRLCLR ;   
( )
( ) ( )( ) +α+=ω+β+α+
++
=
p
RE
pp
RCLEpLEpREpI )2/()2/())2/(())2/((
22
2
1    
( ) ( )
•
•
=
ω+β+
ω
⋅
ω
+
α+
⋅=
ω+β+ 2222 4
1
2
)4/(
pL
E
pR
E
p
LE
   
( )tite
L
E
e
R
E tt
1sin42
=ω
ω
+= β−α−
•
•
;    
( ) ( ) ( )( ) +α+−=ω+β+α+−= p REpp pREpI )2/())2/(( 22
2
2    
( ) ( )
•
•
=
ω+β+
ω
⋅
ω
+
α+
⋅−=
ω+β+ 2222 4
1
2
)4/(
pL
E
pR
E
p
LE
    
( )tite
L
E
e
R
E tt
2sin42
=ω
ω
+−= β−α−
•
•
.  
Отже, шукані закони зміни сили струму  
   ( ) ( ) teLEeREti tt ωω+= β−α− sin)4()2()(1 ;  
   ( ) ( ) teLEeREti tt ωω+−= β−α− sin)4()2()(2 .   ■  
Зауваження. У багатьох випадках, зокрема, коли неможливе 
вимірювання внутрішніх змінних або невідомі закони протікання 
процесів, математичне моделювання здійснюється на основі дослі-
дження зовнішньої поведінки системи у термінах “вхід – вихід”.  
Передаточною функцією системи )( pW  називається від-
ношення зображень вихідної )( pY  і вхідної )( pU  змінних при 
нульових початкових умовах   
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)()()( pUpYpW =  .  
Метод дослідження і проектування систем за допомогою пе-
редаточної та зв’язаних з нею функцій є одним з основних у теорії 
автоматичного керування.  
Приклад 4. На рис. 67 зображена аперіодична ланка у вигляді 
електричного ланцюга, що складається з активних опорів 1R , 2R  
та індуктивності L . Знайти передаточну функцію )( pW  цієї сис-
теми.  
□  Така система описується ДР першого порядку  
kuy
dt
dyT =+ ,  
де ( )tuu 1=  і ( )tuy 2=  – відповідно вхідна та вихідна змінні (на-
пруги на вході та виході); kT ,  – сталі коефіцієнти (T  – стала 
часу, k  – коефіцієнт підсилення). При цьому   
( )21 RRLT += ;   ( )212 RRRk += .     
Перейдемо до зображень за Лапласом при нульових початко-
вих умовах:  
 
( ) ( )pUtu •
•
=  ;     
( ) ( )pYty •
•
=  ;    
( )ppY
dt
dy •
•
= .  
Одержимо опера-
торну форму рівняння 
динаміки аперіодичної ланки  ( ) ( ) ( )pUkpYTp =+1 . Звідси   
( ) )()1()( pUTpkpY += ;  )1()()()( +== TpkpUpYpW   
– передаточна функція аперіодичної ланки.    ■  
Рис. 67 
1R
( )tu1  ( )tu2
 
L  
2R2R
1R  
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3.5. Функціонал та його варіація. Екстремум  
 
3.5.1. Поняття про функціонал 
Нехай задано деякий клас D  функцій )(xy . Якщо кожній 
функції )(xy  із класу D  за деяким законом ставиться у відповід-
ність певне числове значення змінної I , то ця змінна I  називаєть-
ся функціоналом від однієї функціональної змінної )(xy  і позна-
чається [ ] [ ])(xyIyII == . 
Клас D  функцій )(xy , на яких визначений функціонал, на-
зивається областю визначення функціоналу. При цьому функція 
)(xy  служить незалежною змінною (аргументом) функціоналу. 
Функції із області визначення D  даного функціоналу I  назива-
ються функціями порівняння або допустимими функціями. 
Кожну функцію )(xy , яка належить області визначення D  
функціоналу ][ yI , можна розглядати як точку (елемент) деякої 
множини (простору) функцій. Простори, елементами яких служать 
функції, називаються функціональними просторами.  
Функціонал – це відображення, при якому значеннями неза-
лежної змінної )(xy  є точки функціонального простору, а значен-
нями залежної змінної I  – числа. 
Приклади функціоналів:  значення функції в точці,  границя 
функції,  визначений інтеграл від функції.  
Розглядаються також функціонали від кількох незалежних 
функціональних змінних. Якщо скінченному набору функцій 
)(1 xy , )(,),(2 xyxy nK  з певного класу D  ставиться у відповід-
ність за деяким законом певне числове значення змінної I , то I  
називається функціоналом від n  функціональних змінних і по-
значається [ ] == nyyyII ,,, 21 K [ ])(,),(),( 21 xyxyxyI nK . 
Приклад 1. Обчислити заданий функціонал при вказаних зна-
ченнях аргументу: 
а) [ ] ( ) ).32/(;;8 231 xtgyxyyyI pi===    
б) [ ] .;sin;lim 21 x
x
exyxy
x
yyI −
+∞→
===  
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в) [ ] .sin;cos;)(' 3221 xyxyyyI ==pi=   
г) [ ] .cos;;
1
'
21
2/1
0
2
xyxydx
y
xyyI ==
−
= ∫   
д) [ ] .sin;cos;
sin
, 11
2/
3/
2
3
xzxydx
x
ze
zyI
y
=== ∫
pi
pi
 
□  а) [ ] [ ] .1
32
8
;28 231 =
⋅pi
=== tgyIyI    
б) [ ] [ ] .0lim;0sinlim 21 ====
−
+∞→+∞→ x
exyI
x
xyI
x
xx
  
в) [ ] ;0)sincos2()(cos '21 =−== pi=pi= xx xxxyI   
[ ] ( ) .cos33cos')(sin 322332 pipi=⋅==
pi=pi= xx
xxxyI  
г) [ ] ;
2
312
2
1
1
1 2/1
0
2
2/1
0
21
−=





−⋅−=
−
⋅
= ∫ xdx
x
xyI   
[ ] .
8
1
2cos1
)sin( 2/1
0
22/1
0
2/1
0
22
−=−=−=
−
−⋅
= ∫∫
xdxxdx
x
xxyI    
д) [ ] === ∫∫
pi
pi
pi
pi
2/
3/
cos
2/
3/
2
3cos
11 sin
sin
sin
, dxxedx
x
xe
zyI x
x
    
.1 2/1
2/
3/
cos ee x +−=−=
pi
pi
    ■  
Зауваження. Надалі будемо розглядати, в основному, функ-
ціонал у вигляді визначеного інтеграла [ ] ( )∫= ba dxyyxFyI ',, , 
допустимими для якого служать функції класу [ ]baC ;1 , що визна-
чені та неперервні разом з першою похідною на відрізку ];[ ba , 
тобто, гладкі на відрізку ];[ ba .  
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3.5.2. Екстремум функціоналу  
Відстанню нульового порядку між функціями (лініями) 
( )xyy 1=  і ( )xyy 2=  на відрізку ];[ ba  називається невід'ємне 
число ( ) ( ) ( )xyxyyy
bxa 212100
max, −=ρ=ρ
≤≤
 .  При цьому вважаєть-
ся, що розглядувані функції ( )xy1  і ( )xy2  неперервні на відрізку 
];[ ba . 
Відстанню першого порядку між функціями (лініями) 
( )xyy 1=  і ( )xyy 2=  на відрізку ];[ ba  називається невід'ємне 
число  
( ) ( ) ( ) ( ) ( )xyxyxyxyyy
bxabxa 21212111
''maxmax, −+−=ρ=ρ
≤≤≤≤
 .  
При цьому вважається, що функції ( )xy1  і ( )xy2  неперервні ра-
зом зі своїми першими похідними на відрізку [ ]ba; . 
Приклад 1. Знайти відстань першого порядку між кривими 
2)( 21 xxyy ==  і 3)( 32 xxyy ==  на відрізку [ ]2;0 . 
□  )(')('max)()(max 212021201 xyxyxyxy xx −+−=ρ ≤≤≤≤ .  
Розглянемо функції 32)()()( 32210 xxxyxyxz −=−=  і 
2
211 )(')(')( xxxyxyxz −=−= . Знайдемо їх найбільші та най-
менші значення на відрізку [ ]2;0 :  
( ) ( ) ;6/11;00;1;0;0)(' 002120 =====−= zzxxxxxz    
( ) ( ) ( ) ;3/2min;6/1max;3/22 0200200 −==−= ≤≤≤≤ xzxzz xx    
( ) ( ) 4/12/1;2/1;021' 111 ===−= zxxxz ;  0)0(1 =z ;  
( ) ;221 −=z  ( ) ( ) .2min;4/1max 120120 −== ≤≤≤≤ xzxz xx    
Тоді   ( ) ( ) ( ) ;3/2maxmax 0202120 ==− ≤≤≤≤ xzxyxy xx   
( ) ( ) ( )
3
222
3
2
;2max''max 11202120
=+=ρ==−
≤≤≤≤
xzxyxy
xx
.   ■  
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Нехай 1D  – деякий клас функцій порівняння (підмножина 
області визначення D ) функціоналу [ ]yII = . Функціонал 
[ ]yII =  має в цьому класі 1D  абсолютний мінімум (максимум), 
який реалізується функцією ( )xy , якщо для довільної функції 
( ) 1Dxy ∈  виконується нерівність  
( )[ ] ( )[ ] ( )[ ] ( )[ ]( )xyIxyIxyIxyI ≤≥ . 
Функціонал [ ]yII =  має в класі 1D  локальний або віднос-
ний мінімум (максимум), який реалізується функцією ( )xy0 , як-
що для довільної функції ( ) 1Dxy ∈ , яка близька до функції ( )xy0 , 
виконується нерівність  
( )[ ] ( )[ ] ( )[ ] ( )[ ]( )xyIxyIxyIxyI 00 ≤≥ . 
Максимуми і мінімуми називаються екстремумами. 
Якщо близькість функцій розуміється в сенсі відстані нульо-
вого порядку, тобто ( ) ( )( ) ε<ρ xyxy 00 , , де 0>ε  – досить мале 
число, то такий відносний екстремум називається сильним. 
Якщо близькість функцій розуміється в сенсі відстані першо-
го порядку, тобто ( ) ( )( ) ε<ρ xyxy 01 , , де 0>ε  – досить мале чис-
ло, то такий відносний екстремум називається слабким. 
На рис. 68 зображені лінії, близькі в сенсі відстані нульового 
порядку (координати їх близькі, а напрямки дотичних можуть сут-
тєво відрізнятись), а на рис. 69 наведені криві, близькі в сенсі від-
стані першого порядку (близькі не тільки їх координати, а і напря-
мки дотичних).  
 
 
y 
a b x 
y 
a b x 
Рис. 68 Рис. 69 
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Абсолютний екстремум тим паче є відносним екстремумом. 
Обернене твердження, в загальному випадку, невірне. 
Сильний відносний екстремум тим паче є слабким екстре-
мумом. Обернене твердження, в загальному випадку, невірне. 
Надалі, як правило, будемо розглядати слабкий відносний ек-
стремум і слова "слабкий", "відносний" будемо опускати. 
Основною задачею варіаційного числення є дослідження 
функціоналу на екстремум.  
Зауваження. На відміну від задачі пошуку екстремуму функ-
ції однієї змінної, що відповідно має один ступінь вільності, задача 
пошуку екстремуму функціоналу має нескінченне число ступенів 
вільності (пошук лінії )(xy ).  
 
3.5.3. Варіація функції та приріст функціоналу.  
Неперервність. Лінійний функціонал  
Нехай функціонал [ ]yII =  визначений на класі функцій D , 
( )xy  і ( )xy  – довільні функції даного класу D . Функція, яка дорі-
внює різниці функцій ( )xy  і ( )xy , називається приростом або 
варіацією аргументу y  функціоналу [ ]yI  і позначається yδ : 
( ) ( ) ( )xyxyxyy −=δ=δ .  Тоді ( ) yyxy δ+= .  
Різниця [ ] [ ] [ ]yIyyIyyII −δ+=δ∆=∆ ,  називається приро-
стом функціоналу [ ]yI , який відповідає варіації yδ  аргументу. 
Зазначимо, що похідна варіації функції дорівнює варіації по-
хідної: ( ) '.' yy δ=δ   
Дійсно, ( ) ( ) ( )( ) ( ) ( ) ''''' yxyxyxyxyy δ=−=−=δ .  
Якщо нескінченно малому приросту функції yδ  відповідає 
нескінченно малий приріст функціоналу I∆ , то такий функціонал 
[ ]yI  називається неперервним.  
Функціонал [ ]yI  називається лінійним, якщо виконуються 
умови:   
1) Функціонал від алгебраїчної суми функцій дорівнює від-
повідній алгебраїчній сумі функціоналів: [ ] [ ] [ ]2121 yIyIyyI +=+ ;   
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2) Сталий множник можна виносити за знак функціоналу:  
[ ] [ ] constCyCICyI == , .  
 
3.5.4. Перша та друга варіації функціоналу 
Нехай для довільної малої варіації аргументу yδ  відповідний 
приріст функціоналу I∆  можна подати у вигляді суми головної 
частини [ ]yyL δ, , лінійної відносно yδ , та нескінченно малої 
[ ]yy ∆β ,  вищого порядку порівняно з yδ :  [ ] [ ]yyyyLI δβ+δ=∆ ,, ; 
[ ] [ ] yyyyy δ⋅δγ=δβ max,, , де [ ] 0,lim
0max
=δγ
→δ
yy
y
. Тоді функ-
ціонал [ ]yI  називається варійовним, а головна лінійна відносно 
yδ  частина його приросту [ ]yyL δ,  називається варіацією (дифе-
ренціалом) функціоналу і позначається Iδ : [ ]yyLI δ=δ , , 
[ ]yyII δβ+δ=∆ , . (Перше означення варіації функціоналу). 
Приклад 1. Знайти варіацію функціоналу Iδ , користуючись 
першим означенням як головної, лінійної відносно yδ , частини 
його приросту I∆ :   ∫ +=
b
a
dxxyyyI )cos(][ .  
□  Знайдемо приріст функціоналу I∆ : 
( )( ) ( ) =+−+δ+δ+=∆ ∫∫
b
a
b
a
dxxyydxxyyyyI coscos      
 
( ) =−−δ⋅+δ++δ+= ∫ dxxyyyxyxyyyyb
a
coscos)(cos2 222    
( ) ∫∫ δ+δ+=
b
a
b
a
dxydxyxy 2)(cos2 .  
За першим означенням  ( )∫ δ+=δ ba dxyxyI cos2 .   ■  
Зауваження. Роль варіації Iδ  при дослідженні функціоналів 
аналогічна тій, яку виконує при дослідженні функцій диференціал. 
У таблиці 1 наведено відповідність понять диференціального та 
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варіаційного числень для випадку одного аргументу.  
 
Таблиця 1 
№ 
п/п 
Диференціальне  
Числення 
Варіаційне числення 
1 Аргумент – числова 
змінна x  
Аргумент – числова функція 
)(xy  
2 
Залежна змінна – чис-
лова y  Залежна змінна – числова I  
3 Приріст аргументу x∆  Варіація аргументу yδ  
4 Приріст функції y∆  Приріст функціоналу I∆  
5 
Диференціал  
функції dy  Варіація функціоналу Iδ  
6 
Другий диференціал  
функції yd 2  
Друга варіація функ-
ціоналу I2δ  
7 
Необхідна умова  
екстремуму 0=dy  
Необхідна умова екстремуму 
0=δI  
8 Стаціонарна точка  
функції 
Стаціонарна функція (допус-
тима екстремаль) функціоналу 
9 
Достатня умова  
екстремуму:  
max0
min,0
2
2
−<
−>
yd
yd
 
Достатня умова екстремуму: 
max0
min,0
2
2
−<δ
−>δ
I
I
 
 
Варіацію Iδ  називають також варіацією першого порядку 
або першою варіацією функціоналу [ ]yI . Варіацію другого по-
рядку введемо аналогічно тому, як це робиться для диференціала 
другого порядку функції. 
Візьмемо довільну допустиму функцію ( )xyy =  і довільну її 
варіацію ( )xyy δ=δ  таку, що функція yy δ+  є допустимою. За-
фіксуємо y  та yδ  і розглянемо однопараметричну сім'ю функцій 
yyy αδ+= , де α  – деяке число (параметр). Функціонал [ ]yI  на 
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вказаній сім'ї є функцією параметра α :   [ ] ( )αΦ=αδ+ yyI . 
Припустимо, що цю функцію можна розкласти за формулою 
Тейлора до квадратичного члена включно в околі точки 0=α : 
+α⋅






αδ+
α
+=αδ+
=α 0
][][][ yyI
d
dyIyyI     
( ),,,][
2
1
2
2
0
2
2
αδ+α⋅






αδ+
α
+
=α
yyRyyI
d
d
  
де залишковий член ( )αδ ,,2 yyR  є нескінченно малою вищого 
порядку порівняно з 2α :   ( ) ( )22 ,, α=αδ oyyR . 
Тоді варіаціям першого та другого порядку можна дати такі 
означення. 
Варіацією або першою варіацією функціоналу Iδ  назива-
ється значення першої похідної функції ( ) [ ]yyI αδ+=αΦ  при 
0=α :  
[ ] .][,
0=α
αδ+
α
=δδ=δ yyI
d
dyyII
 
(Друге означення варіації функціоналу). 
Можна показати, що це означення першої варіації рівносиль-
не наведеному раніше. На практиці зручніше користуватись остан-
нім означенням. 
Другою варіацією функціоналу або варіацією другого поряд-
ку I2δ  називається значення другої похідної функції 
( ) [ ]yyI αδ+=αΦ  при 0=α :   .][
0
2
2
2
=α
αδ+
α
=δ yyI
d
dI
 
Приклад 2. Знайти варіацію функціоналу Iδ , користуючись 
другим означенням як похідної по параметру:   
∫=
b
a
dxyyxyI sin)'(][ 2 .  
□  У відповідності з другим означенням варіації функціоналу 
маємо:   
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( ) =αδ+αδ+
α
=δ
=α
∫
0
2
' )(sin)(
b
a
x dxyyyyxd
dI    
( ) (∫∫ ×αδ+=αδ+αδ+α=
=α
b
a
b
a
x yyxdxyyyyxd
d )''(2)(sin)(
0
2
'
    
 
) =δ⋅αδ+αδ++αδ+δ×
=α
dxyyyyyyyy
0
2 )(cos)''()(sin'    
( )∫ δ⋅+δ⋅= b
a
dxyyyyyyx cos)'('sin'2 2 .    ■  
 
3.6. Необхідна умова екстремуму.  
Диференціальні рівняння екстремалей  
3.6.1. Необхідна умова екстремуму функціоналу 
Як відомо, необхідна умова екстремуму функції полягає в рі-
вності нулю її диференціала. Аналогічно, для функціонала спра-
ведлива  
теорема (необхідна умова екстремуму в варіаційній формі). 
Якщо функціонал [ ]yI  має варіацію Iδ  і досягає на деякій функції 
( )xyy 00 =  екстремуму, то його варіація на цій функції дорівнює 
нулю: [ ] .0,0 =δδ yyI  
□  Розглянемо однопараметричну сім'ю функцій yy αδ+0 , де 
α  – деяке число. На вказаній сім'ї функціонал [ ]yI  є функцією 
параметра α :  [ ] ( )αΦ=δδ yyI ,0 , яка згідно з умовою теореми має 
екстремум при  0=α .  
У відповідності з необхідною умовою екстремуму функції 
маємо 0)(
0
=
α
αΦ
=αd
d
, тобто [ ] 0
0
0 =αδ+
α
=α
yyI
d
d
. За другим 
означенням указана похідна є варіацією функціоналу [ ]yyI δδ ,0 . 
Отже, [ ] .0,0 =δδ yyI    ■   
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Функції, на яких варіація функціоналу існує і дорівнює нулю, 
називаються стаціонарними функціями або допустимими екст-
ремалями.  
 
3.6.2. Задача на екстремум функціоналу  
з закріпленими кінцями. Рівняння Ейлера  
Розглянемо найпростішу задачу варіаційного числення:  
знайти мінімум (максимум) функціоналу  
( )∫=
2
1
',,][
x
x
dxyyxFyI
  
при крайових умовах  ( ) 11 yxy = ; ( ) 22 yxy =   
серед неперервно диференційовних на відрізку [ ]21; xx  функцій 
( )xyy = , де 2121 ,,, yyxx  – відомі числа. 
Оскільки в даній задачі всі допустимі криві, серед яких шука-
ється та, що доставляє екстремум функціоналу, проходять через 
дві різні нерухомі точки ( )11; yxA  і ( )22 ; yxB , то поставлена за-
дача називається варіаційною задачею з закріпленими кінцями. 
Теорема. Допустимі екстремалі функціоналу з закріпленими 
кінцями ( )∫=
2
1
',,][
x
x
dxyyxFyI ; ( ) 11 yxy = ; ( ) 22 yxy = , визнача-
ються як розв'язки диференціального рівняння 0''
'
=− yy Fdx
dF
 
при крайових умовах ( ) 11 yxy = ; ( ) 22 yxy = .  
Диференціальне рівняння другого порядку 
0''
'
=− dxdFF yy  називається рівнянням Ейлера. Розв'язки рів-
няння Ейлера називаються екстремалями, а само рівняння Ейлера 
– диференціальним рівнянням екстремалей. 
Таким чином, в даній задачі допустимі екстремалі виділя-
ються зі всіх екстремалей врахуванням крайових умов. 
□  Необхідна умова екстремуму, з якої знаходяться екстрема-
лі, має вигляд [ ] 0, =δδ yyI . Оскільки ця умова повинна виконува-
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тись для будь-якої варіації функції yδ , то при закріплених кінцях 
повинні справджуватись рівності ( ) ,01 =δ xy  ( ) 02 =δ xy . 
Виразимо варіацію функціоналу через функцію ( )',, yyxF  та 
її похідні: 
[ ] ( )[ =αδ+αδ+
α
=δα+
α
=δ
=α
=α
∫
00
0
2
1
'',,
x
x
dxyyyyxF
d
dyyI
d
dI   
( ) ([ +αδ+=αδ+αδ+
α
= ∫∫
=α
2
1
2
1
',,''',,
0
x
x
y
x
x
yyyxFdxyyyyxF
d
d
  
) ( ) ( )×αδ+αδ++αδ+⋅αδ+ α '',,''
'
' yyyyxFyyy y    
( ) ] ( )[∫ +δ⋅αδ+αδ+=αδ+×
=α
α
2
1
'',,'''
0
'
x
x
y yyyyyxFdxyy   
( ) ] ( )[∫ ×=δ⋅αδ+αδ++
=α
2
1
',,'''',,'
0'
x
x
yy yyxFdxyyyyyxF    
( ) ] dxyFdxyFdxyyyxFy x
x
y
x
x
yy ∫∫ δ+δ=δ⋅+δ×
2
1
2
1
''''',,'
''
,   
де   ( ) ( ).',,'',',,''
''
yyxFFyyxFF yyyy ==    
До другого доданка останньої рівності застосуємо інтегру-
вання частинами: 
( ) ( )
=
δ=δ=δ=⋅δ=
⋅==
=δ
∫
∫
ydxyvdxydxydv
dxF
dx
dduFudxyF yy
x
x
y
';''
';'
''
''
'
2
1
   
−δ⋅−δ⋅=⋅⋅δ−δ⋅= ∫ )(')(''' 1'2'''
2
1
2
1
xyFxyFdxF
dx
dyyF yy
x
x
y
x
xy
   
,''
2
1
2
1
'' ∫∫ ⋅δ⋅−=⋅δ⋅−
x
x
y
x
x
y dxyFdx
ddxyF
dx
d
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оскільки  0)( 1 =δ xy  і 0)( 2 =δ xy .  
Тоді варіацію функціоналу можна подати у вигляді  
.''''
2
1
2
1
2
1
'' ∫∫∫ δ





−=δ⋅−δ⋅=δ
x
x
yy
x
x
y
x
x
y dxyFdx
dFdxyF
dx
ddxyFI   
На екстремалі варіація функціоналу повинна дорівнювати 
нулю  
,0''
2
1
'∫ =δ





−=δ
x
x
yy dxyFdx
dFI  
причому для довільної варіації функції yδ  такої, що 0)( 1 =δ xy  і 
0)( 2 =δ xy . Це можливо лише за умови, що вираз в дужках під 
знаком інтеграла дорівнює нулю для всіх x  із відрізка [ ]21 ; xx :  
.0''
'
=− yy Fdx
dF      ■     
Приклад 1. Знайти екстремалі функціоналу:  
( )∫ +−= 1
0
2 ;)'('412][ dxyxyxyyI .   
□  Знайдемо похідні, що входять в рівняння Ейлера: 
( ) '24';12';)'('412',,
'
2 yxFxFyxyxyyyxF yy +−==+−= ;  
( ) ''24'24'
'
yyx
dx
dF
dx
d
y +−=+−= .  
Тоді рівняння Ейлера 0''
'
=− dxdFF yy  набуває вигляду: 
0)''24(12 =+−− yx ; 26'' += xy . Розв'яжемо одержане рівнян-
ня: 
∫ ++=+= 1
2 23)26(' Cxxdxxy ;  
( ) 212312 23 CxCxxdxCxxy +++=++= ∫ .  
Отже, екстремалями служать функції  
21
23 CxCxxy +++= ,    де  1C  і 2C  – довільні сталі.   ■   
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Приклад 2. Знайти екстремалі функціоналу, що задово-
льняють вказаним крайовим умовам (допустимі екстремалі): 
[ ] ( ) ( ) ( )∫pi =pi=−++=
0
22 0;00;)'('22sin6 yydxyyyyxyyI .   
□  Знайдемо похідні, що входять в рівняння Ейлера: 
( ) 22)'('22sin6',, yyyyxyyyxF −++= ;  
yyxF y 2'22sin6' −+= ;  '22' ' yyF y += ;   '.'2'2' ' yyFdx
d
y +=  
Тоді рівняння Ейлера 0''
'
=− dxdFF yy  набуває вигляду: 
0''2'22'22sin6 =−−−+ yyyyx ;    xyy 2sin3'' =+ . 
Розв'яжемо одержане рівняння: 
0'' =+ yy ;   012 =+k ;  ik ±=2,1 ;   ;sincos 21 xCxCy +=  
xBxAyxBxAy 2cos22sin2';2sin2cos ** +−=+= ;  
xBxAy 2sin42cos4'' * −−= ;  
xxBxAxBxA 2sin32sin2cos2sin42cos4 =++−− ;   



−=
=
=−
=−
;1
;0
;33
;03
:2sin
:2cos
B
A
B
A
x
x
   ;2sin* xy −=   
xxCxCyyy 2sinsincos 21* −+=+=   
– екстремалі, де  1C  і 2C  – довільні сталі. 
Крайові умови дають систему алгебраїчних рівнянь для зна-
ходження  1C  і 2C : 






=⋅+
=
=pi⋅pi−pi+pi
=⋅−+
;00
;0
;02sinsincos
;00sin00sin0cos
21
1
21
21
CC
C
CC
CC
.00
;0
2
1
=⋅
=
C
C
  
З останньої рівності випливає, що 2C  може набувати довіль-
них значень. Значить, допустимими екстремалями служать функції 
xxCy 2sinsin2 −= , де 2C  – довільна стала. Таким чином, дана 
варіаційна задача має нескінченну множину розв'язків.   ■  
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3.6.3. Система диференціальних рівнянь екстремалей  
функціоналу, що залежить від кількох функцій  
Ставиться задача знаходження мінімуму (максимуму) функ-
ціоналу  
[ ] ( )∫=
2
1
',,',',,,,,,,, 212121
x
x
nnn dxyyyyyyxFyyyI KKK  
при крайових умовах   ( ) ( ) .,1,, 2211 niyxyyxy iiii ===  
Із необхідної умови екстремуму 0=δI  при ( ) 01 =δ xyi  і 
( ) ( )nixyi ,102 ==δ  випливає, що допустимі екстремалі є роз-
в'язками системи диференціальних рівнянь 







=−
=−
=−
0''
;0''
;0''
'
'
'
22
11
dxdFF
dxdFF
dxdFF
nn yy
yy
yy
KKKKKKKK
  
при крайових умовах    
( )
( ) .,1,
,
22
11
ni
yxy
yxy
ii
ii
=



=
=
 
Розв'язки диференціальної системи називаються екстрема-
лями, а сама система – системою диференціальних рівнянь екс-
тремалей або системою рівнянь Ейлера – Лагранжа.  
Приклад 1. Знайти екстремалі функціоналу, що задовольня-
ють вказаним крайовим умовам (допустимі екстремалі): 
а) [ ] ( ) ;sin'2'2'2)'()'(, 2/
0
22
∫
pi
−−++= dxxyzyzzzyzyI    
( ) ;00 =y 2)2/(;1)2/(;0)0( =pi=pi= zyz ;    
б) [ ] ( ) ;'2''2)'(, 1
0
22
∫ +++= dxzzyzyyzyI    
( ) ;00 =y  3)1(;2)1(;6)0( −=−=−= zyz .  
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□  а) Знайдемо похідні, що входять в систему рівнянь Ейлера 
– Лагранжа:  
( ) xyzyzzzyzyzyxF sin'2'2'2)'()'(',',,, 22 −−++= ;  
'2' zF y −= ;   xyFdx
d
xyF yy cos2''2';sin2'2' '' −=−= ;  
'2'2''2';22'2';'2'
''
yzzF
dx
dyzzFzF zzz −+=−+== .   
Тоді система рівнянь Ейлера – Лагранжа   



=−
=−
0''
;0''
'
'
dxdFF
dxdFF
zz
yy
 
набуває вигляду  



=−
=+



=+−−
=+−−
.0'''
;cos'''
;0'2'2''2'2
;0cos2''2'2
yz
xzy
yzzz
xyz
  
Розв'яжемо останню систему зведенням до одного диферен-
ціального рівняння вищого порядку:  
''cos' yxz −= ;  '''sin'' yxz −−= ;  0''''sin =−−− yyx ;   
xyy sin'''' −=+ ;   0)1(;0 23 =+=+ kkkk ;   01 =k ;   
ik ±=3,2 ;   xCxCCy sincos 321 ++= ;   
4'sin)''(cos''cos' Cyxdxyxzyxz +−=−=⇒−= ∫ ;  
xCxCy cossin' 32 +−= ;  432 cossinsin CxCxCxz +−+= .  
Використавши крайові умови, знайдемо конкретні значення 
довільних сталих 4321 ,,, CCCC :  
.1
;1
;1
;1
;11
;2
;0
;0
:1)2/(
:2)2/(
:0)0(
:0)0(
4
2
3
1
42
31
43
21
=
−=
=
=







=++
=+
=+−
=+
=pi
=pi
=
=
C
C
C
C
CC
CC
CC
CC
z
y
z
y
 
Отже, допустимі екстремалі:   



−=
+−=
.cos1
;sincos1
xz
xxy
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(Задачу б) розв’язати самостійно. Відповідь:  
63;3 223 −=−= xzxxy  – допустимі екстремалі.)   ■  
 
3.7. Достатні умови екстремуму. Умовний екстремум.  
Варіаційні принципи  
3.7.1. Достатні умови екстремуму  
У багатьох варіаційних задачах існування та характер екст-
ремуму очевидні з геометричного чи фізичного змісту. Якщо при 
цьому допустима екстремаль єдина, то вона і служить розв'язком 
варіаційної задачі. У загальному випадку для того, щоб встановити 
наявність і характер екстремуму, треба скористатись достатніми 
умовами екстремуму. 
Нехай функція ( )xy0  є допустимою екстремаллю функціо-
налу [ ]yI  в деякому класі допустимих функцій 1D , тобто на цій 
кривій виконується необхідна умова екстремуму [ ] 0,0 =δδ yyI . 
Характер екстремуму (максимум чи мінімум) визначається знаком 
приросту функціоналу: якщо 0≥∆I , то функціонал має мінімум, а 
якщо 0≤∆I , то – максимум. Оскільки на допустимій екстремалі 
перша варіація дорівнює нулю [ ] 0,0 =δδ yyI , то знак приросту 
функціоналу I∆  для довільної досить малої варіації аргументу yδ  
визначається знаком другої варіації функціоналу I2δ . 
Достатня умова екстремуму у варіаційній формі: якщо на 
деякому класі допустимих функцій 1D  для довільної досить малої 
варіації функції yδ  на допустимій екстремалі ( )xy0  друга варіа-
ція функціоналу додатна )0( 2 >δ I , то на цій екстремалі функці-
онал має мінімум, якщо друга варіація функціоналу від'ємна 
)0( 2 <δ I , то – максимум, якщо ж друга варіація функціоналу 
набуває значень обох знаків, то екстремуму немає. 
При певних умовах знак другої варіації функціоналу 
∫=
2
1
)',,(][ x
x
dxyyxFyI  визначається знаком другої похідної 
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''
'' yyF . Звідси випливають достатні умови Лежандра: 
1. Посилені достатні умови Лежандра слабкого екстре-
муму: якщо на допустимій екстремалі ( )xy0  виконується нерів-
ність 0'' )('' 0
>
= xyyyy
F
 , то на цій екстремалі функціонал має 
слабкий мінімум, а якщо нерівність 0'' )('' 0
<
= xyyyy
F
 , то – слаб-
кий максимум. 
2. Достатні умови Лежандра сильного екстремуму: якщо в 
усіх точках );( yx , які близькі до допустимої екстремалі ( )xy0 , 
виконується нерівність 0''
''
≥yyF  ( )0'' '' ≤yyF  при довільних 
значеннях 'y , то ця екстремаль реалізує сильний мінімум (сильний 
максимум). 
Приклад 1. Користуючись достатніми умовами Лежандра, до-
слідити на екстремум функціонал при заданих крайових умовах: 
   а) [ ] ( )∫ ==+= 2
1
223 16)2(;2)1(;2)'(16 yydxxyyxyI ;  
   б) [ ] ( ) ( )∫ ==≠=
−1
0
3 2ln41;00;0';)'( yyydxy
eyI
y
.   
□  а) Знайдемо похідні, що входять в рівняння Ейлера: 
( ) 2
'
3223
'';16';2)'(16',, xyFxFxyyxyyxF yy ==+= ;  
'2''' 2
'
yxyxF
dx
d
y +=   
Тоді рівняння Ейлера 0''
'
=− dxdFF yy  набуває вигляду:  
xyxyyxyxx 16')/2('';0'2''16 23 =+=−− .   
Розв'яжемо останнє рівняння зниженням порядку заміною  
)(;' xpppy == . Тоді:  
uvvupuvpxpxppy ''';;16)/2(';''' +===+= ;    
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xuv
x
uvvu 162'' =++ ;   ;02';162'' =+=





++ v
x
vxv
x
vuvu   
;161';1;ln2ln;2 22 xx
u
x
vxv
x
dx
v
dv
=⋅=−=−= ∫∫   
;16' 3xu =    ;416 1
43 Cxdxxu +== ∫   
( ) ;)/1(4';)/1(4 1314 xCxyxCxp ⋅+=⋅+=    
( ) 21413 ln)/1(4 CxCxdxxCxy ++=⋅+= ∫  – екстремалі. 
Значення 1C  і 2C  знайдемо з крайових умов: 



=
=
=++
=++
=
=
.0
;1
;162ln2
;21ln1
:16)2(
:2)1(
1
2
21
4
21
4
C
C
CC
CC
y
y
     
Отже, допустима екстремаль  14 += xy .  
Оскільки ( ) 0'
'
''
22
''
≥== xxy
dy
dF yy  при ]2;1[∈x  і довіль-
них значеннях y , то функціонал має сильний мінімум. Знайдемо 
його значення:  
34' xy = ;   ( ) =++= 2)4()1(16',, 22343 xxxxyyxF     
;81616 837 xxx ++=    [ ] (∫ ++=+= 2
1
374
min 16161 xxxII    
)
9
21024
9
8428
2
1
92
1
42
1
88
=⋅++=+ xxxdxx .    
б) Знайдемо похідні, що входять в рівняння Ейлера: 
( ) 33 )'(';)'(',, y
eF
y
eyyxF
y
y
y −−
−== ;  4' )'(
3
'
y
eF
y
y
−
−= ;  
=
−−
⋅−=
−−
8
34
' )'(
'')'(4)'('3'
y
eyyyyeF
dx
d yy
y   
( ) 52 )'(''4)'(3 yyye y += − .  
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Тоді рівняння Ейлера 0''
'
=− dxdFF yy  набуває вигляду:  
( ) 0)'(''4)'(3)'( 523 =+−− −− yyyeye yy ;  0''4)'( 2 =+ yy .   
Розв'яжемо останнє рівняння за допомогою зниження поряд-
ку заміною  )(;' ypppy == . Тоді:  
;0';0)'4(;0'4;''' 2 ≠==+=+= ypppppppppy   
4
1'
−=
p
p
; 4/11 ;ln4
1||ln;
4
1 yeCpCypdy
p
dp
−
=+−=−= ∫∫ ;    
4/
1'
yeCy −= ;   ;1
4/
∫∫ = dxCdye
y
   
( )44/ln4;4 21214/ CxCyCxCe y +=+=  – екстремалі.  
Значення 1C  і 2C  знайдемо з крайових умов: 
( )
( )
( )
( ) .4
;4
;2ln444ln4
;04ln4
:2ln41
:00
1
2
21
2
=
=



=+
=
=
=
C
C
CC
C
y
y
 
Отже, допустима екстремаль   )1ln(4 += xy .  
Оскільки друга похідна  
( ) 54
''
)'(12)'(3
'
'' yeye
dy
dF yyyy
−−
=−=     
залежить від y , то скористаємося посиленими достатніми умова-
ми Лежандра слабкого екстремуму.  
На допустимій екстремалі )1ln(4 += xy  маємо:  
)1/(4' += xy ;   ( ) ( ) =+= +−
+=
51ln4
)1ln(4'' )1/(412'' xeF
x
xyyy
  
0256)1(3 >+= x    при  ]1;0[∈x .  
Отже, на цій екстремалі функціонал досягає слабкого міні-
муму. Знайдемо його значення: 
( ) )1(64
1
))1(64
)1(
))1/(4()'(',, 3
4
3
)1ln(4
3 +
=
+
+
=
+
==
−
−+−−
xx
x
x
e
y
eyyxF
xy
  
[ ]
64
2ln)1ln(
64
1
1
1
64
1)1ln(4 10
1
0
min =+⋅=+
=+= ∫ xdx
x
xII .   ■  
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3.7.2. Умовний екстремум. Задача Лагранжа.  
Ізопериметрична задача 
Варіаційною задачею на умовний екстремум називається 
задача дослідження на екстремум функціоналу, коли на функції, 
від вибору яких залежить цей функціонал, крім крайових, накла-
дено інші додаткові умови, що звуться зв'язками. 
В залежності від їх характеру зв'язки поділяються на: 
а) алгебраїчні або скінченні (голономні); б) диференціальні або 
неголономні; в) інтегральні або ізопериметричні. 
За допомогою методу множників Лагранжа задачі на умо-
вний екстремум зводяться до задач на безумовний екстремум. 
Задача Лагранжа: знайти функції ( ) ( ) ( ),,,, 21 xyxyxy nK  які 
доставляють мінімум (максимум) функціоналу 
[ ] ( )∫=
2
1
',,',,,,,, 111
x
x
nnn dxyyyyxFyyI KKK  
і задовольняють рівнянням зв'язку 
( ) ,,,1,0',,',,,, 11 nmmjyyyyx nnj <==ϕ KK  
а також крайовим умовам  ( ) ( ) .,1,, 2211 niyxyyxy iiii ===  
Припускається, що рівняння зв'язку незалежні, а крайові умо-
ви їх задовольняють. 
Теорема. Якщо функції ( ) ( )xyxy n,,1 K  є допустимими екс-
тремалями сформульованої задачі Лагранжа, то існують такі 
функції ( ) ( ),,,1 xx mλλ K   (множники Лагранжа), що функції 
( ) ( )xyxy n,,1 K  служать безумовними допустимими екстрема-
лями для допоміжного функціоналу 
[ ] ( )∫ λλ=
2
1
,,,',,',,,,,, 1111
x
x
mnnn dxyyyyxFyyI KKKK , 
де ( ) ∑
=
ϕλ+=λλ mj jjmnn FyyyyxF 1111 ,,,',,',,,, KKK  – допо-
міжна функція (функція Лагранжа). 
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Правило. Згідно з наведеною теоремою для знаходження до-
пустимих екстремалей задачі Лагранжа необхідно: 
1. Скласти функцію Лагранжа ∑
=
ϕλ+=
m
j
jjFF
1
 і відпо-
відний допоміжний функціонал ∫=
2
1
x
x
dxFI  з невизначеними функ-
ціями ( ) mjxj ,.1, =λ  – множниками Лагранжа. 
2. Скласти систему рівнянь Ейлера – Лагранжа для допомі-
жного функціоналу: 
,,1,0''
'
niF
dx
dF
ii yy ==−  
приєднати до неї рівняння зв'язку 
mjj ,1,0 ==ϕ  
і з одержаної об'єднаної системи знайти екстремалі 
( ) niCCxyy nii ,1,,,, 1 == K , де niCi ,1, =  – довільні сталі, а 
також, якщо потрібно, визначити множники Лагранжа 
( )njj CCx ,,, 1 Kλ=λ , mj ,1= . 
3. Використовуючи крайові умови, знайти конкретні значен-
ня niCi ,1, =  і допустимі екстремалі. 
Приклад 1. Знайти екстремалі функціоналу   
[ ] ∫ ++= 10 22 )'2(, dxzzyyzyI   на  зв'язку  zyy 2' −=   
при крайових умовах ( ) ( ) 121,30 −+== eeyy .  
□  Складемо функцію Лагранжа і допоміжний функціонал:  
;2' zyy +−=ϕ    λϕ+= FF ;   −λ+++= '('2 22 yzzyyF   
)2zy +− ;  ( )∫∫ +−λ+++== 1
0
22
1
0
)2'('2 dxzyyzzyydxFI ,   
де  )(xλ=λ .  
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Складемо систему рівнянь Ейлера – Лагранжа: 
λ−+= '22' zyF y ;  λ+= 22' zF z ;  λ=''yF ;  yF z 2' ' = ;  
;'2'
;''
'
'
yF
dx
d
F
dx
d
z
y
=
λ=
   





=−
=−
;0''
;0''
'
'
zz
yy
F
dx
dF
F
dx
dF
      



−=λ
=λ−λ−+



=−λ+
=λ−λ−+
.'
;0''22
;0'222
;0''22
zy
zy
yz
zy
   
Враховуючи рівняння зв'язку, маємо систему:  





−=
−=λ
=λ−λ−+
.2'
;''
;0''22
zyy
zy
zy
   
Розв'яжемо цю систему зведенням до одного диференціаль-
ного рівняння вищого порядку:  
( ) =−−=λ−=−= 2'2/';2''2'';2'2/ yyyyyzyyz   
;2/'2''3';2/2'3 yyyy −=λ−=   
( ) ( ) ( ) ;02/'2/''32/2/'32''2'22 =−−−−−+ yyyyyyy   
;05''5;0'''3'3''2'24 =+−=+−+−−+ yyyyyyyyy   
;';;1;01 21212,1
2 xxxx eCeCyeCeCykk −− −=+=±==−    
( ) ( ) xxxxx eCeCeCeCeCz −−− =−−+= 22121 22 .   
Отже, екстремалями служать функції  
xxx eCzeCeCy −− =+= 221 ; .   
Знайдемо значення 1C  і 2C  із крайових умов: 
( )
( ) .1
;2
;2
;3
:21
:30
2
1
11
21
21
1
=
=



+=+
=+
+=
=
−−− C
C
eeeCeC
CC
eey
y
    
Отже, допустимі екстремалі  xxx ezeey −− =+= ;2 .   ■   
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Приклад 2. Знайти геодезичну (найкоротшу) лінію, яка спо-
лучає дві задані точки )4;1;2( −−A  і )3;4;4( −B  поверхні 
08423 =++− zyx . Знайти її довжину minI . 
□  Нехай шукана лінія AB  визначається рівняннями  
( )xzzxyy == ;)( ;  ]4;2[∈x .  
Тоді  ( ) ;12 −=y  ( ) ;42 −=z  ( ) ;44 =y  ( ) 34 −=z  – крайові 
умови;    ( ) 08423,, =++−=ϕ zyxzyx  – рівняння зв'язку;  
[ ] ∫ ++=
4
2
22 )'()'(1, dxzyzyI  – функціонал (довжина дуги 
AB ), мінімум якого треба знайти. 
Складемо функцію Лагранжа і допоміжний функціонал: 
[ ] .)8423()'()'(1,
;)8423()'()'(1;
2
1
22
4
2
22
∫∫ ++−λ+++==
++−λ+++=λϕ+=
dxzyxzydxFzyI
zyxzyFFF
 
Складемо систему рівнянь Ейлера – Лагранжа: 
;)'()'(1'';4';2' 22
'
zyyFFF yzy ++=λ=λ−=   
( ) ;)'()'(1
'
';
)'()'(1
'''')'(''''
'
22'2/322
2
'
zy
zF
zy
zzyzyyF
dx
d
zy
++
=
++
−+
=    
( ) ( ) ;)'()'(1'''')'(''''' 2/3222
'
zyzyyyzzF
dx
d
z ++−+=    






=−
=−
;0''
;0''
'
'
zz
yy
F
dx
dF
F
dx
dF
   
( )
( )






=
++
−+
−λ
=
++
−+
−λ−
.0
)'()'(1
'''')'(''''4
;0
)'()'(1
'''')'(''''2
2/322
2
2/322
2
zy
yzyyzz
zy
zzyzyy
  
Вилучивши з останньої системи λ , одержимо  
( ) .0'''')'('''''''')'(''''2 22 =−++−+ yzyyzzzzyzyy  
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Продиференціювавши рівняння зв'язку, маємо:  
.0''4''2;0'4'23 =+−=+− zyzy   '.'2'';'22/3' zyzy =+=  
Тоді    ( )++−+ ''')'22/3()'(''2''22 2 zzzzzz   
0''2')'22/3()'22/3('''' 2 =+−+++ zzzzzz ;  
+−−+ '')'(4'''3)'(''4''4 22 zzzzzzz   
0'')'(4'''3'')'(4'''6'')4/9('' 22 =−−++++ zzzzzzzzzz ;   
211 ;';0'';0'')4/29( CxCzCzzz +==== .   
З рівняння зв'язку 2/)843( ++= zxy  Тоді   
( )( ) 422)2/3(2843 2121 +++=+++= CxCxCxCxy .  
Отже,  2121 ;422)2/3( CxCzCxCxy +=+++=  
– екстремалі. Використавши крайові умови, знайдемо 1C  і 2C : 
( )
( ) .5
;2/1
;34
;42
:34
:42
2
1
21
21
−=
=



−=+
−=+
−=
−=
C
C
CC
CC
z
z
 
Отже, допустимі екстремалі: 
;6)2/5(4)5(2)2/1(2)2/3( −=+−⋅+⋅⋅+= xxxy   
5)2/1( −= xz .  
Таким чином, геодезична лінія визначається рівняннями  
]4;2[;5)2/1(;6)2/5( ∈−=−= xxzxy .  
Знайдемо її довжину:   2/1';2/5' == zy ;   
30)2/1()2/5(15
2
1
;6
2
5 4
2
22
min =++=



−−= ∫ dxxxII .  ■  
Приклад 3. Знайти екстремалі функціоналу   
∫ +=
1
0
)'(],[ dxzyyzyI   на  зв'язку  zyzy +=+ ''   
при крайових умовах eeyy −== −2)1(,0)0( .  
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□  Розв’язати задачу самостійно.  
Відповідь:  xxxx eezeey 2; 22 −−=−= −− .    ■  
Найпростіша ізопериметрична задача: знайти функцію 
( )xy , яка доставляє мінімум (максимум) функціоналу 
[ ] ( )∫=
2
1
',,
x
x
dxyyxFyI
  
і задовольняє інтегральному зв'язку  [ ] ( ) ldxyyxyI
x
x
=ϕ= ∫
2
1
',,*  ,  
а також крайовим умовам   ( ) ( ) 2211 ; yxyyxy ==  .  
Теорема. Якщо функція ( )xy  є допустимою екстремаллю 
сформульованої ізопериметричної задачі, то існує таке число λ  
(множник Лагранжа), що функція ( )xy  служить безумовною 
допустимою екстремаллю допоміжного функціоналу 
[ ] ( )∫ λ=
2
1
,',,
x
x
dxyyxFyI , 
де ( ) λϕ+=λ FyyxF ,',,  – допоміжна функція (функція Лагран-
жа). 
Зауваження. На відміну від алгебраїчних чи диференціаль-
них, інтегральні зв'язки не накладають жорстких обмежень на шу-
кані функції, бо з них не можна виразити одні з функцій через ін-
ші. Тому число ізопериметричних умов не обов'язково повинно 
бути меншим числа шуканих функцій. 
Приклад 4. Знайти екстремалі функціоналу  
( )∫ −= 20 2 ')'(][ dxxyyyI   
при крайових умовах   ( ) ( ) 22,10 == yy   
та ізопериметричному зв'язку 15/642
0
2
=∫ dxyx . 
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□  Складемо функцію Лагранжа і допоміжний функціонал:   
;')'(; 22 yxxyyFFF λ+−=λϕ+=   
( ) constdxyxxyyIdxFI =λλ+−== ∫∫ ;')'(; 20 2220 . 
Складемо рівняння Ейлера: 
;1''2';'2';'
''
2
−=−=λ= yF
dx
d
xyFxF yyy  ;0'' ' =− yy Fdx
dF   
2/1)2/('';01''2 22 +λ==+−λ xyyx .  
Звідси  21
24
1
3
424
;
2
1
6
' CxCxxyCxxy +++λ=++λ= .   
Використаємо крайові умови: 
( )
( ) :22
:10
=
=
y
y
 



−=λ
=
=+++λ
=
;3
;1
;2213/2
;1
1
2
21
2
C
C
CC
C
   
1)4/1()8/1( 1241 +++−= xCxxCy .    
З інтегрального зв’язку маємо: 
( ) ;
15
641)4/1()8/1(
2
0
1
24
1
2
=+++−∫ dxxCxxCx   
( ) ;15/643/)4/(20/)56/( 2
0
3
1
45
1
7
=+++− xCxxCx     
0;15/643/845/8)7/16( 111 ==+++− CCC .    
Отже, допустима екстремаль   
1)4/1(10)4/1(0)8/1( 224 +=+⋅++⋅⋅−= xxxxy .   ■  
Приклад 5. Знайти екстремалі функціоналу  
∫ −=
1
0
)1'(ln'][ dxyyyI   
при крайових умовах   ( ) ( ) eyy −== 11,00   
та ізопериметричному зв'язку edxy −=∫ 2
1
0
. 
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□  Розв’язати задачу самостійно. Відповідь:  xey −= 1 .    ■  
 
3.7.3. Варіаційні принципи  
Варіаційні принципи застосовуються до аналізу різноманіт-
них явищ. Суть кожного з них полягає в тому, що зі всіх станів,  
допустимих для системи, реалізується той, який відповідає екстре-
муму певного функціоналу (для кожного принципу свого). Розгля-
немо найбільш відомі принципи.  
Принцип Ферма в оптиці: зі всіх можливих шляхів, які спо-
лучають точки A  і B , світло вибирає той, що відповідає най-
меншому часу руху:  
.min1 →= ∫
∪ AB
dtn
c
I  
Тут c  – швидкість світла у вакуумі,  n  – показник залом-
лення світла в даному середовищі,  t  – час. 
Форма кривої AB  визначається мінімумом вказаного функ-
ціоналу. В оптично однорідному середовищі ( )constn =  – це пря-
ма лінія.  
Принцип найменшої дії в механіці: дійсний рух системи ви-
діляється зі всіх допустимих рухів тим, що функціонал, який нази-
вається дією, ∫=
2
1
t
t
dtLS  досягає при цьому мінімуму. 
Тут L  – функція Лагранжа, що є різницею кінетичної T  і 
потенціальної U  енергій: UTL −= ;  ];[ 21 tt  – проміжок часу 
руху.  
Зауваження 1. Принцип найменшої дії – це узагальнення на 
задачі динаміки принципу мінімуму потенціальної енергії, що 
застосовується у статиці.  
Зауваження 2. Закони збереження імпульсу та енергії висту-
пають наслідками варіаційного принципу найменшої дії.  
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3.8. Контрольні запитання  
1. Яка функція називається оригіналом? Наведіть приклади  ори-
гіналів і функцій, що не є оригіналами. 
2. Дайте означення перетворення (оператора) Лапласа. Що таке 
зображення оригіналу? 
3. У чому полягає властивість лінійності оператора Лапласа?  
4. Як веде себе будь-яке зображення на нескінченності?  
5. Що таке одинична ступінчаста функція Хевісайда? Яке її зо-
браження?  
6. У чому полягає теорема про затухання оригіналу?   
7. Сформулюйте теорему про зсув аргументу в оригіналі.  
8. Який зв’язок між похідною зображення й оригіналом?  
9. Як знаходиться зображення похідних оригіналу?  
10. Сформулюйте правило знаходження оригіналу для зображення 
у вигляді раціонального дробу на основі таблиці відповідності 
оригіналів та їх зображень.  
11. За якою схемою здійснюється розв’язування диференціальних 
рівнянь та їх систем?  
12. Як знаходиться зображення інтеграла від оригіналу?  
13. Що таке одинична імпульсна дельта-функція Дірака? Яке її 
зображення?  
14. Який зв’язок між одиничними функціями Дірака і Хевісайда? 
15. Наведіть приклади розрахунку перехідних процесів у електри-
чних ланцюгах за допомогою операційного числення.  
16. Що називається функціоналом? 
17. Який функціонал називається лінійним? 
18. Що називається відстанню нульового порядку між функціями? 
Відстанню першого порядку? 
19. Що таке відносний (абсолютний) екстремум функціоналу? 
20. Що таке сильний (слабкий) екстремум функціоналу? 
21. Сформулюйте перше і друге означення варіації функціоналу.  
22. Що називається другою варіацією функціоналу? 
23. Як ставиться найпростіша задача варіаційного числення – за-
дача на екстремум функціоналу з закріпленими кінцями? 
24. У чому полягає необхідна умова екстремуму функціоналу у 
варіаційній формі? 
25. Запишіть рівняння Ейлера. Який його порядок? 
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26. Як ставиться найпростіша задача варіаційного числення для 
функціоналів, що залежать від кількох функцій? 
27. Запишіть систему рівнянь Ейлера – Лагранжа. 
28. У чому полягає достатня умова екстремуму функціоналу у 
варіаційній формі? 
29. Сформулюйте посилені достатні умови Лежандра слабкого 
екстремуму функціоналу.  
30. Сформулюйте достатні умови Лежандра сильного екстремуму 
функціоналу. 
31. Як ставиться задача Лагранжа на умовний екстремум? 
32. Що таке алгебраїчні (скінченні або голономні), диференціальні 
(неголономні) та інтегральні (ізопериметричні) зв’язки? 
33. У чому полягає метод множників Лагранжа стосовно розв'язу-
вання задачі Лагранжа на умовний екстремум? 
34. Сформулюйте правило знаходження допустимих екстремалей 
задачі Лагранжа на умовний екстремум. 
35. Що таке ізопериметрична задача на умовний екстремум? 
36. Чому кількість інтегральних зв’язків може бути більшою, ніж 
число шуканих функцій? 
37. У чому полягає метод множників Лагранжа стосовно розв'язу-
вання ізопериметричної задачі? 
38. У чому полягає принцип Ферма в оптиці? 
39. Сформулюйте принцип найменшої дії.  
40. Як зв’язані фізичні закони збереження з варіаційними принци-
пами?  
 
3.9. Індивідуальні завдання для самостійної роботи  
Завдання 1. Використовуючи тотожні перетворення оригіна-
лів і властивість лінійності, на основі таблиці відповідності оригі-
налів та їх зображень знайти зображення )( pF  вказаної функції  
)(tf . Результат записати у вигляді єдиного дробу.  
№ в-та  Завдання 
1 33cos2)( 2 −−= − tettf t  
2 32sin3)( 3 −−= tetttf  
3 tttetf t 2sin32cos)( 2 −=  
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4 ttetf t 2cos3sin2)( 2 −=  
5 144)( 2 −−= − tshettf t  
6 tshttetf t 2cos2)( ⋅−= −  
7 tshttetf t 32sin)( 2 ⋅−= −  
8 ttetf t 2sin3cos2)( 3 −=  
9 222sin3)( 3 +−= − ttetf t  
10 shtttetf t ⋅−= − 4sin2)(  
11 ttttf cos33sin2)( −=  
12 223cos2)( +−= ttttf  
13 tshttetf t 22cos)( 2 ⋅−=  
14 tchttetf t 24cos)( 2 ⋅+= −  
15 22 43cos3)( ttetf t −= −  
16 tchtf 3)( 2=  
17 ttshtf 6cos2)( ⋅=  
18 ttchtf 4cos2)( ⋅=  
19 tttf 7cos3cos)( ⋅=  
20 tchttttf 2sin4)( ⋅−=  
21 ttshtf 6sin2)( ⋅=  
22 ttchtf 4sin3)( ⋅=  
23 ttf 3cos)( 2=  
24 tshtf 2)( 2=  
25 tttf 5sin3sin)( ⋅=  
26 tttf 7cos5sin)( ⋅=  
27 ttf 4sin)( 2=  
28 tchtshtf 35)( ⋅=  
29 34sin2)( 3 +−= tettf t  
30 ttttf 3sin2cos3)( −=  
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Завдання 2. Розкладаючи спочатку правильний раціональний 
дріб у суму елементарних дробів, а потім застосовуючи лінійність 
перетворення Лапласа і таблицю відповідності оригіналів та їх 
зображень, знайти оригінал  )(tf   за його зображенням  )( pF .  
№ 
в-
та  
Завдання 
№  
в-
та  
Завдання 
1 )134(
1)( 2 +−
+
=
ppp
ppF  16 )1)(9()( 22 ++= pp
ppF  
2 )256(
2)( 2 +−
−
=
ppp
ppF  17 )9)(2(
1)( 2 +−= pppF  
3 )178(
4)( 2 +−
+
=
ppp
ppF  18 )16)(3()( 2 +−= pp
ppF  
4 )98(
4)( 2
2
−+
−
=
ppp
ppF  19 )4)(9()( 22
2
++
=
pp
ppF  
5 )54(
1)( 2
−−
=
ppp
pF  20 )25)(2()( 2
2
++
=
pp
ppF  
6 )4012(
1)( 2 +−= ppppF  21 8
4)( 3
2
−
−
=
p
pppF  
7 )186(
6)( 2
2
++
+
=
ppp
ppF  22 
365
)( 24
3
−−
=
pp
ppF  
8 )106(
3)( 2 +−
+
=
ppp
ppF  23 
16
)( 4
3
−
+
=
p
pppF  
9 )87(
1)( 2
−+
=
ppp
pF  24 
45
)( 24
2
++
=
pp
ppF  
10 )109(
1)( 2
2
−−
+
=
ppp
ppF  25 
27
63)( 3
2
+
+−
=
p
pppF  
11 )9)(5()( 2 +−= pp
ppF  26 
8
8)( 3
2
+
−
=
p
pppF  
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12 )25)(4(
1)( 22
2
++
−
=
pp
ppF  27 
81
)( 4
23
−
−
=
p
pppF  
13 )64)(1(
1)( 22 ++
−
=
pp
ppF  28 )32(
9)( 2
2
−+
+
=
ppp
ppF  
14 )36)(4(
2)( 22
3
++
+
=
pp
ppF  29 )4()2(
2)( 22
23
++
−
=
pp
pppF  
15 )49)(1()( 22
3
++
=
pp
ppF  30 
43
34)( 24
23
−−
−
=
pp
pppF  
 
Завдання 3. Методом операційного числення розв’язати за-
дачу Коші для лінійного диференціального рівняння другого по-
рядку (знайти частинний розв’язок заданого диференціального рів-
няння, який задовольняє вказаним початковим умовам).  
 
№  в-та Завдання 
1 texxx t cos344 2−=+′+′′ ; ( ) ( ) 00;30 =′= xx  
2 txxx 2sin32 =−′+′′ ; ( ) ( ) 00;20 =′= xx  
3 tetxxx 26106 −=+′+′′ ; ( ) ( ) 00;20 =′−= xx  
4 txxx 2sin265 =+′+′′ ; ( ) ( ) 40;00 =′= xx  
5 texx t cos42 2−=′+′′ ; ( ) ( ) 20;00 =′= xx  
6 tetxxx 22134 −=+′+′′ ; ( ) ( ) 10;30 =′−= xx  
7 txxx 6204 =+′+′′ ; ( ) ( ) 20;40 −=′= xx  
8 texxx t 2cos454 −=−′−′′ ; ( ) ( ) 40;20 −=′−= xx  
9 texx t 3sin49 3−=−′′ ; ( ) ( ) 00;40 =′= xx  
10 texxx t 3cos6103 2=−′−′′ ; ( ) ( ) 20;40 =′−= xx  
11 texxx t 2sin265 2=+′−′′ ; ( ) ( ) 30;60 =′= xx  
12 tetxxx 36106 =+′−′′ ; ( ) ( ) 00;20 =′−= xx  
13 txxx 4sin8172 =+′+′′ ; ( ) ( ) 60;20 =′= xx  
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14 texxx t 2sin632 3=−′−′′ ; ( ) ( ) 20;00 −=′= xx  
15 244 txx =+′′ ; ( ) ( ) 20;30 =′−= xx  
16 texxx t sin454 −=−′−′′ ; ( ) ( ) 10;20 =′= xx  
17 txx 2cos124 =−′′ ; ( ) ( ) 20;00 −=′= xx  
18 texxx t 2cos126 2−=−′−′′ ; ( ) ( ) 00;20 =′= xx  
19 txx 3sin49 =−′′ ; ( ) ( ) 00;40 =′= xx  
20 tetxxx 254 =+′+′′ ; ( ) ( ) 10;00 −=′= xx  
21 txxx 2cos12134 =+′−′′ ;  ( ) ( ) 30;20 =′= xx  
22 texx t 2cos42 2−=′+′′ ; ( ) ( ) 20;30 =′−= xx  
23 texxx t 2sin124 2−=−′+′′ ; ( ) ( ) 30;00 −=′= xx  
24 tetxxx 22145 =−′+′′ ; ( ) ( ) 10;00 −=′= xx  
25 texx t 2sin124 2−=−′′ ; ( ) ( ) 40;20 −=′= xx  
26 texxx t 2cos126 3=−′−′′ ; ( ) ( ) 50;00 −=′= xx  
27 212242 txxx =−′+′′ ; ( ) ( ) 40;10 =′= xx  
28 texxx 210294 =+′−′′ ; ( ) ( ) 20;20 −=′= xx  
29 texxx t 2sin676 −=−′+′′ ; ( ) ( ) 60;20 =′−= xx  
30 texx t 3sin49 3−=+′′ ; ( ) ( ) 40;00 −=′= xx  
 
Завдання 4. Методом операційного числення розв‘язати за-
дачу Коші для неоднорідної системи лінійних диференціальних 
рівнянь (знайти частинний розв’язок заданої диференціальної сис-
теми, який задовольняє вказаним початковим умовам).  
 
№  
в-та 
Завдання 
№  
в-та 
Завдання 
1 


+−=
−−=
tyxy
yxx
2cos'
3'
3)0(;2)0( == yx  
16 


−−=
−=
txy
yxx
3cos2'
2'
 
0)0(;2)0( == yx  
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2 


+−=
+−=
tyxy
yxx
3sin3'
3'
 
0)0(;4)0( =−= yx  
17 


+−=
−=
tyxy
yxx
cos5'
106'
 
6)0(;2)0( −== yx  
3 


−=
++= −
yxy
eyxx t
2'
34' 2
 
5)0(;0)0( == yx  
18 



−+=
++=
−
−
t
t
eyxy
eyxx
32'
22'
 
2)0(;6)0( == yx  
4 


+−−=
+−=
tyxy
yxx
62'
25'
 
0)0(;1)0( =−= yx  
19 


+−=
−−=
− teyxy
yxx
265'
3'
 
2)0(;1)0( =−= yx  
5 



−+=
−+−=
t
t
eyxy
eyxx
3'
3'
  
2)0(;3)0( −== yx  
20 


−+−=
++=
tyxy
tyxx
2sin32'
2cos34'
  
0)0(;1)0( == yx  
6 


+−−=
−+=
tyxy
tyxx
cos29'
sin227'
 
0)0(;4)0( == yx  
21 


+−=
−−=
tyxy
tyxx
322'
254'
  
0)0(;1)0( =−= yx  
7 


+−−=
−−=
tyxy
yxx
6'
62'
  
1)0(;4)0( == yx  
22 


−−=
+=
tyxy
yxx
437'
3'
  
2)0(;0)0( −== yx  
8 


++=
−−=
−teyxy
yxx
6'
43'
  
1)0(;1)0( −== yx  
23 


−+=
+−=
tyxy
yxx
2cos44'
2'
  
7)0(;0)0( == yx  
9 



−−=
++−=
t
t
eyxy
eyxx
2
2
234'
425'
  
2)0(;3)0( −== yx  
24 



−+=
++=
−
−
t
t
eyxy
eyxx
42'
22'
  
1)0(;0)0( == yx  
10 


−+=
++=
tyxy
tyxx
363'
442'
  
6)0(;1)0( == yx  
25 


+−=
−=
tyxy
yxx
42'
23'
  
1)0(;2)0( == yx  
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11 


−−=
−+=
yxy
eyxx t
52'
25' 2
  
1)0(;1)0( −== yx  
26 


+=
++=
yxy
tyxx
24'
2cos464'
  
5)0(;1)0( == yx  
12 


−−=
−=
tyxy
yxx
2sin24'
27'
  
0)0(;6)0( == yx  
27 



+−=
−+−=
−
−
t
t
eyxy
eyxx
2
2
2'
'
  
1)0(;5)0( == yx  
13 


−+=
++=
323'
532'
yxy
tyxx
  
1)0(;0)0( == yx  
28 


−−=
+−=
tyxy
tyxx
cos5'
sin2'
  
5)0(;0)0( == yx  
14 


+=
−−=
−
yxy
eyxx t
2'
32'
   
1)0(;2)0( =−= yx  
29 



−−=
−−=
t
t
eyxy
eyxx
2
2
35'
26'
  
0)0(;4)0( == yx  
15 


−=
+−=
yxy
tyxx
34'
2sin22'
  
3)0(;4)0( =−= yx  
30 


+−=
++−=
yxy
eyxx t
3'
45' 3
   
4)0(;6)0( −== yx  
 
Завдання 5. Обчислити заданий функціонал при вказаному 
значенні аргументу.  
 
№  
в-та  
Завдання 
№  
в-та  
Завдання 
1 
[ ]
xy
dxyxyyI
e
ln
;)''(
1
2
=
= ∫
 16 
[ ]
( )3cos
;''
0
xy
dxyyyI
=
= ∫
pi
 
2 
[ ] ( )
xydxx
yyyI
cos;sin
)''(
0
22
=×
×+= ∫
pi
 17 
[ ]
xy
dxyyyI
sin
;''
2/
0
2
=
= ∫
pi
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3 
[ ]
xy
dx
y
xyyI
ln
;)'(
sin''
2/
3
=
= ∫
pi
pi  18 
[ ] ( )
xy
dxxyyyI
pi=
+= ∫
sin
;'
1
0  
4 
[ ] ( )
xy
dxyyxyI
cos
;)'(
1
0
22
=
+= ∫
 19 
[ ]
)1(ln
;)1(''
2
1
0
2
xy
dxxyyI
+=
+= ∫
 
5 
[ ] ( )
xydxx
yyyI
cos;2sin
)'(
8/
0
22
=×
×−= ∫
pi
 20 
[ ]
xexy
dxyyI
−
=
= ∫ ;
1
0
2
 
6 
[ ]
xarctgy
dxyxyI
=
= ∫ ;)'(
1
0
2
 21 
[ ]
xarctgy
dx
xy
xyI
=
+
= ∫ ;)1(''
2
1
2
2
 
7 [ ] xxy
yy
dxyI
e
e
ln;
''
2
2 == ∫  22 [ ] xctgyy
dxyyI == ∫
pi
pi
;
'
3/
6/
 
8 
[ ]
xtgy
dx
xy
xyyI
=
= ∫
pi
;
cos'
4/
0
 23 
[ ]
xey
dxyyxyI
3
1
0
;)''(
−
=
+= ∫
 
9 
[ ]
xy
dx
xy
xyI
arcsin
;)1('
5/3
0
2
=
−
= ∫
 24 
[ ]
xy
dx
x
xyyI
arcsin
;
1
'
5/3
0
2
=
−
= ∫
 
10 [ ] xxeydx
xy
yyI −== ∫ ;
'
''
2
1
 25 
[ ]
xey
dxeyyI
x
x
2cos
;''
4/
0
=
= ∫
pi
−
 
11 
[ ]
xey
dxx
y
yyI
x cos
;cos
''
4/
0
2
=
= ∫
pi
 26 
[ ]
x
x
exy
dx
xy
eyy
yI
2
2
1
;
'
''
=
= ∫
−
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12 
[ ]
xey
dxx
y
yyI
x sin
;2sin''
3/
6/
−
pi
pi
=
= ∫
 27 
[ ]
xy
dx
y
yyyI
e
e
2
2
ln
;)'(
''
2
=
= ∫
 
13 
[ ]
xxy
xyy
dxxyI
e
sin
;
sin2''
cos
2
1
=
−+
= ∫
 28 
[ ]
xtgy
dx
y
yyI
=
= ∫
pi
;
'
4/
0
2
 
14 
[ ]
xxy
xy
dxyyI
sin
;
cos2''
3/
6/
2
=
−
= ∫
pi
pi  29 
[ ]
xxy
dx
yx
yyI
e
e
ln
;
3''
2
3
2
=
+
= ∫
 
15 
[ ]
xxy
xy
dxxyI
cos
;
sin2''
cos3/
6/
2
=
+
= ∫
pi
pi  30 
[ ]
xxy
dx
xy
yyI
e
e
ln
;
''
3 2
=
= ∫
 
 
 
Завдання 6. Знайти відстань нульового порядку між задани-
ми кривими на вказаних відрізках.  
 
№  
в-та  
Завдання 
№  
в-та  
Завдання 
1 
( )
( ) [ ]2;0;0
;
2
3
1
=
=
−
xy
exxy x
 16 
( )
( ) [ ]2;0;sin
;2sin
2
1
pi=
=
xxy
xxy
 
2 
( )
( ) [ ]1;;
;ln
2
2
1
−
=
=
exxy
xxxy
 17 
( )
( ) [ ]eexxy
xxy
;;
;ln
1
2
1
−
=
=
 
3 
( )
( ) [ ]3;0;
;2
2
1
xxy
xarctgxy
=
=
 18 
( )
( ) [ ]exxy
xxy
;1;
;ln8
2
2
1
=
=
 
4 ]2;1[;)(
;)2/(4)(
2
2
1
−−=
+=
xxy
xxy
 19 ]4;2[;2)(
;/108)(
2
2
1
xxy
xxy
=
−=
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5 ]7;1[;)(
;24)(
2
1
−=
+=
xxy
xxy
 20 ]3;2[;12)(
;32)(
2
23
1
−=
−=
xxy
xxxy
 
6 ]4;1[;)(
;/16)(
2
2
1
xxy
xxy
=
−=
 21 ]4;1[;/4)(
;6)(
2
2
1
xxy
xxy
=
−=
 
7 
]4;2[;23)(
;324)(
2
2
34
1
−=
−=
xxy
xxxy
 22 
]2;1[;8)(
;)(
3
2
4
1
−=
=
xxy
xxy
  
8 ]1;4[;/8)(
;2/)(
2
2
1
−−=
=
xxy
xxy
 23 
]4;1[;)(
;15)(
3 2
2
3 2
1
−=
=
xxxy
xxy
 
9 ]4;1[;)(
;60108)(
4
2
1
−=
−=
xxy
xxy
 24 ]5;1[;)(
;12)(
2
1
xxy
xxy
=
−=
 
10 ]5;2[;2)(
;)1(16)(
2
2
1
xxxy
xxy
−=
−−=
 25 ];[;1)(
;ln)(
1
2
1
eexxy
xxxy
−
=
=
 
11 ]1;2[;)2/(8)(
;22/)(
2
2
1
−−=
−=
xxy
xxxy
 26 ];1[;)(
;ln2)(
2
1
exxy
xxy
=
=
 
12 
]5;0[;)(
;3)(
2
1
x
x
exxy
exy
−
−
=
=
 27 ]2;21[;8)(
;/4)(
2
2
1
xxy
xxy
=
−=
 
13 
]3;0[;8)(
;)(
2
2
1
x
x
exy
exxy
=
=
 28 
]2;21[;2)(
;3)(
3
2
2
1
xxy
xxy
=
=
 
14 ]0;3[;2)(
;)1(2)(
2
2
1
−−=
−−=
xxxy
xxy
 29 
]3;0[;)(
;)(
2
1
x
x
exy
xexy
−
−
=
=
 
15 
]2;1[;5)(
;5)(
3
2
45
1
−−=
−=
xxy
xxxy
 30 
]2;1[;10)(
;52)(
3
2
45
1
−=
+=
xxy
xxxy
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Завдання 7. Знайти варіацію Iδ  заданого функціоналу.  
 
№  
в-
та  
Завдання 
№  
в-
та  
Завдання 
1 [ ] ( )∫pi +=
0
3)'(cos dxyyxyI  16 [ ] ( )∫ += 1
0
' dxeyyyI xy  
2 [ ] ( )∫
pi
+=
0
ln'sin dxyyyxyI  17 [ ] ( )∫
−
−=
1
2
2)'( dxyxyyI  
3 [ ] ∫ +=
1
0
)(' dxyxarctgyyI  18 [ ] ( )∫ −= 4
1
3)'(ln dxyyyI  
4 [ ] ( )∫pi +=
0
2)'(sin dxyyxyI  19 [ ] ( )∫ += e dxyyxyI
1
4
'ln  
5 [ ] ( )∫pi −=
0
22 )'(cos dxyxyyI  20 [ ] ( )∫ += 1
0
'
' dxyexyyI y  
6 [ ] ( )∫ += 2
1
'ln dxyxyyI  21 [ ] ( )∫ −=
1
0
2)'( dxxeyyI y
 
7 [ ] ( )∫
−
−=
1
2
23 )'( dxeyxyI y  22 [ ] ( )∫ += 1
0
'
' dxxeyyyI y  
8 [ ] ( )∫pi +=
0
'cos dxyyyxyI  23 [ ] ∫ +=
3
1
2)'( dxyxyyI  
9 [ ] ∫=
2
1
arcsin' dxxyyyI  24 [ ] ∫=
4
1
' dxxyarctgyyI  
10 [ ] ∫ +=
1
0
2 arcsin)'( dxyyxyI  25 [ ] ( )∫ −= 5
2
32 )'( dxyyxyI  
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11 [ ] ∫ −=
1
0
)'( dxyarctgyxyI  26 [ ] ( )∫
−
−=
1
1
43
'3 dxyxyyI  
12 [ ] ∫ +=
1
0
)'( dxxyarctgyyI  27 [ ] ( )∫ +=
e
dxyyxyI
1
2
'ln  
13 [ ] ( )∫pi +=
0
2)'(cos' dxyxyyyI  28 [ ] ∫ +=
2
1
22
' dxyxyyI  
14 [ ] ( )∫ += e dxyyxyI
1
2)'(ln  29 [ ] ∫ +=
4
0
' dxyxyyyI  
15 [ ] ∫ +=
1
0
)(arcsin' dxyxyyI  30 [ ] ∫=
2
1
ln' dxxyyyI  
 
 
 
Завдання 8. Знайти екстремалі заданого функціоналу, що за-
довольняють указаним крайовим умовам (допустимі екстремалі). 
Дослідити на виконання достатніх умов екстремуму.  
 
№  
в-
та  
Завдання 
№  
в-
та  
Завдання 
1 
[ ] ( )
( ) ( ) 11;30
;)'(2'sin
1
0
2
==
+= ∫
yy
xdyyyI
 16 
[ ] ( )
( ) ( ) 00;11
;)'(12
0
1
2
==−
−= ∫
−
yy
dxyxyyI
 
2 
[ ] ( )
( ) ( ) 1
1
0
222
1;00
;)'(
−
==
−−= ∫
eyy
dxeyyyyI x
 17 
[ ] ( )
( ) ( ) 21;10
;)'(
1
0
2
==
+= ∫
yy
dxyxyI
 
3 
[ ] ( )
( ) ( ) 02;11
;'2)'(
2
1
22
==
++= ∫
yy
dxyyyyyI
  18 
[ ] ( )
( ) ( ) 12;10
;)'(
2
0
22
=pi=
−= ∫
pi
yy
dxyyyI
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4 
[ ] ( )
( ) ( ) 1;01
;')'(
1
2
==
+= ∫
eyy
dxyyyxyI
e
  19 
[ ] ( )
( ) ( ) 52;31
;'1'
2
1
2
==
+= ∫
yy
dxyxyyI
 
5 
[ ] (
) ( ) ( ) 11;00;sin
4)'(
1
0
22
==×
×−+= ∫
yydxx
yyyyI
 20 
[ ]
( ) ( ) 31;10
;)'ln(
1
0
==
+= ∫
yy
dxyyyI
 
6 
[ ]
( ) ( ) 21;10
;))'('2(
1
0
2
==
++= ∫
yy
dxyxyyyI
 21 
[ ]
( ) ( ) 411;10
;))'('(
1
0
2
==
−= ∫
yy
dxyxyyI
 
7 
[ ]
( ) ( ) 43
23
0
22
23;00
;))'(2(
pi
pi
−
=pi=
−= ∫
eyy
dxeyyyI
/
x
 22 
[ ]
( ) ( ) 42;11
;
)'(12
1
2
==−
+
= ∫
−
yy
dx
y
y
yI
 
8 
[ ]
( ) ( ) 010
;)12')'((
1
0
2
==
++= ∫
yy
dxxyyyyyI
  23 
[ ]
( ) ( ) 31;10
;)'ln(
1
0
==
= ∫
yy
dxyyyI
 
9 
[ ] (
) ( ) ( ) 82;11;2
2)'(
2
1
222
==+
++= ∫
yydxxy
yyxyI
 24 
[ ] ( )
( ) ( ) 02;10
;)'('
2
0
2
==
+= ∫
yy
dxyxyyI
 
10 
[ ] ( )
( ) ( ) 12;20
;)'('
2
0
32
−==
−+= ∫
yy
dxxeyyyI x
 25 
[ ]
( ) 2ln)1(;00
;
'
1
0
−==
= ∫
yy
dx
y
eyI
y
 
11 
[ ] (
) ( ) ( ) 00;
)'(cos4
2
0
2
=pi=−
−+= ∫
pi
yydxy
yxyyI
 26 
[ ]
( ) ( ) 11;00
;)'(
1
0
2
==
= ∫
yy
y
dxyI
 
 
 337 
 
12 
[ ] ( )
( ) ( ) .82;11
;)12'(
2
1
222
==
+= ∫
yy
dxyyxyI
 27 
[ ]
( ) ( ) 31;10
;))'((
1
0
22
==
+= ∫
yy
dxyyxyI
 
13 
[ ] (
) ( ) ( ) 11;00;2
6)'(
1
0
22
==×
×++= ∫
yydxxsh
yyyyI
 28 
[ ] ( )
( ) ( ) 211;01
;)'('4
1
1
2
==−
−= ∫
−
yy
dxyxyyI
 
14 
[ ] (
) ( ) ( ) 31;01;)'(
)1('2
2
1
1
2
==−−
−+= ∫
−
yydxy
xyyI
 29 
[ ] ( )
( ) ( ) 01;00
;)'(4
1
0
2
==
++= ∫
yy
dxyyxyI
 
15 
[ ] (
) ( ) ( ) 13;21;2
ln')'(
3
1
2
−==+
+−= ∫
yydxx
xyyyI
 30 
[ ]
( ) ( ) eyy
dxyyyI
==
= ∫
1;10
;)'/(
1
0  
 
 
Завдання 9. Знайти екстремалі заданого функціоналу, що за-
довольняють указаним крайовим умовам (допустимі екстремалі).  
 
№ в-та  Завдання  
1 
[ ] ( )∫ ++= 1
0
22 ;2)'()'(, dxxyzyzyI   
( ) ( ) ( ) ( ) 11;01;00;10 ==== zyzy  
2 
[ ] ( )∫ −++= 2
1
222 ;2)'()'(, dxxyzzyzyI   
( ) ( ) ( ) ( ) 12;22;01;11 ==== zyzy  
3 
[ ] ( )∫pi −+−=
0
222 ;)'()'(22, dxzyyyzzyI   
( ) ( ) ( ) ( ) 1;1;00;00 =pi=pi== zyzy  
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4 
[ ] ( )∫
−
+−=
1
1
22 ;)'()'(36, dxzyxyzyI   
( ) ( ) ( ) ( ) 11;01;11;21 ==−=−=− zyzy  
5 
[ ] ( )∫ −= 1
0
2 ;'2)'(, dxxyzyzyI   
( ) ( ) ( ) ( ) 11;11;00;20 −==== zyzy  
6 
[ ] ( )∫ −= 2
1
2 ;')'(, dxzxyzzyI   
( ) ( ) ( ) ( ) 12;02;11;11 ==== zyzy  
7 
[ ] ( )∫pi −−++= 2
0
22 ;2'', dxxzzyzyzyzyI   
( ) ( ) ( ) ( ) .12;02;20;10 =pi=pi−== zyzy  
8 
[ ] ( )∫pi −++= 2
0
22 ;sin42)'()'(, dxxyyzzyzyI   
( ) ( ) ( ) ( ) 02;02;20;00 =pi=pi== zyzy  
9 
[ ] ( )∫ −+−= 1
0
22 ;6''2, dxyezyzyzyI x   
( ) ( ) ( ) ( ) 11;01;10;20 −===−= zyzy  
10 
[ ] ( )∫ ++++= 1
0
222 ;4)'()'()(, dxxyzyzyzyI   
( ) ( ) ( ) ( ) 01;01;20;10 ==−== zyzy  
11 
[ ] ( )∫pi −−+−= 2
0
222 ;cos6)'()'()(, dxxzzyzyzyI   
( ) ( ) ( ) ( ) 22;02;00;10 −=pi=pi=−= zyzy  
12 
[ ] ( )∫pi −+−= 4
0
22 ;2sin6''2, dxxyzyzyzyI   
( ) ( ) ( ) ( ) 44;04;00;10 −=pi=pi== zyzy  
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13 
[ ] ( )∫pi +++= 2
0
22 ;sin6''2, dxxyzyzyzyI   
( ) ( ) ( ) ( ) 22;02;10;00 =pi=pi−== zyzy  
14 
[ ] ( )∫ −−−+= 1
0
222 ;6)'()'()(, dxxzzyzyzyI   
( ) ( ) ( ) ( ) 01;21;20;10 =−=−== zyzy  
15 
[ ] ( )∫pi ++−= 4
0
22 ;2cos2''2, dxxzzyzyzyI   
( ) ( ) ( ) ( ) 04;24;00;00 =pi=pi== zyzy  
16 
[ ] ( )∫ +++++= 1
0
2222 ;24)'()'(, dxxyyzzyzyzyI   
( ) ( ) ( ) ( ) 21;01;10;40 −==−== zyzy  
17 
[ ] ( )∫ −+++= 1
0
222 ;6''2, dxyezyzyzyI x   
( ) ( ) ( ) ( ) 01;11;20;00 =−=−== zyzy  
18 
[ ] ( )∫pi −−+−= 2
0
222 ;sin6)'()'()(, dxxzzyzyzyI   
( ) ( ) ( ) ( ) 02;32;00;10 =pi=pi=−= zyzy  
19 
[ ] ( )∫ +++= 1
0
22 ;4''2, dxyezyzyzyI x   
( ) ( ) ( ) ( ) 01;11;00;10 =−=== zyzy  
20 
[ ] ( )∫pi −−+−= 4
0
222 ;2sin2)'()'()(, dxxyzyzyzyI   
( ) ( ) ( ) ( ) 04;04;10;10 =pi=pi=−= zyzy  
21 
[ ] ( )∫ +−−−+= 1
0
32222 ;24)'()'(, dxyeyzzyzyzyI x   
( ) ( ) ( ) ( ) 01;11;30;00 ==−== zyzy  
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22 
[ ] ( )∫pi −−−+= 4
0
222 ;2cos2)'()'()(, dxxyzyzyzyI   
( ) ( ) ( ) ( ) 04;04;20;10 =pi=pi=−= zyzy  
23 
[ ] ( )∫ +++++= 1
0
2222 ;24)'()'(, dxyeyzzyzyzyI x   
( ) ( ) ( ) ( ) 21;21;10;00 −==−== zyzy  
24 
[ ] ( )∫ −−+−= 1
0
222 ;6)'()'()(, dxxyzyzyzyI   
( ) ( ) ( ) ( ) 11;01;00;30 −==== zyzy  
25 
[ ] ( )∫ −+−−+= 1
0
2222 ;8)'()'()(, dxzezyzyzyI x   
( ) ( ) ( ) ( ) 11;01;10;20 −==−=−= zyzy  
26 
[ ] ( )∫pi −+−= 2
0
22 ;cos12''2, dxxyzyzyzyI   
( ) ( ) ( ) ( ) .02;02;40;10 =pi=pi−== zyzy  
27 
[ ] ( )∫ +−−+= 1
0
2222 ;4)'()'()(, dxyezyzyzyI x   
( ) ( ) ( ) ( ) 11;01;20;20 ==−== zyzy  
28 
[ ] ( )∫pi −−+−= 4
0
222 ;2cos2)'()'()(, dxxzzyzyzyI   
( ) ( ) ( ) ( ) 04;04;00;10 =pi=pi=−= zyzy  
29 
[ ] ( )∫ −+−= 1
0
22 ;6''2, dxyezyzyzyI x   
( ) ( ) ( ) ( ) 11;01;10;20 −===−= zyzy  
30 
[ ] ( )∫ +−−−+= 1
0
2222 ;24)'()'(, dxxzyzzyzyzyI   
( ) ( ) ( ) ( ) 01;11;10;30 ==−== zyzy  
 341 
Завдання 10. Розв’язати наступні задачі на умовний екстре-
мум.  
Варіанти №1–№17: Знайти допустимі екстремалі задачі Лагранжа.  
Варіанти №18–№30: Знайти допустимі екстремалі ізопериметрич-
ної задачі.  
 
№  
В-та  
Завдання  
1 
[ ] ;)'()'(1, 1
0
22
∫ ++= dxzyzyI   
( ) ( ) ( ) ( ) 0;11;01;10;10 =++−===−= zyxzyzy  
2 
[ ] ( ) ;)'(, 1
0
2
∫ += dxzyzyI   
( ) ( ) ( ) ( ) 0;11;1;10;10 22 =−−+==== xyzezeyzy  
3 
[ ] ( ) ;)'(, 1
0
22
∫ += dxzyzyI   
( ) ( ) ( ) ( ) 01;21;11;10;00 2 =+−==== zyzyzy  
4 
[ ] ( ) ;';2, 2
0
2 zyydxzyzzyI +=+= ∫
pi
  
( ) ( ) ( ) ( ) 12;12;10;00 −=pi=pi== zyzy  
5 
[ ] ;0';'', 21
0
=−++= ∫ xzyydxzyzyI   
( ) ( ) ( ) ( ) 251;231;10;00 −==−== zyzy  
 
[ ] ( )∫ ++= 1
0
22
'2, dxzzyyzyI ;    zyy 2' −−= ;  
( ) ( ) 01,10 == yy  
7 
[ ] ( )∫ ++= 1
0
322 )'()'(, dxxzyzyI ;  023 =−+ zyx ;  
( ) ( ) ( ) ( ) 21;11;10;20 ==== zyzy  
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8 
[ ] ( )∫ += 1
0
22)'(, dxzyzyI ;  zy =' ;  
( ) ( ) ( ) ( ) 01;11;10;00 ==== zyzy  
9 
[ ] ( )∫ ++= 1
0
22
'2, dxzzyyzyI ;    zyy 24' −= ;  
( ) ( ) 21,00 == yy  
10 
[ ] ∫
−
++=
1
2
22 )'()'(1, dxzyzyI ;  3523 −−= yxz ;  
( ) ( ) ( ) ( ) 31;21;12;22 =−==−−=− zyzy    
11 
[ ] ∫ ++=
4
1
22 )'()'(1, dxzyzyI ;  14225 ++= zxy ;  
( ) ( ) ( ) ( ) 14;44;31;21 −==−== zyzy    
12 
[ ] ( )∫ ++= 1
0
2)'(, dxzzyzyI ;    01'' =−+zy ;  
( ) ( ) ( ) ( ) 21;11;10;00 ==== zyzy  
13 
[ ] ∫
−
++=
3
1
22 )'()'(1, dxzyzyI ;  2223 ++= yxz ;  
( ) ( ) ( ) ( ) 63;53;21;31 ===−=− zyzy    
14 
[ ] ∫ ++=
4
2
22 )'()'(1, dxzyzyI ;  2433 −−= yxz ;  
( ) ( ) ( ) ( ) 24;14;42;22 ===−= zyzy    
15 
[ ] ( )∫ ++= 1
0
22
'2, dxzzyyzyI ;    zyy 24' −−= ;  
( ) ( ) 21,10 == yy   
16 
[ ] ( )∫ ++= 1
0
22 1)'(, dxzyzyI ;  02 2 =−+ xzy ;  
( ) ( ) ( ) ( ) 01;21;00;00 ==== zyzy   
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17 
[ ] ( )∫pi −=
0
22 )'()'(, dxzyzyI ;  0cos' =+− xzy ;  
( ) ( ) ( ) ( ) 2/;2;00;00 pi=pi=pi== zyzy   
18 
[ ] ( ) ;4)'(1
0
32
∫ += dxxyyI   2
1
0
=∫ ydx ;   
( ) ( ) 01;00 == yy  
19 
[ ] ( ) ;3)'(1
0
22
∫ −= dxxyyI   1
1
0
=∫ xydx ;   
( ) ( ) 01;20 == yy   
20 
[ ] ( )∫ += 1
0
2 2)'( dxxyyI ;  0
1
0
2
=∫ dxyx ;   
( ) ( ) 11,00 == yy     
21 
[ ] ( )∫pi +=
0
2 cos)'( dxxyyI ;  0sin
0
=∫
pi
dxxy ;   
( ) ( ) 1,00 =pi= yy     
22 
[ ] ( ) ;2sin64cos84)'(4/
0
22
∫
pi
+−−= dxxxyyyyI   
5)'2cos4(
4/
0
=−+∫
pi
dxyyx ;  ( ) ( ) 34/,10 =pi= yy   
23 
[ ] ∫
pi
−=
0
)cossin( dxxxyyI ;   ( ) 2/3'
0
2 pi=∫
pi
dxy ;   
( ) ( ) pi=pi= yy ,00     
24 
[ ] ( ) ;444)'(1
0
3222
∫ −++=
− dxxeyyyyI x   
( ) 6'31
0
2
=+−∫ dxyyx ;  ( ) ( ) 01,20 == yy   
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25 
[ ] ( ) ;3cos66sin129)'(6/
0
22
∫
pi
++−= dxxxyyyyI   
4)'3sin6(
6/
0
=++∫
pi
dxyyx ;  ( ) ( ) 06/,30 =pi= yy  
26 
[ ] ( ) ;3)'(1
0
22
∫ += dxxyyI    2
1
0
2
=∫ dxy ;   
( ) ( ) 01;00 == yy  
27 
[ ] ;)'(1
0
2
∫= dxyyI    ( ) 12/1)'(1
0
2
=−∫ dxyy ; 
( ) ( ) 4/11;00 == yy  
28 
[ ] ( ) ;344)'(1
0
2222
∫ −++= dxxeyyyyI
x
  
4)'6(
1
0
=−−∫ dxyyx ;  ( ) ( ) 01,30 == yy    
29 
[ ] ( ) ;4sin88cos416)'(8/
0
22
∫
pi
−+−= dxxxyyyyI   
( ) 6'8cos88/
0
=+−∫
pi
dxyyx ;  ( ) ( ) 38/,10 =pi= yy  
30 
[ ] ( ) ;3189)'(1
0
222
∫ −−+= dxxxyyyyI   
2)'2(
1
0
=−+∫ dxyyx ;  ( ) ( ) 01,20 == yy  
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