We consider a random version of the McMullen-Bedford general Sierpinski carpet which is constructed by randomly choosing patterns in each step instead of a single pattern in its original form. Their Hausdorff, packing and box-counting dimensions are determined. A sufficient condition and a necessary condition for the Hausdorff measures in their dimensions to be positive are given. As an application, we discuss the issue on the intersection of the general Sierpinski carpet with its translations.
Introduction
Let T be an expanding endomorphism of the 2-torus T 2 = R 2 /Z 2 given by a matrix diag(n, m), where 2 m < n are integers. The simplest invariant sets for T have the form
where D ⊆ I × J is the set of digits with I = {0, 1, · · · , n − 1} and J = {0, 1, · · · , m − 1}. The geometric description of this construction is the following: we divide the unit square into n × m congruent rectangles by drawing n vertical strips of equal width and m horizontal strips of equal height, choose some rectangles according to the pattern described by D, again divide each chosen rectangle into n × m congruent ones, choose the rectangles according to the same pattern D and repeat the procedure inductively. Then we obtain the limit set K(T , D) , the general Sierpinski carpet which was first studied independently by McMullen [31] and Bedford [2] .
Then each f d is contractive. For a finite subset of Z 2 let : N −→ R 2 be defined by 
Thus each point in (
N ) has at least one -code. Let proj y denote the projection of R 2 onto its second coordinate. For each b ∈ proj y D put n b = |D ∩ (I × {b})| where, and throughout this paper, |A| denotes the cardinality of A. We denote by dim H E, dim P E and dim B E the Hausdorff, packing and box-counting dimensions of the set E, respectively. One can refer to [8, 29] for their definitions. Let α := log n m.
Some known results are (cf [2, 31, 35] )
and
In the recent years, some further problems related to the general Sierpinski carpet K(T , D) and its various modifications have been proposed and considered by lots of authors. For instance, readers can refer to Peres [35, 36] , Kenyon and Peres [17, 18] , King [20] , Olsen [34] , Barański [1] , Gatzouras and Lalley [11] , Gui and Li [13] , etc just to list a few. Many random constructions related to the self-similar sets have been studied in [6, 9, 10, 28, 30] and elsewhere. In 1994, Gatzouras and Lalley [12] studied the randomization of the general Sierpinski carpet by means of branching processes. They gave exact expressions for the Hausdorff and box dimensions of the random general Sierpinski carpet. In this paper, we consider a more straightforward random version of the general Sierpinski carpet which, compared with the geometric construction of K(T , D) , is constructed by randomly choosing patterns in different levels. This is motivated by an issue on the intersection of the general Sierpinski carpet with its translations (we will discuss the details later in this section). We denote by M the set of all nonempty subsets of I × J . We first divide the unit square into n × m congruent rectangles by drawing n vertical strips of equal width and m horizontal strips of equal height and choose some rectangles according to some randomly chosen pattern from M, say 1 , again divide each of the chosen rectangles in the first level into n × m congruent ones and choose some rectangles according to some randomly chosen pattern from M, say 2 , repeat the procedure inductively according to some randomly chosen pattern from M, say k at the kth level. The pattern k at the kth level is chosen independent of all the previous patterns , 1 k − 1, and is applied to all chosen n k−1 × m k−1 rectangles. We would like to point out that in [12] Gatzouras and Lalley used independently chosen patterns k,i applying to each of the chosen n k−1 × m k−1 rectangles at the kth level. Let U k be the union of all the rectangles chosen at the kth level. Then (U k ) k 1 is a sequence of decreasing compact sets of [0, 1] 2 . Thus, the compact set constructed above is just the limit set of U k , i.e. k 1 U k . Alternatively, for such a (compact) set K, if ( k ) ∞ k=1 are the patterns chosen in the above process then 
where δ i denotes the Dirac measure concentrated at
The main result presented in this paper is the following theorem. Theorem 1.1. Let P be defined as in (7) .
where K(T , D i ) is defined as in (1) . Investigation of K(ω), in a sense, is motivated by the following issue related to the intersection of the general Sierpinski carpet with its translation. For the self-similar case, this has been the subject of several studies (cf [5, 7, 16, 19, 21-24, 26, 27, 32, 39] ).
Let K(T , D) be defined as in (1) . For t ∈ R 2 , it is easy to see that
is a self-affine set generated by the family 
where, according to the notation described above,
is then related to the sets K(ω d ) which are treated in theorem 1.1). In fact, each
On the other hand, for any
Therefore, by (8) one can determine the Hausdorff, packing and box-counting dimensions of K(T , D) ∩ (K(T , D) + t) if C(t) is at most countable. When the family {f d : d ∈ D − D} satisfies the open set condition, C(t) is a finite set for each t ∈ K(T , D) − K(T , D). An easy condition for the family {f
This can be simply verified by taking (−1, 1)
2 as the open set. The rest of this paper is organized as follows. In section 2, some basic facts and known results needed in the proof of our theorems are described. The proof of theorem 1.1 is arranged in section 3. We focus on those K(ω) with ω ∈ {D 1 , . . . , D s } N for which each D k occurs in ω with frequency p k , 1 k s. As an application of theorem 1.1, we consider the dimensions of the intersection of K(T , D) with its translations. In section 4, a necessary condition and a sufficient condition are obtained, respectively, for the Hausdorff measure of K(ω) in its dimension to be positive (see theorem 4.1).
Preliminaries
Following [11, 31, 33, 35, 36] , we use approximate squares to calculate dimension. For each
N and each positive integer k, let
and 
So in the definition of Hausdorff measure, we can restrict attention to covers by such approximate squares since any set of diameter less than m −k can be covered by a bounded number of approximate squares Q k (x). The following lemma appears in [33] 
where
Let µ p be the image measure of µ p induced by , i.e., for Borel set A ⊆ R 2 ,
where the map is defined as in (3) and is restricted on the set
From the construction of Q k (x) it follows that for any
Let us recall the definition of the Hausdorff dimension of a measure µ. It is defined as the infimum of Hausdorff dimensions of sets of full µ-measure.
The following lemma appears in [36] as a version of the well-known Billingsley lemma [3] for which the the ball is replaced by the approximate square. 
Proof of theorem 1.1 and intersection of K(T, D) with its translation
In this section, we first give the proof of theorem 1.1. Then we apply theorem 1.1 to determine the dimensions of the intersection of K(T , D) with its translation. Recall that P defined as in (7) is a probability on
From the Birkhoff ergodic theorem (cf [37, theorem 1.14]) it follows that for P-a.e. ω = (D ω(j) 
where N k (D i 
Therefore, theorem 1.1 follows directly from the following proposition, (4) and (5).
Proof.
Step
where µ p is defined as in (9) and (10).
For n ∈ N let X n be the random variable on (
is a sequence of independent random variables with E(X n ) = 0 and
where E(X n ) denotes the expectation of the random variable X n . From the strong law of large numbers (cf [4, theorem 1 in section 5.2]) it follows that
and integer k ∈ N, by taking logarithm in (11) we have
log m q proj y x j , ω(j ) .
log m q proj y x j , ω(j ) (13) is then obtained by lemma 2.2. In particular, we take, for each 1 i s, the probability vector
Therefore, from (13) it follows
To do this, we take p = (p(1), p(2) , . . . , p(s)) where each p(i) is given by (14) . We use lemma 2.1 and show that for any given δ >
Therefore,
Hence, we have Step
Then M k consists of pairwise nonoverlapping approximate squares which cover [0, 1] × [0, 1]. From the definition of boxcounting dimension it is not difficult to prove
This is done by classifying points of the set {( 
Hence, we have
Step 4.
. This is done directly from [8, corollary 3.9] . In fact, for any open set V ⊂ R 2 with V ∩ K(ω) = ∅ there exist a k ∈ N and (x 1 , . . . , x k 
On the other hand, we have
where the sets on the right-hand side are translations of each other. This implies 
Corollary 3.2. Let
ω = (D ω(j) ) j 1 ∈ {D 1 , D 2 , . . . , D s } N satisfy (12). Then dim H K(ω) = dim B K(ω) if
Proof. Note that x → x
α is a strictly concave function because of 0 < α = log n m < 1. Thus, for each 1 i s with p i = 0
where the equality holds if and only if all n b,i are same. Thus, the desired result follows from proposition 3.1.
Now we apply theorem 1.1 (proposition 3.1) to the subject on the intersection of K(T , D) with its translation. As discussed in section 1, when max{|proj (−1, 1) 2 . In this case,
where the map is defined by (3)
where we assume
, (D + t i )) ). Thus, the desired result follows directly from proposition 3.1. We remark that it may happen that some
Remarks.
(I) For each probability vector (p i ) s i=1 the set of t satisfying the conditions in corollary 3. 
Further discussion
In this section, a necessary condition and a sufficient condition are obtained, respectively, such that the Hausdorff measure of K(ω) in its dimension is positive. If the pattern D i has uniformly horizontal fibres, we denote 
projyd, i by proposition 3.1. Since log m x is a strictly concave function in x we obtain that for each 1 i t all n proj y d, i , d ∈ D i are same, i.e. each D i , i = 1, 2, · · · , t has uniformly horizontal fibres. (II) We first consider the case that each pattern D i has uniformly horizontal fibres. Then by proposition 3.1 we have
We take p = (p(1), p(2) , . . . , p(s)) where
) is a probability vector on D i , 1 i s. The probability measureμ p on K(ω) is constructed in the way shown by (9)-(11). Thus, for any
Thus, when all patterns D i , 1 i s have uniformly horizontal fibres of the same type, (15) reduces to
Combining theorem 4.1 (I) with corollary 3.2 we have that dim (12) with p 1 = 1 and p 2 = 0, where
The probability measureμ p on K(ω) is constructed in the way shown by (9)- (11) . Then for any 
