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FIXED POINTS OF DIFFEOMORPHISMS ON NILMANIFOLDS WITH
A FREE NILPOTENT FUNDAMENTAL GROUP
KAREL DEKIMPE, SAM TERTOOY, AND ANTONIO R. VARGAS
Abstract. Let M be a nilmanifold with a fundamental group which is free 2-step nilpo-
tent on at least 4 generators. We will show that for any nonnegative integer n there exists
a self-diffeomorphism hn of M such that hn has exactly n fixed points and any self-map
f of M which is homotopic to hn has at least n fixed points. We will also shed some
light on the situation for less generators and also for higher nilpotency classes.
1. Reidemeister-Nielsen fixed point theory
The aim of this paper is to study fixed points of self-homeomorphisms of nilmanifolds.
In this first section, we will recall the basics of Reidemeister-Nielsen theory.
Let f : X → X be a selfmap of a closed manifold X (or even a compact polyhedron). Let
Fix(f) = {x ∈ X | f(x) = x} denote the set of fixed points of f . The aim of Reidemeister-
Nielsen theory is to obtain a good estimate for the minimal size of Fix(g) for all g homotopic
to a given f . A first result in this direction is given by the Lefschetz number L(f) of f , this
number is given by
L(f) =
dimX∑
i=0
(−1)i tr(f∗,i : Hi(X,Q)→ Hi(X,Q) ).
Lefschetz’ theorem says that if L(f) 6= 0, then f must have a fixed point. As homotopic
maps induce the same morphisms on homology, we can also deduce that if L(f) 6= 0, then
any map g homotopic to f has a least one fixed point. Unfortunately, Lefschetz’ theorem
does not give any information on the exact amount of fixed points and says nothing in case
L(f) = 0. One can associate a more sophisticated number to f , namely the Nielsen number
N(f), which in many cases gives full information.
Let us spend some time in explaining how this Nielsen number is defined. For details we
refer the reader to [5, 6]. Consider the universal covering space p : X˜ → X of X . For any
lift f˜ : X˜ → X˜ of f we have that p(Fix(f˜)) ⊆ Fix(f). In fact
Fix(f) =
⋃
f˜
p(Fix(f˜)),
where the union is taken over all possible lifts f˜ of f . We call two lifts f˜1 and f˜2 equivalent
(notation f˜1 ∼ f˜2) if f˜1 = γ ◦ f˜2 ◦ γ−1 for some covering transformation γ. It then follows
that
• f˜1 ∼ f˜2 ⇒ p
(
Fix(f˜1)
)
= p
(
Fix(f˜2)
)
,
• f˜1 6∼ f˜2 ⇒ p
(
Fix(f˜1)
)
∩ p
(
Fix(f˜2)
)
= ∅.
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For any equivalence class [f˜ ] of lifts we call p(Fix(f˜)) the fixed point class determined by
[f˜ ]. The above shows that this fixed point class is independent of the chosen representative
and that different equivalence classes determine disjoint fixed point classes. Hence Fix(f)
is the disjoint union of its fixed point classes. Note that it is possible that some fixed point
classes are empty (but still they are considered to be a fixed point class!). The Reidemeister
number of the map f , denoted by R(f) is the number of fixed point classes of f (or the
number of equivalence classes of lifts of f).
There is an algebraic way to determine the Reidemeister number of a map f , using
the notion of twisted conjugacy. Let Γ be any group and suppose that ϕ : Γ → Γ is an
endomorphism. We will say that two elements γ and γ′ of Γ are twisted conjugate (or
Reidemeister equivalent) if and only if there exists a µ ∈ Γ such that γ = µγϕ(µ)−1. Being
twisted conjugate is an equivalence relation on Γ and the number of equivalence classes is
denoted by R(ϕ) (and is called the Reidemeister number of ϕ).
To explain the connection with the Reidemeister number of a map f , we fix a lift (to the
universal covering space) f˜0 of f and let Γ be the group of covering transformations of the
universal covering p : X˜ → X . Recall that Γ is isomorphic to the fundamental group of X .
Any other lift f˜ of f can be written uniquely as a composition f˜ = γ ◦ f˜0 and conversely
any map γ ◦ f˜0 is a lift of f . Hence there is a 1–1 correspondence between lifts of f and the
elements of Γ. There is a morphism
f∗ : Γ→ Γ : γ 7→ f∗(γ) determined by f∗(γ) ◦ f˜0 = f˜0 ◦ γ.
This morphism depends on the choice of f˜0, but only up to an inner automorphism of Γ,
and in fact, for the good choices of base points it coincides with the morphism induced by
f on the fundamental group of X .
It is well known (and easy to check) that
γ ◦ f˜0 ∼ γ′ ◦ f˜0 ⇔ ∃µ ∈ Γ : γ = µ ◦ γ′ ◦ f∗(µ)−1.
It follows that equivalence of two lifts determined by elements γ and γ′ corresponds exactly
to the fact that these two elements are twisted conjugate (using the morphism f∗) and
hence fixed point classes are in 1–1 correspondence with twisted conjugacy classes of f∗, i.e.
R(f) = R(f∗).
One of the main ingredients of Nielsen theory is the so-called fixed point index. There
is an axiomatic way to attach to each fixed point class F of a map f an integer I(f,F). It
is not easy to explain in a few words how this index is determined, but the idea is that if
the index is non-zero, then this fixed point class cannot disappear (become empty) under
a homotopy. Therefore, a fixed point class F with I(f,F) 6= 0 is called an essential fixed
point class. To have at least some idea about the meaning of the index, we consider the
case when X is a differentiable manifold and F = {x0} is a fixed point class consisting of
an isolated fixed point x0. In this case
I(f,F) = sgndet(1− dfx0)
where dfx0 : Tx0X → Tx0X is the differential of f at x0, 1 denotes the identity map of Tx0X
and for r ∈ R we let sgn(r) = −1, 0 or 1 when r < 0, r = 0 and r > 0 respectively. The
Nielsen number of the map f is then defined as the number of essential fixed point classes:
N(f) = #{F | F is a fixed point class with I(f,F) 6= 0}.
Obviously, N(f) is a lower bound for the number of fixed points of f and as N(f) is a
homotopy invariant, we also have that
N(f) ≤ #Fix(g) for all g ∼ f.
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In fact, Wecken showed that in many cases N(f) is a sharp lower bound for the minimal
number of fixed points of all maps g which are homotopic to f .
Theorem 1.1 (Wecken [15]). Let X be a compact manifold, possibly with boundary, of
dimension ≥ 3 and f : X → X be a self map of X. Then there exists a map g : X → X
homotopic to f such that N(f) = #Fix(g).
2. Nilmanifolds and their Reidemeister spectrum
From now on we will focus on nilmanifolds.
Definition 2.1. Let G be a connected and simply connected nilpotent Lie group. A lattice
of G is a discrete and cocompact subgroup N of G. Here cocompact means that the quotient
space N\G, where N is acting by left translations on G, is compact.
A nilmanifold is a quotient manifold N\G, where N is a lattice of some connected and
simply connected nilpotent Lie group G.
The following results due to Mal’cev are well known ([9, 11])
• If N is a lattice of a connected and simply connected nilpotent Lie group, then N
is a finitely generated torsion-free nilpotent group.
• Conversely, if N is a finitely generated torsion-free nilpotent group, then there exists
a connected and simply connected nilpotent Lie group G and an embedding i : N →
G, such that i(N) is a lattice of G. Moreover, G is unique up to isomorphism. We
refer to G as being the Mal’cev completion of N . In practice, we do not write the i
and we assume that we know how N sits inside G as a lattice.
• If ϕ ∈ End(N) is an endomorphism of a finitely generated torsion-free nilpotent
group N , then ϕ extends uniquely to a Lie group endomorphism ϕ˜ : G→ G of the
Mal’cev completion G of N . Moreover, if ϕ is an automorphism, then ϕ˜ is also an
automorphism.
The Reidemeister-Nielsen fixed point theory is very well developed for nilmanifolds. We
wil explain some details below.
We fix a connected and simply connected nilpotent Lie group G and denote its Lie
algebra by g. Recall that for simply connected nilpotent Lie groups, the exponential map
exp : g → G is a diffeomorphism and we will use log to denote its inverse. For any Lie
group endomorphism ϕ of G, its differential dϕ induces a Lie algebra endomorphism of
g and conversely, any endomorphism of g can be seen as being induced by a Lie group
endomorphism. Moreover, ϕ is an automorphism if and only if dϕ is. Now consider a lattice
N of G and a self-map f of the nilmanifold N\G. Note that G is the universal covering
space of N\G and N is (isomorphic to) the group of covering transformations of the covering
p : G→ N\G. Assume that f induces the endomorphism f∗ = ϕ : N → N (as in section 1).
By abuse of notation, we also use ϕ to denote the unique extension of ϕ to G and so we
have an induced endomorphism dϕ on g. We then have ([1, 5]):
(1) N(f) = | det(1− dϕ)|.
Moreover, on nilmanifolds there is a strong relation between the Reidemeister number of
a map and the Nielsen number ([4]): If N(f) 6= 0, then N(f) = R(f) and N(f) = 0 ⇔
R(f) = ∞. In fact, more can be said: on a nilmanifold it holds that all fixed point classes
have the same index, which is either ±1 or 0 (see also [3, 7]). So either all fixed point classes
are essential or all of them are inessential.
There is an algebraic way to construct maps on a given nilmanifold N\G. Choose any
endomorphism ϕ of G with ϕ(N) ⊆ N . (This means that ϕ is the unique extension of
an endomorphism on N). Then fϕ : N\G → N\G : Nx 7→ Nϕ(x) is a well defined
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map and moreover f∗ = ϕ by construction. The map f is a diffeomorphism if and only
if ϕ(N) = N . We will refer to fϕ as a nilmanifold endomorphism and if ϕ(N) = N as a
nilmanifold automorphism. Conversely, if f is any map on the nilmanifold N\G, we can
consider ϕ = f∗ and if we let g denote the nilmanifold endomorphism determined by ϕ we
have that f∗ = g∗ = ϕ. From this, it follows that f ∼ g. We can conclude that any map on
a nilmanifold is homotopic to a nilmanifold endomorphism.
The following result can be found (even in a more general setting) in [3, Remark 9.4]:
Proposition 2.2. Let M = N\G be a nilmanifold and let ϕ be an endomorphism of N
determining a nilmanifold endomorphism fϕ : M → M . If N(fϕ) 6= 0, then #Fix(fϕ) =
N(f).
The above proposition says that when N(fϕ) 6= 0 then any map homotopic to fϕ has at
least as many fixed points as the map fϕ.
Let Γ be any group. The Reidemeister spectrum of Γ is the set
SpecR(Γ) = {R(ϕ) | ϕ ∈ Aut(Γ)}.
So we have that SpecR(Γ) ⊆ N∪{∞} (where we use N to denote the set of positive integers).
When SpecR(Γ) = N ∪ {∞} we say that Γ has full Reidemeister spectrum. A group with
SpecR(Γ) = {∞} is said to have the R∞ property.
From the facts we described above we more or less immediately get the following result.
Theorem 2.3. If N\G is a nilmanifold and n is a positive integer such that n ∈ SpecR(N),
then N\G admits a self-diffeomorphism hn with exactly n fixed points and moreover any self-
map f of N\G which is homotopic to hn has at least n fixed points.
Proof. As n ∈ SpecR(N), there exists an automorphism ϕ ∈ Aut(N) with R(ϕ) = n. If
we now take for hn the self-diffeomorphism fϕ then R(hn) = R(fϕ) = R(ϕ) = n and since
n 6=∞ we also have that N(hn) = R(hn) = n. Therefore proposition 2.2 says exactly that
hn has n fixed points and moreover any map homotopic to hn has at least N(hn) = n fixed
points. 
Corollary 2.4. If N\G is a nilmanifold and SpecR(N) is full, then for all non-negative
integers n there exists a self-diffeomorphism hn of N\G with exactly n fixed points and
moreover any self-map f of N\G which is homotopic to hn has at least n fixed points.
Proof. The only thing we still have to show is the existence of a self-diffeomorphism h0 of
N\G without fixed points. This is easy: choose any element z ∈ G such that z ∈ Z(G)
(the centre of G) and z 6∈ N . This is possible because N is a discrete subgroup of G. Now,
the map h0 : N\G → N\G : Nx 7→ Nzx is a well defined diffeomorphism without fixed
points. 
3. Free nilpotent groups
For any group Γ we define the terms γi(Γ) of the lower central series of Γ inductively by
γ1(Γ) = Γ and γi+1(Γ) = [Γ, γi(Γ)]. Analogously, for a Lie algebra g we have that γ1(g) = g
and γi+1(g) = [g, γi(g)].
From now onwards, we concentrate on the case where N is a free nilpotent group. Fix
an integer r ≥ 2 and denote by Fr the free group on r generators. The free nilpotent group
of class c on r generators is the group
Nr,c =
Fr
γc+1(Fr)
.
Let Gr,c be the Mal’cev completion of Nr,c and gr,c be the Lie algebra corresponding to
Gr,c. Then gr,c is the free c-step nilpotent Lie algebra on r generators.
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For the free nilpotent group Nr,c, it is known that the terms of the lower central series
γi(Nr,c) coincide with those of the upper central series (e.g. γc(Nr,c) = Z(Nr,c), the centre
of Nr,c). It follows that all quotients γi(Nr,c)/γi+1(Nr,c) are free abelian groups.
Let f be a map on the nilmanifold Nr,c\Gr,c inducing a morphism ϕ ∈ End(Nr,c). As
the terms of the lower central series of a group are fully characteristic, ϕ induces morphisms
ϕi : γi(Nr,c)/γi+1(Nr,c)→ γi(Nr,c)/γi+1(Nr,c) : nγi+1(Nr,c) 7→ ϕ(n)γi+1(Nr,c).
Let a1, a2, . . . , aki ∈ γi(Nr,c) so that their canonical projections a¯1, a¯2, . . . , a¯ki (where a¯j =
ajγi+1(Nr,c)) form a free generating set of the free abelian group γi(Nr,c)/γi+1(Nr,c) ∼= Zki .
With respect to these generators the map ϕi can be expressed by a matrix Mi ∈ Zki×ki .
We can do the same on the Lie algebra level. The map dϕ induces morphisms (linear
maps)
dϕi : γi(gr,c)/γi+1(gr,c)→ γi(gr,c)/γi+1(gr,c) : X + γi+1(gr,c) 7→ dϕ(X) + γi+1(gr,c).
We can now rewrite (1) to obtain
(2) N(f) = | det(1− dϕ)| =
c∏
i=1
| det(1− dϕi)|.
Let a1, . . . , aki be as above and take Aj = log(aj). Then the natural projections A¯1, A¯2, . . .,
A¯ki form a basis of γi(gr,c)/γi+1(gr,c) and when we express dϕi with respect to this basis
we find exactly the same matrix Mi. So we can also write (2) as
(3) N(f) = | det(1− dϕ)| =
c∏
i=1
| det(1− dϕi)| =
c∏
i=1
| det(1− ϕi)|.
In what follows we will need a so called Hall basis of a free (nilpotent) Lie algebra. Let us
recall the construction of such a basis. More details (and a more formal treatment) can be
found in e.g. [14, Chapter IV]. Assume that fr is a free Lie algebra generated by r generators
X1, X2, . . . , Xr. A hall basis H of fr is a totally ordered set and a vector space basis of fr
which is built up recursively as a union H =
⋃
n∈N
Hn where Hn consists of basis vectors of
length n (these are n-fold Lie brackets in the generators) according to the following rules:
• H1 = {X1, X2, . . . , Xr}, and we order these basis vectors of length 1 as follows
X1 < X2 < · · · < Xr.
• Assume that n ≥ 2 and Hk has been defined for all k < n and the order is already
given on the set
⋃
1≤k≤n−1
Hk, then the elements X of Hn of length n are formed as
a Lie bracket of the form X = [U, V ] where U ∈ Hk and V ∈ Hl with k+ l = n and
such that the following conditions are satisfied:
(1) U < V , and
(2) if V = [V1, V2] for some V1 ∈ Hl1 and V2 ∈ Hl2 , then V1 ≤ U .
• The order on
⋃
1≤k≤n−1
Hk is extended to an order on
⋃
1≤k≤n
Hk, by requiring that
elements of length ≤ n − 1 are smaller than elements of length n and by choosing
any total order on the elements of Hn.
Remark 3.1. The canonical images of the elements of length ≤ c (so of H1 ∪H2 ∪ · · · ∪Hc)
form a basis of gr,c.
Example 3.2. The elements of H2 are the elements of the form [Xi, Xj ] with 1 ≤ i < j ≤ r.
The elements of H3 are those of the form
[Xi, [Xj , Xk]] where 1 ≤ j < k ≤ n and 1 ≤ j ≤ i ≤ r.
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The elements of H4 depend on the choice of ordering we took for the elements of length 2.
According to (3), to study fixed points of diffeomorphisms (or homeomorphisms or any
map) of the nilmanifold Nr,c\Gr,c, it is essential for us to be able to compute the determi-
nants det(1− ϕi) for a given morphism ϕ of Nr,c. This is equivalent to understanding the
eigenvalues of the morphisms ϕi. The lemma below (which is a more explicit version of [2,
Lemma 2.4]) shows that these are completely determined by the eigenvalues of ϕ1. In order
to be able to formulate this lemma, we need to introduce a map from a Hall basis to the
complex numbers.
Definition 3.3. Fix an r-tuple of complex numbers λ = (λ1, λ2, . . . , λr). Let H be a Hall
basis of the free Lie algebra fr. We define a map fλ : H → C recursively by
• ∀i ∈ {1, 2, . . . , r}: fλ(Xi) = λi.
• Let n ≥ 2 and assume that fλ(X) has been defined for allX ∈ Hk with 1 ≤ k ≤ n−1.
Now consider X ∈ Hn, then X = [U, V ] for some U ∈ Hk and V ∈ Hl with k+l = n.
We let fλ(X) = fλ(U)fλ(V ).
We will say that f is determined by λ.
Example 3.4. We have that
fλ([Xi, Xj ]) = λiλj and fλ([Xi, [Xj , Xk]] = λiλjλk.
Lemma 3.5. Let r ≥ 2 and c ≥ 1 be positive integers and assume that ϕ ∈ End(Nr,c) is a
morphism inducing morphisms ϕi on the quotients γi(Nr,c)/γi+1(Nr,c) (1 ≤ i ≤ c).
Let λ1, λ2, · · · , λr be the eigenvalues of ϕ1 (each eigenvalue is listed as many times as its
multiplicity). Let H be a Hall basis of the free Lie algebra fr and λ = (λ1, λ2, . . . , λr). Let
fλ : H → C be the map associated to λ. Then the eigenvalues of ϕi (1 ≤ i ≤ c) are given as
the collection of values
fλ(X) where X ranges over all elements of Hi.
In this way each eigenvalue is then listed as many times as its multiplicity.
Proof. Let dϕ denote the corresponding morphism on the Lie algebra gr,c. As mentioned
before, the eigenvalues of ϕi are the same as the eigenvalues of dϕi, the morphism induced by
dϕ on γi(gr,c)/γi+1(gr,c) (as they can be represented by the same matrix). It is well known
that the semisimple part of dϕ is also an automorphism of gr,c (See e.g. [13, Corollary
2, page 135]) having the same eigenvalues as dϕ (also on each quotient γi(gr,c)/γi+1(gr,c)).
Therefore, we may assume that dϕ is semisimple. Let gCr,c = gr,c⊗RC be the complexification
of gr,c, then there exists a basis of g
C
r,c consisting of eigenvectors for dϕ (which we can
also consider as being a morphism of gCr,c). It follows that we can find r eigenvectors
X1, X2, . . . , Xr of g
C
r,c such that their canonical projections X¯1, X¯2, . . . , X¯r ∈ gCr,c/γ2(gCr,c)
form a basis of gCr,c/γ2(g
C
r,c). This implies that X1, X2, . . . , Xr are free generators of the free
nilpotent Lie algebra gCr,c. We can assume that H is a Hall basis withH1 = {X1, X2, . . . , Xr}
and that Xj is an eigenvector with eigenvalue λj . By induction, it now follows that if X ∈ Hi
(1 ≤ i ≤ c), then X is an eigenvector for dϕ with eigenvalue fλ(X). Indeed, assume that
i ≥ 2 and the claim already holds for smaller values of i, then X is of the form X = [U, V ]
with U ∈ Hk and V ∈ Hl for some k, l < i. Then
dϕ(X) = dϕ[U, V ] = [dϕU, dϕV ] = [fλ(U)U, fλ(V )V ] = fλ(U)fλ(V )[U, V ] = fλ(X)X.
As the canonical projections of the vectors in Hi form a basis for the vector space
γi(g
C
r,c)/γi+1(g
C
r,c), it follows that the collection of eigenvalues of dϕi, and hence also of
ϕi, is exactly the collection of values fλ(X), where X ranges over all vectors in Hi. 
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Example 3.6. Continuing example 3.2 and example 3.4 we find that when λ1, λ2, . . . , λr
are the eigenvalues of ϕ1, then the eigenvalues of ϕ2 are
λiλj with 1 ≤ i < j ≤ r
and those of ϕ3 are
λiλjλk with 1 ≤ j < k ≤ r and 1 ≤ j ≤ i ≤ r.
As we will focus on diffeomorphisms, we are especially interested in the case that ϕ is an
automorphism (and not just any morphism). In this case the induced map ϕ1 will be an
automorphism of Zr. We can consider the morphism
ψ : Aut(Nr,c)→ Aut(Zr) : ϕ 7→ ϕ1
which is onto. Indeed, it is well known that the analogous map Aut(Fr)→ Aut(Zr) for the
free group is onto ([8, Theorem N4, Section 3.5]). Since all automorphisms of Fr induce an
automorphism on Nr,c, the surjectivity of ψ follows immediately.
As explained above, R(ϕ) only depends on the eigenvalues of dϕ, which are completely
determined by the eigenvalues of ϕ1 (by lemma 3.5). Hence, it is enough to know the
characteristic polynomial of ϕ1, which is of the form
(4) p(x) = xr + ar−1x
r−1 + · · ·+ a1x+ a0,
where all ai ∈ Z and a0 = ±1 (since a0 = ± det(ϕ1)).
Conversely, any monic polynomial of degree r of the form (4) (still with ai ∈ Z and
a0 = ±1) is the characteristic polynomial of its companion matrix Cp ∈ GLn(Z), where
Cp =


−a0
1 −a1
. . .
...
1 −ar−1

 .
As ψ is surjective, we know that there exists an automorphism ϕ ∈ Aut(Nr,c) with
ϕ1 = Cp. So in stead of focusing on the automorphisms ϕ, we will in the sequel focus on
the corresponding characteristic polynomial. Let p(x) be a polynomial of the form (4). We
will denote by Rc(p(x)) the Reidemeister number of any automorphism ϕ of Nr,c, such that
the corresponding automorphism ϕ1 has p(x) as its characteristic polynomial.
Thus, in order to calculate the Reidemeister spectrum of Nr,c, we have to compute all
possible numbers Rc(p(x)) for all possible polynomials p(x).
4. The Reidemeister spectrum of Nr,2
In this section we want to prove that the Reidemeister spectrum of Nr,2 is full for all
r ≥ 4 (and we will also compute the spectrum for r = 2 and r = 3). For this we need to
study the numbers R2(p(x)). So we consider any polynomial p(x) with integer coefficients
of the form (4) with a0 = ±1 and denote its roots (which are complex numbers in general)
by λ1, λ2, . . . , λr. Then the Reidemeister number associated to this polynomial is
(5) R2(p(x)) =
∣∣∣∣∣∣
r∏
i=1
(1− λi)
∏
1≤i<j≤r
(1 − λiλj)
∣∣∣∣∣∣ .
For the sake of simplicity, we will always assume that p(x) is a polynomial such that
R(p(x)) 6= ∞ (i.e. none of λi nor the λiλj in the expression above equals 1). Note that
the first factor of R2(p(x)) is exactly p(1) =
r−1∑
i=0
ai + 1.
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4.1. The case r = 2. We only have two roots λ1, λ2, for which λ1λ2 = a0, hence
R2(p(x)) = |(a0 + a1 + 1)(1− a0)| .
Since we assume R2(p(x)) 6= ∞ we must have a0 = −1. Then R2(p(x)) = 2|a1|, so only
even numbers can be Reidemeister numbers. If qn(x) = x
2 + nx − 1 with n ∈ N, then
R2(qn(x)) = 2n, hence SpecR(N2,2) = 2N ∪ {∞}. The result of the computation coincides
with [12, Section 3], where SpecR(N2,2) was computed via other techniques.
4.2. The case r = 3. There are three roots λ1, λ2, λ3 such that for i, j, k all distinct,
λjλk = −a0/λi and λiλjλk = a0 = ±1. Hence we may rewrite the Reidemeister number as
R2(p(x)) =
∣∣∣∣∣
3∏
i=1
(1− λi)
3∏
i=1
(
1 +
a0
λi
)∣∣∣∣∣
=
∣∣∣∣∣
3∏
i=1
(1− λi)
3∏
i=1
(λi + a0)
∣∣∣∣∣
= |p(1)p(−a0)|
=
{
(a2 + a1)
2 if a0 = −1
|(a2 + 1)2 − (a1 + 1)2| if a0 = 1.
Thus R2(p(x)) is a square or the difference of two squares, so it must be a multiple of four or
an odd number. If qn(x) = x
3+nx2+(n−1)x+1 with n ∈ N, then R2(qn(x)) = 2n+1; and
if rn(x) = x
3 + nx2 + (n− 2)x+ 1 with n ∈ N, then R2(rn(x)) = 4n. Hence SpecR(N3,2) =
(2N− 1) ∪ 4N ∪ {∞}. Again, this result coincides with that of [12, Section 3].
4.3. Polynomials of even degree r ≥ 4. Let r = 2m and let n ∈ N be arbitrary. For the
polynomial
p2m,n(x) = x
2m − xm+1 + (n− 1)xm + 1
with roots λ1, λ2, . . . , λ2m, we will show that R2(p2m,n(x)) = n. This polynomial was first
considered in [10] where it was also conjectured that indeed R2(p2m,n(x)) = n. In her thesis
M. Mijle checked this conjecture for m = 2, 3, . . .9.
In the computations be low, we will simply write p(x) in stead of p2m,n(x). The first
factor in the computation of R2(p(x)), see (5), is p(1) = n, so it suffices to prove that
(6)

 ∏
1≤i<j≤2m
(1− λiλj)


2
=
∏
i6=j
(1− λiλj) = 1.
We note that
∏
i λi = 1 because p(x) has even degree and has constant term equal to 1.
Also, if λi is a root of p(x) then
λ2mi + (n− 1)λmi + 1 = λm+1i ,
so
λ2mi p
(
1
λi
)
= λ2mi + (n− 1)λmi − λm−1i + 1
= λm+1i − λm−1i
= −λm−1i (1− λ2i ),
giving
(7) p
(
1
λi
)
= −λ−m−1i (1− λ2i ).
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We want a polynomial whose roots include λiλj , so to this end we define
q(x) =
2m∏
i=1
p
(
x
λi
)
.
We then calculate
q(x) =
2m∏
i=1
p
(
x
λi
)
=
2m∏
i=1
2m∏
j=1
(
x
λi
− λj
)
=
2m∏
i=1
1
λ2mi
2m∏
j=1
(x− λiλj)
=
[
2m∏
i=1
1
λi
]2m ∏
1≤i,j≤2m
(x− λiλj)
=
∏
1≤i,j≤2m
(x − λiλj)
=
∏
i6=j
(x− λiλj)
2m∏
i=1
(x− λ2i ),(8)
where in the second-to-last line we used the noted fact that
∏
i λi = 1. Consider
(9) q(1) =
∏
i6=j
(1 − λiλj)
2m∏
i=1
(1− λ2i ).
For comparison, from (7) we obtain an alternate representation for q(1):
q(1) =
2m∏
i=1
p
(
1
λi
)
=
2m∏
i=1
[−λ−m−1i (1− λ2i )]
=
[
2m∏
i=1
λi
]−m−1 2m∏
i=1
(1− λ2i )
=
2m∏
i=1
(1− λ2i ),(10)
where we have again used the fact that
∏
i λi = 1. Since n ∈ N and p(1) = n, 1 is not a
root of p.
If −1 is not a root of p, then λ2i 6= 1 for all i, so the factor
∏
i(1 − λ2i ) in both (9) and
(10) is non-zero. The desired identity (6) then follows.
Now suppose that −1 is a root of p, then n = 2(−1)m+1 and
p′(−1) = 2m(−1)2m−1 − (m+ 1)(−1)m +m(n− 1)(−1)m−1
= −2m+ (m+ 1)(−1)m+1 +m(2(−1)m+1 − 1)(−1)m−1.
= (−1)m+1.(11)
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Hence −1 is not a double root, so we can call this root λ1. For x 6= 1 we can divide both
sides of (8) by x− 1 to get
q(x)
x− 1 =
∏
i6=j
(x− λiλj)
2m∏
i=2
(x− λ2i ),
and hence
(12) lim
x→1
q(x)
x− 1 =
∏
i6=j
(1− λiλj)
2m∏
i=2
(1 − λ2i ).
Alternatively,
q(x)
x− 1 =
p(−x)
x− 1
2m∏
i=2
p
(
x
λi
)
,
so that
lim
x→1
q(x)
x− 1 =
d
dx
p(−x)
∣∣∣∣
x=1
2m∏
i=2
p
(
1
λi
)
= −p′(−1)
2m∏
i=2
[−λ−m−1i (1− λ2i )]
= p′(−1)
(
2m∏
i=2
λi
)−m−1 2m∏
i=2
(1− λ2i )
=
2m∏
i=2
(1 − λ2i )(13)
where in the second line we used identity (7) and in the last line we used both (11) and the
fact that
2m∏
i=2
λi = λ
−1
1 = λ1 = −1.
By comparing (12) and (13) the desired identity (6) follows.
As a conclusion of this computation we find:
Proposition 4.1. Let m ≥ 2 be an integer, then SpecR(N2m,2) is full.
4.4. Polynomials of odd degree r ≥ 5. Let r = 2m+ 1 and let n ∈ N be arbitrary. For
the polynomial
p2m+1,n(x) = x
2m+1 + (n+ 1)xm+2 + (1 − n)xm+1 + (n− 1)xm − nxm−1 − 1,
with roots λ1, λ2, . . . , λ2m+1, we will show that R2(p2m+1,n(x)) = n+ c(m) with
c(m) = 2 + cos
(
m
pi
3
)
+
√
3 sin
(
m
pi
3
)
=


0 if m ≡ 4 (mod 6)
1 if m ≡ 3 (mod 6) or m ≡ 5 (mod 6)
3 if m ≡ 0 (mod 6) or m ≡ 2 (mod 6)
4 if m ≡ 1 (mod 6)
.
It then follows that R2(p2m+1,n−c(m)(x)) = n. The proof uses similar techniques as for the
case where r is even. Again, during the computations, we will simply write p(x) in stead of
p2m+1,n(x).
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Now, the first factor in (5) is p(1) = 1, so it suffices to prove that
(14)
∣∣∣∣∣∣
∏
1≤i<j≤2m+1
(1− λiλj)
∣∣∣∣∣∣ = n+ c(m).
We first calculate some specific values of p(x):
p(1) =
2m+1∏
i=1
(1− λi) = 1,(15)
p(−1) = −
2m+1∏
i=1
(1 + λi) = (−1)m(4n− 1)− 2.(16)
We find that 1 and −1 both are not roots of p(x). Also, for any root λi we have
−λ2m+1i = (n+ 1)λm+2i + (1− n)λm+1i + (n− 1)λmi − nλm−1i − 1,
so
λ2m+1i p
(
1
λi
)
= −λ2m+1i − nλm+2i + (n− 1)λm+1i + (1− n)λmi + (n+ 1)λm−1i + 1
= λm+2i + λ
m−1
i
= λm−1i
(
1 + λ3i
)
= λm−1i (1 + λi)
(
e
pi
3
i − λi
) (
e−
pi
3
i − λi
)
,
giving
(17) p
(
1
λi
)
= λ−m−2i (1 + λi)
(
e
pi
3
i − λi
) (
e−
pi
3
i − λi
)
.
Again, we define a new polynomial q(x) as
q(x) =
2m+1∏
i=1
p
(
x
λi
)
,
and once again
q(x) =
∏
i6=j
(x− λiλj)
2m+1∏
i=1
(x− λ2i ).
Let us evaluate q(x) in x = 1:
q(1) =
∏
i6=j
(1− λiλj)
2m+1∏
i=1
(
1− λ2i
)
=
∏
i6=j
(1− λiλj)
2m+1∏
i=1
(1− λi)
2m+1∏
i=1
(1 + λi)
= −p(−1)
∏
i6=j
(1− λiλj) ,(18)
where we used (15) and (16) in the last step.
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We evaluate q(x) in x = 1 using (17):
q(1) =
2m+1∏
i=1
p
(
1
λi
)
=
2m+1∏
i=1
λ−m−2i (1 + λi)
(
e
pi
3
i − λi
) (
e−
pi
3
i − λi
)
=
[
2m+1∏
i=1
λj
]−m−2 2m+1∏
i=1
(1 + λi)
2m+1∏
i=1
(
e
pi
3
i − λi
) 2m+1∏
i=1
(
e−
pi
3
i − λi
)
= −p(−1)p (e pi3 i) p (e−pi3 i)
= −p(−1) ∣∣p (e pi3 i)∣∣2 ,(19)
where we used that p (z) = p (z) for any z ∈ C, since q(x) only has real coefficients.
Comparing equations (18) and (19) now gives∏
i6=j
(1− λiλj) =
∣∣p (e pi3 i)∣∣2 ,
or by using that the product is symmetric in the indices, that∣∣∣∣∣∣
∏
1≤i<j≤2m+1
(1− λiλj)
∣∣∣∣∣∣ =
∣∣p (e pi3 i)∣∣ .
One may now evaluate
∣∣p (e pi3 i)∣∣ to obtain∣∣p (e pi3 i)∣∣ = ∣∣∣n+ 2 + cos(mpi
3
)
+
√
3 sin
(
m
pi
3
)∣∣∣ = n+ c(m).
This proves the following proposition
Proposition 4.2. Let m ≥ 2 be an integer, then SpecR(N2m+1,2) is full.
As a conclusion we have:
Theorem 4.3. Let M be a nilmanifold whose fundamental group is the free 2-step nilpotent
group Nr,2 with r ≥ 4. Then, for any non-negative integer n there exists a self diffeomor-
phism hn of M such that hn has exactly n fixed points and any self-map f of M which is
homotopic to hn has at least n fixed points.
Proof. By proposition 4.1 and proposition 4.2 we know that SpecR(Nr,2) is full for r ≥ 4.
The theorem then follows from corollary 2.4. 
5. The Reidemeister spectrum of Nr,c with c > 2
The theorem of elementary symmetric polynomials tells us that a multivariate, symmetric
polynomial with coefficients in Z and variables λ1, . . . , λr, can be expressed in terms of
the elementary symmetric polynomials. If the λi are then interpreted as the roots of a
polynomial p(x) =
∑r
i=0 aix
i, then these elementary symmetric polynomials are, up to
sign, the coefficients ai. In other words:
q ∈ Z[λ1, . . . , λr] and q symmetric =⇒ q ∈ Z[a0, . . . , ar].
To calculate the Reidemeister spectrum of Nr,c with c > 2, we will adopt a “divide and
conquer” strategy, splitting up Rc(p(x)) in factors that are each symmetric polynomials in
the roots λi, and calculating these factors in terms of the coefficients ai.
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Let us calculate the spectrum of N2,3 and N3,3 to demonstrate this approach. Let p(x)
be of the form (4) again with a0 = ±1, then
R3(p(x)) =
∣∣∣∣∣∣∣∣
r∏
i=1
(1− λi)
∏
i<j
(1− λiλj)
∏
j<k
j≤i
(1− λiλjλk)
∣∣∣∣∣∣∣∣
.
Since we assume that R3(p(x)) 6=∞ and r = 2 or 3, we know that
∏
λi = (−1)ra0 = −1.
For N2,3, we already know the first two factors from the calculations we made for N2,2,
they are a1 and 2 respectively. The third factor becomes∏
j<k
j≤i
(1− λiλjλk) = (1− λ21λ2)(1− λ1λ22) = (1 + λ1)(1 + λ2) = p(−1) = a1,
so all factors combined give
R3(p(x)) = 2a
2
1.
So R3(p(x)) must be two times a square, and for the polynomials qn = x
2 + nx − 1 with
n ∈ N we have R3(qn(x)) = 2n2, hence SpecR(N2,3) = 2N2 ∪ {∞}. This result was also
obtained, using another approach, in [12, Section 3].
For N3,3, we already know the first two factors from the calculations we did for N3,2:
3∏
i=1
(1− λi) = p(1) = 2 + a1 + a2,
∏
i<j
(1− λiλj) = −p(−1) = a1 − a2.
We can split the third factor in two symmetric polynomials:∏
j<k
j≤i
(1− λiλjλk) = (1− λ1λ2λ3)2
∏
i6=j
(1 − λ2iλj).
The first factor is clearly 22 = 4, and using that λ1λ2λ3 = −1 and λ1 + λ2 + λ3 = −a2, we
obtain for the second factor∏
i6=j
(1− λ2i λj) =
∏
i6=j 6=k 6=i
(
1− λ
2
iλjλk
λk
)
=
∏
i6=k
(
1 +
λi
λk
)
=
(
3∏
k=1
λk
)−2∏
i6=k
(λi + λk)
=

 3∏
j=1
(−a2 − λj)


2
= p(−a2)2
= (1− a1a2)2,
so by putting everything together we find
R3(p(x)) = 4
∣∣(2 + a1 + a2)(a1 − a2)(1 − a1a2)2∣∣ .
Substituting a = 1 + a1 and b = 1 + a2, we may rewrite this as
R3(p(x)) = 4|a2 − b2|(a+ b− ab)2,
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and in particular, if a 6= ±b, then |a2 − b2| ≥ |a| + |b|, hence R3(p(x)) ≥ 4(|a| + |b|). This
allows us to, in some sense, calculate the Reidemeister spectrum of N3,3. By calculating
R3(p(x)) for all couples (a, b) with |a|, |b| ≤ 250, we know that the Reidemeister numbers
less than 1000 are exactly 4, 12, 20, 32, 60, 64, 96, 108, 140, 192, 252, 300, 320, 324, 396,
480, 500, 572, 672, 700, 756, 780, 800, 896 and 980.
To give a general idea on what numbers can be in the spectrum, consider the different
values of a and b mod 2:
• a, b ≡ 0 mod 2. Then |a2 − b2| is a multiple of 4 and a+ b − ab is a multiple of 2.
Hence R3(p(x)) ∈ 64N.
• a ≡ 0, b ≡ 1 mod 2 or vice versa. Then both |a2− b2| and a+ b− ab are odd, hence
R3(p(x)) ∈ 4(2N− 1).
• a, b ≡ 1 mod 2. Then |a2 − b2| is a multiple of 8 and a + b − ab is odd. Hence
R3(p(x)) ∈ 32N.
Together with the calculated Reidemeister numbers mentioned earlier, we may then state
that SpecR(N3,3) ( 32N ∪ 4(2N− 1) ∪ {∞}.
A similar approach can be done for all Nr,c, though for r > 3 the calculations quickly
become rather bothersome.
Of particular interest is the following result:
Proposition 5.1. Let Nr,c be a free nilpotent group with c ≥ r. Then the Reidemeister
spectrum of Nr,c is not full.
Proof. For any polynomial p(x), the r-th factor of Rc(p(x)) will be a product of the form∏
(1− λi1λi2 · · ·λir ).
Splitting this further up in factors that are each symmetric polynomials, one of them will
be
(1− λ1λ2 · · ·λr) = 1− a0,
which is 0 or 2 depending on the constant term a0. Hence either Rc(p(x)) =∞ or 2|Rc(p(x)),
and therefore SpecR(Nr,c) ⊆ 2N ∪ {∞}. 
Based on some experimenting with polynomials with small coefficients, we suspect the
following conjecture is true:
Conjecture 5.2. Let Nr,c be a free nilpotent group with r ≥ 2 and c > 2. Then the
Reidemeister spectrum of Nr,c is not full.
In this context it is also useful to recall the main result of [2, Theorem 2.5]:
Theorem 5.3. Let r ≥ 2, then Nr,c has the R∞ property if and only if c ≥ 2r.
6. The extended Reidemeister spectrum of torsion-free nilpotent groups
Similarly to the Reidemeister spectrum, we can define the extended Reidemeister spectrum
of a group G as
ESpecR(G) = {R(ϕ) | ϕ ∈ End(G)}.
Let N be any torsion-free, finitely generated, nilpotent group (the free nilpotent groups
are examples of this). Then N is a poly-Z group and hence N ∼= M ⋊ Z for some normal
subgroup M ⊳N . Consider the endomorphism
ϕn :M ⋊ Z→M ⋊ Z : (m, z) 7→ (1, nz).
It is easy to see that for n ≥ 2 R(ϕn) = n− 1, hence ESpecR(N) is full.
As a consequence, using exactly the same proofs as for theorem 2.3 and corollary 2.4, we
now find the following:
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Theorem 6.1. Let M be any nilmanifold. For any nonnegative integer n there exists a
smooth self-map hn of M with exactly n fixed points. Moreover, any selfmap f of M which
is homotopic to hn has at least n fixed points.
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