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Multiple Regression and Serially Correlated Errers
A Monte Carlo Study of the Small Sample Properties of Various
Two Stage Estimators.
This paper concerns the estimation of the coefficients of a
regression ecluation of which the error terms are serially
correlated. The method of Least Sc~uares and three two-stage
estimatina methods are examined bv means of a Monte Carlo ex-
r~eriment. The methods are appraised on the basi5 of the sam-
plinq properties of the estimate s qenerated by them; taking
into account the stochastic variation which is necessarily
c~resent in distrihution ,amplina applications.
Two variants of the same model have been used to make it
possible to compare the methods in the presence of substan-
tial multicollinearity in the explanatory variables.
1. Introduction
Consider the regression model
yt - bo f b1 x1t t..... f bK xKt t et t- 1,2,....T (1)
whe re :
- yt . is the observation of the dependent varia-
ble at time t;
- x1t'" "'xKt . are the observations on the K
explanatory variables at time t. These
variables are non-stochastic and linear
independent;
- ~t . is the error term at time t; ~I'~ ~}
T K f 1 i.
It is assumed that
- E (et) - 0




Si~. ~ ~ I t!EC~~
- E(tt ~ti) - 0 t~ a ~.,`
- the error terms are normai7.a and independent-
ly distributed (q;
As is well known, the least squares estimators of bo through
bK in that case a.o. the following properties:
- They are the best linear unbi~sed estimators;
- They are normally distributed.
For economic data, however the assu:nr.tion (3b) -.ai11 seldcm
be a realistic one. On the contrarv there are geod reason~
to assume that the error terms in succ~::ssive periods are
strongly positively autocorrelated, as is sliown bv C:;chrane
and Orcutt (1 1 . If the form of th.~ ;utorecressior; struc-
ture of the error term is kno-~an, estimstlon mettiods etii-st
which will prod uce estimates being aer~..r111y asym~~to.-ically
equivalent tot the linear estimate wit~: ~iinimr,l .disrersion.
These estimators are cemplicat~d exi~r~ssions of the .~~'userva-
tions so that, in many cases, it is im:,ossible to de~~rmine
the exact analytic form of their distributions f-~r fir:ite
sample size. However, the asymptotic properties are of lit-
tle use to econometricians typically working with smail sam-
ples of data; small sample propertie., cf estimators beinq
in fact of utmost importance.
The only remaining method to obtain a better insight -r. the-
se small sample prcperties is si.mulation. The purnose of this
study is, with the aid of simulation, t~~ form an opinion a-
bout the merits of the various estimatic~ methods.
2. The error process
There are of course many ways in which ttie successive errors
can be interdependent. Restricting ourselves to economic data,
many writers, amona whom Christ l 2], Goldberger I 4] and
Malinvaud (6 ] suqqest that the error process satisfactori-
ly can be descrii~ed by a first order Markov schema ~.:Y -h a
- 3 -
coefficient ; between 0 and 1, which means that, one assumPs
Ft - , t t-1 } `-'t (5)
with
- E(nt) - 0 (6)
- E (-t) - ,: (7a)
- E(-t ~~~) - 0 t~ e (7b)
- the -t are normally anc~ independently
distributed
From above it can easily be seen that:
- E (-t) - 0





p ~t-e ~ t~ e (1ob)
1 - p2
- the Et are normally distributed (11)
In this study we restrict ourselves to the case that the
errors follow a first order Markov scheme with a positive
coefficient.
3. The estimation methods
If the errors follow a first order Markov scheme with known
p if it can easily be understood that least squares regres-
sion of vt on uit, where
"t - Yt - ~ Yt-1 t- 2,3,.....T (12)
- 4 -
uit - Xit - . `' t - 2,3,.....T~t-1 (13)
- 1,2,.....K
provides linear estim~tes, which are unbiased -and have mini-
mal dispersion.
For
~t - bo (1-c:) t b1 uit t..... } bK uKt }-t (14)
and the -;t are not autocorrelated.
In practice, however, : is not known consequently the
above described method is not applicable.
It can be proved that if ~ is replaced hy an estimated coef-
ficient ~, the so computed estimates are asymptotically
equivalent to the linear estimate with minim~~l dispersion
if - is a consistent estimator of M1 16 ~.
As there are various ~nethods to find consistent estimators
of ~, there are also several estimatior. methods to estimate
bo through bK.
Three of these methods will be described below.
N 1) This method, first stated by Cochrane and Orcutt ~ 1J
and more systematically applied by Klein [ 5] , while
Sargan ( 8~ has shown that it can he qeneralised to
models with several equations. The basic idea of this
method is as follows:
The relation (14) can be written in the form
yt - a Yt-1 t bo(1 - p) t b1 X1t - P b1 X1t-1 }.....
t bK XKt - U bK XKt-1 } nt (15)
one can estimate ~ and bo through bK simultaneously by
the method of Least Squares considering the a priori
restrictions on the coefficients. As direct calculation
of ~ and bo throuqh bK is troublesome, the following
- 5 -
iterative procedure is preferred.
a) On the basis of an a priori chosen value c~(o) of p
(e.g. o(o) - 0) the least squares estimators bo(1) through
bK1) of bo through bK can be determined. -
b) Then, assuming that b(1) throuqh b(1) is correct, the
least squares estimator ~(2) of G-can be calculated.
c) Afterwards one calculates, assumina that p- U(2), the
least squares estimators bó3) through bK3) of bo through
bK and so on.
This procedure will be ended as soon as the required ac-
curacy, in this study four significant figures, has been
reached.
M 2) An other estimation method developed by Durbin (3a'b 1
consists of application of least squares on the relation
(15) ignorinq the a priori restrictions. The so obtained
estimator ~~ is used to compute, assuming that p- p, the
least squares estimators of bo throuqh bK.
The asymptotic efficiency of this method is the same as
that of the first method described above.
M 3) This method proceeds from (15). The first steps in the
calculation are the same as a) and b) of the method de-
scribed under M 1, provided p(o) - 0. Malinvaud (6 j
has shown that a practical unbiased estimate of p is ob-
tained by taking
( 1 } K f 1 1 P(2)
I T- K- 1 II
(16)
as estimator if the explanatory variables have very irre-
gular evolutions, and
á(2) } K t 1 (1 } p(2) )
- T - (17)
if these variables have, as he mentions, smooth evolu-
tions.
He suggests to take




as an estimator of a anc3 with the aid of (15), to calcu-
late the least squares estimators of bo through bK.
4. The experiment.





Yt - bo t b1 h1t t b2 x2t t-t (19)
b - 0 ~- - 1 b - 1o ' ~1 ' 2
~ - t
-t -t-1 -t (20)
- E(-t) - 0 t - 1,2,.....T
- E(r~t) - S t - 1,2,.....T
- E(nt n~,) - 0 t, e- 1,2,.....T t~ 9
- the nt are normally and independently distributed
Using a random sampling method 100 series of 40 ,-values are
simulated for different values of p viz. n- 0.0, c, - 0.4 and
o - 0.8.
Each series was used twice, one in an A and one in a B experi-
mer.t. The A experiments differ from the B ones in the extent
to with the explanatory variables were specífied to be inter-
correlated.
The explanatory variables of model A are not intercorrelated;
the ones of model B are heavily intercorrelated (see table I).
This to get an insight in the effect of multicollinearity on
the estimation methods. with the help of table I and (19) for
ev.ery series of -t's the values of the dependent variable yt
-~-
are computed.
Finally the method of least squares and each of the described
estimation methods in 3. were applied to every series of 40
(yt, x1t, x2t) values to obtain.
a) estimates of ~, bo, b1 and b2 ;
b) estimates of the variances of the different esti-
mators of bo, b1 and b2.
The same calculations have been carried out starting with the
first 25, respectively 15 values of every series; so that,
for model A as well as model B one has for every combination
of ,, and T(,~ - 0.0; 0.4; 0.8 and T- 15; 25; 40), 100 x 4
estimates of p, bo, b1 and b2 at his disposal.
5. The analysis
In order to give a judgement on the various estimation methods
one needs a measure of dispersion. The two measures most com-
monly used are the Mean Square Error (M.S.E.) and the Mean
Absolute Error (M.A.E.).
The advantage of the Mean Square Error is that it is a sim-
ple function of the bias and variance of the frequency func-
tion. The Mean Absolute Error figures importantly because it
is simple to make certain statistical test based upon it.
In the tables 2A'B through 5A'B the bias, variance and the
M.S.E. of the various parameters are given.
In the tables 6A and 6B the estimation methods are ranked
with the aid of the M.S.E. criterion. The ranking achieved
in this way has the advantage that it is impossible to judge
which observed differences are in fact statistically signi-
ficant.
It appears from the tables 2A'B through 4A'B that the bias
of bo, b1 and b2 can be neglected, thus the M.S.E.is equal-
ling the variance. As is also known the estimators of these
coefficients are asymptotically normally distributed so that
the Pitman test [7 ] can be applied by approximation and
- 8 -
this r.iakes pairwise comparison of the various methods pos-
sible.
In tne tables 7A and 7B the outcomes of a. test on norma-
lity are presented, the ones of the Pitman test in the ta-
bles 8A en 8B.
With the help of these outcomes an attempt is made to come
to a ranking of the various methods (see tables 9`~ and 9B).
When ranking the estimation methods on the basis of this
procedure several difficulties will be encountered:
1o Ranking of the estimation methods with relation to
the coefficient 4; is impossible;
02 If the ~~ test on normality leads to rejection no
rankina is possible;
3o The pairwise comparisons may display intransitivi-
ty so that a consistent rankina cannot be achieved.
To start with the last mentioned difficulty no intransitivi-
ties were actually observed. The other two difficulties can
be avoided if one passes to pairwise comparison of the M.A.E.
for which Summers 9 has designed a non parar.:etric test.
In the tables 10A and 10B the outcomes of this test are pre-
sented, while in the tables 11A and 11B an attempt is made
to come to a ranking of the several estimation methods (with
relation to bo, b1, b2 and p).
This time several intransitivities were observed but fortu-
nately not in the important cases that p- 0.4 or p- 0.8.
It is essential that an estimate b of b is accompanied by a
measure of its precision. It is easy tu compute for each of
the methods an estimate of the standard error ab of the coef-
ficient b but how good is this estimate for small samples?
Can judgements about a coefficient be made on the basis of
b and ob ?
To answer these questions a series of XZ tests were perfor-




were by approximation t distributed.
Table 12A and 12B presents the results of these tests.
6. The results.
In order to be able to reach a conclusion it is necessary
to introduce a scoring system. Ttle system adopted in this
study is the following.
A score is assigned to each method in each column of the
tables 9A'B and 11A'B. This score has been found by compa-
rison of the method with all the methods in the same column
to which it was superior. The points awarded to a method in
a particular comparison depended on the size of the entry
in the tables 8A'B and 10A'B corresponding to the compari-
son. The size of an entry is monotonically related to the
probability that the method is really superior so that the
points are awarded according to the size of the entry.
These scores were for entries










Both for the ranking with the aid of the Pitman test and the
ranking with the aid of the 5ummers test an average score is
computed for every combinatíon of p and T.
These average scores are presented in tables 13 and 14.
Although there are some slight differences in the ranking
of the methods with the aid of tables 13 and 14 it is pos-
sible to get an idea about the meríts of the estimation me-
thods in the different cases.
For both rankings for model A as well as for model B the con-
clusions are the following:
1) The least squares method is the best for ~- 0.0 and
T- 15 or 25 as can be proven theoretically;
2) The method M 3 is the best for :, - 0.4 or ~- 0.8 and
T - 15 or 25;
3) The least squares method is the worst for ~~ - 0.4 or
- 0.8 and T- 15, 25 or 40;
4) For the case c- 0.4 or 0.8 and T- 40 no method is de-
monstrable as the best, probably because they are asymp-
totically equivalent;
5) For the case ~- 0.0 and T- 40 no method is demonstrable
as the best. In all probability because the methods M 1,
M 2 and M 3 are asymptotically equivalent with least squa-
res;
6) There is no demonstrable difference for the various me-
thods between model A and model B.
Regarding the accuracy of the estimates there is a difference
between model A and model B. From table 12A and 12B it
appears that for model A 7~ of the null hypotheses was rejec-
ted, while this amounted to 14g for model B.
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Table 2A The Mean Biases, Variances and Mean-Square Errors of the Coefficient bo.
T- 1 5 T- 25 T- 40
b a- 0.00 p- 0.40 p- 0.80 p- 0.00 ,~ - 0.40 p- 0.80 r~ - 0.00 a- 0.40 a- 0.80o
TRUE VALUE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
BIAS -0.2178 0.0631 1.0938 -1.4691 -0.9016 0.1348 -0.5962 -0.3956 -0.3272
L S VAR 152.30 162.65 303.31 85.17 82.46 134.31 24.91 34.75 116.65
MSE 152.34 I 162.86 304.50 87.33 83.27 134.33 25.26 34.91 116.76
BIAS -0.8055 -0.2273 0.8136 -1.6073 -1.0169 -0.4558 -0.4279 -0.3176 -0.2757
M I VAR 218.32 160.89 182.36 96.58 67.40 55.55 24.26 22.54 27.70
MSE 218.97 160.94 183.02 99.17 68.43 55.76 24.44 22.69 27.78
BIAS -0.8291 -0.4516 2.5262 -1.4904 -0.5344 -0.7394 -0.4525 -0.3484 -0.2675
M 2 VAR 213.96 167.72 512.62 94.08 107.96 69.39 24.38 23.01 27.72
MSE 214.65 167.93 519.00 96.30 108.25 69.93 24.59 23.13 27.79
BIAS -0.3449 -0.1188 0.5092 -1.4636 -0.9941 -0.3335 -0.4688 -0.3360 -0.2617
3 VAR 173.15 135.07 150.29 93.13 66.92 68.61 24.56 22.74 27.79
MSE 173.27 135.09 150.55 95.27 67.91 58.73 24.78 22.85 27.86
Table 2B The Mean Biases, Variances and Mean Square Errors of the Coefficient b,,
T- 15 T- 25 T- 40
bo p- 0,00 p- U.40 p- 0.80 p- 0.00 ~- 0.40 p- 0.80 p- 0,00 F, - 0.40 ;- 0.80
TRUE VALU 0.0000 0.0000 0.0000 0.0000 0.0000 0,0000 0.0000 0.0000 0.0000
BIAS -0.4054 -0.0716 0.5009 -0.6646 -0.3445 -0.4018 -0.1882 0.0286 0.2174
L S VAR 56.64 46.82 60.76 33.16 30.69 62.18 12.64 14.45 37.69
MSE 56.80 46.83 61.01 33,61 30.81 62.34 12.68 14.45 37.74
BIAS -0.4934 0,0225 0.8915 -0.7992 -0.3369 0.0099 -0,1447 0.0562 0.1101
M I VAR 76.67 53.17 145.49 37.89 27.51 34.45 12.57 11.57 20.30
MSE 76.91 53.17 146.29 38.53 27.62 34.45 12.59 11.57 20.31
BIAS -0.5653 -0.3119 2.5868 -0.7806 0.0820 -0.2974 -0.1501 0.0392 0,1183
M 2 VAR 67.90 51.01 361.11 36.35 62,03 49.90 12,52 11.55 20.15
MSE 68.22 51.11 367.80 36.96 62.04 49.99 12.55 11.56 20.16
BIAS -0.3277 -0,1416 0.4783 -0,6587 -0.3325 0.1333 0.1395 0.0535 0.1282
M 3 VAR 59,62 41.49 71,11 37.00 27,20 40.23 12,65 11.65 20.31
MSE 59,73 41.51 71.34 37.43 27.31 40.25 12.67 11.65 20.32
Table 3A The Mean Biases, Variances and Mean Square Errors of the Coefficient b
T- 15 T- 25 T- 40
b1 p- 0.00 p- 0.40 p- 0,80 0- 0.00 ,~ - 0.40 p- 0.80 p- 0,00 a- 0.40 p- 0.80
TREU VALUE 1.0000 1,0000 1.0000 1,0000 1.0000 1.0000 1.0000 1.0000 1.0000
BIAS 0,0127 0.0051 -0.0084 0.0140 0.0073 -0.0094 0.0039 -0.0012 0.0067
L S VAR 0.0266 0.0196 0.0169 0.0164 0.0138 0.0047 0.0066 0.0066 0.0132
MSE 0,0267 0.0196 0.0169 0,0166 0.0139 0,0248 0.0067 0.0066 0.0132
BIAS 0.0132 0.0071 0.0055 0.0166 0.0060 0.0030 0.0029 -0.0020 -0.0039
I VAR 0.0356 0.0199 0.0131 0.0188 0.0124 0.0090 0.0067 0.0052 0.0046
MSE 0.0357 0,0199 0,0132 0.0191 0.0125 0.0090 0.0067 0.0052 0.0046
BIAS 0.0131 0.0076 0.0045 0.0166 0.0074 0.0031 0,0030 -0,0016 0.0034
M 2 VAR 0.0316 0.0198 0,0128 0.0179 0.0121 0.0089 0,0067 0.0052 0.0046
MSE 0.0318 0,0199 0.0128 0.0182 0.0122 0,0089 0.0067 0.0052 0.0046
BIAS 0.0100 0.0076 0.0046 0.0132 0.0061 0.0020 0.0026 -0,0020 -0.0036
M 3 VAR 0,0282 0.0173 0.0120 0,01('4 O,C121 0.0030 O.C067 0.0052 0.0046
MSE 0.0283 0.0173 0.0120 0.0186 0.0122 0.0090 0.0068 0.0052 0.0046
Table 3B
The Mean Biases, Variances and Near.-Sqeare E.ïrors of the Ccefficient b1
T - 15 T - .~.5 T - 90
b1 ~ - 0.00 , - 0.40 ,,- 0,80 , - 0,00 , - 0.40 , - 0,60 , - O.GO , - 0.40 - O.GBO
TRUE VALUE 1.0000 1.OOC0 1.OOf,O 1,0000 1,C000 1.UOOC 1.G000 1.OOOC 1.OOG0
BÍAS 0.0234 0.0128 0.0255 -0.0319 - O.C245 -0.0216 I -0.0195 -0.0255 -0.(;380
I, S VAP. 0.2257 0.2596 0,5094 0.1182 0.1016 0,1033 0.0542 0.0573 0.1319
MSE 0,2272 0.2598 0,5101 0,1192 0.1024 0.1030 0.0596 0.0580 0.1333
HIAS -0.0046 -0,0071 I 0,0010 -0.0296 I -0.0328 -0.0236 -0.0133 -0.0233 -0.0259
M I VAR 0.2842 0.3020 Í 0.4064 0.1278 0.0989 0.0787 0.0564 0.0479 0.0387
MSE 0.2842 0,3021 0.4064 0.1287 0.0999 0.0792 0.0566 O,G489 0.0394
BIAS -0.0020 0.0004 0.0006 -0.0240 -0,0279 -0.0221 -0.0143 -0.0237 -0,0259
M 2 VAR 0.3018 0.3064 0.4206 0,1281 0.1025 0.0796 0.0564 0.0479 0.0389
MSE 0.3018 0.3064 0.4208 0,1287 0.1033 O.OE00 0.0566 0,0485 0.0395
BIAS 0.0091 0.0089 0.0064 -0,0328 -0,0317 -0,0247 -O,U163 -O.U293 -0,0259
M 3 VAR 0.2764 0.2785 0.3764 0,1262 0.0981 0.0783 0.0578 O,Oq74 0.0393
MSE 0,2765 0.2786 0,3765 0,1273 0,0991 0,0789 0.0581 0.0460 0.0400
Table 4A
The Mean Biases, Variances and Mean-Square Errors of the Coefficient b2,
T ~ 15 T- 25 T- 40
b2 p- 0.00 p- 0.40 p- 0.80 p- 0.00 p- 0.40 p- 0.80 p- 0.00 p~ 0.40 p; 0.80
TRUE VALUE 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
BIAS -0.0054 -0.0038 -0.0170 0.0230 0.0159 0.0076 0.0117 0.0121 0.0156
S VAR 0.0537 0.0649 0.1362 0,0277 0.0255 0,0282 0.0108 0.0132 0.0373
MSE 0.0537 0.0650 0.1365 0.0282 0,0257 0.0282 0,0110 0.0134 0.0375
BIAS 0.0089 0,0071 0.0022 0,0231 0.0194 0,0133 0.0081 0,0107 0.0110
M I VAR 0.0721 0.0735 0.0926 0.0304 0.0228 0,0167 0.0111 0.0099 0.0078
MSE 0.0722 0.0735 0.0962 0.0309 0,0231 0,0169 0.0112 0.0100 0.0080
BIAS 0.0075 0.0040 0.0020 0.0203 0.0177 0.0126 0.0086 0.0111 0.0110
M 2 VAR 0.0756 0,0744 0,0954 0.0303 0,0238 0.0169 0.0111 0.0100 0.0079
MSE 0.0759 0.0744 0.0959 0.0307 0,0242 0.0171 0.0112 0.0101 0,0080
BIAS 0.0005 -0.0006 -0.0009 0,0230 0,0169 0,0133 0.0094 ~ 0.0111 0.0111
M 3 VAR 0.0662 0.0649 0.0036 0.0296 0.0227 0,0166 0.0114 0.0098 0.0080
MSE 0.0662 0.0649 0.0836 0.0302 0.0230 0.0168 0.0115 0.0100 0.0081
Table 4B
T`le Mean Biases, Vdri,ar,ces ar,d Mean ~quare Errorr af the Coefflcler~t b2,
T - 15 T - 25 T - 4C
b2 r, - 0.00 ~, - 0.40 ,- O.ïO ,, :- O.C~~0.4!l I í- O.~G ,~ , O.C~!' - U.:C ~ - 0 80
I'
, .




BIAS - 0,0134 -0,0097 -0.0924 0.0574 C,0~97 i~).~)190 V 0,0293 i C,0304 0,0390
L S ZAR 0,3354 0,9059 0.8512 0,173G 0,~592 0,1761 !! 0.0678 ~ 0,0826 0.2331
MSE 0,3356 0,4060 0,6530 0,1763 0.1608 0,176ti li 0,0687 i 0.0835 0,2347






~ 0,020s C,0267 0,0275
M I VAR 0.4509 0.4591 0,5790 0,1899 ~ 0,1423 ~ 0,1044 ~~ 0,0695 0,0617 0,0490
MSE 0,4514 0.4594 0,5790 0,1932 0.1446 0,1055 0,0699 0.0624 0.0498
BIAS 0,0188 0,0100 0,0049 0.0507
I
0.0441 0.0316 0.0217 0,0277 0,0276
M 2 VAR 0,4739 0,9649 0,4964 0,1896 i 0,1491 I 0,1056 0,0697 0,0624 0,0995
MSE 0,4742 0,4650 0,5969 0,1922 0,1510 0,1066 0.0701 0,0632 0.0503





0,0472 I 0,0334 0,0236 0,0278 0,0278
M 2 VAR 0,4135 0,4057 I 0.5229 0,1853 0,1417 0.1039 0,0713 0.0614 0.0500
MSE 0,4135 C.4057 0,5224 0,1886
I
0,1490 0.1050 ~I 0,0718 0.0622 0,0507 ~I
~




The Mean Biases, Vari.ances anà Mean-wguare Er,rors cf the Coeff~c~ent p
T- 15 T- 25 T-40
p- 0.00 p- 0.40 p-0.60 ,- 0 0u p- 0.90 p- 0.80 0.00 - 0.40 a 0.80- ,- p p
TRUE VALUE 0.0000 0.4000 0.8000 0,0000 C.40U0 O.ï30~0 0.0000 0.4000 0.6000
BIAS 0.0000 -0,9000 0.8000 0.0000 -0.4000 -0,8000 ~i O.G000 ~-0,9000 -0.8000
IL S VAR 0.0000 0.0000 0.0000 O.C000 0.0000 O,OOUO 0.0000 0.0000 0,0000
MSE 0.0000 0.1600 0.6400 0.0000 0.160C I í).6400 ~ 0.0000 0,1600 0.6400
BIAS 0.0167 -0.0964 0.2259
I 0.0076 -0.0841 ~ -~.1882 -0.0067 -0.0744 -0,1401
M I VaR 0.0817 0.0771 0,0742 0.0432 i O.O:a66 I 0,0237 0.0294 0.0230 0,0125
MSE 0,0819 0.0864 0,1252 0,0433 0.0436 0,0591 0.0295 O,o286 0.0321
BIAS 0,0736 -0.0300 I 0,1520 0,0091 -0.0732 -0.1543 -0,0048 -0.0752 -0,1316
M 2 VAR 0,0905 0.0913 0.0785
I
0.0463 0.0452 ~ 0.0321 0.0280 0.0231 0.0139
MSE 0.0959 0,0922 0,1016 0,0463 0,0505 0,0599 0.0280 0,0288 0,0312
BIAS 0.2138 0.0518 0.1251 0.1214 -0.0018 -0,1256 0.0675 -0.0283 -0,1207
M 3 VAR 0,0451 0.0459 0.0443 O.ti337 O.C301 0,0208 0.0244 0,0194 0 0122,
MSE 0.0908 0.0986 0,0599 0.0484 0.0301 0,0366 I 0.0296 O,C202 0,0268
Table 5B
Phe Mean Biases, Variar,ces and Mean Sqaare Errc~r~ cf the Coeffkckent
T- 15 T- 25 T ~ 40
n- 0.00 F, - 0.40 p- 0.80 p- 0,00 4: - 0.40 „- 0,8C ~, -".00 a- C40 4, - 0,80
TRUE VALUE 0.0000 0.4000 0,8000 0,0000 0,4000 0,800G O.OOGO 0„~QO 0,800C
BIAS 0,0000 -0.4000 -0.800C O,OOOC -0.4000 -O.BOOG 'I 0,000~ -0,4u0v -0.8000
L S VAR 0.0000 0.0000 ~ 0,0000 0.0000 O,G000 U,OOOG 0.0000 0.0000 0.0000
MSE 0.0000 0,1600 0.6400 O,OOOC 0.1600 C.6~CC 0.0000 0.1600 0.6400
BIAS 0.0167 -0,0964 -0.2259 0.0076 -0.0841 -C,188' -0.0067 -0,0744 -0.1401
M I VAR 0.0817 0.0771 0.0742 0,0432 0.03G9 0.0237 0,0294 0,0230 0.0125
MSE 0.0819 0,0864 0,1252 0,0433 0,0440 C,0~9i 0,0295 0,0286 0.0321
BIAS 0.0736 -0.0310 -0.1520 0.0091 -0.0732 -0.1543 ~0.0049 -0.0752 -0.1316
M 2 VAR 0.0904 0.0913 0.0785 0.0463 C.G4~2 0.0321 I 0.028G 0.0231 0.0139
MSE 0.0959 0.0923 0.1016 0.0463 0,0~0~ 0.0559 G.0280 0,0288 0.0312
BIAS 0,2138 0.0518 -0.1251 0.1214 -0.0017 -0.1256 0.0675 -0.0283 -0.1207
M 3 V::R 0,0451 0.0459 0.0443 0.0337 0.0301 0.020d 0.0244 C.01~4 O.C122
MSE 0.0908 0.0486 0.0599 0,0484 0,0301 0.0366 ~ 0.0282 0.0202 0.0268
Table 6A The Ranking of LS, M1, M2, and M3 wíth the Aid of the M.S.E. criterion.
p~ 0.0 bo b1 b2 p p- O.4 b b1 b~ ~,o
LS LS LS LS M3 M3 M3 M3
M3 M3 M3 M1 M1 LS LS f~i,~
T- 1 5 M2 M2 M1 M3 T- 1 5 LS ;~I1 )
}
M1 M2
M1 M1 M2 M2 M2 M2) M2 LS
LS LS LS LS M3 M2 M3 M3
M3 M2 M3 M1 M1 M3 M1 M1
T- 25 M2 M3 M2 M2 T- 25 LS M1 M2 M2
M1 M1 M1 M3 M2 LS LS LS
M1 LS LS LS M1 M1 M1 M3
M2 M1 M1 M2 M3 M2 M3 M~
T ~ 40 M3 M2 M2 M~ T- 40 M2 M3 M2 M2
LS M3 M3 M3 LS LS LS LS
Table 6A
, - 0.8 bo b1 b2
M3 M3 M3 M3
M1 M2 M1 M2T- 15 LS M1 M2 M1
M2 LS LS LS
M1 M2 ~ M3 M3
M3 M1` M1 M2T- 25 Mz M31( M2 M1
LS LS LS LS
M1 M1 M1( M3
T- 40 M2 M2 M2 1 M2
M 3 M 3 r43 [v11
LS LS LS LS
Metllods with the same M.S.E, are indicated by accoladeG.
Table 6B The Ranking of LS, M1, M2, and M3 with the Aid of the M.S.E. criterion.
p- 0.0 bo b1 b2 P ~- 0.4 b b1 b ~,o 2
LS LS LS LS M3 LS M3 M3
M3 M3 M3 M1 LS M3 LS M1
T- 15 M2 M1 M1 M3 T-15 M2 M1 M1 M2
M1 M2 M2 M2 M1 M2 M2 LS
LS LS LS LS M3 M3 M3 M3
M2 M3 M3 M1 M1 M1 M1 M1
T- 25 M3 M1 M2 M2 T - 25 LS LS M2 M2
M1 M2 M1 M3 M2 M2 LS LS
M2 LS LS LS M2 M3 M3 M3
M1 M1 M1 M2 M1 M1 M1 M1
T- 40 M3 M2 M2 M3 T- 40 M3 M2 M2 M2
LS M3 M3 M~ LS LS LS LS
Table 6B




M3 M1 M1 M2.
T- 15 M1 M2 M2 M1
M2 LS LS LS
~
M1 M3 M3 M3
M3 M1 M1 M2
T- 25 p12 M2 M2 M1
LS LS LS LS
M2 M1 M1 M3
M1 M2 M2 M2
T- 40 M3 M3 M3 M1
LS LS LS LS
Methods with the same M.S.E, are índicated by accolades.
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Results of Applying the X2 Test 10 df. to the Sample Distributions
of the Normalized Coefficients bo, b1 and b2.
T ~ 15 ~ T- 25 T- 40
bo b1 b2 bo b1 b2 bo b1 b2
p- 0.0 6.3. 7.3 3,2 5.7 11.1 6.6 3.9 13.7 19.6}
L S p- 0.4 10.5 12,3 7.9 10.0 9,9 7.9 7.4 18,0} 13.9
P- 0.8 6.4 10.3 4.5 6.9 1.8 3.5 5.1 11.4 4.5
P a 0.0 7.1 7.8 14.2 6.8 10.7 14.4 6.7 8.9 10.7
M 1 P S 0.4 8.1 4.4 4.0 5.2 3.2 9.6 6.6 9.7 8.9
P~ O.B 15.1 7.2 14.1 10.1 5.7 6.4 13.8 8.8 5.9
P a 0.0 10.7 11.8. 11.5 5.2 11.2 12,4 10.0 10.6 12.4
M 2 p~ O,d 13.9 7.2 6.6 9.9 9,8 9.0 7.2 7.3 6.3
P s 0,8 54,9} 5,0 16.2} 8.3 S,9 6.0 16.1} 9.3 4.3
P- 0.0 7.9 9.1 4.9 B,0 3,2 9,5 4,1 13.9 14,8
M 3 P~ 0.4 8.0 3,8 3,8 7.1 8.6 6,5 1b.G} 9.0 9.7
P ~ 0.8 9.0 7.9 11,2 7,5 5.7 5.4 9.3 10.8 5.3
Table 7B Results of Applying the X2 Test 10 df, to the Sample D,istributions of
the Normalized Coefficient bo, b1, and b2.
T- 15 T- 25 T- 40
bo b1 b2 bo b1 b2 b0 b1 b2
~- 0.0 7.1 3,8 3.2 12.7 7.1 6.4 9,3 13,6 19.6}
L S ~' - 0.4 10.3 6.6 9.1 8.5 10.6 5.7 18.3} 11.7 15.3
a- 0.8 3.7 5.5 3.5 10.2 6.8 3.5 10.9 6.0
i 5.1
p- 0.0 11.5 9.0 14.2 I I 10.2 Í 9.8 14.0 7.2 13.9 12,4
M 1 ~-~ - 0.4 10.0 16.0} 6,7 ~ 12,8 I 9.8
I
9,4 10.6 6.4 8.9
~~ - 0.8 16.3} 12.3 12.7 Í 6.6 8.3 4.9 I 9,4 8.7 5.9




12.5 Í 8,4 12.4 ~ 6.4 15.1 11.8




14.5 1(~,3 I 11.0 8.6 10 3
G- 0.8
}





p- 0.0 6.3 15.2 6,5 11.9 7.5 I 11,1 4.7 9.3 14.8
M 3 ,, - 0.4 4.7 9.3 3.8 16.6} 7,6 5.9 5.1 9.1 9,7
~, - 0.8 5.1 13.2 6,9 9.5 8,3 4.4 16.8} 7.4 5.3
r~ LaDle entry represents an outcome of the test statistic Asterik: indicate case where dif-ferences are significant at the 95~ level.
Table 8A Results pf ~airwise Comparison with the Aid of the Pitman Test.
p- 0,0 c, - 0.4 F~ - 0.8
T- 15 b b1 b b b b b b bo 2 o 1 2 o 1 2
LS - M1 -4,64} -3,41} -4.67t 0.12 -0,17 -1.09 4.62} 2,07} 2,07}
LS - M2 -4.44} -2.48 -5,37t -0,27 -0,14 -1.17 2.33}
LS - M3 -2,06} -1,08 -3,43} ' 1.84 1,40 0,00 5,15} 2,90} 2,65}
M1 - M2 0,63 3,24} 2.19} -0.88 0.19 -0,60 2,11}
M1 - M3 3,74} 2.93} 2,88} 3.47} 2,77} 3.87} 2.02} 2.87} 3.87}
M2 - M3 3.89} 1.97} 3,31} 4.87t 3.16} 4.53} 2,73}
T- 25 b b b b b b b b bo 1 2 o 1 2 o 1 2
LS - M1 -2.32} -2,23} -2.14} - 2,27} 1,02 1,42 6.70} 6.19t 3.69}
LS - M2 -2.14} -1.58 -2.45} -2.14} 1.32 0,89 4.82} 6,31} 3.63}
LS - M3 -1,78 -1.90 -1.70 2,27} 1.19 1.41 6.32} i 6.17} 3.69}
M1 - M2 1,47 2,40} 0.10 -4,66t 1.57 -3,16} -3.50 ~ 1.41 -1.74
M1 - M3 1,22 ' 0.72 0.97 0.43 1.02 I 0.32 ~-1,53 0,24 0.98
M2 - M3 0.33 -0,77 0,85 4.75} -0,14 2,90} I 2,92}
I
-1.10 2.19}
T- 40 b b b2 b b b b b bo 1 o 1 2 o 1 2
LS - M1 0.44 -0,18 3,85} 2.84} 10.97} 6,44~ 10,61}
LS - M2 0.38 -0.08 3,80} 2.85t 6.50} 10,64}
LS - M3 0,23 -0.29 2,84} 10,82} 6.45} 10,63}
M1 - M2 -0.73 0,99 -0.73 -2,08} 0.17 -1,26 1,62 -0.79
M1 - M3 -0.54 -0.24 -0.54 -0,53 0,36 -0.18 -0,60 -1.59
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Table 8B Results of Pairwise Cornparisons with the Aid of the Pitman Test.
- 0.0 - 0.4 - 0.8
T- 15 ~ b b b b b b b b bo 1 2 o 1 2 o 1 2
LS - M1 -3.66} -3.96} -4.67} -1.4~~ -1.09 1.22 2.07}
LS - M2 -2.49} -5.00} -5.37} -1.02 -1.52 -1.17 1.02 1.89
LS - M3 -1.05 -3.64} -3.43} 1.75 -0.64 0.00 -1.46 1,65 2.65}
M1 - M2 3.12} -2.19} -2.19} 0.53 -0.60 -1.70 -1.30
M1 - M3 3.29} 0,70 2.08} 3.80} 3.87} 3.45} 3.87}
M2 - M3 2.16} 2.45} 3.30} 3.42} 3.80 4.53} I 4.53} 4.87}
T- 25 b ~ b1 b b b b b I b bo 2 o 1 2 o 1 2
LS - M
1
-2.42tj -2.07{ -2.14} ~ 1.17 ; 0.39 1.42 ; 4.71}~ 2.07} 3.69}
LS - M
2
-1,89 ~ -2.38i- -2.45} i i -0.09 0.89 3.36}I 1.98} 3.63}
LS - t9 -2,09}~
}







- D12M 2.13 I -0.18 0.10 -2.40 ' -3.17 -5.05 -1.67 -1.741 ~
M~ - r~t3 0.80 0.55 0.98 0.61 0.32 -3.80}~ 0.85 0.98
M2 - M3 -0.54 I 0.56 i 0.85 2.51} 2.90} 3.15} 2.06} 2.20}
T- 40 b b b b I b b b b1 b2o 1 2 0 1 2 o
LS - M1 U.10 -0.97 1.97} 2.84} 5.24 8.38} 10.61}
LS - M2 0.19 -1.02 2.05} 2.85} 5.32 8.45} 10.64}
LS - M3 -0.03 -1.73 2.04} 2.84} 8.41} 10.63t
M1 - M2 0.69 0.19 -0.52 -0.17 0.00 Í-1.25 0.42 -0.34 -0.79
M1 - M3 0.28 -1.31 -1.35 -0.62 0.84 0.36 -1.51 -1.59
M2 - M3 -0.46 -1.43 -1,24 -0.63 0.79 1.25 -1.45 -0.95
Table 9A The Ranking of LS, M1, M2 and M3 with the Aid oF t~~e Gut-~~omes cf tiie Pit:nan-Test.































































































Arrows indicate cases where differences are significant at 95g level.
Table 9B
The Rdnking of LS, M1, M2, and M3 with the Aid of the Outcomes of the Pitman Test.
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Table 10A Results of Pairwise Comparisons witn the Aid of the Summers Test.
p- 0.0 ,, - 0.4 ~- 0.8
T- 15 bo b1 b2 p bo b1 b2 b b b .o 1 2
LS - M1 -2,20} -0,80 -2,20{ -10,00} -0,00 0.80 0.60 7.00} 3.80} 1.00 2.20t 9.60t
LS - M2 -2,60} 0,20 -2.80} -10,00} -0.20 1.00 1,00 6,80} 2.00} 1.40 2.00} 9.60}
LS - M3 -4.00} 0,00 0,20 -10.00} 0.80 1.00 1.60 9.00} 3.20} 1.20 2.60} 9.80}
M1 - M2 -0.20 1,00 0,40 -1.00 -1,20 0,20 0,80 2.40} 1.60 0.60 0.20 2.80}
M1 - M3 -0.80 -1.00 -0.60 -3.00} 0.60 1.20 1.60 1.00 0.60 -0,20 2.00} 6.20}
M2 - M3 -0.60 -3,20 0,80 -2,20} 1,40 0.20 2.00} 0.80 -0,60 -0.20 2.60} 3.20
T- 25 b b1 b2 p bo b1 b2 „ b b1 b2 ,o o
LS - M1 -0,20 -1.40 -1.00 -10,00} 1.80 1,00 2.20} 8.40} 2.80t 3.00} 2.40} 10.00}
LS - M3 -0,80 -1,60 -0,80 -10.00} 1.60 0.80 2,20} 8.00 2.60} 3.OOt 2.20} 10.00}
LS - M3 -1,00 -1.40 0,00 -10.00} 2,00 0,60 2,20} 9.60} 2,60} 3.20} 2.20} 10,00}
M1 - M2 -0,20 -0,20 -0,40 0,00 -0.40 0.20 0.20 2.00} -1.00 0.40 0.30 1.40
M1 - M3 -1,20 -0,80 -0.80 -2.40} -0,80 0,20 0.20 1.00 -2.60} -0.80 0.60 5.40}
M2 - M3 -3.20t -0,60 -0,80 -2,00} 1,20 1,20 1.00 3,00} -1,20 -2.20t 1,00 3.80}
T- 40 b b b p b b1 b2 ~ b b1 b2 ~o 1 2 o ~,
LS - M1 0,20 0.60 0,00 -10.00} 1,60 1,60 1.60 9.40} 6,60t 2.40} 5.40} 10,00}
LS - M2 0,40 0.40 0.00 -10,00} 1.60 1.40 1.60 9.20} 6.20} 2.60} 5.40} 10.00}
LS - M..3 -0,60 -0,40 -1.20 -10.00} 1.80 1.60 1.60 10.00} 6.20} 2.40} 5.40} 10.00}
M1 - M2 -0.60 0,60 0,20 1.40 -2.20 0,40 -2.40} 0.80 0.20 0.80 -0.60 2.40t
M1 - M3 -1.40 -0,60 -1.20 -1,40 -0,40 -0.80 -0.20 2,60} 0.60 -0.40 -1.20 2.80}
M2 - M3 -1.20 -0.40 -1,00 -1.40 0.60 -0.20 0.80 3.20} -0.20 -1,80 -1,20 2,40}
Table 10B. Results of Pairwise Comparisons with the Aid of the Summers Test.
F'- 0.0 ~- 0.4 `'- 0.8
T- 15 bo b1 b2 ~ bo b1 b2 ~' bo b1 b2
LS - M1 -1,00 - 1.60 -2.20} - 10,00} 0.80 1.20 0.60 7.00} 0.00 1,80 2.20t 9.60}
LS - M2 0.00 -1.40 - 3.60} -10.00} 0.60 1.20 1.00 6,80} -0.20 1.60 2.00} 9,60}
LS - M3 0.40 - 1.80 0.20 -10.00} 1,00 0,60 1,60 9.00} 0.80 1,60 2.60} 9.80}
M1 - M2 1,00 0,00 0,20 -1,00 0.60 1,20 0.30 2.40} - 2.20 -0.60 0.20 -2.80}
M1 - M3 -0.60 -1,00 -0.60 -3.00} 1,40 1,00 1,60 1,00 0,40 1,00 2.00} 6.20}
M2 - M3 -2,20} 0.20 0.80 -2,20} 0.20 1,00 2.00} 0,80 0,80 1.60 2.60} 3.20}
T- 25 bo b1 b2 G~ bo b1 b2 r~ b b1 b c~o 2
LS - M1 -0.80 -0,40 -1.00 10.00} 0,80 0.60 2,20} 8.40t 3.00} 1,40 2.40} 10,00}
LS - M2 -0.20 0,00 -0.80 10,00} 0,80 0,40 2,~0} 9,nnt ;,2n 1,20 2,20} 10.00}
LS - M3 -1.40 -0.60 0,00 10.00} 1.20 0,80 2.20} 9.60} 2.60} 1.20 2.20} 10,00}
M1 - M2 0,20 -0,60 -0.40 0,00 0,00 -1.00 -0,20 - 2,00} -1,00 0.20 0.20 1.40
M1 - M3 ' -1,40 -0.80 -0,80 -2,40} 0.40 0,20 0.20 1.00 -2,20} 0.20 0.60 5.40}
M2 - M3 -1,60 -0.20 -0.80 -2.00} 0.60 0,20 1,00 3,00} -1,20 0,40 1.00 3.80}
T- 40 b b1 b2 b b b b b bp o 1 2 r~ o 1 2 .,
LS - M1 0,20 -1,00 0.00 10.00} 1.60 0,80 1,60 9.40} 3,80} 6,OOt 4.50{ 10.00}
LS - M2 0,00 -1.20 0.00 10.00} 1.40 0,80 1,60 9,20} 3.60} 6,OOt 5.40t 10,OOt
LS - M3 -0.20 - 1.40 -1.20 10.00} 1.80 1.40 1.60 10,00} 3.80} 6.00} 5.40} 10.00}
M1 - M2 1.20 -0,20 0,00 1.40 0.20 - 0,60 -2.20t -0.80 -0.60 0.80 -0,60 2.40t
M1 - M3 -1,00 -1.60 - 1.20 -1,40 0.20 0,80 - 0.20 2.60} -1.00 -0.40 -1,20 2.80}
M2 - M3 -0,80 -1~40 - 1.00 -1.40 0.20 0.20 0.80 3.20} -0,60 -0.60 -1.20 2.40t
Table 11A.
The Ranking of LS, M1, M2, and M3 with the Aid of the
Outcomes of the Summers Test.
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~M3 M3 M3 LS LS LS LS
M1 M2 LS M1 MZ M1 'd3
M2 M1 M2 M3 M1 M3 M1
T- 40 LS LS M1 T- 40 M2 M3 M2 M2
M3 M3 M3 LS LS LS LS
Table 91A




















































Arro~:s indicate cases where differences are significant at 95~ level.
Table 11B.
The Ranking of LS, M1, P42, and r13 with the Aíd of the Outcomes
of the Summers Test.






















































M3 M3 LS LS LS LS
Table 11B. The Ranking of LS, M1, h12, and ~I3 with the Aid of the Outcomes of the Summers Test




















































Arrows indicate cases where differences are significant at 95~s level.
Table 12A, Results of Applying the X2 test 10df. to the Sample Distributions of theStudentized coefficients bo, b1, and b2.
T- 15 T- 25 T- 40
bo b1 b2 bo b1 b2 bo b1 b2
~, - 0,0 6.3 9,9 10.6 7.0 8,3 9,3 5,3 14.3 15,9LS p- 0,4 8.5 11.1 8,2 11,4 9,7 9.5 5.2 16.5 18.2
~, - 0,8 7.1 28,1t 15,7 5.7 9.9 15.5 24.4} 17.2 17.0
G- 0.0 14.3 13.5 8,2 9,1 10,7 13.4 9.8 5,8 10.8
M1 p- 0.4 4.2 6,5 8,7 12.1 6.4 7.8 8.8 17.9 8.3p- 0,8 10,0 6,0 18.5} 8.8 6.6 6,2 18.8} 4.0 5.6
p- 0,0 12,5 16.4 7.2 8,2 13.3' 12,6 11,3 11.1 12.7
M2 p- 0,4 3,4 10,8 13,8 14.7 7.8 8,2 7.1 16.7 ~ 13.8
p- 0.8 19,7t 5,6 15,6 6,2 6,1 4,0 17,3 5,1 5,7
p- 0,0 14,0 19,7} 8.7 11,0 12,1 15,0 8,2 6,2 9,f ;
M3 p- 0,4 6,4 9,3 3,3 10,8 7.2 10.3 8,0 10,5 8,7
~ p- 0.8 19,1t 6,2 15.8, , 1,1.G 3.7 5,.6 . 17.9 2.5 3.7
Asterisks indicate cases where differences are significant at 95~ level,
Table 12R.
Results of Applying the X2 Test 10df. to the Sample Distributions of theStudentized coefficients bo, b1 and b2.
T- 15 T- 25 T- 40
bo b1 b2 bo b1 b,2 ;~ b1 b2o
,- 0.0 6.6 9.1 12.8 13.8 6,4 9.3 8.5 17.9 16.3
LS `- 0.4 10.2 6.0 6.8 37.2t 8.0 10,0 15.4 7.1 17.5
,- 0.8 8.3 4.8 17.5 12.6 23.4} 15.4 6.4 10.3 17.0
-- 0.0 22,3} 7.4 10.0 22,0} 12.8 14.0 9.1 27.6} 12.6
M1 r- 0.4 7.7 7.3 9.4 18,8} 15.6 8.6 ~ 2.8 9.5 8.3
F- 0.8 11.4 14.3 18.5} 2.7 9.4 ~ 6.2 ~ 9.4 5.0 5.6
,- 0.0 18.4} 8.7 7.2 19.7} 12.2 ~ 13.5 6.1 19.5} 11.6
M2 ~- 0.4 5.8 8.5 15.5 17.6 I 12.0 11.7 6.4 7.7 9.0
F- 0.8 13.2 21.0} 15.4 1,6 i 12.9 3.4 12.8 3.6 5.7
G' - 0,0 14.2 11,0 6.7 17.6 ~ 18.8} 15.0 Í 6,0 15.3 9.6
M3 - 0.4 7.6 5,1 3.3 23.6} 14.5 3.2 2,6 10.6 8.7
~- 0.8 3.6 19.1} 18.7 8.5 13.4 5.6 8,3 5.6 3.7
Asterisks indicate cases where differences are significun!- at 95~ level.
Table 13. Averaqe Scores for the Rankin~ with tlie Aid of the Pitmar~ Test,
MODEL A ~tODEL B
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Table 14. Averaqe scores for the Ranking with the ilid of t.he Summers test.
MODEL A :~10DEL B
- 0.0 T- 15 T- 25 T- 40 ,- 0.0 T- 15 T- 25 T- 40
LS 18 11 7 LS 18 12 102~3
M1 6 41~3 41j3 ~1 1 9 5 4
M2 4 92~3 42~3 M2 6 51~2 4
M3 0 0 0 r~3 0 0 0
I
,- 0.4 T- 15 T- 25 T - 40 - 0.4 , .- 15 ~ 'i' - 25
I
T- 40
LS 1~2 0 0 LS 0 0 0
M1 31~4 9 83~4 M1 31~4 8 63~4
M2 51~4 61~2 41~2 M2 63~4 Í 41~3 4
M3 93~4 1 21 ~2 81 ~2 "13
I
1 0 ,. 9

















M2 91~4 91~2 101~4 ~12 51~2 8 93~4
M3 121~2 101~4 91~2 ~13 17 112~3 9
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