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Abstract: Recovery of spatial frequencies above the Nyquist limit is of interest in digital  holography.  
We examine how finite pixel size and quantization error introduced by a CCD camera effect the 
recovery of these frequencies. 
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Introduction 
Digital holography (DH) differs from traditional holography in that a dynamic digital sensor 
is used in place of photographic plate to record the interference pattern due to an incident object and 
reference wave-field.  By recording the interference pattern of an object and reference wave the complex 
amplitude of the object field may be recovered [1-6]. There are many advantages to a digital approach 
such as ease of use, flexibility in image processing, storing and transmission of the data electronically.  
However the limited number of pixels on a modern CCD camera (as well as the relatively large 
spacing between adjacent pixels in contrast to a comparable recording on typical photographic film) 
imposes a severe limitation on the spatial resolution of the captured digital holograms.  High spatial 
resolution in digital holograms is important for accurately recording and replaying 3D scenes [7,8].  
 
Let us assume that the field in the object plane, u(X), contains a maximum spatial frequency fx.  This 
field now propagates, which we describe under paraxial conditions using the Fresnel transform, to the 
camera place where its complex amplitude, uz(x), is recorded. Since the magnitude of the spatial 
frequency content of our signal remains unchanged under Fresnel propagation, the field at the camera 
plane must also contain the spatial frequency fx.  Our recording CCD camera has some spatial 
frequency bandwidth, Bc = 2 fc (Nyquist rate), that is determined by the spacing between adjacent 
pixels on the camera face.  On initial examination one might suppose that fc ≥ fx if the camera is to be 
able to resolve fx, however many authors have shown that this Nyquist criterion may be too strict [9-
15] and that it is possible to recover fx under certain conditions.  Since this has been derived 
elsewhere we shall merely state the result here: A signal u(X) that spans a finite extent, ! , may be 
fully recovered provided that its entire Fresnel transform, uz(x), is sampled at a rate ! , such that  
! " # / $z( )     (1) 
where ! is the wavelength of the light and z the perpendicular distance between object and camera 
(capture) planes. 
 
In the derivation of Eq. (1) it has been assumed that the field, uz(x), is sampled at the camera face at 
infinitely narrow and discrete points which can be modelled using Dirac delta functions [13].  
Physically however the camera pixels extend over a finite space and average the light energy incident 
upon them.  This averaging process is mathematically equivalent to multiplying those spatial 
frequencies contained in the object wave-field by a sin(x)/x type function with the result that higher 
spatial frequencies are attenuated relative to lower spatial frequencies [10-11,16-17].  We depict this 
schematically in Fig. 1(a).  Therefore in addition to the previous sampling guideline, [see Eq. (1)], it 
appears from Fig. 1(a) that recovery of higher spatial frequencies will ultimately be limited by system 
noise present in all practical DH systems [10].  In this manuscript we examine a fundamental noise 
limit – quantization error – introduced by the finite accuracy with which an N-bit CCD pixel can 
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represent a number.  Spatial frequencies that have been attenuated to a level below this minimum 
quantization level cannot be recovered, imposing an additional and fundamental constraint on the 
recovery of “super-Nyquist” frequencies. 
   
 
Fig 1 (a) Plot of g(f) as a function of f/fc where fc is the Nyquist limit, QL – quantization limit, (b) 
the resulting contrast of the sin waves f1 and f2. 
Analysis 
Let us now consider the interference equation for in-line digital holography when the finite size of the 
pixel, ! , is taken into consideration.  This equation is of the form [10] 
 I = I
R
+ I
O
+ 2A
R
A
O
cos !
R
"!
O( )g f( ) , (2 a) 
 g f( ) =
sin 2! f " / 2( )#$ %&
2! f " / 2( )
 (2 b) 
where I, A, and φ indicate intensity, amplitude and phase respectively and where the subscripts R and 
O refer to the reference and object wave-fields respectively. Eq. (2 b) is a spatial frequency dependent 
weighting that arises due to the finite extent of the camera pixel and is plotted in Fig. 1(a). With no 
loss in generality we may consider a simple form for the object and reference fields namely:  
 AR = K1 exp j!( )  (3 a) 
 AO = K2 exp j2! fx( )  (3 b) 
where f is known as the spatial frequency of an incident plane wave and can be related to the physical 
wavelength of the light, ! , and !  the angle made with respect to the z-axis by the relation f = 
sin(! )/ !  [2]. Note that the highest non-evanescent spatial frequency occurs when ! = ! /2 and thus 
fmax= 1/ ! .  We choose values for K1 and K2 such that the resulting difference between the maximum 
and minimum value [which we refer to as contrast C(x)] in Eq. (2 a) is unity when f = 0, i.e. 2K1K2 = 
0.5. In Fig. 1(b) we show how two different spatial frequencies, f1 and f2 [see Fig. 1(a)], are recorded 
by the camera and note that the higher spatial frequency f2 is attenuated relative to f1.  Indeed as the 
spatial frequency increases the contrast of the resulting interference fringe decreases according to g(f), 
until eventually the spatial frequency amplitude is less than the minimum quantization level that can 
be represented using an N bit word. We now examine when this quantization limit is reached. We 
adjust the dynamic range of the camera so that it spans zero to unity and assume that the N bits 
available to represent values within this range are divided into uniform step sizes. From Ref. [18] the 
minimum step size is given by  
 !I = 2 2K1K2( )
2
N
"1
=
1
2
N
"1
. (4) 
It is not be possible to measure spatial frequencies when the maximum interference fringe amplitude is 
less than this minimum size, !I .  Examining Eq. (2 b) we see that when fn = 2n + 0.5( ) / ! , 
sin 2! f " / 2( )#$ %& ' 1  and g fn( ) = ! "1 0.5 + 2n( )
"1 , where n is a natural number greater than zero.  
We now use this latter expression to determine when the spatial frequencies have dropped below the 
critical quantization level !I , by equating it with Eq. (4).  Doing so we arrive at the equations 
 n ! "0.409 + 0.159 2N , (5 a) 
f1 f2 
g(f) 
f /fc 
 
x 
C(x) 
f1 
f2 QL:N=4 
a b 
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 fn ! 0.318 2
N
"1( ) / # . (5 b) 
Conclusion 
In this manuscript we have examined a fundamental limit on the recovery of spatial frequencies 
imposed by a combination of the finite size of the pixels in a CCD camera and the quantization error 
that occurs when using a finite number of levels N, to represent a number. From the result in Eq. (5 b) 
we see that the maximum recoverable frequency is dependent on both the bit depth N and the pixel 
width ! .  When N is small N ≤ 4 bits then Eq. (5 b) does indeed act to limit the range of spatial 
frequencies recoverable.  For example for a value of !  = 7.4 × 10-6, then when N = 4, fn ~ 9.5 fc.  
However, for larger bit rates, i.e. N = 10, fn ~ 162 fc, (where fc is the Nyquist rate), the bit rate may not 
in fact be the limiting factor for the recovery of physical spatial frequencies.  For example with a 
wavelength of !  = 633 nm, the maximum physical spatial frequency is given by fmax= 1/ !  which is 
lower than the 162 fc predicted by Eq. (5 b).   
 
These considerations must be further qualified.  For a given distribution it is unlikely that all spatial 
frequencies will have the same magnitude – there will be variations in the magnitudes of the different 
spatial frequency components.  Often for real world distributions, higher spatial frequencies contribute 
less energy to image formation.  Ideally a statistical knowledge of likely spatial frequencies 
distributions for certain image types could be used in conjunction with Eq. (5 b) to determine the 
effect of quantization error. It is also important to note that the quantization effect will affect recovery 
of certain spatial frequencies below the limit identified in Eq. (5 b).  This is depicted in Fig 1(a) by a 
black box around f/fc = 2 for a value of N = 4.  We also note that as is discussed in Ref. [18] 
quantization will also introduce a bit dependent phase error in the argument of Eq. (2 a) – see Fig. 2 
and 3 therein.  
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