Abstract. We consider the event-triggered control of continuous-time linear infinite-dimensional systems. We show that an event trigger that measures the difference of a control input leads to the positive minimum inter-event time if a feedback operator is compact. Moreover, under certain natural assumptions on the infinite-dimensional system, we show that there exists an event trigger such that the closed-loop system is exponentially stable.
1. Introduction. Event-triggered control is one of resource-aware control methods, and its intervals of data transmissions are determined by a predefined condition on the data. As a result, network and energy resources are consumed only when the data is necessary for control. In addition to such networked-control applications, the analysis and synthesis of event-triggered control is interesting from a theoretical viewpoint, because event triggering interacts continuous-time and discrete-time dynamics in a way different from the usual periodic sampled-data control schemes. Most of the existing studies on event-triggered control have been developed for finite-dimensional systems, but some researchers have recently extended to infinite-dimensional systems, e.g., systems with output delays [12] , first-order hyperbolic systems [6] , and secondorder parabolic systems [11, 21] .
In this paper, we consider the following system with state space X and input space U :ẋ (t) = Ax(t) + Bu(t),
where A is the generator of a strongly continuous semigroup T (t) on X and B is a bounded linear operator from U into the extrapolation space X −1 . To infinitedimensional systems described by this abstract evolution equation, the results of periodic sampled-data control for finite-dimensional systems have been generalized in a number of papers; see [13] [14] [15] [18] [19] [20] . Instead of periodic control updating, we here generate the control input u(t) by an event-triggered scheme based on the difference of u(t) such as t k+1 = inf t > t k : F x(t) − u(t k ) U > ε x(t k ) X ∀k ∈ N 0 (1.1a)
where ε is a positive constant and F is a bounded linear operator from X to U . Since a small ε leads to frequent updates of the control input, we would expect that the eventtriggered feedback system is exponentially stable for a sufficiently small ε if A + BF generates an exponentially stable semigroup. One of the fundamental problems we consider is whether or not this intuition is correct.
In addition to closed-loop stability, the minimum inter-event time inf k∈N0 (t k+1 − t k )
should be guaranteed to be positive; otherwise, infinitely many events might occur in finite time. This phenomenon is called the Zeno behavior (see [7] ) and makes eventtriggered control schemes infeasible for practical implementation. To guarantee the Zeno freeness is the unique theoretical specification of event-triggered control, and for finite-dimensional systems, the minimum inter-event time has been extensively investigated; see [1, 4, 22] . For example, in the finite-dimensional case, it was shown in [22] that the event-trigger t k+1 = inf t > t k : x(t) − x(t k ) X > ε x(t) X } ∀k ∈ N 0 satisfies inf k∈N0 (t k+1 − t k ) > 0. However, this is not true for the infinite-dimensional case, which is illustrated in Example 2.2. This is the reason why we use the eventtrigger (1.1a) based on the difference of the control input, and we see in Section 2 that the time sequence {t k } ∞ k=0 constructed by (1.1a) satisfies inf k∈N0 (t k+1 − t k ) > 0 if the feedback operator F is compact.
After the discussion on the minimum inter-event time in Section 2, we analyze the exponential stability of the event-triggered feedback system in Section 3 for the case where the input operator B is bounded. Introducing a norm on the state space with respect to which the semigroup generated by A + BF is a contraction, we provide a sufficient condition on the event trigger parameter ε for the exponential stability of the feedback system. Moreover, under a certain assumption on the semigroup T (t), we obtain another sufficient condition for exponential stability. While we obtain the former result via a trajectory-based approach, a key element in the latter result is the application of the Lyapunov stability theorem.
In Section 4, we study the case of unbounded input operators. We first focus on a system with a finite-dimensional unstable part and a feedback operator that stabilizes the unstable part but does not act on the residual stable part. In this case, the feedback operator has a specific structure, but we can achieve the exponential stability of the feedback system by using less conservative event triggers for the finitedimensional part. Second we assume that the semigroups generated by A and A+BF with suitable domains are analytic and exponentially stable, respectively. Under these assumptions, we show that for every compact feedback operator, there exist periodic event triggers [8, 9] achieving exponential stability.
Notation and terminology. We denote by N 0 the set of nonnegative integers. For α ∈ R, we define C α := {s ∈ C : Res > α}. Let X and Y be Banach spaces. Let us denote the space of all bounded linear operators from X to Y by B(X, Y ), and set B(X) := B(X, X). Let A be an operator from X to Y . The domain of A is denoted by D(A) and the spectrum of A by σ(A). For a subset S ⊂ X, let A| S denote the restriction of A to S, namely,
For a strongly continuous semigroup T (t) on X, the exponential growth bound of T (t) is denoted by ω(T ), that is, ω(T ) := lim t→∞ ln T (t) /t. We say that the strongly continuous semigroup T (t) is exponentially stable if ω(T ) < 0.
2. Event-triggered feedback system.
2.1. Infinite-dimensional system. Let a time sequence {t k } ∞ k=0 satisfy t 0 = 0 and
Let us denote by X and U the state space and the input space, and both of them are Hilbert spaces. Let · and ·, · denote the norm and the inner product of X, respectively. The space X −1 stands for the completion of X in the norm x −1 = (λI − A) −1 x , where λ ∈ C is any element in the resolvent set of A. Clearly, X → X −1 and B(U, X) ⊂ B(U, X −1 ).
Consider the following infinite-dimensional system:
where x(t) ∈ X, u(t) ∈ U , A is the generator of a strongly continuous semigroup T (t) on X, and the input operator B and the feedback operator F satisfy B ∈ B(U, X −1 ) and F ∈ B(X, U ). We say that B is bounded if B ∈ B(U, X); otherwise B is unbounded.
The semigroup T (t) can be extended to a strongly continuous semigroup on X −1 , and its generator on X −1 is an extension of A to X. We shall use the same symbols T (t) and A for the original ones and the associated extensions.
For the the abstract evolution equation (2.2), we define a function x recursively by
as in the periodic sampled-data case [14] . Considering T (t) as a semigroup on X −1 , we find from the standard theory of strongly continuous semigroups that x given by (2.3) satisfies (2.4) x ∈ C(R + , X) and
Additionally, the following differential equation in X −1 holds:
Since only x defined by (2.3) satisfies the properties (2.4) and (2.5), we can say that this x is the unique solution of the abstract evolution equation (2.2).
Definition 2.1 (Exponential stability). The system (2.2) is exponential stable if there exist M ≥ 1 and γ > 0 such that x given by (2.3) satisfies
We call the constant γ (an upper bound on) the decay rate of the system (2.2).
Minimum inter-event times.
We call inf k∈N0 (t k+1 − t k ) the minimum inter-event time. If this value is zero, then the event trigger may update the input infinitely fast, which cannot be realized in digital platform. In this section, we show that the following event triggers guarantee the positive inter-event time under certain assumptions:
Whereas we here use the event triggers (2.6) and (2.7) that measure the difference of the inputs, the commonly-used event triggers for finite-dimensional systems [22] are based on the difference of the state such as (2.8)
If the semigroup T (t) is uniformly continuous, then one can show that the inter-event time of the event trigger (2.8) is positive. However, systems described by uniformly continuous semigroups do not contain practical infinite-dimensional systems. On the other hand, in the following simple example, event triggers based on the difference of the state lead to inf k∈N0 (t k+1 − t k ) = 0 in finite time.
, the Hilbert space of square integrable functions on (0, ∞) with the usual inner product, and consider the shift operator
Then T (t) is a strongly continuous semigroup on L 2 (0, ∞), and as discussed in Remark 7 in [2] , T (t) is strongly stable but
and x(t) = T (t)x 0 for all t > 0. Assume that ε < 1, and define a time sequence {t k } ∞ k=0 by t 0 = 0 and (2.9)
It follows that
Similarly, if we define {t k } ∞ k=0 by t 0 = 0 and (2.8), then
Both of the time sequences {t k } ∞ k=0 are monotonically increasing and converge to 1. Thus the minimum inter-event time inf k∈N0 (t k+1 − t k ) is zero.
For τ ≥ 0, define the operator S τ : U → X by
The following lemma is useful for the discussion on the minimum inter-event time:
Lemma 2.3 ( [14] ). For any τ ≥ 0, S τ ∈ B(U, X), and for any θ > 0, From these lemmas, we obtain the following result:
For every ε > 0, there exists θ > 0 such that
Proof. Since (2.11) leads to
Since T * (t) is strongly continuous, we obtain
and hence it follows from Lemma 2.4 that
Thus, for every ε > 0, there exists θ > 0 such that
Combining (2.12) and (2.13), we obtain the desired result.
From Lemma 2.5, we see that the minimum inter-event time inf k∈N0 (t k+1 − t k ) is positive under the event trigger (2.6).
Theorem 2.6. Assume that F ∈ B(X, U ) is compact. For the system (2.2), set the time sequence {t k } ∞ k=0 recursively satisfying t 0 = 0 and (2.6). Then for every ε > 0, the time sequence
Proof. From (2.4), it follows that x(t k ) ∈ X for every k ∈ N 0 . Therefore, we see from (2.3) and Lemma 2.5 that, for every ε > 0, there exists θ > 0 such that
This completes the proof.
We next investigate the minimum inter-event time of the other event trigger (2.7). In addition to Lemma 2.5, we need the following estimate:
Lemma 2.7. Assume that F ∈ B(X, U ) is compact, and set x(t) as in (2.11). There exist c 1 > 0 and s 1 > 0 such that the semigroup T (t) satisfies
if and only if there exist c 2 > 0 and θ > 0 such that
Proof. Suppose first that (2.14) holds for some c 1 > 0 and s 1 > 0. Since there exists M ≥ 1 such that
it follows from (2.14) that
Therefore,
From (2.10), there exists
Combining (2.16) and (2.17), we obtain
(2.18) Therefore, (2.15) holds with c 2 := 2M/c 1 and θ := s 2 . Conversely, if (2.15) holds for some θ > 0 and c 2 > 0, then
Using (2.10) as in the discussion above, we find that there exists s 1 ∈ (0, θ) such that
Remark 2.8. Suppose that B is bounded, i.e., B ∈ B(U, X). Then
and hence the compactness of F is not required in Lemma 2.7.
Remark 2.9. The condition (2.14) appears also in Theorem 2 of [16] for the applicability of the Lyapunov stability theorem, and it is shown in Corollary 1 of [16] that T (t) satisfies (2.14) and its range is dense in X if and only if T (t) can be extended to a strongly continuous group on X. We see from Lemmas 2.5 and 2.7 that the event trigger (2.6) leads to the positive minimum inter-event time for a strongly continuous semigroup T (t) satisfying (2.14).
Theorem 2.10. Assume that F ∈ B(X, U ) is compact and that the semigroup T (t) satisfies (2.14) for some c 1 > 0 and s 1 > 0. For the system (2.2), set the time sequence {t k } ∞ k=0 recursively satisfying t 0 = 0 and (2.7). Then for every ε > 0, the time sequence
Proof. Combining Lemmas 2.5 and 2.7, we have that, for every ε > 0, there exists θ > 0 such that
Thus the time sequence
Stability analysis under bounded control.
In this section, we analyze closed-loop stability in the case in which the input operator B is bounded. If the feedback operator F is compact and if the semigroup generated by A + BF is exponentially stable, then the event-triggered feedback system is exponentially stable provided the event-triggered parameter ε is sufficiently small.
Fixing τ M > 0, we first set a time sequence {t k } ∞ k=0 recursively satisfying t 0 = 0 and
Theorem 3.1. Assume that A generates a strongly continuous semigroup T (t) on X, B ∈ B(U, X), and F ∈ B(U, X) is compact. Assume that there exists M ≥ 1 and ω > 0 such that the semigroup T BF (t) generated by A + BF satisfies
If we set the time sequence {t k } ∞ k=0 to be t 0 = 0 and (3.1) with a parameter ε > 0 satisfying
, then the system (2.2) is exponentially stable with decay rate γ defined by
Proof. As in Theorem 5.2 on p. 19 in [17] and Theorem 3.1 in [14] , we introduce a new norm | · | on X, which is defined by
It follows from (3.2) that
On the other hand,
Hence we have
Moreover,
we see from a routine calculation (see, e.g., Exercise 3.3 in [3] and Appendix A) that x(t k + τ ) in (2.3) can be written as (3.8)
Since the event-trigger condition in (3.1) leads to
using the properties (3.5) and (3.6), we obtain
where ε 0 is defined as in (3.4) and satisfies 0 < ε 0 < 1 from (3.3). Since f (τ ) := (1 − ε 0 )e −ωτ + ε 0 satisfies f (0) = 1 and f (τ ) = (ε 0 − 1)ωe −ωτ < 0 for all τ ≥ 0, it follows that
Therefore, γ ∈ R defined by (3.4) satisfies γ > 0, and
In particular,
Using (3.9) recursively, we obtain
Thus we see from (3.5) that
Remark 3.2. In general, it is difficult to find a constant M ≥ 1 satisfying (3.2). If T BF can be expanded in a Riesz basis, then we can characterize such a constant M in the following way. Let A + BF be a Riesz spectral operator in Definition 2.3.4 on p. 41 in [3] and have simple eigenvalues {λ n } n∈N and corresponding eigenvectors {f n } n∈N . Then there exist positive constants α and β such that for every N ∈ N and every scalars ρ 1 , . . . , ρ N such that
Let {g n } n∈N be the eigenvectors (A + BF ) * such that {f n } n∈N and {g n } n∈N are biorthogonal. As shown in the proof of Theorem 2.3.5 on p.p. 41-45 in [3] , T BF (t) satisfies
Thus a constant M ≥ 1 satisfying (3.2) is given by M = β/α. In particular, if {f n } n∈N is an orthogonal basis, then α = β = 1, and hence M = 1.
The following example illustrates the result in Theorem 3.1:
Consider a metal rod of length one that can be heated along its length:
where z(ξ, t) and v(ξ, t) are the temperature of the rod and the addition of heat along the bar at time t ≥ 0 and position ξ, respectively. We can reformulate this equation as an abstract evolution equation (2.2a) with X = U = L 2 (0, 1), the Hilbert space of square integrable functions on (0, 1) with the usual inner product, and x(t) = z(·, t), u(t) = v(·, t). We also introduce operators
and B = I. Similarly to Example 6.2.8 on p. 299 in [3] , the optimal control with cost functional
is given by
where φ n (ξ) := √ 2 sin(nπξ) and {φ n } ∞ n=1 is an orthonormal basis of L 2 (0, 1). Since
it follows that the feedback operator F is bounded. Moreover, we can show that F is compact. Indeed, define the finite-rank operator F N ∈ B(L 2 (0, 1)) by
Then, we find from the Parseval equality that
We therefore obtain
and since lim
it follows that the finite-rank operator F N uniformly converges to F . Hence the feedback operator F is compact. Using the expansion of A:
we see that ω(T BF ) = −2π 2 + π 4 + 1.
It follows from the discussion in Remark 3.2 that the semigroup T BF (t) satisfies
It follows from Theorem 3.1 that if the event-trigger parameter ε > 0 satisfies
then the closed-loop system with the event trigger (3.1) is exponential stable.
We next set a time sequence {t k } ∞ k=0 recursively as in (2.7) with t 0 = 0 and show the exponential stability of the closed-loop system under such an event trigger. Instead of the trajectory-based approach in Theorem 3.1, we here apply the Lyapunov stability theorem.
Theorem 3.4. Assume that A generates a strongly continuous semigroup T (t) on X, B ∈ B(U, X) and that F ∈ B(U, X) is compact. Assume further that the semigroup T (t) satisfies (2.14) for some c 1 > 0 and s 1 > 0 and that the semigroup T BF (t) generated by A+BF is exponential stable. If we set the time sequence {t k } ∞ k=0
to be t 0 = 0 and (2.7) with a parameter ε > 0 satisfying
,
then the infinite-dimensional system (2.2) is exponentially stable with decay rate γ defined by
Proof. For all s 1 > 0, there exists M ≥ 1 such that
and we obtain (2.16) from (2.14). Since T BF (t) satisfies the following identity (see Theorem 3.2.1 on p. 110 in [3] ):
(3.14)
it follows from (2.14) and (3.13) that
where
Since T BF is exponential stable, it follows from Theorem 5.1.3 in [3] that there exists a positive operator P ∈ B(X) such that the following Lyapunov inequality holds:
and such an operator P is given as in (3.11). Using (3.15), we have from Theorem 2 in [16] that there exist α, β > 0 such that
it follows that we can choose β > 0 so that
Assume that x 0 ∈ D(A) := {x ∈ X : Ax ∈ X}. Then the mild solution of (2.3) is also a classical solution, namely, x satisfies the differential equation (2.5) in X. Moreover, if we define the implementation-induced error e(t) := u(t) − F x(t), then e(t) U < ε x(t) under the event trigger (2.7). Therefore, using (3.7) and (3.16), we find that for every t ∈ (t k , t k+1 ) and every k ∈ N 0 , V (t) := P x(t), x(t) satisfies dV dt (t) = Pẋ(t), x(t) + ẋ(t), P x(t)
= P ((A + BF )x(t) + Be(t)), x(t) + x(t), P ((A + BF )x(t) + Be(t))
≤ − x(t) 2 + P Be(t), x(t) + x(t), P Be(t)
where γ > 0 is defined as in (3.12). We see from the positive definiteness (3.17) that
∀t ≥ 0, and hence
Finally, we show the exponential stability for all initial states in X. Fix x 0 ∈ X and t e ≥ 0 arbitrarily, and let x(t) be the solution of the abstract evolution equation (2.3) with the initial state x 0 . Since S τ ∈ B(U, X) for every τ ≥ 0 by Lemma 2.3, x(t) depends continuously on the initial state x 0 in the sense that there exists a constant L = L(t e ) ≥ 1 such that
Moreover, since D(A) is dense in X, it follows that for every ε > 0, there exists ζ 0 ∈ D(A) such that the solution ζ(t) of the abstract evolution equation (2.3) with the initial state ζ 0 satisfies
Therefore we have from (3.18) that
Since ε > 0 was arbitrary, we obtain
Thus the feedback system (2.2) is exponentially stable with decay rate γ.
Remark 3.5. If M ≥ 1 and ω > 0 satisfy T BF (t) B(X) ≤ M e −ωt for all t ≥ 0, then we obtain
Therefore, (3.11) and (3.12) can be rewritten as
4. Stability analysis under unbounded control. Throughout this section, we consider the unbounded input operator B ∈ B(U, X −1 ). We provide two eventtriggered control schemes for the exponential stabilization of the feedback system. The first approach is based on system decomposition, and the second one employs a periodic event trigger developed in [8, 9] 4.1. Event-triggered control based on system decomposition.
System decomposition.
In what follows, we shall place a number of assumptions on the infinite-dimensional system (2.2) and recall the decomposition of infinite-dimensional systems under unbounded control used in [13] [14] [15] .
Assumption 4.1. There exists α < 0 such that σ(A) ∩ C α consists of finitely many eigenvalues of A with finite algebraic multiplicities.
If Assumption 4.1 holds, then we can decompose X by a standard technique (see, e.g., Lemma 2.5.7 in [3]) as follows. There exists a rectifiable, closed, simple curve Γ in C not intersecting σ(A) and containing σ(A) ∩ C α in its interior and σ(A) ∩ (C \ C α ) in its exterior. The operator Π : X → X, defined by
where Γ is traversed once in the counterclockwise direction, is a projection operator, and we can decompose X to be (4.2) X = X + ⊕ X − , where X + := ΠX and X − := (I − Π)X.
This decomposition satisfies dim X + < ∞ and X + ⊂ D(A), and X + , X − are T (t)-invariant for all t ≥ 0. Define
Note that A + and A − generate the semigroups T + (t) on X + and T − (t) on X − , respectively. The semigroup T − (t) can be extended to a strongly continuous semigroup on the extrapolation space (X − ) −1 , and its generator on (X − ) −1 is an extension of A − to X − . The same symbols T − (t) and A − will be used to denote these extensions. Since the spectrum of the operator A on X is equal to the spectrum of the operator A on X −1 , the projection operator Π on X defined by (4.1) can be extended to a projection Π −1 on X −1 . If λ ∈ ρ(A) and if λI − A is considered as an operator in B(X, X −1 ), then Π −1 is similar to Π:
and satisfies Π −1 X −1 = ΠX = X + . Using the extended projection operator Π −1 , we can decompose the control operator B ∈ B(U, X −1 ):
Since (X − ) −1 and (X −1 ) − := (I − Π −1 )X −1 are both completions of X − endowed with the norm · −1 , we can identify (X − ) −1 and (X −1 ) − (see, e.g., the footnote 3 of p. 1213 in [13] ). We also decompose the feedback operator F ∈ B(X, U ):
In addtion to Assumption 4.1, we impose the following assumptions: It is shown in [14] that if A generates an analytic semigroup and if there exists a compact operator F ∈ B(X, U ) such that the semigroup generated by A BF is exponentially stable, then Assumptions 4.1-4.3 hold.
Event-triggered control.
For every x ∈ X, define x + := Πx and x − := (I − Π)x. We set a feedback operator F ∈ B(X, U ) to be F − = 0. Then the control input is given by
In this section, we set the time sequence {t k } ∞ k=0 so that the finite-dimensional system
is exponentially stable with decay rate β ≥ −ω(T − ). For example, as in Theorem 3.1, we can set a time sequence {t k } ∞ k=0 recursively satisfying (4.7)
Similarly to Theorem 3.4, we can use the following event trigger: (4.8)
Since X + is finite dimensional, we obtain less conservative conditions on the event-trigger parameter ε for the feedback system (4.6) to be stable. In particular, we obtain the following result on the event trigger (4.8):
Proposition 4.5. Consider the finite-dimensional system (4.6) and the event trigger (4.8) with t 0 = 0. Assume that the input space U is finite dimensional and set β > 0. If there exist positive matrices P , Q and a positive scalar κ such that the following linear matrix inequalities are feasible:
then the finite-dimensional system (4.6) is exponential stable with decay rate β for all τ M > 0.
Similarly to Theorem III.3 in [5] , we can prove Proposition 4.5, of which proof can be found in the Appendix B. are chosen so that the finite-dimensional system (4.6) is exponentially stable with decay rate γ 0 ≥ −ω(T − ) and there exist τ M ≥ τ m > 0 such that τ m ≤ t k+1 − t k ≤ τ M for all k ∈ N 0 , then the infinitedimensional system (2.2) is exponentially stable with decay rate γ ≥ ω(T − ) − ε for every ε > 0.
− ds, we have from (2.3) that for every τ ∈ (0, t k+1 − t k ] and every k ∈ N 0 ,
The above x + is a unique solution of (4.6), and hence there exists M 0 ≥ 1 such that
On the other hand, it follows from (4.10) that for every τ ∈ (0, t k+1 − t k ] and every k ∈ N 0 ,
Since B − ∈ B(U, (X −1 ) − ) and since T − (t) is a strongly continuous semigroup on (X − ) −1 = (X −1 ) − , it follows from Lemma 2.3 that S − τ ∈ B(U, X − ) for every τ > 0 and that there exists L ≥ 0 such that (4.12) sup
Therefore, for all τ ∈ (0, t k+1 − t k ] and all k ∈ N 0 ,
Note that k is the number of the events that occur during [0, t k + τ ) for all τ ∈ (0, t k+1 − t k ] and hence satisfies (4.14)
Moreover, for every γ 1 ∈ (0, −ω(T − )), there exists M 1 ≥ 1 such that
Note that, for every γ 2 ∈ (0, γ 1 ), there exists M 2 ≥ 1 such that
∀t ≥ 0.
Then for every τ ∈ (0, t k+1 − t k ] and k ∈ N 0 ,
it follows from (4.11) and (4.16) that
Thus we obtain
Since γ 1 ∈ (0, −ω(T − )) and γ 2 ∈ (0, γ 1 ) were arbitrary, the infinite-dimensional system (2.2) is exponentially stable with decay rate γ ≥ ω(T − ) − ε for every ε > 0.
Stability under periodic event triggers.
In Theorem 4.6, the feedback operator F ∈ B(X, U ) has a specific structure F − = F | X − = 0. In contrast, we here assume that A generates an analytic semigroup, and use a periodic event trigger proposed in [8, 9] . Then we see that for every compact feedback operator F ∈ B(U, X), there exists a periodic event trigger such that the closed-loop system (2.2) is exponential stability.
Fixing h > 0, ε > 0, and M ∈ N, we set the time sequence {t k } ∞ k=0 to be t 0 = 0 and
We call this event trigger a periodic event trigger. The above time sequence {t k } ∞ k=0
satisfies t k ∈ { h : ∈ N 0 } and τ ≤ t k+1 − t k ≤ M h for every k ∈ N 0 . Theorem 4.7. Assume that A generates an analytic semigroup T (t) on X, B ∈ B(U, X −1 ), and F ∈ B(X, U ) is compact. If the semigroup generated by A BF in (4.4) is exponentially stable, then there exist h * > 0 and ε * > 0 such that for every h ∈ (0, h * ) and every ε ∈ (0, ε * ), the infinite-dimensional system (2.2) with periodic event trigger (4.17a) is exponentially stable.
Proof. By Theorem 4.8 in [14] , there exists h * > 0 such that for every h ∈ (0, h * ), the operator ∆ h ∈ B(X) defined by
is power stable, i.e., there exist M ≥ 1 and δ < 1 such that
Fix h ∈ (0, h * ) and let t k = k h for every k ∈ N 0 . Then under the periodic event trigger (4.17a), we have from (2.3) that for all p = 0, . . . , k+1 − k and all k ∈ N 0 ,
From Lemma 2.3, it follows that S h ∈ B(U, X), and hence the proof of Theorem 4.7 is the discrete-time counterpart of Theorem 3.1.
Define the implementation-induced error e by (4.18) 
For every p = 0, . . . , k+1 − k − 1 and every k ∈ N 0 ,
We introduce a new norm | · | d on X defined by
and as (3.5) and (3.6), this norm has the following properties:
Under the periodic event trigger (4.17a), the implementation-induced error e in (4.18) satisfies
Combining (4.19)-(4.21), we obtain
Choose the event-trigger parameter ε > 0 so that δ(1 − ε 0 ) + ε 0 < 1, namely,
.
If we define γ ∈ R by
then γ > 0, and applying (4.20), we obtain
Therefore, we see from (2.3) and (4.22 ) that
Thus, the infinite-dimensional system (2.2) with periodic event trigger (4.17a) is exponentially stable with decay rate γ > 0.
Remark 4.8. As easily seen from the proof of Theorem 4.7, the same conclusion holds for the following event trigger based on the difference of the state:
Remark 4.9. In Theorem 4.7, we assume that A generates an analytic semigroup and that F is compact. These assumptions are used for the existence of sampling periods with respect to which the periodic sampled-data system is exponentially stable, and we can replace it with different assumptions such as those of Corollary 2.3 in [20] .
Example.
We illustrate the event-triggered control method in Theorem 4.6 through an Euler-Bernoulli beam with structural damping [15] . Let ξ ∈ [0, 1] and t ≥ 0 denote the space and time variables. We assume that the Euler-Bernoulli beam is hinged at the one end of the beam ξ = 0 and has a freely sliding clamped end at the other end ξ = 1. Suppose that the shear force u(t) is applied at ξ = 1. The dynamics of the Euler-Bernoulli beam is given by
where z(ξ, t) is the lateral deflection of the beam at time t > 0 and location ξ along the beam and γ ∈ (0, 1) is the damping constant. We introduce the operator A 0 :
with domain
We consider the state space
, which is a Hilbert space with the inner product
Define the operator
and introduce the state vector
Then we can rewrite (4.24) in the formẋ = Ax for the case u = 0. Using the technique of [10] , we can set the input operator B ∈ B(R, X −1 ) to be
, where δ 1 denotes the Dirac distribution with support at ξ = 1.
Let us next obtain the expansions of A with respect to a Riesz basis of X. The eigenvalues of A are given by (4.25)
and the associate eigenvectors are
where e n ∈ L 2 (0, 1) is defined by
and is the eigenvector of A 0 that associated with the eigenvalue (−π/2 + nπ) 4 . Define
Then we see that the eigenvectors {f n } n∈Z * is a Riesz basis of X. Furthermore,
are the eigenvectors of A * with associated eigenvalues λ ±n such that {f n } n∈Z * and {g n } n∈Z * are biorthogonal. Thus A is a Riesz spectral operator in Definition 2.3.4 on p. 41 in [3] , and it follows from Theorem 2.3.5 on p. 41 in [3] that
and
Moreover, A is the infinitesimal generator of an analytic semigroup T (t) given by
Noting that {f n } n∈Z * is also a Schauder basis of X −1 , we can expand B in X −1 in the following way:
4.3.2. Numerical simulation. Since σ(A) = {λ n : n ∈ Z * }, we see that Assumption 4.1 holds for every α < 0. We here set α ∈ (−9γπ 2 /4, −γπ 2 /4) in the system decomposition of Sec. Similarly to A + and B + , we can rewrite F + with respect to the basis {f −1 , f 1 } in the following way:
We see from Proposition 4.5 that if the event-trigger parameter ε > 0 satisfies ε ≤ 0.54, then this finite-dimensional system (4.6) with the event trigger (4.8) is exponential stable with decay rate β ≥ −ω(T − ) = 9γπ 2 /4. We apply the event trigger (4.8) with parameters ε = 0.54 and τ M = 1 and approximate the state space X by the linear span of {f n : n ∈ Z * , |n| ≤ 15} for the computation of the time responses. Fig. 1a shows that the time responses of z(·, t) L 2 are close between the event-triggered control and the continuous-time control, and we observe from Fig. 1b that the event trigger (4.8) can reduce the number of the control updates. as shown, e.g., in Theorem 3.2.1 on p. 110 in [3] , we obtain On the other hand, from (A.1) and Fubini's theorem, we also have Thus, we obtain (3.8).
Appendix B. Proof of Proposition 4.5. For simplicity of notation, we omit the superscript +. Define the implementation-induced error e(t) by e(t) := F x(t k ) − F x(t) ∀t ∈ [t k , t k+1 ), ∀k ∈ N 0 .
Then we obtaiṅ
x(t) = (A + BF )x(t) + Be(t) ∀t ∈ (t k , t k+1 ), ∀k ∈ N 0 .
If we define the Lyapunov function V (t) := x(t) * P x(t), then using the Lyapunov inequality (4.9b), we obtain dV dt (t) ≤ −β 2 V (t) − x * (t)Qx(t) + x * (t)P Be(t) + e * (t)B * P x(t) = −β 2 V (t) + x(t) e(t) * −Q P B B * P 0 x(t) e(t) ∀t ∈ (t k , t k+1 ), ∀k ∈ N 0 .
Moreover, we see from (4.9a) that if x(t) and e(t) satisfies (B.1) x(t) e(t) * −ε 2 I 0 0 I x(t) e(t) ≥ 0, then x(t) e(t) * −Q P B B * P 0 x(t) e(t) ≥ 0.
