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Adiabatic Limit and Deformations of Complex Structures
Dan Popovici
Abstract. Based on our recent adaptation of the adiabatic limit construction to the case of complex
structures, we give a new proof of the fact, that we first proved in 2009 and 2010, that the deformation
limiting manifold of any holomorphic family of Moishezon manifolds is Moishezon. Two new ingredients,
hopefully of independent interest, are introduced. The first one canonically associates with every compact
complex manifold X, in every degree k, a holomorphic vector bundle over C of rank equal to the k-th Betti
number of X. This vector bundle shows that the degenerating page of the Fro¨licher spectral sequence of X
is the holomorphic limit, as h ∈ C⋆ tends to 0, of the dh-cohomology of X, where dh = h∂ + ∂¯. A relative
version of this vector bundle is canonically associated with every holomorphic family of compact complex
manifolds. The second new ingredient is a relaxation of the notion of strongly Gauduchon (sG) metric that
we introduced in 2009. For a given positive integer r, a Gauduchon metric γ on an n-dimensional compact
complex manifold X is said to be Er-sG if ∂γ
n−1 represents the zero cohomology class on the r-th page of
the Fro¨licher spectral sequence of X. Strongly Gauduchon metrics coincide with E1-sG metrics.
1 Introduction
The main result of this paper is the following statement that was first proved in [Pop09] and [Pop10]
in a different, ad hoc way, although the general strategy and some details were the same as in the
present, more conceptual, approach.
Theorem 1.1. Let pi : X → B be a complex analytic family of compact complex manifolds over
an open ball B ⊂ CN about the origin such that the fibre Xt := pi
−1(t) is a Moishezon manifold for
every t ∈ B \ {0}. Then X0 := pi
−1(0) is again a Moishezon manifold.
As usual, by a complex analytic (or holomorphic) family of compact complex manifolds we
mean a proper holomorphic submersion pi : X → B between two complex manifolds X and B (cf.
e.g. [Kod86]). In particular, the fibres Xt := pi
−1(t) are compact complex manifolds of the same
dimension. By a classical theorem of Ehresmann [Ehr47], any such family is locally (hence also
globally if the base B is contractible) C∞ trivial. Thus, all the fibres Xt have the same underlying
C∞ manifold X (hence also the same De Rham cohomology groups HkDR(X, C) for all k = 0, . . . , 2n),
but the complex structure Jt of Xt depends, in general, on t ∈ B.
On the other hand, as usual, by a Moishezon manifold we mean a compact complex manifold Y
for which there exists a projective manifold Y˜ and a holomorphic bimeromorphic map µ : Y˜ −→ Y
(cf. [Moi67]). By another classical result of [Moi67], we know that a Moishezon manifold is not
Ka¨hler unless it is projective.
Our Theorem 1.1 above is a closedness result under deformations of complex structures: any
deformation limit of a family of Moishezon manifolds is Moishezon. Indeed, the fibre X0 can be
regarded as the limit of the fibres Xt when t ∈ B tends to 0 ∈ B. We can, of course, suppose that
B is an open disc about the origin in C.
1
1.1 Brief reminder of the main construction in [Pop17]
The method introduced in this paper originates in our recent adaptation to the case of complex
structures (cf. [Pop17]) of the adiabatic limit construction associated with Riemannian foliations
(cf., e.g., [Wi85] and [MM90]). Given a compact complex n-dimensional manifold X , for every
constant h ∈ C, we associate with the splitting d = ∂ + ∂¯ defining the complex structure of X the
following 1st-order differential operator:
dh := h∂ + ∂¯ : C
∞
k (X, C) −→ C
∞
k+1(X, C), k = 0, . . . , 2n,
acting on the space C∞k (X, C) of smooth k-forms on X , for every degree k. Only positive real
constants h were considered in [Pop17], but we now allow h to be any complex constant. In particular,
dh depends on the complex structure of X , except when h = 1, in which case d1 = d. On the other
hand, d0 = ∂¯.
Meanwhile, for every non-zero h, the linear map defined pointwise on k-forms by
θh : Λ
kT ⋆X −→ ΛkT ⋆X, u =
∑
p+q=k
up, q 7→ θhu :=
∑
p+q=k
hp up, q,
induces an automorphism of the vector bundle ΛT ⋆X = ⊕2nk=0Λ
kT ⋆X and the operators dh and d are
related by the identity
dh = θhdθ
−1
h .
This implies that d2h = 0, so we can define the dh-cohomology of X (cf. [Pop17]) in every degree k as
Hkdh(X, C) := ker(dh : C
∞
k (X, C) −→ C
∞
k+1(X, C))/Im (dh : C
∞
k−1(X, C) −→ C
∞
k (X, C)).
Moreover, θh maps d-closed forms to dh-closed forms and d-exact forms to dh-exact forms, so it
induces an isomorphism between the De Rham cohomology and the dh-cohomology for every h ∈
C \ {0}:
θh : H
k
DR(X, C)
≃
−→ Hkdh(X, C), k = 0, . . . , 2n.
Now, if X is given a Hermitian metric ω, we let d⋆h be the formal adjoint of dh w.r.t. the L
2-inner
product on differential forms induced by ω. The dh-Laplacian w.r.t. ω is defined in every degree k
in the expected way:
∆h : C
∞
k (X, C) −→ C
∞
k (X, C), ∆h := dhd
⋆
h + d
⋆
hdh.
It turns out that the (non-negative, self-adjoint) 2nd-order differential operator ∆h is elliptic (cf.
[Pop17, Lemma 2.7]). Together with the integrability of dh (i.e. d
2
h = 0) and the compactness of X ,
this implies the Hodge isomorphism
ker(∆h : C
∞
k (X, C)→ C
∞
k (X, C)) ≃ H
k
dh
(X, C), k = 0, . . . , 2n,
for the dh-cohomology. By elliptic theory, ∆h has a discrete spectrum 0 ≤ λ
(k)
1 (h) ≤ λ
(k)
2 (h) ≤ · · · ≤
λ
(k)
j (h) ≤ . . . whose only accumulation point is +∞. Moreover, for every h 6= 0, the isomorphism
between the dh- and the De Rham cohomologies implies that the multiplicity of 0 as an eigenvalue
of ∆h acting on k-forms is the k-th Betti number bk of X .
2
1.2 Constructions introduced in this paper
There are two new main ideas that we hope are of independent interest and that we now outline.
The details will occupy sections 2, respectively 3.
(I) The first construction (cf. §.2.3.1 and §.2.3.2) builds on the adiabatic limit for complex
structures introduced in [Pop17] and outlined above to prove that the degenerating page of the
Fro¨licher spectral sequence is the holomorphic limit, as h ∈ C tends to 0, of the dh-cohomology
in every degree k. Specifically, with every compact complex n-dimensional manifold X and every
degree k ∈ {0, . . . , 2n}, we canonically associate a holomorphic vector bundle Ak of rank bk (= the
k-th Betti number of X) over C whose fibres are defined as
Akh := H
k
dh
(X, C) if h ∈ C \ {0}, and Ak0 :=
⊕
p+q=k
Ep, qr (X) if h = 0,
where r ≥ 1 is the smallest positive integer such that the Fro¨licher spectral sequence ofX degenerates
at Er, such that A
k is the holomorphic extension across 0 of the holomorphic trivialisation of Ak
over C \ {0} defined by the isomorphisms θh : H
k
DR(X, C) → H
k
dh
(X, C), with h 6= 0, from the
local system Hk → C \ {0} of fibre HkDR(X, C). Like any vector bundle over C, A
k will be trivial,
but the point is that the vector spaces Hkdh(X, C), defined for h ∈ C
⋆, have the holomorphic limit
⊕p+q=kE
p, q
r (X) when h tends to 0.
That the resulting holomorphic vector bundle Ak → C \ {0} extends to a holomorphic vector
bundle over C whose fibre at h = 0 is the vector space Ak0 defined above, is asserted by Corollary
and Definition 2.8. It can be loosely reworded as
Theorem 1.2. For every k ∈ {0, . . . , 2n}, Ak → C is a holomorphic vector bundle of rank bk.
We call Ak the Fro¨licher approximating vector bundle of X in degree k. Once we have
proved that Ak → C is a C∞ vector bundle, it follows at once that it is actually holomorphic on
C since, thanks to the maps θh : H
k
DR(X, C)
≃
−→ Hkdh(X, C) varying in a holomorphic way with
h ∈ C⋆, Ak is holomorphic on C⋆, hence also on C where it is already C∞.
However, the proof of the fact that Ak is indeed a C∞ vector bundle on C is technically involved.
To this end, we fix an arbitrary Hermitian metric ω on X and construct a C∞ family (∆˜
(r)
h )h∈C
of elliptic pseudo-differential operators whose kernels are isomorphic to the dh-cohomology group
Hkdh(X, C) for every h ∈ C
⋆ and to ⊕p+q=kE
p, q
r (X) when h = 0. In other words, the kernels are
isomorphic to the fibres of Ak for all h ∈ C.
When the Fro¨licher spectral sequence of X degenerates at E1 (i.e. when r = 1), there is nothing
new about this construction: ∆˜
(1)
h : C
∞
k (X, C)→ C
∞
k (X, C) is even a differential operator for every
h ∈ C and ∆˜
(1)
0 is the classical ∂¯-Laplacian ∆
′′ = ∂¯∂¯⋆+ ∂¯⋆∂¯, while for h 6= 0, ∆˜
(1)
h is the dh-Laplacian
∆h introduced in [Pop17] and recalled above in §.1.1. This case occurs if, for example, X is Ka¨hler
or merely a ∂∂¯-manifold (in the sense that the ∂∂¯-lemma holds on X , see definition reminder below).
When the Fro¨licher spectral sequence of X first degenerates at E2 (i.e. when r = 2), the pseudo-
differential operator ∆˜
(2)
0 : C
∞
k (X, C)→ C
∞
k (X, C) is the one introduced in [Pop16] as
∆˜ = ∂p′′∂⋆ + ∂⋆p′′∂ +∆′′,
where p′′ : C∞k (X, C) → ker(∆
′′ : C∞k (X, C) → C
∞
k (X, C)) is the orthogonal projection (w.r.t.
the L2 inner product induced by ω) onto ∆′′-harmonic forms. We know from [Pop16] that ker ∆˜ is
3
isomorphic to ⊕p+q=kE
p, q
2 (X). For h ∈ C
⋆, we construct in §.2.1 the pseudo-differential operators
∆˜
(2)
h = ∆˜h : C
∞
k (X, C) → C
∞
k (X, C) as C
∞ deformations of ∆˜ by adding to each factor of ∆˜ an h
multiple of its conjugate. We then prove in Lemma 2.2 that ker ∆˜
(2)
h = ker∆h for every h 6= 0, so in
particular ker ∆˜
(2)
h is isomorphic to the dh-cohomology group H
k
dh
(X, C).
When the Fro¨licher spectral sequence of X first degenerates at Er for some r ≥ 3, we borrow from
our ongoing joint work [PU18] with L. Ugarte the construction of the pseudo-differential operator
∆˜
(r)
0 = ∆˜
(r) : C∞k (X, C) → C
∞
k (X, C) whose kernel is isomorphic to ⊕p+q=kE
p, q
r (X). This is a
Hodge isomorphism for an arbitrary page Er, with r ≥ 3, of the Fro¨licher spectral sequence and the
construction is explained in the former part of §.2.2. In the latter part of §.2.2, we construct the
pseudo-differential operators ∆˜
(r)
h : C
∞
k (X, C) → C
∞
k (X, C) as C
∞ deformations of ∆˜(r) by adding
to each factor of ∆˜(r) an h-multiple of its conjugate (cf. Definition 2.4). Finally, we prove in Lemma
2.5 that ker ∆˜
(r)
h = ker∆h (hence ker ∆˜
(r)
h ≃ H
k
dh
(X, C)) for every h 6= 0.
This absolute version of the Fro¨licher approximating vector bundle has a relative counterpart.
Indeed, in §.2.3.2, with every holomorphic family pi : X → B of compact complex n-dimensional
manifolds Xt := pi
−1(t) over an open ball B ⊂ CN about the origin such that, for some r ∈ N⋆, the
Fro¨licher spectral sequence of Xt degenerates at least at Er for all t ∈ B, we associate a Fro¨licher
approximating vector bundle Ak → C× B in every degree k ∈ {0, . . . , 2n} as follows.
As usual, we let X stand for the C∞ manifold that underlies the fibres Xt. The operator
dh, t := h∂t + ∂¯t : C
∞
k (X, C) → C
∞
k+1(X, C) depends now on both h ∈ C and t ∈ B (because
it depends on the complex structure Jt of Xt) and so does θh, t : Λ
kT ⋆X → ΛkT ⋆X acting as
θh, t(
∑
p+q=k u
p, q
t ) :=
∑
p+q=k h
p up, qt , where the u
p, q
t are the (p, q)-type components of a given k-form
u =
∑
p+q=k u
p, q
t w.r.t. Jt.
We define the fibres of the Fro¨licher approximating vector bundle over C × B of the
family (Xt)t∈B in degree k as
Akh, t := H
k
dh, t
(Xt, C) if (h, t) ∈ C
⋆ × B, and Ak0, t :=
⊕
p+q=k
Ep, qr (Xt) for (0, t) ∈ {0} × B.
The vector bundle structure over C⋆ × B is defined to be the one induced by the cohomology
isomorphisms θh, t : H
k
DR(Xt, C) → H
k
dh, t
(Xt, C), with (h, t) ∈ C
⋆ × B, from the local system
Hk → C⋆ ×B of fibre HkDR(X, C) (identified with H
k
DR(Xt, C) for every t ∈ B).
That the resulting holomorphic trivialisation of the vector bundle Ak → C⋆ × B extends to a
holomorphic vector bundle over C×B whose fibre at every point (0, t) ∈ {0}×B is the vector space
Ak0, t defined above, is asserted by Corollary and Definition 2.14. It can be loosely reworded as
Theorem 1.3. For every k ∈ {0, . . . , 2n}, Ak → C×B is a holomorphic vector bundle of rank bk.
By bk we mean the k-th Betti number of the fibres Xt, or equivalently, of the C
∞ manifold X
underlying them. The proof of Theorem 1.3 uses the absolute case proved in Theorem 1.2.
(II) The second main idea introduced in this paper is a relaxation (cf. Definition 3.2) of the
notion of strongly Gauduchon (sG) metric introduced in [Pop09] and [Pop13]. Starting from the
observation that, for every Gauduchon metric γ on a given compact complex n-dimensional manifold
X , the (n, n− 1)-form ∂γn−1 is Er-closed (i.e. represents an Er-cohomology class on the r-th page
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of the Fro¨licher spectral sequence of X) for every r ∈ N⋆, we call γ an Er-sG metric if ∂γ
n−1 is
Er-exact (i.e. represents the zero Er-cohomology class on the r-th page of the Fro¨licher spectral
sequence of X). Any X that carries an Er-sG metric is called an Er-sG manifold.
For the reader’s convenience, we recall in Proposition 3.1 how the Er-closedness and Er-exactness
conditions translate into explicit terms. For every r ∈ N⋆, the Er-sG condition implies the Er+1-sG
condition, while the strongest of them, the E1-sG condition, is equivalent to the sG condition.
The two main constructions of this paper are brought together in the following result (see The-
orem 3.4 for a more precise statement).
Theorem 1.4. If in a holomorphic family (Xt)t∈B of compact complex manifolds all the fibres Xt
with t ∈ B \ {0} are ∂∂¯-manifolds, then the limiting fibre X0 is an Er-sG manifold, where Er is
the first page at which the Fro¨licher spectral sequence of X0 degenerates.
Recall that a ∂∂¯-manifold is, by definition, a compact complex manifold X that satisfies the
∂∂¯-lemma in the following sense:
for every C∞ d-closed pure-type form u on X, the following exactness conditions are equivalent:
u ∈ Im d ⇔ u ∈ Im ∂ ⇔ u ∈ Im ∂¯ ⇔ u ∈ Im ∂∂¯. (1)
The ∂∂¯-property is equivalent to all the canonical linear maps Hp, qBC(X, C) −→ H
p, q
A (X, C), from
the Bott-Chern to the Aeppli cohomology, being isomorphisms. Since both of these cohomologies
can be computed using either smooth forms or currents, the ∂∂¯-property is also equivalent to the
equivalences (1) holding for every d-closed pure-type current on X .
A standard result in Hodge theory asserts that every compact Ka¨hler manifold is a ∂∂¯-manifold.
Moreover, every class C manifold (by definition, these are the compact complex manifolds that are
bimeromorphically equivalent to compact Ka¨hler manifolds), hence also every Moishezon manifold,
is a ∂∂¯-manifold, but the class of ∂∂¯-manifolds strictly contains the class C. (See, e.g., [Pop14] for
further details.)
A stronger result than Theorem 1.4 was proved in Proposition 4.1 of [Pop09]: any deformation
limit of ∂∂¯-manifolds is a strongly Gauduchon (sG) manifold. In the present paper, we use our
Fro¨licher approximating vector bundle of Corollary and Definition 2.14 to obtain the possibly weaker
Er-sG conclusion on the limiting fibre under the same assumption on the other fibres. However, we
will see that this weaker conclusion on the deformation limits of ∂∂¯-manifolds will yield the same
optimal conclusion, captured in Theorem 1.1, on the deformation limits of projective and Moishezon
manifolds as the one obtained in [Pop09] and [Pop10]. Moreover, the new method introduced in the
present paper has the advantage of being more conceptual than the ad hoc arguments of [Pop09].
It effectively puts those arguments on a more theoretical footing via the machinery of the Fro¨licher
spectral sequence and our new Fro¨licher approximating vector bundle.
Besides Theorem 1.4, the other main building block (cf. Theorem 3.7) of the proof of Theorem
1.1 is the use of a C∞ family (γt)t∈B of Er-sG metrics on the fibres (Xt)t∈B, whose existence is
mainly guaranteed by Theorem 1.4, to uniformly control the volumes of the relative (i.e. contained
in the fibres) divisors that form an irreducible component of the relative Barlet space of divisors (cf.
[Bar75]) associated with the family (Xt)t∈B. Finitely many integrations by parts are used.
5
2 h-theory for the Fro¨licher spectral sequence
Recall that (∆h)h∈C is a C
∞ family of elliptic differential operators such that ∆0 = ∆
′′. So, the ∆h’s
can be regarded as an approximation (allowing for more flexibility) of the standard ∂¯-Laplacian ∆′′.
The kernel of ∆′′ is classically isomorphic to the Dolbeault cohomology of X (thus, to the first page
of the Fro¨licher spectral sequence).
2.1 Second page: the pseudo-differential Laplacians ∆˜h
We will now introduce and study a similar approximation of the pseudo-differential Laplacian
∆˜ = ∂p′′∂⋆ + ∂⋆p′′∂ +∆′′ : C∞p, q(X, C) −→ C
∞
p, q(X, C), p, q = 0, . . . , n,
introduced in [Pop16] and proved there to define a Hodge theory for the second page of the Fro¨licher
spectral sequence, namely a Hodge isomorphism
Hp, q
∆˜
(X, C) := ker(∆˜ : C∞p, q(X, C) −→ C
∞
p, q(X, C)) ≃ E
p, q
2 (X)
in every bidegree (p, q). Note that ∆˜ = (∂p′′)(∂p′′)⋆+ (p′′∂)⋆(p′′∂) +∆′′, so we will approximate ∂p′′
and p′′∂ by adding to each a small h-multiple of its conjugate, while still approximating ∆′′ by ∆h.
Definition 2.1. Let (X, ω) be a compact complex Hermitian manifold with dimCX = n. For every
h ∈ C and every k = 0, . . . , 2n, we let
∆˜h = (∂p
′′ + h ∂¯p′)(∂p′′ + h ∂¯p′)⋆ + (p′′∂ + h p′∂¯)⋆(p′′∂ + h p′∂¯) + ∆h : C
∞
k (X, C) −→ C
∞
k (X, C),
where p′ = p′ω : C
∞
p, q(X, C) −→ ker(∆
′ : C∞p, q(X, C) −→ C
∞
p, q(X, C)) := H
p, q
∆′ (X, C) and p
′′ = p′′ω :
C∞p, q(X, C) −→ ker(∆
′′ : C∞p, q(X, C) −→ C
∞
p, q(X, C)) := H
p, q
∆′′(X, C) are the orthogonal projections
onto the ∆′-, resp. ∆′-harmonic spaces of any fixed bidegree (p, q). These projections are then
extended by linearity to
p′ = p′ω : C
∞
k (X, C) −→ H
k
∆′(X, C), p
′′ = p′′ω : C
∞
k (X, C) −→ H
k
∆′′(X, C),
where Hk∆′(X, C) := ⊕p+q=kH
p, q
∆′ (X, C) and H
k
∆′′(X, C) := ⊕p+q=kH
p, q
∆′′(X, C).
For every h ∈ C, ∆˜h is a non-negative, self-adjoint pseudo-differential operator and ∆˜0 = ∆˜.
Further properties include the following.
Lemma 2.2. For every h ∈ C \ {0}, ∆˜h is an elliptic pseudo-differential operator whose kernel is
ker ∆˜h = ker(∂p
′′ + h ∂¯p′)⋆ ∩ ker(p′′∂ + h p′∂¯) ∩ ker dh ∩ ker d
⋆
h
= ker dh ∩ ker d
⋆
h = ker∆h, k = 0, . . . , 2n. (2)
Hence, the 3-space orthogonal decompositions induced by ∆˜h and ∆h coincide when h ∈ C \ {0}:
C∞k (X, C) = ker ∆˜h ⊕ Im dh ⊕ Im d
⋆
h, k = 0, . . . , 2n, (3)
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where ker dh = ker ∆˜h ⊕ Im dh, ker d
⋆
h = ker ∆˜h ⊕ Im d
⋆
h and Im ∆˜h = Im dh ⊕ Im d
⋆
h.
Consequently, we have the Hodge isomorphism:
Hk
∆˜h
(X, C) = Hk∆h(X, C) ≃ H
k
dh
(X, C), k = 0, . . . , 2n, h ∈ C \ {0}. (4)
Moreover, the decomposition (3) is stable under ∆˜h, namely
∆˜h(Im dh) ⊂ Im dh and ∆˜h(Im d
⋆
h) ⊂ Im d
⋆
h. (5)
Proof. The first identity in (2) follows immediately from the fact that ∆˜h is a sum of non-negative
operators of the shape A⋆A and ker(A⋆A) = kerA for every A, since 〈〈A⋆Au, u〉〉 = ||Au||2.
To prove the second identity in (2), we will prove the inclusions ker dh ⊂ ker(p
′′∂ + h p′∂¯) and
ker d⋆h ⊂ ker(∂p
′′ + h ∂¯p′)⋆.
Let u =
∑
r+s=k u
r, s be a smooth k-form such that dhu = 0. This amounts to h∂u
r, s+∂¯ur+1, s−1 =
0 whenever r + s = k. Applying p′ and respectively p′′, we get
p′∂¯ur+1, s−1 = 0 and p′′∂ur, s = 0, whenever r + s = k,
since h 6= 0, while p′∂ = 0 and p′′∂¯ = 0. Hence,
(p′′∂ + h p′∂¯) u =
∑
r+s=k
(p′′∂ur, s + h p′∂¯ur+1, s−1) = 0.
This proves the inclusion ker dh ⊂ ker(p
′′∂ + h p′∂¯).
The ellipticity of the (pseudo)-differential operators ∆h and ∆˜h, combined with the compactness
of the manifold X , implies that the images of dh and ∂p
′′ + h ∂¯p′ are closed in C∞k (X, C). Hence,
these images coincide with the orthogonal complements of the kernels of the adjoint operators d⋆h and
(∂p′′ + h ∂¯p′)⋆. Therefore, proving the inclusion ker d⋆h ⊂ ker(∂p
′′ + h ∂¯p′)⋆ is equivalent to proving
the inclusion Im (∂p′′ + h ∂¯p′) ⊂ Im dh. (Actually, the closedness of these images is not needed here,
we would have taken closures otherwise.)
Let u = ∂p′′v + h ∂¯p′v be a smooth k-form lying in the image of ∂p′′ + h ∂¯p′. Since ∂p′ = 0 and
∂¯p′′ = 0, while h 6= 0, we get
u = (h∂) (
1
h
p′′v + h p′v) + ∂¯ (
1
h
p′′v + h p′v) = dh (
1
h
p′′v + h p′v) ∈ Im dh.
This completes the proof of (2).
Since ∆h commutes with both dh and d
⋆
h, to prove (5) it suffices to prove the stability of Im dh
and Im d⋆h under ∆˜h −∆h. Now, since (p
′′∂ + hp′∂¯) dh = 0 (immediate verification), we get
(∆˜h −∆h) dh = (∂p
′′ + h∂¯p′)(∂p′′ + h∂¯p′)⋆(h∂ + ∂¯).
Since Im (∂p′′ + h∂¯p′) ⊂ Im dh (as seen above), we get (∆˜h − ∆h)(Im dh) ⊂ Im dh. Similarly, an
immediate verification shows that (∂p′′ + h∂¯p′)⋆d⋆h = 0. Consequently,
(∆˜h −∆h) d
⋆
h = (p
′′∂ + hp′∂¯)⋆(p′′∂ + hp′∂¯)d⋆h.
Meanwhile, Im (p′′∂+hp′∂¯)⋆ ⊂ Im d⋆h (since this is equivalent to the inclusion ker dh ⊂ ker(p
′′∂+h p′∂¯)
that was proved above). Therefore, (∆˜h −∆h)(Im d
⋆
h) ⊂ Im d
⋆
h. The proof of (5) is complete.
The remaining statements follow from the standard elliptic theory as in [Pop17]. 
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Conclusion 2.3. Let (X, ω) be a compact complex Hermitian manifold with dimCX = n. For
every degree k ∈ {0, . . . , 2n}, we have C∞ families of elliptic differential operators (∆h)h∈C and,
respectively, elliptic pseudo-differential operators (∆˜h)h∈C from C
∞
k (X, C) to C
∞
k (X, C) such that
(i) ∆0 = ∆
′′ and ∆˜0 = ∆˜;
(ii) Hk∆h(X, C) = H
k
∆˜h
(X, C) ≃ Hkdh(X, C) for all h ∈ C \ {0};
(iii) Hk∆0(X, C) ≃
⊕
p+q=kH
p, q(X, C) and Hk
∆˜0
(X, C) ≃
⊕
p+q=kE
p, q
2 (X).
Proof. Only the latter part of (iii) still needs a proof. Since ∆˜ preserves the pure type of forms and
since the kernel of ∆˜ : C∞p, q(X, C) −→ C
∞
p, q(X, C) is isomorphic to E
p, q
2 (X, C) for every bidegree
(p, q) (cf. [Pop16, Theorem 1.1]), the isomorphism follows. 
2.2 Page r ≥ 3: the pseudo-differential Laplacians ∆˜
(r)
h
Besides the case of E2 treated in §.2.1, only the case of E3 will be needed for the proof of Theorem
1.1. However, we will treat the general case of Er for the sake of completeness.
We start by recalling the bare bones of a construction from [Pop17, §.3.2] and [PU18, §.2.1
and §.4] whose details are spelt out in the Appendix (§.4) for the sake of completeness. Given an
arbitrary compact Hermitian manifold (X, ω) with dimCX = n, in every bidegree (p, q) one defines
a sequence of ω-harmonic spaces:
C∞p, q(X, C) ⊃ H
p, q
1 ⊃ · · · ⊃ H
p, q
r ⊃ H
p, q
r+1 ⊃ . . .
such that, for every r ∈ N⋆, the space Hp, qr (depending on ω) is isomorphic to the Er-cohomology
space Ep, qr (X) on the r-th page of the Fro¨licher spectral sequence. Specifically,
• every space C∞p, q(X, C) splits successively into mutually L
2
ω-orthogonal subspaces in the fol-
lowing way (cf. Proposition 2.3 in [PU18]):
C∞p, q(X, C) = Im d0 ⊕ H
p, q
1︸︷︷︸
=
⊕ Im d⋆0
︷ ︸︸ ︷
Im d
(ω)
1 ⊕ H
p, q
2︸︷︷︸
=
⊕ Im (d
(ω)
1 )
⋆
...
=︷ ︸︸ ︷
Im d
(ω)
r−1 ⊕ H
p, q
r︸︷︷︸
=
⊕ Im (d
(ω)
r−1)
⋆
︷ ︸︸ ︷
Im d(ω)r ⊕ H
p, q
r+1︸ ︷︷ ︸
=
⊕ Im (d(ω)r )
⋆
...
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where, on the top row, d0 := ∂¯ and H
p, q
1 := H
p, q
∆′′(X, C) is the kernel of the ∂¯-Laplacian ∆
′′ =
∂¯∂¯⋆ + ∂¯⋆∂¯ : C∞p, q(X, C) −→ C
∞
p, q(X, C). Of course, H
p, q
1 ≃ E
p, q
1 (X).
• Setting p1 := p
′′ : C∞p, q(X, C) −→ H
p, q
1 the orthogonal projection (w.r.t. the L
2 inner product
induced by ω) onto Hp, q1 , we define the metric realisation d
(ω)
1 := p1∂p1 : H
p, q
1 −→ H
p+1, q
1 of the
Fro¨licher differential d1 : E
p, q
1 (X) −→ E
p+1, q
1 (X) so that the following diagram is commutative:
Ep, q1 (X)
d1−−−→ Ep+1, q1 (X)
≃
y ≃y
Hp, q1
d
(ω)
1 =p1∂=p1∂p1−−−−−−−−−→ Hp+1, q1 .
(Note that ∂(Hp, q1 ) need not be contained in H
p+1, q
1 , so ∂ needed composing with p1 on the left.) We
then consider the adjoint operator (d
(ω)
1 )
⋆ = p1∂
⋆p1 : H
p+1, q
1 −→ H
p, q
1 and its associated “Laplacian”
∆˜
(ω)
(2) : H
p, q
1 −→ H
p, q
1 defined in the usual way as
∆˜
(ω)
(2) = d
(ω)
1 (d
(ω)
1 )
⋆ + (d
(ω)
1 )
⋆ d
(ω)
1 = p1 (∂p1∂
⋆ + ∂⋆p1∂) p1
= p1 (∂p1∂
⋆ + ∂⋆p1∂ +∆
′′) p1 = p1 ∆˜ p1 = p1 ∆˜
(2) p1,
where ∆˜ = ∂p1∂
⋆ + ∂⋆p1∂ + ∆
′′ : C∞p, q(X, C) −→ C
∞
p, q(X, C) is the pseudo-differential Laplacian
of [Pop16] whose kernel is isomorphic to Ep, q2 (X) (also considered in the previous subsection). For
reasons that will become apparent in the inductive construction below, we also denote ∆˜ by ∆˜(2).
(Note that ∆′′ p1 = 0, by construction.) We let H
p, q
2 denote the kernel of ∆˜
(ω)
(2) and we get
Hp, q2 = ker ∆˜
(ω)
(2) = ker d
(ω)
1 ∩ ker(d
(ω)
1 )
⋆ = ker ∆˜ ⊂ Hp, q1 ⊂ C
∞
p, q(X, C).
• We then continue by induction on r ≥ 1. For the sake of uniformity, we also denote ∆′′ by
∆˜(1) (and, as already said, ∆˜ by ∆˜(2)). Once the pseudo-differential Laplacian ∆˜
(ω)
(r) = d
(ω)
r−1 (d
(ω)
r−1)
⋆+
(d
(ω)
r−1)
⋆ d
(ω)
r−1 : H
p, q
r−1 −→ H
p, q
r−1 (as well as ∆˜
(1), . . . , ∆˜(r)) and its kernel
Hp, qr = ker ∆˜
(ω)
(r) = ker d
(ω)
r−1 ∩ ker(d
(ω)
r−1)
⋆ ⊂ Hp, qr−1 ⊂ · · · ⊂ H
p, q
1 ⊂ C
∞
p, q(X, C)
have been constructed for all (p, q), we let pr : C
∞
p, q(X, C) −→ H
p, q
r be the orthogonal projection
(w.r.t. the L2 inner product induced by ω) onto Hp, qr . Then, we define the metric realisation
d(ω)r := pr ∂ ((∆˜
(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂) pr = pr∂Dr−1pr : H
p, q
r −→ H
p+r, q−r+1
r (6)
of the Fro¨licher differential dr : E
p, q
r (X) −→ E
p+r, q−r+1
r (X) so that the following diagram is com-
mutative:
Ep, qr (X)
dr−−−→ Ep+r, q−r+1r (X)
≃
y ≃y
Hp, qr
d
(ω)
r−−−→ Hp+r, q−r+1r ,
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where we put
Dr−1 := ((∆˜
(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂) and D0 = Id.
The details of how the above formula for d
(ω)
r is obtained, given also in [PU18, Proposition 2.3],
are spelt out in the Appendix (section 4).
The associated “Laplacian” ∆˜
(ω)
(r+1) : H
p, q
r −→ H
p, q
r is then defined in the usual way as
∆˜
(ω)
(r+1) = d
(ω)
r (d
(ω)
r )
⋆ + (d(ω)r )
⋆ d(ω)r = pr ∆˜
(r+1) pr,
(see (42) for further details), where ∆˜(r+1) : C∞p, q(X, C) −→ C
∞
p, q(X, C) is defined as
∆˜(r+1) = (∂Dr−1pr) (∂Dr−1pr)
⋆ + (pr∂Dr−1)
⋆ (pr∂Dr−1) + ∆˜
(r) (7)
and ∆˜(r) : C∞p, q(X, C) −→ C
∞
p, q(X, C) was defined at the previous induction step such that ker ∆˜
(r) =
Hp, qr . (Note that ∆˜
(r) pr = 0, by construction.) We let H
p, q
r+1 denote the kernel of ∆˜
(ω)
(r+1) and we get
Ep, qr+1(X) ≃ H
p, q
r+1 = ker ∆˜
(ω)
(r+1) = ker d
(ω)
r ∩ker(d
(ω)
r )
⋆ = ker ∆˜(r+1) ⊂ Hp, qr ⊂ · · · ⊂ H
p, q
1 ⊂ C
∞
p, q(X, C).
We also extend the operators ∆˜(r) : C∞p, q(X, C) −→ C
∞
p, q(X, C) by linearity to ∆˜
(r) : C∞k (X, C) −→
C∞k (X, C) and denote the corresponding kernels by H
k
∆˜(r)
(X, C) = ⊕p+q=kH
p, q
r ≃ ⊕p+q=kE
p, q
r (X).
With this summary of the construction from [Pop17, §.3.2] and [PU18, §.2.1 and §.4] in place, we
will now introduce, for every r ∈ N⋆, a smooth family (∆˜
(r+1)
h )h∈C of pseudo-differential operators
whose member for h = 0 is the pseudo-differential Laplacian ∆˜(r+1) constructed above. When r = 1,
this will be the smooth family (∆˜h)h∈C constructed in the previous subsection as an approxima-
tion of the pseudo-differential Laplacian ∆˜(2) = ∆˜. Following the model of Definition 2.1, we will
approximate each factor in the above definition of ∆˜(r+1) by adding to it a small h-multiple of its
conjugate.
Definition 2.4. Let (X, ω) be a compact complex Hermitian manifold with dimCX = n. For every
h ∈ C and every k = 0, . . . , 2n, we define the pseudo-differential operator ∆˜
(r+1)
h : C
∞
k (X, C) −→
C∞k (X, C) by induction on r ≥ 2 as follows:
∆˜
(r+1)
h =
(
∂Dr−1pr + h ∂¯Dr−1p¯r
)(
∂Dr−1pr + h ∂¯Dr−1p¯r
)⋆
+
(
pr∂Dr−1 + h p¯r∂¯Dr−1
)⋆(
pr∂Dr−1 + h p¯r∂¯Dr−1
)
+ ∆˜
(r)
h ,
where ∆˜
(r)
h : C
∞
k (X, C) −→ C
∞
k (X, C) has been defined at the previous induction step and ∆˜
(2)
h :=
∆˜h was defined in Definition 2.1. For every bidegree (p, q), by p¯r : C
∞
p, q(X, C) −→ ker(∆˜
(r) :
C∞p, q(X, C) −→ C
∞
p, q(X, C)) we mean the orthogonal projection onto the kernel of the conjugate of
∆˜(r) acting in bidegree (p, q). Both the projections pr and p¯r are then extended by linearity to the
whole space C∞k (X, C).
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As in the case of ∆˜h = ∆˜
(2)
h (cf. Lemma 2.2), we need to prove that ∆˜
(r+1)
h has the same kernel
as ∆h for every r ≥ 2. A priori, the kernel of ∆˜
(r+1)
h might be smaller than that of ∆h.
Lemma 2.5. For every h ∈ C \ {0}, the following identities of kernels hold:
ker∆h = ker ∆˜
(2)
h = · · · = ker ∆˜
(r)
h = ker ∆˜
(r+1)
h = . . .
in every degree k = 0, . . . , 2n.
Proof. Fix any k. We will prove by induction on r ≥ 1 that ker ∆˜
(r+1)
h = ker∆h in degree k. The
case r = 1 was proved in Lemma 2.2. Since each operator ∆˜
(r+1)
h is a sum of non-negative self-adjoint
operators of the shape AA⋆ and since ker(AA⋆) = kerA⋆, we have:
ker ∆˜
(r+1)
h = ker
(
∂Dr−1pr + h ∂¯Dr−1p¯r
)⋆
∩ ker
(
pr∂Dr−1 + h p¯r∂¯Dr−1
)
∩ ker ∆˜
(r)
h .
In particular, ker ∆˜
(r+1)
h ⊂ ker ∆˜
(r)
h ⊂ · · · ⊂ ker ∆˜
(2)
h ⊂ ker∆h for every r and ker ∆˜
(2)
h = ker∆h
thanks to Lemma 2.2.
Suppose, as the induction hypothesis, that ker ∆˜
(r)
h = ker∆h for some r ≥ 2. Since ker∆h =
ker dh ∩ ker d
⋆
h, to prove that ker ∆˜
(r+1)
h = ker∆h, it suffices to prove the inclusions
ker(h∂ + ∂¯) ⊂ ker
(
pr∂Dr−1 + h p¯r∂¯Dr−1
)
and ker(h∂⋆ + ∂¯⋆) ⊂ ker
(
∂Dr−1pr + h ∂¯Dr−1p¯r
)⋆
. (8)
• To prove the first inclusion of (8), let u =
∑
l+s=k u
l, s ∈ ker(h∂ + ∂¯). This amounts to
h∂ul, s+ ∂¯ul+1, s−1 = 0 for all l, s such that l+ s = k. For any fixed r ≥ 1, applying pr and p¯r to this
identity and using the fact that h 6= 0, we get
pr∂u
l, s = 0 and p¯r∂¯u
l+1, s−1 = 0 for all l, s such that l + s = k, (9)
since pr∂¯ = 0 and p¯r∂ = 0. The last two identities follow from the fact that Im ∂¯ (resp. Im ∂) is
orthogonal to ker∆′′ (resp. ker∆′), hence also to its subspace Hp, qr (resp. H
p, q
r ) onto which pr (resp.
p¯r) projects orthogonally.
Meanwhile, for such a u, we have:(
pr∂Dr−1 + h p¯r∂¯Dr−1
)
u
=
∑
l+s=k
(
pr∂Dr−2 (∆˜
(r−1))−1∂¯⋆(∂ul, s) + h p¯r∂¯ Dr−2(∆˜(r−1))
−1∂⋆(∂¯ul, s)
)
=
∑
l+s=k
(
−
1
h
pr∂Dr−2 (∆˜
(r−1))−1∂¯⋆(∂¯ul+1, s−1)− h2 p¯r∂¯ Dr−2(∆˜(r−1))
−1∂⋆(∂ul−1, s+1)
)
,
where the last line followed from the properties of the forms ul, s: ∂ul, s = − 1
h
∂¯ul+1, s−1 and ∂¯ul, s =
−h ∂ul−1, s+1.
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Now, the orthogonal decomposition C∞l+1, s−1(X, C) = ker∆
′′ ⊕ Im ∂¯ ⊕ Im ∂¯⋆ induces a splitting
ul+1, s−1 = αl+1, s−1+∂¯ξl+1, s−2+∂¯⋆ηl+1, s with αl+1, s−1 ∈ ker∆′′. Similarly, the orthogonal decomposi-
tion C∞l−1, s+1(X, C) = ker∆
′⊕Im ∂⊕Im ∂⋆ induces a splitting ul−1, s+1 = βl−1, s+1+∂ζ l−2, s+1+∂⋆ρl, s+1
with βl−1, s+1 ∈ ker∆′. Therefore, in the last sum over l+ s = k, we can re-write the following quan-
tity as follows:
(∆˜(r−1))−1∂¯⋆(∂¯ul+1, s−1) = (∆˜(r−1))−1(∂¯⋆∂¯)(∂¯⋆ηl+1, s) = (∆˜(r−1))−1∆′′(∂¯⋆ηl+1, s)
and this quantity equals ∂¯⋆ηl+1, s when r = 2 since ∆˜(1) = ∆′′. Similarly,
(∆˜(r−1))−1∂⋆(∂ul−1, s+1) = (∆˜(r−1))−1(∂⋆∂)(∂⋆ρl, s+1) = (∆˜(r−1))−1∆′(∂⋆ρl, s+1)
and this quantity equals ∂⋆ρl, s+1 when r = 2 since ∆˜(1) = ∆′.
Suppose that r = 2. We get(
pr∂Dr−1 + h p¯r∂¯Dr−1
)
u =
∑
l+s=k
(
−
1
h
p2∂∂¯
⋆ηl+1, s − h2 p¯2∂¯∂
⋆ρl, s+1
)
=
∑
l+s=k
(
−
1
h
p2∂ (α
l+1, s−1 + ∂¯ξl+1, s−2 + ∂¯⋆ηl+1, s)− h2 p¯2∂¯ (β
l−1, s+1 + ∂ζ l−2, s+1 + ∂⋆ρl, s+1)
)
=
∑
l+s=k
(
−
1
h
p2∂u
l+1, s−1 − h2 p¯2∂¯u
l−1, s+1
)
= 0
where the last identity follows from (9), while the identity on the second row follows from p2∂∂¯ξ
l+1, s−2 =
−(p2∂¯) ∂ξ
l+1, s−2 = 0 (since p2∂¯ = 0 as already explained), from p¯2∂¯∂ζ
l−2, s+1 = −(p¯2∂) ∂¯ζ
l−2, s+1 = 0
(since p¯2∂ = 0 as already explained) and from p2∂α
l+1, s−1 = 0 and p¯2∂¯β
l−1, s+1 = 0.
Let us explain the identity p2∂α
l+1, s−1 = 0. (To get p¯2∂¯ β
l−1, s+1 = 0, it will suffice to conjugate
all the operators involved.) Since αl+1, s−1 ∈ ker∆′′, we have αl+1, s−1 = p1α
l+1, s−1, so p2∂ α
l+1, s−1 =
p2∂p1α
l+1, s−1. Now, the following identity of operators holds in every bidegree:
p2∂p1 = 0. (10)
This is because Im (∂p1) ⊂ Im (∂| ker ∂¯) ⊂ Im ∂¯ + Im (∂| ker ∂¯) and ker ∆˜
(2) is orthogonal to (Im ∂¯ +
Im (∂| ker ∂¯)) (as can be checked at once, see also [Pop16, the orthogonal 3-space decomposition (26)
of Lemma 3.3]). Since p2 is the orthogonal projection onto ker ∆˜
(2), it must vanish on any subspace
that is orthogonal to ker ∆˜(2). In particular, p2 vanishes on Im (∂p1), which proves (10).
Thus, the first inclusion of (8) is proved in the case when r = 2. In fact, more has been proved
when r = 2, namely that ker(h∂+∂¯) ⊂ ker(p2∂D1)∩ker(p¯2∂¯D¯1) (and even that for every u ∈ ker(h∂+
∂¯), every ul, s ∈ ker(p2∂D1) ∩ ker(p¯2∂¯D¯1)). The following stronger form of the second inclusion of
(8) can be proved in a similar fashion when r = 2: ker(h∂⋆ + ∂¯⋆) ⊂ ker(∂D1p2)
⋆ ∩ ker(∂¯D1p¯2)
⋆.
• We will now prove by induction on r ≥ 3 the analogous stronger forms of the inclusions of (8).
Suppose we have already proved the inclusions
ker(h∂ + ∂¯) ⊂ ker(pj∂Dj−1) ∩ ker(p¯j∂¯D¯j−1), ker(h∂
⋆ + ∂¯⋆) ⊂ ker(∂Dj−1pj)
⋆ ∩ ker(∂¯D¯j−1p¯j)
⋆ (11)
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for all j = 1, . . . , r−1 (and even their stronger versions according to which for every u ∈ ker(h∂+ ∂¯),
every ul, s ∈ ker(p2∂D1) ∩ ker(p¯2∂¯D¯1) and the analogous statement for the other inclusion) and let
us prove the inclusion ker(h∂ + ∂¯) ⊂ ker(pr∂Dr−1) ∩ ker(p¯r∂¯D¯r−1). Its counterpart ker(h∂
⋆ + ∂¯⋆) ⊂
ker(∂Dr−1pr)
⋆ ∩ ker(∂¯D¯r−1p¯r)
⋆ can be proved in a similar way.
Given u =
∑
l+s=k u
l, s ∈ ker(h∂ + ∂¯), we have seen that
(pr∂Dr−1) u = −
1
h
∑
l+s=k
pr∂Dr−2(∆˜
(r−1))−1∂¯⋆(∂¯ul+1, s−1).
Now, according to the orthogonal 3-space decomposition (43) with r+1 replaced by r− 1, every
form ul+1, s−1 splits uniquely as
ul+1, s−1 = αl+1, s−1(r−1) + A
l+1, s−1
(r−1) +B
l+1, s−1
(r−1) ,
where αl+1, s−1(r−1) ∈ ker ∆˜
(r−1) = ker ∂¯∩· · ·∩ker(pr−2∂Dr−3)∩ker ∂¯
⋆∩· · ·∩ker(∂Dr−3pr−2)
⋆, Al+1, s−1(r−1) ∈
Im ∂¯ + Im (∂p1) + · · · + Im (∂Dr−3pr−2) ⊂ ker ∂¯ ∩ ker(p1∂) ∩ · · · ∩ ker(pr−2∂Dr−3) and B
l+1, s−1
(r−1) ∈
Im ∂¯⋆ + · · ·+ Im (pr−2∂Dr−3)
⋆ ⊂ ker ∂¯⋆ ∩ ker(∂p1)
⋆ ∩ · · · ∩ ker(∂Dr−3pr−2)
⋆.
Therefore, since ∂¯ul+1, s−1 = ∂¯Bl+1, s−1(r−1) and ∂¯
⋆Bl+1, s−1(r−1) = 0, we get
(∆˜(r−1))−1∂¯⋆(∂¯ul+1, s−1) = (∆˜(r−1))−1∆′′Bl+1, s−1(r−1) .
We claim that ∆′′Bl+1, s−1(r−1) = ∆˜
(r−1)Bl+1, s−1(r−1) . Proving this claim amounts to proving that
Bl+1, s−1(r−1) ∈
(
ker(p1∂) ∩ · · · ∩ ker(pr−2∂Dr−3)
)
∩
(
ker(∂p1)
⋆ ∩ · · · ∩ ker(∂Dr−3pr−2)
⋆
)
.
We already know that Bl+1, s−1(r−1) lies in the latter big paranthesis. To see that it also lies in the
former, we recall that Bl+1, s−1(r−1) = u
l+1, s−1 − (αl+1, s−1(r−1) + A
l+1, s−1
(r−1) ) and that α
l+1, s−1
(r−1) + A
l+1, s−1
(r−1) ∈
ker ∂¯ ∩ ker(p1∂) ∩ · · · ∩ ker(pr−2∂Dr−3), while u
l+1, s−1 ∈ ker(p1∂) ∩ · · · ∩ ker(pr−1∂Dr−2) by the
induction hypothesis (see the first inclusion in (11) for j = 1, . . . , r − 1). Thus, the claim is proved
and we get
(∆˜(r−1))−1∂¯⋆(∂¯ul+1, s−1) = (∆˜(r−1))−1∆˜(r−1)Bl+1, s−1(r−1) = B
l+1, s−1
(r−1) ,
where for the last identity we also used the fact that Bl+1, s−1(r−1) lies in a subspace that is orthogonal
to ker ∆˜(r−1). Consequently, we get
(pr∂Dr−1) u = −
1
h
∑
l+s=k
(pr∂Dr−2)B
l+1, s−1
(r−1) . (12)
The next observation is that, for every r ≥ 2 and in every bidegree, the following identity holds:
pr∂Dr−2pr−1 = 0. (13)
Indeed, in the orthogonal 3-space decomposition (43) with r + 1 replaced by r, Im (∂Dr−2pr−1) is a
subspace of Im ∂¯ + · · ·+ Im (∂Dr−2pr−1) which is orthogonal on ker ∆˜
(r). Since pr is the orthogonal
projection onto ker ∆˜(r), the restriction of pr to Im (∂Dr−2pr−1) must vanish, hence (13).
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In our case, αl+1, s−1(r−1) ∈ ker ∆˜
(r−1), so αl+1, s−1(r−1) = pr−1α
l+1, s−1
(r−1) , hence using (13) we get:
(pr∂Dr−2)α
l+1, s−1
(r−1) = (pr∂Dr−2pr−1)α
l+1, s−1
(r−1) = 0. (14)
The next observation is that
(pr∂Dr−2)A
l+1, s−1
(r−1) = 0. (15)
To see this, recall that Al+1, s−1(r−1) is of the shape A
l+1, s−1
(r−1) = ∂¯a + ∂b. Since Dr−2 is a composition
of operators ending with ∂, we get Dr−2A
l+1, s−1
(r−1) = Dr−2∂¯a. On the other hand, if u
l+1, s−1 =
αl+1, s−1(r) + A
l+1, s−1
(r) +B
l+1, s−1
(r) is the splitting of u w.r.t. the orthogonal 3-space decomposition (43)
with r+1 replaced by r, we do have (pr−1∂Dr−2)A
l+1, s−1
(r) = 0, which amounts to (pr−1∂Dr−2) ∂¯a = 0.
Then also (pr∂Dr−2) ∂¯a = 0, hence (pr∂Dr−2)A
l+1, s−1
(r−1) = 0, proving (15).
Putting together (12), (14) and (15), we get
(pr∂Dr−1) u = −
1
h
∑
l+s=k
(pr∂Dr−2) (α
l+1, s−1
(r−1) + A
l+1, s−1
(r−1) +B
l+1, s−1
(r−1) ) = −
1
h
(pr∂Dr−2) u = 0,
where the last identity followed from the induction hypothesis (pr−1∂Dr−2) u = 0 (see the first
inclusion in (11) for j = r − 1).
We have thus proved the inclusion ker(h∂ + ∂¯) ⊂ ker(pr∂Dr−1). The inclusion ker(h∂ + ∂¯) ⊂
ker(p¯r∂¯D¯r−1) can be proved by conjugating the above arguments as we did in the case r = 2. 
Summing up, as in the case of ∆˜h = ∆˜
(2)
h described in Conclusion 2.3, we get an analogous family
of pseudo-differential operators (∆˜
(r)
h )h∈C for every integer r ≥ 2 (and the already discussed family
of differential operators (∆h)h∈C for r = 1). The kernel of ∆˜
(r)
h : C
∞
k (X, C) → C
∞
k (X, C) will be
denoted by Hk
∆˜
(r)
h
(X, C) and the analogous notation is used for ∆h.
Conclusion 2.6. Let (X, ω) be a compact complex Hermitian manifold with dimCX = n. For every
integer r ≥ 2 and every degree k ∈ {0, . . . , 2n}, we have C∞ families of elliptic differential operators
(∆h)h∈C (independent of r) and, respectively, elliptic pseudo-differential operators (∆˜
(r)
h )h∈C from
C∞k (X, C) to C
∞
k (X, C) such that
(i) ∆0 = ∆
′′ and ∆˜
(r)
0 = ∆˜
(r), where ∆˜(r) was defined in (7) for an arbitrary r + 1;
(ii) Hk∆h(X, C) = H
k
∆˜
(r)
h
(X, C) ≃ Hkdh(X, C) for all h ∈ C \ {0};
(iii) Hk∆0(X, C) ≃
⊕
p+q=kH
p, q(X, C) and Hk
∆˜
(r)
0
(X, C) ≃
⊕
p+q=kE
p, q
r (X).
2.3 The Fro¨licher approximating vector bundle
We start with a preliminary observation. When h = 0, dh becomes ∂¯, so ∆0 becomes ∆
′′ :
C∞k (X, C) −→ C
∞
k (X, C) andH
k
d0
(X, C) = ⊕p+q=kE
p, q
1 (X, C). The linear map θ0 : H
k
DR(X, C) −→
Hkd0(X, C) reduces to
θ0 : H
k
DR(X, C) −→ H
0, k
∂¯
(X, C) ⊂ Hkd0(X, C), {u}DR 7→ [u
0, k]∂¯,
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where u0, k is the component of type (0, k) of any given k-form u. It is not bijective and may not
even be surjective in general.
However, we shall now see how the space H0, k
∂¯
(X, C) = E0, k1 (X) can be ajusted to make θ0
surjective in cohomology. The following statement also shows that no ajustment is necessary in the
special case when E1(X) = E∞(X).
Lemma 2.7. Let X be a compact complex manifold with dimCX = n. For every k ∈ {0, . . . , 2n},
the C-linear map θ0 : H
k
DR(X, C) −→ H
k
d0
(X, C) reduces to the surjective C-linear map:
θ0 : H
k
DR(X, C) −→ E
0, k
k+2(X), {u}DR 7→ {u
0, k}Ek+2,
where { }Ek+2 stands for the Ek+2-cohomology class.
Also note that if r is the smallest positive integer such that the Fro¨licher spectral sequence of X
degenerates at Er, then E
0, k
k+2(X) = E
0, k
r (X) for every k ∈ {0, . . . , 2n}.
Proof. If u =
∑
r+s=k u
r, s is a k-form, θhu =
∑
r+s=k h
r ur, s for every h ∈ C. So, θ0u = u
0, k. Thus,
at the level of differential forms, the linear map θ0 : C
∞
k (X, C) −→ C
∞
0, k(X, C) is always surjective.
Now, a smooth k-form u =
∑
r+s=k u
r, s is d-closed if and only if
∂¯u0, k = 0, . . . ∂ul, k−l = −∂¯ul+1, k−l−1, . . . ∂uk, 0 = 0, (16)
for all l ∈ {0, . . . , k − 1}, while u is d-exact if and only if there exists a smooth (k − 1)-form
v =
∑k−1
s=0 v
s, k−s−1 such that
u0, k = ∂¯v0, k−1, . . . , ul, k−l = ∂vl−1, k−l + ∂¯vl, k−l−1, . . . uk, 0 = ∂vk−1, 0, (17)
for all l ∈ {1, . . . , k − 1}.
Condition (16) is precisely the necessary and sufficient condition for an arbitrary (0, k)-form
u0, k to represent an Ek+2-cohomology class. (See, e.g. (i) of Proposition 3.1. Note also that, for
bidegree reasons, the last condition ∂uk, 0 = 0 in (16) is equivalent to ∂uk, 0 ∈ Im ∂¯.) Thus, the
class {u0, k}Ek+2 is meaningful for every d-closed k-form u and, conversely, every (0, k)-form u
0, k
representing an Ek+2-cohomology class can be completed to a d-closed k-form u by the addition
of forms ul, k−l solving the equations in (16) corresponding to l ∈ {0, . . . , k − 1}. The latter fact
will prove that the map HkDR(X, C) ∋ {u}DR 7→ {u
0, k}Ek+2 ∈ E
0, k
k+2(X) is surjective once we have
finished proving its well-definedness.
Meanwhile, the first property u0, k ∈ Im ∂¯ in (17) suffices to guarantee that {u0, k}Ek+2 = 0
whenever u is d-exact. Therefore, the class {u0, k}Ek+2 is independent of the choice of representative
u of the De Rham class {u}DR ∈ H
k
DR(X, C). It follows that the map H
k
DR(X, C) ∋ {u}DR 7→
{u0, k}Ek+2 ∈ E
0, k
k+2(X) is well defined.
To prove the last conclusion of Lemma 2.7, recall that Ea, br (X) = E
a, b
s (X) for all s ≥ r and all
a, b. In particular, E0, kk+2(X) = E
0, k
r (X) if k + 2 ≥ r. If k + 2 < r, all the maps d
0, k
l : E
0, k
l (X) −→
El, k−l+1l (X) vanish identically when l ≥ k + 2 because k − l + 1 ≤ −1 < 0, so E
l, k−l+1
l (X) =
0. Since the map d−k−2, 2k+1k+2 : E
−k−2, 2k+1
k+2 (X) −→ E
0, k
k+2(X) and its counterparts d
−l, k+l−1
l for all
l ≥ k + 2 vanish identically for bidegree reasons, we get E0, kk+2(X) = E
0, k
l (X) = E
0, k
r (X) for all
l ∈ {k + 2, . . . , r}. 
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2.3.1 The absolute case
As a first application of the pseudo-differential operators ∆˜h, we obtain a holomorphic vector bundle
over C whose fibre above 0 is defined by the page in the Fro¨licher spectral sequence of X on which
degeneration occurs.
Corollary and Definiton 2.8. Let X be a compact complex manifold with dimCX = n. Let r ∈ N
⋆
be the smallest positive integer such that the Fro¨licher spectral sequence of X degenerates at Er.
For every k ∈ {0, . . . , 2n}, there exists a holomorphic vector bundle Ak −→ C, of rank equal to
the k-th Betti number bk of X, whose fibres are
Akh = H
k
dh
(X, C) if h ∈ C \ {0}, and Ak0 =
⊕
p+q=k
Ep, qr (X) if h = 0,
and whose restriction to C \ {0} is isomorphic to the constant vector bundle Hk|C⋆ −→ C \ {0} of
fibre HkDR(X, C) under the holomorphic vector bundle isomorphism θ = (θh)h∈C⋆ : H
k
|C⋆ −→ A
k
|C⋆.
The vector bundle Ak −→ C will be called the Fro¨licher approximating vector bundle of X
in degree k.
Proof. Recall that dimCH
k
dh
(X, C) = bk for every h 6= 0. Fix any Hermitian metric ω on X .
If r = 1, the dimension of ⊕p+q=kE
p, q
1 (X, C) equals bk and the fibre A
k
0 is isomorphic to the
kernel of ∆′′ = ∆0 : C
∞
k (X, C) −→ C
∞
k (X, C). Thus, the C
∞ family (∆h)h∈C of elliptic differential
operators has the property that the dimension of the kernel of ∆h : C
∞
k (X, C) −→ C
∞
k (X, C) is
independent of h ∈ C. The classical Theorem 5 of Kodaira-Spencer [KS60] ensures that the harmonic
spaces Hk∆h(X, C) depend in a C
∞ way on h ∈ C. Therefore, they form a C∞ vector bundle over
C, as do the vector spaces Akh to which they are isomorphic.
If r = 2, the dimension of ⊕p+q=kE
p, q
2 (X, C) equals bk and the fibre A
k
0 is isomorphic to the
kernel of ∆˜ = ∆˜0 : C
∞
k (X, C) −→ C
∞
k (X, C) by Theorem 1.1 in [Pop16]. The classical Theorem
5 of Kodaira-Spencer [KS60] still applies to the C∞ family (∆˜h)h∈C of elliptic pseudo-differential
operators (cf. argument in [Mas18] for the case h = 0), whose kernels have dimension independent
of h ∈ C (and equal to bk, see Conclusion 2.3), to ensure that the harmonic spaces H
k
∆˜h
(X, C)
depend in a C∞ way on h ∈ C. As above, we infer that the vector spaces Akh, to which the harmonic
spaces Hk
∆˜h
(X, C) are isomorphic for all h ∈ C (cf. Conclusion 2.3), form a C∞ vector bundle over
C.
If r ≥ 3, the dimension of ⊕p+q=kE
p, q
r (X, C) equals bk and the fibre A
k
0 is isomorphic to the
kernel of ∆˜(r) = ∆˜
(r)
0 : C
∞
k (X, C) → C
∞
k (X, C) (cf. Conclusion 2.6). The classical Theorem 5
of Kodaira-Spencer [KS60] still applies to the C∞ family (∆˜
(r)
h )h∈C of elliptic pseudo-differential
operators (cf. argument in [Mas18] for the case of ∆˜) whose kernels have dimension independent of
h ∈ C (and equal to bk) to ensure that the harmonic spaces H
k
∆˜
(r)
h
(X, C) depend in a C∞ way on
h ∈ C. We infer as above that the vector spaces Akh, to which the harmonic spaces H
k
∆˜
(r)
h
(X, C) are
isomorphic for all h ∈ C (cf. Conclusion 2.6), form a C∞ vector bundle over C.
Meanwhile, we know from [Pop17, Lemma 2.5] (see also Introduction) that for every h 6= 0, the
linear map θh : H
k
DR(X, C) −→ H
k
dh
(X, C) defined by θh({u}DR) = {θhu}dh is an isomorphism of
C-vector spaces. Since θh depends holomorphically on h and the space H
k
DR(X, C) is independent
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of h, we infer that the C-vector spaces Hkdh(X, C) form a holomorphic vector bundle over C \ {0}.
However, we know from the above argument that this holomorphic vector bundle extends in a C∞
way across 0 to the whole of C. This extension must then be holomorphic. 
The discussion that follows in the remainder of this §.2.3.1 will not be used in the proof of
Theorem 1.1, so the reader only interested in that proof may wish to skip it.
We will now define a natural analogue of a natural connection on every vector bundle Ak −→ C.
We need the following simple observation.
Lemma 2.9. Let X be any complex manifold. For every h ∈ C, the pointwise linear map θh :
⊕kΛ
kT ⋆X −→ ⊕kΛ
kT ⋆X has the following properties:
θh(u ∧ v) = θhu ∧ θhv, u, v ∈ ⊕kΛ
kT ⋆X
θh1h2 = θh1 ◦ θh2 , h1, h2 ∈ C.
Moreover, θ1 is the identity map and θ
−1
h = θh−1 for every h ∈ C \ {0}. Meanwhile, dh satisfies
the Leibniz rule:
dh(u ∧ v) = dhu ∧ v + (−1)
deg u u ∧ dhv, u, v ∈ ⊕kΛ
kT ⋆X,
which also holds for h = 0.
Proof. Let u =
∑
p+q=l u
p, q and v =
∑
r+s=m v
r, s be forms of respective degrees l and m. Then
θh(u ∧ v) =
∑
p+q=l,
r+s=m
θh(u
p, q ∧ vr, s) =
∑
p+q=l,
r+s=m
hp+r up, q ∧ vr, s =
∑
p+q=l,
r+s=m
(hp up, q) ∧ (hr vr, s) = θhu ∧ θhv.
In particular, θ1 is the identity map.
If h1, h2 ∈ C, then θh1h2u =
∑
p+q=l
(h1h2)
p up, q =
∑
p+q=l
θh1(θh2u
p, q) = (θh1 ◦ θh2) (
∑
p+q=l
up, q). In
particular, θh ◦ θh−1 = θ1 is the identity map.
The Leibniz rule for dh with h 6= 0 follows from dh = θhdθ
−1
h and from the above properties of
θh. The Leibniz rule can also be checked independently of θh and also holds for h = 0 since d0 = ∂¯.

We can define analogues Dh of the differential operators dh for vector-bundle-valued differential
forms by requiring Dh to coincide with dh on scalar-valued forms and to satisfy the Leibniz rule.
Thus, when h 6= 1, Dh differs from a standard connection only by the fact that it does not coincide
with d on scalar-valued forms.
Definition 2.10. Let E −→ X be a C∞ complex vector bundle on a complex manifold. Fix an arbi-
trary constant h ∈ C. An h-connection on E is a linear differential operator Dh : C
∞
• (X, E) −→
C∞• (X, E) of order 1 that satisfies the following conditions for all integers k, l:
(a) Dh : C
∞
k (X, E) −→ C
∞
k+1(X, E);
(b) Dh(f ∧ s) = dhf ∧ s+ (−1)
k f ∧Dhs for every f ∈ C
∞
k (X, C) and every s ∈ C
∞
l (X, E).
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For example, if D = D′ +D′′ is any connection on a C∞ complex vector bundle E −→ X over a
complex manifold, then for every h ∈ C, Dh = hD
′ +D′′ is an h-connection on E. Thus, the family
(Dh)h∈C of differential operators defines a smooth homotopy for h ∈ [0, 1] between the original
connection D and its (0, 1)-connection D′′.
Going back to the specific case of our Fro¨licher approximating vector bundle Ak → C, the
construction of a connection-like object starts with the following
Definition 2.11. In the setup of Corollary and Definition 2.8, let ∇˜ be the trivial connection (ex-
tension of d) on the constant vector bundle Hk −→ C of fibre HkDR(X, C).
For every l ∈ {0, 1, 2}, let D = D(k) : C∞l (C \ {0}, A
k) → C∞l (C \ {0}, A
k) be the linear 1-st
order differential operator defined as Ds := (θ∇˜θ−1) s for every s ∈ C∞l (C \ {0}, A
k).
However, this definition is very unsatisfactory since it only deals with the restriction of Ak to
C⋆. We will now define the analogue of a connection (a kind of h-connection but with a moving h)
on the whole of the holomorphic vector bundle Ak −→ C.
We start by expressing the above D in a local trivialisation. Let {e1, . . . , ebk} be a C-basis of
HkDR(X, C). Then, for every h ∈ C
⋆, {θhe1, . . . , θhebk} is a C-basis of H
k
dh
(X, C). This defines a
holomorphic frame for Ak|C⋆ . (The restriction of A
k to C⋆ is thus seen to be the trivial vector bundle
of rank bk). If s ∈ C
∞(C⋆, Ak) is a smooth section, then s(h) =
∑bk
j=1 sj(h) ⊗ θhej for all h ∈ C
⋆,
where the sj ’s are smooth C-valued functions on C
⋆. Hence, from Definition 2.11 we get
(Ds)(h) =
bk∑
j=1
θ(dsj)(h)⊗ θhej =
bk∑
j=1
(dhsj)(h)⊗ θhej, h ∈ C
⋆,
where we put
(dhsj)(h) := (h ∂sj + ∂¯sj)(h) = h
∂sj
∂h
(h) dh+
∂sj
∂h¯
(h) dh¯. (18)
Note that h is at once the variable in C, with respect to which the partial differentiations are
performed, and the factor by which one of them is multiplied. So, this operator dh on C (where h is
moving) is not quite the same as the one used so far (where h was fixed and served as the coefficient
of a ∂ computed w.r.t. variables independent of h).
In order to extend the definition of D to h = 0, the natural thing to do appears to be the
replacement of dh by d0 = ∂¯. However, θ0 is not an isomorphism and there is, in general, (unless we
make an assumption on X , for example assuming that X is a ∂∂¯-manifold, but we will stick with our
general setting) no canonical isomorphism between HkDR(X, C) and ⊕p+q=kE
p, q
r (X). However, with
every isomorphism θ˜0 between these two C-vector spaces, we will associate connection-like objects
on the vector bundle Ak −→ C after duly modifying the above formula for D by changing the θh’s to
θ˜h’s whose limit when h → 0 is θ˜0. Indeed, every isomorphism θ˜0 : H
k
DR(X, C) −→ ⊕p+q=kE
p, q
r (X)
can be deformed holomorphically (in a non-unique and non-canonical way) to isomorphisms θ˜h :
HkDR(X, C) −→ H
k
dh
(X, C) with h ranging over a small open subset U ⊂ C containing 0. This
is done in the obvious way: pick any C-basis {e1, . . . , ebk} of H
k
DR(X, C); consider the induced C-
basis {θ˜0e1, . . . , θ˜0ebk} of ⊕p+q=kE
p, q
r (X) and then arbitrary extensions of the θ˜0ej ’s to holomorphic
sections {e˜1, . . . , e˜bk} (which form a C-basis of H
k
dh
(X, C) at every point h ∈ U and e˜j(0) = θ˜0ej)
18
of the holomorphic vector bundle Ak over some small neighbourhood U of 0 in C over which Ak is
trivial; for every h ∈ U , define θ˜h : H
k
DR(X, C) −→ H
k
dh
(X, C) as the isomorphism taking the basis
{e1, . . . , ebk} to the basis {e˜1(h), . . . , e˜bk(h)}.
We now propose the following definition of connection-like objects on our Fro¨licher approximating
vector bundle Ak → C.
Definition 2.12. The setup is that of Corollary and Definition 2.8. With every holomorphic section
(θ˜h)h∈U ∈ H
0(U, End (Hk, Ak)) consisting of isomorphisms θ˜h : H
k
DR(X, C) −→ H
k
dh
(X, C) over an
open neighbourhood U ⊂ C of 0, and every C∞ function χ : C −→ C such that χ = 1 on 1
2
U , χ = 0
on C \ U , we associate the following linear differential operator ∇ : C∞l (C, A
k) −→ C∞l+1(C, A
k) of
order 1 for every l ∈ {0, 1}.
For every Ak-valued smooth l-form s ∈ C∞l (C, A
k), we put
(∇s)(h) := χ(h)
bk∑
j=1
(dhs˜j)(h)⊗ θ˜hej + (1− χ(h))
bk∑
j=1
(dhsj)(h)⊗ θhej, h ∈ C,
where s(h) =
∑bk
j=1 s˜j(h)⊗ θ˜hej for h ∈ U and s(h) =
∑bk
j=1 sj(h)⊗ θhej for h ∈ C
⋆.
To prove that ∇ satisfies the Leibniz rule, we first prove this property for the operator dh (with a
moving h ∈ C) defined in (18) as acting on C-valued forms on C. Since dh(dh) = 0 and dh(dh¯) = 0,
dh acts non-trivially only on the (function) coefficients of forms on C. Meanwhile, for any form f on
C, we will use the standard notation ∂f/∂h, resp. ∂f/∂h¯, for the form obtained by differentiating
w.r.t. h, resp. h¯, the coefficients of f . The very simple computations are summed up in
Lemma 2.13. (i) For any C-valued differential forms f, g on C, we have
dh(f ∧ g) = dhf ∧ g + (−1)
deg f f ∧ dhg.
(ii) For any smooth C-valued form f on C and any smooth Ak-valued form s on C , we have
∇(f ∧ s) = dhf ∧ s+ (−1)
deg f f ∧ ∇s.
Proof. (i) It can be trivially checked that for every C-valued form f on C, we have
dhf = (−1)
deg f
(
h
∂f
∂h
∧ dh+
∂f
∂h¯
∧ dh¯
)
.
From this and from ∂(f ∧ g)/∂h = (∂f/∂h) ∧ g + f ∧ (∂g/∂h), we immediately get: dh(f ∧ g) =
(−1)deg(f∧g)+deg g
(
h
∂f
∂h
∧ dh+
∂f
∂h¯
∧ dh¯
)
∧ g + (−1)deg(f∧g) f ∧
(
h
∂g
∂h
∧ dh+
∂g
∂h¯
∧ dh¯
)
= (−1)deg(f∧g)+deg g (−1)deg f dhf ∧ g + (−1)
deg(f∧g) (−1)deg g f ∧ dhg,
which proves the contention.
(ii) It follows immediately from the definition and from (i). 
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2.3.2 The relative case
We will now define the Fro¨licher approximating vector bundles of a holomorphic family (Xt)t∈B of
compact complex n-dimensional manifolds induced by a proper holomorphic submersion pi : X −→ B
whose base B ⊂ CN is an open ball about the origin in some complex Euclidean vector space.
By the classical Ehresmann Theorem, the differential structure of the fibres Xt is independent of
t ∈ B, hence so is the Poincare´ differential d, which splits differently as d = ∂t + ∂¯t as the complex
structure of Xt varies. In particular, the differential operators dh depend on t (except when h = 1),
so we put
dh,t := h∂t + ∂¯t : C
∞
k (X, C) −→ C
∞
k+1(X, C), h ∈ C, t ∈ B, k ∈ {0, . . . , 2n},
where X is the C∞ manifold underlying the fibres Xt. Likewise, the pointwise linear maps θh (which
are isomorphisms when h 6= 0) depend on t (because the splitting of k-forms into pure-type-forms
depends on the complex structure of Xt), so we put
θh,t : Λ
kT ⋆X −→ ΛkT ⋆X, u =
∑
p+q=k
up, qt 7→ θh,tu :=
∑
p+q=k
hp up, qt .
When h 6= 0, this induces an isomorphism in cohomology θh,t : H
k
DR(X, C) −→ H
k
dh,t
(Xt, C) defined
by θh,t({u}DR) = {θh,tu}dh,t , since θh,td = dh,tθh,t. When h = 0, we saw in Lemma 2.7 that θ0,t induces
a surjective linear map θ0,t : H
k
DR(X, C) −→ E
0, k
k+2(Xt) for every t ∈ B defined by θ0,t({u}DR) =
{u0, kt }Ek+2, where u
0, k
t is the component of type (0, k) of u w.r.t. the complex structure of Xt.
For every k, let Hk −→ B be the constant vector bundle of rank bk = bk(X) (the k
th Betti number
of X , or equivalently of any Xt) whose fibre is the k
th De Rham cohomology group Hk(X, C) of X
(= of any Xt). Thus, H
k
t = H
k
DR(Xt, C) = H
k
DR(X, C) for every t ∈ B. Let ∇˜ be the Gauss-Manin
connection on Hk. Recall that this is the trivial connection, given in the local trivialisations of Hk
by the usual differentiation d (i.e. ∇˜(
∑
j fj ⊗ ej) =
∑
j(dfj)⊗ ej for any local frame {ej} of H
k and
any locally defined functions fj) thanks to the transition matrices of H
k having constant entries.
Recall that the degeneration at E1 of the Fro¨licher spectral sequence is a deformation open
property of compact complex manifolds. Thus, if E1(X0) = E∞(X0), then E1(Xt) = E∞(Xt) for
every t ∈ B, after possibly shrinking B about 0. (This follows at once from the upper semicontinuity
of the Hodge numbers hp, q(t) and from the invariance of the Betti numbers bk of the fibres Xt.)
However, when r ≥ 2, the degeneration at Er of the Fro¨licher spectral sequence is not deformation
open, so we will have to assume it on all the fibres Xt for the sake of convenience.
Corollary and Definiton 2.14. Let pi : X −→ B be a holomorphic family of compact complex
n-dimensional manifolds over an open ball B ⊂ CN about the origin. Suppose that for an r ∈ N⋆,
the Fro¨licher spectral sequence of Xt degenerates (at least) at Er for all t ∈ B and that r is the
smallest positive integer with this property.
For every k ∈ {0, . . . , 2n}, there exists a holomorphic vector bundle Ak −→ C×B, of rank equal
to the k-th Betti number bk of X (= of any fibre Xt), whose fibres are
Akh, t = H
k
dh,t
(Xt, C) for (h, t) ∈ C
⋆ ×B, and Ak0, t =
⊕
p+q=k
Ep, qr (Xt) for (0, t) ∈ {0} × B,
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and whose restriction to C⋆ × B is isomorphic to the constant vector bundle Hk|C⋆×B −→ C
⋆ ×B of
fibre HkDR(X, C) under the holomorphic vector bundle isomorphism θ = (θh,t)(h, t)∈C⋆×B : H
k
|C⋆×B −→
Ak|C⋆×B.
The vector bundle Ak −→ C×B is called the Fro¨licher approximating vector bundle of the
family (Xt)t∈B in degree k.
Proof. We know that dimCH
k
dh,t
(Xt, C) = bk for all h 6= 0 and t ∈ B. Moreover, thanks to the
Er-degeneration assumption on every fibre Xt, dimC ⊕p+q=k E
p, q
r (Xt, C) = bk for all t ∈ B. Thus,
dimCA
k
h, t = bk for all (h, t) ∈ C× B.
Now, fix an arbitrary C∞ family (ωt)t∈B of Hermitian metrics on the fibres (Xt)t∈B and consider
the C∞ family (∆h, t)(h, t)∈C⋆×B of elliptic differential operators defined in every degree k by analogy
with the absolute case as
∆h, t = dh, td
⋆
h, t + d
⋆
h, tdh, t : C
∞
k (X, C) −→ C
∞
k (X, C),
where the formal adjoint d⋆h, t is computed w.r.t. the metric ωt. The kernels ker∆h, t are isomorphic
to the vector spaces Akh, t, hence they have a dimension independent of (h, t) ∈ C
⋆ × B (and equal
to bk). This implies, via the Kodaira-Spencer theory [KS60], that A
k −→ C⋆ × B is a C∞ complex
vector bundle of rank bk. This vector bundle is even holomorphic since, as pointed out in the
statement, the C∞ vector bundle isomorphism θ = (θh,t)(h, t)∈C⋆×B : H
k −→ Ak, viewed as a section
of End (Hk, Ak), depends in a holomorphic way on (h, t) ∈ C⋆ × B. Note that no assumption on
the spectral sequence is necessary to get this conclusion on C⋆ × B.
On the other hand, for every fixed t ∈ B, we know from the absolute case of Corollary and
Definition 2.8 that C ∋ h 7→ Akh, t is a holomorphic vector bundle (of rank bk) over C.
We conclude that near the points of the hypersurface {0} × B ⊂ C × B, the entries of the
transition matrices of the vector bundle Ak −→ C⋆ × B are functions g(h, t) on open subsets
U \ ({0} ×B) ⊂ C⋆ ×B (where U is an open subset of C× B) with the following two properties:
-the function (h, t) 7→ g(h, t) is holomorphic in the complement of the hypersurface U∩({0}×B)
in U ;
-for every t ∈ B, the holomorphic function 0 6= h 7→ g(h, t) extends holomorphically across 0.
Therefore, the resulting functions g(h, t), defined for all (h, t) ∈ U ⊂ C× B, must be holomorphic
on the whole of U , proving that C×B ∋ (h, t) 7→ Akh, t is a holomorphic vector bundle over C×B.

We now discuss a family counterpart to the h-connection of §.2.3.1. As this discussion plays no
role in the proof of Theorem 1.1, some readers may wish to skip to §.3.
For every h ∈ C \ {0}, let us consider the holomorphic vector bundles Hkh := H
k
h, • −→ B and
Akh := A
k
h,• −→ B, as well as the maps θh : C
∞(B, Hkh) −→ C
∞(B, Akh) between their spaces of
global C∞ sections induced by the isomorphisms θh,t : H
k
DR(X, C) −→ H
k
dh,t
(Xt, C) with h 6= 0.
We will need the following extension of the maps θh : C
∞(B, Hkh) −→ C
∞(B, Akh) to C
∞ forms
of arbitrary degree l with values in these vector bundles.
Definition 2.15. For every l ∈ {0, . . . , 2N} and every h ∈ C \ {0}, we define the map θh :
C∞l (B, H
k
h) −→ C
∞
l (B, A
k
h) by
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θh
( ∑
p+q=l,
1≤j≤bk
up, qj ⊗ ej
)
:=
∑
p+q=l,
1≤j≤bk
(θh u
p, q
j )⊗ (θh ej) =
∑
p+q=l,
1≤j≤bk
hp up, qj ⊗ (θh ej),
where {ej} is any local frame of the vector bundle H
k
h −→ B.
It is immediate to check that the above definition of θh is independent of the choice of local
trivialisation (= of local frame) of Hkh −→ B. Moreover, this definition and Lemma 2.9 show that
θh(f ∧ s) = θhf ∧ θhs, f ∈ C
∞
l1
(B, C), s ∈ C∞l2 (B, H
k
h), (19)
for all l1, l2 ∈ {0, . . . , 2N}.
Proposition 2.16. The setup is that of Corollary and Definition 2.14. For every h ∈ C \ {0}, let
θh := θh, • be the holomorphic isomorphism between the holomorphic vector bundles H
k
h := H
k
h, • −→
B and Akh := A
k
h, • −→ B. For every l = 0, . . . , 2N , consider the 1
st-order differential operator
∇h : C
∞
l (B, A
k
h) −→ C
∞
l+1(B, A
k
h), s 7→ ∇hs := (θh∇˜θ
−1
h ) s,
where ∇˜ is the Gauss-Manin connection on the constant vector bundle Hkh −→ B.
Then, ∇h is an h-connection on A
k
h.
Proof. To check that ∇h satisfies the Leibniz rule of Definition 2.10, let f ∈ C
∞
l1
(B, C) and s ∈
C∞l2 (B, A
k
h). We have
∇h(f ∧ s) = θh∇˜(θ
−1
h f ∧ θ
−1
h s) = θh(dθ
−1
h f ∧ θ
−1
h s) + (−1)
deg f θh(θ
−1
h f ∧ ∇˜θ
−1
h s)
= dhf ∧ s+ (−1)
deg f f ∧ ∇hs,
where we have used (19), its analogue for θ−1h , the Leibniz rule for ∇˜ and the formula dh = θhdθ
−1
h
for C-valued forms. 
3 Er-sG manifolds and deformations of complex structures
In this section, we apply the Fro¨licher approximating vector bundle constructed in §.2.3 to the study
of limits of ∂∂¯-manifolds under holomorphic deformations.
We begin by generalising the notion of strongly Gauduchon (sG) metric introduced in [Pop09]
and [Pop13]. Recall that a Gauduchon metric on a compact complex n-dimensional manifold X is a
positive definite, C∞ (1, 1)-form γ on X such that ∂∂¯γn−1 = 0 (or, equivalently, ∂γn−1 is ∂¯-closed).
Thanks to [Gau77], such metrics always exist. If the stronger requirement that ∂γn−1 be ∂¯-exact
(= E1-exact w.r.t. the Fro¨licher spectral sequence) is imposed, γ is said to be strongly Gauduchon
(sG) (cf. [Pop09] and [Pop13]). We will relax this definition by requiring Er-exactness instead, for
a possibly larger r ≥ 1.
To fix the notation, recall the following known fact (also spelt out with further details in Propo-
sition 2.1 in [PU18]).
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Proposition 3.1. (i) Fix r ≥ 1. A form α ∈ C∞p, q(X, C) is Er-closed (i.e. α represents an
Er-cohomology class) if and only if there exist forms ul ∈ C
∞
p+l, q−l(X, C) with l ∈ {1, . . . , r − 1}
satisfying the following r equations:
∂¯α = 0
∂α = ∂¯u1
∂u1 = ∂¯u2
...
∂ur−2 = ∂¯ur−1.
(When r = 1, the above equations reduce to ∂¯α = 0.)
(ii) Fix r ≥ 1. A form α ∈ C∞p, q(X, C) is Er-exact (i.e. α represents the zero Er-cohomology
class) if and only if there exist forms ζr−2 ∈ C
∞
p−1, q(X, C) and ξ0 ∈ C
∞
p, q−1(X, C) such that
α = ∂ζr−2 + ∂¯ξ0,
with ξ0 arbitrary and ζr−2 satisfying the following additional condition (which is empty when r = 1
and reduces to requiring that ζr−2 = ζ0 be ∂¯-closed when r = 2.)
There exist C∞ forms v
(r−2)
0 , v
(r−2)
1 , . . . , v
(r−2)
r−3 satisfying the following (r − 1) equations:
∂¯ζr−2 = ∂v
(r−2)
r−3
∂¯v
(r−2)
r−3 = ∂v
(r−2)
r−4
...
∂¯v
(r−2)
1 = ∂v
(r−2)
0
∂¯v
(r−2)
0 = 0, (20)
with the convention that any form v
(r−2)
l with l < 0 vanishes.
(Note that, thanks to (i), equations (20), when read from bottom to top, express precisely the
condition that the form v
(r−2)
0 ∈ C
∞
p−r+1, q+r−2(X, C) be Er−1-closed. Moreover, the form ∂ζr−2
featuring on the r.h.s. of the above expression for α represents the Er−1-class dr−1({v
(r−2)
0 }Er−1).)
Proof. It is a straightforward consequence of the definition of the Fro¨licher spectral sequence and
can be left to the reader. 
Finally, note that for any Gauduchon metric γ on X , the (n, n− 1)-form ∂γn−1 is Er-closed for
every r ∈ N⋆. Indeed, in (i) of Proposition 3.1 we can choose u1 = · · · = ur−1 = 0.
Definition 3.2. Let γ be a Gauduchon metric on a compact complex manifold X with dimCX = n.
Fix an arbitrary integer r ≥ 1.
(i) We say that γ is an Er-sG metric if ∂γ
n−1 is Er-exact.
(ii) A compact complex manifold X is said to be an Er-sG manifold if an Er-sG metric exists
on X.
(iii) A compact complex manifold X is said to be an Er-sGG manifold if every Gauduchon
metric on X is an Er-sG metric.
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The term chosen in the last definition is a nod to the notion of sGG manifold that we introduced
jointly with L. Ugarte in [PU14] as any compact complex manifold on which every Gauduchon metric
is strongly Gauduchon. It follows from the above definitions that the E1-sG property is equivalent
to the sG property and that the following implications hold for any Hermitian metric γ and every
r ∈ N⋆:
γ is E1-sG =⇒ γ is E2-sG =⇒ · · · =⇒ γ is Er-sG =⇒ γ is Er+1-sG =⇒ . . . .
Actually, for bidegree reasons, if a Hermitian metric γ is Er-sG for some integer r ≥ 1, then
r ≤ 3. Indeed, if (p, q) = (n, n − 1), the tower of relations (20) reduces to its first two lines since
ζr−2 is of bidegree (n−1, n−1), hence v
(r−2)
r−3 is of bidegree (n−2, n), hence ∂¯v
(r−2)
r−3 = 0 for bidegree
reasons, so v
(r−2)
r−4 , . . . , v
(r−2)
0 can all be chosen to be zero.
We now notice that the Er-sG property is open under deformations of the complex structure.
Lemma 3.3. Let pi : X −→ B be a C∞ family of compact complex n-dimensional manifolds over
an open ball B ⊂ CN about the origin. Fix an integer r ≥ 1.
If γ0 is an Er-sG metric on X0 := pi
−1(0), after possibly shrinking B about 0 there exists a C∞
family (γt)t∈B of Er-sG metrics on the respective fibres Xt := pi
−1(t) whose element for t = 0 is the
original γ0.
Moreover, this family can be chosen such that ∂tγ
n−1
t = ∂¯tΓ
n, n−2
t + ∂tζr−2, t for all t, with Jt-type
(n, n− 2)-forms Γn, n−2t and Jt-type (n− 1, n− 1)-forms ζr−2, t depending in a C
∞ way on t.
The forms Γn, n−2t , ζr−2, t and the induced v
(r−2)
k, t (with 0 ≤ k ≤ r − 3) satisfying the tower of
relations (20) that are (non-uniquely) associated with an Er-sG metric γt will be called potentials
of γt. So, the above lemma says that not only can any Er-sG metric γ0 on X0 be deformed in a
smooth way to Er-sG metrics γt on the nearby fibres Xt, but so can its potentials.
Proof of Lemma 3.3. By (ii) of Proposition 3.1, the Er-sG assumption on γ0 implies the existence
of a J0-type (n, n − 2)-form Γ
n, n−2
0 and of a J0-type (n− 1, n − 1)-form ζr−2, 0 such that ∂0γ
n−1
0 =
∂¯0Γ
n, n−2
0 + ∂0ζr−2, 0 and such that
∂¯0ζr−2, 0 = ∂0v
(r−2)
r−3, 0, and ∂¯0v
(r−2)
r−3, 0 = 0, (21)
for some J0-type (n − 2, n)-form v
(r−2)
r−3, 0. (As already pointed out, for bidegree reasons, the general
tower (20) reduces to (21) in this case.)
We get ∂0(γ
n−1
0 − ζr−2, 0 − ζr−2, 0) = ∂¯0(Γ
n, n−2
0 − v
(r−2)
r−3, 0), so the (2n− 2)-form
Ω := −(Γn, n−20 − v
(r−2)
r−3, 0) + (γ
n−1
0 − ζr−2, 0 − ζr−2, 0)− (Γ
n, n−2
0 − v
(r−2)
r−3, 0)
is real and d-closed and its J0-pure-type components Ω
n, n−2
0 ,Ω
n−1, n−1
0 ,Ω
n−2, n
0 are given by the re-
spective paratheses, with their respective signs, on the right of the above identity defining Ω.
If Ωn, n−2t ,Ω
n−1, n−1
t ,Ω
n−2, n
t stand for the Jt-pure-type components of Ω for any t ∈ B, they all
depend in a C∞ way on t. On the other hand, deforming identities (21) in a C∞ way when the
complex structure J0 deforms to Jt, we find (non-unique) C
∞ families of Jt-type (n−1, n−1)-forms
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(ζr−2, t)t∈B and Jt-type (n− 2, n)-forms (v
(r−2)
r−3, t)t∈B, whose elements for t = 0 are ζr−2, 0, respectively
v
(r−2)
r−3, 0, such that ∂¯tζr−2, t = ∂tv
(r−2)
r−3, t and ∂¯tv
(r−2)
r−3, t = 0 for t ∈ B. Then, the Jt-type (n−1, n−1)-form
Ωn−1, n−1t +ζr−2, t+ζr−2, t depends in a C
∞ way on t ∈ B. When t = 0, it equals γn−10 , so it is positive
definite. By continuity, it remains positive definite for all t ∈ B sufficiently close to 0 ∈ B, so it has
a unique (n− 1)-st root and the root is positive definite. In other words, there exists a unique C∞
positive definite Jt-type (1, 1)-form γt such that
γn−1t = Ω
n−1, n−1
t + ζr−2, t + ζr−2, t > 0, t ∈ B,
after possibly shrinking B about 0. By construction, γt depends in a C
∞ way on t.
If we set Γn, n−2t := −Ω
n, n−2
t + v
(r−2)
r−3, t for all t ∈ B close to 0, we get ∂tγ
n−1
t = ∂¯tΓ
n, n−2
t + ∂tζr−2, t.
Since ∂¯tζr−2, t = ∂tv
(r−2)
r−3, t and ∂¯tv
(r−2)
r−3, t = 0, we conclude that γt is an Er-sG metric for the complex
structure Jt for all t ∈ B close to 0. 
We are now in a position to prove the first main result of this paper on the deformation limits
of a specific class of compact complex manifolds (cf. Theorem 1.4 and the comments thereafter.)
While it is one of the two building blocks that will yield a proof of Theorem 1.1, we hope that it
also holds an independent interest.
Theorem 3.4. Let pi : X −→ B be a holomorphic family of compact complex n-dimensional man-
ifolds over an open ball B ⊂ CN about the origin. Suppose that the fibre Xt := pi
−1(t) is a ∂∂¯-
manifold for all t ∈ B \ {0}.
Then, the fibre X0 := pi
−1(0) is an Er-sG manifold, where r is the smallest positive integer
such that the Fro¨licher spectral sequence of X0 degenerates at Er.
Furthermore, X0 is even an Er-sGG manifold.
Proof. Let γ0 be an arbitrary Gauduchon metric on X0. It is known that, after possibly shrinking
B about 0, γ0 can be extended to a C
∞ family (γt)t∈ B of C
∞ 2-forms on X (= the C∞ manifold
underlying the complex manifolds Xt) such that γt is a Gauduchon metric on Xt for every t ∈ B
(see, e.g., [Pop13, section 3]). Let n be the complex dimension of the fibres Xt.
The Gauduchon property of the γt’s implies that dh, t(∂tγ
n−1
t ) = 0 for all (h, t) ∈ C
⋆ × B and
that ∂tγ
n−1
t is Er(Xt)-closed for all t ∈ B. Thus, the following object is well defined:
σ(h, t) :=
{
{∂tγ
n−1
t }dh, t ∈ H
2n−1
dh, t
(Xt, C) = A
2n−1
h, t , if (h, t) ∈ C
⋆ × B,
{∂tγ
n−1
t }Er(Xt) ∈
⊕
p+q=2n−1
Ep, qr (Xt) = A
2n−1
0, t , if (h, t) = (0, t) ∈ {0} × B,
where A2n−1 −→ C×B is the Fro¨licher approximating vector bundle of the family (Xt)t∈B in degree
2n− 1 defined in Corollary and Definition 2.14. Note that the ∂∂¯-assumption on the fibres Xt with
t 6= 0 implies that the Fro¨licher spectral sequence of each of these fibres degenerates at E1, hence
also at any Er with r ≥ 1. Thus, the assumption of Corollary and Definition 2.14 is satisfied and
that result ensures that A2n−1 −→ C×B is a holomorphic vector bundle of rank b2n−1 = b1 (= the
(2n− 1)-st, respectively the first Betti numbers of X , that are equal by Poincare´ duality).
This last fact, in turn, implies that σ is a global C∞ section of A2n−1 on C×B. Indeed, ∂t varies
holomorphically with t ∈ B, γn−1t varies in a C
∞ way with t ∈ B, while the vector space A2n−1h, t
varies holomorphically with (h, t) ∈ C×B.
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Meanwhile, the ∂∂¯-assumption on every Xt with t ∈ B
⋆ implies that the d-closed ∂t-exact
(n, n − 1)-form ∂tγ
n−1
t is (∂t∂¯t)-exact, hence also dh, t-exact for every h ∈ C. (Indeed, if ∂tγ
n−1
t =
∂t∂¯tut, then ∂tγ
n−1
t = dh, t(−∂tut).) This translates to σ(h, t) = {∂tγ
n−1
t }dh, t = 0 ∈ A
2n−1
h, t for all
(h, t) ∈ C⋆ × B⋆. (We even have σ(h, t) = 0 for all (h, t) ∈ C× B⋆.)
Thus, the restriction of σ to C⋆×B⋆ is identically zero. Then, by continuity, σ must be identically
zero on C×B. In particular,
σ(0, t) = {∂tγ
n−1
t }Er(Xt) = 0 ∈ A
2n−1
0, t for all t ∈ B,
which means precisely that ∂tγ
n−1
t is Er(Xt)-exact for every t ∈ B. In other words, γt is an Er-sG
metric on Xt for every t ∈ B, including t = 0. In particular, X0 is an Er-sG manifold and even an
Er-sGG manifold since the Gauduchon metric γ0 was chosen arbitrarily on X0 in the first place. 
We need a simple observation before proceeding. If X is a compact complex n-dimensional
manifold, for every degree k ∈ {0, . . . , 2n} there exists a canonical, well-known, linear map:
T (k) :
⊕
p+q=k
Hp, qBC(X, C) −→ H
k
DR(X, C), ([α
p, q]BC)p+q=k 7→ {
∑
p+q=k
αp, q}DR,
from the Bott-Chern to the De Rham cohomology of degree k. In general, T (k) is neither injective,
nor surjective. However, a given De Rham class {α}DR of degree k can be represented by a form α
whose all pure-type components are d-closed if and only if {α}DR lies in the image of T
(k), so T (k)
is surjective if and only if every De Rham class of degree k has such a representative. On the other
hand, if X is a ∂∂¯-manifold, the map T (k) is an isomorphism for all k = 0, . . . , 2n. We will need the
following simple
Lemma 3.5. Let pi : X −→ B be a holomorphic family of compact complex n-dimensional manifolds
over an open ball B ⊂ CN about the origin such that the fibre Xt := pi
−1(t) is a ∂∂¯-manifold for
all t ∈ B \ {0}. Then, for every k ∈ {0, . . . , 2n}, the canonical map
T
(k)
0 :
⊕
p+q=k
Hp, qBC(X0, C) −→ H
k
DR(X, C), ([α
p, q]BC)p+q=k 7→ {
∑
p+q=k
αp, q}DR,
is surjective, where X0 := pi
−1(0) and X is the C∞ manifold underlying the fibres Xt.
Proof. Due to the ∂∂¯-assumption on Xt with t 6= 0, the canonical map T
(k)
t : ⊕p+q=kH
p, q
BC(Xt, C) −→
HkDR(X, C) is an isomorphism for every t ∈ B \ {0} and every k ∈ {0, . . . , 2n}. In particular, at
the level of the dimensions of the vector spaces involved, we have
∑
p+q=k h
p, q
BC(t) = bk (with obvious
notation) for t ∈ B \ {0} and k ∈ {0, . . . , 2n}. Since every hp, qBC(t) varies upper semicontinuously
with t ∈ B ([KS60]) while the Betti number bk is independent of t, we get∑
p+q=k
hp, qBC(0) ≥ bk k ∈ {0, . . . , 2n}.
This is an obvious necessary condition for the map T
(k)
0 to be surjective.
Fix any C∞ family (γt)t∈B of Hermitian metrics on the fibres (Xt)t∈B and consider the associated
C∞ family (∆
(t)
BC)t∈B of Bott-Chern Laplacians acting on the forms of the Xt’s. As is well known,
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these Laplacians are elliptic differential operators of order 4 (cf. [KS60, §.6, where ∆
(t)
BC is denoted
by Et], also [Sch07, §.2.b]) and the Hodge isomorphisms they induce identify each ∆
(t)
BC-harmonic
space in each bidegree (p, q) to the corresponding Bott-Chern cohomology group Hp, qBC(Xt, C).
Now, the elliptic theory and the compactness of the fibres Xt ensure that each space of forms
C∞p, q(Xt, C) has a countable orthonormal basis (e
p, q
j (t))j∈N consisting of eigenvectors of ∆
(t)
BC , for
every t ∈ B. On the other hand, if we choose ε > 0 so small that no eigenvalue of ∆
(0)
BC lies in the
interval (0, ε) for any bidegree (p, q), a key result of Kodaira-Spencer [KS60, Lemma 7] ensures the
existence of a small open ball B(0, δ) ⊂ CN such that for every (p, q),
B(0, δ) ∋ t 7→
⊕
0≤λ(t)<ε
Ep, q
λ(t)(∆
(t)
BC)
defines a C∞ vector bundle, where Ep, q
λ(t)(∆
(t)
BC) stands for the eigenspace, corresponding to the
eigenvalue λ(t), of ∆
(t)
BC acting in bidegree (p, q). The rank of this vector bundle is h
p, q
BC(0). Let
(ep, qj (t))1≤j≤hp, qBC(0) be an orthonormal frame of this bundle, consisting of eigenvectors of ∆
(t)
BC , such
that ep, qj (t) ∈ ker∆
(t)
BC for every t ∈ B(0, δ)\{0} and every 1 ≤ j ≤ h
p, q
BC(t) ≤ h
p, q
BC(0). (Shrink δ > 0
if necessary.) Of course, ep, qj (0) ∈ ker∆
(0)
BC for every 1 ≤ j ≤ h
p, q
BC(0).
Finally, let us fix a class {α}DR ∈ H
k
DR(X, C). Since T
(k)
t is an isomorphism for every t 6= 0,
there is a unique choice of classes [αp, qt ]BC ∈ H
p, q
BC(Xt, C) (that we identify with the corresponding
∆
(t)
BC-harmonic forms) such that
{α}DR =
∑
p+q=k
[αp, qt ]BC =
∑
p+q=k
h
p, q
BC
(t)∑
j=1
cp, qj (t) [e
p, q
j (t)]BC , t ∈ B(0, δ) \ {0},
with coefficients cp, qj (t) ∈ C such that ρ :=
∑
p+q=k
h
p, q
BC
(t)∑
j=1
|cp, qj (t)|
2 is independent of t ∈ B(0, δ) \ {0}.
By compactness of the sphere of radius ρ in CM , where M :=
∑
p+q=k
hp, qBC(t) with t 6= 0, we get a
sequence B(0, δ) \ {0} ∋ tν → 0 such that, for every j = 1, . . . , h
p, q
BC(t), c
p, q
j (tν) converges to some
cp, qj (0) ∈ C when ν → +∞. Then, {α}DR ∈ H
k
DR(X, C) is the image under T
(k)
0 of
∑
p+q=k
h
p, q
BC
(t)∑
j=1
cp, qj (0) [e
p, q
j (0)]BC ∈
⊕
p+q=k
Hp, qBC(X0, C),
where, in the second sum above, hp, qBC(t) stands for the Bott-Chern number of bidegree (p, q) of Xt
for any t 6= 0 close to 0 ∈ B. This proves the surjectivity of T
(k)
0 . 
We will also need the following obvious
Lemma 3.6. If {α}DR is a real De Rham cohomology class on a complex manifold that can be
represented by a form ξ whose all pure-type components are d-closed, then {α}DR can be represented
by a real form ζ whose all pure-type components are d-closed.
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Proof. Let α be a real representative of the class {α}DR. Then, for some form u, α = ξ + du.
Conjugating, we get α = ξ¯ + du¯, hence α = ξ+ξ¯
2
+ d(u+u¯
2
). Thus, ζ := ξ+ξ¯
2
is a real representative of
the class {α}DR and for every bidegree (p, q), d(
ξ+ξ¯
2
)p, q = 1
2
dξp, q + 1
2
dξq, p = 0. 
We shall now show that the Er-sG property of the limiting fibre X0 proved in Theorem 3.4 suffices
to prove that any deformation limit of Moishezon manifolds is again Moishezon (cf. Theorem 1.1
and the main result in [Pop10]). The result that, together with Theorem 3.4, will prove this fact is
the following
Theorem 3.7. Let pi : X −→ B be a holomorphic family of compact complex n-dimensional mani-
folds over an open ball B ⊂ CN about the origin such that the fibre Xt := pi
−1(t) is a ∂∂¯-manifold
for all t ∈ B \ {0}. Let X be the C∞ manifold that underlies the fibres (Xt)t∈B and let Jt be the
complex structure of Xt.
Suppose there exists a C∞ family (ω˜t)t∈B of d-closed, smooth, real 2-forms on X such that, for
every t ∈ B, the Jt-pure-type components of ω˜t are d-closed. Fix an integer r ≥ 1 and suppose there
exists a C∞ family (γt)t∈B of Er-sG metrics on the fibres (Xt)t∈B with potentials depending in a C
∞
way on t.
(i) If, for every t ∈ B⋆, there exists a Ka¨hler metric ωt on Xt that is De Rham-cohomologous to
ω˜t, then there exists a constant C > 0 independent of t ∈ B
⋆ such that the γt-masses of the metrics
ωt are uniformly bounded above by C:
0 ≤Mγt(ωt) :=
∫
X
ωt ∧ γ
n−1
t < C < +∞, t ∈ B
⋆.
In particular, there exists a sequence of points tj ∈ B
⋆ converging to 0 ∈ B and a d-closed positive
J0-(1, 1)-current T on X0 such that ωtj converges in the weak topoloy of currents to T as j → +∞.
(ii) If, for every t ∈ B⋆, there exists an effective analytic (n − 1)-cycle Zt =
∑
l nl(t)Zl(t) on
Xt (i.e. a finite linear combination with integer coefficients nl(t) ∈ N
⋆ of irreducible analytic subsets
Zl(t) ⊂ Xt of codimension 1) that is De Rham-cohomologous to ω˜t, then there exists a constant
C > 0 independent of t ∈ B⋆ such that the γt-volumes of the cycles Zt are uniformly bounded above
by C:
0 ≤ vγt(Zt) :=
∫
X
[Zt] ∧ γ
n−1
t < C < +∞, t ∈ B
⋆.
Proof. We will prove (ii). The proof of (i) is very similar and we will indicate the minor differences
after the proof of (ii). The method is almost the same as the one in [Pop10].
Since the positive (1, 1)-current [Zt] =
∑
l nl(t) [Zl(t)] (a linear combination of the currents [Zl(t)]
of integration on the hypersurfaces Zt) on Xt is De Rham cohomologous to ω˜t for every t ∈ B
⋆,
there exists a real current β ′t of degree 1 on X such that
ω˜t = [Zt] + dβ
′
t, t ∈ B
⋆. (22)
This implies that
∂¯tβ
′0, 1
t = ω˜
0, 2
t , t ∈ B
⋆. (23)
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In particular, ω˜0, 2t is ∂¯t-exact for every t ∈ B
⋆, so it can be regarded as the right-hand side term of
equation (23) whose unknown is β
′0, 1
t .
For every t ∈ B⋆, let β0, 1t be the minimal L
2
γt
-norm solution of equation (23). Thus, β0, 1t is the
C∞ Jt-type (0, 1)-form given by the Neumann formula
β0, 1t = ∆
′′−1
t ∂¯
⋆
t ω˜
0, 2
t , t ∈ B
⋆, (24)
where ∆
′′−1
t is the Green operator of the ∂¯-Laplacian ∆
′′
t := ∂¯t∂¯
⋆
t + ∂¯
⋆
t ∂¯t induced by the metric γt
on the forms of Xt. The difficulty we are faced with is that the family of operators (∆
′′−1
t )t∈B⋆ ,
hence also the family of forms (β0, 1t )t∈B⋆ , need not extend in a continuous way to t = 0 if the Hodge
number h0, 1(t) of Xt jumps at t = 0 (i.e. if h
0, 1(0) > h0, 1(t) for t ∈ B⋆ close to 0).
As in [Pop10], the way around this goes through the use of special metrics on the fibres Xt. Set
β1, 0t := β
0, 1
t and βt := β
1, 0
t + β
0, 1
t , t ∈ B
⋆.
Since ω˜t is real, this and equation (23) satisfied by β
0, 1
t imply that ω˜t− [Zt]− dβt is a Jt-type (1, 1)-
current. Since this current is d-exact (it equals d(β ′t − βt)) and since every fibre Xt with t ∈ B
⋆ is
supposed to be a ∂∂¯-manifold, we infer that the current ω˜t− [Zt]−dβt is ∂t∂¯t-exact. (See analogue of
(1) for currents and the comment in the Introduction on its equivalence to the smooth-form version
of the ∂∂¯-hypothesis.) Hence, there exists a family of distributions (Rt)t∈B⋆ on (Xt)t∈B⋆ such that
ω˜t = [Zt] + dβt + ∂t∂¯tRt on Xt for all t ∈ B
⋆. (25)
Consequently, for the γt-volume of the divisor Zt we get:
vγt(Zt) :=
∫
X
[Zt] ∧ γ
n−1
t =
∫
X
ω˜t ∧ γ
n−1
t −
∫
X
dβt ∧ γ
n−1
t , t ∈ B
⋆, (26)
since
∫
X
∂t∂¯tRt ∧ γ
n−1
t = 0 thanks to the Gauduchon property of γt and to integration by parts.
Now, the families of forms (ω˜t)t∈B and (γ
n−1
t )t∈B depend in a C
∞ way on t up to t = 0, so the
quantity
∫
X
ω˜t ∧ γ
n−1
t is bounded as t ∈ B
⋆ converges to 0 ∈ B. Thus, we are left with proving the
boundedness of the quantity
∫
X
dβt ∧ γ
n−1
t =
∫
X
∂tβ
0, 1
t ∧ γ
n−1
t +
∫
X
∂¯tβ
1, 0
t ∧ γ
n−1
t whose two terms
are conjugated to each other. Consequently, it suffices to prove the boundedness of the quantity
It :=
∫
X
∂tβ
0, 1
t ∧ γ
n−1
t =
∫
X
β0, 1t ∧ ∂tγ
n−1
t , t ∈ B
⋆,
as t approaches 0 ∈ B.
So far, the proof has been identical to the one in [Pop10]. The assumption made on the C∞
family (γt)t∈B of Er-sG metrics implies the existence of C
∞ families of Jt-type (n, n − 2)-forms
(Γn, n−2t )t∈B and of Jt-type (n− 1, n− 1)-forms (ζr−2, t)t∈B such that
∂tγ
n−1
t = ∂¯tΓ
n, n−2
t + ∂tζr−2, t, t ∈ B, (27)
and
∂¯tζr−2, t = ∂tv
(r−2)
r−3, t (28)
∂¯tv
(r−2)
r−3, t = 0.
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(We have already noticed that, for bidegree reasons, tower (20) reduces to its first two rows when
we start off in bidegree (n, n− 1).)
On the other hand, ∂¯t(∂tβ
0, 1
t ) = −∂t(∂¯tβ
0, 1
t ) = −∂tω˜
0, 2
t = 0, the last identity being a consequence
of the d-closedness assumption made on the Jt-pure-type components of ω˜t. The ∂∂¯-assumption on
Xt for every t ∈ B
⋆ implies that the Jt-type (1, 1)-form ∂tβ
0, 1
t is ∂¯t-exact (since it is already d-closed
and ∂t-exact), so there exist Jt-type (1, 0)-forms (ut)t∈B⋆ such that
∂tβ
0, 1
t = ∂¯tut, t ∈ B
⋆. (29)
This, in turn, implies that the Jt-type (2, 0)-form ∂tut is ∂¯t-closed, hence d-closed. The ∂∂¯-
assumption on Xt for every t ∈ B
⋆ implies that ∂tut is ∂¯t-exact, hence zero, for bidegree reasons.
Thus
∂tut = 0, t ∈ B
⋆. (30)
Putting (27), (28), (29) and (30) together and integrating by parts several times, we get:
It =
∫
X
∂¯tβ
0, 1
t ∧ Γ
n, n−2
t +
∫
X
∂tβ
0, 1
t ∧ ζr−2, t =
∫
X
ω˜0, 2t ∧ Γ
n, n−2
t +
∫
X
∂¯tut ∧ ζr−2, t
=
∫
X
ω˜0, 2t ∧ Γ
n, n−2
t +
∫
X
ut ∧ ∂¯tζr−2, t =
∫
X
ω˜0, 2t ∧ Γ
n, n−2
t +
∫
X
ut ∧ ∂tv
(r−2)
r−3, t
=
∫
X
ω˜0, 2t ∧ Γ
n, n−2
t +
∫
X
∂tut ∧ v
(r−2)
r−3, t =
∫
X
ω˜0, 2t ∧ Γ
n, n−2
t , t ∈ B
⋆.
Since the families of forms (Γn, n−2t )t∈B and (ω˜
0, 2
t )t∈B vary in a C
∞ way with t up to t = 0 ∈ B, we
infer that the quantities (It)t∈B⋆ are bounded as t ∈ B
⋆ converges to 0 ∈ B. This completes the
proof of (ii).
The proof of (i) is identical to that of (ii), except for the fact that [Zt] has to be replaced by ωt
in (22), (25) and (26), while β ′t and Rt are smooth. 
We are now in a position to prove the following statement, that trivially implies the main result of
this paper, Theorem 1.1, by piecing together the above results. Recall that the algebraic dimension
a(X) of a compact complex n-dimensional manifold X is the maximal number of algebraically
independent meromorphic functions on X . Equivalently, a(X) is the transcendence degree over C
of the field of meromorphic functions on X . It is standard that a(X) ≤ n and that a(X) = n if
and only if X is Moishezon ([Moi67]). Since every meromorphic function gives rise to its divisor of
zeros and poles, Moishezon manifolds can be regarded as the compact complex manifolds that carry
“many” divisors.
Theorem 3.8. Let pi : X → B be a complex analytic family of compact complex manifolds over
an open ball B ⊂ CN about the origin such that the fibre Xt := pi
−1(t) is a ∂∂¯-manifold for every
t ∈ B \ {0}. Then a(X0) ≥ a(Xt) for all t ∈ B \ {0} sufficiently close to 0, where a(Xt) is the
algebraic dimension of Xt.
Proof. By Theorem 3.4, X0 is an Er-sG manifold, where r ∈ N
⋆ is the smallest positive integer such
that Er(X0) = E∞(X0). Therefore, thanks to Lemma 3.3, after possibly shrinking B about 0, there
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exists a C∞ family (γt)t∈B of Er-sG metrics on the fibres (Xt)t∈B whose potentials depend in a C
∞
way on t ∈ B.
Let (Zt)t∈B⋆ be a C
∞ family of effective analytic divisors such that Zt ⊂ Xt for all t ∈ B
⋆.
The De Rham cohomology class {[Zt]}DR ∈ H
2(X, R) of the current [Zt] of integration over Zt =∑
l nl(t)Zl(t) (where nl(t) ∈ N
⋆ and the Zl(t)’s are irreducible analytic hypersurfaces of Xt) is
integral. Therefore, the continuous, integral-class-valued map
B⋆ ∋ t 7→ {[Zt]}DR ∈ H
2(X, Z)
must be constant, equal to an integral De Rham 2-class that we denote by {α}. By Lemmas 3.5 and
3.6, there exists a C∞ family (ω˜t)t∈B of d-closed, smooth, real 2-forms on X lying in the De Rham
class {α} such that, for every t ∈ B, the Jt-pure-type components of ω˜t are d-closed. In particular,
for every t ∈ B⋆, the current [Zt] is De Rham-cohomologous to ω˜t.
Thus, all the hypotheses of Theorem 3.7 are satisfied. From (ii) of that theorem we get that
the γt-volumes (vγt(Zt))t∈B⋆ of the divisors Zt are uniformly bounded. This implies, thanks to
Lieberman’s strengthened form ([Lie78, Theorem 1.1]) of Bishop’s Theorem [Bis64], that a limiting
effective divisor Z0 ⊂ X0 for the family of relative effective divisors (Zt)t∈B⋆ exists. Since this family
has been chosen arbitrarily, it follows that X0 has at least as many divisors as the nearby fibres Xt
with t 6= 0 and t close to 0. Meanwhile, we know (see, e.g., [CP94, Remark 2.22]) that the algebraic
dimension of any compact complex manifold X is the maximal number of effective prime divisors
meeting transversally at a generic point of X . It follows that the algebraic dimension of X0 is ≥ the
algebraic dimension of the generic fibre Xt with t ∈ B
⋆ close to 0. 
Note that Theorem 3.8 is an upper semicontinuity result for the algebraic dimensions of the
fibres of a holomorphic family of compact complex manifolds whose generic fibre is assumed to be
a ∂∂¯-manifold. Without the ∂∂¯-assumption on Xt with t 6= 0, the statement is known to fail even
when the fibres are complex surfaces. An example of a family of compact complex surfaces of class
VII (hence non-Ka¨hler and even non-∂∂¯), whose algebraic dimension drops from 1 on the generic
fibre Xt to 0 on the limiting fibre X0, was constructed by Fujiki and Pontecorvo in [FP10].
Proof of Theorem 1.1. Let n = dimCXt for all t ∈ B. The Moishezon property is well known to
imply the ∂∂¯-property, so the fibre Xt is a ∂∂¯-manifold for every t ∈ B \ {0}. Therefore, Theorem
3.8 tells us that a(X0) ≥ a(Xt) for all t ∈ B \ {0}. Meanwhile, a(Xt) = n for every t ∈ B \ {0} by
the Moishezon assumption on every Xt with t ∈ B \ {0}. Since a(X0) ≤ dimCX0 = n, we must have
a(X0) = n. Hence, X0 must be Moishezon. 
4 Appendix
We give here the details of the construction of the metric realisations d
(ω)
r : Hp, qr → H
p+r, q−r+1
r of
the Fro¨licher differentials dr : E
p, q
r (X)→ E
p+r, q−r+1
r (X) that were used in §.2.2 (cf. definition (6)).
This construction runs by induction on r ∈ N⋆ and is also spelt out in the Appendix of [PU18]. As
usual, X is an n-dimensional compact complex manifold on which an arbitrary Hermitian metric ω
has been fixed.
• When r = 1, the formula d
(ω)
1 = p1∂p1 was explained in §.2.2.
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• When r = 2, a formula for the operator d
(ω)
2 : H
p, q
2 →H
p+2, q−1
2 that makes the diagram
Ep, q2 (X)
d2−−−→ Ep+2, q−12 (X)
≃
y ≃y
Hp, q2
d
(ω)
2−−−→ Hp+2, q−12 ,
commutative follows from standard arguments as we shall now explain. (Recall that p2 stands for
the L2ω-orthogonal projection onto H
p, q
2 (X, C).)
For any representative α of an E2-cohomology class {α}E2 ∈ E
p, q
2 (X), there exists (cf., e.g.,
Proposition 3.1) a non-unique form u1 such that
∂¯α = 0 and ∂α = ∂¯u1.
Moreover, the Fro¨licher differential d2 : E
p, q
2 (X) −→ E
p+2, q−1
2 (X) acts as d2({α}E2) = {∂u1}E2 and
this expression is independent of the choice of “potential” u1 with the above property.
On the other hand, by Neumann’s formula, the minimal L2ω-norm solution u1 of the equation
∂¯u1 = ∂α is u1 = ∆
′′−1∂¯⋆∂α, where ∆
′′−1 is the Green operator of ∆′′. Thus, if we represent the
class {α}E2 ∈ E
p, q
2 (X) by the unique form α that lies in H
p, q
2 , we have α = p2α. Meanwhile,
the representative ∂u1 = ∂(∆
′′−1∂¯⋆∂)α = ∂(∆
′′−1∂¯⋆∂)p2α of d2({α}E2) need not lie in H
p, q
2 , so we
project it to p2∂(∆
′′−1∂¯⋆∂)p2α ∈ H
p, q
2 . This projection does not change the E2-cohomology class.
Consequently, the above diagram becomes commutative if we set
Formula 4.1. d
(ω)
2 = p2∂(∆
′′−1∂¯⋆∂)p2 : H
p, q
2 →H
p+2, q−1
2 for all bidegrees (p, q).
This is definition (6) for r = 2.
Moreover, this induces the “Laplacian” ∆˜
(ω)
(3) : H
p, q
2 −→ H
p, q
2 defined as
∆˜
(ω)
(3) = d
(ω)
2 (d
(ω)
2 )
⋆ + (d
(ω)
2 )
⋆ d
(ω)
2
= p2
[(
∂ (∆
′′−1∂¯⋆∂) p2
)(
∂ (∆
′′−1∂¯⋆∂) p2
)⋆
+
(
p2∂ (∆
′′−1∂¯⋆∂)
)⋆(
p2∂ (∆
′′−1∂¯⋆∂)
)]
p2
= p2 ∆˜
(3) p2,
where ∆˜(3) : C∞p, q(X, C)→ C
∞
p, q(X, C) is defined as
∆˜(3) =
(
∂ (∆
′′−1∂¯⋆∂) p2
)(
∂ (∆
′′−1∂¯⋆∂) p2
)⋆
+
(
p2∂ (∆
′′−1∂¯⋆∂)
)⋆(
p2∂ (∆
′′−1∂¯⋆∂)
)
+ ∆˜(2) (31)
and ∆˜(2) = ∆˜ = ∂p1∂
⋆ + ∂⋆p1∂ + ∆
′′ : C∞p, q(X, C) → C
∞
p, q(X, C) was defined in [Pop16] such that
ker ∆˜(2) = Hp, q2 ≃ E
p, q
2 (X). (Note that ∆˜
(2) p2 = 0.)
We let Hp, q3 denote the kernel of ∆˜
(ω)
(3) and p3 the L
2
ω-orthogonal projection thereon. We get
Ep, q3 (X) ≃ H
p, q
3 = ker ∆˜
(ω)
(3) = ker d
(ω)
2 ∩ ker(d
(ω)
2 )
⋆ = ker ∆˜(3) ⊂ Hp, q2 ⊂ H
p, q
1 ⊂ C
∞
p, q(X, C).
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We also extend the operator ∆˜(3) : C∞p, q(X, C) −→ C
∞
p, q(X, C) by linearity to ∆˜
(3) : C∞k (X, C) −→
C∞k (X, C) and denote the corresponding kernels by H
3
∆˜(3)
(X, C) = ⊕p+q=kH
p, q
3 ≃ ⊕p+q=kE
p, q
3 (X).
•When r ≥ 3, to get a formula for the operator d
(ω)
r : Hp, qr →H
p+r, q−r+1
r that makes the diagram
Ep, qr (X)
dr−−−→ Ep+r, q−r+1r (X)
≃
y ≃y
Hp, qr
d
(ω)
r−−−→ Hp+r, q−r+1r
commutative, we need new arguments, the first of which is the following Neumann-type formula for
the minimal L2-norm solution of a ∂¯-equation subject to an extra constraint.
Lemma 4.2. Let (X, ω) be a compact Hermitian manifold. For every p, q = 0, . . . , n = dimCX and
every form v ∈ C∞p, q(X, C), consider the following ∂¯-equation problem:
∂¯u = v subject to the condition ∂u ⊥ ker∆′′. (32)
If problem (32) is solvable for u, the (unique) solution of minimal L2ω-norm is given by the Neumann-
type formula
u = ∆˜−1∂¯⋆v,
where ∆˜ = ∂p′′∂⋆+∂⋆p′′∂+∆′′ is the pseudo-differential Laplacian introduced in [Pop16] and p′′ = p1
is the orthogonal projection onto ker∆′′.
Note that if v is ∂-closed (in fact, in our applications to the Fro¨licher spectral sequence, v will
even be ∂-exact), the condition ∂¯u = v implies ∂u ∈ ker ∂¯, so under these circumstances the second
condition ∂u ⊥ ker∆′′ is equivalent to requiring ∂u to be ∂¯-exact.
Proof of Lemma 4.2. The conditions
(i) ∂¯u is fixed and (ii) u ∈ ker(p′′ ◦ ∂)
determine u up to ker ∂¯∩ker(p′′◦∂). On the other hand, we know from [Pop16, Lemma 3.3], that the
pseudo-differential Laplacian ∆˜ := ∂p′′∂⋆ + ∂⋆p′′∂ + ∂¯∂¯⋆ + ∂¯⋆∂¯ : C∞r, s(X, C) −→ C
∞
r, s(X, C) induces
an orthogonal 3-space decomposition
C∞r, s(X, C) = ker ∆˜
⊕(
Im ∂¯ + Im (∂| ker ∂¯)
)⊕(
Im (∂⋆ ◦ p′′) + Im ∂¯⋆
)
(33)
in which ker ∆˜⊕ (Im ∂¯+Im (∂| ker ∂¯)) = ker(p
′′ ◦∂)∩ker ∂¯. Therefore, the form u of minimal L2-norm
that satisfies the above conditions is uniquely determined by the property u ∈ Im (∂⋆ ◦ p′′) + Im ∂¯⋆.
Thus, choosing the minimal L2-norm u, we get forms ξ and η such that
u = ∂⋆(p′′ξ) + ∂¯⋆η, hence ∂⋆u = −∂¯⋆∂⋆η and ∂¯⋆u = −∂⋆∂¯⋆(p′′ξ) = 0.
(The last identity follows from the equality of operators ∂¯⋆p′′ = 0, which in turn follows from
ker∆′′ = ker ∂¯ ∩ ker ∂¯⋆ ⊂ ker ∂¯⋆.) Applying ∆˜, we get
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∆˜u = ∂p′′∂⋆u+ ∂⋆p′′∂u+ ∂¯∂¯⋆u+ ∂¯⋆∂¯u = −∂(p′′∂¯⋆)∂⋆η + ∂¯⋆(∂¯u) = ∂¯⋆(∂¯u),
where for the second identity we used the property p′′∂u = 0 (recall that u ∈ ker(p′′ ◦∂)) and for the
third identity we used the equality of operators p′′∂¯⋆ = 0 that follows at once from Im ∂¯⋆ ⊥ ker∆′′
(recall that p′′ is the orthogonal projection onto ker∆′′).
Now, the restriction of ∆˜ to the orthogonal complement of ker ∆˜ is an isomorphism onto this
same orthogonal complement, so using the inverse of this restriction (= the Green operator of ∆˜),
we get
u = ∆˜−1∂¯⋆(∂¯u), (34)
since both u and ∂¯⋆(∂¯u) are in (ker ∆˜)⊥. 
• When r = 3, we get a formula for the operator d
(ω)
3 : H
p, q
3 → H
p+3, q−2
3 that makes the
corresponding diagram commutative in the following way.
Let α be the representative lying in Hp, q3 of an arbitrary E3-cohomology class {α}E3 ∈ E
p, q
3 (X).
By Proposition 3.1, there exist non-unique forms u1, u2 such that
∂¯α = 0, ∂α = ∂¯u1, ∂u1 = ∂¯u2.
In particular, the second condition implies that ∂u1 is ∂¯-closed, hence ∂u1 is ∂¯-exact (the third
condition) if and only if ∂u1 ⊥ ker∆
′′. By Lemma 4.2, the minimal L2ω-norm solution u1 of the
equation ∂¯u1 = ∂α subject to the extra requirement ∂u1 ∈ Im ∂¯ is u1 = ∆˜
−1∂¯⋆∂α. Once u1 has been
chosen in this way, we let u2 be the minimal L
2
ω-norm solution of the equation ∂¯u2 = ∂u1 (which
is solvable for u2 thanks to one of the properties of u1). The standard Neumann formula yields
u2 = ∆
′′−1∂¯⋆∂u1, hence u2 = (∆
′′−1∂¯⋆∂)(∆˜−1∂¯⋆∂)α. Since α ∈ Hp, q3 , p3α = α, so after projecting
∂u2 onto H
p, q
3 , we get d
(ω)
3 α = p3∂u2. This yields
Formula 4.3. d
(ω)
3 = p3∂(∆
′′−1∂¯⋆∂)(∆˜−1∂¯⋆∂)p3 : H
p, q
3 →H
p+3, q−2
3 for all bidegrees (p, q).
This is definition (6) for r = 3.
Moreover, this induces the “Laplacian” ∆˜
(ω)
(4) : H
p, q
3 −→ H
p, q
3 defined as
∆˜
(ω)
(4) = d
(ω)
3 (d
(ω)
3 )
⋆ + (d
(ω)
3 )
⋆ d
(ω)
3
= p3
[(
∂ (∆
′′−1∂¯⋆∂) (∆˜−1∂¯⋆∂) p3
)(
∂ (∆
′′−1∂¯⋆∂) (∆˜−1∂¯⋆∂) p3
)⋆
+
(
p3 ∂ (∆
′′−1∂¯⋆∂) (∆˜−1∂¯⋆∂)
)⋆(
p3 ∂ (∆
′′−1∂¯⋆∂) (∆˜−1∂¯⋆∂)
)]
p3
= p3 ∆˜
(4) p3,
where ∆˜(4) : C∞p, q(X, C)→ C
∞
p, q(X, C) is defined as
∆˜(4) =
(
∂ (∆
′′−1∂¯⋆∂) (∆˜−1∂¯⋆∂) p3
)(
∂ (∆
′′−1∂¯⋆∂) (∆˜−1∂¯⋆∂) p3
)⋆
+
(
p3 ∂ (∆
′′−1∂¯⋆∂) (∆˜−1∂¯⋆∂)
)⋆(
p3 ∂ (∆
′′−1∂¯⋆∂) (∆˜−1∂¯⋆∂)
)
+ ∆˜(3),
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and ∆˜(3) was defined at the previous induction step. (Note that ∆˜(3)p3 = 0.)
We let Hp, q4 denote the kernel of ∆˜
(ω)
(4) and p4 the L
2
ω-orthogonal projection thereon. We get
Ep, q4 (X) ≃ H
p, q
4 = ker ∆˜
(ω)
(4) = ker d
(ω)
3 ∩ ker(d
(ω)
3 )
⋆ = ker ∆˜(4) ⊂ Hp, q3 ⊂ · · · ⊂ H
p, q
1 ⊂ C
∞
p, q(X, C).
• When r ≥ 4, we get a formula for the operator d
(ω)
r : Hp, qr → H
p+r, q−r+1
r that makes the
corresponding diagram commutative in the following way by induction on r. This case was not
needed in the proof of Theorem 1.1, so some readers may skip it.
Let α be the representative lying in Hp, qr of an arbitrary Er-cohomology class {α}Er ∈ E
p, q
r (X).
By Proposition 3.1, there exist non-unique forms u1, . . . , ur−1 such that
∂¯α = 0, ∂α = ∂¯u1, ∂u1 = ∂¯u2, . . . , ∂ur−3 = ∂¯ur−2, ∂ur−2 = ∂¯ur−1. (35)
To determine up to what the forms uj are unique, let us add a form ξj (of the same bidegree as uj)
to uj for each j such that the above conditions are perserved, namely
∂α = ∂¯(u1 + ξ1), ∂(u1 + ξ1) = ∂¯(u2 + ξ2), . . . , ∂(ur−2 + ξr−2) = ∂¯(ur−1 + ξr−1).
From these two conditions satisfied by the uj’s and the (uj + ξj)’s, we get the following condition on
ξ1:
∂¯ξ1 = 0, ∂ξ1 = ∂¯ξ2, ∂ξ2 = ∂¯ξ3, . . . , ∂ξr−2 = ∂¯ξr−1,
which is equivalent to ξ1 being Er−1-closed (see Proposition 3.1). In other words, the form u1 ∈
C∞p+1, q−1(X, C) solving the equation ∂¯u1 = ∂α and having the extra property that forms u2, . . . , ur−1
with the above properties exist is unique up to the addition of an arbitrary Er−1-closed form ξ1 ∈
C∞p+1, q−1(X, C). This means that the minimal L
2
ω-norm solution u1 of this problem is the unique
solution lying in the orthogonal complement of Zp+1, q−1r−1 in C
∞
p+1, q−1(X, C), where Z
p+l, q−l
r−l stands
for the space of Er−l-closed C
∞ forms of bidegree (p+ l, q − l) for every l ∈ N⋆.
Once u1 has been chosen to be of minimal L
2
ω-norm, the above argument shows that the minimal
L2ω-norm form u2 ∈ C
∞
p+2, q−2(X, C) solving the equation ∂¯u2 = ∂u1 and having the extra property
that forms u3, . . . , ur−1 with the above properties exist is unique up to the addition of an arbitrary
Er−2-closed form lying in C
∞
p+2, q−2(X, C). Thus, once u1 has been chosen, the minimal L
2
ω-norm
choice of u2 is the unique choice such that u2 ∈ (Z
p+2, q−2
r−2 )
⊥.
Inductively, we obtain that the minimal L2ω-norm choice of the forms u1, . . . , ur−1 satisfying
condition (35) is the unique choice such that ul ∈ (Z
p+l, q−l
r−l )
⊥, or equivalently
ul ∈ Im d
⋆
0 ⊕ Im (d
(ω)
1 )
⋆ ⊕ · · · ⊕ Im (d
(ω)
r−l−1)
⋆ (36)
(where the direct sums are L2ω-orthogonal) for every l ∈ {1, . . . , r − 1}. Indeed, the equivalence
follows from the following L2ω-orthogonal direct sum (see §.2.2) that holds for every r ∈ N
⋆ and
every bidegree (p, q):
C∞p, q(X, C) =
(
Im d0 ⊕ Im d
(ω)
1 ⊕ · · · ⊕ Im d
(ω)
r
)
⊕Hp, qr+1 ⊕
(
Im (d(ω)r )
⋆ ⊕ · · · ⊕ Im (d
(ω)
1 )
⋆ ⊕ Im d⋆0
)
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in which
Zp, qr+1 = ker d
(ω)
r ∩ ker d
(ω)
r−1 ∩ · · · ∩ ker d0 =
(
Im d0 ⊕ Im d
(ω)
1 ⊕ · · · ⊕ Im d
(ω)
r
)
⊕Hp, qr+1.
Note that, for all l ∈ {1, . . . , r − 1}, we have:
Im d⋆0 ⊕ Im (d
(ω)
1 )
⋆ ⊕ · · · ⊕ Im (d
(ω)
r−l−1)
⋆ ⊂ ker d⋆0 = H
p, q
1 ⊕ Im d
⋆
0, hence ul ∈ ker d
⋆
0. (37)
Thus, we obtain the following generalisation of Lemma 4.2 that will enable us to define d
(ω)
r
and then ∆˜(r+1). By the induction hypothesis, the operators d
(ω)
1 , . . . , d
(ω)
r−1, the pseudo-differential
Laplacians ∆˜(1), . . . , ∆˜(r) and the harmonic spaces Hp, qr := ker ∆˜
(r) ⊂ · · · ⊂ Hp, q1 := ker ∆˜
(1) are
supposed to have already been constructed.
Lemma 4.4. Let (X, ω) be a compact n-dimensional Hermitian manifold. Fix a bidegree (p, q), a
positive integer r and an Er-closed form α ∈ C
∞
p, q(X, C).
Then, the unique solution (u1, . . . , ur−1) (where ul ∈ C
∞
p+l, q−l(X, C) for l = 1, . . . , r − 1) of
minimal L2ω-norms ||u1||, . . . , ||ur−1|| of the system of equations
∂α = ∂¯u1, ∂u1 = ∂¯u2, . . . , ∂ur−2 = ∂¯ur−1 (38)
is given by the following Neumann-type formulae:
u1 = ((∆˜
(r−1))−1∂¯⋆∂)α, u2 = ((∆˜
(r−2))−1∂¯⋆∂) ((∆˜(r−1))−1∂¯⋆∂)α, (39)
...
ur−1 = ((∆˜
(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂)α,
where ∆˜(1) := ∆′′ is the usual ∂¯-Laplacian, ∆˜(2) = ∂p1∂
⋆ + ∂⋆p1∂ + ∆
′′ is the pseudo-differential
Laplacian ∆˜ introduced in [Pop16] (see also Lemma 4.2 where the orthogonal projection p1 onto
ker∆′′ is denoted by p′′) and the other pseudo-differential operators ∆˜(l) with l = 2, . . . , r − 1 have
been constructed at the previous steps of the inductive process.
Note that ∂¯α = 0 and that the system of equations (38) is solvable for u1, . . . , ur−1 thanks to
the Er-closedness assumption on α (see (i) of Proposition 3.1). By the solution (u1, . . . , ur−1) of
the system of equations (38) being of minimal L2ω-norms we mean that the following conditions are
satisfied:
-u1 has minimal L
2
ω-norm among the solutions of the equation ∂¯u1 = ∂α which satisfy the extra
constraint that forms u2, . . . , ur−1 that solve the following equations in the system exist;
-once u1 has been chosen to be minimal in the above sense (note that this choice of u1 is unique),
u2 is required to have minimal L
2
ω-norm among the solutions of the equation ∂¯u2 = ∂u1 which satisfy
the extra constraint that forms u3, . . . , ur−1 that solve the following equations in the system exist;
-we continue by induction on l: once u1, . . . , ul−1 have been chosen to be minimal in the above
sense, we require ul to have minimal L
2
ω-norm among the solutions of the equation ∂¯ul = ∂ul−1
which satisfy the extra constraint that forms ul+1, . . . , ur−1 that solve the following equations in the
system exist.
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Proof of Lemma 4.4. When the forms u1, . . . , ur−2 have been chosen with minimal L
2
ω-norms among
the solutions of the system (38), the only condition imposed on ur−1 is that it be the minimal
L2ω-norm solution of equation ∂¯ur−1 = ∂ur−2. By the classical Neumann formula, we get
ur−1 = ((∆˜
(1))−1∂¯⋆∂) ur−2.
At the previous stage in the inductive process, when the forms u1, . . . , ur−3 have been chosen
with minimal L2ω-norms among the solutions of the system (38), the only condition imposed on ur−2
is that it be of minimal L2ω-norm among the solutions of the equation ∂¯ur−2 = ∂ur−3 that satisfy
the extra constraint that ∂ur−2 be ∂¯-exact. Thanks to Lemma 4.2, we get
ur−2 = ((∆˜
(2))−1∂¯⋆∂) ur−3.
Suppose we have proved by induction that
ur−l = ((∆˜
(l))−1∂¯⋆∂) ur−l−1
for all l ∈ {1, . . . , r − 2}. Proving that u1 = ((∆˜
(r−1))−1∂¯⋆∂)α is equivalent to proving that
∆˜(r−1) u1 = ∂¯
⋆∂¯u1. (40)
(Indeed, recall that ∂α = ∂¯u1.)
Let us check (40) in the case r = 4. The verification for an arbitrary r ≥ 4 runs analogously.
(a) The second term of ∆˜(3) in formula (31) vanishes at u1. Indeed,
p2∂ (∆
′′−1∂¯⋆∂) u1 = p2∂ (∆
′′−1∂¯⋆∂¯u2) = p2∂u
′′
2 = p2∂u2 = p2∂¯u3 = 0,
where the identities ∂u1 = ∂¯u2 and ∂u2 = ∂¯u3 of (35) were used to get the first and fourth identities
above; the property ∂¯⋆u2 = 0 (see (37)) was used to infer that ∆
′′−1∂¯⋆∂¯u2 = ∆
′′−1∆′′u2 = u
′′
2, hence
the second identity above, where u2 = u
′
2 + u
′′
2 is the orthogonal splitting of u2 ∈ ker ∂¯
⋆ into u′2 ∈
ker∆′′ and u′′2 ∈ Im ∂¯
⋆; the property p2∂p1 = 0 observed in (10) was used to get p2∂u
′
2 = p2∂p1u
′
2 = 0,
hence to get the third identity above; while the property p2∂¯ = 0 (a consequence of the fact that
Im ∂¯ ⊥ Hp, q1 , hence Im ∂¯ ⊥ H
p, q
2 , for all (p, q)) yielded the last identity above.
(b) The first term of ∆˜(3) in formula (31) vanishes at u1. To see this, first note that, thanks to
(36) for the case r = 4 and l = 1, we have u1 ∈ Im d
⋆
0 ⊕ Im (d
(ω)
1 )
⋆ ⊕ Im (d
(ω)
2 )
⋆, hence there exist
forms ζ0, ζ1, ζ2 such that
u1 = ∂¯
⋆ζ0 + (p1) ∂
⋆p1ζ1 + p2 (∂
⋆∂¯∆
′′−1)∂⋆p2ζ2, (41)
where the meaning of (p1) is that the first p1 can be omitted from the second term on the right.
Indeed, ∂⋆p1ζ1 ∈ ker ∂¯
⋆ = Hp, q1 ⊕Im ∂¯
⋆ and p1∂
⋆p1ζ1 is the orthogonal projection of ∂
⋆p1ζ1 onto H
p, q
1 ,
while the orthogonal projection onto Im ∂¯⋆ can be incorporated into the term ∂¯⋆ζ0 by changing the
potential ζ0.
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Applying the latter half of the first term of ∆˜(3) in formula (31) to the first term of u1, we get:(
∂ (∆
′′−1∂¯⋆∂) p2
)⋆
∂¯⋆ζ0 = p2∂
⋆∂¯∆
′′−1∂⋆∂¯⋆ζ0 = −p2∂
⋆∂¯∂¯⋆∆
′′−1∂⋆ζ0
= −p2∂
⋆(∂¯∂¯⋆ + ∂¯⋆∂¯)∆
′′−1∂⋆ζ0 = −p2∂
⋆∂⋆ζ0 = 0,
where the second identity above followed from ∂⋆∂¯⋆ = −∂¯⋆∂⋆ and from ∆
′′−1∂¯⋆ = ∂¯⋆∆
′′−1, while the
third identity followed from −(p2∂
⋆) (∂¯⋆∂¯) = (p2∂¯
⋆) (∂⋆∂¯) = 0 since p2∂¯
⋆ = 0.
Applying the latter half of the first term of ∆˜(3) in formula (31) to the second term of u1, we get:(
∂ (∆
′′−1∂¯⋆∂) p2
)⋆
∂⋆p1ζ1 = (p2∂
⋆∂¯∆
′′−1∂⋆)(∂⋆p1ζ1) = 0,
since ∂⋆∂⋆ = 0.
Applying the latter half of the first term of ∆˜(3) in formula (31) to the third term of u1, we get:(
∂ (∆
′′−1∂¯⋆∂) p2
)⋆
(p2 (∂
⋆∂¯∆
′′−1)∂⋆p2ζ2) = (d
(ω)
2 )
⋆ (d
(ω)
2 )
⋆ζ2 = 0,
since p2 p2 = p2 and (d
(ω)
2 )(d
(ω)
2 ) = 0.
(c) Action of the third term (i.e. ∆˜(2)) of ∆˜(3) in formula (31) on u1. We have
∆˜(2)u1 = ∂p1∂
⋆u1 + ∂
⋆p1∂u1 + ∂¯∂¯
⋆u1 + ∂¯
⋆∂¯u1 = ∂p1∂
⋆u1 + ∂¯
⋆∂¯u1.
The second identity above comes from the vanishing of ∂⋆p1∂u1 (since ∂u1 = ∂¯u2 and p1∂¯ = 0) and
from the vanishing of ∂¯∂¯⋆u1 (since ∂¯
⋆u1 = 0, see (37)). To prove the vanishing of ∂p1∂
⋆u1, we use
again the expression (41) for u1. We get:
∂p1∂
⋆u1 = ∂p1∂
⋆∂¯⋆ζ0 + ∂p1∂
⋆∂⋆p1ζ1 + ∂(p1∂
⋆)(p2 (∂
⋆∂¯∆
′′−1)∂⋆p2ζ2).
Now, we claim that all three terms on the right above vanish. Indeed, the first term reads−∂(p1∂¯
⋆)∂⋆ζ0 =
0 since p1∂¯
⋆ = 0. The second term vanishes since ∂⋆∂⋆ = 0, while for the third term we have
p2 (∂
⋆∂¯∆
′′−1)∂⋆p2ζ2 ∈ H
p, q
2 = ker ∆˜ ⊂ ker(p1∂
⋆), hence (p1∂
⋆)(p2 (∂
⋆∂¯∆
′′−1)∂⋆p2ζ2) = 0.
Note that the first relation above follows from Hp, q2 being the image of p2, while the inclusion follows
from ker ∆˜ = ker(p1∂
⋆) ∩ ker(p1∂) ∩ ker∆
′′.
Thus, we have proved that ∂p1∂
⋆u1 = 0. Consequently, ∆˜
(2)u1 = ∂¯
⋆∂¯u1 and (40) is proved in the
case r = 4. The case r ≥ 5 can be treated similarly.
This ends the proof of Lemma 4.4. 
From Lemma 4.4 we get d
(ω)
r α = pr∂ur−1. So, if we choose α ∈ H
p, q
r (i.e. prα = α), we get
Formula 4.5. d
(ω)
r = pr∂ ((∆˜
(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂) pr : H
p, q
r → H
p+r, q−r+1
r for all (p, q).
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This is precisely definition (6) for an arbitrary r.
Moreover, this induces the “Laplacian” ∆˜
(ω)
(r+1) : H
p, q
r −→ H
p, q
r defined as
∆˜
(ω)
(r+1) = d
(ω)
r (d
(ω)
r )
⋆ + (d(ω)r )
⋆ d(ω)r
= pr
[(
∂ ((∆˜(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂) pr
)(
∂ ((∆˜(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂) pr
)⋆
+(
pr∂ ((∆˜
(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂)
)⋆(
pr∂ ((∆˜
(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂)
)]
pr
= pr ∆˜
(r+1) pr, (42)
where ∆˜(r+1) : C∞p, q(X, C) −→ C
∞
p, q(X, C) is defined as
∆˜(r+1) =
(
∂ ((∆˜(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂) pr
)(
∂ ((∆˜(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂) pr
)⋆
+
(
pr∂ ((∆˜
(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂)
)⋆(
pr∂ ((∆˜
(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂)
)
+ ∆˜(r)
and ∆˜(r) : C∞p, q(X, C) −→ C
∞
p, q(X, C) was defined at the previous induction step such that ker ∆˜
(r) =
Hp, qr . (Note that ∆˜
(r) pr = 0, by construction.) We let H
p, q
r+1 denote the kernel of ∆˜
(ω)
(r+1) and we get
Ep, qr+1(X) ≃ H
p, q
r+1 = ker ∆˜
(ω)
(r+1) = ker d
(ω)
r ∩ker(d
(ω)
r )
⋆ = ker ∆˜(r+1) ⊂ Hp, qr ⊂ · · · ⊂ H
p, q
1 ⊂ C
∞
p, q(X, C).
One consequence of the above construction is a 3-space orthogonal decomposition of each space
C∞p, q(X, C) for every fixed r ∈ N
⋆ that parallels the standard decomposition C∞p, q(X, C) = ker∆
′′ ⊕
Im ∂¯ ⊕ Im ∂¯⋆ for r = 1.
Corollary 4.6. Let (X, ω) be a compact n-dimensional Hermitian manifold. For every r ∈ N⋆, put
Dr−1 := ((∆˜
(1))−1∂¯⋆∂) . . . ((∆˜(r−1))−1∂¯⋆∂) and D0 = Id.
(i) For all r ∈ N⋆ and all (p, q), the kernel of ∆˜(r+1) : C∞p, q(X, C) −→ C
∞
p, q(X, C) is given by
ker ∆˜(r+1) =
(
ker(pr∂Dr−1) ∩ ker(∂Dr−1pr)
⋆
)
∩
(
ker(pr−1∂Dr−2) ∩ ker(∂Dr−2pr−1)
⋆
)
...
∩
(
ker(p1∂) ∩ ker(∂p1)
⋆
)
∩
(
ker ∂¯ ∩ ker ∂¯⋆
)
.
(ii) For all r ∈ N⋆ and all (p, q), the following orthogonal 3-space decomposition (in which the
sums inside the big parantheses need not be orthogonal or even direct) holds:
C∞p, q(X, C) = ker ∆˜
(r+1) ⊕
(
Im ∂¯ + Im (∂p1) + Im (∂D1p2) + · · ·+ Im (∂Dr−1pr)
)
⊕
(
Im ∂¯⋆ + Im (p1∂)
⋆ + Im (p2∂D1)
⋆ + · · ·+ Im (pr∂Dr−1)
⋆
)
, (43)
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where ker ∆˜(r+1)⊕(Im ∂¯+Im (∂p1)+Im (∂D1p2)+· · ·+Im (∂Dr−1pr)) = ker ∂¯∩ker(p1∂)∩ker(p2∂D1)∩
· · · ∩ ker(pr∂Dr−1) and ker ∆˜
(r+1) ⊕ (Im ∂¯⋆ + Im (p1∂)
⋆ + Im (p2∂D1)
⋆ + · · · + Im (pr∂Dr−1)
⋆) =
ker ∂¯⋆ ∩ ker(∂p1)
⋆ ∩ ker(∂D1p2)
⋆ ∩ · · · ∩ ker(∂Dr−1pr)
⋆.
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