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Abstrak 
Teknologi informasi dari waktu ke waktu berkembang sangat cepat. Hal ini berbanding lurus 
dengan kompleksitas jaringan. Jaringan yang semakin kompleks mengakibatkan rumitnya 
manajemen monitoring. Ketiadaan perhatian terhadap kondisi performa perangkat menjadi 
kendala bagi seorang administrator dalam penilaian terhadap kondisi perangkat. Diskominfo Kab. 
Bogor dalam hal ini menjadi gateway pengguna internet pada lingkup Organisasi Perangkat 
Daerah (OPD) Kab. Bogor, sehingga alokasi bandwidth yang akan dialirkan harus terdistribusi 
dengan efektif. Tanpa adanya manajemen bandwidth, host dapat menggunakan bandwidth secara 
maksimal sehingga menyebabkan alokasi bandwidth host lain tidak dapat digunakan. Pelaksanaan 
pemantauan dilakukan dengan login web pada Network Monitoring System zabbix, SMS dan Email 
sebagai sarana notifikasi pesan jika terjadi gangguan pada host yang di monitoring. Sistem 
pemantauan service zabbix yaitu CPU, Memory, Hard disk, PING, dan Traffic Bandwidth dalam 
bentuk satuan persentase, status dan bit. Hasil konfigurasi terhadap NMS Zabbix serta 
optimalisasi manajemen bandwidth jaringan dengan algoritma HTB berjalan baik dengan 
keberhasilan zabbix dalam pengiriman pesan notifikasi melalui SMS dan Email kepada 
administrator dan Optimalisasi Bandwitdh dengan algoritma HTB. 
Kata kunci: Zabbix, Notifikasi, Monitoring, Manajemen Bandwidth, HTB. 
Abstract 
Information technology from time to time develops very quickly. It is straight with the complexity 
of the network. The effect of increasing complex network is monitoring management in a network 
that complicated. The lack of attention to the performance conditions of the device becomes an 
obstacle for an administrator in the assessment of the condition of the device. Diskominfo becomes 
gateway user of internet in scope of Organisasi Perangkat Daerah (OPD) of Kab. Bogor, so the 
allocated bandwidth should be effectively distributed. Without bandwidth management, the host 
can use maximum bandwidth, causing other host bandwidth allocations to be unusable. The 
implementation of monitoring can be done by login web in Network Monitoring System zabbix, 
SMS and E-mail that used as notification if there are host disruption. Monitoring systems of zabbix 
service are CPU, memory, hard disk, PING and Traffic Bandwidth in the unit of percentage, status 
and bit. As the result of NMS Zabbix configuration and optimize the management of bandwidth 
network with HTB algorithm run well, it can be seen by the successful of zabbix transmission 
through SMS and E-mail notification to the administrator and Optimize Bandwidth with HTB 
algorithm. 
Keywords: Zabbix, Notification, Monitoring, Bandwidth Management, HTB. 
PENDAHULUAN 
Saat ini, sudah banyak instansi pemerintah yang telah memanfaatkan perkembangan teknologi khususnya 
jaringan komputer dengan menggunakan teknologi internet dan intranet. Jaringan yang semakin kompleks 
mengakibatkan rumitnya manajemen monitoring dalam suatu jaringan. Penggunaan the Dude sebagai sistem 
monitoring jaringan, merupakan sistem yang selama ini diimplementasikan di Dinas Komunikasi dan 
Informatika (Diskominfo). Ketiadaan perhatian terhadap kondisi performa perangkat menjadi kendala bagi 
seorang administrator dalam penilaian terhadap kondisi perangkat. Manajemen bandwidth yang diterapkan pada 
jaringan di Diskominfo yaitu menggunakan perangkat router Mikrotik, dengan menggunakan metode sistem 
simple queue. Metode tersebut memiliki kelemahan dalam implementasi manajemen bandwidth, terutama pada 
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pembagian alokasi bandwidth jika salah satu host dapat menggunakan bandwidth secara maksimal sehingga 
menyebabkan pada alokasi bandwidth host lain tidak bisa digunakan.  
Diskominfo Kab. Bogor dalam hal ini menjadi gateway pengguna internet pada lingkup Organisasi Perangkat 
Daerah (OPD) Kab. Bogor, sehingga bandwidth yang akan dialirkan harus terdistribusi dengan efektif. Zabbix 
adalah sebuat tools open source pemantuan jaringan dengan kemampuan untuk merekam statistik jaringan 
dengan konsep Simple Network Management Protocol (SNMP) dengan dukungan SMS dan Email, sebagai 
peringatan apabila terjadi gangguan pada jaringan. Tujuan Penelitian ini yaitu memperoleh a) Membangun 
sebuah sistem NMS dengan Zabbix, dengan notifikasi berbasis SMS Gateway dan Email. b) Membangun model 
optimalisasi manajemen bandwidth jaringan komputer dengan metode algoritma HTB (Hierarchical Token 
Bucket). Metodologi yang digunakan dalam penelitian ini yaitu PPDIOO (Prepare, Plan, Design, Implement, 
Operate, Optimize), untuk tahapan konfigurasi dilakukan dengan menghubungkan Server NMS zabbix dengan 
router Mikrotik yang terhubung ke infrastruktur jaringan Diskominfo dengan IP Publik, pelaksanaan 
pemantauan dilakukan dengan login web pada sistem zabbix, SMS dan Email sebagai sarana notifikasi pesan jika 
terjadi gangguan pada host yang di monitoring. Sistem pemantauan service zabbix berupa, CPU, Memory, Hard 
disk, PING, dan Traffic Bandwidth dalam bentuk satuan persentase, status dan bit. Hasil sistem berupa tampilan 
pemantauan terhadap perangkat router dengan dua status kepemilikan, yaitu: a) status OK, pembuktian bahwa 
kondisi service pada host beroperasi dengan baik, b) status PROBLEM sebagai bentuk peringatan kondisi 
service pada host jika merlewati batasan yang diberikan, dimana perubahan status tersebut akan diinformasikan 
melalui SMS Gateway dan Email kepada administrator. 
(Alfanaini dan Kurniawan ,2016) melalui penelitian tersebut, Dengan menggunakan zabbix dapat mengetahui 
kondisi resource hardware secara real time, mulai dari kinerja, lalu lintas data, dan media penyimpanan yang 
tersedia dari perangkat Jurusan Teknik Informatika yang sedang dipantau. Penelitian ini menggunakan 
peringatan berbasis email tetapi tidak mendukung notifikasi berbasis SMS gateway dan proses perhitungan besar 
traffic. 
(Arifin, 2012) dalam penelitian nya, bahwa Hierarchical Token Bucket (HTB) merupakan teknik QoS yang 
mampu memaksimalkan bandwidth yang tidak terpakai, sehingga kualitas pelayanan menjadi lebih meningkat 
dan Terjadi pemerataan bandwidth sesuai prioritasnya saat kondisi traffic seluruh paket penuh. 
NMS merupakan tool untuk pemantauan terhadap elemen-elemen pada jaringan komputer. Fungsi dari NMS 
sebagai pemantau terhadap kualitas Service Level Agreement (SLA) dari bandwidth yang digunakan. Hasil 
pantauan tersebut dijadikan bahan dalam pengambilan keputusan oleh pihak manajemen, disisi lain digunakan 
oleh administrator jaringan untuk analisis, apakah terdapat kejanggalan dalam operasional jaringan. Pemantauan 
(monitoring) pada komponen atau elemen-elemen jaringan dan pengumpulan informasi yang sangat banyak dari 
aktivitas jaringan, pantauan, dan analisis secara tepat dan cepat diperlukan sebuah solusi dalam penampilan 
informasi-informasi tersebut (dimana di dalamnya termasuk peta jaringan, perlaporan, sistem peringatan, 
informasi histori, pengelompokan masalah, dan informasi yang berguna lainnya) dalam sebuah dashboard NMS 
di NOC. Selain mempermudah troubleshooting, sistem ini akan membantu dalam mengumpulkan data histori 
jaringan untuk melihat kecendrungan yang timbul pada penggunaan sumber daya dan kapasitas jaringan 
sehingga dapat didesain dan direncanakan sebuah jaringan yang akurat dan efektif (Cahyadi dkk., 2010). 
SNMP (Simple Network Management Protocol) adalah standar protokol Internet untuk mengelola perangkat 
pada jaringan IP. Perangkat yang biasanya mendukung SNMP termasuk router, switch, Server, workstation, 
printer, modem, dan lainnya. Ini umumnya digunakan dalam sistem manajemen jaringan untuk memonitor dan 
mengatur jaringan komputer secara sistematis dari jarak jauh atau dalam satu pusat kontrol (Mauro dan Schmidt, 
2001) 
Zabbix merupakan suatu aplikasi berbasis open source software yang berfungsi untuk melakukan monitoring 
jaringan. Zabbix dapat langsung memeriksa kondisi jaringan dan beberapa layanan yang berada dalam perangkat 
jaringan. Pemeriksaan jaringan dilakukan secara langsung terhadap service host diantaranya Disk Usage, 
Memory Usage, CPU Usage, Ping dan Traffic bandwidth dengan protokol SNMP. Zabbix juga mendukung 
notifikasi sistem kepada administrator dengan bantuan SMS Gateway dan Email. Zabbix menggunakan MySQL 
untuk menyimpan data sebagai database. Backend ditulis dalam bahasa C dan frontend web ditulis menggunakan 
PHP. (http://zabbix.com) 
HTB (Hierachical Token Bucket) adalah suatu disiplin antrian yang berguna untuk penanganan yang berbeda 
untuk berbagai jenis aliran data. Secara umum kita dapat mengatur hanya satu antrian untuk satu interface, 
Kemudian kita dapat mengatur AR (Assured Rate), CR (Ceil Rate) dan Priority untuk workgroup dan kemudian 
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mendistribusikan jumlah aliran data antara anggota workgroup tersebut (Devera, 2002). HTB memungkinkan 
kita membuat bandwidth lebih terstruktur dengan melakukan pengelompokan-pengelompokan bertingkat. 
Penerapan link sharing mempunyai beberapa tujuan yaitu setiap kelas akan mendapat bandwidth yang 
dialokasikan, dalam beberapa interval waktu tertentu, saat waktu congestion. Tujuan kedua ketika beberapa kelas 
tidak menggunakan alokasi bandwidth, distribusi dari kelebihan bandwidth antar kelas lain tidak boleh berubah 
tetapi mengikuti aturan tertentu seperti pada Gambar 1. 
 
Gambar 1. Konsep hierarki Link Sharing 
1. Setiap interior class atau leaf class harus menerima link-sharing sesuai alokasi yang diberikan dalam interval 
waktu tertentu, sehingga terpenuhi kebutuhannya. 
2. Jika semua leaf class dan interior class yang memiliki permintaan telah menerima sedikitnya link-sharing 
bandwidth yang dialokasikan, distribusi dari kelebihan bandwidth tidak berubah-rubah tetapi harus mengikuti 
aturan yang telah di tentukan (Chereddi, 2006). 
Manfaat penelitian yang diharapkan penulis diantaranya adalah dengan adanya aplikasi NMS ini, kondisi 
jaringan internet di lingkup OPD dapat dipantau dengan mudah dengan adanya sistem notifikasi berbasis SMS 
Gateway dan Email diharapkan dapat segera mendeteksi kondisi gangguan agar dapat ditanggulangi serta 
meminimalisir risiko link down yang berakibat fatal bagi pengguna, Selain itu penulis juga mengaharapkan 
dengan adanya sistem NMS ini penggunaan bandwidth dapat dioptimalkan penggunaannya dengan algoritma 
HTB yaitu mengklasifikasikan antara penggunaan koneksi yang sifatnya prioritas dan koneksi yang tidak 
diprioritaskan agar transaksi informasi dapat secara berkelanjutan. 
METODE 
Dalam penenelitian ini, metode yang digunakan adalah Cisco Network Life Cycle yang merupakan metode 
yang dirancang untuk mendukung perkembangan jaringan komputer berupa 6 fase. Fase-fase ini juga yang 
mendefinisikan bagaimana mengoptimalkan kinerja diseluruh siklus hidup suatu jaringan, yaitu Prepare, Plan, 
Design, Implement, Operate, dan Optimize (PPDIOO). Seperti pada gambar 2. 
Interior class 
Leaf class 
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Gambar 2. Cisco PPDIOO Network Life Cycle 
Waktu dan Tempat Penelitian 
Penelitian dilaksanakan selama 1 bulan mulai bulan Maret 2017 hingga April 2017, dibantu oleh informan 
Administrator Diskominfo dari Bidang Aplikasi dan Data Center dan bertempat di Data Center Dinas 
Domunikasi dan Informatika (Diskominfo) Kabupaten Bogor. 
Prepare 
Dalam tahap prepare, dilakukan proses penelitian untuk memahami kebutuhan instansi, mengidentifikasi 
kebutuhan dan keinginan pengguna baik dalam segi bisnis dan teknis. 
Plan 
Analisis dilakukan sesuai dengan kebutuhan yang dijadikan sebagai parameter sebelum perancangan sebuah 
sistem jaringan. Dalam tahap ini ditentukan jadwal proses pelaksanaan untuk penggambaran tahapan 
perancangan sistem pemantauan yang meliputi penentuan Software dan Hardware yang digunakan dan 
perancangan sistem. 
Rancangan Penelitian 
Rancangan penelitian dalam membangun NMS Zabbix dalam analisis dan model optimalisasi jaringan 
komputer Diskominfo pada penelitian ini digambarkan pada diagram alur penelitian pada Gambar 3. 
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Gambar 3. Diagram Alir Rancangan Penelitian 
 
Alat dan Bahan Penelitian 
Pada proses penelitian ini menggunakan rincian komponen atau elemen sistem yang dibutuhkan. Adapun 
perangkat yang digunakan dalam penelitian dapat digolongkan dua jenis yaitu perangkat lunak (software) dan 
perangkat keras (hardware) yaitu: 
a. Spesifikas perangkat lunak (Software) 
Perangkat lunak (software) yang digunakan penulis dalam penelitian ini adalah: 
Tabel 1. Spesifikasi Perangkat Lunak (Software) 
Software Keterangan 
Sistem Operasi Linux Ubuntu 16.04 
Software NMS Zabbix 3.2 
Software SMS Gateway SMSTools3 
 LAMP 
Sistem Operasi router Mikrotik RouterOS Versi 6 
 
b. Spesifikasi perangkat keras (Hardware) 
Perangkat keras (hardware) yang digunakan penulis dalam penelitian ini adalah: 
Tabel 2. Spesifikasi Perangkat Keras (Hardware) 
Hardware Keterangan 
VPS Server NMS Zabbix Intel Xeon 
 Hard disk 50 Gb 
 RAM 2 Gb 
SMS Gateway Wavecom Fastrack M1306B 
Router Mikrotik Manajemen Bandwidth IBM Server x86 
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Parameter yang akan akan di gunakan NMS zabbix dalam monitoring service perangkat jaringan diantaranya: 
1. CPU Usage: Untuk memonitoring besar penggunaan CPU di perangkat jaringan dalam persen (%) dan akan 
mengirimkan notifikasi SMS dan Email kepada Administrator apabila melebihi 80% dari kapsitas CPU yang 
ada. 
2. Memory Usage: Untuk memonitoring memori total dan seberapa banyak memory yang digunakan pada 
perangkat dalam satuan Byte (B) dan akan mengirimkan notifikasi SMS dan Email kepada Administrator 
apabila melebihi 80% dari kapasitas memory yang ada. 
3. Hard disk Usage: Untuk memonitoring hard disk total dan seberapa banyak kapasitas hard disk yang 
digunakan pada perangkat dalam satuan Byte (B) dan akan mengirimkan notifikasi SMS dan Email kepada 
Administrator apabila melebihi 80% dari kapasitas disk yang ada. 
4. PING: Untuk melihat seberapa respon server NMS terhadap host dalam satuan miliseconds (ms) dalam satuan 
periode waktu. 
5. Traffic: Untuk memonitoring bandwidth dalam satuan bit (b) terhadap host dan akan mengirimkan notifikasi 
SMS dan Email kepada Administrator apabila melebihi 30 Mbps. 
 
Permodelan Algoritma HTB  
Menurut Chereddi (2006) membuat sebuah Link Sharing yaitu dengan memiliki interior class dan leaf class 
yaitu trafik skala prioritas dengan perbedaan setiap kelas. Berdasarkan acuan model yang dibuat oleh Chereddi. 
Tahapan-tahapan yang dilakukan dalam perancangan model penelitian ini adalah merancang model HTB yaitu 
dengan membagi total bandwidth yang dimiliki Diskominfo sebesar 575 Mbps kepada OPD dengan empat kelas 
model yang dibagi masing-masing per kelas sesuai dengan group Prioritas, yang terdiri dari Parent/interior class 
yaitu ALL dan Child/leaf class yaitu dari Group 1, Group 2, Group 3 dan Group Server. Penentuan (Ceil Rate) 
batas maksimum, (Assured Rate) batas minimum dan (Priority) prioritas bandwidth pada empat kelas model 
optimalisasi HTB. Skema model Alroritma HTB dengan melakukan pembagian beberapa kelas dengan total 
bandwidth sebesar 575 Mbps yang dimiliki oleh Diskominfo untuk distribusi OPD dengan masing-masing per 
kelas seperti pada gambar 4. 
 
Gambar 4. Skema Model Algoritma HTB 
1. Group Server adalah kelas yang diasumsikan sebagai kelas prioritas 1 yaitu dengan alokasi bandwidth 100 
Mbps dengan alokasi limit Server 75 Mb yang digunakan oleh beragam server yang ada di Diskominfo 
seperti pada Tabel 3. 
Tabel 3. Rincian Server di Diskominfo 
No Server 
1 Web Server 
2 Email Server 
3 Storage Server 
4 CCTV/DVR Server 
5 DNS Server 
6 Aplikasi Server 
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2. Group 1 adalah kelas yang diasumsikan sebagai kelas prioritas 2 yaitu dengan alokasi bandwidth 300 Mbps 
dengan limit adalah 275 Mbps. Adapun rincian group 1 seperti pada Tabel 4. 
Tabel 4. Rincian OPD pada Group 1 
No Organisasi Perangkat Daerah No Organisasi Perangkat Daerah 
1 Dinas Komunikasi dan Informatika 8 Sekretariat Daerah 
2 Badan Pendapatan Daerah 9 Badan Perencanaan Pembangunan, 
Penelitian dan Pengembangan 
Daerah 
3 Dinas Pemuda dan Olahraga 10 Kantor Bupati 
4 Badan Pengelolaan Keuangan dan 
Aset Daerah 
11 Pendopo Bupati 
5 Badan Kepegawaian, Pendidikan 
dan Pelatihan 
12 Dinas Penduduk dan Catatan Sipil 
6 Badan Penanaman Modal dan 
Pelayanan Terpadu Satu Pintu 
13 Kantor Layanan Pengadaan Barang / 
Jasa 
7 Sekretariat DPRD 14 Dinas Pendidikan 
 
3. Group 2 adalah kelas yang diasumsikan sebagai kelas prioritas 3 yaitu dengan alokasi bandwidth 175 Mbps 
dengan limit adalah 150 Mbps. Adapun rincian group 2 seperti pada Tabel 5. 
 
 
Tabel 5. Rincian OPD pada Group 2 
No Organisasi Perangkat Daerah No Organisasi Perangkat Daerah 
1 Badan Penanggulangan Bencana 
Daerah 
7 Dinas Pekerjaan Umum dan 
Penataan Ruang 
2 Sekretariat Korpri 8 Dinas Tenaga Kerja dan 
Transmigrasi 
3 Inspektorat 9 Dinas Perikanan dan Peternakan 
4 RSUD Cibinong 10 Dinas Ketahanan Pangan 
5 Dinas Perhubungan 11 Dinas Kebudayaan dan Pariwisata 
6 Dinas Lingkungan Hidup 12 Dinas Perumahan, Kawasan 
Permukiman dan Pertanahan 
 
4. Group 3 adalah kelas yang diasumsikan sebagai kelas prioritas 3 yaitu dengan alokasi bandwidth 100 Mbps 
dengan limit adalah 75 Mbps. Adapun rincian group 1 seperti pada Tabel 6. 
Tabel 6. Rincian OPD pada Group 3 
No Organisasi Perangkat Daerah No Organisasi Perangkat Daerah 
1 Kantor Kesatuan Bangsa dan Politik 7 Badan Pemberdayaan Perempuan, 
Perlindungan Anak, Pengendalian 
Penduduk dan Keluarga Berencana 
2 Dinas Arsip  8 Dinas Pemberdayaan Masyarakat 
Pemerintah Desa 
3 Dinas Perdagangan dan 
Perindustrian 
9 Dinas Perpustakaan Daerah 
4 Dinas Sosial 10 Dinas Usaha Kecil Menengah 
5 Satuan Polisi Pamong Praja 11 Sekretariat Korpri 
Design 
Dalam mengembangkan tahapan design, rancangan topologi yang diimplementasikan pada sistem jaringan 
dengan NMS Zabbix berbasis SMS Gateway dan Email sebagai pengirim pesan notifikasi apabila jaringan 
mengalami gangguan dan Metode Algoritma HTB yang digunakan pada Router Mikrotik Backbone Diskominfo. 
Server NMS Zabbix akan di letakan di lokasi Data Center Diskominfo Kab. Bogor dan memonitoring service 
CPU Load, Memory Usage, hard disk Usage, Ping dan Traffic bandwidth pada perangkat router Mikrotik 
RB450G yang ada di tiap-tiap OPD, apabila terjadi ganguan di jaringan tersebut, NMS Zabbix akan 
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mengirimkan notifikasi berbasis SMS dan Email kepada administrator. Router Backbone Diskominfo akan 
digunakan dalam Optimalisasi bandwidth dengan Merode Algoritma HTB. Server NMS Zabbix akan di letakan 
di lokasi Data Center Diskominfo Kab. Bogor dan memonitoring service CPU Load, Memory Usage, hard disk 
Usage, Ping dan Traffic bandwidth pada perangkat router Mikrotik RB450G yang ada di tiap-tiap OPD, apabila 
terjadi ganguan di jaringan tersebut, NMS Zabbix akan mengirimkan notifikasi berbasis SMS dan Email kepada 
administrator. Router Backbone Diskominfo akan digunakan dalam Optimalisasi bandwidth dengan Merode 
Algoritma HTB, seperti pada gambar 5. 
 
 
Gambar 5. Design yang akan di implementasikan 
Implement 
Merupakan proses penerapan semua hal yang telah direncanakan sesuai tahap prepare dan plan yang telah 
dilakukan sebelumnya dengan proses instalasi dan konfigurasi NMS Zabbix terhadap Alat dan Bahan sesuai 
dengan perancangan yang telah dibuat.  
Operate  
Pelaksanaan monitoring jaringan melalui pemantauan sehari-hari, termasuk pemeliharaan ketersediaan 
jaringan. Deteksi kesalahan, perbaikan, dan pemantauan kinerja berupa pemberian data untuk tahap optimasi 
jaringan. Tahapan pemantauan kinerja service perangkat jaringan meliputi CPU, Memory, Hard disk, Ping dan 
Traffic Bandwidth dengan notifikasi berbasis SMS Gateway dan Email sebagai media informasi kepada 
Administrator.  
Optimize 
Pada tahap ini manajemen bandwidth menggunakan metode algoritma HTB dengan tujuan mengoptimalkan 
alokasi bandwidth dengan kapasitas yang tersedia. Pada tahap ini juga dapat dilakukan modifikasi sistem yang 
telah dibuat jika terjadi ketidaksesuaian terhadap kebutuhan. 
HASIL DAN PEMBAHASAN 
Konfigurasi NMS Zabbix dan Notifikasi Berbasis SMS Gateway dan Email  
Dalam implementasi terhadap konfigurasi hardware dilakukan pada sistem operasi Linux Ubuntu 16.04 LTS 
dengan proses konfigurasi IP Address Publik dengan alokasi 103.51.103.243 diakses dengan menggunakan 
aplikasi web browser, seperti ditunjukkan pada Gambar 6. 
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Gambar 6. Login NMS Zabbix 
 
Pemantauan dengan NMS Zabbix dilakukan protokol SNMP pada host untuk pemantauan perangkat dengan 
penampilan ketersediaan service pada Memory, CPU Load, Hard disk, Ping, dan Traffic Bandwidth. Memory 
merupakan keterangan resource penyimpanan sementara dalam pengolahan data pada host, CPU load 
merupakan keterangan recource beban CPU yang diterima oleh host, hard disk merupakan keterangan tempat 
penyimpanan pada host, ping merupakan keterangan konektivitas jaringan pada host, sedangkan Traffic 
bandwidth merupakan keterangan banyaknya packet data yang menuju dan keluar dari host. Salah satu contoh 
konfigurasi host, seperti yang ditunjukan pada Gambar 7. 
  
 
Gambar 7. Salah satu contoh konfigurasi host 
 
Implementasi SMS Gateway dengan instalasi dan konfigurasi package SMStools3 dan Wavecom Fastrack 
M1306B sebagai media transmisi yang dihubungkan pada server NMS Zabbix sebagai notifikasi berbasis SMS 
dalam pemantauan jaringan. Konfigurasi SMSd.conf, seperti ditunjukkan pada Gambar 8. 
 
 
Gambar 8. Konfigurasi SMSd.conf 
 
Implementasi Email dengan konfigurasi pada Server NMS Zabbix sebagai notifikasi berbasis Email dalam 
pemantauan jaringan. Konfigurasi media type Email, seperti ditunjukan pada Gambar 9. 
 
Gambar 9. Konfigurasi Email 
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Pengukuran Kinerja dan Pemantauan Router Mikrotik 
Hasil proses pengukuran sistem dilakukan dengan cara mengukur performa service pada host Router 
Mikrotik yang meliputi pemantauan kegunaan service memory, hard disk, CPU, ping, dan traffic Bandwidth 
pada pengukuran kinerja perangkat router. Setelah dilakukan pengukuran terhadap service host, selanjutnya 
dalam status perubahan yang dimiliki oleh monitoring NMS Zabbix terdapat dua status kepemilikan, yaitu OK 
sebagai bentuk informasi kondisi service pada host beroperasi dengan baik pada perangkat, WARNING sebagai 
bentuk informasi peringatan kondisi service pada host jika terlewati batasan yang diberikan. Perubahan status 
pada sistem monitoring Zabbix dapat diamati, apakah berhasil mengirimkan pesan notifikasi status server 
melalui SMS dan Email kepada administrator. Tampilan deteksi WARNING service PING, seperti ditunjukkan 
pada Gambar 10. 
 
 
Gambar 10. Deteksi Warning service PING 
Berdasarkan Gambar 10, bahwa hasil pemantauan ping service pada host yang diukur, terdapat deteksi oleh 
sistem Zabbix pada service perangkat dengan keterangan status warning. 
Pengukuran selanjutnya berupa kondisi resource perangkat router terhadap service CPU dengan melakukan 
bandwidth test dengan aplikasi btest pada tujuan address host. Tampilan deteksi warning service CPU load, 
seperti ditunjukkan pada Gambar 11. 
 
 
Gambar 11. Tampilan deteksi Warning service CPU load 
Berdasarkan Gambar 11 ditunjukan, bahwa hasil monitoring service CPU load pada host yang diukur 
terdeteksi oleh sistem Zabbix terjadi masalah pada service perangkat dengan keterangan status Warning 
mencapai angka 100%.  
Pengukuran kondisi resource terhadap service hard disk dengan cara import file dengan aplikasi winbox pada 
router.   
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Gambar 12. Tampilan deteksi warning service Hard disk 
Berdasarkan Gambar 12, bahwa hasil monitoring service Hard disk pada host yang diukur terdeteksi oleh 
NMS Zabbix terjadi masalah pada service perangkat dengan keterangan status WARNING dengan nilai 415 Mb 
dari batas ambang batas sebesar 400 Mb. 
Pemantauan memory yang dilakukan oleh NMS Zabbix, seperti ditunjukkan pada Gambar 13. 
 
Gambar 13. Pemantauan Service Memory 
Berdasarkan Gambar 13, bahwa hasil monitoring memory used sebesar 10.99 MB masih dibawah batasan 
sebesar 200 Mb. Pengukuran selanjutnya berupa kondisi resource perangkat router terhadap Traffic Bandwidth 
dengan melakukan pemantauan terhadap host. Tampilan deteksi warning service traffic bandwidth, seperti 
ditunjukkan pada Gambar 14. 
 
 
Gambar 14. Tampilan deteksi Warning service Traffic Bandwidth 
Berdasarkan Gambar 14, bahwa hasil monitoring service Traffic Bandwidth pada host yang dipantau oleh 
NMS Zabbix terjadi melebihi pemakaian pada service traffic bandwidth dengan keterangan status WARNING 
dengan nilai Bandwidth Max Download sebesar 79.85 Mb dari batasan yang diberikan sebesar 30 Mb.  
Pengiriman Notifikasi pesan status service melalui SMS dan Email 
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Isi pesan notifikasi menunjukan hasil monitoring Zabbix yang mendeteksi terjadi masalah service pada host 
setelah mengalami perubahan kedua status yang diinformasikan kepada administrator. Tampilan pesan notifikasi 
SMS dan Email, seperti ditunjukkan pada Gambar 15 dan Gambar 16. 
 
Gambar 15. Tampilan pesan notifikasi SMS 
 
Gambar 16. Tampilan pesan notifikasi Email 
Berdasarkan Gambar 15 dan Gambar 16 ditunjukkan, bahwa isi pesan notifikasi yang terdiri atas keterangan 
service,status dan hostname. 
Pengukuran pemantauan service 
Hasil pengukuran pemantauan host dilakukan per hari selama 5 dengan cara penghitungan nilai rata–rata 
kinerja perangkat pada service yang dimonitoring. Untuk pencarian nilai rata–rata dihitung dengan persamaan: 




Data pemantauan pada sample router mikrotik OPD, seperti ditunjukkan pada Tabel 7. 












1 5,78 44,33 13,21 0,46 27,17 
2 6.38 44,35 11,66 0,45 32,26 
3 8,67 44,35 12,43 0,46 27,04 
4 7,94 44,35 12,72 0,51 25,06 
5 9,24 44,35 12,43 0,57 25,42 
Jumlah 38,01 221,73 62,45 2.45 136,95 
Rata-rata 7,602 44,346 12,49 0,49 27,39 
Berdasarkan hasil perhitungan nilai rata-rata, maka untuk pencarian nilai persentase dapat dihitung dengan 
persamaan: 




 x100%                                                                                                  (1) 
Hasil perhitungan persentase dari data pada Tabel 7 yaitu host router mikrotik RB450G dengan kapasitas 
hard disk 508 MB, memory 251,08 MB dan Warning 30 Mb untuk service Traffic bandwidth yaitu diperoleh 
data hard disk used dengan nilai 8,7%, data memory used dengan nilai 4,9%, data CPU load 7,602% dengan 
rata–rata konektifitas 0,49 ms dan data Traffic Bandwidth 91%. Sesuai dengan hasil yang sudah dihitung 
perangkat router dalam kondisi performa baik yaitu parameter Hard disk, Memory, CPU tidak lebih dari batasan 
yang sudah ditentukan yaitu warning sebesar 80%, sedangkan Traffic bandwidth pada waktu pengukuran dan 
pengujian sesuai jam kerja OPD Kab. Bogor mulai pukul 07.00-15.30 melebihi dari batas warning sebesar 80%, 
sehingga perlu dilakukan optimalisasi manajemen bandwidth.  
Pemantauan kinerja perangkat pada router ditampilkan dalam tabel. Data pemantauan pada router mikrotik 
Backbone Diskominfo, seperti ditunjukkan pada Tabel 8. 












1 7,87 177,42 255,73 0,2 356,32 
2 7,6 177,42 263,54 0,17 352,4 
3 8,61 177,43 262,57 0,18 381,23 
4 8,43 177,43 211,48 0,2 363,41 
5 7,31 177,43 198,6 0,22 364,31 
Jumlah 39,82 887,13 1.191,92 0.97 1817,67 
Rata-rata 7,964 177,426 238,384 0.194 363,534 
 
Hasil perhitungan persentase dari data pada Tabel 8 yaitu host router Backbone Mikrotik Diskominfo dengan 
kapasitas Hard disk 3,55 GB, memory 1,82 GB dan total kapasitas Bandwidth 575 Mbps yaitu diperoleh data 
hard disk used dengan nilai 4,9%, data memory used dengan nilai 13,09%, data CPU load 7,9% dengan rata–rata 
konektifitas 0.194 ms dan data Traffic Bandwidth 63,192%. Sesuai dengan hasil yang sudah dihitung perangkat 
router dalam kondisi performa baik, tidak lebih dari batasan yang sudah ditentukan yaitu warning sebesar 80 %.  
Optimalisasi Manajemen Bandwidth Metode Algoritma dengan HTB 
Berdasarkan pengujian Tabel 7, bahwa Rata-rata Traffic bandwidth OPD selama 5 hari dengan nilai 27,39 
Mbps atau 91% dari total warning sebesar 30 Mbps, sehingga dilakukan Optimalisasi sistem manajemen 
bandwidth yang diterapkan pada Diskominfo menggunakan Queue Tree dengan alat yang digunakan pada 
perangkat jaringan adalah Router Mikrotik Backbone Diskominfo. 
 
Gambar 17. pembagian mangle rules per kelas model 
Berdasarkan Gambar 17 dalam perancangan optimalisasi kelas model manajemen bandwidth terdapat 
beberapa aturan yaitu mangle rules yang berfungsi sebagai suatu penanda/mark sebuah paket. Mangle 
difungsikan sebagai aturan untuk membuat hirarki HTB pada empat kelas model yang dibangun dalam penelitian 
ini, yaitu Group-1, Group-2, Group-3 dan Server.  
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Gambar 18. Queue Tree Manajemen Bandwidth 
Pada Gambar 18 terlihat bahwa empat kelas model Group OPD dan Group Server yang dibuat berdasarkan 
skala prioritas yang digunakan sesuai bandwidth yang dialokasikan. Pada model kelas Parent yaitu ALL. Queue 
tree merupakan sistem antrian dengan pohon antrian pada masing-masing kelas model yang dibagi menjadi sub-
parent atau child yaitu Group Server, Group-1, Gorup-2, Group-3 pada parent tersebut, dengan parameter 
Assured rate (Limit At), Ceil rate (Max Limit), dan Parent (Priority). Pemakaian alokasi bandwidth OPD sudah 
terbagi menjadi lebih optimal, Jumlah kapasitas bandwidth yang tersedia dapat memenuhi semua kebutuhan 




Dari hasil pengujian yang telah dilakukan terhadap NMS zabbix pada Diskominfo Kab. Bogor, maka dapat 
disimpulkan a) Hasil konfigurasi terhadap hardware dan software dengan NMS Zabbix berjalan baik dengan 
keberhasilan mengawasi service dengan mendeteksi status perubahan pada setiap host dengan 2 kepemilikan 
status Ok dan Warning. Setelah mengalami perubahan kedua status, SMS Gateway dan Email berhasil 
mengiriman pesan notifikasi kepada administrator. Berdasarkan hasil evaluasi yang dilakukan setelah aplikasi 
monitoring ini diimplementasikan selama beberapa hari, dapat disimpulkan bahwa aplikasi monitoring ini telah 
berjalan baik dalam mengawasi status service pada setiap host dan mempermudah kerja dari network 
administrator. Berdasarkan hasil pengukuran service router OPD terlihat dalam performa baik dengan hasil nilai 
< 80% tetapi untuk traffic bandwidth OPD dengan hasil nilai >80% sehingga solusi yang dilakukan optimalisasi 
manajemen bandwidth dengan algoritma HTB. b) Metode Algoritma HTB berhasil diterapkan dalam 
memodelkan manajemen bandwidth secara spesifik, bertingkat dan terstruktur dengan parameter Assured Rate, 
Ceil Rate dan Priority. Dengan metode tersebut alokasi bandwidth dapat dimanfaatkan dan digunakan 
berdasarkan skala prioritas dan hasil penerapan model kelas optimalisasi manajemen bandwidth di Diskominfo 
Bogor. 
Saran 
1. Penggunaan manajemen bandwidth dengan Hierarchical Token Bucket (HTB) dapat dikombinasikan dengan 
metode Per Connection Queue (PCQ) sehingga anggota dalam group akan membagi bandwidth secara 
merata untuk mencapai Quality of Service yang lebih baik. 
2. Sistem belum mampu untuk mengetahui kondisi sinyal operator dan jumlah pulsa modem secara otomatis.  
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