Abstract-There are many scientific applications ranging from weather prediction to oil and gas exploration that requires high-performance computing. It aids industries and researchers to enrich further their advancements. With the advent of general purpose computing over GPUs, most of the applications above are shifting towards High-Performance Computing (HPC). Agent-based crowd simulation is one of the candidates that requires high-performance computing. This type of application is used to predict crowd movement in highly congested areas. One of the most crucial scenarios in which this application can be used is to mimic the movement of the multi-cultural crowd performing Hajj and Umrah in Masjid Al-Haram, Makkah. Adequate performance for an agent-based crowd system is a common problem in computer science. While the existing event planning software, specifically for Hajj and Umrah, are unable to provide the required performance. The main reason is the increasing amount of autonomous pilgrims every year. In this paper, we propose a high performance agent-based crowd simulation that represents pilgrim movement during these rituals. The performance is achieved by parallelizing an open source steering library called OpenSteer using CUDA over GPU. By using our technique, event organizers will be able to simulate large crowds and will also be able to predict whether the developed event plan is viable or not. We have also discussed the architecture and implementation of this parallel Hajj simulation.
I. INTRODUCTION
In the current scenario of multi-agent systems, agentbased crowd simulations are amongst the most popular scientific applications that are being ported to the Graphic Processing Unit (GPU). NVIDIA promoted the term GPU. It consists of rendering engines capable of processing more than 10 million polygons in a second. These devices were primarily being used for rendering graphics but with the release of the Software Development Kits (SDKs) having both, the ability to customize shaders and floating point support for these graphic units. Using these SDKs, researchers started to perform General-purpose computing on GPU (GPGPU). These releases were then later formalized and were given the term CUDA (Compute Unified Device Architecture) by NVIDIA.
Due to the inherent parallelism of GPU, it was not only restricted to rendering graphics for games, but scientists also started using it to solve problems requiring massive calculations. Among these applications agent-based crowd simulation comes with a higher number of calculations to properly navigate an agent through the environment while avoiding obstacles and other agents. However, the problem arises when the number of agents increases during the visualization of Hajj and Umrah rituals. This increase in the number of pilgrims can also be seen in Figure 1 , presented by Schneider et al. [1] from the year 1996 to 2010. To display this increasing number of pilgrims, a set of calculations is needed to be done for each agent to determine its position for the next display frame. Due to the limited computational power of CPUs, when the number of agents increases the execution time for a single simulation step increases which in turns decreases the frames generated per second.
To solve the above problem, researchers have started using GPUs to overcome this hindrance. Till now it has not been used to simulate a crowd of pilgrims performing different rites in Makkah. In this paper, we will be using an existing single-threaded open-source toolkit known as OpenSteer. The main feature in any application that is being ported over to the GPU is finding portions of code that can be executed freely and without depending on other sections. This toolkit comprises of steering behaviors for autonomous agents that provide the ability to use data for each agent separately. This ability of an application, to distribute its data over multiple cores of a GPU, is known as data parallelism. By using this form of parallelism, we will be able to represent a far greater number of pilgrims as compared to the CPU. The 3-dimensional visualization is achieved by using Open Graphics Library (OpenGL) API.
This type of simulation will be used to predict pilgrim movement in scenarios during Hajj and Umrah. Since the number of visitors has increased, the probability of an accident, which can occur during these events, is remarkably high. It can also be used to predict the viability of a floor plan. It is a very basic representation of human form that will represent the position of pilgrims. Furthermore, record- ing of the path taken by these virtual pilgrims will ease in the analysis of the floor plan designed by authorities. It will also be used for identifying bottlenecks. This movement of pilgrims can also be made live to the authorities. The rest of paper is organized as: Section II provides the background knowledge of the problem area. Section III presents some important previous work done in the field of agent-based crowd simulation and other solutions for the pilgrims performing Hajj and Umrah rituals. The architecture of OpenSteer toolkit is briefly discussed in section IV. Section V provides the proposed solution in detail including the implementation issues. Finally, section VI concludes the paper and discusses some future work related to this research.
II. BACKGROUND

A. Hajj and Umrah Simulation
Hajj and Umrah rituals are a unique crowd phenomenon in the world [2] . They are primarily multi-cultural and characterized by their diverse participants in an enclosed space and time with a common sequence of events and goals. Within this unique setting, elements like performance and visualization of agents representing those pilgrims, which are overlooked by current pedestrian simulation models, are of extreme relevance.
The attention to these elements will lead to a better application that could be useful to characterize future planning of Hajj and Umrah. By using such a high-performance visualization and analysis tool, considering and treating such crucial events will present an improvement in comparison to the currently adopted techniques used by designers, organizers, and crowd managers. The development of parallel algorithms for the existing simulation models focusing on these aspects is thus the starting point for developing a new generation of computer-based systems. It will not only support crowd management at such rituals but also contribute to the scientific communities of pedestrian dynamics studies and HPC.
B. Agent-Based Crowd Simulation
Nowadays agent-based simulation is used to visualize major pedestrian and vehicle simulations where behaviors are of the utmost concern. The most comprehensive explanation was provided by Charles M. Macal et al [3] , in the following statement:
"By modeling agents individually, the full effects of the diversity that exists among agents with respect to their attributes and behaviors can be observed as they give rise to the dynamic behavior of the system as a whole." [3] The main idea in an agent-based simulation, commonly known as agent-based modeling (ABM), is that each agent behaves as a separate entity. These units are not user driven but are essentially autonomous agents. Each of these agents has its goal, methods, and attributes [4] as shown in Figure 2 . Each agent has interactions with the environment as well as with other agents. There are several ways an ABM is used, but it depends mainly on the level of sophistication required by the researchers. The three most commonly discussed features are graphics rendering, behaviors, and performance. The main concerns for simulations that focus on the graphics rendering aspect of ABM are visual effects and representation of agents. Movies and video games mostly concentrate on this aspect. The two latter aspects of ABM, which are behavior and performance, are of vital importance to us. For designing and planning of multiple events and complex evacuation scenarios [5] , we intend to simulate huge crowds while focusing on these aspects. The agents in this simulation will have an environment aware movement, such as obstacle avoidance and efficient path planning, etc.
Since this type of simulation needs to be reliable, therefore, a great emphasis is put on its ability to simulate a large number of autonomous agents commonly known as multiagent crowd simulation. The computational cost of these simulations increases greatly with the number of agents in the system. So it requires a scalable design that can support massive crowd, either by creating a new algorithm or by simply adding more hardware [6] .
In this paper, our main focus will be on the performance of simulation to display a realistic and dynamic crowd. It will deal with a higher number of individual agents which includes efficient memory management for each agent.
C. Graphics Processing Unit & CUDA
GPUs were being used for Gaming Consoles and particularly for rendering graphics due to their parallel architecture. In 2004, Ian et al. [7] started hand tuning GPU for general purpose programming using a programming model of C and data parallel construct. After that, scientists began to adopt GPU for compute-intensive simulation. In 2007, NVIDIA officially announced the extension for C language, called Compute Unified Device Architecture (CUDA) [8] . It provided developers with a toolkit to convert applications that are serially programmed with higher computation, easily to a data-parallel program that ran on CUDA enable GPUs.
To understand the working of GPU we need to know some important terminologies, which are as follows: 1) Host: In CUDA, a CPU is referred to as a Host. The CPU hosts the GPU and provide it with instructions and data. A parallel application executes these instructions over the data available in the GPU.
2) Device: GPU is denoted as the Device in the CUDA's programming model. It receives instructions from the CPU to execute them. These instructions are called Kernel. It also acquires data from the host memory and saves it in the global memory of a GPU.
A CUDA-enabled Device can also be referred to as a coprocessor to the CPU. As seen in Figure 3 , while the GPU executes the CPU provided Kernels, the Host waits for the GPU to complete its distributed computations. After the execution is completed, the results from the GPU are transferred to CPU. The CPU uses these results with the normal serial code and continues until another block of Kernel is reached.
As CUDA evolved, many interesting features were added to it. It is based on C language. As an effort to make it easy for developers as well as researchers to convert existing scientific applications to parallel ones, CUDA provided higher layers of abstraction in terms of programming complexity.
Before NVIDIA released CUDA, people use to code using manual memory allocation and copy process procedures for the data present in the host or device memory. However, with the release of Unified Memory [9] , this function became more simplified for the developers to develop data parallel applications.
III. RELATED WORK
There are two main industries where crowd simulation plays an important role. The movie and gaming industry, where it is used to populate the virtual environment in order provide real life scenario. Secondly, in the design, development and planning of building, public places and evacuation plans for huge events and exhibitions, which is our primary focus.
These events, specifically of Hajj and Umrah, can be easily planned using better performing agent-based visualization [14] . These techniques have given rise to a more realistic crowd. To achieve a high-performance solution, we introduce a parallel agent-based Hajj simulation that utilizes the GPU. In such applications, the exchange of data occurs excessively between CPU and GPU. Different implementation has reported the issue, which is, as the number of agents increases the size of data being transacted between CPU (host) memory and GPU (device) memory also increases. This increase in the size of data causes the issue of memory latency. So to make these types of simulations consistent, we have given more priority to it validation. C. Reynolds [15] while implementing agent-based simulation for PlayStation®3, he came across the problem that, as the number of agents increases, the implemented procedure became more complex and prohibitive at a standard frame rate of 30 Frames Per Second (FPS) on Synergetic Processing Unit (SPU -earlier implementation of GPU). Joselli et al. [16] , identified this problem in 2009 when he implemented a grid-based algorithm that favored the layout of global memory, but this technique resulted in low performance as the no of agents increased.
Moreover, in 2010, Erra et al. [17] made use of a different memory location on GPU that were read-only. However, this method was not suitable for an agent-based simulation because the position of the agents needs to be constantly updated. So the memory location must be a readable as well as writable. Haciomeroglu et al. [18] , in 2013, implemented an algorithm in which they made cluster of individual agents which reduces the amount of the data needed to be exchanged but this lead to a static crowd that was unrealistic. In 2014, Vigueras et al. [6] used texture memory to decrease the use of global memory but this solution was not uniform for GPUs from different vendors. MRÓZ et al. [19] stated this problem again in April 2014, that the data transfer was causing bottleneck in performance when they implemented both, discrete and continuous approaches for simulating crowd over GPU due to the limited bandwidth and memory latency. To address the issue of memory latency and management, NVIDIA announced CUDA 6 having the feature of Unified memory [9] that help developers to increase the efficiency of their systems.
Therefore in this paper we focus our research on the improvement of performance in terms frames generated per second by decreasing the execution time of each simulation step and at the same time increasing the number of agents for a better representation of rituals.
IV. OPENSTEER ARCHITECTURE
OpenSteer is an open source steering library that provides developers to create scenarios, called plugins. These plugins help to visualize agents in a virtual environment with a set of steering components. Before an OpenSteer plugin starts to display autonomous agents on the screen, it is first initialized. In this step, the objects for each agent is created, and other components are initialized. Then the plugin is called in a loop, each loop representing one simulation cycle. The first part of this step is known as the update phase, in this stage calculations for each agent takes place and the second part is the redraw phase. The second phase displays the agents on the screen. Ideally this cycle should run 25 to 60 times in one second for the agents to move smoothly across the environment. At the end of the complete simulation, the next step is activated which cleans up all the memory as shown in Figure 4 . If the number of agents, in our case pilgrims, increases then the update phase take longer to complete all the calculation and to transfer the results to the redraw phase. During the update phase, the steering force is calculated which consumes much of the execution time. Therefore, we propose a solution that will take less time to compute this steering force for each autonomous pilgrim.
V. PROPOSED SOLUTION AND IMPLEMENTATION DETAILS
With the sole purpose for increasing the performance of an agent-based crowd to simulate pilgrim movement during the rites of Hajj and Umrah, we propose a simulation that will be parallelized using CUDA over the GPU. In this simulation, the calculation for the steering forces of the pilgrims will be migrated to the GPU in the form of kernels, and then the results will be transferred back to the CPU for representation.
The initial implementation of OpenSteer utilizes a single thread and, therefore, does not make use of today's multicore CPUs. Due to physical limitation the clock rate of CPUs nowadays does not increase anymore. It will not be possible to add more agents to the simulation without modifying the initial implementation. So the sections of the application that can be parallelized were identified initially by selecting A profile of OpenSteer running the a sample Boids Plugin with 4096 agents shows us where the CPU is spending the most time (see Figure 5 ). The computation of the update phase (Boid::update(float, float)) uses more than 90% of the CPU's time.
By parallelizing the calculations of the update phase (calculations related to the steering vectors and updating the agent's properties) on the GPU will increase the simulation's performance noticeably. Updating properties of an agent is also an independent function so it can also be realized as a separate kernel. This way, each thread of a kernel handles exactly one agent in the simulation. At every simulation cycle, the existing agents provide with a preferred steering force (desired_steering_direction). With the help of this force, the new position and velocity of the agents are determined by applying the formula in Listing 1. For n agents in a simulation, n threads have to be executed. If the number of agents in the simulation increases, additional threads have to be launched. Now we will discuss some implementation details for this simulation. The original version of the simulation traverses the simulation phase followed by the modification phase for each agent. So to port the application onto the GPU, it requires the parallelized version to run through the simulation phase of all agents before it executes the modification phase for each autonomous agent. Furthermore, the data type used in OpenSteer is Vec3, which is not usable in CUDA, so another data type of float3 is used. Another issue is caused due to the memory transfer. Since the data previously used in OpenSteer is stored in a heap which cannot be accessed by the GPU directly and needs to be transferred to its memory for it to process the data. This was handled by the function cudaMemcpy(). This function helps to transfer the data from the device to the host and vice versa. For a smooth transition, we needed to address this main issue.
During this transition two main kernels are introduced, namely, Steering Kernel and Modification Kernel. Steering kernel calculates the steering force for all agents, whereas the Modification kernel applies the calculated steering force to the properties of every agent. The array size of data type float3 is allocated in the global memory of the GPU. It is equal to the number of agents (Steering Force) in each scenario. Force of each agent can read and updated by each kernel. After every update cycle, the array is cleared.
VI. CONCLUSION
GPU offers an opportunity to accelerate many algorithms. In particular, applications that can have large numbers of parallel threads that do similar work across many data points with limited synchronization are suitable candidates with which to exploit GPU acceleration. The need to simulate a large number of agents is very necessary to display dynamic and realistic behaviors. While parallelizing an application such as OpenSteer, we considered several parameters to visualize a crowd of pilgrims performing multiple rituals of Hajj and Umrah. Based on the analysis of OpenSteer we figured out those sections of the code that are portable to the GPU. Furthermore, since this library was written using tradition C++, we also addressed many technicalities. This research is a work in progress to achieve high performing autonomous pilgrims to simulate different scenarios during Hajj.
In future development, we plan to improve memory access patterns by using global and shared memory more efficiently. The performance can also be enhanced by avoiding branch divergence and also by pointing out suitable execution configurations. Vendor independence can also be achieved by implementing this solution using OpenCL, which supports he Heterogeneous System Architecture (HSA). This solution can also be implemented over to the latest GPU clouds, where the availability of data required for analysis and results will be visible globally. This proposed solution is a step towards a better implementation of pilgrim representation over a virtual platform that will help ease of planning of such sacred and important events.
