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Ziel der Konzeptstudie „perso-
nAAL“ war es zu untersuchen, ob
verschiedene Verhaltensweisen
eines assistiven Roboters („Persön-
lichkeiten“), einmal introvertiert
bzw. rein funktionsorientiert (nüch-
tern, sachlich) und das andere Mal
extrovertiert bzw. lebendig (ange-
reichert), bei ansonsten gleicher
Funktion (Überbringen einer Nach-
richt) von Testpersonen (TP) als
unterschiedliche „Persönlichkei-
ten“ wahrgenommen werden. Es
wird vermutet, dass die Akzeptanz
verbessert werden kann, wenn die





man-robot interaction“ (HRI) ist ein jun-
ges Forschungsgebiet [3, 5], das zuneh-
mend auch im „Ambient/active assisted
living“(AAL)-Bereich an Bedeutung ge-
winnt [10]. Assistive Roboter, die die
Selbstständigkeit und Sicherheit älterer
Menschen unterstützen sollen, sind trotz
umfassenderVisionen inderPraxismeist
noch sehr teuer sowie hinsichtlich Funk-
tionalität, Robustheit und Alltagstaug-
lichkeit deutlich eingeschränkt [19]. Un-
geachtet dessen kommt der menschen-
gerechten Ausgestaltung der Benutzer-
schnittstelle eine große Bedeutung für
die Anwenderakzeptanz zu [12, 14].
In der Literatur ﬁnden sich Berichte
über einige Roboter, die bereits durch
Nutzer getestet wurden und dem derzeit
üblichen Modell eines assistiven Robo-
ters mit zumindest teilweise mensch-
lichem Erscheinungsbild entsprechen.
Praktisch alle Tests fanden bisher in
kontrollierter Umgebung [10, 20, 22, 23]
und nicht über längere Zeit in der häusli-
chen Umgebung der Nutzer statt; hier ist
das unlängst abgeschlossene HOBBIT-
Projekt [MetraLabs GmbH, Ilmenau, 6,
7] eine Ausnahme. Bisherige Roboter
waren hauptsächlich Forschungspro-
totypen und sehr teuer. Die Preise der
Robotermit Greifarmen wie Care-O-Bot
[Fraunhofer-Gesellschaft, Stuttgart, 8]
liegen jenseits der 100.000 € Grenze.
Der derzeit wohl günstigste Roboter
„Pepper“ (Aldebaran Robotics SAS, Pa-
ris, [9]) soll mittlerweile für ca. 2000 €
plus einer monatlichen Gebühr von ca.
200 € über einen Zeitraum von 3 Jahren
erhältlich sein, besitzt starke Ausdrucks-
fähigkeit, beschränkt sich jedoch nur auf
Kommunikation.
Abgesehen vom meist hohen Preis
und der oft noch dürftigen Alltagsfunk-
tion lässt auch die generelle Akzeptanz
von Robotern noch zu wünschen üb-
rig [19]. Bisherige Forschungsergebnisse
liefern kein eindeutiges Bild. Bekannt ist
der Eﬀekt des von Mori [15] eingeführ-
ten „uncanny valley“, dem Phänomen,
dass unterschiedlich lebendig bzw. men-
schenähnlich erscheinendeGegenstände
unterschiedliche Akzeptanzen mit nicht
stetig linearem Zusammenhang erfah-
ren. Neben der oft bewusst menschen-
ähnlichen Gestaltung der äußeren Form
eines Roboters betrifft dies auch seine
Verhaltensweisen und Bewegungen. Ein
potenzieller Konﬂikt ergibt sich, wenn
sich die Verhaltensweisen der Roboter
streng auf die funktionellen Erfordernis-
se beschränken und sich trotz ihrer oft
menschenähnlichen äußeren Gestaltung
wenigerwie ein aktives, autonomes assis-
tives System als wie ein übliches passives
Werkzeug verhalten, dessen Einsatz rein
von der Nutzerin/dem Nutzer gesteuert
wird.
Methoden
Ein erster Ansatz für das Angebot an
alternativen Verhaltensweisen wurde im
Projekt HOBBIT gemacht; hier wur-
den mithilfe verschiedener Ausgaben
(Text und Sprache [14]) unterschiedli-
che Persönlichkeiten ausgedrückt [18].
Einen wesentlichen Aspekt stellen auch
Annäherungsdistanzen und Geschwin-
digkeiten dar [2], sowie ob, wann, wo
und wie der Roboter etwas sagt [4,
21]. Der von den TP wahrgenommene
Unterschied verschiedener Ausdrucks-
weisen wurde im Projekt personAAL
untersucht. Dazu wurde ein „Roboter-
persönlichkeitsmodell“ (RPM) entwor-
fen, das bei vorhandener Roboterbasis
verfügbare Parameter (Geschwindigkeit,
Annäherungsdistanz, Stimme, Sprech-
geschwindigkeit etc.) verwendet und
kombiniert, um unterschiedliche Ro-
boterpersönlichkeiten bei ansonsten
gleicher Funktionalität auszudrücken
([16, 18]; hier muss angemerkt werden,
dass die Gleichsetzung von Verhalten
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Abb. 28 RoboterundTestpersonausderVogelperspektive.a Interaktionsdistanz,bRoboter inRuhe-
position
mit Persönlichkeit natürlich eine grobe
Vereinfachung darstellt).
Studiendesign
Ein früher Prototyp aus dem Hobbit-
Projekt [6, 7] wurde mit einer neuen
Verkleidung versehen.Notwendige Para-
meter wurden aufgrund von Beispielen
ähnlicher Studien aus der Literatur [4,
21] für eine Modellierung zusammenge-
fasst und für Script-basierte (also pro-
grammtechnisch vordeﬁnierte, ﬁxe) Ab-
läufe optimiert. Der eingesetzte Roboter
(. Abb. 1) besteht aus einer robotischen
Basis, die dieMobilität bereitstellt, einem
Touchscreen zurAnzeige vonTexten, zur
Ausgabe von Sprache und Tönen sowie
einem beweglichen Kopf, der Emotio-
nen in Form eines Gesichts zeigt [14].
Die groben Abmessungen des verwen-
deten Roboters waren wie folgt: Höhe
130 cm, Breite: 43 cm, Länge: 51 cm. Die
Höhe der waagrechten Fläche (auf der
die Mikrofon-Lautsprecher-Kombinati-
on lag) oberhalb desAntriebssystems be-
trägt47cm.DerTouchscreenwar ineiner
Höhe von 76 cm (Mitte des Bildschirms)
mit einem Aufstellwinkel aus der Waag-
rechten von 60 Grad angebracht.
Die Basisversion des Roboters wur-
de so konﬁguriert, dass auch bespielhafte
Funktionen eines „smart room“ über den
Roboter vermittelt werden konnten (hier
die Funktion „telefonieren“ und „Mu-
sik spielen“, [13]). Diese Funktionen hat
derRobotermit demeher extrovertierten
Verhalten (RoboterEva)denEndnutzern
in der letzten Phase des Tests aktiv an-
geboten.
Da nur eine Roboterplattform zur
Verfügung stand, wurde diese für beide
Verhaltensweisen verwendet (. Abb. 1).
Die modellierten Unterschiede sind
in . Tab. 1 einander gegenübergestellt.
Zusätzlich zum unterschiedlichen Ver-
halten erhielt der Roboter ein weiteres
Unterscheidungsmerkmal: eine blaue
Krawatte in der introvertierten Rolle
(Roboter Irene), und ein rotes Mascherl
in der extrovertierten Rolle (Roboter
Eva). Unverändert bleibende Verhal-
tensweisen sind u. a.:
4 Beide Roboter fahren langsam,
wenn sie nah am Nutzer sind (und
schneller, wenn sie weiter weg sind).
4 Beide Roboter verwenden die gleiche
synthetische Stimme („Katrin“ von
Loquendo/Nuance).
4 Beide Roboter haben das gleiche Er-
scheinungsbild (bis auf das Mascherl
bzw. die stilisierte Krawatte).
4 Beide Roboter erfüllen die gleichen
Funktionen: Überbringen einer
Nachricht/Erinnerung.
4 Beide Roboter fügen sich technischen
Randbedingungen, z. B. schauen sie
beide mit dem Gesicht nach unten,
während sie fahren (um der neben
dem oberen Monitor eingebauten




Die Rekrutierung der TP (ältere Men-
schen und Experten aus dem Pﬂegebe-
reich) erfolgte über bestehendeKontakte
der Forschungsgruppe. Die TP erhielten
eine Vorabinformation über Inhalt und
Zielsetzung der Studie sowie den groben
Ablauf des Tests. „Informed-consent“-
Formulare und -Prozess wurden unter
Supervision einer Ethikexpertin, basie-
rend auf den vorhandenen Materialien
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„HOBBIT“ der Europäischen Union (EU)
hat Prototypen von assistiven Robotern
zur Unterstützung eines sicheren und
selbstständigen Lebens entwickelt und bei
älteren Personen in der häuslichenUmgebung
Hause getestet.
Ziel der Arbeit. Im Projekt „personAAL“
wurde untersucht, ob verschiedene Verhal-
tensweisen eines solchen Roboterprototyps
(„Persönlichkeiten“) bei ansonsten gleicher
Funktion (Überbringen einer Nachricht)
von Testpersonen (TP) als unterschiedliche
„Persönlichkeiten“wahrgenommenwerden.
Material und Methoden. Der Roboter
wurde mit 2 Verhaltensweisen ausgestattet:
einmal introvertiert (rein funktionsorientiert,
nüchtern sachlich) und das andere Mal
extrovertiert (lebendig, angereichert) und
13 Testpersonen (großteils älteren Personen
bzw. Experten und Expertinnen aus dem
Pﬂegebereich) vorgeführt.
Ergebnisse. Zwölf der 13 TP nahmen den
Unterschied im Verhalten wahr. Eine TP
präferierte den introvertierten Roboter, 9 den
extrovertierten, und 3 hatten keine Präferenz
oder machten diese von der konkreten
Situation abhängig. Die Auswertung ergab bei
den Teilfragen „Anthropomorphismus“ und
„Belebtheit“ sowie in der Gesamtbewertung
signiﬁkante Wahrnehmungsunterschiede.
Bemerkenswert ist, dass für die Teilfragen
„Sympathie“ und „Sicherheit“ keine signiﬁkan-
ten Unterschiede festgestellt wurden. Es gab
keinerlei signiﬁkante Korrelation zwischen
dem bevorzugten Verhalten des Roboters und
der Selbsteinschätzungder TP als intro- oder
extrovertiert.
Schlussfolgerung. Aus dem Ergebnis kann
vermutet werden, dass die Akzeptanz eines
Roboters nicht rein von der nüchternen
Funktion, die natürlich Voraussetzung
ist, abhängt. Daher wird es sinnvoll sein,
für eine höhere Akzeptanz verschiedene
Verhaltensweisen zur Wahl zu stellen.
Schlüsselwörter
Assistive Technologie · Robotik · Interaktion ·
Verhalten · Akzeptanz
Should assistive robots have a “personality”? Potential of simplified robot personalities
Abstract
Background. In the European Union (EU)
research project “HOBBIT” prototypes of
assistive robots were developed in order to
support a more secure and independent life
style and trials were run at the homes of
elderly users.
Objective. The project “personAAL” aimed
at investigating whether distinct behavioral
forms of a robot (“personality”), despite
an identical basic function (e.g. bringing
a message) are perceived as diﬀerent
personalities by the test persons.
Material andmethods. For this study a robot
was equippedwith two types of behavior, one
more introverted (purely function-oriented,
impersonal and factual) and the other more
extroverted (lively and enriched). The two
types of behavior were demonstrated to 13
test persons (mostly older persons and experts
from the care domain).
Results. Nearly all of the test persons (12 out
of 13) perceived a diﬀerence with respect to
the behavior of the robot. Of the test persons
1 preferred the introverted robot, 9 the
extroverted behavior of the robot and 3 had
no preferences or stated that the preference
depended on the context. The evaluation
of answers to the Godspeed questionnaire
resulted in signiﬁcantly diﬀerent perceptions
of “anthropomorphism” and “animated”
as well as in the total evaluation. It is also
remarkable that no signiﬁcant diﬀerences
could be found for “likeability” and “perceived
security”. There was also no signiﬁcant
correlation between the preferred behavior
of the robot and the self-assessment of the
test person as being more introverted or
extroverted.
Conclusion. From these results it can be
concluded that acceptanceof a robot does not
solely depend on the mere function, which of
course is a precondition but that it is advisable
to oﬀer a choice between diﬀerent types of
behavior in order to optimize acceptance.
Keywords
Assistive technology · Robotics · Interaction ·
Behavior · Acceptance
aus Vorprojekten, an die Gegebenheiten
der Konzeptstudie angepasst.
Datenerhebung/Testdurchführung
Die TP wurden als Hauptaufgabe gebe-
ten,vorgelegteBücherzubewerten.Wäh-
renddessen wurden ihnen vom Roboter
Nachrichten überbracht. Dazu bewegte
sich der Roboter jeweils aus der Ruhe- in




Phasen der Interaktion und die Steue-
rung bzw. Supervision des teilautonom-
agierenden Roboters durch („Wizard-of-
Oz“-Methode).
Sicherheit
Zur Gewährleistung der Sicherheit stan-
den mechanische Kontaktsensoren am
Roboter (vorn und hinten) sowie ein
Näherungssensor (Tiefenkamera vorn)
zurVerfügung.Beide funktioniertensehr
verlässlich. Des Weiteren war eine Not-
stopptaste an dermobilen Fernsteuerung
des Roboters vorhanden.
Der Hauptteil der Bewertung erfolg-
te für jede vorgeführte Roboterpersön-
lichkeit mithilfe des „Godspeed“-Frage-
bogens [1], der als validierte Methode
zur Beurteilung von HRI anhand von
5 Schlüsselkonzepten gilt. Ziel war die
Evaluierung der Einstellung der Anwen-
der/-innen jeweils nach der Interaktion
mit dem Roboter in einer der verwen-
deten Persönlichkeitsformen. In weiterer
300 Zeitschrift für Gerontologie und Geriatrie 4 · 2016





Roboter spricht Langsamer, mit niedrigerer
Grundfrequenz, leiser
Schneller, mit höherer Grund-
frequenz, lauter






Gesenkter Blick Schaut Nutzer direkt an
Beginn des Sprechens Spricht erst, nachdem er ange-
kommen ist
Beginnt teilweise noch im
Fahren mit dem Sprechen
Mimik Immer gleiches, starres Gesicht
(kein Blinzeln, keine Emotionen)
Blinzelt ab und zu, zeigt Lä-
cheln
In Ruheposition Schaut nach unten, steht still
(keine Bewegung)




Nein Ja (dass er wegfahren wird,
dass er angekommen ist etc.)
Proaktivität Wartet, bis Nutzer ihn anschaut Spricht proaktiv Inhalte an,
macht Vorschläge




Fährt langsamer und hält größere
Interaktionsdistanz ein




haupt signiﬁkante Unterschiede je nach
RPM gefunden werden können, und ob
ein Zusammenhang mit dem persönli-
chen Nutzerproﬁl besteht.
Die beidenModelle wurden 13 TP im
AAL Living Lab des Instituts vorgeführt
(großenteils älteren Personen bzw. Ex-
perten und Expertinnen aus dem Pﬂege-
bereich, Alter zwischen 25 und 73 Jahre,
Mittelwert 48 Jahre, 4 Frauenund 9Män-
ner, [17]).
Ergebnisse
ImAbschlussinterview (also nach erfolg-
ter Interaktion mit beiden Roboterper-
sönlichkeiten) gaben 12 von 13 TP an,
Unterschiede im Verhalten der beiden
Roboter bemerkt zu haben. Auf die Fra-
ge, welcher der beiden assistiven Robo-
ter bevorzugt wird, gab eine TP an, den
introvertierten Roboter zu präferieren.
Neun TP präferierten den extrovertier-
ten, und 3TPhatten keine Präferenz oder
machten diese von der konkreten Situa-
tion abhängig. Es gab keine signiﬁkan-
ten Unterschiede zwischen männlichen
und weiblichen TP. Befragt nach ihrer
Selbsteinschätzung gaben 6 TP an, sich
als eher introvertiert einzuschätzen, 7 TP
bezeichneten sich als eher extrovertiert.
DasextrovertierteVerhaltenwurdeal-
so von der deutlichen Mehrheit bevor-
zugt (9 von 13 TP, [16]). Die Auswer-
tung der Antworten ergab, dass bei den
Teilfragen „Anthropomorphismus“ (p =
0,07) und „Belebtheit“ (p = 0,04) sowie in
der Gesamtbewertung (p = 0,02) signi-
ﬁkante Wahrnehmungsunterschiede be-
stehen. Bemerkenswert ist, dass für die
Teilfrage „Sympathie“ (p = 0,66) kei-
ne signiﬁkanten Unterschiede festgestellt
wurden; ebenso wurde die Teilfrage „Si-
cherheit“ für die beiden Persönlichkeiten
praktisch identisch bewertet. Es konn-
te keinerlei signiﬁkante Korrelation zwi-
schen dem bevorzugtem Verhalten des
Roboters und der Selbsteinschätzung der
TPals intro-oderextrovertiert festgestellt
werden. In der Literatur ﬁnden sich da-
zu sowohl Hinweise auf eine bevorzugte
Übereinstimmung [21] als auch Hinwei-
se auf eine bevorzugte Komplementarität
[11] zwischen der Persönlichkeit der TP
und der „Persönlichkeit“ des Roboters.
Schlussfolgerungen
Diese erste Studie konnte zeigen, dass
bei assistiven Robotern ein von Nutzern
eindeutig unterschiedlich bewertetes
Verhalten auf dieselbe grundlegende
Funktion aufgesetzt werden kann. Die
noch geringe Zahl der TP und die natür-
lich nichtvollständige Ausschöpfung des
Spielraums an Modellierungsmöglich-
keiten lässt weitere Untersuchungen an
einer größeren Nutzergruppe sinnvoll
erscheinen.
Da signiﬁkante Unterschiede in der
Wahrnehmung und Bevorzugung der
Persönlichkeit durch die TP gefunden
werden konnten, wichtige Einschätzun-
gen wie „Sympathie“ und „Sicherheit“
dabei jedoch nicht beeinﬂusst wurden,
kann allgemein vermutet werden, dass
mit dem Anbieten von Alternativen
in der Gestaltung der Roboterpersön-
lichkeit gezielt Vorteile bezüglich der
individuellen Akzeptanz genutzt werden
können, ohne jedoch die funktionelle
Ebene einbeziehen zu müssen.
Fazit für die Praxis
4 Bei gleicher Funktion wird verschie-
denes Verhalten des Roboters von
den Nutzern und Nutzerinnen wahr-
genommen und unterschiedlich
bevorzugt.
4 Beim Design assistiver Roboter soll-
te daher neben dem Fokus auf die
Funktion auch Augenmerk auf die
Ausgestaltung der Roboterpersön-
lichkeit gelegt werden.
4 Das Zur-Verfügung-Stellen einer
Auswahl verschiedener Verhaltens-
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